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Abstract
Many shift scheduling algorithms presume that the stang levels, re-
quired to ensure a target customer service, are known in advance. De-
termining these stang requirements is often not straightforward, par-
ticularly in systems where the arrival rate uctuates over the day. We
present a branch-and-bound approach to estimate optimal shift sched-
ules in systems with nonstationary demand and (stochastic) service
level constraints. The algorithm is intended for personnel planning in
small-scale service systems with limited opening hours (such as small-
scale call centers, banks, and retail stores). Our computational exper-
iments show that the algorithm eciently explores the solution space
and quickly nds an optimum (even if an inferior starting solution is
used).
Keywords: Time-varying arrival process, Stang and scheduling, Per-
sonnel planning, Capacity analysis, Optimization
1 Introduction
Many shift scheduling algorithms presume that the stang levels, required
to ensure a target customer service, are known in advance: the shift schedul-
ing step then boils down to tting the min cost shift schedule to the require-
ments. Determining these stang requirements, however, is nontrivial at
Corresponding author.
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best, particularly in systems with nonstationary arrival rates. Moreover,
this \two-step" approach may result in a suboptimal schedule (Ingolfsson et
al., 2010).
This article presents an integrated approach to the shift scheduling prob-
lem with nonstationary (i.e., time-varying stochastic) demand: dierent
stang combinations are explored using implicit enumeration, which allows
to eciently estimate the minimum cost shift schedule subject to a service
level constraint (the probability that the customer waiting time violates a
critical level should not exceed a user-dened target). The algorithm is exi-
ble in the sense that it does not rely on any specic methodology to evaluate
the customer service implied by a given shift schedule. We opted to use sim-
ulation in our experiments, because (1) it requires virtually no restrictions
on the assumptions regarding arrival and service process, (2) it allows us
to include real-life complexities of which the impact on customer service
cannot easily be estimated analytically, such as customer impatience (aban-
donments) and the exhaustive service policy (which implies that servers work
overtime to nish the customer in service at the time their shift ends), and
(3) it allows us to tune the accuracy by changing the number of replications
in the simulation model.
The algorithm specically targets service systems with limited open-
ing hours (so-called terminating systems, see Law and Kelton, 2000), and
is especially suited for systems with a limited number of operators (such
as banks, retail stores, or small call centers). It contributes to the ex-
isting literature by proposing straightforward, easy-to-implement rules to
eciently explore the solution space (as opposed to the more complex and
time-consuming approach of Atlason et al., 2004, 2008).
Section 2 gives a brief discussion of the related literature. Section 3
presents the formal problem statement. A detailed description of the al-
gorithm is provided in Section 4. Section 5 discusses the computational
experiment, and concluding remarks are provided in Section 6.
2 Related literature
Shift scheduling for systems with nonstationary arrival rates has received
relatively limited attention in the academic literature. The two-step ap-
proach, which ts minimum cost shift schedules to predened stang re-
quirements, is by far the most common (see Thompson, 1993, 1997; Sinreich
and Jabali, 2007; Izady and Worthington, 2012, among others). The main
problem, however, is that the stang levels required to ensure a target cus-
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tomer service level are not straightforward to determine. Moreover, the
two-step approach may result in suboptimal shift schedules (Ingolfsson et
al., 2002; Henderson and Mason, 1998, 1999b), because several stang so-
lutions might exist that lead to shift schedules with substantially varying
costs. Alternatively, shift scheduling can be done directly based on the time-
varying arrival rates (Ingolfsson et al., 2002; Koole and van der Sluis, 2003;
Castillo et al., 2009; Helber and Henken, 2010). These approaches avoid
the suboptimality that arises by decomposing the problem into two steps.
Yet, including quality of service constraints in the shift optimization is not
straightforward, hence authors commonly resort to simplifying assumptions
(e.g., exponential service and abandonment times).
Our research is closely related to the work of Ingolfsson et al. (2002,
2010) and Atlason et al. (2004, 2008). These articles suggest algorithms to
determine low-cost shift schedules with a service level constraint on customer
waiting time. Ingolfsson et al. (2002) evaluate schedule performance by nu-
merical integration of the forward dierential equations forMt=M=st queues
and apply a genetic algorithm to search for good schedules. Ingolfsson et al.
(2010) apply a heuristic cutting-plane algorithm and use the randomization
method for evaluating schedule performance (Grassmann, 1977; Ingolfsson,
2005; Ingolfsson et al., 2007), which is computationally less expensive but
yields similar accuracy (Ingolfsson et al., 2007). Atlason et al. (2004, 2008)
suggest a cutting plane method that uses simulation to evaluate customer
service, and add cuts based on the estimated (pseudo)gradients of the ser-
vice level function. This requires substantial computational eort. Atlason
et al. (2008) show that their algorithm converges towards an optimal solu-
tion as the number of replications grows large; in contrast, both Ingolfsson
et al. (2002) and Ingolfsson et al. (2010) are heuristic approaches, that do
not guarantee an optimal solution.
The approach developed in this article is easier to implement than the
one proposed in Atlason et al. (2004, 2008). Though our approach cannot
strictly guarantee the optimum in the exhaustive setting, it will converge
to the optimal solution in systems with a preemptive service policy (where
service can be interrupted and the customer in service rejoins the queue),
as the number of replications grows to innity.
3 Problem statement and notations
We focus on a single-stage multiserver Mt=G=st + G queue, as depicted in
Figure 1. The current time is represented by t and ranges between 0 and
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time horizon T (i.e., the opening hours of the service system). Customer
arrivals have a time-varying arrival rate t (in our numerical experiments,
we assume Poisson arrivals, though this choice is by no means restrictive).
The service process is generally distributed with per server service rate ;
the abandonment process is generally distributed with rate .
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Figure 1: Schematic representation of a single-stage queueing system with
time-varying demand
The main objective is to estimate an optimal shift schedule, such that
the target customer service is achieved at minimum cost. The cost is mea-
sured in man-hours. In line with the related literature (Feldman et al., 2008;
Ingolfsson et al., 2010; Campello and Ingolfsson, 2011; Izady and Worthing-
ton, 2012), customer service is measured by the virtual waiting time Wt
at given time instants t, i.e., the waiting time that an innitely patient
(ctive) customer encounters upon arrival at time t (Gross et al., 2008;
Le Minh, 1978; Mandelbaum and Momgilovic, 2008). More formally, let
tp = f0;p; 2p; : : : ; T   pg represent the set of time instants at which
performance is evaluated (the notations are illustrated in Figure 2). We
then require the following hard constraint to be met:
Pr(Wt > )   for all t 2 tp ; (1)
with  the maximum allowed waiting time, and  the target probability of
excessive waiting. The validity of this constraint is checked by simulation.
Note that for  = 0, Expression (1) corresponds to the delay probability.
Capacity changes can only take place at specic points in time, i.e., at
the start of a stang interval. Stang intervals have length s. The set of
stang interval indices is Is = f1; : : : ; Isg with Is  T=s (see Figure 2).
ts = f0;s; 2s; : : : ; T  sg contains the stang interval start times, for
all is 2 Is (with ts  tp).
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Figure 2: Illustration of notation for stang intervals (length s) and
performance intervals (length p)
Let vector s = fs1; :::; sIsg represent the stang vector, containing the
number of operators in each stang interval. Assume that W dierent pre-
dened shift types exist. For any stang vector s, the min-cost shift solution
can be determined by solving the following basic set covering problem (as
introduced in Dantzig (1954)):
min
WX
j=1
cjwj (2)
s.t.
WX
j=1
aj;iswj  sis 8is 2 Is (3)
wj  0 and integer 8j = 1; : : : ;W (4)
The objective function denotes the total shift cost, with cj the cost of shift
j (expressed in man-hours). In constraint (3), the indicator aj;is equals 1 if
interval is is an active period in shift j and equals 0 otherwise. Constraint
(4) imposes non-negativity on the shift solution vector w = fw1; :::; wW g,
that denes how many workers are assigned to each shift type. The actual
number of operators implied by a given shift vector w is expressed as sw =
fsw;1; : : : ; sw;Isg. Note that dierent w may give rise to the same sw, and
that sw will tend to dier from s, as the shift schedule will tend to introduce
slack on the rst constraint in Problem (2-4).
The overall objective is to minimize the shift cost cw, while ensuring that
the related shift vector w satises the performance constraint in Expression
(1). The abandonment cost is not included in the objective, but instead is
inuenced implicitly through the performance constraint: as abandonment
behavior will increase as the waiting times grow,  should be small compared
to 1= if abandonments are to be avoided.
The exhaustive service policy implies that servers will work overtime at
the time their shift ends, to nish the ongoing service instance (if any). As
such, customers cannot be transferred between servers. Note that this does
5
not completely match the exhaustive service policy applied in Atlason et al.
(2008), which only allows for overtime when the overall scheduled capacity
decreases (i.e., when the servers that go o duty are not replaced by new
servers).
4 Branch-and-bound algorithm
In this section, we develop a branch-and-bound algorithm for shift scheduling
with nonstationary arrival rates. Section 4.1 discusses how the search tree
is constructed. Section 4.2 describes in detail how this tree is explored,
and which rules are applied to guide the search procedure. The algorithm's
pseudocode is given in Appendix A.
4.1 Tree structure
The construction of the tree requires the following three stang vectors as
input:
 an initial feasible solution sinit: any stang vector that satises the
performance constraint qualies as initial feasible solution. A tighter
initial feasible solution, however, speeds up convergence. The corre-
sponding min-cost shift vector, winit (with cost cinitw ), is obtained as the
integer programming solution to Problem (2-4).
 a lower bound vector sLB: this vector contains the lower bound on the
stang requirements for each interval is 2 Is. Any stang vector with
capacity smaller than sLB in at least 1 interval, can never be feasible.
Appendix B details how to obtain sLB.
 an upper bound vector sUB: All solutions for which sis > sUBis in at least
one stang interval yield a stang cost that exceeds cinitw , and should
not be considered. Appendix B details how to obtain sUB.
An illustration of the tree structure is presented in Figure 3, for Is = 3.
Each node in the tree represents a stang vector s, with corresponding
stang cost cs. The root node of the tree is initialized to s
LB (as stang
vectors with capacity smaller than sLB in at least 1 interval are infeasible,
they need not be considered in the search tree).
Starting from the root node, s is increased throughout the search tree.
Each level in the tree is denoted by its depth d = 0; : : : ; Is (d = 0 represents
the depth of the root node). Child nodes are generated from a parent node
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by adding capacity to a given stang interval (see Figure 4): child nodes at
level d+ 1 dier in capacity from the parent node in stang interval d+ 1,
where the stang level takes values between its lower bound, sLBd+1 and its
upper bound, sUBd+1. The stang levels in the other intervals are identical to
those of the parent node.
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Figure 3: Example tree structure (Is = 3)
The total number of nodes in the tree (denoted by S) is equal to:
S =
IsY
is=1
 
sUBis   sLBis + 1

: (5)
As explained in Section 4.2, dening the search tree in terms of stang
vectors enables an ecient exploration of the solution space. For each
stang vector s, the corresponding min-cost shift solution w can be re-
trieved by solving Problem (2-4). Note that the s vectors themselves are not
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Figure 4: Illustration: Branching to a lower level (Is = 3)
checked for feasibility with respect to the performance constraint: only the
feasibility of w is relevant. By implicitly enumerating all stang vectors,
the algorithm avoids the suboptimality that is inherent in the traditional
two-step approach.
4.2 Node exploration
For any given parent node, child nodes are considered in increasing order of
cs (i.e., from top to bottom, in Figure 3). The tree is explored in a depth-
rst manner: after checking a node at depth d, the algorithm branches to
the lowest cost child node at levels d+ 1; d+ 2; : : : etc. If the lowest level is
reached (d = Is) and all child nodes of the current parent node have been
explored, we backtrack : the algorithm then returns to the previous level and
continues with the next unexplored node in the tree. Note that in Figure 3,
the top child node at level d+1 duplicates the parent node at level d; these
duplicates are shown for completeness and are not explored.
To limit the number of nodes for which we need to eectively simulate
the customer service level, we implement rules to fathom nodes. A node
is fathomed if it is discarded from the search procedure, along with all its
underlying child nodes. Throughout the algorithm, the best (feasible) shift
vector found so far is stored (w, with shift cost cw). At the start of the
algorithm, w is initialized to winit.
Every node in the tree is evaluated according to the rules summarized
in Figure 5. Sections 4.2.1, 4.2.2 and 4.2.3 describe the computationally in-
expensive rules (Fathom[cs], Fathom[cw], Fathom[c
R
w ], and Fathom[i
e
s]) used
in steps 1-3 to identify nodes that can be fathomed. Only shift vectors
that cannot be fathomed in these steps, are simulated in step 4 (see Section
4.2.4). Based on the simulation outcome, two additional fathoming rules
(Fathom[w] and Fathom[ies]) are applied to further constrain the solution
space.
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Figure 5: Node exploration
4.2.1 Step 1: Evaluate stang cost cs
For any node s, we rst evaluate its stang cost cs: if cs  cw (with cw the
best shift cost so far), then node s can be fathomed along with its underlying
nodes and all unexplored child nodes from the same parent node. Indeed,
all child nodes of s have a stang cost which is at least as large as cs (as
illustrated in Figure 4), so their corresponding shift cost cannot be smaller
than cw. As nodes at a given level are explored in increasing order of cs,
the same is valid for the remaining unexplored child nodes with the same
parent node as s. The algorithm then proceeds to the next unexplored node
in the tree: this can be a node at depth d  1 along the same branch as the
parent node, or a node higher in the tree (if backtracking takes place).
This rule is referred to as Fathom[cs]. Due to its low computational
eort, it is used as a rst criterion to eliminate parts of the solution space
that cannot contain an optimum.
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4.2.2 Step 2: Evaluate shift cost cw
If s could not be fathomed in step 1, the minimum shift cost cw is deter-
mined. We rst solve the LP relaxation of Problem (2-4); let's denote its
shift cost by cRw . If cRw  cw, then node s is fathomed along with its un-
derlying nodes, and all unexplored child nodes from the same parent node
(the argument is analogous to the one presented in step 1). As in step 1,
the algorithm proceeds to the next unexplored node in the tree. Only when
cRw < cw, Problem (2-4) is solved with the integrality constraints included;
when cw  cw, again node s is fathomed along with its underlying nodes,
and all unexplored child nodes from the same parent node. These fathoming
rules are referred to as Fathom[cRw ] and Fathom[cw].
A limitation of our model is that it selects only one min-cost shift vec-
tor in each node, as such, possible alternative optima to Problem (2-4) are
not accounted for. In systems with an exhaustive service policy, the start
and end times of shifts impact the performance estimates. Alternative shift
vectors with identical cost may result in slightly dierent performance esti-
mates in such a setting (even if the capacity prole sw is identical over the
day), which could cause the algorithm to miss the optimum. This limitation
especially holds for highly utilized systems with long service times, because
the exhaustive service policy is most prominent in such settings.
4.2.3 Step 3: Check if w was simulated before
Dierent s vectors can result in identical w vectors. As such, it is plausible
that a given w vector with cw < c

w has already been simulated at a previ-
ous node. As simulations can be computationally expensive, we store each
previously simulated infeasible w vector in a set (denoted by B), along with
information on the rst time instant at which the performance constraint
was violated:
te = minft 2 tp : Pr(Wt > ) > g : (6)
If w 2 B for a given stang vector s, the te value allows to detect other
infeasible stang vectors, at least in systems with limited opening hours.
Indeed, to attain an acceptable waiting time Wte   , a customer arriving
at time te needs to enter service at te +  at the latest. If we let ies denote
the stang interval that contains te +  , all s0 for which s0is  sis for all
is 2 f1; : : : ; iesg are infeasible as well, irrespective of the capacity in intervals
is > i
e
s (note that this does not necessarily hold in nonterminating systems).
This observation is used to dene a last fathoming rule, termed Fathom[ies].
Consider an infeasible node at level d, with corresponding ies. Three cases
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can then be distinguished; these are illustrated in the example provided in
Figure 6 (for Is = 5):
1. ies < d (see Figure 6a). In that case, the parent node at depth i
e
s can be
fathomed and the algorithm proceeds with the next unexplored node
at level ies.
2. ies = d (see Figure 6b). In that case, the node at depth d can be
fathomed and the algorithm proceeds with the next unexplored node
at level d.
3. ies > d (see Figures 6c and 6d). In that case, we branch to the next
unexplored child node at level ies.
As a result, the algorithm each time augments the capacity in the interval
that causes the performance constraint to be violated, ies. Evidently, any
violation might also be solved by increasing capacity in prior intervals is <
ies. These solutions will be encountered later in the algorithm, when the
algorithm backtracks to levels d < ies.
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Depth @ = 5
Figure 6: Example fathoming and branching based on infeasibility (5
stang intervals, d = 3)
Note that the Fathom[ies] rule is particularly straightforward to apply
given that the search tree is dened in terms of s vectors.
4.2.4 Step 4: Evaluate shift vector sw through simulation
For nodes that could not be fathomed based on one of the rules in steps 1-3,
the feasibility of the min cost shift vector w with respect to the service level
constraint in (1) is evaluated by means of simulation (see Appendix C for
further details on the evaluation procedure).
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If w is feasible, a new optimum has been found (as cw is smaller than
cw). Again, all unexplored child nodes that share the same parent can be
fathomed as these cannot improve the optimum. This fathoming rule is
referred to as Fathom[w]. As in steps 1 and 2, the algorithm proceeds with
the next unexplored node in the search tree.
If, on the contrary, w is infeasible, the Fathom[ies] rule is applied (see
Section 4.2.3), and the vector w is added to set B.
5 Results
The approach described in Section 4 is tested on a set of 972 problem in-
stances. All experiments are performed on an Intel I7 3.40 GHz computer,
with 8 GB RAM. The experimental setup is described in Section 5.1. Sec-
tion 5.2 discusses the algorithm's computational performance with respect
to the number of nodes explored, and the improvement in the shift cost
obtained with respect to the initial solution.
5.1 Experimental setting
Table 6 contains the parameter settings of the test set. We assume that the
service system is open 12 hours per day and that the arrival rate follows a
sinusoidal pattern with 2 peaks per day, uctuating around the average rate
:
t = 

1 +RA sin

2t
8

where RA denotes the relative amplitude of the arrival rate, and with t ex-
pressed in hours.
The service and abandonment distributions are assumed to be of the same
type in each of the test instances: either both are exponential (SCV = 1),
2-phase Erlang (SCV = 0:5), or 2-phase Coxian (SCV = 2).
The shift sets are provided in Appendix D. Each shift is 4, 6, or 8 hours
long and may include a one-hour break. This yields a set of 5 shifts for
s = 240 min, a set of 12 shifts for s = 120 min, and a set of 45 shifts
for s = 60 min (the latter is identical to the shift set of Ingolfsson et al.,
2010). The algorithm is terminated if an estimated optimal solution has not
been found after 25,000 nodes have been simulated in the tree exploration
phase.
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Parameter Parameter values
Service rate  (customers/hour) f1; 2; 4g
Oered load = f5; 10; 15g
Relative amplitude arrival rate RA f0:5; 1g
Abandonment rate  (customers/hour) f0; g
Max wait  (min) f0; 10; 20g
Squared coecient service and abandonment times (SCV ) f0:5; 1; 2g
Stang interval s (min) f240; 120; 60g
Performance interval p (min) 5
Number replications per simulation R 2500
Target  0:2
Table 1: Experimental setting
5.2 Algorithm performance
In our computational experiments, we select sinit by means of the ISA() al-
gorithm (Defraeye and Van Nieuwenhuyse, 2013), a stang heuristic which
ensures a fairly tight and feasible stang solution1. Table 2 contains statis-
tics on the number of simulation runs needed to nd the initial feasible
solution and lower bound (\preprocessing" phase). It reveals that the ini-
tial feasible solution and the lower bound can be derived with a very small
number of simulations.
Min Median Max Average
Simulations for initial feasible solution 5 16 36 16
Simulations for lower bound 6 18 117 26
Table 2: Statistics on the preprocessing phase, over all test instances
Figures 7(a) and (b) conrm these ndings; they show the number of
nodes explored with low computational eort (steps 1 to 3 in Figure 5) and
high computational eort (step 4 in Figure 5), for each problem instance that
could be solved to optimality. Figure 7(a), that presents the number of nodes
explored as a percentage of the total solution space (given by Expression 4.1).
It shows that the algorithm is ecient: only a minor percentage of the nodes
in the solution space are explored during the algorithm. Figure 7(b) depicts
1We use a slightly dierent stop criterion than Defraeye and Van Nieuwenhuyse
(2013): the algorithm stops when the solution was already evaluated before, or when
maxt2tpfPr(Wt > )g deviates less than 5% from its average value over the past 25
iterations.
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the absolute numbers, showing more explicitly that the number of nodes
requiring simulation is only a fraction of the nodes that are explored with
low computational eort (i.e., most observations lie below the diagonal).
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Figure 7: Number of explored nodes fathomed by low and high eort
fathoming rules, (a) as a percentage of the total solution space, (b) in
absolute values.
Figure 8 analyzes the computational eort in the tree exploration phase
(measured by the number of nodes requiring simulation) versus the improve-
ment in cost obtained with respect to the initial feasible solution. This cost
improvement is determined by:
Cost improvement =
(cinitw   cw)
cinitw
: (7)
The top row of Figure 8 shows that in 15.74% of test instances, the
algorithm terminates after 25,000 simulation runs (so, without a guarantee
that there is no better solution to be found). It appears that the size of
the solution space is a decisive factor here. All these instances allowed
for 12 stang intervals (s = 60). Moreover, as detailed in Table 3, the
performance decreased as the relative amplitude of the arrival rate and/or
the oered load increased (which implies that higher stang will likely be
needed to satisfy the customer service constraint).
The remaining 84:26% of instances were solved to optimality, as sum-
marized in the bottom matrix of Figure 8. Table 4 gives further details on
these instances, analyzing the performance of the algorithm across dierent
parameter settings. We compare only instances that were solved to optimal-
ity for each value of a particular parameter (all else equal); the last column
in the table contains the number of instances.
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0 ]0,0.05] ]0.05,0.1] ]0.1,0.15] ]0.15,0.2] ]0.2,0.25] > 0.25
25000 0.62% 8.74% 5.76% 0.62% 0.00% 0.00% 0.00% 15.74%
0 ]0,0.05] ]0.05,0.1] ]0.1,0.15] ]0.15,0.2] ]0.2,0.25] > 0.25
]10000,24999] 0.00% 1.03% 0.82% 0.00% 0.00% 0.00% 0.00% 1.85%
]1000,10000] 0.31% 2.57% 1.34% 0.31% 0.00% 0.00% 0.00% 4.53%
]100,1000] 0.21% 5.04% 2.57% 0.10% 0.00% 0.00% 0.00% 7.92%
]10,100] 0.62% 7.51% 3.81% 0.51% 0.00% 0.00% 0.00% 12.45%
]1,10] 0.21% 11.73% 5.56% 1.95% 0.31% 0.21% 0.00% 19.96%
]0,1] 1.34% 15.23% 9.98% 6.28% 1.65% 0.31% 0.00% 34.77%
0 2.78% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 2.78%
5.45% 43.11% 24.07% 9.16% 1.95% 0.51% 0.00%
Terminated after 
25,000 simulations 
(15.74%)
N
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TR
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)
Solved to optimality 
(84.26%)
Solved to optimality 
and at most 5% cost 
improvement 
(48.56%)
Solved to optimality 
and more than 5% cost improvement
 (35.70%)
% COST IMPROVEMENT (W.R.T. INITIAL SOLUTION)
Figure 8: Simulation runs performed in branch-and-bound tree vs. percent
improvement over the initial solution
Oered load
5 10 15
RA = 0.5 96% 59% 35%
RA = 1 78% 30% 19%
Table 3: Percentage of instances solved to optimality, for each combination
of relative amplitude and oered load (for s = 60)
As indicated by the rst column of Figure 8, the initial solution turns out
to be optimal in 5:45% of the instances (0% cost reduction); verifying this
may require a considerable number of simulations though. As shown in Table
4, the probability that the initial solution is optimal increases as (1) the
service rate increases, (2) the oered load decreases, (3) the abandonment
rate increases, (4) the waiting time target is less stringent, (5) the service
and abandonment processes are less variable, and (6) the stang intervals
are large. This is not surprising, as all these factors limit the solution space
(both the number of stang intervals and the capacity required), so it can
be expected that the heuristic solution is more likely to coincide with the
estimated optimum.
Overall, a majority of instances (approx. 70%) could be solved to opti-
mality quickly (less than 100 simulation runs, see Figure 8). The improve-
ment with respect to the initial solution turned out to be relatively small
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in most cases (improvements of more than 5% were only observed in about
35:70% of the instances, with improvements exceeding 15% in only 2:47% of
the instances). This mainly conrms that the quality of the initial solution,
as generated by the ISA() algorithm (Defraeye and Van Nieuwenhuyse,
2013), is high (the related cinitw tends to be close to the optimal shift cost).
As conrmed by Table 4, cost improvements exceeding 5% were especially
likely in settings with low service rates, or high variability in the service and
abandonment processes.
Table 4 also provides more general insights into the optimal shift cost,
across the dierent parameter settings. As expected, cw increases as the
oered load increases, and the relative amplitude of the arrival process in-
creases. This is intuitive, as both factors imply that more capacity will be
needed to meet the customer service constraint. Abandonments, by con-
trast, reduce the load on the system, and thus have a benecial impact on
the optimal shift cost. Furthermore, the stang interval length plays a role:
short stang intervals provide more exibility to the shift schedule, which
tends to lead to lower optimal costs.
Finally, as observed before, the computational eort (as measured by
the number of simulations performed) is highly sensitive to the size of the
solution space, with the stang interval length having a particularly large
impact.
5.3 Impact number of replications
Any inaccuracies in the estimated customer service may aect the solution
that is returned by the algorithm. In particular in steps 3 and 4 of Figure 5,
nodes are fathomed based on the service estimates, so inaccurate estimates
may cause the algorithm to settle at a wrong optimum. As we use simulation
to evaluate customer service, the estimation accuracy is impacted by the
number of replications R. In this section, we compare R = 100 versus
R = 2500, and assess the extent to which the dierence in accuracy aects
the computational eort required to run the algorithm to completion, and
the observed cost dierence at the nal solution, for those instances that
were solved to optimality.
More specically, the dierence in computational eort is measured through
the number of simulation runs required (during the preprocessing and tree
exploration stages):
SIM  SIM(R = 100)  SIM(R = 2500): (8)
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The cost dierence (in percent) is determined as:
cw 
cw(R = 100)  cw(R = 2500)
cw(R = 2500)
: (9)
Figure 9 shows that the dierence in computational eort varies widely
(with 5% and 95% percentiles equal to -662.4 and 251.4 respectively). The
dierence in cost, by contrast, is far less outspoken: increasing the number
of replications has only a limited impact on the cost of the nal solution
(see Figure 10). Using R = 100 yields a cw that is 1.84% higher on average
(the 5% and 95% percentiles equal -1.69% and 7.14% respectively).
The time-average of the condence interval halfwidth is about 4% on av-
erage (for R = 100) and 0.8% (for R = 2500). We found that in 32.6% of the
instances, the nal solutions obtained with R = 100 appear to be infeasible
if they are evaluated with R = 2500. Though the performance constraint
was typically violated in only a limited number of performance intervals, this
shows that R should be large in settings where the performance constraint
is strict.
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Figure 9: Sensitivity of the optimal solution to number of replications:
dierence in number of simulation runs
5.4 Impact of the initial solution
In all computational results shown so far, the initial solution was generated
by the ISA() algorithm (Defraeye and Van Nieuwenhuyse, 2013). As evi-
dent from the results, this initial solution tends to be of high quality. In this
section, we explore how a lower-quality initial solution aects the number of
simulations required to terminate the algorithm, and the speed with which
an estimated optimal solution is found. Because the algorithm is stopped
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Figure 10: Sensitivity of the optimal solution to number of replications:
dierence in optimal shift cost
after a xed number of simulated nodes, it is important that good feasi-
ble solutions are found quickly, even if their optimality is not guaranteed.
Ideally, the algorithm's speed in nding the optimal solution should not be
impacted too severely by the quality of the initial solution.
The purpose of the initial feasible solution is twofold: it enables using
the fathoming rules dened in Section 4.2 (it provides a value for cinitw ), and
speeds up the search for the lower bound on the stang requirements (which
denes the root node of the tree). In this section, we apply an alternative
initial solution that is simpler to calculate (it requires no simulation runs)
but results in a higher initial shift cost. More specically, sinit is obtained
as the smallest stang vector that satises the delay probability constraint
(i.e.,  equal to 0) in a stationary M=M=s model with arrival rate max =
maxft : t 2 [0; T ]g. This vector is feasible in the correspondingMt=M=st+
M model (although it is probably very costly). In our experiments, the
feasibility remains valid for general service and abandonment times, due to
the large amount of excess capacity that is added due to the overly restrictive
assumptions that are used (i.e., no abandonments, the use of max and  equal
to 0).
Figure 11 contains the dierence in the total number of simulation runs
in the algorithm, for the instances that were solved to optimality (the alter-
native initial solution is indicated by M=M=s). The gure reveals that the
total of simulations tends to be lower for ISA(). A paired t-test showed
that the dierence is signicant (with p < 0:01). As such, the simulation
runs required to determine the ISA() solution result in a more than propor-
tional reduction of the number of simulations needed to run the algorithm
to completion. The algorithm succeeds in nding good solutions quickly,
irrespective of the start solution: The dierences in total simulation eort
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are generally small, even though the initial stang cost cinits corresponding
to the M=M=s-based solution may be substantially higher. Indeed, Table 5
shows that the best solution is typically found after a low number of sim-
ulation runs for both initial solutions (though the algorithm may require a
substantial number of simulation runs to terminate).
0.24% 
6.96% 
30.53% 
4.52% 
32.72% 
13.92% 
8.42% 
2.32% 0.37% 
0%
10%
20%
30%
40%
50%
û TOTAL NR SIM 
(MMs - ISA(2 
M/M/s requires less 
simulation runs 
(37.73% instances) 
ISA() requires less 
simulation runs 
(57.75% instances) 
Equal 
(4.52% 
instances) 
Figure 11: Dierence in total number of simulations (M=M=s - ISA())
Min 5% percentile Median 95% percentile Max Average
ISA() 11 18 35 2977 22671 606.04
M=M=s 16 18 39 2997 22686 609.68
Table 5: Comparison: total number of simulations required to reach an
estimated optimum.
Figure 12 provides further details on how the dierence in initial stang
cost aects the algorithm's performance. It shows the percentage of test
instances (solved to optimality), as a function of the dierence in initial
stang cost and the total number of simulations. The gure reveals that the
M=M=s-based solution outperforms the ISA() solution only if its stang
cost is close to that of the ISA() solution (note that this information is
not available in advance). In that case, determining the ISA() solution
is not worthwhile the additional simulation eort. The stang costs, how-
ever, often dier greatly: in 17% of instances, cinits (M=M=s) is more than
twice as large as cinits (ISA()). In those settings, the ISA() solution clearly
outperforms the M=M=s-based solution.
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Figure 12: Impact of the initial solution: classi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based on dierence in number of simulations and dierence in initial
stang cost
6 Concluding remarks and limitations
We present an implicit enumeration approach to estimate optimal shift
schedules in terminating systems with nonstationary arrival rates and ser-
vice level constraints. The results show that the algorithm is ecient in
exploring the solution space, though the computational eort increases sig-
nicantly as the number of stang intervals and the server requirements per
interval increase. Consequently, the algorithm is best suited for small-scale
systems, with a limited number of operators.
The algorithm is ecient and an estimated optimum is typically found
quickly (even if an inferior start solution is used). The algorithm does not
depend on a particular methodology to evaluate the service level constraints;
in principle, any type of methodology can be used. However, the quality of
the optimal solution proposed by the algorithm evidently depends on the
accuracy of the customer service estimates.
The optimal solution found by our method is an estimated optimum
because discrete-event simulation is used to estimate the service levels, and
because alternative optima for Problem (2-4) are not accounted for. As is
discussed in Section 4.2.2, the existence of alternative optima could cause
the algorithm to miss the optimum in settings with an exhaustive service
policy. This limitation especially holds for highly utilized systems with long
service times, because the exhaustive service policy is most prominent in
such settings. Though our approach cannot strictly guarantee the optimum
in the exhaustive setting, it will converge to the optimal solution in systems
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with a preemptive service policy (where service can be interrupted and the
customer in service rejoins the queue), as the number of replications grows
to innity.
In future research, we plan to use our method to evaluate the solution
quality of heuristic approaches available in the literature (such as Ingolfs-
son et al., 2002, 2010, among others), and to extend the approach towards
nonterminating settings.
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Appendix A
Algorithm 1 Simulation-based branch-and-bound algorithm
function ExploreTree()
Set initial feasible stang vector sinit
Determine winit
w  winit == Initialize best feasible solution so far
sw  sinitw
cw  cinitw
Set bounds sLB and sUB
s sLB == Initialize root node
d 0 == Initialize depth
repeat
Determine cs
if cs  cw then
Fathom[cs]:
sd  sLBd == Restore capacity in interval d
d d  1 == Go to parent node.
Backtrack()
else
Solve Problem (2-4) to obtain fw; cw; swg
if cw  cw then
Fathom[cw ]:
sd  sLBd == Restore capacity in interval d
d d  1 == Go to parent node.
Backtrack()
else
Check if w has been simulated before
if w 2 B : then
ies  ies of previously simulated solution
if d < ies then
Branch(ies) == Proceed to child node on level i
e
s
else == d  ies so branching to underlying nodes is useless
Fathom[B] :
while (d > ies) do
sd  sLBd == Restore capacity in interval d
d d  1 == Go 1 level back
end while
Backtrack()
end if
else
Simulate sw to obtain i
e
s
if Feasible then
w  w == Update best solution so far
sw  sw
cw  cw
Fathom[w]:
sd  sLBd == Restore capacity in interval d
d d  1 == Go to parent node.
Backtrack()
else == Infeasible solution
if d < ies then
Branch(ies) == Proceed to child node on level i
e
s
else == d  ies so branching to underlying nodes is useless
Fathom[ies] :
while (d > ies) do
sd  sLBd == Restore capacity in interval d
d d  1 == Go 1 level back
end while
Backtrack()
end if
end if
end if
end if
end if
until (d = 0)
end function
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Algorithm 2 Branch
function Branch(d') == branch to child node on level d0
d d0 == Increment depth
if sd < s
UB
d then
sd  sd + 1 == Augment capacity in interval d
else
Backtrack()
end if
end function
Algorithm 3 Backtrack
function Backtrack() == Return to previous level and proceed with next node
if d 6= 0 then
while (sd = s
UB
d and d > 0) do
sd  sLBd == Restore capacity in interval d
d d  1 == Go 1 level back
end while
if d 6= 0 then
sd  sd + 1 == Proceed to next node on the same level
end if
end if
end function
Appendix B: Bounds
Lower bound The LB is determined as follows: in each stang interval
is, s
LB
is
is set equal to the smallest capacity level that is needed to meet the
performance constraint, assuming that innite capacity is available in all
other stang intervals. Ingolfsson et al. (2010) suggest a similar approach,
but start from an empty system. While Ingolfsson et al. (2010) use bisection
search to obtain sLBis for each is, we opt to make unit-size decreases starting
from the feasible (heuristic) solution sinitis obtained through ISA()); as s
init
is
tends to be relatively tight, we found that this approach nds the lower
bound with fewer evaluations than bisection search. Note that, for   s,
it suces to set sLB equal to 1 (assuming that at least 1 server should be
available at all times): as  spans multiple stang intervals, the capacity
shortage in any given interval is compensated by the innite capacity in the
following interval.
Upper bound The vector sUB contains an upper bound on the stang
requirement in each stang interval. It is constructed based on the initial
shift cost cinitw . For each interval is, the cheapest shift that can be active
in that interval is selected. Let this shift be represented by jmin, with shift
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cost cjmina . The upper bound in interval is is then determined as the largest
number of shifts j that can be active that yields a total stang cost of at
most cinitw :
sUBis =
$
cinitw
cjmina
%
;8is 2 Is :
All solutions for which s(is) > s
UB(is) in at least one stang interval yield
a stang cost that exceeds cinitw , and should not be considered in the search
tree.
Appendix C: Simulated performance metrics
The probability of excessive waiting, Pr(Wt > ), is measured from the
simulation model by means of virtual waiting times. The virtual waiting
time corresponds to the time between t and the earliest time at which a
(scheduled) server becomes available, because all customers that arrived
before t have been served (Gross et al., 2008; Le Minh, 1978; Mandelbaum
and Momgilovic, 2008):
Wt = minfw :
 
N tt+w  st+w   1
 ^ (w  0)g;
where N tt+w denotes the number of customers that arrived before time t
that are still in system at time t+ w. Note that the virtual waiting time is
measured at a particular time instant (as opposed to observed waits, which
are measured over an interval). The virtual waiting time distribution can
be measured in a straightforward way through simulation. We insert a
virtual (dummy) customer into the system at each time t 2 tp in replication
r, such that the virtual waiting time W rt equals the time at which this
dummy customer would enter service. Let R represent the total number of
replications in the simulation run. Dene rt as a binary variable that signals
whether the virtual waiting time exceeds the target  for a given time t and
replication r:
rt =

1 if W rt > ;
0 otherwise :
The probability of excessive waiting at time t then can be evaluated as:
Pr(Wt > ) =
1
R
RX
r=1
rt :
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Appendix D: Shift specications
Stang interval length Shift specication
(number of shifts) fstart time, end time, start time breakg
s = 240 (W = 5) f0; 4; g, f4; 8; g, f8; 12; g, f0; 8; g, f4; 12; g
s = 120 (W = 12) f0; 4; g, f2; 6; g, f4; 8; g, f6; 10; g, f8; 12; g,
f0; 6; g, f2; 8; g, f4; 10; g, f6; 12; g, f0; 8; g,
f2; 10; g, f4; 12; g
s = 60 (W = 45) f0; 4; g, f1; 5; g, f2; 6; g, f3; 7; g, f4; 8; g,
f5; 9; g, f6; 10; g, f7; 11; g, f8; 12; g, f0; 6; 2g,
f1; 7; 3g, f2; 8; 4g, f3; 9; 5g, f4; 10; 6g, f5; 11; 7g,
f6; 12; 8g, f0; 6; 3g, f1; 7; 4g, f2; 8; 5g, f3; 9; 6g,
f4; 10; 7g, f5; 11; 8g, f6; 12; 9g, f0; 6; 4g, f1; 7; 5g,
f2; 8; 6g, f3; 9; 7g, f4; 10; 8g, f5; 11; 9g, f6; 12; 10g,
f0; 8; 3g, f1; 9; 4g, f2; 10; 5g, f3; 11; 6g, f4; 12; 7g,
f0; 8; 4g, f1; 9; 5g, f2; 10; 6g, f3; 11; 7g, f4; 12; 8g,
f0; 8; 5g, f1; 9; 6g, f2; 10; 7g, f3; 11; 8g, f4; 12; 9g
Table 6: Shift specications (all breaks are assumed to be 1 hour). W
represents the size of the shift set for problem instances with stang
interval length s
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