We define a variety of abstract termination principles which form generalisations of simplification orders, and investigate their computational content. Simplification orders, which include the well-known multiset and lexicographic path orderings, are important techniques for proving that computer programs terminate. Moreover, an analysis of the proofs that these orders are wellfounded can yield additional quantitative information: namely an upper bound on the complexity of programs reducing under these orders. In this paper we focus on extracting computational content from the typically non-constructive wellfoundedness proofs of termination orders, with an eye towards the establishment of general metatheorems which characterise bounds on the derivational complexity induced by these orders. However, ultimately we have a much broader goal, which is to explore a number of deep mathematical concepts which underlie termination orders, including minimal-bad-sequence constructions, modified realizability and bar recursion. We aim to describe how these concepts all come together to form a particularly elegant illustration of the bridge between proofs and programs.
Introduction
For over forty years, abstract orders have been used as a means of proving that programs terminate. Wellknown examples such as the multiset path ordering were already conceived in the late 1970s [10] , and both generalisations and refinements of these basic techniques have been developed ever since. Today there exists an abundance of orders used primarily for proving termination. These range from the abstract -such as the well-founded relations of [12] -which focus on the common structure shared by termination orders and the development of general results, to the highly specialised -such as the polynomial path ordering of [2] -which aim to capture a very precise class of terminating programs.
Proofs that termination orders are wellfounded often utilise some rather heavy logical machinery, traditionally appealing to a variant of Kruskal's tree theorem. In many cases this is simply treated as a convenient mathematical tool and tends to be applied rather crudely without any thought on whether it is really necessary. However, a careful calibration of the logical theory and the precise form of Kruskal's theorem from which the wellfoundedness proof can be obtained often enables us to establish meaningful upper bounds on the derivational complexity of programs compatible with these orders. Proof theoretic analyses of this kind include [7, 33] .
The original proof of Kruskal's theorem uses a well known combinatorial idea due to Nash-Williams [21] called the minimal-bad-sequence construction. Results from infinitary combinatorics which rely on this idea have received a great deal of attention in logic over the past few decades, completely independent of their use in proving termination. In particular they have become something of a focal point in formal program extraction, due to the fact that the minimal-bad-sequence construction is very easily formalised using classical logic and dependent choice, but is extremely difficult to make sense of constructively. Therefore proofs involving minimal-bad-sequence constructions form excellent case studies for the use of techniques such as proof interpretations, and have resulted in a great deal of research in this direction ( [27] includes a recent survey).
In short, the goal of this article is to provide a connection between these two somewhat disparate areas, in which minimal-bad-sequence constructions nevertheless play a central role. We will analyse termination orders using tools from the theory of proof interpretations: More specifically, we define a succession of abstract termination principles, whose logical strength ranges from that of full mathematical analysis to low fragments of Peano arithmetic, and in each case construct a higher-order recursive program which witnesses their modified realizability interpretation. We have two main motivations for this.
First, our application of realizability constitutes a new approach for obtaining complexity bounds for simplification orderings. Previous proof theoretic investigations into termination orders (such as [33] ) are typically based on an intricate ordinal analysis. Here, on the other hand, we use a form of realizability and extract higher-order programs from wellfoundedness proofs which can be defined in some restricted calculus. In this sense, our work is most closely related to [7] , which implicitly uses the functional interpretation to reobtain the known complexity bounds for the lexicographic and multiset path orderings. However, we construct explicit programs and analyse those directly to give a collection of general metatheorems which apply to an abstract class of orders. This kind of approach has already been successfully applied by Berardi, Oliva and Steila [3] to analyse the instance of Ramsey's theorem used in the Podelski-Rybalchenko termination theorem. Here, instead of Ramsey's theorem, we focus on minimal-bad-sequence constructions.
Second, our results form a new application of program extraction in infinitary combinatorics, which should be of general interest independent of any connection with termination orders. From this perspective, our work can be viewed as a collection of case studies which give a computational interpretation of various forms of the minimal-bad-sequence construction. In particular, the first termination principle we study is equivalent to countable dependent choice, and the program we build has deep connections with both the bar recursive realizers of Higman's lemma given in [29] and by the author in [24] , and also Berger's open recursion presented in [4] .
So to summarise, this paper is intended simultaneously as a proof theoretic analysis of termination techniques and as a contribution to constructive infinitary combinatorics. But most importantly, it is our hope that the work as a whole is more than the sum of its parts, and above anything else we aim to bring together a number of important concepts -including formal program extraction, higher-order recursion theory and the complexity of rewrite systems -and illustrate how they are all connected in this setting.
An overview of the paper
A paper of this size needs a short synopsis. Moreover in our case, each part has a slightly different focus and forms something of a standalone work, and this is something we want to explain and highlight before we begin.
We start, in Section 2, by defining a general termination principle TP, in which we isolate the key combinatorial idea which underlies virtually all termination orders. We then give a number of proof theoretic results, showing that TP is equivalent to both dependent choice and a type of open induction over the lexicographic ordering. Towards the end of the section we look at the special case of simplification-style orders, and show how the relations of Goubault-Larrecq [12] and Ferreira and Zantema [11] fall out of ours as a special case.
The remaining parts of the paper form a series of studies, in which we construct programs first from TP and then from two simplifications of this principle, and which are of interest for slightly different reasons.
(i) In Section 3 we introduce Gödel's system T and modified realizability, and construct a bar recursive program which realizes our general termination principle TP. This part is primarily a contribution to proof theory: We give a computational interpretation to a result which is closely related to Kruskal's theorem, and whose proof based on an instance of Nash-Williams' minimal-bad-sequence construction.
(ii) Then, in Section 4, we introduce and study a finitely branching variant fTP of our termination principle. Using the idea of a derivation sequence originally due to Buchholz [7] , we show that we can construct a realizer for fTP using a finitely branching bar recursor of lowest type. We then discuss how an analysis of bar recursion can yield bounds on the complexity of derivation sequences which exist in low fragments of system T. This part, while still highly proof-theoretic in nature, provides some initial quantitative complexity bounds, and acts as a bridge to the next section.
(iii) Finally, in Section 5, we consider a special case of fTP for simplification style orders, in which bar recursion is replaced by wellfounded recursion over some auxiliary ordering ≻ 1 . We provide a metatheorem which relates the complexity of ≻ 1 to the complexity of the ordering as a whole, and briefly illustrate how complexity bounds for recursive path orderings can be obtained as an instance of this metatheorem. This latter result is the most applied part of the paper, and can be viewed as a concrete contribution to rewriting theory.
For each of the above case studies, our emphasis is on the construction of an actual realizing term, and this differs from e.g. Buchholz [7] , where instead proofs of wellfoundedness are carefully formalised in a low fragment of Peano arithmetic and the existence of a realizing term is then guaranteed by standard results. In Section 3 the extraction of a realizing term is the whole point, our aim being to give a clear computational interpretation to a non-constructive principle which is equivalent to countable dependent choice. On the other hand, in Section 5 in particular -where our goals shift towards establishing complexity boundswe could have alternatively focused purely on the formalisation of proofs as in [7] . However, although in this way we could guarantee that the derivational complexity of an abstract order is bounded by some e.g. primitive recursive function, we believe that exhibiting a concrete bounding function directly is beneficial for a number of reasons: Firstly because it makes the bridge between proof and program more transparent, secondly it enables us to present all the results of the paper in a uniform way, and finally encourages us to look more closely at the structure of the bounding function and perhaps develop more refined complexity results (although we leave such things to future work).
An abstract termination principle
We begin by formulating what we have characterised as an 'abstract termination principle'. Rather than being something which is directly applied to an actual program, this is a logical principle which represents, in an abstract way, a key combinatorial idea which underlies most termination orders. So while our objective here may appear similar to that of [9, 34] for example, which aim to define a 'most general' parametrised termination theorem which subsumes all others, we simply want to isolate what we perceive to be the proof theoretic core of wellfoundedness proofs of termination orders.
In this vein, we are less concerned with listing all possible instances of our principle, and more interested in establishing its axiomatic strength. This section is in fact far more closely related to [19] , where a correspondence between Kruskal's theorem and an abstract notion of a termination order is set up, although here bar induction and dependent choice play the role of Kruskal's theorem, and we do not work explicitly over term structures.
In order to make absolutely clear what kind of concrete objects we have in mind when talking of termination orders, we will quickly recall a simple version of the well-known multiset path ordering, which will appear once again in Section 5 as a concrete instance of our finitary termination principle.
A recursive path order
Let T denote the set of first-order terms build from some finite set of function symbols F and countable set of variables X, and suppose that ≻ F is a well-founded order on F. For each function symbol f with arity n, we assign a lifting ≻ f , which is a relation on T n satisfying the property that for any A ⊆ T, if ≻ is wellfounded on A then ≻ f is wellfounded on A n . The recursive path order ≻ rpo on T is defined recursively as follows:
(ii) s = g(s 1 , . . . , s m ) for some f ≻ F g, and t ≻ rpo s i for all i = 1, . . . , m, (iii) s = f (s 1 , . . . , s n ), t ≻ rpo s i for all i = 1, . . . , n, and (t 1 , . . . , t n ) ≻ f (s 1 , . . . , s n ),
In the case where ≻ f is the multiset resp. lexicographic extension of ≻, we obtain (variants of) the wellknown multiset resp. lexicographic path orderings. The following results are standard in the theory of term rewriting (see [11] for example), and will be proved as a matter of course later. Recursive path orders allow us to verify that programs defined by a set of rewrite rules are terminating. For example, implementations of many basic primitive recursive functions can be dealt with by the multiset path ordering, while multiply recursive functions such as the Ackermann function are typically reducing under the lexicographic path ordering.
The key feature of path orderings of this kind is that they allow us to prove that recursively defined programs terminate. This is the role played by clause (iii) above: Roughly speaking, if f (t 1 , . . . , t n ) only evaluates to a term which contains recursive calls of the form f (s 1 , . . . , s n ) for (t 1 , . . . , t n ) ≻ f (s 1 , . . . , s n ), then rewrite sequences starting from f (t 1 , . . . , t n ) are contained in ≻ rpo . Very informally, the reason that ≻ rpo itself is well-founded relies on the fact that whenever we have a sequence of recursive calls
where the t i , s j are are well-founded with respect to ≻ rpo , then that sequence must be finite since ≻ f is a lifting. Such sequences are an example of what we will call minimal sequences, in the sense that we assume that all subterms t i of elements in the sequence are well-founded.
Minimal sequences are a crucial element in any proof that path orderings are well-founded, which typically proceed along the lines of the following:
If all minimal sequences are finite, then by bar induction on sequences together with induction on the subterm relation, arbitrary sequences of terms must be finite. This is an idea far more general than the world of path orderings, and the purpose of this section is to explore it on a much more abstract level.
Peano arithmetic in all finite types
The basic logical system we will work over is the theory PA ω of Peano arithmetic in all finite types. The finite types consist of a collection of base types, usually just N, and allow the construction of function types X → Y, where equality of objects of function type is inductively defined. We often write Y X to denote X → Y. In addition, for convenience we admit product and finite sequence types X × Y and X * respectively. The theory PA ω is just the usual theory of Peano arithmetic, but with variables and quantifiers for all finite types. This allows us to formally quantify over e.g. infinite sequences, which are objects of higher type. We do not give any further details of our base theory here as this is all fairly standard: A detailed presentation of the many variants of PA ω can be found in e.g. [31] . In what follows, we will consider relations ≻ over some arbitrary type X, by which we implicitly mean some binary predicate, acting on a collection of objects which can be formally encoded as a type in our theory. For example, the set of T of first order terms over some finite signature can easily be encoded into the type N, and the multiset path ordering defined as a primitive recursive relation. In later sections we will assume that this encoding comes equipped with some additional features, but for now we take a fairly relaxed attitude, and invite the reader to just treat X as some reasonable set of objects.
The termination principle and its relationship to lexicographic induction
Let us now forget about terms and recursive path orderings, and replace these with some arbitrary type X and relation ≻ on X. In addition we will also need to consider a further relation ⊲ on X, which intuitively plays the role of the subterm relation, although the only assumption we make here is that ⊲ is wellfounded on X and that induction over ⊲ is available to us. We now need some basic definitions. Definition 2.3. We typically use α, β ∈ X N to denote infinite sequences of elements of X. We say that α is wellfounded if it satisfies the predicate WF ≻ (α) defined by
The relation ≻ is wellfounded if (∀α)WF ≻ (α).
Notation 2.4. For α ∈ X N we write [α](n) := [α 0 . . . , α n−1 ] ∈ X * to denote the finite sequence consisting of the first n elements of α.
Definition 2.5. The lexicographic extension of the relation ⊲ on X N is defined by
We say that an infinite sequence α is minimal with respect to ⊲ if all sequences lexicographically less than α are wellfounded with respect to ≻. We write this formally via the predicate MIN ⊲,≻ given by
Our abstract termination principle is nothing more than a formalisation of idea we briefly discussed above, namely the statement that if all minimal sequences are well-founded, then ≻ is well-founded. Definition 2.6 (Termination principle). Given relations ≻ and ⊲ on X, we define TP ⊲,≻ as follows:
In the remainder of this paper we will drop the subscripts on TP, MIN(α) and WF(α) whenever this is unambiguous.
Our termination principle looks very much like a straightforward induction principle. However, it is not quite a simple as this because wellfoundedness of ⊲ does not imply wellfoundedness of ⊲ lex . For example, for X := {0, 1} and the relation 0 ⊲ 1, the following is an infinite descending chain:
Nevertheless, variants of induction of this kind have been studied under the name of open induction. Open induction was introduced in [25] , and has been studied from a constructive point of view in [4, 8] . Open induction over the lexicographic ordering is a normal induction principle given by
but with the caveat that U must be an open predicate, which is one of the form U(α) :≡ ∃nŪ([α](n)) for some predicateŪ(s) on X * . With this restriction in place, open induction becomes provable from classical dependent choice. We will discuss this in more detail in the next section: right now we will quickly prove that the termination principle TP is instance-wise equivalent to OI, and thus the wellfoundedness proof of the usual path orders can be viewed as simple cases of open induction over the lexicographic order. 
where |a| denotes the length of a and a ◭ b :≡ |a| ≤ |b| ∧ (∀i < |a|)(a i = b i ). Now assuming the premise of
let's prove the premise of TP ⊲ * ,≻ . Take some minimal γ ∈ (X * ) N i.e. which satisfies
We want to prove (∃n)(γ n ⊁ γ n+1 ). Assume without loss of generality that (∀n)(|γ n+1 | = |γ n | + 1 ∧ γ n ◭ γ n+1 ), else if this were false then by definition there would be some n with γ n ⊁ γ n+1 . Let N := |γ 0 | and define the diagonal sequenceγ ∈ X N byγ
which is well-defined since |γ m | = N + m. Now suppose that β ∈ X N is such that γ ⊲ lex β, 
, or in other words,Ū([β](k)) must hold for some k ≤ N + n + 1, from which U(β) follows by definition. Therefore we have shown that (∀β)(γ ⊲ lex β → U(β)), and hence setting α :=γ in (1) we get U(γ).
But this means that there is some n such thatŪ([γ](n)) holds, and since [γ](n) ◭ γ n− N ◭ γ (n− N)+1 (wherė − denotes cut-off subtraction) it follows that (∃c ◭ γ (n− N)+1 )Ū(c), and therefore must have γ n− N ⊁ γ (n− N)+1 . Therefore we have shown in all cases that (∃n)(γ n ⊁ γ n+1 ) whenever γ is minimal with respect to ⊲ * . This establishes the premise of TP ⊲ * ,≻ , and so it follows that (∃n)(γ n ⊁ γ n+1 ) holds for arbitrary γ. Now take some arbitrary α ∈ X N and define γ by γ n = [α](n). Since there exists some n with γ n ⊁ γ n+1 it follows that (∃c ◭ [α](n + 1))Ū(c), in other wordsŪ([α](k)) holds for k ≤ n + 1, and thus U(α) holds. Thus from TP ⊲ * ,≻ we have proved that (∀α)U(α) follows from (1), which is just OI ⊲ [U].
Let's take stock of what we have done so far. We have defined a 'termination principle' TP which consists of nothing more than the notion that we can infer wellfoundedness of ≻ from wellfoundedness of minimal sequences, and shown that this principle is instance-wise equivalent to a form of open induction over the lexicographic order. We now relate both of these to better known logical axioms.
Dependent choice, bar induction, and two proofs of the termination principle
So how do we actually prove our termination principle? By Theorem 2.7, TP is classically provable from open induction, and there are a number of ways of proving the latter in more standard theories. In [25] a very short justification of a more general formulation open induction is given using Zorn's lemma. However, in Berger [4] it is shown that (assuming induction over ⊲ is provable in PA ω ) open induction over the lexicographic order is equivalent, over PA ω , to countable dependent choice DC [4, Proposition 3.4], a weak instance of choice given by the schema
Therefore as an immediate corollary we see that TP is nothing more than dependent choice in disguise:
In [4] , the direction DC → OI is established using a famous combinatorial construction known as the minimal-bad-sequence construction, originally due to Nash-Williams [21] , and this can be easily adapted to prove TP directly, without going through Theorem 2.7:
First proof of TP (minimal-bad-sequence construction). Let us call a sequence α bad if ¬WF(α) holds: in other words, α is an infinite ≻-descending chain. We will prove the contrapositive of TP, so let's assume that there exists at least one bad sequence. Using dependent choice, construct a minimal sequence α as follows:
Assuming we have already constructed [α 0 , . . . , α n−1 ], choose α n such that [α 0 , . . . , α n−1 , α n ] extends to a bad sequence, but [α 0 , . . . , α n−1 , x] does not for any x ⊳ α n .
The existence of such an α n is ensured by classical logic and induction over the well-founded relation ⊲, together with the fact that [α 0 , . . . , α n−1 ] itself extends to a bad sequence by construction (for the empty sequence in the first step this is guaranteed by the initial assumption that at least one bad sequence exists).
It is easy to see that α must satisfy MIN(α): Given any β ⊳ lex α we know that [α](n) = [β](n) and α n ⊲ β n for some n, and by construction [β](n + 1) = [α 0 , . . . , α n−1 , β n ] cannot extend to a bad sequence, and therefore in particular WF(β) holds. However, α itself must also be bad: if on the contrary we would have α n ⊁ α n+1 for some n, then [α 0 , . . . , α n+1 ] could not extend to a bad sequence, a contradiction.
Therefore α satisfies MIN(α) ∧ ¬WF(α), thereby falsifying the premise of TP, and so we're done.
This proof, while compact, is highly non-constructive, using dependent choice in combination with the minimal principle. An alternative, inductive proof can be given if we exchange dependent choice for some variant of bar induction -here we use the so-called principle of relativised bar induction given by the schema:
where α ∈ X N , a ∈ X * and x ∈ X, P and S are predicates over X * and α ∈ S and a ∈ S are shorthand for (∀n)S([α](n)) and S(a) respectively. That bar induction proves open induction was also observed by Berger [4, Proposition 3.2] , and the following is an adaptation of his proof, the basic idea of which is extremely important in this paper:
Second proof of TP (bar induction). Define
where as before a ◭ α denotes that α is an extension of a i.e. |a| ≤ |α| and (∀i < |a|)(a i = α i ). Let's assume the premise of TP, namely (∀α)(MIN(α) → WF(α)), from which we will derive the three premises of BI [S, P] .
is trivially true, we start with the second premise.
Suppose that α ∈ S. This is completely equivalent to saying that MIN(α) holds, and hence α n ⊁ α n+1 for some n. But then it follows that P(
and hence WF(α ′ ). For the third premise, take some a ∈ S and assume that (∀x)(S(a * x) → P(a * x)). We must establish P(a), which we do via a side induction on ⊲. More specifically, we will prove (∀x)P(a * x). Suppose that (∀y ⊳ x)P(a * y) holds. Then to prove P(a * x) it suffices to prove S(a * x). Since we already have a ∈ S, it suffices to check the last point of the sequence i.e.
(∀β)(a ◭ β ∧ x ⊲ β |a| → WF(β)).
Fix some β. If x ⊲ β |a| then using the side induction hypothesis we have P(a * β |a| ), and since a ◭ β then a * β |a| ◭ β and hence WF(β). Therefore we have S(a * x) from which P(a * x) follows, and since the side induction step is now complete we can infer (∀x)P(a * x). But from this we trivially obtain P(a), since for any α with a ◭ α we have a * α |a| ◭ α and therefore WF(α) follows from P(a * α |a| ).
Therefore, we can now apply bar induction to obtain
) which is just (∀α)WF(α), and we're done.
We will use variants of this second proof throughout the article, where the main pattern of the proof will be used to establish well-foundedness of finitary orders and also verify our programs. But before we move on to this, we look at instances of TP that are more closely related to termination orders found in the literature.
An equivalent formulation of TP for well-founded elements
In Section 4, when we study finitary termination orders, we will need to rephrase things slightly and talk primarily about wellfounded elements as opposed to sequences. So it will be helpful to explain what we mean here, and give an alternative formulation of our abstract principle already for the general case. Definition 2.9. We say that x ∈ X is well-founded and write WF
Definition 2.10. Let us write C(a) or a ∈ C to denote that the finite sequence a is a ≻-chain, by which we mean that a 0 ≻ . . . ≻ a |a|−1 . Define the predicate MIN * (α) by
(where for m = 0 the condition α m−1 ≻ y vanishes) and furthermore define the principle TP * by
Lemma 2.11. TP ⇔ TP * .
Proof. We clearly have (∀α)WF(α) ↔ (∀x)WF * (x) and so the result follows if we can show that
First assume that (∀α)(MIN(α) → WF(α)) and MIN * (α) holds for some fixed α. We need to prove WF(α), so suppose for contradiction that ¬WF(α). Take some β ⊳ lex α with [α](n) = [β](n) ∧ α n ⊲ β n . We show that WF(β). Note that [α](n + 1) ∈ C holds by ¬WF(α), so there are two possibilities: either α n−1 ⊁ β n which implies WF(β), or α n−1 ≻ β n , and so by MIN * (α) we have WF * (β n ) and hence WF(β) (note that for n = 0, WF(β) follows directly from α 0 ⊲ β 0 , since in this case the requirement α n−1 ≻ β n vanishes). This establishes MIN(α) and therefore WF(α), a contradiction, and so WF(α) must be true.
For the other direction, assume that (∀α)(MIN * (α) → WF(α)) and MIN(α) hold. Fix some n such that [α](n) ∈ C, and take some m < n and y satisfying α m−1 ≻ y and α m ⊲ y (or just α 0 ⊲ y for m = 0). Suppose that
(m) ∈ C and α m−1 ≻ y = γ 0 we must then have γ k ⊁ γ k+1 for some k, and since γ was arbitrary we have shown that WF * (y) holds. Therefore MIN * (α) is true, from which we obtain WF(α).
Simplification orders
The majority of well-known termination orders in the literature enjoy the subterm property: namely that x ⊲ y (or more generally (∃u)(x ⊲ u y)) implies x ≻ y. These orders are then characterised by a second relation ≻ 0 which defines x ≻ y in the case that (∃u)(x ⊲ u y) is not true. Orders of this kind will feature in Section 5, and so we give an abstract presentation of them here. In the case of terms in [11] , this splitting up of ≻ is called a decomposition, and so we use the same terminology here, although of course for us our basic objects are not terms but elements of some arbitrary X. Definition 2.12. A binary relation ≻ 0 is called a decomposition of ≻ if it satisfies the following two properties:
then ≻ is trivially a decomposition of itself, although naturally we are interested in cases where ≻ 0 is a not the same as ≻.
The notion of a decomposition is extremely useful, as it enables us to restrict our attention to wellfoundedness of minimal sequences under the auxiliary relation ≻ 0 , which in practise is usually chosen to be something obviously wellfounded. In Section 5 it will allow us to define a realizer for wellfoundedness of ≻ via transfinite recursion over ≻ 0 .
Theorem 2.13. Let A ⊆ X be given by
Then if ≻ 0 is a decomposition of ≻, then TP * implies the statement
Furthermore, if x ≻ 0 y → x ≻ y then the implication holds in the other direction.
Proof. For one direction suppose that TP * and (∀x)WF * A,≻ 0 (x) hold. Let's fix some α: we will prove MIN * (α) → WF(α). Suppose for contradiction that ¬WF(α) ∧ MIN * (α) is true. Our first step is to show that ¬WF ≻ 0 (α). Suppose for contradiction that α m ⊁ 0 α m+1 for some m, and take this m to be minimal. Then since we must have α m ≻ α m+1 (by ¬WF(α)), by property (a) it can only be that α m ⊲ u α m+1 for some u. But by minimality of m we have α m−1 ≻ 0 α m and hence by property (b) of Definition 2.12 we
) and hence WF(α), contradicting ¬WF(α). So we have ¬WF ≻ 0 (α). Now, fixing some n, it follows by [α](n + 1) ∈ C and MIN * (α) that for any y we have α n−1 ≻ y ∧ α n ⊲ y → WF(y). But since by ¬WF ≻ 0 (α) we must have α n−1 ≻ 0 α n , and therefore α n ⊲ y automatically implies α n−1 ≻ y, and so in summary we have shown (∀n, y)(α n ⊲ y → WF * (y)), or in other words (∀n)(α n ∈ A) and therefore α ∈ A N . But then ¬WF ≻ 0 (α) contradicts WF * A,≻ 0 (α 0 ) and hence our assumption that (∀x)WF (x). So ¬WF(α) ∧ MIN * (α) must be false, and since α was arbitrary we have proven the premise of TP * . So we can infer (∀x)WF * (x). For the other direction, given our additional assumption
* (x) and the premise of TP * hold. Let's take some x ◭ α with α ∈ A N . Then it is clear that such an α must satisfy MIN(α): Given [α](n) ∈ C together with some m < n and y with α m−1 ≻ y and α m ⊲ y, then by α m ∈ A we clearly have WF * (y). Therefore by the premise of TP * we have WF(α) i.e. α n ⊁ α n+1 for some n, and by our additional assumption this implies α n ⊁ 0 α n+1 and hence WF ≻ 0 (α). Since x and α were arbitrary we have proved (∀x)WF (x) from which we can infer (∀x)WF * (x), and this establishes TP * .
The above result, which states that a certain abstract generalisation of a decomposition terminates whenever ≻ 0 is wellfounded on the set A, is closely related to the termination theorem given by GoubaultLarrecq in [12] , which actually follows directly from Theorem 2.13: Corollary 2.14 (Goubault-Larrecq [12] ). Let ≻, ⊲ and ≫ be three binary relations on X such that x ≻ y implies that either
and furthermore (iii) ⊲ is well-founded, and (iv) for every x ∈ X, if for every y⊳x we have WF
Remark 2.15. Note that technically, condition (iv) above is actually the alternative condition (v) in [12] .
Proof. The first assumption that x ≻ y implies either (i) or (ii) shows that the relation ≻ 0 given by
is a decomposition of ≻. The wellfoundedness condition (iii) is something we have assumed throughout, while (iv) is equivalent to the statement (∀x)WF * A,≫ (x). But since x ≻ 0 y → x ≫ y this in turn implies (∀x)WF * A,≻ 0 (x), and therefore by Theorem 2.13 we have (∀x)WF * (x).
Remark 2.16. The original proof in [12] uses a variant of bar induction. If we were to take the bar inductive proof of TP and adapt it to a proof of TP * and in turn (∀x)WF * A,> 0 (x) → (∀x)WF * (x) it would look very similar, and so in this sense, not only the termination theorem but also its proof come out directly from our general framework.
In [12] it is then shown that well-foundedness of many of the usual path orders, including FereirraZantema's result in [11] , follow as a corollary of the above result, and so in turn must also be subsumed by our abstract termination principle. So we have the following chain of termination principles, starting at the most general:
Goubault-Larrecq [12] Fereirra-Zantema [11] multiset, lexicographic path orders etc.
However, while we could easily go into an extensive list of termination orders that are instances of one of the above variants of TP, we will not go into any more details here. As we already made clear, our main goal in this section was to give a collection of proof theoretic results and introduce some crucial ideas which will be important later. We are now ready to move on to our first of three case studies in program extraction.
Before we proceed, we make remark on our style of presentation. Our hope is to make everything that follows comprehensible to readers who do not have a background in proof theory, but at the same time to avoid deliberately obscuring the underlying techniques from those who are familiar with them. Therefore, though it goes without saying that everything is proven carefully and precisely, our method is somewhat ad-hoc, and our focus is on the details of this specific instance of program extraction, rather than on a general technique (note in particular, when we use the term 'extraction', we refer to the process of extracting a program 'by-hand', rather than using a proof assistant). So while we introduce all the key concepts that are relevant here, including system T, bar recursion, and modified realizability, we do not give a formal extraction of a program from the proof of our termination principle (as this would take up a separate article in its own right). Nevertheless, our approach is based on entirely standard proof-theoretic methods which we highlight as we go along, and could in principle be formalised in a similar vein to [27] .
System T and Spector's bar recursion
We begin by sketching the formal calculus in which extracted programs will be written, which is based on Gödel's well-known system T of primitive recursive functionals in all finite types. This is all completely standard, and full details can be found in any of a number of texts in proof theory, such as [31] .
Completely analogous to the logical theory PA ω mentioned in Section 2.2, the finite types are built from an unspecified collection of base types D, E, . . . which in our version of system T include a type N of natural numbers, a type B of booleans and an singleton type 1 which contains an 'empty object' (). They are closed under the construction of product types X × Y, finite sequence types X * and function types X → Y. We assume that any types X which play a role in our logical theory are also types of system T, or if the reader prefers they can just assume that our main set X of objects on which ≻ is defined can be encoded in N (although this is not necessary, and it is also meaningful to consider relations ≻ on function spaces, though there are rarely concrete examples of this kind). As before, we write x ∈ X and x : X to denote that x is an object of type X (typically using the latter to denote the type of realizing terms). We also write the more concise x X to when we want preserve space. The terms of our calculus include variables for all types together with the usual boolean and arithmetical constants and operators, together with a number of other standard constructs listed below (note that the reader may want to refer back to these definitions at a later point):
• Functions. We allow the construction of terms via lambda abstraction and application: if x : X and t : Y then λx.t : X → Y, while if t : X → Y and s : X then ts : Y, and these satisfy the usual axioms, e.g.
• Canonical objects. For each type X we define a canonical 'zero object' 0 X : X in the standard manner, with 0
• Products. Given z : X × Y we often write just z 0 , z 1 for the projections π 0 z : X, π 1 z ∈ Y. This will also be the case for sequences, where for z : (X × Y) N , z 0 : X N is defined by z 0 n := π 0 z n and so on. For x : X and y : Y we have a pairing operator x, y : X × Y.
• Sequences. As before, given s : X * we denote by |s| the length of s, for x : X we define s * x : X * by [s 0 , . . . , s k−1 , x] i.e. the concatenation of s with x, and for α :
N we write tail(α) for the infinite sequence tail(α) n := α n+1 , while for s : X * with |s| > 0 we write lst(s) : X for the last element of the sequence. Finally, in the definition of bar recursion given below, the abbreviationŝ : X N for the canonical extension of s defined byŝ i = s i if i < |s| else 0 X will be important.
In addition to all the above, the characterising feature of system T is that it allows the definition of primitive recursive functionals via recursors Rec X for each type X, where Rec X has defining equations
for parameters a : X and h : N → X → X. Note that the primitive recursive functions in the usual sense are the closed terms of type N → N constructed using just the recursor Rec N of lowest type, while the Ackermann function is already definable using Rec N→N , and it is a well-known result of proof theory that the closed terms of type N → N built from recursors of unrestricted type correspond to the class of provably recursive functions of Peano arithmetic. In later sections, we will consider fragments of system T defined as follows:
• For each type X, the level of X denoted lev(X) is defined inductively as lev(D) = 0 for all base types, lev(X × Y) := max{lev(X), lev(Y)}, lev(X * ) := lev(X) and lev(X → Y) := max{lev(X) + 1, lev(Y)}.
• The system T i denotes the fragment of system T in which recursors Rec X are restricted to types with lev(X) ≤ i.
While system T will act as our base theory, analogous to our logical theory PA ω , we will need to consider extensions of T with two additional forms of recursion.
General well-founded recursion
A key assumption for abstract termination principle was that we could carry out induction over the 'subterm' relation ⊲. In this section, from a computational perspective, we now make two additional assumptions, namely that ⊲ is decidable (in other words can be represented by some term t : X × X → B of system T) and that we can construct objects using wellfounded recursion over ⊲. We make this precise by adding to system T recursors wRec ⊲,Y for arbitrary finite type Y, which satisfy the equation
The use of such a recursor is more a matter of convenience than necessity: in practice essentially all termination orders encountered in the real world interpret ⊲ as some variant of the subterm relation, and so wRec ⊲ can be defined in terms of normal recursion Rec on the natural numbers, relative to a suitable encoding of terms. Therefore wRec ⊲ is typically not a genuine extension of System T, although for our abstract order TP where nothing beyond wellfoundedness of ⊲ is assumed, we need to formally declare wellfounded recursion over ⊲ as an additional feature of our calculus, just as we took validity of wellfounded induction over ⊲ as an assumption in Section 2.
Spector's bar recursion
The concept of bar recursion was introduced by C. Spector in the 1960s [30] , in order to prove the relative consistency of mathematical analysis. Spector showed that Peano arithmetic plus countable choice could be interpreted in Gödel's system T extended with constants for bar recursion in all finite types. The role played by bar recursion in this paper is very much related to this, as we require it in order to be able to give a computational interpretation to the instance of dependent choice (or equivalently bar induction) used to prove TP. For the unacquainted reader, bar recursion can be quite abstruse and difficult to understand, and so here we endeavour to provide a completely elementary description and justification of this rather elegant form of recursion.
Formally, the bar recursor BR X,Y where X, Y are arbitrary finite types, is an object which has the following recursive defining equation:
Some explanation is needed here: First, the recursor takes parameters g :
and ω : X N → N and acts on finite sequences, so that BR
: X * → Y. Thus bar recursion can be seen as a form of 'backward recursion' on finite sequences, where BR(s) is computed on the basis of recursive calls BR(s * x) made to extensions s * x of s. The base cases of the recursion occur when the rather mysterious condition ω(ŝ) < |s| is satisfied (recall thatŝ : X N denotes the canonical extension of the finite sequence s with zero objects of type X).
The main sources of confusion when it comes to bar recursion are first that it defines a seemingly nonterminating computation, and second that the condition ω(ŝ) < |s| looks completely arbitrary! Let's deal with these both in turn.
Well-foundedness. Firstly, bar recursion was initially conceived as taking as input only continuous parameters. Continuity of higher-type functionals is a notion that was made precise by both Kleene and Kreisel in the 1950s [15, 17] (the standard type structure C ω of continuous functionals is now typically referred to as the Kleene-Kreisel total continuous functionals -there are several isomorphic ways of constructing this model, many modern approaches using ideas from domain theory). Informally, a continuous functional is one which only requires a finite amount of information to compute a discrete output. As far as bar recursion is concerned, continuity is required to ensure that the condition ω(ŝ) < |s| is eventually satisfied by any sequence of recursive calls. A sequence s satisfying this condition was traditionally referred to as a 'bar' (after the closely related notion of bar induction), hence the name 'bar recursion'.
To see why continuity in this sense guarantees that bar recursion is well-defined, suppose, for contradiction, that BR([]) is undefined. Then there must be some x 0 such that BR([x 0 ]) is undefined, and then in turn some x 1 such that BR([x 0 , x 1 ]) in undefined, and so by dependent choice there exists some infinite sequence
is undefined for each n. Suppose that ωα = k. Then since ω is continuous, the value of ωα depends only on some finite initial segment [α 0 , . . . , α n 0 −1 ] of α, and thus in particular we have
In practise, bar recursion will take as parameters computable functionals, which are continuous in the above informal sense since intuitively they return a discrete output in a finite amount of time, and thus by definition can only look at a finite portion of their input.
The condition ω(ŝ) < |s|. The apparent arbitrariness of the stopping condition in the recursor is less easy to explain, as intuitively we could have chosen any property of finite sequences which is always eventually satisfied in the above sense. However, the idea is that we use bar recursion to build finite sequences s which serve as approximations to choice sequences: We can extend any s to a full sequenceŝ, but it is only the initial partŝ i for i < |s| that is computationally relevant. For the purposes of program extraction, it is enough to build an approximationŝ to choice function which is valid at point ω(ŝ), which will only be the case when ω(ŝ) belongs to the computationally relevant part ofŝ i.e. ω(ŝ) < |s|. If the reader finds this intuition still a little perplexing, it will hopefully become much clearer when we use it below.
Kreisel's modified realizability
Our next step is to convert TP into an equivalent statement which expresses its computational meaning. More precisely, we apply a realizability interpretation to TP. Then, we will show that the interpretation of TP can be witnessed by a term in the extended calculus outlined above.
The realizability interpretation we apply is Kreisel's well-known modified realizability, which is essentially a version of the BHK interpretation -full details can be found in [31, 16] . Modified realizability interprets an arbitrary formula A in the language of higher-order Peano arithmetic by a formula x mr A, which represents the statement 'x realizes A'. This predicate is defined by induction on the logical structure of A as follows:
Modified realizability comes with a variety of soundness theorems which assert that a given logical theory T can be interpreted in a term calculus F . This means that whenever T ⊢ A, there exists some term t ∈ F such that F ⊢ t mr A. Typically such soundness theorems are proved by induction over the axioms and rules of T , and allow a realizing term t to be formally extracted from a proof of A. The extraction of realizing terms has even been mechanically implemented in proof assistants such as the Minlog system [1].
However, it is important to emphasise that for practical purposes, such soundness theorems act only as a guarantee that a realizing term exists. It is perfectly possible to construct such a term 'by hand' without going through the long process of a formal extraction, and this is the route we take here. Before extracting our program, we go step-by-step through the modified realizability interpretation of TP, as for a statement of such logical complexity the interpretation is rather subtle.
The modified realizability interpretation of TP
At this point, we make a further assumption for computational purposes, namely that our main relation ≻ is also decidable (in addition to ⊲), which means that ≻ can be represented by a term in system T. Therefore the formula x ≻ y is a prime formula of the form t(x, y) = 0 and is trivially realized by the empty object (). This restriction has absolutely no effect on our main goals, as all practical terminations orders ≻ are decidable (indeed this is a crucial to their usefulness as we want to be able to computably check that l ≻ r for the rules l → r which define a program). However, without this restriction the extraction of a program would be vastly -and unnecessarily -more complex. Now, let's first look at the conclusion of TP, namely (∀α)WF(α), which written out fully is just (∀α)(∃n)(α n ⊁ α n+1 ). Then it follows that
for f : X N → N, which corresponds to our intuition that a function realizing well-foundedness of ≻ should be one which for any infinite sequence α finds a point n at which α n ⊁ α n+1 . Therefore the realizability interpretation of TP as a whole is given by
i.e. given a functional ω that realizes the statement that all ⊲-minimal sequence are well-founded, we can produce a realizer Φ(ω) : X N → N of the statement that all sequences are well-founded (here Φ(ω) represents the realizer f above). So it remains to work out what is meant by the predicate
We begin by introducing a small notational trick to make the structure of the predicate MIN(α) slightly easier to deal with. Recall that
. Now, as it stands, the relation ⊲ lex potentially contains additional quantifiers in the equality [α](n) = [β](n) if X is a higher type. Of course, in all of our examples X will be a type with decidable equality, but it is very easy to allow higher type sequences by simply observing that any sequence lexicographically less that α can be write as [α](n) * β for some n, with α n ⊲ β 0 , and so in particular we can quantify over all sequences lexicographically less than α as follows:
So for the remainder of this section we will replace MIN(α) by this entirely equivalent formulation statement, so that in particular
where F : N → X N → N (note that since ⊲ is decidable the premise α n ⊲ β 0 has no computational content and is trivially realized by the empty object, which we can omit). Now,
and in what follows it will a lot more convenient to conflate the variables α : N → X and F :
and with the above encoding of variables we can treat ω as an object of type (X × (X N → N)) N → N. Therefore, putting all this together and writing it out in full, we have
Our challenge is to construct such a Φ.
Constructing the realizer Φ
Our first step is to construct an auxiliary functional Ψ which satisfies the recursive equations (3-4) below. We will discuss the meaning of Ψ in due course, but first we need to confirm that it can be formally constructed in our calculus T + (wRec ⊲ ) + (BR) (by which we mean system T extended with both wellfounded recursors over ⊲ and bar recursors for all finite types). This is nothing more than a routine technical lemma whose proof, which can be found in the appendix, is neither deep nor important in what follows. 
where r :
The idea behind the functional Ψ is as follows: Suppose that we have some ω which realizes the premise of TP, and some finite minimal sequence s : Z * such that any [s 0 ](n) * β which is lexicographically less that s 0 : X * at some point n < |s| is wellfounded, where wellfoundedness is witnessed by the second component s 1 n : X N → N in the following sense:
Then we show that wellfoundedness of the sequence s 0 * α is witnessed by Ψ(ω)(s)(α), and so as a corollary wellfoundedness of an arbitrary α is witnessed by Ψ(ω)([])(α).
We will prove this using the variant of bar induction introduced in Section 2.4. Very briefly: for any s satisfying the above conditions, ω(ŝ) will find a point k such that
and continue. We will show that if we keep extending in this way, we will always reach 'bar' t such that Ψ(ω)(t) has the property we desire.
Remark 3.2. From now on we will make the additional assumption that our canonical element 0 X is minimal with respect to ⊲, in other words there is no x ∈ X with x ⊳ 0 X . This assumption is completely harmless: In the case that X = N and encodes some countable structure, we can just assume that this encoding is chosen so that 0 is minimal (in the case where this structure is a set of terms and ⊳ the subterm relation, we can just demand that 0 encodes a variable). Alternatively, we can simply redefine the element 0 X , or redefine the bar recursor so that it takes extensionsŝ of s with some ⊲ minimal object in X. However, this assumption will make our verification proof much easier, as it guarantees that whenever s 0 is a finite initial segment of a minimal sequence, then so is the extensionŝ 0 -which is crucial for our argument below. Without this we would need to adjust both the proof and the functional Ψ, and everything would become a little more convoluted! Theorem 3.3. Suppose that ω satisfies
Then assuming continuity of ω (i.e. it only ever looks at a finite initial segment of its input) we have
and so the functional
Proof. The reader is strongly encouraged to refer back to the bar inductive proof of TP in Section 2.4, as the basic pattern is the same here. We use BI[S, P] on the predicates
Clearly S([]) holds, so it remains to prove the other two premises. Let's start by taking some infinite sequence γ ∈ S, which simply means that
which is exactly γ 1 mr MIN(γ 0 ). Therefore by (5) we have γ
. Now, by continuity of ω, in the computation of ω(γ) only a finite initial segment of γ is used i.e. there exists some N 0 such that
In particular, taking N := max{N 0 , ω(γ) + 2}, we have ω( [γ](N)) = ω(γ) and
and thus
for arbitrary α by (3). But for arbitrary α we also have (using
and so we have P ([γ](N) ). This establishes the first premise. For the second, take some s satisfying S(s) and assume that (∀z)(S(s * z) → P(s * z)). We need to prove P(s). There are two subcases. First, suppose that ω(ŝ) + 1 < |s|. Now, using our assumption that 0 X is minimal with respect to ⊲, from s ∈ S we can inferŝ ∈ S: Setting γ :=ŝ in (6), if n < |s| then the formula follows from S(s) since γ n and [γ 0 ](n) are just s n and [s 0 ](n) respectively, whereas if n ≥ |s| then γ 0 n = 0 X ⊲ β 0 cannot hold so the formula is trivially true. But analogously to before,ŝ ∈ S impliesŝ 1 mr MIN(ŝ 0 ) and therefore (5) again we have thatŝ
, and ω(ŝ) + 1 < |s| then implies that (s 0 * α) ω(ŝ) ⊁ (s 0 * α) ω(ŝ)+1 for any α, and since in this case Ψ(ω)(s)(α) = ω(ŝ) by (3) then P(s) is true. So we assume that ω(ŝ) + 1 ≥ |s|, and therefore by (3):
We now carry out a side induction over ⊲ to prove that (∀x)A(x) holds, where
So suppose that in addition to our bar induction hypotheses, that A(y) holds for all y ⊳ x. Then in particular, setting y := β 0 and α ′ := tail(β), it follows from A(β 0 ) for
where we define f := λβ . if β 0 ⊳ x then r(ω)(s)(β 0 )(tail(β)) else 0 N .
But from this it follows that s * x, f ∈ S, since by s ∈ S we only need to check this for n = |s|, which is just (9) . Therefore setting z := x, f in the hypothesis S(s * z) → P(s * z) we can infer P(s * x, f ) i.e.
(∀α
But since by (4) we have r(ω)(s)(x)(α
′ ) = Ψ(ω)(s * x, f )(α ′ )
(recall the definition of f above), this is exactly A(x).
This completes the side induction step, and so we can infer (∀x)A(x). But now P(s) follows directly, since for arbitrary α, A(α 0 ) implies
which by (8) 
implies P(s). This establishes the second bar induction hypothesis, and so we can infer P([]),
and this is exactly what we set out to prove.
Remark 3.4. Our insistence on continuity of ω, while completely standard in the setting of modified realizability (where continuity is always assumed in the verification of bar recursive realizers) is not actually necessary here. What is crucial is that for any γ there is some point N satisfying (7) which is often referred to as 'Spector's condition'. The existence of such an N is actually provable from the defining equation of bar recursion itself [13] , and therefore also valid in models which contain discontinuous functionals such as the strongly majorizable functionals. However, rather than delve into the intricacies of Spector's condition here, we just appeal to much more natural notion of continuity, which in any case holds whenever ω is definable in system T.
Remark 3.5. The observant reader may have noticed that we use Spector's variant of bar recursion which is traditionally associated with Gödel's Dialectica interpretation, rather than the usual modified bar recursion of [5] used in the context of modified realizability. The reason that this is possible here is rather subtle: Succinctly put, the modified realizability interpretation of TP differs from the Dialectica interpretation in that the latter also interprets the universal quantifiers (∀n, β) in the predicate Φ mr TP as higher-type functionals N, B, and demands that in addition to Φ we also compute a witness for γ in the premise, both in terms of N, B.
Technically speaking, Spector's bar recursion would be used to witness the latter, and such a witness would look similar to that given in e.g. [24] . However, it turns out that provided we assume minimality of 0 X , the component of this bar recursive realizer which witnesses Φ also witnesses the realizability interpretation of TP, and this is preferable to using modified bar recursion since the latter is stronger than Spector's bar recursion [6] , and in particular is not uniquely defined in the majorizable functionals (see the previous remark).
Remark 3.6. In [4] , a direct computational interpretation of lexicographic induction (in the sense of Section 2.3) is given using a form of open recursion. Given that by Theorem 2.7 our termination principle is equivalent to lexicographic induction, one might wonder why we did not use this here instead of bar recursion. There are two reasons: Firstly, bar recursion is far more useful when interpreting our finitary termination principles in later sections and so for consistency we stick with it here, and secondly, to date it is not known how to define a variant of open recursion which is equivalent to Spector's bar recursion, in the sense that its termination is based on an explicit stopping condition ω(ŝ) < |s| rather than continuity.
So let us take stock of what we have done so far. In Section 2 we formulated and studied an abstract termination principle, which is proven using either dependent choice, in the form of the minimal-badsequence construction, or bar induction. We then gave a computational interpretation of this principle, using a variety of well-known proof theoretic tools. As it stands, our work belongs to the proof theoretic world of [27, 28] , in that we have focused on giving a very general constructive interpretation to a consequence of the minimal-bad-sequence construction.
However, while our results may be of interest from an abstract perspective, they are not at all helpful if we desire to obtain realistic bounds on the complexity of programs shown to terminate using the termination principle. For this, we need to carry out a much finer analysis of TP, and the remainder of this article will be dedicated to adapting the general idea behind this section to finitary orders.
A finitary termination principle
Throughout the paper so far, we have allowed for the possibility that the abstract order ≻ is infinitely branching. Indeed, this is required in order to derive open induction and therefore dependent choice from TP (Theorem 2.7). On the other hand, when proving that a fixed program terminates, one typically shows that any reduction sequence t 0 → t 1 → . . . → t n−1 in the program satisfies t 0 ≻ t 1 ≻ . . . ≻ t n−1 and then appeals to wellfoundedness of ≻ to verify that this reduction sequence is finite. Now for a given term t in some abstract computational model, there are normally only finitely many s such that t → s, and so intuitively in order to prove termination of a finitely defined program, it is sufficient to consider a finitely branching approximation of ≻. This motivates us to study a restriction of our abstract termination principle to finitely branching orders. As we will see, wellfoundedness of such orders can be proven in a much weaker system, and as a result more meaningful bounds on the complexity of terminating programs can be extracted.
The basic idea of looking at finitely branching variants of termination orders is not new. This section was largely inspired by Buchholz [7] , where a collection of finitary approximations ≻ k for k ∈ N of the well-known lexicographic path order is introduced, and wellfoundedness of ≻ k for fixed k is formalised in Π 0 2 -IA. It is then observed that the any rewrite system reducing under the lexicographic order is reducing under ≻ k for some sufficiently large k, and therefore as a corollary its termination is provable in Π -IA and thus the multiset path order induces a primitive recursive bound on the derivational complexity of rewrite systems. Finitary termination orders of this kind have been subsequently studied, for example by Weiermann in [33] , where typically an ordinal analysis is used to establish bounds on the induced derivational complexity.
In this article we take a slightly different approach: We first formulate a finitely branching variant of our syntactic termination principle, then give a direct proof of this finitary principle via bar induction. Then, analogously to Section 3, we use modified realizability to extract a program from this proof, which now only requires a form of bar recursion of lowest type. As an immediate corollary, a crude set of bounds on the complexity of our program can be obtained by appealing to existing closure properties of bar recursion of low type.
In the following section we then focus on developing finer complexity bounds, and in particular in the case of finitary decomposable orders (in the sense of Section 2.6) we replace bar recursion with wellfounded recursion relative to some specified order. We state a few further meta-theorems and sketch how, analogously to [7] , the standard primitive recursive upper bound for the multiset path order can be established.
This section, then, forms our bridge between the abstract world of dependent choice, bar recursion and realizability explored in Sections 2-3, and the concrete world of termination theorems, derivational complexity and primitive recursive functions which find ourselves in in Section 5.
Finitely branching orders
Let ≻ be a binary relation on X. Definition 4.1. We say that ≻ is finitely branching if
where y ∈ a :≡ (∃i < |a|)(y = a i ). In particular there are at most |a| distinct y satisfying x ≻ y.
Definition 4.2 (Derivational complexity). Suppose that ≻ is finitely branching and WF * (x)
. By König's lemma there exists some maximal k for which there are elements x 1 , . . . , x k ∈ X with x ≻ x 1 ≻ . . . ≻ x k (we just set k = 0 if there is no x 1 with x ≻ x 1 ). We call this k the derivational complexity of x and denote it by dc(x).
While not strictly necessary at this point, we obtain some useful properties of the definitions that follows if we make the assumption that X can be encoded into N: Definition 4.3. We say that the structure X can be arithmetized if any element x ∈ X has a unique encoding x ∈ N. From now on we assume that X can be arithmetized and we write x < y to mean x < y .
The following is adapted from the Buchholz's notion of a derivation [7] . However, we work with a slightly more exact structure, which will be convenient when it comes to constructing our realizer. 
Proof. This follows by induction on the length of d. Suppose that τ(x, d) and
, and since by hypothesis dc(x 1 ) ≤ |d ′ | we have k − 1 ≤ |d ′ | and so k ≤ |d ′ | + 1 ≤ |d|. This then implies that the maximum such k is also bounded by |d| and so dc(x) ≤ |d| (and therefore WF * (x) trivially holds).
Our finitely branching termination principle will be directly adapted from the variant TP * of our general termination principle presented in Section 2.5. However, here, we can replace the Π (x, d) . In order to be able to concisely express the finitary notion of minimality, it will be extremely convenient to define a few additional predicates before we continue.
Definition 4.8. In the follows, we use the abbreviation X * * :≡ (X * ) * for the type of sequences of sequences over X. Proof. Recall that TP * is given by (∀γ ∈ X N )(MIN * (γ) → (∃n)(γ n ⊁ γ n+1 )) → (∀x)WF * (x), and so it suffices to prove the two implications
The latter holds trivially by Lemma 4.7, so it remains to prove the former. Take some arbitrary α ∈ (X × X * * ) N and assume that fMIN(α) holds. Then it follows, as remarked above, that
which is exactly MIN * (α 0 ). So setting γ := α 0 we have (∃n)(α 0 n ⊁ α 0 n+1
), and we're done.
Therefore fTP is a generalisation of TP for the special case of finitely branching orders. We now give a bar inductive proof of fTP similar to the one of the full termination principle given in Section 2.4, but adapted to the finitely branching case. Then as an immediate corollary of Theorem 4.12 we obtain an alternative way of deriving TP * and TP under the assumption that both ≻ and ⊲ are finitely branching. It will convenient to use the following monotone variant of bar induction helpful, namely
One can show that this is equivalent to the original bar induction BI given earlier, although we do not give details. It follows classically by dependent choice as follows: Suppose for contradiction that the premise holds but there is some a such that (∀i ≤ |a|)S([a](i)) and ¬P(a). Then in particular S(a), so by the contrapositive of the second premise there exists some x 0 such that S(a * x 0 ) ∧ ¬P(a * x 0 ), and continuing this, by dependent choice we can construct some extension α of a such that (∀n ≥ |a|)(
S([α](n)) ∧ ¬P([α](n))). But since by our original assumption we have (∀i ≤ |a|)S([a](i)) it follows that α ∈ S, and therefore there exists some N such that (∀n ≥ N)P([α](n)). But this is a contradiction, since for n ≥ max(N, |a|) we would have ¬P([α](n)) ∧ P([α](n)).

Proof of fTP for finitely branching ≻ and ⊲ (monotone bar induction). Define
S(s)
where we recall that for a = [a 0 , . . . , a k ] we have lst(a) = a k , and note that for m = 0 we use the predicate
). We need to establish each premise of BI m [S, P]. Take some arbitrary α ∈ S, which means that
which is exactly fMIN(α). Then by the premise of fTP there exists some N such that α
. In particular, this implies that [α 0 ](n) C for all n ≥ N + 2, and hence (∀n ≥ N + 2)P([α](n)). For the second premise we require a side induction over ⊲. Suppose that s ∈ S and that (∀z)(S(s * z) → P(s * z)). We must prove P(s), so assume that s 0 ∈ C and |s| > 0. Define we have τ min (lst(s 0 ), x, δ). It then follows that S(s * x, δ ) holds: By s ∈ S we only need to check this for m = |s|, and this is exactly τ min (lst(s 0 ), x, δ). Therefore it follows that P(s * x, δ ) holds i.e.
But since by assumption s 0 ∈ C and lst(s 0 ) ≻ x the premise clearly holds and this means that we have (∃d)τ(x, d). This establishes A(x), and so by wellfounded induction over ⊲ we have (∀x)A(x). Now let x 1 , . . . , x l by the ordered sequence of all x such that lst( 
We now use a final induction on ⊲ to prove that (∀x)(∃d)τ(x, d). Let's fix x and assume that y 1 , . . . , y k are the ordered y with x ⊲ y. Then assuming by induction that there exists some d i with τ(
Then clearly τ min (−, x, δ), and therefore by the above formula there exists some d with τ (x, d) . This completes the induction step and we're done.
A realizability interpretation of fTP
We now give a realizability interpretation to fTP. In contrast to Section 3, a much simpler variant of bar recursion is needed, as the fact that our order is finitely branching means that the second component In order to construct a program witnessing wellfoundedness of ≻ there are a few final preparations that need to be made. Notably, we now insist that X can be arithmetized (cf. Definition 4.3) and carry out everything with respect to some fixed encoding. Moreover, we must now give an explicit computational version of the statement that ≻ is finitely branching. Note that in Buchholz [7] issues of this kind are taken care of in the proof itself, because there a logical metatheorem is applied to the proof directly. Here on the other hand we explicitly construct a realizing term, and so we only need to deal with matters of encoding now. Definition 4.13. (i) The relation ≻ is representable in T 0 if it can be defined by some function r : N× N → B in T 0 , in the sense that x ≻ y := r( x , y ) = true, where here r is applied to the code of x and y. It is convenient if we also assume that either our encoding is a bijection or that r(n, m) = false whenever either n or m is not in the image of the encoding.
(ii) The relation ≻ is computably finitely branching in T 0 if there exists a function c :
where as before c is applied to the code of x. Proof. This fact is fairly obvious, and is not strictly necessary as it actually only plays the role of explaining why the realizability interpretation of fTP outlined below can be simplified -the fact that a realizer can be constructed is proven as a matter of course in Section 4.3 below. To decide the truth of τ(x, d), for example, by using the branching function c we can simply generate a partial derivation tree of x of size |d|. If this partial tree is in fact closed, then we flatten the tree and do a simple comparison with d. Decidability of the other predicates follows from this (where for τ min (−, x ′ , d) we also use the branching function for ⊲).
In everything that follows we assume that ≻ and ⊲ are both representable and computably finitely branching in T 0 . Now, just as before, let us examine what the realizability interpretation of the simpler fTP looks like. Note that (∀y ≺ x) is now a bounded quantifier, as y ≺ x implies that y ≤ max i<|c( x )| c( x ) i . From this and Lemma 4.14 it follows that the predicate fMIN(α) is actually a Π 1 0 -formula, since for any given n the statement
m ) contains just bounded quantifiers and decidable predicates. Therefore all of this can be encoded as a prime formula t(α, n) = 0, and thus fMIN(α) is trivially realized by the empty function λn.(). Therefore the premise of fTP is realized by a functional ω :
and thus fTP as a whole is realized by a functional Φ :
Note that our derivation of this formula equivalent to Φ mr fTP may seem a little ad-hoc and imprecise for some readers -after all, we only sketched the proof that e.g. fMIN(α) is Π 1 0 and thus its computational interpretation can be simplified in this manner. However, ultimately none of this matters, as we now show that we are able to formally construct a Φ which satisfies the above formula.
Constructing the finitary realizer Φ
We follow the basic pattern of Section 3.4, in that we first construct an auxiliary functional Ψ and then construct Φ in terms of this. However, while here the types of our recursors are much simpler, there are a few additional details to take care of first. Proof. This is straightforward: See Appendix A.
Lemma 4.16. There is a term
Proof. As before, this is just a standard construction and verification using the recursors, and so we place it in Appendix A.
Theorem 4.17. Define the functional
which is definable from Ψ in T 0 + wRec ⊲,X * , and hence in T 0 + wRec ⊲,X * + BR X×X * * ,X . Then whenever ω satisfies
we have (∀x)τ(x, Φ(ω)(x)).
Proof. The verification of Φ is a direct computational analogue of the proof of fTP earlier. It consists of a main instance of BI m on the formulas
where as always for m = 0 we use the predicate τ min (−, s 0 0
, s 1 0 ). First, take some α ∈ S, which as before is exactly the statement fMIN(α) (note that the predicate S(s) is the same as that used in the proof of fTP). Then by (12) we have α
is trivially true for such n, and so we have established the first premise of BI m for N := ω(α) + 2.
For the second premise, take some s ∈ S and suppose that (∀z)(S(s * z) → P(s * z)). Our goal is to obtain P(s), so let's also assume that s 0 ∈ C and |s| > 0. In contrast to the proof of fTP, there is an additional step to show that ω(ŝ) + 1 ≥ |s|. Recalling our convention from Section 3 that 0 X is minimal with respect to ⊲ (cf. Remark 3.2), it follows just as before that if s ∈ S thenŝ ∈ S, or equivalently fMIN(ŝ): To see this, note that since s 0 ∈ C then (∀m < |s|)τ min (ŝ . But now if ω(ŝ) + 1 < |s| then we would have s
for some k, k + 1 < |s| contradicting the assumption s 0 ∈ C. So we can assume that ω(ŝ) + 1 ≥ |s|, we means from our additional assumption that |s| > 0 that
by the characterising equation (10) . We now carry out a side induction over ⊲ to prove (∀x)A(x) where
So let's assume that (∀y ⊳ x)A(y) and lst(s 0 ) ≻ x. Then defining δ ∈ X * * by
we have τ min (lst(s 0 ), x, δ), since for each y satisfying lst(s 0 ) ≻ y and x ⊲ y we have τ(y, r(ω)(s)(y)) by A(y). But from this we can infer that s * x, δ ∈ S: since s 0 * x ∈ C we must prove (∀m
), but for m < |s| this follows trivially directly from s 0 ∈ C and s ∈ S and for m = |s| this is exactly τ min (lst(s 0 ), x, δ). Therefore by assumption we have P(s * x, δ ), i.e.
Now by s 0 ∈ C and lst(s 0 ) ≻ x the premise of the above clearly holds, and moreover by the second characterizing equation (4) we have
and hence τ(x, r(ω)(s) (x) 
r(ω)(s)(x))
and thus τ(lst(s 0 ), Ψ(ω)(s)), from which P(s) follows. Therefore we have established the second premise of BI m , and just taking the conclusion to quantify over sequences [ x, δ ] of length one it follows that
We now carry out one final induction over ⊲ to show that τ(x, Φ(ω)(x)) holds for all x. Assuming that this is true for all y ⊳ x then defining δ := Π x⊲y Φ(ω)(y) we have τ min (−, x, δ) and thus τ(x, Ψ(ω) ([ x, δ ]) ). But Φ(ω)(x) = Ψ(ω)([ x, δ ]) by definition, thus τ(x, Φ(ω)(x)). Therefore by induction we have (∀x)τ(x, Φ(ω)(x)) and we're done.
The complexity of the bar recursive function Φ(ω)
As we've already emphasised, the purpose of this section was to provide a bridge between the world of realizability interpretations of choice principles presented in Section 2 on the one hand, and the world of formal program analysis which we outline in Section 5. Whereas our realizer of the full termination principle TP required the full machinery of bar recursion in all finite types, a computational interpretation of our finitary variant uses only the bar recursor BR X×X * * ,X * . Under our assumption that the X can be encoded in the type N, we can interpret both X × X * * and X * as types of level 0. In this case we are already in a position where we can actually eliminate bar recursion and bound the derivational complexity of our order with a term in system T.
In Theorem 4.17 we proved that whenever ω is a functional which witnesses the premise of fTP, there is a functional Φ(ω) definable in T 0 +wRec ⊲,X * +BR X×X * * ,X which satisfies (∀x)τ(x, Φ(ω)(x)). Now, by Lemma 4.7 this not only implies that (∀x)WF * (x), but that dc(x) ≤ |Φ(ω)(x)|. Now, by a well known result of Schwichtenberg [26] system T is closed under bar recursion of lowest type [26] (this is true even for BR X,Y where lev(X) = 0, 1 and lev(Y) is arbitrary) -this means that whenever the parameters g, h, φ of the recursor are closed terms of system T, then the functional λs.BR g,h,φ (s) itself is a closed term of T. So assuming that the wellfounded recursor of wRec ⊲,X * is definable in T, by inspecting our construction of Φ it is clear that Φ(ω) is definable in T + λs.Ψ(ω)(s), while λs.Ψ(ω)(s) itself is defined as BR g,h,φ ω for g, h closed terms of T and φ ω definable from ω. Therefore if ω itself is primitive recursive, then the bar recursor itself is primitive recursive, and we obtain our first crude bound for the derivational complexity of abstract orders:
If the premise of fTP is realized by a functional ω definable in system T, then ≻ is wellfounded and its derivational complexity is bounded by a function definable in T.
Of course, while this result demonstrates that for our finitary termination principle we can eliminate bar recursion in this sense, the closed functions of system T are precisely the provably recursive functions of PA, and so the upper bound on derivational complexity is not hugely useful in practice! Nevertheless, our result can be refined. An immediate improvement is offered by the recent work of Oliva and Steila [22] , where Schwichtenberg's aforementioned result is reproved in a more elementary manner and extended to fragments of system T: as a consequence of [22, Corollary 3.5] we obtain that if ω is a closed term definable in T i then Ψ(ω) and hence Φ(ω) is definable in T i+2 , and therefore as a corollary we obtain:
If the premise of fTP is realized by a functional ω definable in system T i , then ≻ is wellfounded and its derivational complexity is bounded by a function definable in T i+2 .
This result, however, is still rather crude for our purposes. It means that for ω primitive recursive (i.e. definable in T 0 ) we are only guaranteed that our derivation complexity function is definable in T 2 . However, the results presented in [22] are not intended to be optimal -they focus rather on a construction which is uniform in the parameters of the bar recursor. As they observe in [22, Remark 3.6] , for ω in T 0 it already follows from Howard [14] that the bar recursor of lowest type and hence in our case Φ(ω) would be definable in T 1 . In other words:
If the premise of fTP is realized by a functional ω definable in system T 0 , then ≻ is wellfounded and its derivational complexity is bounded by a function definable in T 1 . This is by no means exhaustive: There are other closure results at out disposal. For example, Kreuzer in [18] refined Howard's result and showed that for BR N,N N with parameters in the higher-type Grzegorczyk classes G ∞ A ω the outcome is a Kleene primitive recursive function. However, we don't present any of these results with the intention that on their own they represent useful metatheorems which can be applied in practise to establish bounds on the complexity of real-world programs. We simply want to illustrate that by restricting ourselves to finitely branching orders, we are already in a position where we can eliminate complex machinery like bar recursion and produce upper bounds on the derivational complexity of ≻ in low fragments of System T.
Indeed, it is clear that in our case the results could be refined further, as our instance of bar recursion is even more restrictive than the ones considered above: Not only are both types of the recursor of level 0, but our recursor is finitely branching, in the sense that to compute BR(a) only a finite number of recursive calls of the form BR(a * x, b ) are made. A further analysis of bar recursion of this kind would produce a much more optimal set of complexity results, and would lead to closure under fragments of system T (so that whenever ω is definable in T i then so is Φ(ω)), although we don't prove this here and instead leave a more detailed examination of our bar recursive solution Φ to future work For the kind of termination orders encountered in papers on program analysis, wellfoundedness of minimal sequences is almost always explicitly known via some auxiliary relation ≻ 0 of the kind already seen in Section 2.6. In our final case study, we look at finitary variants of this kind of termination principle and produce a methatheorem from which we can rederive known complexity results in term rewriting theory.
A metatheorem on termination
Another way of looking at bar recursion is to observe that it is just wellfounded recursion over the relation ≫ on finite sequences defined by s ≫ s * x :≡ ω( s * x) ≥ |s * x|, as in the evaluation of BR(s) we make non-trivial recursive calls on s * x only when s ≫ s * x. The schema of bar recursion is in general stronger than primitive recursion because wellfoundedness of ≫ relies on additional properties of ω, such as continuity, and is in particular not satisfied in the type structure of full set theoretic functionals. For this reason the schema as a whole is not definable in T.
Very roughly, the closure results described in the previous section are based on observing that for restricted ω (such as ω itself being primitive recursive), recursion over ≫ can be primitive recursively defined. As we already stated, in this article we wanted to avoid a technical analysis of our recursor Φ(ω). However, we conclude the paper by demonstrating that for termination orders with some additional structure, we can easily modify our realizer Φ(ω) so that it is explicitly primitive recursively definable. The order we consider is that outlined in Section 2.6, but for the finitely branching case.
First of all, we invite the reader to recall the notion of a decomposition ≻ 0 given in Definition 2.12. We now give a finitary version of Theorem 2.13: Theorem 5.1. Suppose that ≻ and ⊲ are finitely branching, and let A ⊆ X be given by
in other words, x, δ ∈ A iff all y ⊳ x are wellfounded and that wellfoundedness is witnessed by an element of the array δ (cf. Definition 4.8) . If ≻ 0 is a decomposition, then fTP implies
which can be written more explicitly as
This variant of the termination principle simple states that if ≻ 0 is well-founded on sequences of elements α 0 ∈ X N which are minimal in the sense that all y ⊳ α 0 n are wellfounded (and this, as before, is encoded via α 1 n ), then ≻ is wellfounded on X. The reason we appeal to this variant of the termination principle is that, as already remarked in Section 2.6, many wellknown termination orders are defined in terms of some given relation auxiliary ≻ 0 which is easy to show is wellfounded on minimal sequences.
The proof of Theorem 5.1 is almost identical to that of Theorem 2.13 (with WF * (x) replaced by (∃d)τ(x, d) and so on), so we omit it here, as in any case we formally construct a term witnessing wellfoundedness of ≻ in Theorem 5.5 below. What is important here is that since wellfoundedness of ≻ can be encoded using derivation trees, by making a few additional assumptions we can present a very clean version of a realizing term Φ(ω) that omits bar recursion altogether. Now, for computational purposes, it will be helpful to extend ≻ 0 to a well-founded relation over X × X * * .
Corollary 5.2.
Suppose that ≻ 0 is a decomposition, and that ≻ 1 is a wellfounded, primitive recursive relation on X × X * * which satisfies
Proof. This follows directly from Theorem 5.1. Given some arbitrary α ∈ A N , by well-foundedness of
, which is exactly the premise of (13), and hence (∀x)(∃d)τ(x, d).
Remark 5.3. Since τ min (−, x, δ) and thus x, δ ∈ A is primitive recursively decidable, then we can simply define x, δ ≻ 1 y, ε to be exactly x, δ ∈ A ∧ e, ε ∈ A ∧ x ≻ 0 y, and then Corollary 5.2 becomes equivalent to Theorem 5.1. However, it if often the case that a simpler wellfounded relation ≻ 1 can be found.
The termination principle given in Corollary 5.2 is of an extremely simple form, in contrast to those we have considered before. Here, wellfoundedness of minimal sequences is directly encoded in the wellfoundedness of the relation ≻ 1 on X × X * * . We now give a computational interpretation to this result, but instead of a witness ω for (∀α)(∃m)(α m ⊁ 1 α m+1 ), we assume that we have access to a wellfounded recursor over ≻ 1 .
Lemma 5.4. There is a term
where r : X × X * * → X → X * is a term which satisfies (for x, δ ∈ A and x ≻ y)
where in the first case d x,δ,y is some sequence satisfying τ(y, d x,δ,y ).
Proof. See Appendix A. which is definable from Ψ in T 0 + wRec ⊲,X * and hence in T 0 + wRec ⊲,X * + wRec ≻ 1 ,X * . Then we have
Proof. We carry out an instance of induction over ≻ 1 to prove that (∀x, δ)P(x, δ) where
Note that this is completely analogous to, but much simpler than, our instances of bar induction in previous proofs of this kind. Now, assuming that P(y, ε) holds for all y, ε ≺ 1 x, δ , take some x, δ ∈ A. Then by Lemma 5.4 and (15) we have
We now carry out a side induction over ⊲ to prove that (∀y)(x ≻ y → τ(y, r(x, δ)(y))).
Suppose that this is true for all z ⊳ y, and take some x ≻ y. There are two possibilities: Either (∃u ⊳ x)(y u), in which case by (16) we have r(x, δ)(y) = d x,δ,y where τ(y, d x,δ,y ) (and so we're done) or by decomposability we have x ≻ 0 y and r(x, δ)(y) = Ψ(y, ε)
for ε := Π y⊲z r(x, δ)(z), provided that y, ε ∈ A. But the latter is true by our side induction hypothesis: by decomposability if y ⊲ z then since x ≻ 0 y then x ≻ z and therefore τ(z, r(x, δ)(z)). But since x, δ , y, ε ∈ A and x ≻ 0 y then x, δ ≻ 1 y, ε and so τ(y, Ψ(y, ε)) and hence τ(y, r(x, δ)(y)) holds by our main induction hypothesis. This completes the side induction, from which it follows by definition that τ(x, Ψ(x, δ)) holds. This in turn completes the main induction.
There is now one final side induction over ⊲ to prove that (∀x)τ(x, Φ(x)). Suppose that this is true for all y ⊳ x. Then x, Π x⊲y Φ(y) ∈ A, and therefore by P(x, Π x⊲y Φ(y)) it follows that τ(x, Ψ(x, Π x⊲y Φ(y))) which is just τ(x, Φ(x)). This completes the proof.
We now obtain the following result as an immediate corollary. Proof. If wRec ⊲,X * is definable in T 0 and wRec ≻ 1 ,X * is definable in T i then Φ and hence f (x) := |Φ(x)| can be defined in T i , and therefore by Theorem 5.5 and Lemma 4.7 we have (∀x)(dc(x) ≤ f (x)) where f is a term of T i . Assuming that X can be arithmetized, f is just a type 1 function, and it is well-known that the closed type 1 functions of T 0 resp. T 1 are the primitive resp. multiple recursive functions.
Remark 5.7. Naturally, this whole section, including Theorem 5.6, could alternatively be formulated in terms of fragments of Peano arithmetic: For example if ≻ 1 is provably wellfounded in Π 0 i -IA then the derivational complexity is bounded by a function in T i . Moreover such results could be established by appealing to standard results in proof theory and would not require the extraction of a realizing term as in Theorem 5.5. However, for various reason already outlined in Section 1.1, we prefer our more explicit approach here, and in particular believe that it is slightly easier to adapt in order to produce more finely-tuned results.
Application: Path orders and term rewriting
We conclude by sketching how Theorem 5.6 could be applied in the special case where X is the set of terms over some finite signature. In this we draw on Buchholz [7] in particular, it that we consider finitary approximations ≻ k of the usual path orders on terms. However, in our framework we construct functions bounding the derivational complexity of ≻ k directly in fragments of System T rather than formalising the wellfoundedness proof in fragments of Peano arithmetic.
Let X := T be the set of terms ranging over some countable set of variables x 0 , x 1 , . . . and some finite signature { f 1 , . . . , f k }, where we assume for simplicity that each f i has a fixed arity (note that this latter restriction is not essential: see [7, Section 3] ). Let ⊲ denote the immediate subterm relation, in other words f (t 1 , . . . , t n ) ⊲ t i for all i = 1, . . . , n. Note that ⊲ trivially computably finitely branching, and wellfounded recursion over ⊲ is definable in T 0 since this is just structural recursion over terms.
A general recursive path order on T can be characterized as follows: We have t = f (t 1 , . . . , t n ) ≻ s if either of the following hold:
(a) t i s for some i = 1, . . . , n; (b) t ≫ s and t ≻ s i for all subterms s i of s, where typically ≫ is recursively defined in terms of ≻ itself. Such an order is clearly a decomposition in the sense of Definition 2.12, where t ≻ 0 s denotes the second case above. As already explained in Section 2.1, path orders are fundamental tools in the theory of term rewriting, as they provide us with a criterion for checking if finitely defined term rewrite system R is terminating. More specifically, if ≻ is a wellfounded rewrite order, then whenever the rules l → r of R satisfy l ≻ r, then R is terminating.
However, in general path orders are not finitely branching, and so if we want to obtain some information on the derivational complexity of the rewrite system, we are interested in finitely branching approximations of these orders. This idea was introduced in [7] , where in the special case of the multiset and lexicographic path orders, wellfoundedness of an approximate order ≻ k was proven in low fragments of arithmetic.
One can describe Buchholz' idea in a slightly more general form as follows: define a size function |t| on terms by, for example,
It is clear that terms can be encoded as natural numbers, and moreover as in [7] we can assume that there exists some monotone function h such that |t| ≤ t < h(|t|) for all t. Now, suppose we have the following crucial property: That for any R reducing under ≻, there is some b such that R is reducing under ≻ b , in other words, for any fixed R we can find a finitely branching approximation to ≻ sufficient for proving wellfoundedness of R. Then the derivational complexity of R is bounded by the derivational complexity of ≻ b , and so it remains to establish the latter, which we can often do using the metatheorem Theorem 5.6 above.
Example 5.8. Let us consider the concrete recursive path order giving in Section 2.1. This is an example of a general recursive path order, where ≫ is defined by f (t 1 , . . . , t n ) ≫ s if
In the cases where ≻ f is the multiset resp. lexicographic extension of ≻, Buchholz shows in [7] that any rewrite system reducing under these orders is also reducing under the approximate order ≻ k in which the bounding function b is simply b(n) = n + k. He shows that in the case of the lexicographic path order, the relations ≻ k are provably wellfounded in Π 
where δ i ⊃ ε i denotes that ε i is a subsequence of δ i . Then it is easy to see that if t, δ ∈ A ∧ s, ε ∈ A ∧ t ≻ k,0 s then t, δ ≻ k,1 s, ε : In the case that (b) holds then f > T g so this is clearly true, while if (c) holds there is some i such that t i ≻ k s i but t j = s j otherwise. But t, δ ∈ A implies that τ(t i , δ i ), and analogously s, ε ∈ A implies τ(s i , ε i ), and so t i ≻ k s i implies that ε i is a subsequence of δ i . Similarly, we must have δ j = ε j otherwise.
It is not difficult to show that not only is ≻ k,1 wellfounded on T × T * * , but that recursion over ≻ k,1 of type T * is primitive recursively definable: This is just a bounded recursion in the first component, while in the second component we can find an encoding of T * * into N such that (∃i)(δ i ⊃ ε i ∧ (∀j i)(δ j ⊇ ε j )) implies that δ > ε. Therefore by Theorem 5.6, the derivational complexity of ≻ k is bounded by a primitive recursive function.
Both the multiset and lexicographic path orders are studied in more detail by the author together with Georg Moser in [20] , where a more detailed construction of the derivational complexity functions is given than our brief sketch here, although ultimately Theorem 5.6 constitutes a vast generalisation of [20] .
Conclusion
By analysing a series of termination principles, beginning with the highly abstract principle of Section 2 and concluding with the familiar recursive path orders in Section 5.1, our aim was to bring together ideas from a number of different areas, ranging from bar recursion and realizability interpretations of dependent choice through to the complexity analysis of rewrite systems, and show that these are all connected by the notion of a wellfounded termination order. In particular, we demonstrated how well-known bounds for the derivational complexity of path orders in rewriting theory can be obtained as the last step in a series of refinements of the same basic pattern, namely the extraction of a program from a proof of wellfoundedness. We summarise this sequence in the table below.
Theorem Program
Abstract termination principle (Sections 2-3) Full bar recursion Finitary termination principle (Section 4) Finitely branching bar recursion of lowest type Explicit termination principle (Section 5)
Wellfounded recursion over ≻ 1 Recursive path orders (Section 5.1) Primitive/multiple recursion As a side product of our theoretical work, we provide a series of metatheorems which allow us to relate the complexity of a wellfounded order to some subrecurive system of functionals, and in the final section provide a concrete metatheorem which potentially allows us to derive low bounds on the derivational complexity of rewrite systems. While we only sketched an illustration of this in Section 5.1, we believe that the formal extraction of programs from termination proofs has a great deal of potential in providing upper bounds on the complexity of programs, and in this article hope to have provided a promising first step in this direction. We conclude with a collection of open problems.
1. An obvious direction for future research is to use the techniques presented here to obtain new bounds and metatheorems for the complexity of concrete termination orders. While we mentioned the wellknown recursive path orders as a simple example of where Theorem 5.6 could be applied, of particular interest would be the analysis of termination orders for which an upper bound on the induced derivational complexity is not known.
2. Most termination orders in the literature work on sets of first order terms. However, up to the very final section we do not assume anything about the structure of X, and it would be interesting to find our whether our termination arguments can be applied to more interesting structures. In particular, Goubault-Larrecq [12] considers wellfounded orders on graphs, automata and higherorder functionals, and it would be intriguing to see whether any of these are subsumed by our abstract principle, and whether any meaningful complexity results could be obtained.
3. In our approach, we establish complexity bounds by extracting higher-order recursive programs in some subrecursive calculus of functionals, and looking at the type 1 functions definable in these calculi. In this sense our work is closely related to Buchholz [7] . A number of similar proof theoretic investigations of path orders and abstract notions of termination exist in the literature, notably those due to Weiermann [32, 33] which are based on an intricate ordinal analysis. It would be instructive to make more precise how our framework based on variants of bar recursion compares to his.
4. Finally, as already hinted at in Section 4.4, we want to formally establish a set of closure properties along the lines of [22, 26] for finitely branching bar recursion, and therefore devise a refined metatheorem for our finitary termination principle in Section 4. This would give a direct correspondence between the subrecursive strength of bar recursors and the derivational complexity of abstract orders.
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