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APPENDIX A
DISCRETE MARKOVIAN ARRIVAL PROCESS
Let us formulate a Discrete Markovian Arrival Process
(D-MAP) with the stochastic matrix P [32], in which,
D0 and D1 are of size Nc×Nc with Nc = STA ·STAL:
P =

D0 D1 0 0 . . .
0 D0 D1 0 . . .







The probabilities in D0 and D1 have the following
meaning. Suppose that, at an arbitrary epoch, the
system is in state i, i.e., in SC i. At the end of the
sojourn time in state i a labeled or unlabeled transition
towards state j occurs with probability, respectively
D1;i,j or D0;i,j , (i, j ∈ 0, 1, 2, . . . , Nc − 1). A labeled
transition is identified when the UE exits the Tracking
Area List (TAL). An unlabeled transition is identified
when the UE moves among SCs that belong to the
same TAL. We assume that the sojourn time in any SC
is characterized by the density function fm(t), with
Laplace Transform (LT) f∗m(s), which means that we
are in presence of a Semi-Markov process. The stochas-
tic matrix associated with the underlying embedded
Discrete Time Markov Chain (DTMC) is:
Π = D0 + D1 (18)
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Set STA Mosaic STAL Nc k
1 1 T1 7 7 12
2 3 M1 7 21 21
3 7 T2 7 49 30
4 12 M2 7 84 39
5 19 T3 7 133 48
6 27 M3 7 189 57
TABLE 3: Set of some scenarios when the shape of the
TA follows some mosaic graph Mn with k = 3(6n+7)
or Tn with k = 6(3n− 1).
A.1 Definition of D0 and D1
In [33], [34] the name Phase-type Markov Renewal
Process (PH-MRP) was used for the MAP. In a parallel
way to [33], [34], here we also can refer to a Discrete
PH-MRP (D-PH-MRP) for the D-MAP, where matrix
D1 is a product of two matrices, D1 = D1aD1b. D1a
is a matrix of dimensionNc×k that contains transition
probabilities from any of the Nc transient states to
any of the k absorbing states and D1b a stochastic
matrix of dimensions k × Nc that takes into account
the transition probabilities from any of the k absorbing
states to any of the Nc transient states. The absorbing
states are also ephemeral since after each absorption
an instantaneous restarting of the Markov process in
any of the Nc states occurs.
A.1.1 Definition of matrices D0 and D1a
As illustrative example, when a TA contains three SCs,
STA = 3, and one TAL configured by a single TA,
SSTA = 1, Nc = 3 × 1 = 3 and k = 9. Matrix D0 is
given by
D0 =
 0 PSE(α) PS(α)PNW (α) 0 PSW (α)
PN (α) PNE(α) 0
 ;
and D1a is shown in Figure 21.
D1a =
[
0 0 PNW (α) 0 PSW (α) PNE(α) 0 PN (α) 0
PNE(α) 0 0 PS(α) 0 PN (α) 0 0 PSE(α)
0 PS(α) 0 PSE(α) PNW (α) 0 PSW (α) 0 0
]
;
Fig. 21: Matrix D1a for STA = 3 and STAL = 1.
For other scenarios, matrices D0 = and D1a are
easily derived based on geometric considerations.
Hence, in Fig. 10 we have one TA composed of three
SCs -a mosaic graph M1, [24]- and one TAL com-
posed of seven TAs, that is, STA = 3, STAL = 7,
Nc = 3× 7 = 21, and the number of SCs surrounding
the TAL, k = 21. Table 3 summarizes other configura-
tions based on mosaic graphs Mn and Tn
A.1.2 Definition of D1b for the central policy
It is implemented when the process restarts at the
central TA of the new TAL. It is suited when the
UEs moves according to a random-walk, in our model
when α ≈ 1, see the routing probabilities of Table I.
Hence, for the case when STA = 3 and STAL = 1,






where I3 is the identity matrix of size 3× 3.
A.1.3 Definition of D1b for the adaptive policy
When the UEs do not follow a random-walk, common
sense dictates that the central policy could be not the
best solution, see the routing probabilities of table I.
Here we define the adaptive TAL configuration which
takes into account the residence time in the TAL. To
that purpose, let us consider the matrix ∆ with size
Nc × k below. Its component ∆i,j is the mean sojourn
time of the Semi-Markov (SM) process in the TAL,
i.e., in the set of transient states that conforms the
TAL, under the conditions that initially the SM process
starts in state i, i.e. in SC i, at t = 0+ and leaves or
abandons the TAL via the absorbing state j,
∆ = [I−D0]−2D1a (19)
In the example of Figure 10, STA = 3 and STAL =
7, soNc = k = 21. Then, taking into account the initial
state of the SM-process we have the following column
vector,
δ = ∆e = [I−D0]−2D1a = [I−D0]−1e (20)
where the last equality follows from the fact that
[I − D0]−1D1a = e. In (20), each element δi is the
mean number of transitions performed by a UE before
leaving the TAL, under the condition that the UE starts
in state i (SC i) at t = 0+. Therefore , the optimization
consist in choosing the SC i among a set STA where δi
achieves the highest value. In our example of Figure
10 it is necessary to find the maximum δi for the three
groups of SCs, i.e., Group 0: {0, 3, 6, 9, 12, 15, 18 },
Group 1: {1, 4, 7, 10, 13, 16, 19 } and Group 2: {2, 5, 8,
11, 14, 17, 20 }. In other words, as an example, suppose
the TAUs executed when the UE visits absorbing state
36. This state corresponds to the Group 1, see Figure
10(a) and 10(b). Then the starting SC i in the new TAL
assigned to the UE will be one of the Group 1, i.e,
i = k such that δk > δj for ∀j 6= k. In case of a tie,
the assignment of the initial SC i is done by flipping a
coin. Due to the lack of space we omit the details for
the corresponding matrix D1b.
A.2 On the number of labeled transitions
First we are interested in the number of labeled tran-
sitions among a total of z transitions of the DTMC.
Let M(z) = [M (z)0 ,M
(z)
1 , . . . ,M
(z)
Nc−1]
t denote a col-
umn vector, being M (z)k the mean number of labeled
transitions, equivalently TAUs, assuming that the ini-
tial position of the process, of the UE, is at cell k,
0 ≤ k ≤ Nc − 1. Nc is the total number of states,
equivalently, the number of SCs in the TAL. Then, we
can write the following recursion,
M(z) =

0, z = 0
D1e, z = 1
D0M
(z−1) + D1[e + M
(z−1)], z > 1
(21)
Taking into account (18), expression (21)
can be written as
M(z) =
{
0, z = 0∑z−1
m=0 Π
mD1e, z ≥ 1.
(22)
Second, we want to observe the process during a
time interval defined by a random variable exponen-
tially distributed, with rate λc. In fact, the observable
exponential time is coincident with the inter-arrival
time of incoming calls to our UE, that is, we assume
a Poisson arrival process and the PASTA (Poisson
2
Arrival See Time Averages)property, can be applied,
[31]. We assume that the sojourn time in any SC
is characterized by the density function fm(t), with
Laplace Transform (LT) f∗m(s), which means that we
are in presence of a Semi-Markov process. If πv =
[πv,0, πv,1, . . . , πv,Nc−1] is the stochastic vector solu-
tion of πv = πvΠ, with πve = 1, then, πv,k represents
the percentage of visits to state k. Since fm(t) is the
same for all SCs, πv,k equals the percentage of time
the system is visiting state k, pk, i.e., pk = πv,k, in
vector notation p = πv .
Then, since the interval starts at random point in
the time axis - Poisson arrival process-, the probability
to register a total of z transitions (labeled plus unla-
beled) during the observable exponential time, β(z),
is given by, [7],
β(z) =

1− f∗m,r(λc), for z = 0
f∗m,r(λc)[1− f∗m(λc)][f∗m(λc)]z−1,
for z > 0
(23)
being f∗m,r(s) the LT of the residual life time





Hence, for instance, if fm(t) obeys to a Gamma














θ , θ = λc/λm. (25)
Then, unconditioning (22) with respect to (23) we
get











In (26), Mi is the mean number of labeled tran-
sitions registered during the observable exponential
time, conditioned to the fact that at the starting instant
of the observation interval, the process is in state i,
i.e., in the SC i.
A.3 Actions performed at the arrival of an incom-
ing call
When an incoming call is successfully delivered to the
UE and no new TAL is assigned (that is, the UE stays
in the same TAL), we can assert that at the starting in-
stant of the observation interval the process is in state i
with probability pi, where pi is the i-th component of
the stochastic vector p solution to p = πv = πvΠ,
as it has been said before. Therefore, in this case,
the unconditioned mean number of labeled transitions






At the arrival of an incoming call, the UE can be
found in a SC that does not necessarily belongs to the
TA located at the center of the current TAL. If this is
the case, and thinking on the random-walk mobility
model, it would be convenient to perform the central
policy configuration just like after a TAL crossing; that
is, to provide a new TAL to the UE after an incoming
call, such that the SC where the UE is currently found
belongs to the TA located at the center of the new TAL.
In this case, the initial vector p can not be used in
equation (27). Instead, we have to proceed according
to the next lines.
First, we define two row vectors, Pfsc=
[Pfsc,0, Pfsc,1, . . . , Pfsc,Nc−1] and Pisc =
[Pisc,0, Pisc,1, . . . , Pisc,Nc−1]. Pfsc,k denotes the
probability that an arbitrary incoming call finds
the UE visiting cell k, k ∈ [0, Nc − 1]. Pisc,j is the
probability that just immediately after the reception
of the last incoming call, the UE be positioned in cell
j, j ∈ [0, Nc − 1]. In general, and thinking about the
central policy, Pisc 6= Pfsc. Both stochastic vectors
can be obtained as follows. Let us define Pr(k/j) as
the conditional probability that the next incoming call
will find the UE visiting SC k, conditioned to the fact
that just immediately after the reception of the last
incoming call the UE was positioned in SC j. Then,
the following relationship is satisfied




Pr(0/0) . . . P r(Nc − 1/0)




Pr(0/Nc − 1) . . . P r(Nc − 1/Nc − 1)

(29)








On the other hand, because of the centering pro-
cess immediately after the successful reception of an
incoming call, we can write,
Pisc = PfscImdf . (31)
In (31) the matrix Imdf is the identity matrix mod-
ified, and takes into account the centering process
immediately after the successful reception of an in-
coming call to the UE. For instance, for the TAL of
Figure 10(b), we have,
Imdf =

I3 03 03 03 03 03 03
I3 03 03 03 03 03 03
I3 03 03 03 03 03 03
I3 03 03 03 03 03 03
I3 03 03 03 03 03 03
I3 03 03 03 03 03 03
I3 03 03 03 03 03 03

(32)
where I3 is the identity matrix of size 3 × 3 and
03 is a zeros matrix of size 3× 3. As a particular case,
when no centering is executed after each incoming call
to the UE, then Imdf = I.
Inserting (28) into (31) we get
Pisc = PiscTImdf (33)
Notice that in (33) TImdf is an stochastic matrix,
that is TImdfe = Te = e. Then, solving (33) with the
normalization condition Pisce = 1 we obtain the Pisc
and then from (28) we get Pfsc.
Therefore, in the case of central policy or adaptive
policy we will use in (27) the probabilities given by
Pisc instead of p.
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