We give a new characterization of interpolated spaces for the couple (Lp(0, α), Lq(0, α)), 0 < p < q < ∞ in terms of two forms of majorization. The result is closely related to the characterization obtained by computing the K-functional. This extends the work of Cwikel and Nilsson which treated the case of Banach sequence spaces. We apply it to study characterizations of spaces in which noncommutative Khintchine inequalities hold.
Introduction
This paper has been motivated by two different problems, one in the classical theory of L p -spaces and the other in noncommutative harmonic analysis. We give new result in both directions. In particular, we solve those problems for a large class of function spaces introduced by Kalton which includes Lorentz and Orlicz spaces.
Question 1: Interpolation of L p -spaces and right-majorization. Characterisations and sufficient conditions garanteeing that a symmetric space is an interpolate of L p -spaces have been investigated in the past decades. Sufficient conditions can be formulated in terms of convexity, concavity or Boyd indices and characterisations rely on the computation of the K-functional for the couple (L p , L q ), see [9] for a survey. In [16] , Levitina, Sukochev and Zanin conjecture a new characterisation of sequence spaces which are interpolates for a couple (ℓ p , ℓ 2 ) for some p ∈ (0, 2]. It can be stated in terms of right-majorization and right-monotonicity. For functions (or sequences) f and g which admit nonincreasing rearrangements f * and g * , we say that f right-majorizes g and write f ⊲ g if:
A symmetric quasi-Banach space E is said to be right-p-monotone if there exists C > 0 such that for all f ∈ E and g a function,
Conjecture 1.1 (Levitina, Sukochev, Zanin) . Let E be a quasi-Banach symmetric sequence space. Then E is right-2-monotone if and only if there exists p ∈ (0, 2] such that E is an interpolate space between ℓ p and ℓ 2 .
Note that the direct implication is the difficult one. Cwikel and Nilsson proved the conjecture for Banach spaces with the Fatou property in [4] . We recover their result and extend it to the case of function spaces. We also remark that the proof works for quasi-Banach function spaces which are r-convex for some r > 0. These spaces have been considered by Kalton ([10] , [11] , [12] ) and contain most naturally arising examples of function spaces. Our findings are summarized in the following theorem. Theorem 1.2. Let E be a quasi-Banach symmetric function space on [0, ∞) with the Fatou property and 0 < p ≤ q < ∞. If E is p-convex and right-q-monotone then E ∈ Int(L p , L q ).
Question 2: Formulations of noncommutative Khintchine inequalities in symmetric spaces. Noncommutative Khintchine inequalities have been introduced in [17] for L p -spaces and have since been a crucial tool, in particular for the development of noncommutative harmonic analysis . They have been further studied by many different authors and in the general context of symmetric spaces ( [18] , [19] , [15] , [6] ). Contrary to their classical counterpart, their formulation in L p varies if p ≤ 2 or p ≥ 2. Indeed, let (ξ i ) be free Haar unitaries on a noncommutative probability space A and x a finite sequence of elements in a noncommutative measure space M. Denote by N the algebra M⊗A equipped with the tensor product trace. If E = L p and p ≥ 2:
and if p ≤ 2:
It is therefore natural to try and characterize the symmetric spaces in which one of these (quasi-)norm equivalences hold. In doing so, the condition of right-2-monotonicity and its left analogue play an important role and the question is reduced to the conjecture of Levitina, Sukochev and Zanin for function spaces. We obtain the following result: Suppose furthermore that E is r-convex for some r > 0 then (2) holds if and only if E ∈ Int(L r , L 2 ).
Note that we are interested in the free version of Khintchine inequalities ( [2] ). The second part of the theorem extends without modifications to the more classical version of Khintchine inequalities involving Rademacher variables. However, it is well known that Khintchine inequalities do not hold in L ∞ for Rademacher variables and thus only the direct implication of the first part of the theorem remains true.
Preliminaries
This section is meant to provide the necessary background concerning interpolation theory and the theory of symmetric spaces. It will be used during the proof of the main theorem.
2.1.
Interpolation. For a detailed exposition of interpolation theory, see [1] . We simply recall here the main definitions and properties that will be used later on. Note that interpolation theory is often defined in the context of Banach spaces but translates well to the quasi-Banach setting ( [1] , section 2.9). We start with the definition of an interpolated space. Definition 2.1. Let (A, B) be a compatible couple of quasi-Banach spaces. We say that a quasi-Banach space E is an interpolation space for this couple if A ∩ B ⊂ E ⊂ A + B and there exists a constant C > 0 such that for every bounded operator T : A + B → A + B such that its restriction to A (resp.B) if bounded of norm 1 from A to A (resp. B to B), T is bounded from E to E with norm less than C.
Both for explicit constructions of interpolates with the real method and for the general theory of interpolation, the K-functional is a fundamental tool. It is defined as follows: For all t > 0 define the K-functional of x by:
It enables to state a simple sufficient condition for a space to be an interpolated space. 
The following fact is well-known, we prove it here in the context of quasi-Banach spaces for completion. Proof. Let T : A + B → A + B be a bounded operator such that its restriction to A (resp. B) is a bounded operator with norm 1 on A (resp. B). Let x ∈ E and let y = T x, y ∈ A + B. Let t > 0, A + tB is an exact interpolation space for the couple (A, B) so x A+tB ≥ y A+tB . This means that for all t > 0, K t (x, A, B) ≥ K t (y, A, B). Hence, by K-monotonicity of E, y ∈ E and y E ≤ C x E . So T defines a bounded operator of norm less than C on E.
2.2.
Symmetric spaces and majorization. We start by introducing some notations. Denote by T the set of measurable functions f such that 1 |f |>t is finite for some t ∈ R. We call quasi-Banach symmetric function space a nonzero subspace of T which is rearrangement invariant (the quasi-norm of a function only depends on its distribution) and equipped with an increasing quasi-norm. Similarly, a quasi-Banach symmetric sequence space is a subspace of ℓ ∞ enjoying the same properties. A symmetric space E is said to have the Fatou property if for every increasing net (f n ) n∈I of elements of E such that ( f n E ) n∈I is bounded and f n ↑ f a.e., then f ∈ E and f n E ↑ f E . An introduction to symmetric spaces can be found in [14] .
We will use two different notions of majorization throughout this text. Right-majorization was defined in the introduction, its left counterpart is more classical, it is defined as follows. For two elements x, y ∈ T
And a symmetric quasi-Banach space E is said to be left-p-monotone if there exists C > 0 such that for all f ∈ E and g ∈ T ,
This notion appears naturally in the theory of interpolation of L p -spaces. Indeed, it is related to the K-functional of the couple (L p , L ∞ ). First, let us introduce a notation thet will be used to lighten some expressions throughout this text. For quantities A and B, we write A(f ) B(g) if there exists a constant c independent of the functions f and g such that
With this in mind, the K-functional of the couple (L p , L ∞ ) takes the following form ([8]):
The following fact is well-known (see [5] , 4.20 and 4.23):
We aim to prove a similar theorem for right-p-monotonicity and as stated in the introduction, a crucial point for our argument is the knowledge of the K-functional of the couple (L p , L q ), 0 < p < q < ∞. It has been computed up to constants depending on p and q by Holmstedt
Then, for all f in L p + L q and t > 0,
Note that proposition 2.5 can be extended to general couples of L p -spaces. The direct implication is given by proposition 2.4. To give a precise statement of the converse, we introduce the notion of K-method. An interpolation space E of a couple (A, B) is said to be given by a K-method if there exists a quasi-Banach function space X on (0, ∞) such that for all f ∈ A + B, f ∈ E if and only if K(f, A, B) ∈ X and
Then we have the following (section 4. in [21] ).
Proposition 2.6. For any 0 < p ≤ q ≤ ∞ and α ∈ (0, ∞], every interpolate of the couple (L p (0, α), L q (0, α)) is given by a K-method.
2.3.
Sufficient condition for p-monotonicity. In this subsection we prove some lemmas linking p-convexity (resp. q-concavity) and left-p-monotonicity (resp. rightq-monotonicity). First, we show that p-convexity implies some weak form of the left-pmonotonicity. Then, we show that under the assumption that E has the Fatou property, this weak form of left-p-monotonicity is, in fact, equivalent to left-p-monotonicity by a simple approximation argument.
Recall that E is said to be p-convex with constant C if for all n ∈ N and (
We will denote by F the space of dyadic step functions:
Note that this space will also be useful in section 4.
2.3.1.
Convexity implies left-monotonicity. Our first lemma is a direct consequence of the geometric form of the Schur-Horn theorem.
Since . E is increasing, we can also assume that f p = g p by adding to g a function h ∈ F with a support disjoint from g, such that g + h p = f p and h ∞ is low enough to ensure that f p ≻ (g + h) p . Since f and g belong to F , there exist N, n ∈ N and vectors a = (a i )
The hypothesis on f and g means that a p ≻ b p and a p = b p . This means by the Schur-Horn lemma that b p is in the convex hull of the permutations a p σ of a p where for σ ∈ S N , we write a p σ := (a p σ(i) ) 1≤i≤N . Let
This means that there exist nonnegative coefficients (λ σ ) σ∈S N adding up to 1 such that
Hence, by p-convexity of E and noting that since
Let us now state the key approximation lemma.
Lemma 2.8. Let p > 0 and ε > 0. Let f, g ∈ T be positive nonincreasing functions such that f p ≻ g p . There exist sequences (f n ) and (g n ) of functions in F such that f n ↑ f a.e. and g n ↑ g a.e. and (1 + ε)f p n ≻ g p n for all n ∈ N.
Proof. For any t ≥ 0 and n ∈ N, consider the interval of the form [i2 −n , (i + 1)2 −n ) containing t and denote by a n (t) its right extremity. Define
By construction, g n ∈ F and g n is nonincreasing. Moreover, g n (t) ↑ g(t) for all points of continuity of g. Since g is nonincreasing, it has only countably many points of discontinuity and g n ↑ g a.e. Consider also the sequence (f n ) n∈N similarly defined. Now fix n and let us find m n such that (1 + ε)f mn ≻ g n . To do so, note that since for all m: 
for m n large enough, we have (1 + ε)f mn ≻ g n . Let i n = max(m n , n), the sequences (f in ) and (g n ) verify the requirements of the lemma.
Lemma 2.9. Let p > 0 and C > 0. Let E be a quasi-Banach symmetric function space with the Fatou property such that:
Then E is left-p-monotone.
Proof. Since E is rearrangement invariant, we can suppose that f and g are positive nonincreasing functions by considering f * and g * . Let ε > 0. Take (f n ) and (g n ) two sequences given by lemma 2.8. For all n ∈ N:
By combining the results above, we obtain the following:
Corollary 2.10. Let E be a quasi-Banach symmetric sequence space with the Fatou property. If E is p-convex then E is left-p-monotone.
2.3.2.
Concavity implies right-monotonicity. The same kind of proofs can be reproduced to obtain results on concavity and right-monotonicity. The approximation lemma, similar to lemma 2.8, is given by:
Lemma 2.11. Let q > 0 and ε > 0. Let f, g ∈ T be positive nonincreasing functions such that f q ⊲ g q . There exist sequences (f n ) and (g n ) of functions in F such that f n ↑ f a.e., g n ↑ g a.e. and (1 + ε)f q n ⊲ g q n for all n ∈ N.
And we have the following:
• if E has the Fatou property and there exists C > 0 such that for all f, g ∈ F ,
• if E is q-concave and has the Fatou property, E is right-q-monotone.
Remark 2.13. The reverse of the lemma above and corollary 2.10 are not true. Indeed, consider for example the space L 1,∞ . It will be proved later that it is right-q-monotone for all q > 1 but it is not q-concave for any q. Constructing symmetric spaces which are not p-convex for any p is not an easy task. We are indebted to F. Sukochev for indicating the following reference to us ( [13] ). It seems that similar techniques can be used to construct a left-1-monotone space which is not p-convex for any p.
Majorization and Interpolation
3.1. Function spaces. In this section, we prove the main theorem of this paper, a characterization of interpolate spaces between L p and L q . The proof uses a strategy similar as [4] . Let us first state the result precisely. Proof of the reverse implication. Suppose that E is an interpolate for the pair (L p , L q ). Then by reiteration, E is an interpolate space for the pair (L p , L ∞ ) and by proposition 2.5, E is left-p-monotone. Let f ∈ E and g ∈ L p + L q such that f q ⊲ g q . Assume that f and g are positive by taking if necessary their modules. We will show that g ∈ E and g E f E . Recall that E is given by a K-method (proposition 2.6), so it is enough to show that for all t > 0,
Recall also that, for all h ∈ L p + L q and t > 0 ([8]):
We now have to estimate the second term i.e to prove that:
Suppose now that f and g are bounded so that f q and g q belong to L 1 . Using again the fact that f q ⊲ g q , it is easy to see that there exists g ′ ≥ g such that g ′ q = f q and g ′q ≻ f q (for example by letting g ′ = g + h where h is a function taking only the values f ∞ + 1 and 0 and g ′ q = f q ). Then by [7] (1. of Theorem 4.7), there exists a unital, positive, integral preserving operator T such that T ((g ′ * ) q ) = (f * ) q . Hence T ((g * ) q ) ≤ (f * ) q . Define e = 1 (0,t α ) and write,
Note that there is an Hölder type inequality for positive unital operators i.e, for r, r ′ such that 1 = r −1 + r ′−1 , T (ab) ≤ T (a r ) 1/r T (b r ′ ) 1/r ′ . We apply it to our situation with r = q/p and r ′ = α/p and obtain:
To estimate the left summand, we use the fact that T e ∞ ≤ 1 and for the right summand, we apply the usual Hölder's inequality.
where we used that
To conclude for unbounded functions, it suffices to approximate g * and f * . A way to do it is to apply the previous inequality to g * (. − ε) and f * (. − ε) and let ε go to 0.
Proving the direct implication requires more work. The first lemma is an easy check. We need to verify that E is an intermediate space for the couple (L p , L q ). 
Proof. Let us prove the first inclusion. First note that since E is a symmetric function space, it contains characteristic functions of sets of finite measure ( [5] )
And
Let us now prove the second inclusion. Let f / ∈ L p + L q . Decompose f into f 1 and f 2 as above. By assumption, f 1 / ∈ L p + L q or f 2 / ∈ L p + L q .
The following two lemmas constitute the heart of the proof. They will be used to prove that left-p-monotonicity and right-q-monotonicity imply K-monotonicity for the pair (L p , L q ). For A a topological space and x ∈ A, we will denote by A(x) the connected component of A containing x. • for all i ∈ I, A i = (a i , a ′ i ) is a connected component of A and for all j ∈ J,
• for all n ∈ Z, if n ∈ I ∩ J then a n ∈ B n and if n ∈ I and n + 1 ∈ J then b n+1 ∈ A n , • if n ∈ I and n − 1 ∈ I, then n ∈ J and a n−1 < b n < a n . Similarly, if n ∈ J and n + 1 ∈ J then n ∈ A and b n < a n < b n+1 .
These conditions, expressed in terms of indices, can be difficult to picture at first. What we want to prove is essentially that the situation is similar to the figure below.
Proof. Let us construct (A n ), (B n ), I and J by induction. If A = (0, ∞), there is nothing to do so suppose that there exists x 0 ∈ B\A and define B 0 = B(x 0 ). There is now essentially one possible construction sastisfying the conditions above.
Let us detail the first step: if b 0 = 0, then b 0 ∈ A and the second condition implies that it belongs to A −1 . Then, by the first condition, we have to define, A −1 = A(b 0 ). If a −1 = 0, the extension to the left continues with B −1 = B(a −1 )... This leads to the following procedure, if a n = 0 or b n = 0 is the point the more to the left that has already been defined, extend to the left by defining A n−1 = A(b n ) and B n = B(a n ). The procedure stops if at some point a n = 0 or b n = 0. Else, we always have a n / ∈ A so a n ∈ B (similarly, b n ∈ A) and the procedure is well-defined. The extension to the right is similar. If b ′ n = ∞ or a ′ n−1 = ∞ is the point the more to the right, define A n = A(b ′ n ) and B n = B(a ′ n−1 ). This time, the procedure stops if a ′ n = ∞ or b ′ n = ∞ and it is still well defined. Let us check that the properties are verified. Condition 1. It is true by definition. Condition 2. We only give details for the first property. If n ∈ I ∩ J this means that a n = 0. If n < 0, we have B n = B(a n ) so a n ∈ B n . If n = 0,
and by assumption on x 0 , a 0 > x 0 > b 0 so a 0 ∈ B 0 . Finally, if n > 0 then B n = B(a ′ n−1 ) and A n = A(b ′ n ) so b n < a ′ n−1 < a n < b ′ n , a n ∈ B n . Condition 3. Suppose that n ∈ I and n − 1 ∈ I. This implies that a n = 0 and a ′ n−1 = ∞. So a n ∈ B so, using the two previous properties, B n = B(a n ) so b n < a n . And A n−1 = A(b n ) so a n−1 < b n . The second property is proved by a similar argument.
Condition 4.
We only consider the case where I = J = Z since the other cases are easier. It suffices to prove that the a ′ i → ∞ when i → ∞ and a i → 0 when i → −∞ since n∈N A n ∪ B n is connected. Assume by contradiction that the (a ′ n ) n≥0 accumulates at some point x. Then the (b ′ n ) also accumulates at x. But x ∈ A ∪ B which are open set so for n large enough we either have a ′ n ∈ A(x) or b ′ n ∈ B(x) which is a contradiction. Similarly, we get a contradiction if we suppose that the sequence (a n ) n≤0 accumulates at a point x > 0.
We use the previous construction to obtain the following key lemma.
Lemma 3.4. Let 0 < p ≤ q < ∞, α > 0 and f, g ∈ (L p + L q ) + be nonincreasing right-continuous functions such that for all t > 0:
, then there exist nonegative functions h and l such that h + l = g, h is nonincreasing, f p ≻ h p and f q ⊲ l q . More precisely, for all t > 0,
A and B are open sets and A ∪ B = (0, ∞). Let (A n ) n∈Z and (B n ) n∈Z be obtained by the lemma above. We only consider the case of infinite families of intervals in both directions, the other cases are similar. Define h and l as follows. For all n ∈ Z,
Let l = g − h. g and l are clearly nonegative. Note that for all n ∈ Z, f (a n ) p ≥ g(a n ) p . Indeed, since a n is an extremity of a connected component of A, an 0 f p = an 0 g p and for ε small enough so that a n + ε < a ′ n , g p . Since f and g are right-continuous this implies that f (a n ) p ≥ g(a n ) p .
Let us now check that the decomposition verifies what we claimed. For all n ∈ N, for all t ∈ [b n , a n ):
and since a n ∈ B n , t ∈ B and:
Moreover, note that h is nonincreasing, so for all t ≥ 0:
And since l is positive, for all t ≥ 0:
We are now ready to finish the proof of the main theorem.
End of the proof of theorem 3.1. By proposition 2.4, it suffices to prove that E is Kmonotone. We already know from lemma 3.
. By the formula (3) for the K-functional of the couple (L p , L q ), there exists a constant c > 0 independent of f and g such that for all t > 0:
So by lemma 3.4 applied to f * and g * , there exists two functions h and l such that h + l = g * , (cf ) p ≻ h p and (cf ) q ⊲ l q . Hence, by the assumptions on E, h, l ∈ E so g ∈ E and
Remark 3.5. The result can be extended, with the same proof, to symmetric function spaces on the interval (0, α), α ∈ (0, ∞).
Remark 3.6. It is known that a q-concave space is automatically p-convex for some p > 0, it is for example a consequence of theorem 4.1 in [10] . Conjecture 1.1, is now reduced to proving a similar fact for right-q-monotonicity and left-p-monotonicity.
Remark 3.7. As a corollary of theorem 3.1 and corollary 2.10, we obtain theorem 1.2 mentionned in the introduction.
Sequence spaces.
We will now prove the main theorem in the context of symmetric sequence spaces rather than symmetric function spaces. In this setting, it is easy to see that the approximation arguments made above still hold. We will also use the fact that ℓ ∞ can be embedded into L ∞ by:
Remark 3.9. As was pointed out to me by M. Cwikel, proposition 2.6 is not known in general for sequence spaces. This is why we cannot show the reverse implication in theorem 3.8. However, note that for 1 ≤ p ≤ q ≤ ∞, every interpolate of the couple (ℓ p , ℓ q ) is given by a K-method ( [21] ) and we can recover the following: This is close to the main result proved by Cwikel and Nilsson in [4] .
Application to noncommutative Khintchine inequalities
For an introduction to noncommutative integration see [20] , and for more about the motivation, context and background on this work on noncommutative Khintchine inequalities, we refer the reader to [3] . Let M be noncommutative integration space, A a noncommutative probability space and (ξ i ) a sequence of free Haar unitaries in A. Let S(M) be the space of finite sequences of elements of M which have finite supports. We are interested in different norms on S(M) defined by: The key construction, using Schur-Horn's lemma, is used to prove the following proposition: Proposition 4.1. Let E be a symmetric quasi-Banach function space, M = B(ℓ 2 )⊗L ∞ (0, 1) and C > 0. Suppose that for all x ∈ S(M), x H E ≤ C x R E then for all f, g ∈ F ,
Conversely, if for all x ∈ S(M), x R E ≤ C x H E then for all f, g ∈ F ,
Proof. Let us prove the first statement. Let f, g ∈ F such that f 2 ⊲ g 2 . There exists N ,n and a, b ∈ (R + ) N such that:
By replacing g by g + c1 [0,2 −n ) for a suitable c > 0 we can suppose that g 2 = f 2 . This means that b 2 ≻ a 2 . By the Schur-Horn theorem, there exists a symmetric matrix M such that the eigenvalues of M are given by b 2 and the diagonal of M is given by a 2 . Consider the sequence x = (e i,i M 1/2 ⊗ 1 [0,2 −n ) ) i≤N in S(M). Note that:
So µ i x i ⊗ ξ i = g and µ i
x i x * i 1/2 = f . By assumption on E, this means that g E ≤ C f E . The second statement is proved in a similar way.
We can now prove the theorem claimed in the introduction.
Proof of theorem 1.3. First note that the following inequalities always hold for interpolates of L p -spaces ( [3] ):
Then, by using the symmetry between R E and C E , the theorem is reduced to: (4) .
and if furthermore E is r-convex for some r > 0, (5) . H E . R E ⇔ ∃p ∈ (0, 2), E ∈ Int(L p , L 2 ).
By proposition 2.5, to prove (4), it is enough to prove that . R E . H E if and only of E is left-2-monotone. The direct implication is obtained by proposition 4.1 and lemma 2.9. The reverse implication is immediate by noticing that for all x ∈ S(M), there exists a conditional expectation E such that:
x i x * i . Similarly, by theorem 1.2, (5) is reduced to proving that . H E . R E if on only if E is right-2-monotone, which is true by the same arguments as before.
