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Validation studies are becoming increasingly relevant when investigating complex flow
problems in high-speed aerodynamics. These investigations require calibration of numer-
ical models with accurate data from the physical wind tunnel being studied. This paper
presents the characterisation process for a joint experimental-computational study to inves-
tigate the streamwise corners of a Mach 2.5 channel flow. As well as checks of flow quality
typically performed for phenomenological investigations, additional quantitative tests are
conducted. The extra care to obtain high quality data and eliminate any systematic errors
reveal useful information about the wind tunnel flow. Further important physical insights
are gained from designing and conducting wind tunnel tests in conjunction with numeri-
cal simulations. Crucially, the close experimental-computational collaboration enabled the
identification of secondary flows in the sidewall boundary-layers; these strongly influence
the flow in the corner regions, the target of the validation study.
Nomenclature
H shape factor
M Mach number
p pressure
Pr Prandtl number
T temperature
u streamwise velocity
v floor-normal velocity
w spanwise velocity
x streamwise coordinate
(measured from nozzle exit)
y floor-normal coordinate
(measured from tunnel floor)
z spanwise coordinate
(measured from tunnel centre span)
δ boundary-layer thickness
(99% of freestream velocity)
δ∗ displacement thickness
θ momentum thickness
Subscript
i equivalent incompressible quantity
0 stagnation property
0s settling chamber stagnation property
02 Pitot-measured property
∞ freestream property
Superscript
+ quantity expressed in non-dimensional wall units
Abbreviations
CAD computer-aided design
CFD computational fluid dynamics
HLLC Harten-Lax-van Leer-Contact
LDV laser Doppler velocimetry
RANS Reynolds-averaged Navier Stokes
SSOR symmetric successive over-relaxation
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I. Introduction
The computational modelling of flows has enjoyed great advance over recent years, progressing from basic
numerical algorithms of simple physical cases to the design of sophisticated real-life systems. The field has
now reached a stage, however, where it is necessary to test models with highly accurate experimental data
in order to further extend the capabilities of simulations. Furthermore, for complex flow problems, simply
using experiments or numerical methods alone is insufficient to probe the underlying fluid mechanics; the
two approaches need to be employed in conjunction to extend our physical understanding.
One key area with a pressing requirement for validation studies is that of supersonic corner flows. Sepa-
ration in streamwise corners is a pervasive problem in high-speed flows, contributing 4–6% to the total drag
of fighter aircraft.1 However, there are still no consistently successful techniques to mitigate separation in
the corners.2,3 Computational costs often limit simulations in real-world applications to RANS methods,
but these are not able to reliably predict corner flows. This is compounded by the notable lack of reference
data for these geometries, even without shock-induced adverse pressure gradients. This absence of suit-
able experimental data presents a major obstacle to the development of relevant computational methods.
In turn, the inadequacy of modelling techniques inhibits our understanding of corner flows and ability to
predict separation features.
The combined experimental-computational study presented in this paper aims to address the lack of
information on this topic by investigating the flow in the corner of a supersonic channel flow with no adverse
pressure gradient. Experiments can typically be divided into two categories: science discovery investigations,
which aim to deepen understanding of the flow physics, and validation studies, which help to determine the
accuracy and limitations of numerical models. This work falls under the latter category.
The methodology is designed specifically to characterise the wind tunnel and calibrate computational
models of the flow. It is now accepted that a perfect wind tunnel is near-impossible to build and run;
instead, the emphasis is placed on carefully measuring the “imperfections” of the physical wind tunnel so
that computations can accurately reproduce the true flow. Performing these characterisation tests with
the aim of calibrating numerical simulations demands a more detailed focus on experimental accuracy than
required for most phenomenological investigations.
The distinction between model calibration and validation is also important to bear in mind;4 calibration
involves setting up simulations to represent the physical wind tunnel (through comparison with characteri-
sation data) while validation is a test of the accuracy of physical models and numerical methods. The same
data cannot be used for both purposes. With the primary focus of the investigation being the corners of
the channel, the flowfield data measured in this region (15mm square from the geometric corner) is used for
validation. Meanwhile, the remainder of the flowfield, treated as largely independent of the corner flows, is
measured for tunnel characterisation and model calibration.
This paper outlines the research methodology for flow characterisation of a typical phenomenological
experiment. The additional tests required to provide calibration data in a validation study are then presented,
along with a discussion of the benefits of close collaboration and knowledge gained as a result.
II. Flow characterisation for phenomenological study
For most phenomenological studies, a simple flow characterisation to ensure “sufficient” quality flow is
adequate. This process, and the methods for setting up RANS computations for non-validation studies, is
outlined below.
A. Experimental method
Experiments are performed in Supersonic Wind Tunnel No. 1 at Cambridge University Engineering Depart-
ment. Figure 1a shows the infrastructure of the blow-down wind tunnel, which is driven by a high-pressure
reservoir and exhausts to atmosphere. The stagnation conditions are measured in the settling chamber –
for this study, the stagnation pressure is set at 308± 1 kPa to avoid tunnel unstart and the operating stag-
nation temperature is 285± 5 K. The geometry consists of an 18:1 contraction with a round-to-rectangular
transition, followed by a two-dimensional symmetric converging-diverging nozzle. The facility is capable of
operating at Mach numbers between 0.7 and 3.5, depending on the installed nozzle configuration; for this
study, the nominal freestream Mach number is fixed at M∞ = 2.5, which corresponds to a unit Reynolds
number of approximately 31× 106 m−1.
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The rectangular working section of the tunnel has a width of 114 mm and a height of 172 mm. The
coordinate system convention is shown in figure 1b. x represents the streamwise direction, as measured from
the end of the nozzle; y indicates the floor-normal direction, with y = 0 mm set at the tunnel floor; z is
the spanwise coordinate measured from the centre span, such that z = ±57 mm correspond to the tunnel
sidewalls.
The sidewalls of the working section take the form of removable doors, which are bolted onto the tunnel
structure. The static pressure in the tunnel’s working section is below atmospheric pressure. Seal strips
are used between the tunnel structure and sidewalls to prevent air from the surrounding environment being
sucked into the tunnel due to the difference in pressures. This assists in maintaining good flow quality within
the tunnel.
The inflow pressure uniformity is quantified by measuring the stagnation pressure distribution at the exit
of the settling chamber, upstream of the nozzle. A Pitot rake is installed here, and the probes are connected
to a differential pressure transducer NetScanner 9116. The measured pressure distribution is presented in
figure 2. This shows a highly uniform flow over the tunnel cross-section, with a maximum variation in
stagnation pressure across the entire inflow of 0.1%.
Within the working section, a z-type Schlieren system with a horizontal knife-edge enables visualisation
of density gradients and allows flow features to be identified. Figure 3 shows that the flow in the tunnel is
established; in addition, the boundary-layer on the tunnel floor, as well as weak Mach waves, are visible.
A final test of the working section flow in a routine wind-tunnel study would be to determine the thickness
of the tunnel boundary-layers; this provides, for example, an estimate of the tunnel’s viscous aspect ratio.
A measurement of the floor boundary-layer profile on the tunnel’s centreline is generally considered to be
representative. To achieve this, the streamwise and floor-normal velocities, u and v respectively, are measured
using two-component LDV. The flow is seeded with paraffin using a vertical rake passing through the centre
of the settling chamber (c.f. figure 1a). Previous measurements of particle lag through a normal shock have
placed the seeding droplet diameter in the range 200–500 nm.5 Boundary-layer traverses are carried out
with resolution ∆y ≈ 0.1 mm. The ellipsoidal probe volume spans 0.1 mm in the streamwise and vertical
nozzle test section 114 mm
y
x M∞ = 2.5
y
z
172 mm
settling chamber
contraction
nozzle
test section
diffusera)
b)
seeding
plane
Figure 1. Tunnel setup: a) Overall tunnel infrastructure. b) Detail of test section, showing dimensions and
coordinate system. The dashed circle corresponds to a window in the tunnel wall providing optical access.
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Figure 2. Stagnation pressure measured by Pitot
rake at exit of the settling chamber, upsteam of
the nozzle. The Pitot probes are located in a
square grid, at 20 mm intervals, between x = −50
and 50 mm and from y = 8 to 208 mm.
Figure 3. Schlieren image for the empty tunnel
with flow established.
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Figure 4. Boundary-layer LDV data and fitted profile in a) dimensional, and b) non-dimensional units. Mea-
surements performed at x = 60 mm, z = 0 mm. In b), the data are presented in non-dimensional wall units,
u+ = u
uτ
and y+ = yuτ
νw
. The error bars are contained within the symbol size with ∆u = 5 ms−1 and ∆y = 0.1
mm
directions, and 2 mm in the spanwise direction.
The measured boundary-layer data is fitted to theoretical profiles (figure 4). A Sun & Childs (1973) fit,6
adapted to include a van Driest compressibility correction, is used for the outer layer; this combines a log-
law of the wall region with a Coles wake function. The viscous sublayer is modelled using a Musker (1979)
fit.7 These fitted profiles are then used to calculate characteristic boundary-layer integral parameters. This
reduces errors caused by poor measurement resolution near the wall and therefore provides a more accurate
estimate of integral boundary-layer parameters. The boundary-layer properties are determined in their
incompressible forms, as these are less sensitive to variations in Mach number and require fewer assumptions
to calculate from raw velocity data.
Figure 4 presents the centre span floor boundary-layer profile 60 mm downstream of the nozzle exit. It
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Figure 5. Representation of mesh used in computations to simulate physical tunnel.
has a shape factor of 1.34, indicating an equilibrium turbulent profile, and a thickness of 7.49 mm.
B. Computational method
Only one quarter of the tunnel is modelled since it is, in theory, top-bottom and left-right symmetric. The
Chimera overset grid technique8 is used in order to create a smooth mesh in the round-to-square transition
region and at the sharp corner upstream of the nozzle. The grid is created using the mesh generation software
Pointwise.9 The final grid system contains 181.7M points across seven grids. To conduct a grid resolution
study while maintaining the point distribution of the original grid, every other point is removed to create a
medium grid (22.9M points), and every other point is removed from the medium grid to produce a coarse
grid (2.9M points). A viscous wall spacing of 1.5× 10−7 m is used on the fine grid with a growth rate of 5%;
this produces y+ < 1 at the first point from the wall for the coarse, medium, and fine grids. The coarse grid
is shown in figure 5.
A nozzle boundary condition that fixes stagnation pressure and stagnation temperature at 308.0 kPa
and 288.0 K respectively, as well as defining the flow angle to be perpendicular to the boundary, is used for
the inflow. Meanwhile, an extrapolated boundary condition is used at the supersonic exit; this specifies the
solution on the boundary plane to be equal to the solution one cell off the boundary’s surface. The walls
are modelled with a no-slip condition and are isothermal at a room temperature of 291.15 K (18◦C). Care
must be taken to avoid over defining the inflow boundary condition. Since neither stagnation pressure nor
stagnation temperature profiles are uniform in a boundary-layer for fluids with non-unity Pr,10 a no-slip
wall cannot be used at the interface between the tunnel wall and the nozzle inflow boundary condition since
this would impose a boundary-layer on the inflow plane. To overcome this, the walls that interface with
the nozzle boundary condition are modelled as adiabatic slip-walls. An initial solution is generated using
one-dimensional nozzle theory.
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Figure 6. Calculated floor boundary-layer profiles for the coarse, medium and fine CFD solutions. These are
calculated on the centre span at x = 60, 70, 80 and 90 mm, and are presented in both a) dimensional and b)
wall units.
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Figure 7. Calculated tunnel centre span Mach number in test section.
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x / mm δ / mm δ∗i / mm θi / mm Hi
60 7.72 0.91 0.70 1.304
70 7.76 0.91 0.70 1.302
80 7.86 0.93 0.71 1.301
90 8.00 0.94 0.72 1.301
Table 1. Incompressible boundary-layer parameters, computed by CFD along the tunnel centre span. These
correspond to the profiles presented for the fine grid in figure 6.
The solver OVERFLOW 2.2l11 is used to solve the RANS equations using the third-order accurate upwind
finite difference HLLC scheme12 combined with the Koren limiter,13 and turbulence is modelled using the
Spalart-Allmaras model.14,15 The time integration uses an unfactored SSOR implicit solution algorithm.16
To accelerate convergence to a steady state, both grid sequencing and multi-grid are implemented. Grid
sequencing involves computing an initial solution on a coarse grid, then successively finer grids. Meanwhile,
multi-grid is a process in which, for every solution step, the solution vector is updated based on corrections
calculated on a coarse grid; this has the effect of damping out high frequency errors in the fine grid solution.
Figure 6 shows the centre span boundary-layers on the test section floor for the three grid levels. The
three velocity profiles are coincident in both dimensional and wall coordinates, indicating that the centre
span profiles have reached grid convergence. Boundary-layer parameters for the computed profiles are shown
in table 1. The floor boundary-layer is approximately 8 mm thick and has a shape factor of 1.3, typical of an
equilibrium turbulent profile. Figure 7 shows the tunnel centre span Mach number which varies from 2.486
to 2.478 in the test section; this corresponds to a variation of 0.3% and represents good flow uniformity.
III. Flow characterisation tests for validation study
A key requirement of a validation study is to characterise the physical tunnel well enough for CFD to compute
the true flow. Frameworks by which this might be consistently achieved4,17–19 place an emphasis on detailed
measurements of the inflow conditions, the as-tested geometry and the tunnel boundary-layers. Whilst most
scientific investigations need simply a verification that the flow quality is “good”, a validation study requires
further tests to provide a quantitative characterisation of the flow.
A. Quantitative calibration data
As-installed Tunnel Geometry
The precise, as-installed, tunnel geometry is measured by securing a dial test indicator to a three component
traverse, and scanning along the target surface. This is performed for both the tunnel floor and sidewall, so
that the profile of these surfaces can be mapped to within 0.01 mm. An early measurement of the tunnel
geometry is presented in figure 8a. The tunnel is designed with a linear divergence of the walls to provide
boundary-layer relief; however, the measured geometry shows deviations of up to 0.3 mm (4% of a boundary-
layer thickness) from this. Whilst these small variations do not impact the flow quality, the departures from
the design geometry could affect the quantitative comparison of experimental data with computation. The
observed “bumpiness” was attributed to warping of the wooden liner material, and grooves burned into the
surface by the LDV laser; therefore the liners were replaced with aluminium equivalents.
Figure 8b shows the geometry with aluminium walls; the variations from the design geometry are now on
the order of 0.05 mm, or 0.8% of a boundary-layer thickness. The tilt in the spanwise direction is 0.06±0.10◦;
the surface can therefore be considered flat in this direction (within error due to the alignment accuracy of the
measurement apparatus). Along with the CAD model, these measurements provide an accurate geometry
for simulations, as well as the capability to perform a sensitivity analysis for deviations from the design
configuration.
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Figure 8. Measurement of tunnel floor geometry with a) wooden liners and b) aluminium liners. The mea-
surements are performed i. in the streamwise direction at z = 0 mm, and ii) in the spanwise direction at
x = 0 mm. The error bars are contained within the symbol size with ∆y = 0.01 mm.
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Figure 9. Static pressure distribution measured using taps located in the tunnel sidewall. The red lines
correspond to high-pressure areas; these take the form of oblique (solid) and vertical (dashed) regions.
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Figure 10. a) Floor boundary-layer profiles measured using LDV. These are performed at different streamwise
locations on the centre span. b) Variation in displacement thickness with streamwise direction. c) Collapse of
profile shape when y is non-dimensionalised by displacement thickness.
x / mm δ / mm δ∗i / mm θi / mm Hi
60 7.49 0.97 0.73 1.341
70 7.59 1.03 0.74 1.351
80 7.70 1.05 0.76 1.356
90 7.71 1.05 0.78 1.354
Table 2. Incompressible boundary-layer parameters, measured along the tunnel centreline. These correspond
to experimental profiles presented in figure 10a.
Sidewall Static Pressures
To quantify the strength of the weak waves identified in the schlieren image (figure 3), steady-state surface
pressure measurements are performed using 0.3 mm diameter static pressure taps (error: ±1%).5 The taps
are located across the tunnel sidewall, allowing the pressure distributions over the surface to be measured.
Figure 9 shows that the wall static pressure varies by 4% throughout the working section. These deviations
correspond to departures in free-stream Mach number of 0.02 from its mean value of 2.48. The oblique
features in the plots correspond to weak waves generated from the tunnel floor and ceiling, whereas the
vertical columns are due to spanwise-travelling waves produced by the sidewall.
Velocities in Working Section
In order to calibrate computational models, one set of boundary-layer profile data is not sufficient. The
centre span floor boundary-layer is measured at several streamwise locations (figure 10a) to characterise
its growth. The boundary-layer parameters corresponding to these profiles are tabulated in table 2. The
profile shape is typical for a fully developed turbulent equilibrium boundary-layer, with an incompressible
shape factor Hi ≈ 1.3. The growth of the boundary-layer with streamwise position is also evident. When
normalised for boundary-layer thickness, as performed in figure 10c, there is a collapse of the profiles. The
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constant profile shape in this region suggests that the waves identified in figure 9 are not strong enough
to disturb the wall boundary-layers. In addition, measurements are performed on the boundary-layer away
from the symmetry plane, and on the sidewalls (figure 11). The evaluated velocity distribution is used to
characterise the flow field as completely as possible, enabling a more exhaustive calibration of computations.
B. Efforts to identify systematic errors
In the quantitative flow characterisation outlined above, random errors can be minimised by performing a
greater number of relevant measurements. However, in order to use data for model calibration, it is essential
to identify and account for any systematic errors; these bias the measured data and are generally not simple
to detect or resolve. The identification of potential systematic errors is performed by implementing redundant
tests, assessing the reliability of methods, and evaluating the repeatability of data.
Comparison Between Ldv and Pitot Tubes
The validity of LDV flow velocity data is tested through direct comparison with equivalent measurements
using Pitot tubes. The Pitot probe experiments are conducted with no seeding rake (or seeding particles),
and so this comparison also highlights any effect on the flow of the seeding apparatus.
The streamwise velocity, averaged over a circular region of diameter 0.3 mm, is also measured using Pitot
tubes connected to a stepper-motor controlled traverse. To avoid position errors caused by constant probe
bending under aerodynamic load, wall-normal positions are calibrated by the contact between the Pitot tube
head and tunnel floor in the wind-on condition; this contact is detected electrically. It is possible to check that
probe errors due to slow response time do not affect the data by comparing data from traverses performed
in opposite directions (figure 12a) and at varying speeds (figure 12b). The former displays the effects of
temporal lag, and allows the uncertainty in probe measurements to be estimated as ±3%. Meanwhile,
Figure 12b shows that at speeds lower than 0.7 mm/s, the y position is inaccurate due to the motor skipping
steps, while it stalls at speeds faster than 1.5 mm/s. Thus, a suitable traverse speed of 1.2 mm/s is selected
for this study.
An initial comparison of Pitot probe data with LDV, presented in figure 13a, shows reasonable agreement.
However, there is a discrepancy in Mach number towards the outer edge of the flow. This comparison between
methods is sufficient for scientific studies where, often, only the difference between measured profiles is of
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Figure 11. Streamwise flow velocities measured across the tunnel cross-section at x = 120 mm. Corner regions,
marked by red boxes, are excluded for calibration purposes.
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Figure 12. Pitot tube boundary-layer measurements carried out at x = 60 mm and z = 0 mm. These corre-
spond to traverses performed a) both towards and away from the tunnel floor, and b) with varying traverse
speed, conducted in the downwards direction.
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Figure 13. a) Initial comparison of floor boundary-layer profiles measured at x = 120 mm and z = 0 mm
between Pitot tube and LDV measurements. b) Probe position over course of traverse assuming constant
deflection under aerodynamic load and measured from schlieren images. c) Comparison of the floor boundary-
layer profile between Pitot tube and LDV measurements with corrected probe position.
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Figure 14. Floor boundary-layer profiles measured using LDV at x = 120 mm and z = 0 mm, comparing
velocity measurements between traverses performed in the upwards and downwards directions.
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importance. However, errors of the magnitude seen here would hinder calibration of computational models.
Rather than assuming constant probe deflection due to the wind-on condition, the position of the probe
is more accurately determined using schlieren images of the tunnel. Figure 13b shows the assumed probe
position and calibrated probe position over the course of a traverse; the deflection of the Pitot tube varies
over the course of the run.
The boundary-layer profile with a recalibrated position is presented in figure 13c. This now demonstrates
better agreement with the LDV profile, within intrinsic experimental error. Therefore the effect of seeding
the flow is smaller than measurement resolution, and LDV data can now be used for model calibration with
greater confidence.
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Figure 15. Measurement of velocity distribution in corner region using a) i. vertical and ii. horizontal
traverses. Red lines designate traverse locations. b) i. Difference between interpolated velocity distributions
using both data sets, and ii. corresponding histogram of percentage velocity differences. c) Selected vertical
boundary-layer profiles from a) i., showing comparison of velocities at intersection points with horizontal
traverses.
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Tests of Ldv Traverse
In order to identify systematic errors with the LDV-traverse measurement process, equivalent floor boundary-
layer traverses were performed in both the upwards and downwards direction. A comparison between these
measurements is presented in figure 14; the profiles collapse and calculated boundary-layer parameters show
excellent agreement.
In addition, the flowfield across the tunnel span is typically measured by interpolating between several
floor-normal traverses in the y direction; an example of this is shown in figure 15a i. In order to ensure that
these measurements are valid, traverses are also performed over the same region in the z direction (figure
4b ii). A visual representation of the interpolated flowfields appears to be identical in both cases. The
difference between interpolated velocities (figure 15b) and the agreement of velocity at intersection points
between the traverse sets (figure 15c) are evaluated. These both show a difference between interpolated
velocity distributions of less than 10 ms−1 (1.5% of freestream velocity).
These tests suggest that any systematic errors associated with the LDV-traverse system are no larger
than the intrinsic experimental error associated with measurements.
Tests of Repeatability
The wind tunnel is set up by installing liners within the tunnel structure. These liners are removed be-
tween tunnel entries. Phenomenological investigations are able to gain useful information by comparing data
obtained within the same tunnel entry; for validation studies, however, it is important to assess the repeata-
bility between installations and quantify the resultant effect on flowfield variations. Figure 16 presents a
floor boundary-layer traverse at the same location conducted during four separate tunnel installations several
months apart. The excellent agreement between the profiles demonstrates good repeatability of the flowfield.
More quantitative indications of the repeatability are the small variation in the freestream Mach number
(2.48 to 2.51) and the narrow range of measured boundary-layer thicknesses (8.1 mm to 8.5 mm).
Tests of Symmetry
A common assumption of wind-tunnels with rectangular cross-sections is that, as per design, they are top-
bottom and left-right symmetric. Whilst typical scientific studies are insensitive to subtle asymmetries in
the flow, characterising these is an important feature of validation studies. The inability of LDV to measure
the top half of the tunnel (due to seeding particle distribution and the tilt of laser optics) limits the ability to
directly test top-bottom symmetry. As an alternative, the nozzle blocks and liners are swapped from the top
to the bottom half of the tunnel, and vice versa; this permits identification of any top-bottom asymmetries
downstream of the contraction.
To ensure that reversing the liners does not affect the flow itself, velocities at equivalent locations before
and after the swap are compared. Due to the seeding particle distribution, this could only be performed for
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Figure 16. Floor boundary-layer profiles measured using LDV at x = 120 mm and z = 0 mm, comparing
velocity measurements between four different tunnel installations.
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Figure 17. Core flow in overlapping region at x = 120 mm a) i. before and ii. after nozzle blocks and liners
have been top-bottom swapped. b) i. Difference between equivalent velocity measurements, and ii. histogram
of percentage velocity differences.
a sub-region of the core flow. Figures 17a shows very similar (uniform) velocity distributions in this area
before and after the swap. The difference between these distributions, given in figure 17b, shows that the
velocities in equivalent locations in the core flow change by less than 0.7% on swapping the liners.
Figures 18a presents the floor boundary-layer before and after the swap is performed; these appear to be
qualitatively very similar. The difference between the two profiles is plotted in figure 18b; this shows that
equivalent velocities differ by at most 5 ms−1, or 0.8% of the freestream velocity.
In order to assess the left-right symmetry of the tunnel, all measurements are performed on both sides of
the tunnel centreline. Figure 11, for example, presents the velocity field across the entire tunnel span. The
difference between equivalent velocities in the left-right direction is shown in figure 19; departures from the
case of left-right symmetry are no larger than 10 ms−1, or 1.6% of the freestream velocity.
Incidentally, these checks of left-right symmetry have been useful in identifying seal failures in the tunnel.
The bolting mechanism of the tunnel doors is such that, in the case of a poorly sealed tunnel, air is not
sucked into the working section symmetrically; seal failures can therefore be identified by checks of left-right
symmetry. As an example, figure 20a presents an initial measurement of the floor boundary-layer across the
span of the tunnel; it is clear that there is a very different flowfield between the left and right half of the
tunnel. This is highlighted by large differences between individual boundary-layer traverses in equivalent
locations (z = −52 mm and +52 mm), as shown in figure 20a ii. After replacing the wind tunnel seals, the
flowfield appears to be left-right symmetric (figure 20b i) and equivalent boundary-layer traverses, shown in
figure 20b ii, are approximately coincident. Thus this measurement can be used to identify leaks, which can
often be difficult to identify but impact large areas of the flowfield. To avoid leaks reoccurring in the future,
the seals are also inspected visually each time the tunnel doors are unbolted (at least every five wind tunnel
runs).
Note that the equivalent velocities in both sets of symmetry test data are very similar but not identical.
This is a feature of the “imperfect” physical tunnel; these differences can either be used to calibrate CFD or
form an estimate of the error in these measurements.
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Figure 18. Floor boundary-layer measured across tunnel span at x = 120 mm a) i. before and ii. after nozzle
blocks and liners have been top-bottom swapped. b) i. Difference between velocity distributions, and ii.
histogram of percentage velocity differences.
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Figure 19. Difference between profiles in left- and right-hand halves of tunnel cross-section measurements at
x = 120 mm (from figure 11), presented in i. spatial and ii. histogram form.
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C. Comparison between experiment and simulation
Comparison of Equivalent Quantities
An important aspect of calibrating a computational model is the comparison with experimental data. Dur-
ing this process, it is important to treat measurements and computations in a similar fashion in order to
accurately compare them. An example of this is the processing of sidewall static pressure measurements,
shown in figures 21a and 21b. The computational solutions are first interpolated onto the experimental
measurement locations in order to eliminate any perceived differences caused by the difference in spatial
resolution.
The difference between the computational (figure 21b) and experimental (figure 21c) sidewall pressure
distributions is plotted in figure 21d. The measured and computed static pressures agree to within about
3%. However, CFD generally under predicts the pressure, with the flow expanding to a lower pressure and
a higher Mach number than the experiment. The top-left corner shows a higher pressure region that is just
completing its expansion through the nozzle. The simulations appear to capture the weak waves generated by
the tunnel floor and ceiling and show that these correspond to uncancelled waves from the nozzle. However,
the computations do not seem to reproduce the waves produced by the tunnel sidewalls.
Computed boundary-layer profiles also need to be treated carefully when comparing with experimental
velocities. LDV measurements are typically reported as point values, but they are measured as an average
velocity of particles that pass through a finite probe volume created by intersecting laser beams. In order to
assess how well the LDV measurements represent a point value of velocity, the CFD solution is interrogated in
an analogous manner to the experimental measurement of the tunnel flow. An orthogonal mesh of dimensions
0.1 × 0.1 × 2.0 mm with a uniform spacing of 10−5 mm was created to represent the LDV volume; this is
shown in figure 22. The “long” grid dimension of 2.0 mm is aligned with the span of the tunnel.
A boundary-layer profile was extracted from the computational simulation. The representative LDV
volume was centred at a point on the extracted profile, and the volume CFD solution was interpolated
onto the LDV volume grid; the velocity values in this region were then averaged. By averaging uniformly
across the simulated LDV volume, a conservative estimate is obtained for the averaging effect in real LDV
measurements where i) the probe volume is ellipsoidal, and ii) the data is biased towards particles passing
through the centre of this region.
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Figure 20. Floor boundary-layer at x = 120 mm with the tunnel a) poorly sealed and b) correctly sealed. Figure
shows i. velocity distribution across tunnel span and ii. individual boundary-layer profiles at z = −52 mm and
z = +52 mm.
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Figure 21. Computed static pressure on the tunnel sidewall a) prior to and b) after interpolating onto
experimental measurement grid. c) Experimentally measured sidewall static pressure (c.f. figure 9). d) The
difference between the two static pressure distributions. The red lines correspond to high-pressure areas; these
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Figure 22. Mesh representing LDV averaging volume.
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Figure 23. Comparison of CFD streamwise velocities extracted from the solution and CFD values interpolated
onto a representative LDV measurement volume, then averaged for a) the floor boundary-layer (x = 60 mm,
z = 0 mm) and b) the sidewall boundary-layer (x = 60 mm, y = 15 mm).
Figure 23a shows the results for a floor boundary-layer profile on the tunnel centreline, while figure
23b shows the equivalent results for the sidewall boundary-layer. The floor boundary-layer does not show
any noticeable difference between the extracted and averaged profiles above about 0.1mm from the wall.
This is however not true for the sidewall boundary-layer. Here, the velocity values normal to the wall are
averaged over 2.0 mm rather than 0.1 mm; thus, the averaging region now forms a significant proportion of
the boundary-layer thickness. This causes averaged velocities within 2 mm of the wall to show a discrepancy
from the point values, and sidewall reflections prevent any measurements within 1 mm of the wall. More
importantly, however, the simulations enable a confident estimate of the velocity error due to the finite probe
volume – this error cannot be extracted from experimental data alone.
Calibration Process
In order to determine the run conditions for the three-dimensional grids, preliminary solutions were computed
on a two-dimensional grid representing the centre span of the tunnel; these are much cheaper to compute.
The first simulations were conducted with adiabatic walls and given inflow stagnation conditions of 308 kPa
and 285 K. The boundary-layer profiles using Spalart-Allmaras,14,15 Menter SST,20,21 and Wilcox k-ω22,23
turbulence models were compared (figure 24a). While the difference between the turbulence models is
minimal, the SA model matched the LDV measurements best.
Figure 24a also shows that the freestream velocity at x = 60 mm is not accurately reproduced by the
CFD. This is solved by tuning the specified inflow stagnation temperature to 288 K in order to match
the measured freestream velocity, as shown in figure 24b. Note that the new stagnation temperature falls
within the reported uncertainty in the measured stagnation temperature (285±5 K). Next, the effect of wall
temperature is investigated. When conducting measurements, the run time of the tunnel is short enough that
the tunnel walls are assumed to be isothermal. A wall temperature of 291.15 K (18 ◦C) is chosen to represent
the room temperature in which the test section resides. A comparison between boundary-layer profiles using
adiabatic walls and isothermal walls at 291.15 K is shown in figure 24c. The effect of wall temperature on
the velocity profile is negligible but, since isothermal walls form a more accurate representation of the actual
wind tunnel, the three-dimensional simulations are also modelled by isothermal walls.
Comparison of boundary-layers
A comparison between computational and experimental floor boundary-layer profiles is presented in figure
25; the boundary-layer parameters obtained from these profiles are given in tables 1 and 2. There is good
agreement in the freestream velocities between the simulations and the measurements, but the profiles differ
in the lower regions of the boundary-layer. These discrepancies are greater than the associated uncertainties,
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Figure 26. a) Seeding rates across the floor boundary-layer when using the existing seeding rake. b) Schematic
cross-sectional view of corner seeding system, located in the tunnel’s settling chamber. Seeding particles are
introduced to the flow from the corner rakes. c) Simulated streamlines traced upstream into the settling
chamber. d) Isometric view of simulated corner flow streamlines illustrating the ‘seeding plane’ in the corner
region of the working section. e) Seeding rates across the floor boundary-layer when using the corner seeding
system.
and thus suggest a systematic problem with the simulations. The differences in boundary-layer profile
therefore warrant further investigation.
Presentation of Data
In science discovery investigations, data is often presented in such a way as to highlight features of interest,
perhaps at the expense of other aspects of the flow. Examples of this include the choice of colour map for
a contour plot or the knife-edge orientation for schlieren techniques. The presentation of, and comparison
between, data sets in a validation experiment needs to be more objective than this, however. The colour map
for data presentation is chosen to be perceptually uniform with appropriate ranges to accurately represent
the information. Schlieren visualisations for the flow with various knife-edge orientations, in combination
with a shadowgraph, are conducted to obtain a complete picture of the flowfield.
D. Benefits of close experimental-computational collaboration
In many validation projects, computations aim to replicate previous experimental measurements. However,
the wind tunnel and numerical tests for this study are performed and more, importantly, designed simulta-
neously. Computations, before they are calibrated or even converged, can still provide useful information to
experimentalists, despite perhaps not accurately capturing all aspects of the flow. The considerable benefits
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of this close collaboration are highlighted in several aspects of the work, as outlined below.
Corner Seeding and Sidewall Boundary-Layers
The primary area of interest to this study is centred on the corners of the wind tunnel channel. Originally,
these regions were not well seeded (figure 26a) – data rates in excess of 10 kHz are required to obtain
validation quality LDV measurements. In order to probe this region, modifications to the seeding system
were required to introduce seeding particles into the corner region. The corner seeding system, located
upstream of the contraction in the settling chamber, is sketched in figure 26b. Computations of the tunnel
were used to determine the optimum rake location. Streamlines were traced upstream from the corner region
in the working section to the relevant plane in the settling chamber (figures 26c and 26d). Placing the rake
at this location ensures that seeding particles introduced to the flow pass through the corner region in the
working section. The seeding rates measured after the installation of the new rake (figure 26e) demonstrate
that the modification was successful, and so validation-quality reference data can be collected in the corner
regions.
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Figure 27. a) Experimental and b) computational measurements of the velocities across the tunnel cross-
section. The i. streamwise and ii. vertical velocities are both presented, and show evidence of secondary flows
within the sidewall boundary-layers.
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In addition, these seeding rakes introduce seeding into a region that enables sidewall boundary-layer
measurements to be performed. The sidewall boundary-layer data (figure 11) forms an important part of
simulation calibration but also presents useful physical insight. The measurements in this region reveal the
presence of vertical velocities within the sidewall boundary-layers (figure 27a). As explained in reference 24,
these secondary flows are a previously unknown feature of rectangular supersonic wind tunnels, and they
can have a significant effect on the flow development in the corner regions.
Whilst the experiments alone do identify the sidewall secondary flows, the data in this region is limited
and has relatively large uncertainties, as shown in figure 23. Therefore, the fact that even preliminary
simulations capture equivalent behaviour in the sidewall boundary-layers (figure 27b) confirms that these
effects are indeed physical rather than being an artefact of the experimental method.
This is a salient example of the synergetic benefits of close collaboration between those performing
computations and experiments. Computations benefit from sidewall calibration information and higher
quality validation data in the corners. Meanwhile, the wind tunnel infrastructure improved as a result of
informed guidance on the optimum seeding rake location, enabling experimental data to be collected in
previously inaccessible regions.
Separation Upstream of Nozzle
A schlieren image of the flow was presented in figure 3. When the exposure time is reduced from 0.1 ms
to 1.1 µs, turbulent eddies become visible (figure 28a). Two streamwise flow features above and below the
tunnel centre height can also be resolved, but it is not clear what these are or where they originate.
From simulations of the tunnel, these features can be associated with vortices present along the tunnel
sidewalls (Figure 28b). These appear to originate from a region immediately upstream of the nozzle; here,
the subsonic flow separates when it encounters a forward-facing step. Oil flow visualisation performed in
this region to confirm the presence of such a separation is shown in figure 28c. The size and shape of the
separation is in agreement with the computations.
In order to remove the vortices from the test section flow, the geometry upstream of the nozzle is
redesigned by filleting the forward-facing step. Numerical and experimental tests are currently in progress
to determine the effect of the geometry change on the separation and, in turn, vortices along the test section
sidewalls.
Note that the merits of close experimental-computational collaboration are not limited to flow character-
isation and model calibration. During validation, experimental data in the corner boundary-layers will
enable improvement of numerical methods. Moreover, the computations provide information inaccessible
from experiment alone – in particular, the ability to identify and track streamwise vortices in the corner
boundary-layer will enhance physical insight of this flowfield.
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Figure 28. a) Schlieren image with short exposure time, with unidentified streamwise features highlighted.
b) RANS simulation showing vortices along the tunnel sidewalls. These originate from a separation region
(yellow) upstream of the nozzle. c) Oil flow visualisation in region upstream of the nozzle; separation region
is highlighted in yellow.
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IV. Conclusions
Validation studies in high-speed aerodynamics are becoming increasingly relevant to investigations of com-
plex flow problems. This paper presents the characterisation process for a joint experimental-computational
investigation focused on the flow in the streamwise corner of a channel with freestream Mach number 2.5.
The usual checks of good flow quality for a typical phenomenological study show that the inflow stagnation
pressure is uniform to within 1%, that the flow is established and that the tunnel wall boundary-layers are
about 7 mm thick. However, further quantitative calibration data is required to set up accurate simula-
tions of the physical flow. This involves careful measurements of the as-installed tunnel geometry, sidewall
static pressure distribution and flow velocities across the tunnel cross-section, whilst quantitatively testing
assumptions about the experimental methods and setup.
This more detailed investigation confirmed that the measurement techniques are reliable (within stated
experimental error), but has also revealed some interesting findings about the flow within the tunnel:
• the original wooden tunnel floor had inherent variations on the order of 4% of a boundary-layer thick-
ness, and replacing these with alumninium reduced variations by a factor of five;
• weak Mach waves generated by the tunnel floor and sidewall can be identified – initial computations
capture the former but not the latter;
• these weak waves cause Mach number variations of less than 0.9% and do not affect the profile shape
of the floor boundary-layer;
• Pitot probe measurements are susceptible to variable deflection over the course of a run – when this is
accounted for, the boundary-layer profile matches LDV data, showing that the seeding apparatus does
not influence the flow;
• between tunnel installations many months apart, the freestream Mach number varies by 1.2% and the
boundary-layer thickness varies by 5%;
• the velocities in the tunnel are top-bottom and left-right symmetric to within 2%, and any deviations
from the left-right symmetry of the tunnel are good indicators of sealing problems – this is a particularly
important test, as leakage can be difficult to identify.
There are also strong synergetic benefits due to the close collaboration between those conducting experiments
and computations. This combined effort is a crucial aspect of the design, execution and analysis of a validation
study, and also has served to:
• more accurately assess the error due to averaging LDV data over a finite probe volume for floor (1% error
at 0.12 mm from wall) and sidewall (1% error at 1.54 mm from wall) boundary-layer measurements;
• install a corner seeding system into the setup, configured using the informed guidance of computations;
• obtain sidewall boundary-layer calibration data that enables identification of important secondary flows
in these regions;
• identify a physical separation region upstream of the nozzle associated with streamwise vortices along
the tunnel sidewall;
In conclusion, with validation studies becoming increasingly relevant and significant in tackling complex flow
problems, it is essential to calibrate relevant computational models with accurate characterisation data. This
takes the form of quantitative measures of the flow whilst taking care to identify and eliminate any systematic
errors. The characterisation process and, in particular, close experimental-computational collaboration yields
strong benefits in terms of better understanding the physical characteristics of the tunnel flow.
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