Abstract-In this paper, we study the multi-agent system to achieve a faster consensus with multiple time-delays under a directed asymmetric information exchange topology. We first assume that an agent processes its own state information with self-delay and receives state information from its neighbors with communication delays. Based on state proportion derivative feedback, the improved consensus protocol can accelerate the system to achieve a consensus. A sufficient condition for reaching consensus is then derived based on the Nyquist stability criterion and frequency domain analysis. In addition, a specific form of consensus equilibrium is obtained which is influenced by the initial states of agents, time-delays and state feedback intensity. Finally, simulations are presented to verify the validity of the theoretical results.
I. INTRODUCTION
In the past few years, distributed consensus of multiagent systems has attracted increasing attention due to its wide applications in communication networks, multirobot systems, automated high-way systems and so on [1] - [5] .
As a fundamental problem in distributed coordination of dynamic agents with networks, the consensus problem requires that the outputs of several spatially distributed agents reach a common value without a central coordinator or global communication. In [6] , a simple model for phase transition of a group of self-driven particles was proposed and complex dynamics of the model was numerically demonstrated. The simulation results showed that all agents moved in the same direction eventually. Reference [7] provided a theoretical explanation for the consensus behavior of the Vicsek model using graph theory. Wen Ren. etc investigated the consensus problem of collection motions, and derived several conditions about spanning tree to guarantee asymptotical consensus of the undirected integrated systems [8] - [10] . Other researches of consensus on robustness, nonlinearity, and averaging equilibrium in multi-agent systems can be found in the literatures [11] - [18] .
In actual network, communication delays always occur when each agent receives information from its neighbors due to the distance among them. Self-delays also occur when each agent processes its own state information.
These two types of delays will generally compromise the performance or stability of a system. Therefore, research efforts were made to investigate the consensus problem with time-delays [19] - [25] . Reference [19] used a nonsmooth Lyapunov approach to investigate consensus problem with time-dependent and directed communication links. In [20] , the stability of interacting nonlinear systems with time-delayed communications was studied by using contraction theory. It was shown that contraction was independent of the values of the delays. A synchronization could be made robust for arbitrary delays, when contraction theory was applied to group cooperation with linear protocols. Reference [26] studied a system framework of the consensus problem in network of agents, and analyzed the three cases: directed networks with fixed topology, directed networks with switching topology, and undirected networks with communication time-delays and fixed topology. But the directed networks with time-delays received less attention. Reference [27] proposed a consensus problem with a directed network by considering communication delays and self-delays, and derived a sufficient condition to ensure the system to achieve a consensus, but the convergence speed to the consensus was not fast enough.
It is generally known that PID (proportional plus integral plus derivative) controller has been widely used in the process and robotics industries etc to improve steady-state performance and dynamic performance of the system according to the errors of the input and output. When the feedback control signal is linearly proportional to the system error, we call it proportional feedback. The proportional controller can amplify the error signal, but steady state error of the system always exists when it is used alone. When the closed-loop system has timedelayed components, it reduces change rate of input error. So derivative control can be used to predict the trend of change rate of the error and advance its inhibition. This control cuts down the settling time and avoids serious overshoot in the system. When an differential term is added to the proportional controller, we call it PD (proportional plus derivative) controller. As discussed above, a PD control can modify the transient response of the closed-loop system, and improve the dynamic performance index including the overshoot and the settling time.
In this paper, we introduce a consensus protocol based on a state PD feedback with both communication delays and self-delays. The main idea is to use PD time-delay control to improve the dynamic performance of multiagent system based on research work of [27] . According to the frequency-domain analysis and algebra graph theory, this improved consensus protocol, according to the theoretical results, accelerates the system to reach consensus.
The rest of the paper is organized as follows: In section 2, the algebra graph theory and consensus protocols are presented. Convergence analysis of multi-agent system is given, and the consensus equilibrium form is derived in section 3. In section 4, simulation results are presented to verify the proposed protocol. The paper is concluded in section 5. .When the nodes of the network are all in agreement, the consensus equilibrium can be achieved as a common value. Now we present the original consensus problem with no time delay for n agents with static weighted communication links. The general dynamic system model is given as follows [26] :
II. PRELIMINARIES AND PROBLEM STATEMENT

A. Algebra Graph Theory and Consensus Problem
where i x denotes the state of agent i , {1,... } in  . Remark 1: The value of the agent state i x represents physical quantities such as position, attitude, voltage, temperature, etc.
The consensus control protocol with no time delays in [26] is:
where i N represents the set of agents connected to agent i , i.e. the neighbor set of agent i . Note that the communication is not necessarily symmetric.
The closed-loop multi-agent system with continuous time integrator agents in the vector form can be written as: ). It is noteworthy that all the row sums of L are 0 and L has a right eigenvector 1 associated with eigenvalue 0 .
B. Multi-agent System with Time-delay
When the time-delays in the system are considered, the protocol (4) can be written in the following form [26] :
where ij  represents the constant communication delay of the information flow from agent j to agent i . A necessary/sufficient condition was obtained for the convergence of the system with time delay ij  under the assumption of undirected graph with symmetric weights. Another consensus protocol with the directed symmetric topology of each agent was discussed in [27] . The authors considered both self-delays and communication delays. However, the system eventually reached consensus but is not fast enough. The corresponding control protocol is written as:
III. CONVERGENCE ANALYSIS OF CONSENSUS
Now we propose an improved consensus protocol under a directed and asymmetric weighted information exchange topology.
Based on the protocol (5) in [27] , we propose a new consensus protocol as follows:
where  represents the state differential feedback intensity and
The system (1) can be rewritten as:
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Remark 2: The process of obtaining the delayed differential signal () (6) is an extended and general form for protocol (5) .
A. Convergence Analysis of the Consensus Protocol
We first derive the sufficient condition to ensure that the modified system (7) can achieve consensus. Then we calculate the consensus equilibrium by using final value theorem. Finally, the computation approach of the consensus equilibrium is proposed in the proof of Theorem 2.
Lemma 1 Consider system (3), the digraph has a globally reachable node if and only if 0 is a simple eigenvalue of L [2] .
Lemma 2 Consider a network of integrator agents with equal communication time-delay 0   in all links.
Assume the network topology G is fixed, undirected and connected. Then, the consensus problem may be solved globally and asymptotically using the protocol (3) , then all states of system (7) can asymptotically achieve a consensus.
Proof: Consider system (7). It can be easily and efficiently analyzed by taking a frequency domain approach. We take the Laplace transform of both sides of equation (7) and get: The stability of system (7) is determined by the roots of the following characteristic equation from system (8):
Note that if the roots of (9) are located in the closed left half complex plane, then the system (7) is stable. Then we discuss two cases of the system roots. i)
has a globally reachable node, from Lemma 1 we have, 0 is the single eigenvalue of L , i.e., According to Gersgorin discs theorem from [11] , we have: 
then () Gj  will not enclose the point of ( 1, 0) j  . By inequality (10), we get
Due to the condition in Theorem 1, cos( ) 1   , (sin( )) 1    , and
From inequality (12) , it can be easily seen that
Therefore, all roots of (9) , which implies that the states of the system (7) will eventually converge to a common value. The proof is completed now.
B. Consensus Equilibrium
In this section, we will investigate the factors which influence the consensus equilibrium of system (7). Now Theorem 2 is shown below.
Theorem 2
Consider the system (7) satisfying all the assumptions in Theorem 1. Provided that there exists a non-zero vector γ with
where L is a Laplacian matrix, then the consensus equilibrium is derived by the following expression:
Proof: We transform system (7) into the Laplacian form and obtain:
(1 ) e e (0) 
The Laplace transform of the system (11) can be rewritten in a compact form as ( Remark 4: From Theorem 2, it is clear that consensus equilibrium of each agent in system (7) depends on two time delays of neighbors-delay and self-delay, initial states and time-delay feedback intensity.
IV. SIMULAITON
In order to prove the above results, here we consider a multi-agent system with five agents. All the setting values of interconnection topology, initial states and communication delays are the same as in [27] .The interconnection topology is shown in Fig. 1 here to meet the requirements in Theorem 1. We compare protocol (5) applied in this paper with protocol (6) used in [27] respectively in Fig. 2 as consensus of states evolution curves. We denote the convergence times in Fig. 1 (a) Ts  .It can be seen that the convergence time of multi-agent system by protocol (6) is less than that by protocol (5) . Corresponding to the position curves in Fig. 2 (b), Fig.3 shows the convergence speeds of five agents by using protocol (6) . When , where *  is critical value to the fastest consensus, the system by protocol (6) in this paper will achieve a faster consensus than that in [27] . So from the simulation, it can be safely concluded that choosing the PD feedback intensity properly in actual network can really accelerate multi-agent system to reach a consensus.
V. CONCLUSION
A new distributed consensus protocol by introducing state PD feedback with multiple time-delays is presented. And a sufficient condition under directed asymmetric information exchange topologies is derived. By using protocol (6), the system can achieve a faster consensus than that by protocol (5) when choosing the time-delay derivative feedback intensity properly. Here protocol (6) can be seen as the extended form of protocol (5) . Convergence analysis and equilibrium analysis of the system is then proposed and shown that calculated consensus equilibrium is influenced by the initial states of agents, time-delays and state feedback intensity. Future work will address the effect of multiple varying timedelays for multi-agent system to a consensus.
