Detailed finite element implementation is presented for a recently developed technique to characterize nonlinear shear stress-strain response and interlaminar shear strength based on shortbeam shear test of unidirectional polymeric composites. The material characterization couples iterative three-dimensional finite element modeling for stress calculation with digital image correlation for strain evaluation. Extensive numerical experiments were conducted to examine the dependence of the measured shear behavior on specimen and test configurations. The numerical results demonstrate that consistent results can be achieved for specimens with various span-to-thickness ratios, supporting the accurate material properties for the carbon/epoxy composite under study.
Introduction
Interlaminar shear failure is one of the major failure modes for laminated composites. The resistance against shear delamination is characterized by the interlaminar shear strength (ILSS). American Society for Testing and Materials (ASTM) standards D5379 for V-notched (Iosipescu) shear test (ASTM International, 2005) , and D2344 for short beam shear test (ASTM International, 2006) , are commonly used to measure the ILSS of laminated polymeric composites. Compared to the V-notched specimen, the short-beam specimen is simpler to manufacture and consumes a much smaller amount of material. However, due to several challenges discussed in the remainder of this section, the test method is traditionally limited to materials screening and quality control instead of generating design allowables (Adams et al., 2003) .
A typical test configuration and specimen geometry for a shortbeam specimen subjected to three-point bending are illustrated in Fig. 1 . In a short-beam test, the low span-to-thickness ratio (typically, L=h ¼ 4 or 5) minimizes bending stresses, allowing through-thickness shear stresses to dominate, and promoting interlaminar shear failure at the neutral plane. Classical (mechanics of materials) beam theory (Timoshenko, 1972) is usually used to interpret the experimental result, despite the fact that the actual stress state of the short-beam specimen is complex due to the low span-to-thickness ratio and the stress concentration induced at the loading and support locations. It is assumed that the axial normal stress in the unidirectional SBS specimens varies linearly thorough the beam thickness, and the shear stress in the plane of loading varies parabolically and reaches its maximum on the neutral plane. For a beam with a rectangular cross-section, the maximum shear stress is r max 13 ¼ 3 4
where A is the cross-sectional area (A ¼ bh) and P is the load applied at the loading nose. Eq. (1) is used in ASTM D2344 (ASTM International, 2006) to calculate the short-beam strength (F sbs ) by substituting the maximum load (P max ) observed during the test. The accuracy of the closed-form approximation (1) has been a major concern since the test method was introduced to composite materials community four decades ago. Rigorous studies, using elasticity solutions (Whitney, 1985; Sullivan and Van Oene, 1986) or finite element (FE) simulations (Berg et al., 1972; Adams and Lewis, 1984; Adams, 1994, 1995; He, 2010) , have been conducted to determine the validity of the test for the measurement of ILSS. These studies have all demonstrated inadequacies in the classical beam theory in defining the stress state in the short-beam configuration (ASTM International, 2006) . Furthermore, the accuracy of Eq. (1) was found depending on various parameters such as specimen size, loading conditions, and most importantly, through-thickness shear behavior. For this reason, the term ''apparent'' interlaminar shear strength is often used to define the ILSS calculated using Eq. (1).
Highly nonlinear behavior of the test specimen is often observed in shear testing of unidirectional polymeric composites, since shear response of unidirectional composite is matrix dominant and polymer matrix is usually highly nonlinear material. The finite element analyses with shear nonlinearity taken into account Adams, 1994, 1995; He, 2010) revealed that the shear softening significantly affects the classical beam theory assumptions, and consequently the accuracy of Eq. (1). For example, in a finite element analysis conducted by for a glass/epoxy composite, the maximum shear stress away from the loading and support locations at the failure load is about 15% lower than the maximum value given by the classical beam theory.
In the presence of shear nonlinearity, it was also found that the discrepancy varies with the specimen configurations, in particular, the span-to-thickness ratio. Typical numerical results are shown in Fig. 2 for a unidirectional IM7/8552 carbon/epoxy prepreg tape (Hexcel, 2013) . The simulations were conducted using a finite element model (FEM) developed in this study; and the material properties are listed in Table 1 . The figure shows the comparison between closed-form and FE-based stresses over the entire loading history till failure for typical specimens with various spans. In each case, the discrepancy is negligible at low load levels where linear elastic material response can be assumed, the discrepancy increases at high load levels where significant shear nonlinearity exists, and reaches its maximum at failure load. Significant discrepancy of the closed-form approximation can be clearly observed in the typical short-beam configuration, i.e., L=h ¼ 5, where the shear stress at the failure load is reduced by as much as 16% compared to the closed-form approximation. For the comparison purpose, a simulation was also conducted with linear shear response assumed. As shown in Fig. 2 , the discrepancy is much smaller than its counterpart: the shear stress at the failure load is only reduced by 2.6% from the closed-form approximation. Fig. 2 also demonstrates the accuracy of the closed-form based approximation (1) is dependent on the specimen configuration and the discrepancy alleviates at higher span-to-thickness ratios. This explains the inconsistency of the apparent interlaminar shear strength observed in the experiments with various spans (Kedward, 1972; Christiansen et al., 1974; Lewis and Adamas, 1991) .
Recognizing direct application of the classical beam theory for calculating the ILSS is significantly in error when the material response is nonlinear, FE-based correction was suggested by to take into account the influence of shear nonlinearity. However, the FE-based calculation is dependent on the knowledge of the entire shear stress-strain response till failure, which is not available from the same test using conventional strain gage measurement, due to the strong-gradient strain distributions and the small span-to-thickness ratio. It is worth noting that the shear properties used in the early finite element analyses Adams, 1994, 1995) were obtained from other shear test methods or micromechanical analyses. This challenge was overcome by using digital image correlation (DIC) to measure strain components on the specimen surface during the entire loading history. Digital image correlation is a full-field, non-contact measurement technique which allows to measure arbitrary complex (heterogeneous) deformations (Sutton et al., 2009 ). Fig. 1 shows contour plots for axial normal and shear strains on the specimen lateral surface obtained from a DIC measurement taken right before failure. An inverse problem technique was developed to obtain the entire shear stress-strain curve, including the short-beam strength, from a SBS test using a combination of iterative finite element model for stress calculation and digital image correlation for strain evaluation. A purpose of this work is to present a detailed finite element implementation of the developed technique.
Using FE-based stress calculation in the SBS test paves the way for a possible use of SBS data as design allowables. More accurate ILSS properties can be expected. However, concern remains about whether the determined properties are still dependent on the specimen and test configurations. Rigorous verification should be conducted to examine this issue before the developed technique can be used in practical applications. Thus, another purpose of this work is to perform such verification by conducting extensive numerical simulations and comparing them with experimental results.
Inverse problem technique

Experiment setup
Experiment results of five groups of specimens with various support lengths, i.e., L = 30.5 mm (1.2 in.), 38.1 mm (1.5 in.), 44.5 mm (1.75 in.), 50.8 mm (2.0 in.) and 63.5 mm (2.5 in.), corresponding to the span-to-thickness ratios of 5, 6, 7, 8, and 10, were used in this study. The specimen IDs, average dimensions and failure loads are listed in Table 2 . The material characterization results for the specimens with the ASTM suggested span-to-thickness ratio (L=h ¼ 5) were reported in He et al. (2012) , the detailed test and strain evaluation procedure was also given.
The SBS specimens are about 6.4-mm (0.25-in.) thick and 6.4-mm (0.25-in.) wide. The specimen width was reduced from the ASTM-recommended 200% (b=h ¼ 2) to 100% (b=h ¼ 1) of the specimen thickness for more uniform stress and strain distributions through the width. These specimens were machined from 36-ply thick panels cured at 350 F per prepreg manufacturer's specifications (Hexcel, 2013) .
It should be emphasized that a loading nose with a 101.6-mm (4.0-in.) diameter, which is much larger than the ASTM suggestion, i.e., D L = 6.35 mm (0.25 in.), was adopted in the test. This is because small loading nose may promote unacceptable stress concentration of the transverse compressive and shear stresses under the loading nose and lead to undesired failure modes such as matrix transverse cracking and fiber microbuckling (Wisnom, 1994; Cui et al., 1994; Whitney and Browning, 1985) . With the four-inch diameter loading nose, interlaminar shear failure was obtained in all carbon/epoxy specimens with short spans (L ¼ 5h and 6h) and most (four out of five) specimens with a span of L ¼ 7h. Fig. 3 shows two consecutive DIC pictures taken at the last frame before failure and the frame at which delamination occurred. In the specimens with long spans (L ¼ 8h and 10h), strong localized damage developed before initiation of interlaminar failure and led to brittle fracture due to high compressive bending stress in conjunction with the high gradients of transverse compressive and shear stresses local to the loading nose. Therefore, no short-beam strength could be obtained.
Strain evaluation
While a specimen was subject to load, a sequence of images, each frame corresponding to a load level, was acquired; and a DIC software (Correlated Solutions, 2013) was used to measure three-dimensional displacement components on the surface by tracking the gray value pattern in small subsets throughout the acquired stereo image sequence. All surface strain components, including axial normal strain ( 11 ), transverse normal strain ( 33 ) and shear strain (c 13 ), were obtained at each frame by numerically differentiating the displacement components. To minimize the noise, a small line-average across the test sections, like the virtual stain gage shown in Fig. 1 , was used to extract the maximum shear strains throughout the loading history. The DIC data were then used with the maximum shear stresses extracted at the same load steps of a finite element simulation to characterize the shear stress-strain response.
Solution algorithm for inverse problem
Using FE-based stress calculation in the material characterization is essentially an inverse problem since the target (shear) material properties are unknown in the FEM. Therefore, an iterative procedure is required to update the properties from initial guess. A set of shear properties (i.e., G 13 ; K 13 and n 13 ) obtained from a random guess or the closed-form approximation (1) is used in the FEM to start the procedure. The FE-based stresses are then used in the iterations and the procedure continues until the change of stress state is negligible. The shear properties converge as a result of the stress state update. The detailed procedure is given in He et al. (2012) . An example is illustrated in Fig. 4 for a specimen with a 1.2-in. span, and the updated history of the shear properties is summarized in Table 3 . The average shear properties obtained from the specimens with a 1.2-in. span are reported in Table 1 . The material characterization is essentially independent of the classical beam theory assumptions. Therefore, one may expect data generated from this technique are not sensitive to the specimen and test configurations and can be used as design allowables.
Finite element analysis
Finite element model for short-beam specimens
A three-dimensional solid FEM was developed using a commercial finite element code ABAQUS (Simulia, 2011) . The FEM involves geometric nonlinearity, material nonlinearity, and contact (947) interactions. Fig. 5 shows a plane view of a typical finite element mesh. The mesh discretization of the beam specimen is similar to that used by . Symmetric boundary conditions are applied in the width direction, thus only half-width of the specimen is modeled. As illustrated in Fig. 5 , the loading nose and support cylinders are assumed to be rigid and modeled with cylindrical surfaces. Kinematic contact constraints are applied at the interactions between the rigid surfaces and the deformable solid elements. A concentrated loading condition is applied at the reference point of the loading nose. Multiple steps are defined in the analysis job to match the load steps at which the DIC measurements were taken.
Constitutive modeling for shear nonlinearity
The shear stress-strain data in the 1-3 material plane are generalized using a log-linear equation
in a least-squares approximation. It is noted that other mathematical expressions such as a third-order polynomial model (Hahn and Tsai, 1973) c 13 ¼ r 13
or more generally, piecewise linear model can be used if appropriate. The material properties used in the FEM are listed in Table 1 . Similar shear behavior in the 1-2 and 1-3 material planes is assumed due to the transversely isotropic nature of the composite.
The experimental results confirm that G 23 ¼ E 22 =ð2ð1 þ m 23 ÞÞ.
The nonlinear shear stress-strain responses can be implemented in the nonlinear elasticity framework similar to that in Hahn and Tsai (1973) since unloading or hysteresis in shear response is not considered in this study. The elastic stress-strain relation for orthotropic material is modified to account for the nonlinear shear behavior and implemented in the finite element code via a user material subroutine (UMAT).
To obtain the tangent stiffness matrix, the constitutive law at the kth iteration during the mth increment can be written in the incremental form: 
À1
; i j ¼ 12; 13; or 23 ð6Þ where kÀ1 m r ij is the stress at the begin of the kth iteration during the mth increment. 
can then be obtained by inverting the compliance matrix in Eq. (4). In particular, the shear tangent stiffness terms are given by
The stress components at the end of the kth iteration during the mth increment should be updated in the UMAT and supplied to the finite element code. The calculation of normal stress components are straightforward while an iterative procedure is required to update each shear stress component since the shear stress-strain response is nonlinear. The Newton-Raphson method is implemented in the UMAT via a number of local iterations at each Gauss (material) point to obtain the updated shear stress at the end of the kth iteration during the mth load step.
The iteration starts with 0 r ij ¼ kÀ1 m r ij ; i j ¼ 12; 13; or 23
The increment at current local iteration l for the shear stress updating is given by
where k m c ij is the engineering shear strain at the end of the kth iteration during the mth increment. The value is calculated using the current strain increment (Dc ij ) which is passed in the UMAT from the finite element code:
The shear stress at the end of the current local iteration l is then updated by
The iteration continues until a convergence condition is satisfied, e.g., l Dr ij = lÀ1 r ij < 10 À6 . Numerical experiments show that the shear-stress updating procedure requires only a few number of iterations N (typically, N < 10) to achieve satisfactory accuracy. The shear stress at the end of the kth global iteration during the mth increment is obtained after the local Newton-Raphson iteration:
Stress data extraction
Similar to the strain data extraction, the shear stresses in the test sections, about midway between the loading nose and a Table 3 FEM-based iterations of shear constitutive properties for specimen 1 support (x % AEL=4) as illustrated in Fig. 1 , are used to characterize the shear behavior. Moreover, to be consistent with the DIC measurement which is based on surface deformation, the shear stress values are also extracted from the beam lateral surface (y ¼ b=2 or Àb=2).
The influence of width-wise stress variation on the material characterization deserves some discussion since the strain measurement is based on the beam surface. Elasticity solutions developed by Sattar and Kellog (1969) and Kedward (1972) showed that the interlaminar shear stress (r 13 ) is a function of the specimen width-to-thickness ratio (b=h): the variation is greater for wider cross-sections. Furthermore, they showed that the variation decreases with the increasing of relative degree of the orthotropy (E 1 =E 2 ) of the material. Fig. 6 shows the distributions for the maximum shear stresses through half width of a test section for two typical width-to-thickness ratios, i.e., b=h ¼ 1 and 2. The numerical results reveal that the variation is not significant for the composite under study (E 1 =E 2 ¼17.5). An almost uniform distribution is observed for the specimen with square cross-section, the maximum shear stress occurring at the edges is approximately 1% greater than that at the middle width. The variation increases, though still negligible, in the specimen with b=h ¼ 2.
Mesh sensitivity study
The stress concentration effects on the test sections of the finite element mesh are of the primary concern to ensure the accuracy of the finite element results. A sensitivity study was conducted to examine convergence of the shear stress on the neutral plane of the test sections.
The element size is controlled by the number of mesh seeds in the thickness direction. A coarse mesh (one element per two plies) and a fine mesh (one element per ply) were under study. The number of discretizations in the critical regions are listed in Table 4 . Three solid element types, i.e., C3D8R (firstorder continuum elements with reduced integration), C3D8I (first-order continuum elements with incompatible bending modes) and C3D20R (second-order continuum elements with reduced integration), were used in the convergence study. Moreover, a four-inch (D L ¼ 101 mm) and a quarter-inch (D L ¼ 6.4 mm) loading noses were considered in the simulations. The sensitivity study was conducted using the average dimensions and the failure load for the specimens with a 1.2-in. span, i.e., Specimens 1-7 listed in Table 3 . The shear stresses on the neutral plane of the test sections were extracted at three typical load levels, i.e., P 1 ¼ 2224 N (500 lbs), P 2 ¼ 4448 N (1000 lbs) and P 3 ¼ P max ¼ 6072 N (1365 lbs), which approximately correspond to c 13 ¼ 0.008, 0.021 and 0.037. The finite element results were normalized with respect to the closed-form approximation (1) and listed in Table 4 .
The sensitivity study indicates that stress convergence can be obtained in the test sections. As listed in Table 4 , good agreement has been achieved between finite element models with various element types and mesh discretizations in each loading nose case. The FEM discretized with the fine mesh and the C3D8I elements is adopted in the material characterization. The model consists of a total of 1,164,930 degrees of freedom and typical computational Table 4 Mesh discretizations and normalized maximum shear stresses at test sections from various finite element simulations of a short-beam specimen with a 1.2-in. span. Results are listed at three load levels: P1 ¼ 2224 N (500 lbs); P2 ¼ 4448 N (1000 lbs) and P3 ¼ Pmax ¼ 6072 N (1365 lbs).
Element
Mesh scheme time on a quad-core cpu with a 2.4 GHz speed is of 6700 s. The C3D8I element is enhanced by incompatible modes to improve the bending behavior thus performs almost as well as second-order elements in many situations if the elements have an approximately rectangular shape (Simo and Armero, 1992; Simulia, 2011) .
Results and discussion
Contact analysis for specimens loaded with different loading noses
Since the loading nose used in this study is significantly larger than the ASTM recommendation (ASTM International, 2006) , question may arise whether the shear stress accuracy is sensitive to the loading nose configuration. To address this question, finite element simulations were performed for the shortbeam configuration (L=h ¼ 5) loaded with various loading nose diameters ranging from the ASTM recommendation (i.e., quarter-inch diameter) to that adopted in the present study (i.e., four-inch diameter). Fig. 9 . Shear stress-strain responses characterized using closed-form stress approximation and FE-based iterations for the SBS specimens with a 1.2-in. span.
Table 5
Failure loads and maximum shear stresses calculated from closed-form approximation and FE-based iterations for the specimens with a 1.2-in. span (L=h ¼ 5). Table 6 Failure loads and maximum shear stresses calculated from closed-form approximation and FE-based iterations for the specimens with a 1.5-in. span (L=h ¼ 6). Fig. 7 shows a comparison of contact pressure distributions induced by the loading noses with different diameters at the failure load, P ¼ P max ¼ 6080 N (1365 lbs). In each case, the contact pressure distribution is bell-shaped with its maximum at the middle span and approaches zero near the two ends of the contact surface. The effect of loading nose diameter on the stress concentration is clearly evident: it can be seen that increasing the loading diameter significantly reduces the peak contact pressure. This is because that the contact length is increased. Indeed, the predicted contact length increases from 2.195 mm (0.0864 in.) for the quarter-inch nose to 6.401 mm (0.252 in.) for the four-inch nose. The predicted values are much larger than the simplified models in which the contact forces were assumed to be uniformly distributed. For example, Whitney (1985) assumed a contact length of 0.0508 mm (0.002 in.), Berg et al. (1972) The maximum compressive stress (r 33 ) in the model loaded with the four-inch nose is about 177.2 MPa (25.7 ksi) at failure, which is a little lower than the transverse compressive strength reported by Camanho and Lambert (2006), i.e., Y c ¼ 199.8 MPa (29.0 ksi) , measured from a standard compressive test (ASTM International, 2003) . While the maximum magnitude increases to 776.3 MPa (112.6 ksi) in the model loaded with the quarter-inch nose. Therefore, the numerical simulations confirm that the fourinch loading nose can produce interlaminar shear failure and avoid compressive failure under the loading nose. Fig. 8 shows the comparison of the shear stress distributions through the thickness of a test section for various loading nose diameters. One can observe that the influence of the loading nose diameter is negligible. The numerical results listed in Table 4 for the quarter-inch nose and the four-inch nose with various mesh discretizations and element types also confirm such observation. Thus the accuracy of the stress calculation in the test sections is not sensitive to the loading nose diameter. It is worth noting that, in addition to the larger loading nose approach adopted in this study, other improvements to the standard short-beam test have been suggested to produce consistent interlaminar shear failures. Additional effort of tabbing top and bottom faces of the specimen are usually required in these experiments to avoid direct loading on the specimen (Rahhal and Kotlensky, 1992; Short, 1995; Abali et al., 2003) . Four-point bending arrangement has also been considered as an alternative method for less concentration on compressive stress underneath the loading nose (Feraboli and Kedward, 2003) .
Material characterization for specimens with various spans
The span-to-thickness ratio was varied in the present study to investigate its effect on the accuracy of stress calculation, and consequently the material characterization. The inverse problem technique was applied to obtain the shear stress-strain responses for specimens with a L=h ratio of 5, 6, 7, 8 or 10. Fig. 9 shows the resulting shear stress-strain responses for the specimens with a 1.2-in. span, and the averaged response curve plotted using the averaged shear properties (G 13 ; K 13 and n 13 ) listed in Table 1 . The averaged response curve, denoted as ''baseline model'', are used extensively in this study to verify the consistency between the shear responses obtained from the specimens with various span-to-thickness ratios. Also plotted in Fig. 9 are the shear stress-strain responses characterized based on the closed-form stress approximation (1). The effect of FE-based stress correction is clearly demonstrated. Tables 6 and 7 summarize the short-beam strength values obtained from the finite element simulations and the closed-form stress approximation for the specimens with L=h ¼ 6 and 7 respectively. Another example of the iterative procedure is demonstrated in Fig. 10 for a specimen with a L=h ¼ 7 ratio. The converged result is in excellent agreement with that obtained in Fig. 4 for the specimen with a L=h ¼ 5 ratio.
A comparison of the iterative procedure for typical specimens with different spans is shown in Fig. 11 . The difference among the shear stress-strain responses characterized using the closedform approximation (1) is evident in the upper figure, while excellent agreement among the shear stress-strain responses has been achieved after the FE-based iterations, as shown in the lower figure. Comparison of these two figures demonstrates that the magnitude of FE-based correction reduces as the span-to-thickness ratio increases, indicting the deviation of the beam theory assumptions alleviates as well.
The FE-corrected shear stress-strain responses for all specimens with a span other than L=h ¼ 5 are presented in Fig. 12 , in conjunction with the closed-form based shear stress-strain responses. One can find that the shear stress-strain responses for all specimens are consistent and in good agreement with the baseline model, even for the specimens (L=h ¼ 8 or 10). The figure again verifies that the accuracy of the closed-form stress based characterization improves as the span-to-thickness ratio increases. In particular, reasonable accuracy of the closed-form stress based characterization has been achieved for the specimens with a L=h ¼ 10 span.
Comparison among Tables 5-7 concludes that an increase in apparent interlaminar shear strength with a decrease in spanto-thickness ratio can be observed in the present study. The FE-based corrections on the short-beam strength are about 15.7%, 12.4% and 9.9% for the specimens with a L=h ratio of 5, 6 and 7, respectively. Furthermore, one can find that the FEbased corrections result in comparable short-beam strength values among specimens with different span-to-thickness ratios. It is worth noting that the FE-based strength values are also consistent with the shear strength obtained from the in-plane shear test of ½AE45 ns laminates (Camanho and Lambert, 2006) , i.e., S 12 ¼ 92:3 MPa (13.39 ksi).
The accuracy of the material characterization can be verified by comparing the experimentally generated strain field with the FEcomputed strain field. Good agreement has been achieved in all specimens. A typical comparison at the last frame before failure is given in Fig. 13 for a specimen with a 1.2-in. span.
Conclusions
The work presents the detailed finite element modeling of unidirectional SBS specimens subject to static loading. The finite element model was implemented in the inverse problem solution to measure the nonlinear shear behavior and the short-beam strength. Good agreement between numerical and experimental results verified the accuracy of the material characterization for the unidirectional composites.
The numerical simulations for the short-beam loaded with various loading noses reveal that large loading nose diameter can significantly reduce the stress concentration while the influence of the loading nose diameter on the shear stress distributions in the test sections is negligible. This indicates the measured shear stress-strain response is not sensitive to the loading nose diameter if no localized damage occurs.
Inconsistency of short-beam strength measured from specimens with various span-to-thickness ratios is a well-known issue associated with the short-beam shear test. A major reason is due to the deviation of the classical beam theory in the short-beam configuration. This study demonstrates that, with more accurate FE-based stress calculation, the inconsistency of the test results can be significantly reduced. 
