A previously developed statistical mechanical theory describing photo-induced electron transfer and geminate recombination in liquid solutions has been modified to account for realistic finite-volume solvent effects. This work introduces physically important effects caused by the solvent which fundamentally affect the rates and spatial distribution of charge transfer events. The finite volume of solvent molecules gives rise to a nonuniform distribution of particles around an electron donor, which is incorporated into the theory by a two-particle radial distribution function ͑rdf͒. The Percus-Yevick solutions for the rdf can give numerically useful values for the solvent structure, g(R) although any form of g(R) can be used with the method. The nonuniform particle distribution significantly affects the electron transfer rates and the distribution of ion pairs formed by forward electron transfer, particularly at short times. In addition, finite solvent size affects the rate of relative diffusion between any donor-acceptor pair. These ''hydrodynamic effects'' slow down the interparticle diffusion rates when near contact, resulting in a major change in the long time behavior of photoexcited electron transfer systems. This work formally introduces the mathematical modifications to charge transfer theory necessary to account for the solvent structure and hydrodynamic effect and illustrates the results with model calculations. These calculations show that analysis of experiments with theories that do not include the rdf and hydrodynamic effects can result in significant errors in the interpretation of data.
I. INTRODUCTION
In liquid systems, time dependent ion pair formation resulting from photo-induced electron transfer has been examined and modeled with considerable success. This is especially true for intramolecular charge transfer. [1] [2] [3] [4] The situation is much more complex, and understanding is more elusive, in systems of freely diffusing, independent molecules. The mathematical formalism required to account for diffusive particle motion in the context of photoinduced electron transfer and geminate recombination requires complex spatial averaging techniques. In the context of a three level system, in which there is a ground state neutral donor and neutral acceptors ͑DA͒, excited state donor and neutral acceptors ͑D*A͒, and the charge transfer state consisting of a donor cation and an acceptor anion ͑D ϩ A Ϫ ͒, an exact solution to the time-dependent state probabilities has been presented. [5] [6] [7] [8] [9] ͑For concreteness, we will discuss the situation of initially neutral donor and acceptors undergoing electron transfer to form a cation and anion. The formalism can handle any other situation such as a doubly negatively charged donor transferring an electron to a neutral acceptor to form a donor anion and an acceptor anion.͒ In the previous presentations of the theory, the solvent was treated as a continuum and spatial transport of the molecules was by simple diffusion. Donoracceptor and acceptor-acceptor excluded volume have been included, 10 but the continuum nature of the solvent meant that the solvent did not influence the spatial positions of the acceptors relative to the donor, nor did the solvent influence the nature of the diffusion.
Treating the solvent as a continuum is a standard approximation used in all theories of electron transfer in solution. However, there is nothing inherent in the exact treatment of the three level model that precludes a more realistic description of the solvent properties and the role that the molecular nature of the solvent plays in photoinduced electron transfer. In fact, as will be shown below, treating the solvent as a continuum leads to both quantitative and qualitative errors in the description of the dynamics of electron transfer.
The first important aspect of a realistic description of the solvent is that the finite physical volume of the solvent molecules results in a nonuniform particle distribution. When the volume of all the donor, acceptor, and solvent molecules are accounted for, the particle distribution is no longer spatially isotropic. Multiparticle interactions result in radially dependent density variations which deviate significantly from the continuum description. A tremendous amount of work has been invested in the study of particle correlations, and accurate methods of calculating the two-particle radial distribution function, g(R), have been known for many years. [11] [12] [13] [14] [15] [16] Because of the exquisitely sensitive distance dependence found in the electron transfer process, these spatial density variations can not be ignored. In this paper we introduce the mathematical formalism which permits these variations to be taken into account. For simplicity, a hard sphere model of g(R) will be used. However, the formalism permits the inclusion of any model for the radial distribution function.
Another important aspect of real liquids that is important to the electron transfer problem is brought forward by studies of interparticle diffusion rates, [17] [18] [19] [20] [21] which have shown that the magnitude of the diffusion coefficient is not a constant value, but is instead given by a distance dependent function. A single value of the diffusion constant, D, is only valid for large interparticle distances. In this limit, two particles move independently, and their diffusive motion is uncorrelated. However, when a pair approaches contact, their motions become correlated and specific events must occur in order for the two particles to move closer to each other. This influence, called the hydrodynamic effect, [17] [18] [19] [20] [21] greatly reduces the rate of approach between two specific molecules when separated by less than a few solvent shells. When they are nearly in contact, motion reducing the separation distance can only occur if intervening solvent molecules also undergo appropriate changes in position. If no direct path exists between the donor and an acceptor, the probability of the two diffusing closer together is significantly reduced. This obstruction effectively reduces the donor-acceptor interparticle diffusion constant when near contact. In a liquid, diffusive approach of acceptors to a photo-excited donor plays a major role in the rate of electron transfer, and therefore, the use of a single distance independent diffusion constant leads to an inaccurate description of the electron transfer dynamics. Several mathematical descriptions have been put forward to describe the spatial dependence of this effect. [19] [20] [21] The result of the diffusion constant being dependent on the radial separation of the molecules is to make the formal solution for interparticle electron transfer probability more complex. In this paper the hydrodynamic effect is introduced into the differential equations used to calculate the electron transfer probabilities.
In the following, the previous formalism is revised to include both hydrodynamic effects and the radial distribution function. Calculations are presented that illustrate the importance of these effects by comparison to calculations using the previously presented continuum theory. It should be noted that some concepts of this work have been examined by Northrup and Hynes. 21 These earlier works, based on previous suggestions by Smoluchowski 22 and Debye, 23 began a full fledged discussion of the general effects of a potential of mean force ͓due to solvent structure g(R)͔ and of the hydrodynamic effect of a distance dependent diffusion constant ͑due to solvent caging effects͒. These works, however, were limited to the basic Smoluchowski model of diffusionlimited reaction rates. They provide a preliminary analysis of the required concepts, but are limited by including multiparticle reactions only at contact. This paper introduces these concepts and extends them to a physically realistic model of through-solvent multiparticle electron transfer dynamics.
II. THEORY

A. Electron transfer in a continuum solvent
Considerable theoretical work has been performed previously to calculate the time-dependent photo-induced electron transfer observables in isotropic three-dimensional solid and liquid solutions. [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] The calculations, which will be summarized below, have produced exact expressions for ͗P ex (t)͘, the ensemble averaged probability that an initially photoexcited donor remains excited a time t after excitation, and for ͗P ct (t)͘, the ensemble averaged time dependent charge transfer state probability ͑probability of the existence of ion pairs͒. The model which this theory describes is a three level system; a ground state neutral donor surrounded by neutral acceptors ͑DA͒, a photo-excited donor and neutral acceptors ͑D*A͒, and the charge transfer ion pair state ͑D ϩ A Ϫ ͒. Electron donating chromophores are considered to be in sufficiently low concentration that there is no donordonor excitation transfer. In addition, all ion pairs that are formed by forward transfer may only recombine geminately. The overall distance scales and energetics associated with photo-induced electron transfer makes this a reasonable assumption, although in some systems, electron hopping from an acceptor anion to a neutral acceptor could play a role. Electron hopping among acceptors is not included in the model. A discussion of this assumption of strict geminate recombination has been presented recently. 25 The theoretical treatment of Refs. 6, 24, and most previous theoretical treatments of photo-induced electron transfer have taken the solvent to be a noninteracting continuum. As discussed in the Introduction, this led to the neglect of important aspects of the nature of real liquids that influence electron transfer. In the cases where the solvent structure and hydrodynamic effects have been examined, a model of molecular reaction which is not applicable to distance dependent electron transfer was examined. 21 To improve on this, it is important to account for noncontact through-solvent molecular reaction. The distance dependent rate of electron transfer from the excited donor to any acceptor located a distance R away is given by k f (R), while the geminate recombination rate is given by k b (R). The theory can handle any functional form of these rate parameters. Previous work has examined a monotonically decaying exponential, 5, 6, 24, 26 as well as simpler descriptions such as the Collins and Kimball 27, 28 and Smoluchowski models. 17, 22 The exponential form of the rate parameter is expressed as
where a f and a b are parameters defining the wave function overlap between the donor and acceptor molecules for forward and back transfer, respectively. R f and R b quantify the distance dependence of transfer events, and is the fluorescence lifetime of the excited donor. A more general and physically realistic form for the distance dependent transfer rate is given by the Marcus expression, 4, 29, 30 k͑R ͒ϭ 2
J 0 is the magnitude of the transfer matrix element, and ␤ is the attenuation constant of the donor and acceptor wave function overlap. ␤ is essentially the inverse of the wavefunction overlap parameter given above, 1/a f . R m is the donor-acceptor contact distance. ⌬G is the free energy change associated with electron transfer. The reorganization energy is expressed as 4, 29 ϭ e
͑2͒
where ⑀ op and ⑀ s are the optical and static solvent dielectric constants. R don and R acc are the van der Waals radii of the donor and acceptor. The differential equations describing electron transfer in diffusive systems can be written, assuming a continuum solvent and non-interacting acceptor molecules, for the survival probability of the donor and a single acceptor,
and for the ion ͑charge transfer͒ state,
The solutions to Eqs. ͑3͒ and ͑4͒ are the probability that the donor still exists in the respective excited or cation state at time t after state formation, given an initial donor-acceptor separation R 0 at time tϭ0. For a spherically symmetric system, the diffusional operator ٌ R 0 2 is defined as
where V(R 0 ) is the Coulomb potential between the donor cation and acceptor anion divided by kT, and D is the Fick diffusion coefficient. Both Eqs. ͑3͒ and ͑4͒ are solved with reflecting boundary conditions at the van der Waals contact distance between donor and acceptor. The solution for many acceptors for the probability of the donor remaining in the excited state at a time t after excitation has the form 31
The probability of being in the ion pair state at a time t after initial photoexcitation is 5, 6 ͗P
The numerical solutions of Eqs. ͑7͒ and ͑8͒ are obtained by the Crank-Nicholson finite differencing method. 32, 33, 34 Thus, by means of numerical integration, it is possible to calculate exactly the time dependent electron transfer probability functions for the model described above. The results of this type of calculations have been compared to detailed Monte Carlo simulations, and found to be in complete agreement. 10 However, these results are for a continuum solvent. The molecular nature of the solvent will now be added to produce results that are more closely applicable to understanding experiments in real liquids.
B. Radial distribution function
The study of real liquids has shown that the spatial distribution of particles is not isotropic, but is significantly influenced by the excluded volume effects associated with finite particle size. 17, 35, 36, 37 Experimental techniques, such as x-ray diffraction 38 and neutron scattering, 39, 40 have shown a significant degree of local structure in room temperature liquids. The photo-induced electron transfer dynamics are influenced in two ways. The most obvious is the change in local acceptor concentration about a photo-excited donor. The probability of finding an acceptor at or very near to contact with the donor is significantly greater than it would be if the solvent were a continuum. In the latter case, the radial probability distribution, p(R), goes as R 2 dR. When account is taken of the repulsive part of the intermolecular potential, however, significant deviations from this average density are seen. 35, 36, 41 Mathematically, it is possible to account for these variations in the formalism by using the appropriate distribution function. This is given by
where p(R) is the probability distribution in a continuum, g(R) is the liquid radial pair distribution function, and the denominator normalizes the distribution function. The value of R v is the radial upper limit of the system. The model assumes an infinitely large volume centered about the donor, although this is limited for practical reasons to include only the volume necessary to reach convergence in the calculations. This value is chosen such that all electron transfer events and all relevant diffusive motion which occur on the time scale of interest are included. The new function P(R) is used in place of the continuum distribution in Eq. ͑7͒ and ͑8͒.
It should be noted that this probability expression is only valid in the limit of no acceptor-acceptor interaction. If the acceptor concentration is not too high ͑less than a few tenths molar͒, this form for P(R) can be used with no loss of accuracy.
10
The distance dependent solvent structure g(R) is a static, time-independent function, and thus plays an additional role in the calculation of electron transfer functions. The diffusion of acceptor particles must allow for the motion of particles, yet maintain the overall liquid structure. In this way, the structure acts as a potential in solving the two-particle diffusion Eqs. ͑3͒ and ͑4͒.
17,19,21 Thus, both the forward ͑excited state͒ and back ͑charge transfer state͒ two particle survival probabilities take on the form of Eq. ͑4͒. In the forward transfer, the potential of mean force is defined as V(R)ϭϪln͓g(R)͔. 17, 37 The back transfer potential additionally includes a Coulombic potential,
where R c is the Onsager radius. When including the solvent structure both in the diffusive potential term and in the probability distribution function, the final result for the excited state and charge transfer state probability functions, respectively, are
As stated above, this formalism is exact in the limit of noninteracting acceptor molecules ͑no acceptor-acceptor excluded volume͒. The effects of acceptor-acceptor excluded volume have been studied previously. 10 For typical concentrations which exist in electron transfer experimental systems, i.e., up to a few tenths molar, acceptor-acceptor excluded volume can be neglected. At high concentrations, it can be treated approximately as described in Ref. 10 .
Due to the importance of the radial distribution function ͑rdf͒ in describing many properties of liquids, a great deal of work has been done to obtain rdfs for different molecular sizes, densities, and geometries. The rdf for a liquid cannot be obtained exactly. A variety of numerical approximate methods for calculating rdfs have been developed, all with somewhat different accuracy under varying conditions. The most well known are the Kirkwood, 42 the BornGreen-Yvon, 43 the hypernetted chain, 44 -46 and the PercusYevick equations. 11, 47 Of these, the Percus-Yevick ͑PY͒ equation is generally considered to provide the most accurate rdfs. 35, 37 Shortly after Percus and Yevick manipulated the Ornstein-Zernicke equation to obtain their nonlinear integral formula, Theile 12 and Wertheim 13 were able to obtain solutions to the PY form, giving the Laplace transform of the hard-sphere two-particle rdf. Further work has led to explicit analytical forms of the inverse-Laplace transform, allowing values of g(R) to be more readily calculated. 14, 48, 49, 50 All of the four integral equations can be used to obtain g(R) under a variety of intermolecular potentials. The most commonly investigated potentials are the hard-sphere and LennardJones 6-12 model.
In the calculation presented below, the PY method will be employed. Several points concerning the solutions to g(R) must be noted. Foremost among these are the inaccuracies of the solutions to the PY equation. The most straightforward and commonly used solutions assume a hard-sphere intermolecular potential with no long range attractive forces. This leads to undercalculation of densities at contact, as well as slight misplacement of the density oscillations along the radial separation axis. In order to examine the work of Weeks, Chandler, and Andersen, 41 Verlet and Weis 16 were able to correct for these errors in large part. Throop and Bearman 51 have also examined the rdf obtained for the more realistic Lennard-Jones 6-12 potential. They found that while the magnitude of the peak heights were different than for the hard-sphere model, particularly at contact, the qualitative nature of the rdfs for the two potentials were similar.
In addition to these subtle corrections to the PY calculated values of g(R), it is important to account for the inhomogeneity of the solution. The above calculations give the rdf for a homogeneous solution of particles with a uniform diameter. Leibowitz 15 was the first to obtain the Laplace transform solution for g i (R) for all species i in a hard-sphere mixture. Throop and Bearman 48 studied these results, giving a good qualitative and graphical description of g(R) behavior in multicomponent solutions. Of particular importance for this current work was their analysis for low concentrations of solutes in a much higher density solvent. They found that the relevant criteria is the packing fraction, i , the percent of the total system volume occupied by the molecular specie i. The value of the packing fraction is given by ϭd 3 /6, where is the number density and d is the molecular diameter. As the packing fraction ratio of solute to solvent becomes small, the functional form of g i (R) for each solute i corresponds to the g(R) obtained for a homogeneous one-component fluid of spheres with radius equal to that of the solvent. For many intermolecular electron transfer experiments, where solute to solvent packing fraction ratios are less than 0.1 ͑a few tenths molar͒, this is an excellent approximation. This simplifies the calculation of the rdf necessary to describe most experimental electron transfer systems. Values for g(R) for a single component liquid of solvent molecules can be obtained via Refs. 14, 18, and corrected according to Verlet and Weis. 16 The hard-sphere contact distance is then obtained from the sum of the donor and acceptor radii. In this way, one obtains g(R) results which, as a first approximation, are in excellent agreement with experimental measurements and simulations.
More subtle issues concerning the accuracy of the twoparticle hard sphere model have also been examined. Studies of rdfs for nonspherical molecules have included simulations and theoretical approaches for geometries such as ellipsoids 52 and spherocyliders. 53 Also, theoretical work has focused on including more than the simple two-particle interactions. Alder, 54 Attard, 55 and Stell 56 have looked at g(R) values when considering both two and three particle direct interactions. These more extensive refinements represent only small changes in the g(R) functions.
For the purposes of this paper, the most important point is that the formalism can employ any form of g(R). Here, the hard sphere g(R) will be used. This will be sufficient to show the profound changes that occur when a reasonable g(R) replaces the continuum model that has been employed previously in studies of photo-induced electron transfer. While real liquids are not hard spheres, the liquid structure is dominated by the steep repulsive part of the potential. 35, 41 Therefore, in addition to showing qualitative features of the electron transfer problem, the hard sphere model should be capable of providing a reasonable, quantitatively accurate description of experimental systems. More accurate forms of g(R) can be used if experimental results indicate that it is necessary.
C. The hydrodynamic effect
The diffusion of two particles in solution is not uniform for any radial separation, but is instead a function of the separation distance. 17, 19, 20, 21 Fluid flow studies have shown that two bodies widely removed from each other have uncorrelated motions, and the relative rates of diffusion are equal to the sum of the two self-diffusion coefficients in an infinite bath. However, the picture is different when two particles, such as an electron donor and acceptor, approach contact. In this case, the hydrodynamic effect becomes significant, and the mutual diffusion rate is substantially decreased. 17, 19, 20, 21 For the two particles to move closer together when they are already near contact, any obstructing solvent molecules must be forced to vacate the intervening space. The finite volume of the two particles acts to reduce the available paths of escape for the solvent, effectively decreasing the interparticle diffusion rate. In electron transfer systems, where most of the reactions are occurring near contact, the hydrodynamic effect can be significant.
The inclusion of a distance-dependent diffusion constant in the existing statistical mechanical treatment of electron transfer can be accomplished with only minor changes in the mathematical formalism. As stated above, when the solvent structure g(R) is included, the form of Eq. ͑3͒ for the excited state pair survival probability is not applicable. Instead, both the excited and charge transfer state pair probabilities must be obtained via Eq. ͑4͒, using the appropriate form of the interparticle potential V(R). With the inclusion of a distance dependent diffusion constant, the Smoluchowski operator in Eq. ͑4͒ must be modified to read,
This requires no formal changes in the expressions for the ensemble averaged excited state and charge transfer state probabilities ͗P ex (t)͘ and ͗P ct (t)͘, given by Eqs. ͑9͒ and ͑10͒, respectively. The only changes required are to include the D(R) term in the finite differencing technique when obtaining numerical solutions to the pair survival probability functions S ex ͑t͉R 0 ͒ and S ct ͑t͉R 0 ͒. The exact range of hydrodynamic repulsion is uncertain. Analytical approximations for the radial dependence of the diffusion coefficient have been presented in several different forms. 19, 20, 21 Typically, these have been expressions which have been found to agree reasonably with empirical evidence. The general form of all these functions is based on a maximum value of the diffusion coefficient, which D(R) approaches asymptotically in the limit of large particle separation R, while the function monotonically decreases with smaller radial separation. The classical expression for the distance dependence has the form D(R)ϭD(1Ϫl/R), where lϭ(3a 1 a 2 /a 1 ϩa 2 ), a 1 and a 2 are the radii of the molecules under consideration, and D is the Fick diffusion coefficient in the Stokes continuum limit. In the case of equal sized solute molecules (a 1 ϭa 2 ), the diffusion coefficient at contact is one fourth the magnitude of the coefficient in the continuum limit. Deutch and Felderhof 19 also predict similar results assuming ''stick'' boundary conditions. Wolynes and Deutch 20 have pointed out that stick boundary conditions are only appropriate when the solute molecules are much larger than the surrounding solvent. In the limit of roughly equal solute and solvent radii, slip boundary conditions are considered more realistic. This suggests that the classical expression gives a perturbation in D which overestimates the range and magnitude of the hydrodynamic effect. Rather than a value of D(R)ϭD/4 obtained at contact for the previously mentioned classical expression, Wolynes and Deutch obtain a value of D/2 at contact using slip boundary conditions. Northrup and Hynes 21 presented an approximate form which is qualitatively similar to the analysis of Wolynes and Deutch, and is now commonly used,
where R m is the contact distance between two particles for which the diffusion of interest is occurring. Northrup and Hynes incorporated this distance dependent diffusion coefficient into the Smoluchowski theory of diffusion controlled reaction rates. They found it to be an appropriate, albeit somewhat approximate, means of including the solvent caging effects on interparticle diffusion. Their results predicted only a modest change in the Smoluchowski rate constants due to hydrodynamic effects. Calculations based on the Smoluchowski model, however, do not provide a realistic picture of electron transfer in liquids. It is important to include through-solvent molecular interactions in the manner presented in Sec. II A. The results presented below were calculated using Eq. ͑12͒ as the form of the diffusion coefficient when considering the diffusion of both the neutral excited state reactants, as well as the charge transfer state ions. Other forms of the diffusion coefficient may be used interchangeably in the theory presented above for electron transfer state probabilities. These uncertainties in the functional form of D(R) should not belie the fact that the hydrodynamic effect plays a significant role in the intermolecular diffusion rates of reactants. All of the mentioned models of the effect describe the same basic behavior of decreased diffusive motion when near contact, and therefore it is important to include this effect in diffusion-influenced reactions such as electron transfer.
III. RESULTS
Experimental studies have used the statistical mechanical theory described in Sec. II A, i.e., the continuum theory, to analyze both forward and back transfer data. 24, 26 In these previous analyses of the forward transfer data, the exponential form of the rate parameter, k f (R), was used, giving explicit values for the transfer parameters a f and R f . The magnitudes of these parameters suggested that, within the limits of the continuum model, electron transfer was an extremely short range process. The vast majority of transfer events occurred within 1 Å of contact between donor and acceptor. Values for the electronic wave function overlap, a f , were found to be approximately 0.25 Å, which corresponds to the inverse of ␤ in the Marcus form of k f (R), giving values of ␤ of roughly 4.0 Å
Ϫ1
. Although it is unclear if there have been any realistic measurements of ␤ in through-solvent photoinduced electron transfer systems, these values of ␤ are larger than would be expected based on other types of experiments and on knowledge of the basic principles of electron transfer. 2, 30, 57 To appreciate the ramifications of the various physical elements of the theory presented above, each of the theoretical methods introduced in Sec. II will be investigated separately. The inclusion of the solvent structure g(R) significantly alters the local density of acceptors about a photoexcited donor compared to the average density which appears in the continuum model. The concentration of acceptors oscillates about the average density and converges to the average density at large distance. Since electron transfer is short range, the deviations from the average density of acceptors in this region are significant. For the hard sphere model, the largest magnitude change in local density occurs exactly at contact. Depending on the overall system density, this variation may be more than a factor of 5 times the average bulk density. 14, 48 This effect is somewhat counterweighted by values which are less than the average at roughly odd numbers of the solvent radius. If the exponential form ͓Eq. ͑1a͔͒ of the distance dependent transfer rate is used, it decreases monotonically away from contact. With the Marcus form ͓Eq. ͑1b͔͒, for most transfer parameter values in the normal region, the transfer rate also decreases monotonically. However, it is possible with the Marcus model for the transfer rate to initially increase with increasing donoracceptor separation. Regardless, the electron transfer rate is changing rapidly with distance in precisely the same region where the concentration of acceptors is undergoing its largest deviations from the average.
The effect that g(R) has on the ensemble averaged photo-induced electron transfer dynamics can be seen clearly in Figs. 1 and 2 . The insets show the short time behavior on an expanded scale. The calculations were performed using the Marcus model of the distance dependent transfer rate, with the parameters given in the figure caption. Figure 1 shows excited state ͗P ex (t)͘ curves, calculated for one set of transfer parameters, by 4 different methods. ͑a͒ The simple model with no solvent structural effects; ͑b͒ including only the radial distribution function g(R); ͑c͒ including only the hydrodynamic effect D(R); and ͑d͒ the full detailed model with both g(R) and D(R). A fluorescence decay lifetime was not included in these calculations in order to emphasize the influence of each effect. A lifetime can be included by multiplying each curve by an exponential decay, and does not change the qualitative behavior of the models. Figure 2 shows charge transfer state ͗P ct (t)͘ curves for a single set of forward and back transfer parameters, generated by the same four methods used in Fig. 1 . In this case, an excited state fluorescence lifetime of 15.0 ns has been included in the calculations. This is required for the back transfer curves to be physically meaningful, because the lifetime is no longer simply a multiplicitive factor. Instead, it is fully integrated into the ensemble averages which give ͗P ct (t)͘.
The curves labeled A in Figs. 1 and 2 are excited state and charge transfer state calculations, respectively, for the continuum case, i.e., no radial distribution function, and a distance independent diffusion coefficient, D(R)ϭD. These are solutions obtained directly from Eqs. ͑7͒ and ͑8͒. The curves labeled B in both figures give ͗P ex (t)͘ and ͗P ct (t)͘, respectively, for calculations which include a hard-sphere 
g(R)
. The inclusion of solvent structure causes a dramatic increase in the rates of both forward and back electron transfer at short times. This short time behavior is dominated by donors with nearby acceptors that are likely to undergo transfer rapidly. Due to the significant increase in acceptor density at short distance, the overall likelihood of a donor being quenched is increased dramatically. The qualitative effects seen in Figs. 1 and 2 occur for any choice of transfer parameters. The magnitude of the difference between the simple model with no solvent structure effects and the detailed model is somewhat dependent on the values of J 0 and ␤, as well as the diffusion coefficient D. For extremely fast rates, local density fluctuations become somewhat less important because most donors will have at least one acceptor close enough to undergo rapid transfer. Even in this situation, the detailed time dependence is substantially modified. From  Figs. 1 and 2 it is clear that solvent structure must be accounted for in any physically reasonable theory.
While both the hydrodynamic effect and the solvent structure have their genesis in the finite volume of solvent particles, their influence on the rates of electron transfer are quite different. In contrast to the influence of g(R), the hydrodynamic effect tends to slow down the overall rate of electron transfer. When near contact, the local rate of diffusion between a donor and acceptor is greatly reduced. This acts to limit the probability of close encounter between two possible neutral reactants, thereby reducing the rate of transfer events. The curves labeled C in Figs. 1 and 2 show the excited and charge transfer state probability curves calculated using a distance dependent term D(R) given by Eq. ͑12͒. No solvent structure g(R) is included. The values for the transfer parameters are the same as for curves A and B.
Comparing curves A and C, it is seen that the probability of forward transfer at all but the shortest times is decreased. The effect on the back transfer kinetics is more pronounced. By limiting the rates of approach via diffusion, donor and acceptor molecules are less likely to interact. It should be noted that at very short times, this effect is not important because diffusion does not play a significant role in transfer dynamics. On the one picosecond time scale, only donors and acceptors which are already near each other will interact. The magnitude of the influence of the hydrodynamic effect is inversely related to the viscosity of the bulk solvent, and vanishes in solid, glassy solution.
To correctly model a real system, both the solvent structure g(R) and hydrodynamic effect D(R) must be included simultaneously. The curves labeled D in Figs. 1 and 2 give the excited and charge transfer state probabilities, respectively, for the complete theory. The transfer parameters are the same as for curves A-C. Comparison of curves A and D shows the difference between the simple continuum theory and the full detailed theory that accounts for the molecular properties of the solvent. The interesting behavior of the calculations arises from the timescales of influence of the two effects. As mentioned above, the solvent structure is most important at short times and short distances. Conversely, the hydrodynamic effect becomes more important at longer times, and acts to slow down the observed kinetics. Comparing curves A and D, the results of the full theory are fundamentally different from what is obtained with the simple continuum theory. The significant disparities in the functional forms of the probability curves will play an important role in examining data from experimental systems.
In addition to the solvent structure affecting the probabilities of forward and back transfer, the inclusion of the radial distribution function may, under certain conditions, lead to ͗P ct (t)͘ curves with a functionally different short time behavior than is seen with the simple model. Figure 3 displays the charge transfer state probability for one set of parameters which exhibits a separation of ion formation and geminate recombination into two discrete time scales in the presence of the radial distribution function ͑curve B͒, while this separation of time scales is not observed in the simple model ͑curve A͒. Inclusion of the hydrodynamic effect does not change the qualitative behavior of curve B in this short time regime. The extremely rapid generation of ions is due to the high local density of acceptors near to contact with the donor, caused by the solvent structure. However, because these ions are formed at such small separations, the rate of back transfer is also quite rapid. This causes the value of ͗P ct (t)͘ to peak at very short time, then decay very quickly. Interestingly, this short time behavior is functionally separated from the long time ͑nanosecond͒ generation of ions brought about by longer range transfer events and diffusional motion. The short time regime is displayed on an expanded scale in the inset to Fig. 3 . This time scale separation is due to the oscillatory variations in the local density caused by the solvent structure. While a high density near contact enhances short range ͑and thus short time͒ transfer, the opposite effect is seen at slightly longer distances, because the solvent density is significantly reduced below the average in the spatial region just outside of contact. This depletion of acceptor density at moderate distances ͑ϳ3 molecular radii͒ decreases the probability of an ion being formed at that separation, as well as decreases the likelihood of an acceptor diffusing in toward the excited donor when initially at large separation. For these reasons, the probability of transfer to moderate distances is low, and on moderate time scales the rate of ion formation is much less than would be expected in a structureless continuum. These effects are reduced in the limit of long time, as diffusion and longer range transfer events become more important factors.
This separation of distance and time scales for electron transfer is affected by the values of the transfer parameters, the form of the solvent structure, and the value of the diffusion coefficient D. The behavior seen in Fig. 3 for ͗P ct (t)͘ is not observed in all cases. For many sets of parameters which give fast transfer, an initial rise and then monotonic decay is seen in the charge transfer state probability, such as Fig. 2 . It is possible that experimental systems will exhibit this short time functional form.
In deference to the difficulty required to reach numerical convergence in all the above calculations, extensive Monte Carlo simulations were carried out for the same system parameters. Details of the simulations for liquids and solids have been presented previously. 10, 25 For all values of the transfer parameters, diffusion coefficient, acceptor concentration, and radial distribution function, the simulations reproduced the excited and ion state calculations on all time scales. For values such as those given in Fig. 3 , the simulations perfectly reproduced the rapid creation and loss of ion population, followed by the long time regeneration of the ion state. Thus it is clear that the short time behavior of these systems is not a numerical discrepancy, but rather is a direct result of the physical nature of the solvent, and is to be expected for some values of the electron transfer parameters.
In order to further study the effects of including the physically realistic radial distribution and hydrodynamic terms, more in-depth comparisons were made between the simple ͑continuum solvent͒ and detailed ͑full solvent description͒ models. Excited state probability curves were generated using the detailed theory containing both g(R) and D(R) for various concentrations and transfer parameters, and then fits to these theoretical curves were obtained using the simple theory with no solvent effects. Figure 4 gives ͗P ex (t)͘ curves for three concentrations of acceptors and one set of transfer parameters. The solid lines are given by the detailed theory of Eq. ͑9͒, where a distance dependent diffusion coefficient D(R) has been included in the diffusional operator of Eq. ͑6͒. The electron transfer parameters are J 0 ϭ60 cm
, and ⌬GϭϪ0.5 eV. Each curve has been convolved with a 50 ps Gaussian, a time scale similar to most time correlated single photon counting experiments. The radial distribution function used was calculated for a packing fraction of 50%, with molecules of 9.0 Å diam. The dashed lines are the best fits to these three curves obtained using the simple model ͓Eq. ͑7͔͒, also convolved with a 50 ps Gaussian. The similarity of the two curves is actually quite good, and it is clear, at least for some values of the electron transfer parameters, that both the simple and detailed model can give nearly identical fits to experimental data. The crucial aspect, however, is the values for the parameters obtained by each model. The best fits of the simple model, as determined by least-squares analysis, were for parameters J 0 ϭ52 cm
, with a constant ⌬GϭϪ0.5 eV. These values, while not unreasonable, are different than those used to gen- erate the detailed model curves. This is particularly true of ␤. This ability of the simple model to reproduce convolved curves generated from the full detailed model was observed for several sets of transfer parameters. In every case, however, the parameters obtained by the simple model fits were significantly different than those used to generate the detailed model curves. Thus, while the simple model may be able to provide fits to some experimental systems, the values of the parameters obtained do not represent the physical reality of the molecular system. The values obtained for J 0 and ␤ in this case are distorted by requiring them to additionally account for the solvent structure and hydrodynamic effect. For some sets of parameters, it was found that the continuum theory could not reproduce the detailed theory curves even with the 50 ps convolution.
In order to more rigorously test the models, comparisons were made between the simple and detailed models in the absence of a convolution with an instrument response. Using experimental methods such as fluorescence upconversion techniques 58 with roughly 100 fs time response, the influence of instrument response convolutions becomes less significant. In the limit of very short instrument response, the data must be fit by unconvolved ͗P ex (t)͘ calculations. To compare the simple and detailed methods under these conditions, excited state curves were calculated using the full theory with a variety of physically reasonable transfer parameters. Fits to these detailed model curves were attempted using the simple model. In nearly every case, it was impossible to adequately reproduce the unconvolved ͗P ex (t)͘ which included g(R) and D(R). The fast short-time behavior, coupled with the much slower long-time decay gives a functional shape which can not be produced when solvent structure and the hydrodynamic effect are not included. Figure 5 shows excited state curves for all the same conditions as Fig.  4 , but without a convolution. The long time shape of the detailed model can be adequately reproduced, but the short time rapid decay cannot be simultaneously fit ͑shown in the inset͒. There are no values of the electron transfer parameters for which the simple model can match the detailed curves at all times. Thus, under certain conditions, the omission of g(R) and D(R) terms cannot only could lead to incorrect values of the transfer parameters, but can also prevent experimental data from being fit over the full range of times.
All of the detailed calculations were done using a solvent packing fraction of 0.5, with hard sphere repulsion. This is an approximate description of liquid structure. It is not, in general, possible to know the exact form of the solvent structure for a given system, and thus the form of g(R) may have significant error bars. The form of g(R) will be affected by the choice of intermolecular potential. Whether the potential is assumed to be a step function ͑hard spheres͒, or some form of softer distance dependence ͑Lennard-Jones͒, g(R) will have somewhat different magnitudes. Regardless of this uncertainty the inclusion of g(R) is crucial. Even if values for the solvent structure are approximate, they will be closer to physically realistic conditions than if the solvent is considered to be uniform and unstructured. By making well educated approximations for the solvent density and molecular size, fairly accurate forms of the rdf can be generated.
IV. CONCLUDING REMARKS
The finite volume of solvent molecules plays a significant role in the rates and distributions of chemical reactions in solution. Among the most important effects are the solvent structure and the hydrodynamic effect. Previous theories modeling electron transfer have ignored these effects, assuming that the solvent is an isotropic, unstructured continuum. However, both g(R) and D(R) have been studied experimentally. The inclusion of g(R) and D(R) profoundly alter the time dependence of calculated charge transfer curves. The first of these effects, g(R), gives rise to variations in local density at short distance. The most dramatic change is found at contact, where the local density can be several times greater than the average bulk density. Molecules separated by small distances are likely to react very swiftly, and calculations of the short time behavior of electron transfer systems will be markedly different than if the solvent is considered to be an unstructured continuum. In general, this change causes the rates of both forward and back electron transfer to be increased dramatically at short time. In addition, the hydrodynamic effect, D(R), gives rise to a distance dependent diffusion term, which also changes the form of calculated electron transfer curves. The long time transfer rates, under conditions where diffusion is significant, are slowed considerably.
The simple model for electron transfer, based on an unstructured continuum solvent, gives a qualitatively correct description of through-solvent intermolecular photoinduced electron transfer. However, due to a lack of an accurate description of solvent structure and diffusion rates, the simple model improperly evaluates the physical parameters of the system. While it may be possible to fit experimental data using the continuum description of liquids, the values of the electron transfer parameters will be inaccurate.
The hard sphere model for g(R) used in this paper is a reasonable description of liquid structure. A detailed analysis of its utility for understanding experimental results will be presented in a subsequent publication. For a small number of simple liquids, such as benzene, neutron scattering experiments have obtained direct measurements of the solvent rdf. Neutron scattering data show a softer repulsive potential than a hard sphere liquid, allowing a finite probability for two particles to approach closer than the sum of their van der Waals radii. Calculations of excited state probabilities were generated using both an experimental g(R) and a properly parameterized PY hard sphere g(R). The results of the calculations using the two forms of g(R) were virtually identical, indicating the applicability of the hard sphere model to electron transfer dynamics in real liquids. These results and the analysis of experimental data using the methods presented here will be published soon.
The mathematical formalism required to include both the solvent structure and the hydrodynamic effect are relatively straightforward to implement. The changes to the simple, unstructured continuum theory can be accomplished using the methods given in this paper. In order to properly describe photoinduced electron transfer dynamics and to obtain physically reasonable transfer parameters, the effects of finite solvent volume must be included.
