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A rigorous method of calculating the electromagnetic field, the scattering matrix, and scattering
cross-sections of an arbitrary finite three-dimensional optical system described by its permittivity
distribution is presented. The method is based on the expansion of the Green’s function into the
resonant states of the system. These can be calculated by any means, including the popular finite
element and finite-difference time-domain methods. However, using the resonant-state expansion
with a spherically-symmetric analytical basis, such as that of a homogeneous sphere, allows to
determine a complete set of the resonant states of the system within a given frequency range.
Furthermore, it enables to take full advantage of the expansion of the field outside the system into
vector spherical harmonics, resulting in simple analytic expressions. We verify and illustrate the
developed approach on an example of a dielectric sphere in vacuum, which has an exact analytic
solution known as Mie scattering.
PACS numbers: 03.50.De, 42.25.-p, 03.65.Nk
I. INTRODUCTION
Resonances are at the heart of many physical phe-
nomena. In particular, they determine features in op-
tical spectra such as the scattering and extinction cross-
sections. Mathematically, resonances and their contri-
bution to physical observables can be elegantly and rig-
orously described using the concept of resonant states
(RSs) [1, 2]. The wave functions of RSs are generally
not square integrable and therefore the usual definitions
of normalization and orthogonality cannot be applied to
them. Several procedures for normalization of RSs in
quantum mechanics were suggested, which include the
Zel’dovich regularization [3], the use of the pole structure
of the Green’s function (GF) of the wave equation [2, 4–
6], as well as introducing a non-Hermitian scalar prod-
uct [7]. Notably, the correct normalization of electromag-
netic RSs was not known in the literature until recently,
and normalizations used so far were approximate, as was
clarified in [8, 9]. The correct normalization of RSs in
electrodynamics, which takes into account the vectorial
character of electromagnetic waves, was proposed in [10],
supplemented by a proof in [11], and recently general-
ized to systems with dispersion [12] and photonic crystal
structures [13, 14]. It has allowed to formulate an exact
theory of the Purcell effect [8]. This exact normalization
of RSs is at the heart of the resonant-state expansion
(RSE) method [10, 11], which is extended in the present
work to the calculation of the scattering properties of
open optical systems.
The concept of RSs is a powerful tool in treat-
ing open systems. Similar to the standard Rayleigh-
Schro¨dinger perturbation theory in Hermitian quantum
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School of Medicine, Cardiff University, Cardiff CF24 4HQ, United
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mechanics [15], a non-Hermitian perturbation theory, de-
scribing changes in RSs due to small perturbations in
the potential, can be constructed [4, 5]. Furthermore, it
has been shown that the RSs of an open system form a
complete set inside it [6, 16] and therefore can be used
as a basis for expansions. In particular, by projecting
the wave equation onto the space of the RSs of a basis
system, one can find RSs of a modified system. This
approach was suggested in nuclear physics [16], though
never applied. Recently, a similar idea has been imple-
mented in electrodynamics, leading to the formulation
of the RSE [10, 11, 13, 17, 18]. The RSE is capable of
treating accurately both small and large perturbations
of an optical system. Furthermore, the RSE has been
recently extended [12] to systems with an arbitrary fre-
quency dispersion of the permittivity described by a gen-
eralized Drude-Lorentz model [19].
A core quantity which contains the full information
about an optical system is its dyadic GF. This GF,
being the solution of Maxwell’s wave equation with a
delta source term, describes the radiation of an oscillat-
ing point dipole, or a quantum emitter in the weak cou-
pling limit [20]. In general, the GF provides access to all
physical observables, including the optical scattering ma-
trix [21, 22] (S-matrix) and the scattering cross-section,
the electromagnetic near and far-field distributions, as
well as the total radiation intensity and the Purcell fac-
tor [8, 23, 24].
While for specific systems the GF can be deter-
mined analytically, finding the GF in a general case is
a challenging computational task. It has been recently
shown [10, 11] that using the properly normalized RSs,
the GF inside any optical system can be constructed ef-
ficiently using its spectral representation, also known as
the Mittag-Leffler (ML) expansion. On the other hand,
it has been also demonstrated in numerous publications
(see e.g. Ref. [25]) that the S-matrix of an optical sys-
tem has properties similar to those of the GF, namely, the
poles of the S-matrix in the complex frequency plane are
ar
X
iv
:1
80
3.
05
54
8v
3 
 [p
hy
sic
s.o
pti
cs
]  
20
 A
ug
 20
18
2also determined by the RSs. While the information on
the GF contained in the S-matrix is partial, being lim-
ited to external excitation, it completely describes the
light scattered by the system. Therefore the problem of
expressing the S-matrix in terms of the RSs reduces to
establishing the link between the S-matrix and the GF,
which is a key point of this paper.
To best of our knowledge, there has been only one
report in the literature establishing a link between the
S-matrix and the GF of a wave equation [26]; in that
work a two-dimensional scalar Schro¨dinger wave equation
is considered. Recently, a consistent phenomenological
approach to presenting the S-matrix as a superposition
of different isolated resonances has been suggested [27].
This approach is using the far-field information about
the RSs of a system and demonstrates a limited accu-
racy. A similar method has been discussed earlier in [28].
Another approach, based on a Weierstrass factorization,
has been recently suggested [29]. It is based on an elegant
way of calculating the S-matrix in a spherically symmet-
ric system using only the RS wave numbers, while the
wave functions themselves are not required. It is not
clear, however, if this approach can be generalized to
scattering between different channels [21, 30, 31] which
takes place in non-spherical systems.
In this paper, we present a rigorous scattering the-
ory based on the concept of RSs, which determines the
electromagnetic field, the S-matrix and any scattering
properties of an arbitrary three-dimensional (3D) open
optical system. The method is based on the following
steps: (i) establishing the link between the S-matrix and
the dyadic GF of an arbitrary 3D system and expressing
them in the basis of vector spherical harmonics (VSHs);
(ii) using the ML expansion of the GF to represent the S-
matrix in terms of the RSs of the system; (iii) calculating
the RSs via the RSE using a spherically symmetric basis
system. We illustrate this theory on the analytically solv-
able example of a dielectric sphere in vacuum. We verify
the approach by comparing the results with the exact
analytic solution known as Mie theory [32], demonstrat-
ing the convergence of the S-matrix and the scattering
cross-sections to the exact solution. We note that the
approach to the light scattering developed in this work is
expected to be suited also to open system in the vicinity
of a planar interface, by following the treatment of flat
boundaries suggested in [33].
We emphasize that the developed method can deal
with general finite 3D systems. This includes systems of
anisotropic shape [11] and of a permittivity with disper-
sion [12]. Recently, the RSE formulation was extended
to anisotropic, magnetic, chiral, and bi-anisotropic ma-
terials [34], which includes the case of a biaxial sphere,
solved previously using an extended Mie scattering for-
malism [35]. This might be useful for the understanding
of non-reciprocity of magnetic surface plasmon [36, 37]
and the design of plasmonic [38, 39] or chiral [40] meta-
surfaces.
The paper is organized as follows. Sec. II introduces
VSHs and their properties required for the subsequent
derivations. Sec. III makes the connection between in-
coming and outgoing fields and the GF of an open system.
Sec. IV then uses this result to establish a link between
the S-matrix and the GF. In Sec. V we introduce the RSE
and derive the normalization of the perturbed RSs used
in the GF and the S-matrix. In Sec. VI we illustrate and
verify the method on the analytically solvable example
of a dielectric sphere in vacuum. Detailed derivations of
solutions of the wave equation in the basis of the VSHs,
as well as of the link between the GF and the S-matrix
are presented in Appendices.
II. REPRESENTATION OF FIELDS IN
VECTOR SPHERICAL HARMONICS
In the present work, the RSs and the GF of a 3D
open optical system are calculated using the RSE with
a basis given by the analytically known RSs of a ho-
mogeneous sphere. Owing to the spherical symmetry,
the resulting basis RSs are characterized by their az-
imuthal and total angular momentum quantum num-
bers. In the subsequent derivations we use VSHs to ex-
press the field outside of the system, because they form
an orthogonal complete basis for expanding 3D vector
fields on a unit sphere, and share the angular quantum
numbers with the basis RSs, thus allowing for compact
expressions. To prepare the use of VSHs, we provide
here their definition and the mapping of vectors, ten-
sors, and operators of the cartesian coordinate space
r = (x, y, z) = (r sin(θ) cos(ϕ), r sin(θ) sin(ϕ), r cos(θ)),
with the spherical coordinates (r, θ, ϕ), onto the space of
VSHs Yilm(Ω), where Ω = (θ, ϕ). The VSHs are defined
as
Y1lm(Ω) =
1√
l(l + 1)
r×∇Ylm(Ω) , (1)
Y2lm(Ω) =
1√
l(l + 1)
r∇Ylm(Ω) , (2)
Y3lm(Ω) =
r
r
Ylm(Ω) , (3)
where Ylm(Ω) are the real scalar spherical harmonics, de-
fined in Eq. (A1) of Appendix A with l and m being the
orbital and azimuthal quantum numbers, respectively.
The VSHs are defined by Eqs. (1)-(3) following Barrera
et. al. [41] as vector functions that are independent of the
radius r, in contrast to their more traditional form given
e.g. in [32, 42]. Different from Barrera et. al., we use
here real VSHs, in order to satisfy the orthogonality con-
dition of RSs without using the complex conjugate [11],
and choose their normalization to obey the orthonormal-
ity ∫
Yilm(Ω) ·Yi′l′m′(Ω)dΩ = δii′δll′δmm′ , (4)
where dΩ = sin θdθdϕ and δnm is the Kronecker delta.
3Using the completeness of the VSHs, an arbitrary vec-
tor field, such as the electric field E(r), can be expanded
as
E(r) =
∑
ilm
[Elm(r)]iYilm(Ω), (5)
where the radially dependent expansion coefficient
Elm(r) is a vector in the space of VSHs with given l and
m, and its i-th component [Elm(r)]i is the expansion co-
efficient corresponding to the i-th VSH Yilm(Ω). In other
words, Eq. (5) defines a mapping from real space to the
VSH space, E(r) → {Elm(r)}, where the curly brackets
indicate the set of all l,m components. This mapping
is done in an equivalent way for tensors (for example,
for the dielectric permittivity tensor εˆ(r) → {εˆl′m′lm (r)}
or the dyadic GF Gˆ(r, r′; k) → {Gˆl
′m′
lm (r, r
′; k)}, see Ap-
pendix A for details) and for vector operators Lˆ(r; k) →
{Lˆl′m′lm (r; k)}.
Consider, for example, the Helmholtz operator, which
generates the Maxwell wave equation:
Lˆ(r; k) ≡ k2εˆ(r)−∇ ×∇× , (6)
where k = ω/c is the wave vector of the electromagnetic
field in vacuum, which is given by the light frequency ω
and speed c. While the first term in Eq. (6) is a tensor
determined by the structure of the optical system, the
second term is block diagonal in the VSH basis,
(∇ ×∇×)l′m′lm = Lˆlδll′δmm′ , (7)
where
Lˆl =

l(l + 1)
r2
− 1
r
d2
dr2
r 0 0
0 −1
r
d2
dr2
r
√
l(l + 1)
r
d
dr
0 −
√
l(l + 1)
r2
d
dr
r
l(l + 1)
r2
 ,
(8)
as derived in Appendix A.
III. ILLUMINATED OPEN OPTICAL SYSTEM
WITH KNOWN GREEN’S FUNCTION
Let us consider an optical system which is confined
inside a sphere of radius R, surrounded by vacuum. The
local time-independent permittivity tensor εˆ(r) outside
the system is then εˆ(r) = 1ˆ for |r| > R, where 1ˆ is the
unit tensor. Note that systems embedded in a medium
with an isotropic homogeneous real refractive index can
be described in the same way, by simply rescaling εˆ(r)
and k.
Using the VSH representation, the Maxwell wave equa-
tion for the electric field,
Lˆ(r; k)E(r) = 0 , (9)
is mapped to the matrix differential equation∑
l′m′
Lˆl′m′lm (r; k)El′m′(r) = 0 , (10)
see Appendix A. Here, Lˆl′m′lm (r; k) = k2εˆl
′m′
lm (r) −
Lˆlδll′δmm′ , and Lˆl is given by Eq. (8). Similarly, the wave
equation for the GF,
Lˆ(r; k)Gˆ(r, r′; k) = 1ˆδ(r− r′) , (11)
is mapped to∑
l′′m′′
Lˆl′′m′′lm (r; k)Gˆ
l′m′
l′′m′′(r, r
′; k) = 1ˆ
δ(r − r′)
r2
δll′δmm′ .
(12)
Suppose now that we know the GF of the system with
outgoing boundary conditions and for sources within the
sphere, i.e. at r′ 6 R, and we want to determine the
system response when it is illuminated by an electro-
magnetic wave with frequency ω. In the exterior, i.e.
for r > R, the propagating light can be expanded into
a superposition of incoming and outgoing spherical elec-
tromagnetic waves [32], as derived in Appendix B (for
explicit expressions see Sec. IV). As an example, the ex-
pansion of a plane electromagnetic wave into the VSHs as
well as into incoming and outgoing vector spherical waves
is given in Appendix E. The illumination can thus be de-
scribed in open space by a superposition of incoming and
outgoing waves of given l and m.
To make use of the known GF, which does not con-
tain incoming waves, we replace the incoming waves by
sources located exactly on the spherical boundary at
r = R. This is the only location we can use, since for
sources at r > R, the GF is not known, and for r < R the
incoming wave is generally not the same as in free space.
We present two alternative derivations of this conversion.
In Appendices C and D, the conversion of an incom-
ing spherical wave into such a source at r = R is done
explicitly, and the field inside the sphere up to its bound-
ary at r = R is then expressed in terms of the GF with
this source term. The field on the boundary is equated
to the field outside expressed in terms of incoming and
outgoing spherical waves, determining the link between
the GF and the S-matrix.
Here, instead, we realize the conversion of the illumi-
nation into a source on the surface of the sphere by split-
ting the problem into two parts. In the first part, which
contains the given incoming waves in open space, we in-
troduce a surface current at r = R, which results in zero
electric field inside the system. This part can be solved
using only incoming and outgoing waves in open space,
disregarding the complexity inside the system, which is
“screened” from the illumination by the surface current.
The second part contains the reverse surface current, no
illumination, and a field which can be found using the
GF. The sum of both parts then has the given incom-
ing waves and no surface currents, and thus provides the
required solution for the illuminated system.
4To implement this idea, we split the electric field
Elm(r) into two terms:
Elm(r) = Elm(r)Θ(r −R) +EGlm(r), (13)
where the first term, Elm(r)Θ(r−R), is the solution of the
first part, and the second term, EGlm(r), is the solution
of the second part. The surface current is created by the
first derivative of the Heaviside step function Θ(r − R)
in the first term when applying the Helmholtz operator
Eq. (8), yielding the Dirac delta function δ(r − R). As
shown in Appendix F, requiring Elm(r) to vanish on the
surface,
[Elm(R)]1 = [Elm(R)]2 = 0, (14)
determines the first part completely, including its outgo-
ing waves, and leads to the surface current
Jlm = R
 R[E ′lm(R)]1R[E ′lm(R)]2 −√l(l + 1)[Elm(R)]3
0
 , (15)
so that the second part EGlm(r) becomes the solution of
the inhomogeneous Maxwell wave equation∑
l′m′
Lˆl′m′lm (r; k)EGl′m′(r) = −Jlm
δ(r −R)
r2
. (16)
Now, using Eq. (12) we find
EGlm(r) = −
∑
l′m′
Gˆl
′m′
lm (r,R; k)Jl′m′ . (17)
Note that only the second part of the system described
by EGlm(r) can mix different l,m, which occurs in scat-
tering, while in the first part of the system the incoming
and outgoing waves in Elm(r)Θ(r − R) have always the
same l,m, since this part does not “see” what is inside of
the system, but only a perfectly conducting sphere. The
full solution of the illumination problem is then provided
by the superposition of VSHs Eq. (5) with Elm(r) given
by Eq. (13).
IV. THE S-MATRIX
In the empty space outside of the system, the permit-
tivity in VSH representation is εˆl
′m′
lm (r) = 1ˆδll′δmm′ , and
the solutions of the wave equation (10) consist of two
groups: incoming (d = in) and outgoing (d = out) spher-
ical electromagnetic waves, each of which can be split
into transverse electric (p = TE) and transverse mag-
netic (p = TM) polarizations. As derived in Appendix B,
the solutions have the following form:
Edl,TE(r, k) =
h˜ld0
0
 , (18)
Edl,TM(r, k) =
R
r
 0ξ˜ld√
l(l + 1)γldh˜ld
 . (19)
Here, we introduced the functions h˜ld(r, k) and ξ˜ld(r, k),
as well as the coefficients γld(k), defined as
h˜ld(r, k) =
hld(kr)
hld(kR)
, ξ˜ld(r, k) =
ξ′ld(kr)
ξ′ld(kR)
, (20)
γld(k) =
hld(kR)
ξ′ld(kR)
, (21)
where hl,out(x) = h
(1)
l (x) and hl,in(x) = h
(2)
l (x) are the
spherical Hankel function of the first and second kind,
respectively, ξld(x) = xhld(x) is the Riccati-Bessel func-
tion [43], and the prime indicates the derivative. Note
that Eqs. (18)–(21) are normalized in such a way that on
the sphere surface r = R their dominant VSH component
is unity,
[Edl,TE(R, k)]1 = [E
d
l,TM(R, k)]2 = 1 . (22)
For any real frequency and for r > R, i.e. in homo-
geneous space, the electric field can be expressed as a
superposition of incoming and outgoing spherical waves
of TE and TM polarization:
Elm(r, k) =
∑
p
[
AinlmpE
in
lp(r, k) +A
out
lmpE
out
lp (r, k)
]
, (23)
where Ainlmp and A
out
lmp are, respectively, the incoming
and outgoing amplitudes. The scattering matrix Sl
′m′p′
lmp ,
which is defined by
Aoutlmp =
∑
l′m′p′
Sl
′m′p′
lmp A
in
l′m′p′ , (24)
links the incoming and outgoing amplitudes.
In order to satisfy Eq. (14), the electric field Elm(r)
must be chosen as
Elm(r) =
∑
p
Ainlmp[E
in
lp(r)−Eoutlp (r)] , (25)
considering the normalization Eq. (22). Substituting
Eqs. (18)-(19) into Eq. (25), the electric field Elm(r) into
Eq. (15), and the result for Jlm into Eq. (17), we find
EGlm(r). Then, equating the fields given by Eq. (13) and
Eq. (23) at r = R, we obtain a relation between the in-
coming and outgoing amplitudes, expressed in terms of
the GF. Comparing this relation with Eq. (24), we find
the scattering matrix
Sl
′m′p′
lmp = Gl
′m′p′
lmp (R,R; k)σl′p′ − δpp′δll′δmm′ , (26)
where
σl,TE(k) = R
[
γ−1l,out(k)− γ−1l,in(k)
]
, (27)
σl,TM(k) = k
2R3 [γl,in(k)− γl,out(k)] , (28)
Gl′m′p′lmp (R,R; k) = [Gˆ
l′m′
lm (R,R; k)]pp′ . (29)
5An alternative derivation of Eq. (26) is presented in
Appendix C. The derivation is based on a direct compari-
son of the field inside the sphere, calculated using the GF,
and the field outside it, found from the S-matrix. Inside
the sphere, the electric field is the solution of Maxwell’s
wave equation with a delta source term at r = R exactly
representing the effect of an incoming spherical wave on
the interior region of the sphere. Owing to this delta
source, the full electric field within the sphere r 6 R is
given by the GF which in turn can be found using the ML
expansion into RSs of the system and applying the RSE.
Outside the sphere, the electric field due to the incoming
spherical wave is fully determined by the S-matrix, as it
is clear from Eqs. (23) and (24). Requiring the continu-
ity of the tangent component of the electric field across
the boundary r = R, we obtain in Appendix C the link
Eq. (26) between the GF and the S-matrix.
V. MITTAG-LEFFLER EXPANSION OF THE
GREEN’S FUNCTION AND THE
RESONANT-STATE EXPANSION
In this section, we derive the GF Gˆ(r, r′; k) of the opti-
cal system of interest which we refer to as a new system,
in terms of the analytically known RSs En(r) of a basis
system. The derivation is build on the ML expansion of
GFs [4, 6, 16], which for optical systems results in the
following spectral representation of the GF
Gˆ(r, r′; k) =
∑
ν
Eν(r)⊗ Eν(r′)
2k(k − κν) , (30)
as shown in [10, 11, 44]. Here, ⊗ denotes the direct
(dyadic) product. We assume that the ML expansion
Eq. (30) is valid within the minimal sphere of radius R
containing the system. The electric-field eigenfunctions
Eν(r) with the corresponding wave numbers κν satisfy
Maxwell’s wave equation
Lˆ(r;κν)Eν(r) = 0 (31)
and outgoing boundary conditions. Since the GF in
Eq. (26) is expanded into VSHs and projected onto waves
of different polarization (TE or TM), it is natural to
choose a basis system of spherical symmetry. The sim-
plest choice of such a system is a homogeneous sphere in
vacuum, having a constant permittivity  different from
the one of vacuum, and the radius R. This system has
known analytic solutions, providing its RSs wave func-
tion En(r) and the eigen wave numbers kn, see e.g. [11].
The RS wave functions Eν(r) of the new system are then
expanded into the RSs of the basis system,
Eν(r) =
∑
n
CnνEn(r) . (32)
This expansion is valid for all points inside the sphere
|r| 6 R. The GF of the basis system Gˆ(r, r′; k) has a
spectral representation analog of Eq. (30),
Gˆ(r, r′; k) =
∑
n
En(r)⊗En(r′)
2k(k − kn) , (33)
which is also valid within the sphere. The RS wave func-
tions En(r) satisfy the normalization condition [10, 11]
1 =
∫
VR
εb(r)E
2
n dr (34)
+
1
2k2n
∮
SR
[
En · ∂
∂r
r
∂En
∂r
− r
(
∂En
∂r
)2]
dS ,
for non-static (kn 6= 0) RSs, where VR is the volume and
SR is the surface area of the sphere, and
2 =
∫
εb(r)E
2
n dr (35)
for static (kn = 0) RSs, where the integral is extended to
the full space. Here, εb(r) is the permittivity of the basis
system, which is  for r 6 R and 1 elsewhere.
The GF Gˆ(r, r′; k) of the new system, described by the
permittivity tensor εˆ(r), is related to the GF Gˆ(r, r′; k)
of the basis system via the Dyson equation
Gˆ(r, r′; k) = Gˆ(r, r′; k)
− k2
∫
VR
Gˆ(r, r′′; k)∆εˆ(r′′)Gˆ(r′′, r′; k)dr′′, (36)
where ∆εˆ(r) = εˆ(r) − 1ˆεb(r) is the perturbation. Sub-
stituting the expansions Eq. (30), Eq. (32), and Eq. (33)
into Eq. (36), we obtain
∑
nn′
(∑
ν
[
k
∑
n′′
Mnn′′Cn′′ν − knCnν
]
Cn′ν
k − κν − δnn
′
)
× En(r)⊗En′(r
′)
2k(k − kn) = 0, (37)
where
Mnn′ = δnn′ +
1
2
Vnn′ , (38)
and
Vnn′ =
∫
VR
En(r)∆εˆ(r)En′(r)dr . (39)
are the matrix elements of the perturbation. To satisfy
Eq. (37), it is sufficient to require that
∑
ν
[
k
∑
n′′
Mnn′′Cn′′ν − knCnν
]
Cn′ν
k − κν = δnn
′ . (40)
While the left hand side of Eq. (40) is a function of
complex variable k having simple poles at k = κν , the
right hand side shows that this function is a constant.
6This requires that the residues at all the poles are zero,
leading to the linear matrix eigenvalue problem of the
RSE
knCnν = κν
∑
n′
Mnn′Cn′ν , (41)
which was derived in [10]. Equation (41) determines the
eigenvalues κν and eigenvectors Cnν of the new system.
Now, replacing the term knCnν in Eq. (40) by the sum
from Eq. (41), we obtain the orthonormality of eigenvec-
tors, ∑
n′′ν
Mnn′′Cn′′νCn′ν = δnn′ . (42)
Treating Mnn′ and Cn′ν as square matrices, we find that
their product,
∑
n′ Mnn′Cn′ν , is also a square matrix,
which, according to Eq. (42), is the transposed inverse of
the matrix Cnν , so that the product of the matrices is
an identity matrix. Multiplying these matrices in reverse
order also results in the identity matrix, hence we obtain
the orthonormality condition,∑
nn′
Mnn′CnνCn′ν′ = δνν′ , (43)
which is equivalent to Eq. (42). Using the RSE equation
(41) again, the orthonormality Eq. (43) can be simplified
to ∑
n
knCnνCnν′ = κνδνν′ . (44)
The generalized matrix eigenvalue problem Eq. (41) of
the RSE can be reduced to diagonalizing a complex sym-
metric matrix, as it was shown in [10, 11]. Indeed, by
making a transformation Cnν = C˜nν
√
κν/kn, the RSE
equation (41) becomes a symmetric eigenvalue problem∑
n′
M˜nn′C˜n′ν = λνC˜nν (45)
with the complex symmetric matrix
M˜nn′ =
δnn′
kn
+
Vnn′
2
√
kn
√
kn′
(46)
and the eigenvalues λν = 1/κν . Naturally, the orthonor-
mality conditions Eqs. (42)-(43) are also simplified to∑
ν
C˜nνC˜n′ν = δnn′ ,
∑
n
C˜nνC˜nν′ = δνν′ , (47)
as expected for the standard eigenvalue problem. Note
that using static (kn = 0) modes makes Eq. (46) ill-
defined. For numerical calculations, however, one can use
small finite values of kn for static modes, with negligible
impact on accuracy, while allowing to use the symmetric
eigenvalue problem, which can be solved 2-3 times faster
[11] than the generalized eigenvalue problem Eq. (41).
FIG. 1: Complex reflection coefficient Slmplmp(k) for TE polar-
ization (p = TE) and l = 3 for a dielectric sphere of ε = 9 in
vacuum. The exact analytic result (normal line) is compared
with the ML expansion using the exact RSs for ε = 9 (thin
line) and with the RSE calculation using a basis sphere of
 = 4 (thick line), both computed for a basis size of N = 65.
3D representation with the phase given by the line color.
To summarize, the GF Gˆ(r, r′; k) of the new system is
found in the following way. We first find the RSs of the
basis system, such as a homogeneous sphere in vacuum,
calculating analytically their wave numbers kn and the
wave functions En(r). The basis system must be chosen
in such a way that the new system is included in its vol-
ume. Then we calculate the matrix elements Eq. (39) of
the difference in the permittivity ∆εˆ(r) between the new
and the basis systems. Then we solve the generalized
matrix eigenvalue problem Eq. (41) of the RSE, finding
the wave numbers κν of the new RSs, and the expan-
sion coefficients Cnν , which we normalize according to
Eq. (43). Finally, we use the normalized coefficients Cnν
in the expansion Eq. (32), along with the analytic wave
functions En(r), and then substitute the wave functions
Eν(r) found in this way into the ML expansion Eq. (30)
of the GF.
VI. RESULTS
The link Eq. (26) between the S-matrix and the GF,
and the ML expansion Eq. (30) of the GF, in combination
with the RSE using a spherically symmetric system as
basis, provides a rigorous method of calculating the S-
matrix of an arbitrary 3D open optical system.
To demonstrate the validity and convergence of this
new method, we consider a system which has an exact
solution, i.e. a spherically symmetric system. In par-
ticular, in all illustrations below we take a homogeneous
dielectric sphere with  = 4 in vacuum as basis system
and a sphere with equal radius and ε = 9 as new system,
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FIG. 2: a) Complex reflection coefficient Slmplmp(k) for TE po-
larization (p = TE) and l = 3 for a dielectric sphere of ε = 9
in vacuum. Re(S) in black, Im(S) in red. The analytical re-
sult (solid line) is compared with the ML expansion using the
exact RSs for ε = 9 (dashed line) and with the RSE calcu-
lation using a basis sphere of  = 4 (dash-dotted line), both
calculated for a RS basis size of N = 65, and a refined RSE
calculation including a first order correction of the RS fields
(dotted line). The RS wavenumbers kn are given as crosses.
b) Absolute error |S − S(exact)| of the ML (black solid line),
the RSE (green solid line), and the refined RSE results (blue
line). Results for basis sizes N = 65 and 1025 as labeled.
The dotted lines show asymptotic power-law dependencies as
labeled.
for which we calculate, the non-zero diagonal S-matrix
components Slmplmp(k) as well as the resulting partial and
the total scattering cross-sections. As finite basis, we use
all RSs with |kn| < kmax, with a suitably chosen cut-off
kmax. The results of this method are called “RSE” re-
sults. We compare these with the exact analytic solution
S
(exact)
lmp (k) provided in Appendix I and the cross-sections
following from it, which is known as Mie theory [32].
In addition to this, we use the exact analytic eigen-
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FIG. 3: As Fig. 2, but for l = 6. The inset in b) is a zoom
around the fundamental WG RS.
modes E(exact)ν of the new system in the ML expansion
Eq. (30), to calculate the corresponding S-matrix com-
ponents and the scattering cross-sections. The results of
this method are called below “ML” results. Technically,
this method is equivalent to using a dielectric sphere with
permittivity  = 9 as basis structure in the RSE.
A. Reflection coefficients
The complex reflection coefficient Slmplmp(k) for TE po-
larization (p = TE) and l = 3 is given in Fig. 1. The an-
alytical solution S
(exact)
lmp (k) (see Appendix I) is compared
with the RSE result Slmplmp(k) and with the ML results,
both calculated for a RS basis size of N = 65. Note that
in the case of spherical symmetry, Slmplmp(k) does not de-
pend on m, as can be seen explicitly from Eq. (26), in
which the diagonal GF Glmplmp(R,R; k) is independent of
m, as it satisfies Eq. (12) with the operator Lˆlmlm(r; k) be-
8ing independent of m, see Eq. (8). Equally, the analytic
solution is also independent of m.
We can observe the typical rotation in complex
space across the resonances which get broader in kR
with increasing kR as they change from whispering
gallery (WG) to Fabry-Pe´rot (FP) character, which
can be traced in the increasing imaginary part of
the RS wavenumbers kn shown in Fig. 2a. Since the
sphere is non-absorbing, the analytical reflection coef-
ficient has unity magnitude, as is clearly visible in the
(Re(S), Im(S)) projection. Both expansions of the GF
are deviating from the analytic result in a similar man-
ner, with the error being dominated by a positive shift in
Im(S). In the RSE results, which are using approximate
RSs, this deviation is a few times larger than in the ML
results which are using the exact RSs instead.
In Fig. 2a the data given in Fig. 1 is shown separated
into real and imaginary parts. Fig. 2b shows the absolute
error |S−S(exact)| of the RSE and ML results for different
basis sizes N . We can observe that the error is scaling
as N−1. Furthermore, the error scales as k for kR  l,
and as k2l+1 for kR  l. The former is consistent with
the above mentioned N−1 scaling, since the error scales
as k/kmax, with kmax ∝ N . The latter is due to the
asymptotic behaviour of the illumination field.
Notably, the error of the ML results does not show any
resonant features, since its error is due to the missing
high-frequency RSs. The error of the RSE calculation
instead shows peaks at the resonances, scaling as N−1.
This could be due to either the error in the RS frequencies
κν , or due to the error in the RS fields Eν . However, the
error in κν scales as N−3 [11], which is inconsistent with
the observed scaling. We therefore conclude that the
error is given by the error in the fields Eν , as has been
observed already in the one-dimensional case for which
the scattering problem is simpler to treat [45].
To improve the error of the fields, we have added a
first-order correction of the fields, extending the basis size
from N to N + L and treating the additional L modes
in first perturbation order, as described in Appendix H.
The size of the basis is chosen such that L ≈ N2. Us-
ing this correction, the error due to the fields becomes
insignificant, and the remaining error is dominated by
the missing high-frequency RSs, both in the RSE and
the ML results. Interestingly, the error of these “refined”
RSE results can be even lower than the ML results, as
is specifically evident for N = 1025. This indicates that
the remaining error in the RSs can partially compensate
the contribution of the missing RSs.
Moving to l = 6, shown in Fig. 3, we find a behavior
consistent with the previous discussion. The high angu-
lar momentum supports sharper WG RSs, such as the
first two modes, at kR ∼ 3.1 and kR ∼ 4.3 (Q-factors
are about 4500 and 340, respectively). For the sharp
WG RSs, we find that the error in the RS wave number
is relevant for N = 64, as can be seen in the inset of
Fig. 3b. We note that the error of the wave numbers can
be improved by 1-2 orders of magnitude by extrapolation
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FIG. 4: As Fig. 2, but for TM polarization (p = TM).
[45].
Switching to TM modes, we show the corresponding
results in Fig. 4 for l = 3 and in Fig. 5 for l = 6. The
behavior is similar to the TE polarization. However,
the asymptotics of the error for kR  l is now k2l+3,
again due to the scaling of the illumination field. The
somewhat different behavior of TE and TM fields around
kR ∼ l can be understood considering the Fresnel reflec-
tion at the sphere surface – while TE fields correspond
to s-polarized light and therefore show a monotonous in-
crease of Fresnel reflection with incident angle, the TM
fields correspond to p-polarization and exhibit a reduced
reflection around Brewster’s angle. The linewidths of the
TM RSs in this region, which occurs around kR = l, are
therefore much larger than for the TE RSs, as can be
seen in the data.
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FIG. 5: As Fig. 3, but for TM polarization.(p = TM)
B. Partial scattering cross-sections
The scattering cross-section σsca can be determined
from the S-matrix as detailed in Appendix G. The to-
tal cross-section is a sum over all partial contributions
σscal from each angular momentum l. For a spherically
symmetric system, each partial cross-section σscal can be
found using the spectral representation of the GF, as a
sum over the RSs for the given l. Also, the analytic form
of σscal for a dielectric sphere in vacuum is known [32], see
Appendix I. The corresponding σscal for p = TE, l = 3
and N = 33 is given in Fig. 6a. The typical spectral
structure consisting of sharp WG RSs, which are getting
broader with increasing kR, is visible. The results for
both GF expansions (ML and RSE refined) show a sim-
ilar error, which is given in Fig. 6b, and compared with
a larger basis size N = 1025. To investigate the conver-
gence, we show in the inset of Fig. 6a the error averaged
over the displayed range of kR, for increasing basis size
N . We find an error scaling as N−1, the same as for the
reflection coefficients. Notably, while the scaling is well
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FIG. 6: a) Partial scattering cross-section σscal (k) for TE po-
larization and l = 3 for a dielectric sphere of ε = 9 in vac-
uum. The analytical result (black) is compared with the ML
expansion for a basis size of N = 33, using the exact RSs for
ε = 9 (red line), and the RSs determined by the RSE with
refinement, using as basis a sphere with  = 4 (blue line). b)
Absolute error |σscal (k)− σsca(exact)l (k)| for ML (red line) and
RSE calculation (blue line). Results for a basis size N = 33
are given as thick lines, and for N = 1025 as thin lines. Inset
in a): absolute error averaged over the range of 0 6 kR 6 10,
as function of the basis size N . The dotted line gives N−1.
defined for the ML calculation, the refined RSE results
are showing some fluctuations. This indicates that the
first-order correction of the fields, while generally suffi-
cient for an error limited by the cut-off of the expan-
sion, contains additional influences, consistent with the
discussion concerning the reflection coefficients. A simi-
lar qualitative behaviour is found for the TM modes, as
shown in Fig. 7.
Moving to TE, l = 6, shown in Fig. 8, the first WG RS
has a rather narrow linewidth, which is smaller than the
error in the RS wave numbers for N = 32. This leads
to a large error close to this resonance. We note that
generally, the linewidth of the fundamental WG RS de-
creases exponentially with increasing l, so it quickly be-
comes less than the RS wave number error, which in turn
scales as a power law, namely N−3. In typical realistic
systems, however, the mode linewidth is limited by ab-
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FIG. 7: As Fig. 6 but for TM polarization (p = TM).
sorption and surface roughness, rendering this issue less
relevant for practical applications. Again, similar results
are observed for the TM modes, as shown in Fig. 9.
C. Total scattering cross-section
Summing over all partial scattering cross-sections for
l 6 20, for a given N used for each l, we arrive at the
total scattering cross-section presented in Fig. 10. The
spectrum shows a large number of peaks, having an ex-
ponentially decreasing minimum width with increasing
kR, as discussed above. For kR  1, twice the geomet-
rical cross-section is approached, as expected consider-
ing diffraction, which is known as the extinction para-
dox [32]. In the limit kR 1, the well-known scaling in
the Rayleigh scattering regime σsca ∝ R6 is seen.
The error averaged over the displayed range of kR is
given in the inset versus N . We find again an error scal-
ing as N−1, both for the exact RSs and the ones calcu-
lated via the RSE, using the refinement. Notably, the
remaining error is due to the missing high frequency RSs
in the GF expansion. It is conceivable that one can ap-
proximate the contribution of these RSs using the high-
frequency behaviour of the GF. This will be of relevance
for applications of the RSE to scattering and absorption
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FIG. 8: As Fig. 6 but for l = 6, and basis sizes N = 32 and
N = 1024 as labelled.
of non-spherical objects, which do not allow using sym-
metry to factorize the problem and require all RSs within
k < kmax to be taken into account in the RSE.
We can thus see that the RSE is well suited to de-
termine RSs for scattering calculations, providing errors
comparable to those coming from using the exact RSs.
The observed N−1 convergence of σsca leads to errors in
the 1% range for about N = 100 RSs in the spherically
symmetric case treated in the example shown.
VII. SUMMARY AND CONCLUSIONS
In summary, we have presented and verified an exact
method to determine the scattering matrix of a finite
three-dimensional system using its resonant states. This
was achieved by expressing incoming and outgoing waves
in the basis of vector spherical harmonics, expanding the
Green’s function into resonant states, and determining
the resonant states using the resonant-state expansion
with a spherically symmetric basis. The accuracy of the
method is limited only by the basis size used, which is
determined by the wave-number cut-off. We have demon-
strated the convergence of the calculation of the scatter-
ing matrix and the scattering cross-section with an error
scaling as the inverse basis size. It is conceivable that
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FIG. 9: As Fig. 8 but for TM polarization (p = TM).
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FIG. 10: Total scattering cross-section σsca(k) for a dielectric
sphere of ε = 9 in vacuum. The analytical result using using
Mie theory [32] (black), is compared with ML expansion for a
basis size of N = 64, using the exact RSs for ε = 9 (red line),
and the RSs determined by the RSE with refinement, using
as basis a sphere with  = 4 (blue line). Inset: absolute error
averaged over 0 6 kR 6 10, as function of the basis size N .
The dotted line gives N−1.
this convergence can be improved in future work, e.g. by
introducing approximate treatments of the states with
frequencies above the cut-off, which are not included in
the basis.
The presented method establishes a new paradigm,
based on the resonant-state expansion, for calculating the
response of finite three-dimensional open optical systems,
which might have significant practical applications in the
future.
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Appendix A: VSH representation of vectors, tensors
and operators
We define VSHs according to Eqs. (1)-(3), in which
Ylm(Ω) =
√
2l + 1
2
(l − |m|)!
(l + |m|)!P
|m|
l (cos θ)χm(ϕ) , (A1)
are the real spherical harmonics, Pml (x) are the asso-
ciated Legendre polynomials, l (l = 1, 2, ...) and m
(−l 6 m 6 l) are the spherical quantum numbers, and
the azimuthal functions are defined as
χm(ϕ) =
 pi
−1/2 sin(mϕ) for m < 0
(2pi)−1/2 for m = 0
pi−1/2 cos(mϕ) for m > 0 ,
(A2)
i.e. in the same way as in [11].
The VSHs constitute a complete set of vector func-
tions on a unit sphere. Therefore any vector field can be
expanded into VSHs, as given by Eq. (5), in which the
radially dependent expansion coefficients are
[Elm(r)]i =
∫
Yilm(Ω) ·E(r)dΩ . (A3)
Equations (5) and (A3) determine the mapping of a vec-
tor field E(r) in real space into a vector field Elm(r) in
the space of VSHs. Similarly, a tensor εˆ(r) in real space
is mapped into a tensor εˆl
′m′
lm (r) in VSH space,
[εˆl
′m′
lm (r)]ij =
∫
Yilm(Ω) · εˆ(r)Yjl′m′(Ω)dΩ , (A4)
and a dyadic GF Gˆ(r, r′; k) into Gˆl
′m′
lm (r, r
′; k) given by
[Gˆl
′m′
lm (r, r
′; k)]ij =∫ ∫
Yilm(Ω) · Gˆ(r, r′; k)Yjl′m′(Ω′)dΩdΩ′ . (A5)
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To transform the operator Lˆ(r) in Eq. (9) to Lˆl′m′lm (r) in
Eq. (10), we first consider the curl operator. To find its
mapping onto the VSH space, we note that it is diagonal
in l and m. Indeed,
r∇×Y1lm(Ω) = −Y2lm(Ω)− αlY3lm(Ω)
r∇×Y2lm(Ω) = Y1lm(Ω) (A6)
r∇×Y3lm(Ω) = −αlY1lm(Ω) ,
where αl =
√
l(l + 1), and also
r×Y1lm(Ω) = −rY2lm(Ω)
r×Y2lm(Ω) = rY1lm(Ω) (A7)
r×Y3lm(Ω) = 0 ,
showing that the operators ∇× and r× when acting on
the VSHs, do not alter their angular quantum numbers.
Now, taking the VSH expansion of an arbitrary vector
function f(r) with fixed l and m,
f(r) =
∑
i
fi(r)Yilm(Ω) , (A8)
and using the fact that
∇×fi(r)Yilm(Ω) = fi(r)∇×Yilm(Ω)+f
′
i(r)
r
r×Yilm(Ω) ,
(A9)
where the prime indicates the differentiation with respect
to r, we find
∇× f(r) =
∑
i
gi(r)Yilm(Ω) , (A10)
with
g1 =
1
r
(rf2)
′ − αl
r
f3 , g2 = −1
r
(rf1)
′, g3 = −αl
r
f1 .
(A11)
Applying the curl operator again, we find the mapping
of the double curl operator ∇ × ∇× → Lˆl(r), which is
given by
∇×∇× fi(r)Yilm(Ω) =
∑
j
[Lˆl(r)]ijfj(r)Yjlm(Ω) .
(A12)
The matrix Lˆl(r) is found by using Eq. (A11) twice, yield-
ing
Lˆl(r) =

−1
r
d2
dr2
r +
α2l
r2
0 0
0 −1
r
d2
dr2
r
αl
r
d
dr
0 −αl
r2
d
dr
r
α2l
r2
 , (A13)
and is shown in Eq. (8) resubstituting αl.
Appendix B: Solutions of the wave equation in free
space
In empty space, the operator Lˆl′m′lm (r) in the wave equa-
tion (10) becomes
Lˆl′m′lm (r) =
[
−Lˆl(r) + k2
]
δll′δmm′ , (B1)
and thus Eq. (10) reduces to
−Lˆl(r)E(r) + k2E(r) = 0 , (B2)
where E(r) is the electric field in VSH space, having com-
ponents Ei(r) = [E(r)]i (i = 1 , 2 , 3), with indices l and
m omitted for brevity. Due to the block-diagonal form of
the Lˆl(r) (see Eq. (A13)), the wave equation (B2) splits
into TE and TM polarizations.
The TE polarization is given by a single scalar differ-
ential equation
d2
dr2
rE1 − α
2
l
r
E1 + k
2rE1 = 0 , (B3)
which is a spherical Bessel equation for E1, having solu-
tions in a form of spherical Hankel functions,
E1(r) = h˜ld(r, k) , (B4)
here normalized in such a way that E1(R) = 1, see
Eq. (20) for the definition of h˜ld. The resulting full elec-
tric field in the TE polarization is then given by Eq. (18).
The TM polarization is described by a pair of coupled
differential equations following from Eq. (B2):
d2
dr2
rE2 − αl d
dr
E3 + k
2rE2 = 0 . (B5)
d
dr
rE2 − αlE3 + k
2r2
αl
E3 = 0 . (B6)
Excluding E2, we again obtain a spherical Bessel equa-
tion,
d2
dr2
r2E3 − α
2
l
r
E3 + k
2r2E3 = 0 , (B7)
this time for rE3. Choosing the normalization of the field
in such a way that E2(R) = 1 (see below), we obtain
rE3(r) = Rαlγldh˜ld(r, k) (B8)
where γld is defined in Eq. (21). Finally, combining
Eq. (B5) and Eq. (B6), we find
E2(r) =
1
αlr
d
dr
r2E3(r) =
R
r
ξ˜ld(r, k) (B9)
where ξ˜ld is given by Eq. (20), which provides the normal-
ization E2(R) = 1 used above. Together with Eq. (B8),
this yields the full electric field in the TM polarization
given by Eq. (19).
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Note that, according to the chosen normalization, the
VSH fields of the TE and TM spherical waves on the
surface of the sphere r = R are given by
Edl,TE(R, k) =
 10
0
 , Edl,TM(R, k) =
 01
αlγld(k)
 ,
(B10)
in agreement with Eq. (22)
Appendix C: Link between the S-matrix and the
Green’s function: An alternative derivation of
Eq. (26)
Owing to the linearity of Eq. (9), the electric field for an
arbitrary excitation of the system is a linear combination
of spherical waves. For a single incoming spherical wave
with given spherical quantum numbers l′ and m′ and po-
larization p′, where either p′ = TE or p′ = TM, we have
the incoming amplitudes Ainlmp = δll′δmm′δpp′ in Eq. (23).
Using this excitation condition and the S-matrix defined
by Eq. (24), we obtain the full electric field in the VSH
representation,
Elm(r) = δll′δmm′E
in
lp′(r, k) +
∑
p
Sl
′m′p′
lmp (k)E
out
lp (r, k) ,
(C1)
which is valid for r > R. At the same time, for r 6
R, i.e. inside the basis sphere containing the system,
the electric field Elm(r) can be determined via the RSE
using the GF and a suitable excitation source. The GF
is expressed as the ML expansion into the RSs of the
new system, which are in turn found from the RSs of the
basis system, applying the RSE, see Sec. V. Since the GF
satisfies the wave equation with a δ-source term Eq. (12),
it is necessary to represent the effect of the incoming
spherical wave on the region r 6 R by a spherical δ-
source term at r = R. The electric field Elm(r) for r 6 R
then becomes the solution of the inhomogeneous Maxwell
wave equation∑
l′′m′′
Lˆl′′m′′lm (r; k)El′′m′′(r) = σl′p′
δ(r −R)
R2
δll′δmm′
(C2)
with the source vectors σlp given by
σlp = σlpep , eTE =
 10
0
 , eTM =
 01
0
 , (C3)
as derived in Appendix D. Here, σlp are defined by
Eqs. (27)-(28). Solving Eq. (C2) with the help of the GF
satisfying Eq. (12), we find
Elm(r) = Gˆl
′m′
lm (r,R; k)σl′p′ . (C4)
Finally, we equate the two forms of the electric field,
Eq. (C1) and Eq. (C4), at the point r = R. Strictly
speaking, we equate only their tangent components, in
accordance with Maxwell’s boundary conditions, which
is equivalent to equating their projections onto the po-
larization vectors ep:
δll′δmm′ep ·Einlp′(R, k) +
∑
p
Sl
′m′p′
lmp (k)ep ·Eoutlp (R, k)
= σl′p′ep · Gˆl
′m′
lm (R,R; k)ep′ . (C5)
Introducing projections of the GF onto TE and TM po-
larizations,
Gl′m′p′lmp (k) = ep · Gˆ
l′m′
lm (R,R; k)ep′ , (C6)
and using the explicit form Eq. (B10) of the electric field
components at r = R, we arrive at Eq. (26) which pro-
vides the link between the GF and the S-matrix.
We note that the established link between the GF and
the S-matrix actually allows us to find, via Eq. (C1), the
full electromagnetic field outside the basis sphere, from
just knowing the GF on the sphere boundary. This in-
cludes both near and far fields. Inside the sphere, the
field can be found from Eq. (C4) using the GF inside the
sphere. Therefore, this approach allows us to determine
the electromagnetic field due to a spherical wave excita-
tion of the system at all points of space.
Appendix D: Derivation of the delta source terms
replacing incoming spherical waves
In order to determine the source terms σlp in Eq. (C2),
rigorously representing the effect of the incoming spher-
ical wave on the interior region of the sphere r 6 R,
we consider these sources in free space and require that
the electric field inside the sphere r 6 R is the same as
that produced by an incoming wave in vacuum, which is
given by Eq. (18) or (19), with d = in. This electric field
is therefore the solution of the wave equation
−Lˆl(r)E(r) + k2E(r) = σ
R2
δ(R− r) , (D1)
in which we omitted, for brevity, the indices l and p.
Below we solve this equation for both TE and TM po-
larizations, finding the source σ from the known field
E(r) inside the sphere. As in Appendix B, we deal here
explicitly with the three components of the vectors of
the electric field and the source in VSH space, which are
given by Ei(r) = [E(r)]i and σi = [σ]i, respectively, with
i = 1 , 2 , 3.
For a TE-polarized wave, having only the component
E1, we obtain σ2 = σ3 = 0 and from Eq. (D1)
1
r
d2
dr2
rE1 − α
2
l
r2
E1 + k
2E1 =
σ1
R2
δ(R− r) , (D2)
which, according to Eq. (18), should have the following
solution:
E1(r) =
{
h˜l,in(r, k) r 6 R
h˜l,out(r, k) r > R ,
(D3)
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continuous at r = R and representing an incoming wave
inside and an outgoing wave outside the sphere. Here,
the functions h˜ld(r, k) are defined in Eq. (20). The dis-
continuity of the derivative of E1 at r = R determines
the source term imitating the incoming wave. This can
be found by integrating Eq. (D2), which leads to
dE1
dr
∣∣∣∣R+0+
R−0+
=
σ1
R2
, (D4)
where 0+ is a positive infinitesimal. From this we find
σ1 = R
2[h˜′l,out(R, k)− h˜′l,in(R, k)]
= R[γ−1l,out − γ−1l,in] = σl,TE , (D5)
using Rh˜′ld(R, k) = γ
−1
ld − 1 and h˜′ld(r, k) ≡ ddr h˜ld(r, k).
Clearly, Eq. (D5) defining σl,TE coincides with Eq. (27).
A TM-polarized wave has two non-vanishing compo-
nents of the field, E2 and E3. Therefore, in this polar-
ization, σ1 = 0, and the other two components of the
source, σ2 and σ3, are found from Eq. (D1), which in this
case reduces to the following pair of coupled equations:
1
r
d2
dr2
rE2 − αl
r
d
dr
E3 + k
2E2 =
σ2
R2
δ(R− r) , (D6)
αl
r2
d
dr
rE2 − α
2
l
r2
E3 + k
2E3 =
σ3
R2
δ(R− r) . (D7)
Its solution should be a TM wave in vacuum, which, ac-
cording to Eq. (19), is given by
r
R
E2(r) =
{
ξ˜l,in(r, k) r 6 R
ξ˜l,out(r, k) r > R
(D8)
and
r
Rαl
E3(r) =
{
γl,inh˜l,in(r, k) r 6 R
γl,outh˜l,out(r, k) r > R ,
(D9)
where the functions ξ˜ld(r, k) are defined in Eq. (20) and
the coefficients γld are given by Eq. (21). Again, the ob-
tained solution describes an incoming wave inside the
sphere and an outgoing wave outside it. Note that the
component E2 is continuous, but E3 is not, as it corre-
sponds to the part of the electric field which is normal
to the sphere surface where the delta-like source with a
virtual electric currents is placed. Using the continuity
of E2 and integrating Eqs.(D6) and (D7), results in
1
R
(
d
dr
rE2 − αlE3
)∣∣∣∣R+0+
R−0+
=
σ2
R2
(D10)
and σ3 = 0 , respectively. Equation (D10) can be further
simplified, using Eqs. (B6) and (D9) and the fact that
h˜l,in(R, k) = h˜l,out(R, k) = 1. Then we obtain
σ2 =
k2R3
αl
E3
∣∣R+0+
R−0+ = k
2R3(γl,in − γl,out) = σl,TM ,
(D11)
which is the same as Eq. (28).
Equations (D5) and (D11) thus determine the non-
vanishing components of the source terms at r = R which
exactly produce the incoming spherical waves in TE and
TM polarization, respectively, normalized according to
Eq. (B10). This result is presented in a compact form by
Eq. (C3).
Appendix E: Expansion of a plane wave into vector
spherical harmonics
Consider a linearly polarized plane wave propagating
in free space in z direction. In spherical coordinates, the
electric field of a plane wave polarized in x and y direction
is given by
Ex(r) = [cosϕ(sin θer + cos θeθ)− sinϕeϕ] eikr cos θ ,
(E1)
Ey(r) = [sinϕ(sin θer + cos θeθ) + cosϕeϕ] e
ikr cos θ ,
(E2)
respectively, where er, eθ, and eϕ are the unit vectors in
spherical coordinates. The corresponding fields Exlm(r)
and Eylm(r) in the VSH basis can be found using the
general definition Eq. (A3), the well-known expansion of
a scalar plane wave into scalar spherical harmonics [15],
eikr cos θ =
∞∑
l=0
il
√
4pi(2l + 1)jl(kr)Yl0(Ω) , (E3)
and the following explicit form of the VSHs:
Y1lm(Ω) =
1
αl
(
− m
sin θ
Yl,−meθ +
∂Ylm
∂θ
eϕ
)
, (E4)
Y2lm(Ω) =
1
αl
(
∂Ylm
∂θ
eθ +
m
sin θ
Yl,−meϕ
)
, (E5)
Y3lm(Ω) = Ylmer , (E6)
where αl =
√
l(l + 1). In particular, we calculate all
three components of the field in each polarization one by
one. Consider [Exlm(r)]1 for illustration:
[Exlm(r)]1 =
∫
Y1lm(Ω) ·Ex(r)dΩ
=
1
αl
∞∑
l′=0
il
′√
4pi(2l′ + 1)jl′(kr)Jml′l , (E7)
where
Jml′l =
∫
Yl′0
(
−m cosϕcos θ
sin θ
Yl,−m − sinϕ∂Ylm
∂θ
)
dΩ
= δm,−1
√
2l′ + 1
2
√
2l + 1
2αl
Il′l (E8)
and
Il′l =
∫ pi
0
P 0l′(cos θ)
[
cos θ
sin θ
P 1l (cos θ) +
∂P 1l (cos θ)
∂θ
]
sin θdθ
= − 2α
2
l
2l + 1
δll′ . (E9)
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In calculating the last integral, we have used the orthog-
onality of Legendre polynomials Pml (cos θ) and recursive
relations involving their derivatives. Repeating this ex-
ercise for the other components, we obtain:
Ex,ylm (r) = −δm,∓1ηl
 jl(kr)0
0
± δm,±1 ηl
kr
 0ζ ′l(kr)
αljl(kr)

(E10)
with
ηl = i
l
√
2pi(2l + 1) (E11)
and ζl(x) = xjl(x). The upper (lower) sign in Eq. (E10)
corresponds to the x (y) polarization of the plane wave.
Now, we note that the two vector functions which ap-
pear in Eq. (E10) can be obtained by combining the in-
coming and outgoing spherical wave in free space, which
are given by Eqs. (18) and (19), respectively, for the TE
and TM polarizations. Being represented by the Hankel
functions of the first and second kind, these solutions are
divergent at the origin but their combination leading to
the spherical Bessel functions are regular at r = 0, as it
should be for the plane wave. These unique combinations
have the following form:
∑
d=in,out
βdl,TEE
d
l,TE(r, k) =
 jl(kr)0
0
 , (E12)
∑
d=in,out
βdl,TME
d
l,TM(r, k) =
1
kr
 0ζ ′l(kr)
αljl(kr)
 ,(E13)
for TE and TM polarizations, respectively, with
βdl,TE =
1
2
hdl (kR) , β
d
l,TM =
1
2
1
kR
ξ′ld(kR) , (E14)
ξld(x) = xh
d
l (x), and the fields E
d
lp(r) defined by
Eqs. (18) and (19). This allows us to apply the expansion
Eq. (23) to a polarized plane wave. Denoting the expan-
sion coefficients Adlmp in the case of a plane wave as B
dj
lmp,
where j = x, y, we obtain from Eq. (23)
Ejlm(r) =
∑
pd
BdjlmpE
d
lp(r, k) . (E15)
Comparing Eq. (E15) with Eq. (E10) and using
Eqs. (E12)-(E14), we arrive at
Bdjlmp = τ
j
mpηlβ
d
lp , (E16)
where
τxm,TE = −δm,−1 , τxm,TM = iδm,+1 , (E17)
τym,TE = −δm,+1 , τym,TM = −iδm,−1 , (E18)
and ηl and β
d
lp are given by Eqs. (E11) and (E14), respec-
tively.
Appendix F: Derivation of the equivalent surface
current
Applying the Helmholtz operator to the electric field
Elm(r)Θ(r−R) of the first part of the system introduced
in Sec. III, using the explicit expression for the double
curl operator Eq. (8), and noting that Elm(r) is a solution
of Eq. (10) in the region |r| > R, we obtain∑
l′m′
Lˆl′m′lm (r; k)El′m′(r)Θ(r −R)
= (k2 − Lˆl)Elm(r)Θ(r −R)
= Θ(r −R)(k2 − Lˆl)Elm(r)
+Jlm
δ(r −R)
r2
+Qilmδ
′(r −R), (F1)
where
Jlm
R
=
 R[E ′lm(R)]1 + 2[Elm(R)]1R[E ′lm(R)]2 + 2[Elm(R)]2 −√l(l + 1)[Elm(R)]3√
l(l + 1)[Elm(R)]2

(F2)
and
Qlm =
[Elm(R)]1[Elm(R)]2
0
 . (F3)
Qlm vanishes under the condition Eq. (14), and using
Eq. (F1) and Eq. (13) we find that the second part of
the electric field EGlm(r) satisfies equation Eq. (16).
Note that the first and the second components of the
electric field Elm(r) are continuous functions of the co-
ordinate r at the surface r = R. Indeed, since the first
and the second components of the field Elm(r) are con-
tinuous and vanish at r = R due to Eq. (14), multiplying
them with the Heaviside step function Θ(r − R) retains
their continuity. The first two components of the field
EGlm(r) are continuous as well, since otherwise their sec-
ond derivatives (see the explicit form Eq. (8) of the oper-
ator Lˆl) would result in the derivative of the Dirac delta
function δ′(r), which is not present in the right hand side
of Eq. (16).
Appendix G: Scattering and absorption
cross-sections
The scattering cross-section is defined as the area or-
thogonal to the propagation direction of the plane-wave
excitation transmitting the same power as is scattered by
the system under this excitation. Therefore, we start by
considering an open system illuminated by a plane wave.
The incoming amplitudes Ainplm [see Eqs. (23)-(24)] are
then given by the incoming plane wave expansion coeffi-
cients Eq. (E11) for linear or circular polarization:
Ainlmp = B
in
lmp. (G1)
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In particular, Eq. (E16) in Appendix E gives the explicit
form of the expansion coefficients Bdjlmp for linear polar-
ized plane waves (here j = x or y). The outgoing ampli-
tudes Aoutlmp instead are given by the outgoing plane wave
expansion coefficients Boutlmp plus the plane wave scatter-
ing amplitudes Ascalmp of the system
Aoutlmp = B
out
lmp +A
sca
lmp. (G2)
Using the scattering matrix, which is connecting incom-
ing and outgoing amplitudes, by substituting Eqs. (G1)-
(G2) into Eq. (24), we find the plane wave scattering am-
plitudes as
Ascaplm =
∑
l′m′p′
Sl
′m′p′
lmp B
in
l′m′p′ −Boutlmp. (G3)
To determine the scattering cross-section σsca, we then
calculate the electromagnetic power scattered by the sys-
tem in the far field, normalizing it to the power flux
S0 = c/(8pi) of the incoming plane wave (note that we
use here a unity plane wave field amplitude for brevity,
as the result is independent of this amplitude):
σsca =
1
S0
lim
r→∞ r
2
∫
er · Ssca(r,Ω)dΩ. (G4)
Here, Ssca(r,Ω) is the Pointing vector of the scattered
field
Ssca =
c
8pi
Re [Esca × (Hsca)∗] . (G5)
Using Maxwell’s equations, one can show that the
magnetic field of the spherical electromagnetic waves
Eqs. (18)-(19) is given by
Hdl,TE(r) = ikRγldE
d
l,TM(r), (G6)
Hdl,TM(r) = i(kRγld)
−1Edl,TE(r). (G7)
Both the electric and magnetic fields of the outgoing
spherical electromagnetic waves contain spherical Hankel
functions of the first kind, which for a real argument x
has the asymptotic behaviour
h
(1)
l (x) ≈ (−i)l+1
eix
x
for x l. (G8)
Using this asymptotics in Eqs. (18)-(19) and Eqs. (G6)-
(G7), substituting the electric and magnetic fields
into the Pointing vector Eq. (G5), and the result into
Eq. (G4), we obtain the total scattering cross-section
σsca =
∑
lmp
Γlmp
∣∣Ascalmp∣∣2 , (G9)
where
Γlm,TE =
∣∣∣kh(1)l (kR)∣∣∣−2 , (G10)
Γlm,TM = k
2R2|γl,out|2Γlm,TE . (G11)
In deriving this expression, we have used the fact that all
Y3lm(Ω) are parallel to er [see Eq. (3)], so that their cross
product with any VSH has vanishing projection along er.
Furthermore, using the relation [a× (b× c)] = b(a ·c)−
c(a · b), and the definition of the VSHs Eqs. (1)-(3), we
find ∫
Y2lm(Ω)×Y1l′m′(Ω)dΩ = erδll′δmm′ , (G12)
leading to the simple diagonal expression in Eq. (G9).
The absorption cross-section σabs, which is defined
equivalent to the scattering cross-section, but for the
power absorbed by the system, can be calculated as the
difference between the power flowing inwards and out-
wards, normalized to the power flux density of the plane
wave, yielding
σabs =
∑
lmp
Γlmp
(∣∣Binlmp∣∣2 − ∣∣Aoutlmp∣∣2) , (G13)
which is derived similar to Eq. (G9).
Appendix H: First-order treatment of basis
extension
Here we show how an extended basis of the RSE can
be taken into account in first order with a reduced nu-
merical complexity. Suppose that in order to find the RS
wave numbers κν of the new system, as well as the ex-
pansion coefficients Cnν of the RS fields, see Eq. (32), we
truncate the infinite matrix eigenvalue problem Eq. (41)
of the RSE, keeping a finite number N + L of RSs in
the basis. Here N is the number of RSs taken into ac-
count exactly and having the wave numbers |kn| < kmax,
while L is the number of additional RSs with higher wave
numbers kmax ≤ |kn| < k′max, giving the basis extension,
which will be taken into account in first order. To di-
cuss the method, we write Eq. (41) in matrix form with
(N + L) dimensional square matrices k and M and an
(N + L) dimensional eigenvector cν
kcν = κνMcν . (H1)
Here, k is a diagonal matrix containing the wave numbers
of the basis RSs sorted in ascending order. We now split
the notation explicitly into the N and L RSs, so that
the matrices k and M split into four sub-matrices, with
N -dimensional square top-left sub-matrices k0 and M00,
and the vector cν splits into two sub-vectors, with an
N -dimensional top sub-vector c0ν . The matrix equation
(H1) accordingly reads(
k0 0
0 k1
)(
c0ν
c1ν
)
= κν
(
M00 M01
M10 M11
)(
c0ν
c1ν
)
, (H2)
where M00 and M11 are symmetric matrices, and M01
is the transpose of M10. Neglecting the L RSs, Eq. (H2)
reduces to the N ×N matrix equation
k0c0ν = κνM00c0ν . (H3)
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Its solution is the RSE result presented in Sec. VI. Since
the time required for solving an eigenvalue problem
scales with the third power of its size, the computational
complexity of Eq. (H3) is (1 + L/N)3 times lower than
Eq. (H2).
We now find the lowest-order approximation for the
eigenvector component c1ν for the given state ν. This
correction to the RS fields is proportional to the pertur-
bation matrix M10. Indeed, neglecting all off-diagonal
elements of M11, we obtain from Eq. (H2)
(k1 − κνD11) c1ν = κνM10c0ν , (H4)
where D11 is the diagonal part of M11, and c0ν and κν
are the solutions of Eq. (H3). The computational com-
plexity of Eq. (H4) is of order LN2, with a prefactor
which we found to be about 10 times lower than the
matrix diagonalization used for solving Eq. (H3). The
first-order treatment thus allows us, for the same com-
pute time, to extend the basis about 10-fold, which, if
used directly in Eq. (H3), would require a 1000-fold in-
creased compute time.
In the refined RSE, we include in the expansion of the
RS fields Eν given by Eq. (32) the components of the sec-
ond part of the basis RSs, with the expansion coefficients
c1ν given by Eq. (H4).
We now evaluate the lowest-order correction −δκν
to the eigenvalues κν of the first subgroup, given by
Eq. (H3), due to the basis extension and the coefficients
c1ν determined in first order via Eq. (H4). We find
from Eq. (H2)
k0c0ν = (κν − δκν)(M00c0ν +M01c1ν) , (H5)
and using Eq. (H3) obtain
δκνM00c0ν = κM01c1ν , (H6)
where we have neglected the higher-order term
δκνM01c1ν . Finally, taking the dot product of the
above equation with c0ν , and using the normalization
c0ν · M00c0ν = 1 given by Eq. (43) up to first order
in M01, we arrive at the second-order correction to the
wave-numbers:
δκν = κν(c1ν ·M10c0ν) , (H7)
where c0ν and c1ν are approximated by Eq. (H3) and
Eq. (H4), respectively. In numerical calculations, we used
this equation only for estimation of the eigenvalues error
due to the following reason. After solving Eq. (H3), one
can find that some wave-number eigenvalues can have
the absolute value of the imaginary part smaller than
the error given by Eq. (H7) or can even have a positive
imaginary part, which is not physical. In our calculation,
the wave numbers κν for such modes are replaced by
Reκν − i|δκν |, where |δκ| is determined by Eq. (H7).
Appendix I: Analytical solution for the scattering
matrix of a dielectric sphere
The elements of the scattering matrix are found by
using Maxwell’s boundary conditions for the analytic so-
lutions Eqs. (18)-(19) on the sphere boundary, leading to
S
(exact)
lm,TE (k) = −
j˜′l(R, k)− h˜′l,in(R, k)
j˜′l(R, k)− h˜′l,out(R, k)
, (I1)
S
(exact)
lm,TM(k) = −
εγ˜l(k)− γl,in(k)
εγ˜l(k)− γl,out(k) , (I2)
where the prime means the first derivative with respect
to the first argument. The functions h˜′ld(r, k) and γld(k)
are defined by Eqs. (20)-(21), and
j˜l(r, k) =
jl(nkr)
jl(nkR)
, γ˜l(k) =
jl(nkR)
ζ ′l(nkR)
. (I3)
Here, jl(x) is the spherical Bessel function and ζl(x) =
xjl(x).
The above equations for the S-matrix yield the scatter-
ing cross-sections of the Mie theory, which can be found
e.g. in [32].
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