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Digital/Analog Video
An investigation into the theory, practice, and
potential uses of digital and analog video combined.
by Tyler Peppel
Submitted to the Department of Architecture in January,
1984, in partial fulfillment of the requirements for
the degree of Master of Science in Visual Studies
Abstract
Video-resolution computer imaging combined with live
action video offers a new range of possibilities to the
visual communicator. Until now, computer graphics has
been used with live action video only as a supporting
element, indicative of the separation between the fields
of computer graphics and video production.
This thesis bridges that separation by combining
digital and analog video into a single visually
coherent image. Video-resolution computer graphics
are integrated technically and visually with live
action to create a hybrid of the two: Digital/Analog
video.
To accomplish this integration, software was written to
manipulate digital video images and create highly
articulated key mattes, as well as to control analog
video equipment. These tools were used to
produce videotapes that served as an investigation
into their technical and expressive possibilities
and the new potential they suggest for visual
communication.
Thesis Supervisor: Muriel Cooper
Title: Asssociate Professor of Visual Studies
Table of Contents
Page
2 0.2 Abstract
4 0.3 Preface
7 0.4 Acknowledgements
8 1.0 Introduction
-project description
-what was undertaken and why
11 1.1 Existing analog and digital video imaging
tools
20 1.2 How these tools are integrated: an approach to
technical considerations specific to that
integration
22 1.3 A digital/analog video production studio: How
the integrated tools function together as a
production environment.
34 1.4 A Software Package for Digital / Analog Video
47 1.5 Production Processes: How three digital/analog
videotapes were made
71 1.6 Conclusion: results of the work, suggestions for
further research
76 2.0 Introduction to Part Two
78 2.2 Design for digital / analog video
97 2.3 A Studio of the Future and what might happen
there
105 2.4 Further Extensions
110 2.5 Conclusion to Part Two
113 3.2 Bibliography
116 3.3 Appendix A: Digital Video at ABC Television
3
0.3 Preface
"Two old Chinese sages have ceased all activity and
proselytism, and speak as little as necessary between
themselves. They go down to the river bank every morning
to catch a fish for their dinner. Sitting one morning
alongside one another, silently holding their lines, one
feels a tug on his and begins to gently pull in his line,
evidently a large catch, with the other watching.
Presently a beautiful girl's head appears above the water,
expressing fright, but she is hooked and cannot get away.
The fisherman motions reassuringly to her to come nearer,
bends down and lifts her out of the water. A long tail
covered with fish scales terminates the body. Taking the
mermaid on his lap, the sage gently disengages the hook
while she docilely holds on to him. Then he lifts her and
places her back in the water. Meanwhile, the other sage
has been quietly watching the operation; after a minute,
he utters one word: "why?" To which his companion, after
a minute's reflection, replies "how"?"1
How and why could be seen as two parts to a single
question or as two completely unrelated forms of
investigation. In the context of this thesis, the "how"
questions are about machines, the "why" questions about
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visual ideas.
Machines and visual ideas could be titles for the
two main sections of my writing: Part One describes
how things were done, and the technical problems,
tools, and solutions: a hopefully objective account of
the specific facts of a research process.
Part Two describes why Part One might be important.
It touches on more subjective matters and how they come to
bear on a process that requires technical and aesthetic
issues to converge in a way that makes them inseparable
elements of a single endeavor. How smoothly they converge
is only one aspect of our complex relationship
with machines. Part Two is about that relationship.
In doing this work, I had several roles: Technician,
(How does it work? How could it be made to work better?)
Designer, (What will it look like? How will others see it?)
Artist, (What can be expressed or proposed with it?),
and Seer, (What will it be in the future?). The subject is
new, and consequently lacks a specific history. General
histories on visual communication have already been written,
so I tried to keep the writing current. References to
video/graphic design are quite rare, worthwhile ones
are rarer still. It is a sad commentary that so little
literature exists on the visual design of our most
powerful medium of communication. As television becomes
more of an information source and less of an entertainer,
good design becomes even more essential. Computers hold
5
the promise of an ever more wide-ranging and articulate
video image. With informed producers, artists, and
designers, that promise may come true.
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1.0 Introduction
Every media technology has been touched by the computer,
and we are now seeing only the the first results of the
use of computers as tools of visual communication.
Design, production, and distribution of media
communication in radio, television, and publishing has
been transformed by computer technology and will
change even more in the future. Not only have
computers served the needs of existing media, they are
rapidly becoming a communications medium in their own
right.
The pervasiveness and potential compatibility of digital
information has begun to blur distinctions between media
that once needed their own individual and incompatible
technologies.
Digital sound, digital pictures and digital pages are all
becoming a unified information source, all processed and
transmitted by computer technology. Only at the final step
of the process do they regain an analog identity as sound,
picture, and page. Until then they are digital information
which is controlled and processed by other digital
information. This has wide-ranging implications for
all aspects of media production, distribution, and
reception.
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This thesis is concerned specifically with
the integration of computers and a single medium:
NTSC video. Its technological base is a computer
graphics system at the Visible Language Workshop at
MIT which has primarily been used as a generator
and processor of still images for a variety of graphic
output purposes. The theoretical base of the thesis
is the belief that computers and video together offer a
new range of possibilities for communication and
expression for the visual communicator.
To achieve this integration, existing equipment was
modified, interfaced, and configured into a
prototype studio configuration described in section 1.3.
The technical focus of the thesis was on two direct
applications of computers to video production:
imaging and device control. Other potential
applications are discussed in section 2.4. Digital
video production software was written as a component
of the prototype studio; this software is described
in section 1.4. Videotapes were produced in the
studio and were submitted as part of this thesis.
Production of these tapes is described in section 1.5.
Coupled with technical problem solving was an
investigation into the implications of this work for
makers of visual communication. Issues of design
for the screen and attendant aesthetic and technical
9
issues are described in section 2.2, along with
an interview with a broadcast designer who uses
computers for video production.
Speculation on a possible digital/analog production
studio of the future occurs in section 2.3, and a
potential relationship between other media and
digital/analog video production is described in
section 2.4.
If the recent past of digital/analog video
production is low-resolution computer graphics
overlaid on analog video, and the present (as
represented by this thesis) is a fuller integration
of the two into a single visually coherent image,
then the future of these tools might be the potential
relationship between intelligent machines (which are
capable of recognizing, creating, and integrating images)
and analog video images and events. If realized, this
potential could offer us greatly more powerful tools to
share ideas and information, as computers take on more of
the labor of production and people are freed to refine and
share their ideas.
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1.1 Existing Analog and Digital Video Imaging Tools
------------------------------------------------------------
The most direct way to approach these tools is to clarify
by examples the distinctions between analog and digital.
There are several analog and digital devices which by now are
familiar to almost everyone. A simple mercury thermometer and
an ordinary slide rule are good examples of analog devices; in
the thermometer, the height of the mercury as measured on
an appropriate scale is proportional - or analogous - to the
temperature of the surroundings; the slide rule is a kind of
analog computer in that the distances between the scribed
lines are made proportional to the logarithms of numbers so
that by adding distances one can in effect multiply numbers.
The ubiquitous electronic pocket calculator and of course
the digital clock are obvious examples of digital devices.
Comparing the slide rule and the pocket calculator, we can
illustrate two of the essential differences bewteen analog
and digital systems. Analog devices operate with continuous
data, which means that over their operating range, any
desired number can be set it or read out. Digital devices,
on the other hand, deal with discreet or stepped data:
whatever the least significant digit is, it can only
change by one whole unit. And this distinction relates
directly to the second essential difference - that of
resolution. Resolution, in the sense used here, provides
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a measure of the smallest possible increment of change in
the variable output of a device. The resolution of any
analog device depends on the exactness of the analogy that
is used, on a factor which relates the magnitude of a
number to the precision of its representation by the
device.
Analog Television
Conventional television is analog television. When a
scene is scanned, the current from the cathode of a
television camera tube increases with the amount of
light - from each spot in the scene - falling on it.
This variable current is used to obtain a signal which
is processed in the studio to obtain a broadcast signal.
The signal that is then radiated from the broadcasting
antenna passes through the atmosphere to a recieving
antenna where it is sensed as a weak "field strength".
In the reciever the process is reversed: and increased
positive signal voltage applied to the control grid of
the picture tube causes an increase in luminance at a
given point on the screen. Thus, in a television camera,
an electronic signal is used as an "analogy" to represent
a pattern of light, while in the reciever, a pattern of
light is generated as an "analogy" to represent an
electronic signal. For color transmissions, red, green,
and blue spot brightnesses are converted to currents in
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the camera and back to tiny colored light spots in the
reciever. The eye of the viewer blends the three colors
of the spots additively to produce a full color picture,
and since the pictures are sent in "frames", persistence
of vision permits the viewer to percieve smooth and
continuous motion - just as with motion pictures.
Digital Television
In digital television systems, the voltage waveform
that is generated by the camera to represent the
brightness of a picture element is measured or "sampled"
millions of times each second. Each sample is then
"quantized": it is assigned the number of the nearest
step that the system can resolve. Two kinds of quantizing
error must be considered here because (1) a sample that
is exactly between two steps can be quantized either way
and (2) all digits beyond the resolvable limit will be
dropped. In electronics, such "quantizers" are called
analog-to-digital (A/D) converters. Many of them have
enough digits - you could say "places" or "significant
figures" - to be able to resolve one part in 256 or
better. Experimental quantizers have been built that
can reolve at least one part in 1024.
On the face of it, sampling and quantizing would
seem to work to our disadvantage. After all, instead of
taking the whole voltage waveform as is done in
conventional television, we take only pieces of it.
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Futhermore, there must inevitably be a quantizing or
rounding off error each time we substitute the nearest
quantizing unit step for an actual measured value.
Nevertheless, if we take our samples accurately and
frequently, and then quantize in small steps to
minimize rounding-off errors, we can use the collected
and quantized samples to recover a waveform
indistinguishable from the original.
Still, why is it better to have this collection of
discreet samples than the whole continuous waveform?
The answer is that quantized samples can be encoded
to make up a new signal that in principal can be
processed, recorded, transmitted and ultimately
converted back into an analog signal for playback -
all with much less likelihood.of errors than the
original signal could ever be. Instead of manipulating
the waveform itself - or some characteristic of it,
we can manipulate information about the waveform,
and this information can be used eventually to
reconstruct the desired waveform.
The problem with digital broadcast television, at
present, can be summed up with one word: bandwidth.
Bandwidth is the differnece between the upper and lower
limits of the frequency band. Because an ordinary
color television signal has a bandwidth of about 4.5
MHz and every individual cycle can be important, we
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must sample approximately 11 million times each second.
Using an eight-bit binary number to describe each sample,
It is obvious that we would need to be able to process
about 88 million bits per second. Consider that
transmitting this quantity of information is
equivalent to sending both the Old and New Testaments
of the Bible more than ten times in the course of
a second.
This extrordinary bandwidth problem is the primary
reason that no one at the present is even considering
broadcasting this data stream, but only using it between
analog camera and the analog transmitter. Still, intense
efforts are being made to circumvent - to any degree
possible and by any means possible - the requirements
for such large bandwidth. The biggest motivating factor
to develop digital television at the moment is to get
digitized signal processing equipment into studios.
With such equipment, special effects, image enhancement
and many other functions could be handled with great ease;
2
it is likely that many could even be automated.
Until the raster-scan display became a feasible way to
observe graphic output from a computer, the relationships
between computer graphics and video were rarely explored.
With the advent of raster scan displays the relationships
became obvious: computer output could now be observed on a
cathode ray tube very much like a standard home television
15
receiver. Hardware became available which could encode the
RGB video signal from the computer into a standard NTSC
compatible video signal, and then back to RGB if necessary.
The concurrent dramatic increase in the imaging
power of computers (although at high cost and low access)
made computer-generated NTSC video images a reality. Systems
were developed to bring together computer generated and
analog video, some of which will be discussed here. The high
cost of hardware and software used in these systems has
inhibited their development and kept the market for them
small and specific. Lower costs will broaden the range of
applications and present new design possibilites for visual
communication, design, and fine art.
Systems now on the market are usually a configuration of:
-a microcomputer with soft and hard disk drives (10mgb) for
image and font storage.
-a frame buffer (usually 512 x 1024)
-a servo controller for computer control of videotape
recorders
-a fixed video camera for digitizing
-a tablet and light pen
-a stardard ascii keyboard
One existing system is the Dubner CBG-2, sold by Dubner
Computer Systems of Fort Lee, New Jersey. The system
sells for around $100,000 and is designed for use by
broadcast networks and large local television stations.
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The CBG-2 was developed in collaboration with the news
department of ABC television and three Dubner systems are
presently in use by ABC to generate news and weather
graphics, logos, and network promotional spots.
The system operator has the option of digitizing a
backround from existing artwork and photographs or starting
with a standard backround format which has been stored in
memory.
Digitized fonts of type can be called when text is
needed and limited animation can be performed by
manipulating color matrices to simulate motion. Programs
are available to draw 3-d curves and to shrink and expand
images. Individual video frames can be grabbbed, written
into the frame buffer and manipulated, then written back out
onto videotape. The system is also capable of the usual
visual effects associated with video switchers such as
wipes, keying, fades, and dissolves. The following article
from Broadcast Engineering magazine describes the use of a
Dubner System at ABC Television in New York.
Two other very similar systems are the ADO system by Ampex
Corporation and the IMAGES system which is marketed by
Computer Graphics Laboratory, a corporation formed by the
New York Institute of Technology to market its computer
graphics systems and software. Both the ADO and IMAGES
systems are more oriented to user creativity than the
Dubner system, and stress the fact that the user can
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paint and draw original pictures, rather than relying on
preexisting backrounds and and digitized fonts. There
seems to be a trade-off between the creative flexibility
of the system and its usefulness; most of the effort that
goes into designing a system seems to be directed toward
user friendliness, but sometimes this happens at the
expense of the creative possibilities. The individual
system components are usually off-the-shelf hardware;
the problem is to configure that hardware into a
responsive and user-friendly package.
User friendliness is heavily stressed selling point for
all of the commercial systems I found information on;
product descriptions boast that the user needs absoulutely no
knowledge of computers to operate the system.
By protecting the user from making "mistakes" the system
often limits its own power: if users do know computers
and programming, on these systems they have no option
to put that knowledge to use. A more serious flaw of
the commercially-available systems is their inevitable
"black box" nature. It is expected that some aspects
of a system would be proprietary, on the other hand, many
systems allow little user input beyond the selection of
canned effects programs. Instead of providing the user
with the tools to build their own visual vocabulary, most
systems systems limit user input to the operation of a
crude paint program and a few stock effects. A
notable exception to this is the Quantel 7000 Paintbox;
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its paint program is flexible and powerful, but its
motion capabilities are limited.
Prototype systems are under development in non-commercial
environments such as the Jet Propulsion Laborotory in
California, and Cornell University in New York. Without
the pressures of the marketplace, application range broadly
from simulation and design visualization (with computer
models in analog environments), to non-destructive testing
and the creation of fine art. The next section describes a
protoype studio system put toether at MIT to explore
capabilties and applications not currently addressed by
commercial video graphics systems.
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1.2 Integrating the Tools
----------------------------------------------------------
Digital and Analog video devices are often designed
without regard to their compatibility. Early frame
buffers generated a video signal meant only to be displayed
on RGB video monitors. The frame buffer used in this
project, a Grinnnel GMR 270, (circa 1978) was not video
compatible in either its timing frequency or video line
rate with RS-170 video specifications. Extensive
modifications were performed by Film/Video section
technician Mark Abbate on the frame buffer sync-interface
card to make the video subcarrier rate externally variable
and to reset the horizontal and vertical drives from an
external sync generator. This modification proved to be
time-consuming and expensive, but was necessary if the video
output was to be processed and recorded with standard NTSC
equipment.
(Grinnell, along with almost all other frame buffer
manufacturers, has since started to manufacture their
equipment with an NTSC RS-170 video output as standard
equipment.)
A Lenco 850 NTSC Encoder was used to encode the RGB
video to NTSC. Its crystal oscillator was removed so it
could be slaved to an external subcarrier frequency at
the same rate as the video coming from the frame buffer.
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An Electrohome NTSC Decoder was purchased and installed
to decode NTSC signals coming from videotape into separate
Red, Green, and Blue channels for digitizing. Switching
was provided to send these signals independently to
the video input of the frame buffer.
A single board computer was purchased and installed as
an interface between the Visible Language Workshop's
Perkin-Elmer 3220 and the Film/Video Section's Ampex
VPR-2B 1" videotape decks. This interface was built
by VLW research associate John Thompson, and although its
initial purpose was to allow single-frame recording for
computer animation, it is also essential for software
scripting of video device activity.
Kate Adams did programming for a software package as her
undergraduate thesis (described in section 1.4) to allow
graphic manipulations to be performed on moving and still
images for digital video production.
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1.3 A Prototype Digital / Analog Video Production Studio
--- ----------------------------------------------------
A prototype production studio was put together through
the cooperation of the Visible Language Workshop,
Film/Video Section, and Educational Video Resources, all
of MIT.
The purpose of the studio was to mix and process a variety
of analog and digital video sources, and to have some of
that mixing and processing under computer control.
Because equipment was borrowed from various departments,
the studio had to be temporary. At the time of this
writing, many of the video and computer resources at MIT
remain isolated; part of the aim of this prototype
studio was to bring these resources together to explore
the technical feasibility and creative potential of an
integrated production environment.
The system diagram shows a basic configuration.
Several different configurations were tried to test a
range of possibilties.
The basic functions of the studio were to:
-mix analog and digital video by keying
-digitize imagery from a live camera input or frames
from a pre-recorded videotape input
-use those digitized frames as "templates" for the
construction of digital graphics and highly articulated
digital video mattes
22
Analog Video
User Station
System Diagram:
Digital/Analog Video Production Studio
--+1 in
out
I In & Out
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Digital Video
-design and produce computer animation that could be
fully integrated with analog video
-orchestrate various input sources and record program
outputs through computer device control of video
tape recorders
-develop and utilize video production software tools in the
production process
-begin to develop and test the concept of "scripting" events
in computer memory as a means of producing videotape
These capabilties can be utilized individually or combined,
and the ease and efficiency with which they can be used
determined the success of a particular configuration.
The studio was intended to be used by one person
in most applications. If a live camera input was needed,
additional people would operate a cameras and any other
remote equipment. Because of spatial limitations,
the video tape recorders were separated from the
computer workstation by a distance of about 100 feet.
Ideally, the decks and graphics station would occupy
the same space.
Along with the equipment normally found in a video
production studio the user interacts with a computer
terminal, program menu monitor, and graphics tablet.
Frame-buffer output is displayed as NTSC encoded
video on an NTSC monitor. The terminal allows the user
to input and run programs which either generate images
in the frame buffer and/or control production equipment.
Programs in this application can become essentially
scripts which are lists of commands to carry out
24
Computer Graphics Design Station
1" Videotape Control Room
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in the frame buffer and/or control production equipment.
Programs in this application can become essentially
scripts which are lists of commands to carry out
operations like pausing a video tape recorder, loading
a stored image into the frame buffer, generating an image
digitally, or digitizing a specified frame on a pre-
recorded videotape. Effects programs can be run from
the menu monitor (for a visual preview) or specified
from inside a script program, once the event time and
duration of the effect have been established. A simple
script program outline might look like this, with one deck,
(deck A) holding pre-recorded source material, and the
other (Deck B) recording the mixed output:
DK A = Source Deck
DK B = Record Deck
SMPTE Code Command
---------------------------------------------------------
A 00:20:00:00 Digitize frame No. 00:31:44:22
B 00:30:00:00 from source deck "A", and hold
it in the frame buffer. Zoom in
to the upper right quarter
of the image
A 00:20:30:00 Roll deck A forward in
B 00:30:00:00 record to frame 00:20:30:00
A 00:20:15:00 Rewind deck A to frame 00:20:15:00
B 00:30:00:00
A 00:20:15:00 Clear the frame buffer
B 00:30:00:00
A 00:20:15:00 Load a graphic overlay from disk
B 00:30:00:00 storage into the frame buffer
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0A 00:20:15:00 Cue the operator to set a key
B 00:30:00:00 level for the graphic overlay and
signal when finished.
A 00:20:30:00 Roll both decks A+B forward from
B 00:30:15:00 their present postitons for
15 seconds with A in play mode
and B in record mode. After 5
seconds, pan the overlay graphic
to the left and off the screen.*
A 00:20:30:00 Rewind deck B to 00:20:00:00
B 00:20:00:00 and ask the operator for a command.
* Digital pan start and stop times and start and stop
positions are specified ahead of time by the operator during
a rehearsal of the effect.
Computer animation can be designed and produced in the
prototype studio using a mixture of device control and image
generation. The configuration shown in illustration 1.3.1
also allows for the design of animation around analog video,
by digitizing keyframes of the analog sequence at
predetermined intervals. The frequency of the keyframe
interval is set by the user according to the degree of
precision needed in integrating the sequence of animation
with the live action, with a higher frequency giving
greater precision. These digitized keyframes can then
be used as templates for the placement of animated
objects and the specification of their paths through
3-dimensional space. Colors can be matched or contrasted
with the digitizing keyframe, since the frame
itself has become a source of digital color information.
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Using a sequence of frames, positions on a motion path can
be checked by keying keyframes of the animation over
corresponding keyframes of the live action sequence.
An animation software package exists at the Visible
Language Workshop which allows the user to specify a variety
of shaded geometric objects and also 3-d shapes that can
be "turned" on an interactive graphic "lathe".
The package was written by Karl Sims and upgraded by
John Thompson. Once specified, objects can be moved through
three-space in assigned increments, or frames. After all
parameters are specified, sequential frames are drawn,
left in the frame buffer for a specified time, then
erased. The process is then repeated for each succesive
frame. This process of drawing, erasing, and re-drawing
happens automatically once everything is specified; unless
the process is interrupted all frames of a sequence are
drawn in the order they will be viewed.
A device controller was built by John Thompson to
control an Ampex VPR-2 1" videotape deck. This deck is
controllable by TTL logic via an RS-232 port normally
intended for communication with a microprocessor-based
edit controller for videotape editing. In the animation
design station, this port is used to contol the videotape
deck with the same software package that is used to draw
the individual frames of animation. The main clock of the
system is the SMPTE time code shown in the sample script
2
above. If command strings are embedded in the frame-drawing
software, the tape deck can be told to record a specified
number of video frames of each complete drawing. In this
way, animation can be recorded automatically once all
criteria are set. For our uses, an average of two video
frames are recorded for each animation drawing, which
means that 15 drawings are displayed for each second of
running time. This is comparable with film animation
where the frame rate is 24 frames per second; two frames
photographed of each drawing and 12 drawings are viewed
in each second of running time. At the animation design
station, a single drawing can be recorded for any
number of video frames, and this rate can be varied
within an animation sequence.
The automated single-frame recording capabilties at work
in the animation design station can also be applied to the
manipulation of live action video. Live-action frames can be
decoded to separate R, G, and B channels and digitized in
sequence, manipulated in the frame buffer, NTSC encoded, and
sent back out to videotape. The manipulation can take many
forms: adding or deleting portions of an image, overlaying
text, color correction, varying the resolution, adding animated
objects, or all of the above. This is a very process-intensive
method of production given the limited resources of the
prototype studio. It is also time-intensive; ideally one
would want to speed up the operation by fully
automating the digitizing and recording processes, and
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automating as much of the manipulation process as possible.
A dedicated system that was immune from the delays associated
with time sharing would also be desirable. Even minimal
processing on each frame becomes intensive when 30 frames
are required for each second of video output. An alternate
method might be to roll the videotape on both source and
record decks continuously but more slowly the normal tape
speed. How much slower would depend the the processing abilties
of the equipment at hand, but it is not hard to imagine that
this method could allow for speeds close to half the normal
tape speed, or one-half hour of processing time for fifteen
minutes of material. Equipment now exists which can digitally
record and display in sequence eight minutes of full
resolution video at normal play speed. With expected future
increases in memory capacity, single-frame processing of this
type will be much less time and equipment intensive, and thus
useful in a much wider range of applications.
Event Scripting
Event scripting, or the organization of video device events
in a software list structure, is a central concept of both
the prototype studio and the production studio of the future
described in section 2.3.
Current video editing systems commonly feature digital
edit memories that allow rehearsal and refinement of a series
of video edits. Some digital effects systems allow a series
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effects commands to be stored in memory and executed in
sequence.
For scripting purposes, events may be defined as almost
any change in the status of a device during the production
process. Events could be any activity of: videotape
recorders, computers, frame buffers, switchers, slide
projectors, film chains, character generators, and possibly
also cameras.
A central script program would be executed by a computer
which is interfaced to the devices listed above. The script
itself is essentially a list of commands to the various
devices, with the built-in ability to "listen" either to
an internal clock or the SMPTE time code numbers coming
from one of the videotape recorders. Part of what makes the
event scripting concept powerful is the fact that it can
applied to any production situation from a microcomputer and
1/2" video deck to a very complex broadcast production
studio. Easily accessed and editable command lists control
video and computer devices and and execute the commands at
pre-specified times.
Event scripting gives the user two distinct advantages,
one being the unlimited repeatability of sequences so that
refinements can be made, and the other, which is probably
more important, is that the script completely divorces the
ergonomic limitations of the user from the processing
needs of the devices. An analogy of this advantage might be
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the piano, where the player is limited to pressing a
maximum of ten keys within a limited distance to each
other and with a limited amount of speed. A script would
allow the piano player to press any number of keys at any
time. Just as this would extend the musical capabilities of
the piano, event scripting would extend the visual
capabilities of video. Event scripts for productions with
very similar and repeated formats (news broadcasts, for
example) could be prepared in advance and used repeatedly,
especially if video segments were held on-line in digital
memory locations into which they are pre-loaded at the
start of the production.
A Script Structure
Because all scripts are written to control device-related
events, they can share certain characteristics. One level
of script activity would be a "listener" which monitors the
status of all devices addressed by the script and compares
the status to the status requirement of the next event on
the event list. When device status matches the listed
event, the event is begun. That event is immediately moved
from the top of the list and the next event moves to the
top to replace it. Device status information would relate to
the functions of that device, (such as paused, stopped,
recording,) or a SMPTE time code number.
The evolution of a script would begin with its generation
through a mixture of keyboard commands and performance of
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script events by the operator. When events are performed
by the operator, the scripting software remembers the
operators actions so they can be played back in combination
with keyboard commands. The sequence is frequently
rehearsed and refined by editing the event list. Event
editing can mean adding or deleting events or changing
the timing commands. Timing might be addressed as either
event times, which might be the starts or finishes of
events, or in blanket operations that might extend or
compress a sequence by adding or subtracting a given
amount of time evenly throughout the sequence. Scripting
could also, if needed, take on tasks that are
peripheral to the production such as adjusting monitors to
different brightness levels according to the time of day
or keeping records of equipment use.
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1.4 A Software Package for Digital / Analog Video
-- --------------------------------------------------
A software package for digital / analog video
production was designed, programmed and installed
on the Visible Language Workshop computer
graphics system. Kate Adams wrote programs (as her
undergraduate thesis in computer science) and
contributed immeasureably to the design of the
package and in particular to the user interface.
The programs listings are also on line in
>u>kma>video source.
The structure of the package was based on already
existing tree-structured menus at the Visible
Language Workshop. These menus allow the user to
access a variety of graphics manipulation software
to design and layout pages, paint on and manipulate
single images, and generate sequential animation
drawings. The video menu was based on the same
structure as the other menus in order to be
consistent with an already existing and successful
mode of user interaction that uses two display
screens (one for image and one for menu) and a
graphics tablet with a 4-button puck.
When the NTSC video output of the computer graphics
system was modified to allow recording and processing
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of the video signal, the menu was developed to allow
use of the graphics system as a video production tool.
Programs were developed to allow manipulation of the
digital image in a controlled period of time. Some
programs used analog video effects such as fades,
wipes, and dissolves as their original basis, others
were written specifically to facilitate production
of digital / analog video, and others were based on
existing still graphics manipulation programs that
were modified for video production.
The following is a list of each program on the menu.
The program name as it appears on the menu monitor is
followed by a description of what that program does.
What is
"What-is" displays an alternate menu with the same
programs names as the original menu, except that they
have question marks added. If you choose a program
with a question mark, a tutorial on what the program
does and how to use it appears above the menu.
If you choose items without question marks, you
actually run the program.
Most programs start whatever they do when
you tell them to, i.e., they don't start immediately
after you specify the last parameter. This allows
you some control if you want to sync the effect with
another event.
35
Effects
Most these programs create real-time effects
for videotape sequences. The types of effects
fall into five categories - wipes, pans, zooms,
fades, and dissolves.
Wipes cover or uncover the image on the screen
with some solid color in a controlled way.
A second video picture can be keyed into the
solid color during the wipe.
Pans start off zoomed in on a certain part of
the screen, and then move (at a chosen speed) to
another point, while zoomed in.
Dissolves fade one image out while another fades in.
Pictures
This provides access to several useful screen
and image utilities that allow the user to load
stored images into the frame buffer, erase overlay
planes, and view a picture directory of all images
stored on disk.
Video
This menu level will allow you to send commands to
the one-inch video deck.
You can tell it to find a specific frame, play a
specified sequence on a pre-recorded tape, or start
recording - either by giving commands from the menu
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directly or from inside one of the effects programs.
Outside
All the options at this level will send you to
other menus, such as sys (for painting, scaling,
etc), key (the 3-d animation program), compose (for
text layout), and bigpic (the page organization
system). In the process you will leave this menu,
and possibly lose what's on the screen.
Wipes
Wipes cover or undercover the image "underneath"
them, in some given pattern and time-interval.
The wipes available here are mostly solid-color
wipes, with the idea that a second video image
could be keyed into the solid-color area, giving
the effect of one image replacing the other.
White Wipe
This is an overlay plane wipe. You specify a "start"
rectangle, an "end" rectangle, and a delay. (A delay
of 0 is instantaneous, 300 is a nice smooth rapid
motion. The wipe moves from the first rectangle to the
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second, coloring or uncoloring the overlay plane,
depending on whether you specify Trans-to-White or
White-to-Trans. (You may want to think of tiny
rectangles as points and long, thin rectangles as
lines.) Between successive wipes, you can clear the
overlay planes. If you don't, the overlay turns red in
between effects so you can see the white outline
rectangles, and the image underneath.
Window Wipe
You specify: a "start" rectangle (using the z button on
puck), a "start" color (using sliders - z button changes
slider value, press #2 button when satisfied with the color
patch shown on the lower right corner of the display).
Then you do the same for "end" rectangle and color.
After hitting any button on the puck to start
the effect, the space between the start and end
rectangles will be colored in - starting at the
start color, and gradually fading to the end color.
Soft Edge Wipe
The edge of this wipe is a stippled pattern that
looks like an airbrush. It is an overlay wipe,
and can be specified in 6 overlay colors. White is
opaque, but all the others are translucent.
At the expense of smoothness, you can make
faster by giving it a larger number for speed.
There are currently two versions of this wipe -
"horizontal" wipes from the bottom of the screen to the top,
"vertical" wipes from the left to the right
Aperture Wipe
A white, gradient, (black to white) or black wipe that
closes in on the center of the screen like a camera shutter.
The white version is an overlay wipe (does not effect
the picture underneath) and can also be run backwards -
from a completely white screen, the shutter "opens" to
reveal the picture.
In addition to selecting white, gradient, or black,
you must enter a delay value that determines the speed
of the effect.
30
Corner Wipe
This wipe goes from the lower left corner to the upper right
corner. The edge is connected to the other two corners,
so it is angled in the center.
You specify the delay (speed) of the wipe, and whether
you want a black, white, or gradient edge. White wipes
are overlay wipes.. .they won't effect the image underneath.
Center Wipe
This wipe starts at both the lower left corner and the upper
right corner, and wipes in towards the center. It is like
a corner wipe, only happening from two corners at once.
You specify the delay (speed) of the wipe, and whether
you want a black, white, or gradient edge.
White wipes are also overlay wipes.. .they won't effect the
image underneath.
Random Wipe
Random fills the screen with rectangles drawn at
random positions on the screen. You specify size and
color of the rectangles and the speed at which they are
drawn.
Pan
Pans start off zoomed in on a certain part of
the screen, and then move (at a chosen speed) to
another point, staying zoomed in. There are two
common types of pans - horizontal pans and tilts
(rolls). A horizontal pan goes from one point
on the horizontal axis to another point, without
changing the height. A tilt, on the other hand,
scrolls along the vertical axis. Tilts can be
used for rolling credits.
In addition, this menu layer also allows for
"endless" or "wrapping" pans, and for pans that
run during other transformations on the image.
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Tilt
Tilt incrementally shifts the entire screen image
vertically. You specify two points: the first point
will be in the center of the screen when you start
the tilt and the second point will be in the center
when the tilt finishes. You also need to specify the
speed of the tilt, and the zoom level, since you
can only tilt when you are zoomed in:
zoom factor: 0 1 2 3
pixel size : lxl 2x2 4x4 8x8
Horizontal Pan
Horizontal Pan incrementally shifts the entire screen
horizontally. You specify two points: the first point
will be in the center of the screen when you start
the pan and the second point will be in the center
when the pan finishes. You also need to specify the
speed of the pan, and the zoom level, since you
can only pan when you are zoomed in:
zoom factor: 0 1 2 3
pixel size : lxl 2x2 4x4 8x8
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Zoom
Zooms in on the image to the level you specify.
The image remains zoomed in until you zoom out.
This allows you to run other programs, such as
wipes and fades while you are zoomed in. You can
shift the x-y position of the zoomed in image with the
joystick.
zoom factor: 0 1 2 3
pixel size : lxl 2x2 4x4 8x8
Fade
Fade fades the entire screen or a specified part
of it to a specified color. You specify the
number of steps in the fade; the more steps
the longer it takes.
"Absolute" fades color values that are closer
to the value you are fading to first, then the
other values follow.
"Relative" fades each color in the starting
image according to its RGB value: values farther
from the color you are fading to fade in faster,
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and lower values follow in descending order.
Dissolve
A dissolve fades out one image while another image
fades in. To do a dissolve between two pictures, you
must first make a composite picture from them, using
gen_comp. Then, run "dizzy" to do the dissolve.
Another way to simulate a real-time dissolve is to
generates large number of in-between "stills", and
then flip through them rapidly, like an animated
flipbook. "Strip" and "Flipbook" do just that.
Gen_Comp
GenComp generates a composite image from two saved
images that you specify at the terminal keyboard.
The generating process looks like a picture load
and takes about the same amount of time. After the
composite is completely loaded, you can start the
dissolve by choosing "dizzy".
Dizzy
Dizzy performs the dissolve on the composite image
generated by "gencomp". You can choose a fast or
4h4
slow dissolve, and the number of times you want to
repeat the dissolve.
Strip
Strip generates a series of miniature pictures
that are displayed in sequence when you choose
"flipbook". You specify the starting and ending
pictures of the strip. If you specify one picture
to start and another to finish the strip will generate
a continuous dissolve between the two images. If you
specify the same image to start and end, you will
generate a strip of identical images. In either case
you specify the number of images in the strip and
their names from the terminal keyboard.
Flipbook
Flipbook displays the images generated in "strip"
one at a time, full screen. You specify the speed
at which they are displayed, the number of images
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in the strip, and whether you want to see the
sequence repeat continuously from beginning to end,
or from beginning to end and then backward to the
beginning.
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1.5 Production Processes for Digital/Analog Video
This section describes the production of three videotapes
made during late 1983 and early 1984 at the Visible
Language Workshop, MIT. All of them mixed digital and
analog video, and all of them involve a computer simulation
of an alternative reality. In some tapes the simulated
reality is a believable one, intended to serve as a model
for a proposed change; in other cases it becomes an end in
itself; its only connection to the real world is the
visual expression of an idea.
In each case the analog world as recorded by the video
camera is combined and/or manipulated with comput.er
graphics in the form of stored images, digitized type
fonts, program-generated images, digitally generated
external key source mattes, or single frames digitized
from videotape. No analog manipulation was used other
than luminance keying and videotape editing.
The fact that the hardware and software components used
to produce the video were reconfigured many times presented
opportunities for full exploration of the techniques
described. These opportunities would not have occurred
in a more stable production environment, however a more
stable environment would have fostered a fuller
exploration of matters other than the technical aspects
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of production. The expectation for the work was that it
provide a vehicle for wide-ranging exploration of the
production possibilities for digital/analog video with
the technical capabilities of the moment. Others will have
their own expectations for their own work; this description
is offered in the hope that the specifics of my experience
might have a general application as well.
The first tape to take advantage of new capabilities was
an attempt to simulate an interior space digitally.
An analog inhabitant was then keyed into the simulated
space, in such a way that the person could see herself
"in" the simulated space during the taping by looking
at a nearby monitor. This would allow her to interact
with the simulated space and control her movements
accordingly. The interior spaces were simulated on the
Visible Language Workshop computer graphics system using
simple interactive graphics programs which fill and shade
polygons which are generated by connecting a series of
points input from a graphics tablet. Except for a few
pictures hanging on a simulated wall of one of the rooms,
all the graphics are program-generated. (The wall pictures
are reductions of analog images which have been digitized.)
Simple programs were used for image generation in order to
speed interactivity and to see if believable spaces could
be generated and quickly edited.
An average of only one to one and one-half hours was
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Film animation combined with a live-action backround:
Stills from Gunnar Karlson's Dunderklumpen.
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spent generating each backround; a truly realistic and
believable space could take much more time, especially
if analog elements were digitized and reused as elements
of the simulated room. I wanted to see if a believable
space could be defined quickly and interactively; in
that sense the making of the tape became a method for
exploring notions about an interior space: how it
is defined graphically, and how one might "edit" a space
interactively. This form of exploration would not be
possible if I dealt with elaborately contrived interiors
which could not be defined and changed quickly.
These "sketches" for spaces could serve as the
spatial framework for more elaborate constructions, but
they became surprisingly believable with the addition
of an analog inhabitant. This raises interesting questions
about the validity of evaluating designs for interior
spaces without any people in them; in this case the
combination of the digital and analog video allows you to
observe a person interacting with the design for a space.
As with the other tapes described in this section,
a single section of pre-taped analog footage can be
combined with a variety of computer graphics. In the
case of the interior space simulation, this means that
a single piece of analog footage of the person could
serve to test many interior space designs. With a studio
like that shown in the System Diagram Illustration, the
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integration of analog and digital footage by keying can
occur simultaneously with the development of computer
graphics interiors at the user station. This immediate
visual feedback coupled with a responsive graphics system
gives the user the ability to quickly test a variety of ideas
without typing in program code or waiting for the computer
to process newly-input information.
Production began with sketches of the simulated
interior space which established a rough idea of the point
of view of the viewer, distance to the room and subject,
and viewing angle. The point of view can be established
in any relationship to the subject, since spatial
orientation can be simulated from any point of view.
The viewer may float in space or adopt orientations
that would be physically impossible for a camera.
Once a rough layout of the space was designed on paper,
the ideas are taken to the computer system and
the spaces are refined, colors chosen, and the images
are stored in computer memory as single frames of
information. The images themselves are formed by
specifying the locations of vertices for filled polygons
that make up the plane surfaces (such as walls) of the
interior space. Color is specified as a mix of red, green,
and blue values, and simple shading was added selectively
by changing color values in specified areas. A variety
of interiors were created, these were encoded as NTSC
video images and recorded on videotape. The taped images
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that allow the user to repeat and reproportion sections
of the digitized image, paint with a variety of different
paintbrushes, choose colors from the digitized
image, blend image areas together by averaging color values,
and move surface texture and color from its original
location to other areas of the frame. This allowed a free
restructuring of the analog environment by overlaying the
digital manipulations. New structures could be added or
others taken away. Elements of the frame could be
altered in subtle or not so subtle ways, and a complete
redefinition of the space could take place. Buildings
could change shape or color, old buildings could be
restructured to create new ones, additions could be
made to a building by repeating its parts and
blending them into the existing structure. The
digitized and stored frames become a file of "spare
parts" that can be incorporated into any other
tape and graphics combination. Input to the parts
file can come not only from other grabbed frames, but
any other digital image source as well: programmed
imagery, digitized photographs or drawings, or any
digitized video image. The balance between analog
and digital elements in the frame is up to the user;
the frame might be almost entirely analog or entirely
digital. Motion or the simulation of motion can be
added to the digital information through the use of
digital fades or dissolves accessed through the
software menu of digital video manipulations.
Again, the power of the interactive computer graphics
system allows immediate feedback to the user.
Manipulations may be performed while the analog tape
sequence is running or while it is paused on a single
frame of video. Digitally-created structures may be
viewed in any number of environments by simply playing
a variety of analog footage in combination with the
graphics. Likewise, any number of stored digital frames
can be viewed in combination with any pre-taped
sequence.
The implications of this specific use of the
technique for architects and environmental planners is
obvious, but the general techniques could be applied
to many other uses. Redesigning the urban environment
is only one limited appliction of the ability to
dynamically redesign the visual content of a videotape
sequence within the context of movement and time.
The particular capabilities of the computer graphics
system determine the range of visual possibilities.
In both of the above examples, a limitation is imposed
in that there are very few possibilities for movement
in the digital component of the image. This was partially
resolved by the installation of an animation software
package written by Karl Sims and modified by John
Thompson who later designed and built an interface
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controller to a 1" videotape deck which allowed the
automatic recording of single video frames of NTSC
encoded frame buffer output. The frames in this case
are sequential animation drawings generated by the
animation package software, and they become the graphics
component of the next tape that was made.
The third tape combined computer-generated animation
with live action videotape. Three-dimensional motion
paths through space were defined using perspective and
point-of-view references established by analyzing the
live action footage. Single frames from the live-action
were digitized and used as templates for rehearsal of
the animated sequences. The animated was then videotaped
using an automated controller system and the taped sequences
were keyed into the live action. Extensive pre-production
planning was necessary since the animated sequences were not
recorded in real time. Three-space modeling of the animated
spheres presented interesting problems that might be solved
with a software package that allowed a mathematical model
of the analog space to be constructed graphically, with
an interactively movable eye position which would correspond
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1.5 Production Processes for Digital/Analog Video
This section describes the production of three videotapes
made during late 1983 and early 1984 at the Visible
Language Workshop, MIT. All of them mixed digital and
analog video, and all of them involve a computer simulation
of an alternative reality. In some tapes the simulated
reality is a believable one, intended to serve as a model
for a proposed change; in other cases it becomes an end in
itself; its only connection to the real world is the
visual expression of an idea.
In each case the analog world as recorded by the video
camera is combined and/or manipulated with computer
graphics in the form of stored images, digitized type
fonts, program-generated images, digitally generated
external key source mattes, or single frames digitized
from videotape. No analog manipulation was used other
than luminance keying and videotape editing.
The fact that the hardware and software components used
to produce the video were reconfigured many times presented
opportunities for full exploration of the techniques
described. These opportunities would not have occurred
in a more stable production environment, however a more
stable environment would have fostered a fuller
exploration of matters other than the technical aspects
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of production. The expectation for the work was that it
provide a vehicle for wide-ranging exploration of the
production possibilities for digital/analog video with
the technical capabilities of the moment. Others will have
their own expectations for their own work; this description
is offered in the hope that the specifics of my experience
might have a general application as well.
The first tape to take advantage of new capabilities was
an attempt to simulate an interior space digitally.
An analog inhabitant was then keyed into the simulated
space, in such a way that the person could see herself
"in" the simulated space during the taping by looking
at a nearby monitor. This would allow her to interact
with the simulated space and control her movements
accordingly. The interior spaces were simulated on the
Visible Language Workshop computer graphics system using
simple interactive graphics programs which fill and shade
polygons which are generated by connecting a series of
points input from a graphics tablet. Except for a few
pictures hanging on a simulated wall of one of the rooms,
all the graphics are program-generated. (The wall pictures
are reductions of analog images which have been digitized.)
Simple programs were used for image generation in order to
speed interactivity and to see if believable spaces could
be generated and quickly edited.
An average of only one to one and one-half hours was
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spent generating each backround; a truly realistic and
believable space could take much more time, especially
if analog elements were digitized and reused as elements
of the simulated room. I wanted to see if a believable
space could be defined quickly and interactively; in
that sense the making of the tape became a method for
exploring notions about an interior space: how it
is defined graphically, and how one might "edit" a space
interactively. This form of exploration would not be
possible if I dealt with elaborately contrived interiors
which could not be defined and changed quickly.
These "sketches" for spaces could serve as the
spatial framework for more elaborate constructions, but
they became surprisingly believable with the addition
of an analog inhabitant. This raises interesting questions
about the validity of evaluating designs for interior
spaces without any people in them; in this case the
combination of the digital and analog video allows you to
observe a person interacting with the design for a space.
As with the other tapes described in this section,
a single section of pre-taped analog footage can be
combined with a variety of computer graphics. In the
case of the interior space simulation, this means that
a single piece of analog footage of the person could
serve to test many interior space designs. With a studio
like that shown in the System Diagram Illustration, the
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integration of analog and digital footage by keying can
occur simultaneously with the development of computer
graphics interiors at the user station. This immediate
visual feedback coupled with a responsive graphics system
gives the user the ability to quickly test a variety of ideas
without typing in program code or waiting for the computer
to process newly-input information.
Production began with sketches of the simulated
interior space which established a rough idea of the point
of view of the viewer, distance to the room and subject,
and viewing angle. The point of view can be established
in any relationship to the subject, since spatial
orientation can be simulated from any point of view.
The viewer may float in space or.adopt orientations
that would be physically impossible for a camera.
Once a rough layout of the space was designed on paper,
the ideas are taken to the computer system and
the spaces are refined, colors chosen, and the images
are stored in computer memory as single frames of
information. The images themselves are formed by
specifying the locations of vertices for filled polygons
that make up the plane surfaces (such as walls) of the
interior space. Color is specified as a mix of red, green,
and blue values, and simple shading was added selectively
by changing color values in specified areas. A variety
of interiors were created, these were encoded as NTSC
video images and recorded on videotape. The taped images
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were then keyed against a live camera input of an
analog inhabitant against a black backround. The studio
space where the analog taping took place had no spatial
relationship to the simulated space. Any space where
lighting could be controlled and a variety of camera
to subject distances could be used would be suitable.
Because a luminance key was used for this tape, control of
the lighting was critical; a chroma key would have been
preferable, but was not possible with available equipment.
The next tape also proposed a new environment, but
with different means and ends. Videotape was shot
outdoors at various urban locations. The camera was mounted
on a tripod, and remained still during the taping. The only
motion in the frame was the usual motion of the street:
pedestrians and vehicles moving through the area, and
wind-blown trees and water. These sequences were then
transferred to 1" tape from the 3/4" videotape on which
they were shot. A selected frame from each sequence was
then digitized using an RGB decoder and stored in computer
memory. Frames were digitized at at resolution of 512 x
512 x 24, and were thus visually compatible with the NTSC
video from which they were digitized. The frames were then
loaded into the frame buffer, manipulated, encoded to
NTSC video, and then keyed into the original NTSC sequence,
using a luminance key. Manipulations to the digitized
frame included the use of a variety of graphics programs
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that allow the user to repeat and reproportion sections
of the digitized image, paint with a variety of different
paintbrushes, choose colors from the digitized
image, blend image areas together by averaging color values,
and move surface texture and color from its original
location to other areas of the frame. This allowed a free
restructuring of the analog environment by overlaying the
digital manipulations. New structures could be added or
others taken away. Elements of the frame could be
altered in subtle or not so subtle ways, and a complete
redefinition of the space could take place. Buildings
could change shape or color, old buildings could be
restructured to create new ones, additions could be
made to a building by repeating its parts and
blending them into the existing structure. The
digitized and stored frames become a file of "spare
parts" that can be incorporated into any other
tape and graphics combination. Input to the parts
file can come not only from other grabbed frames, but
any other digital image source as well: programmed
imagery, digitized photographs or drawings, or any
digitized video image. The balance between analog
and digital elements in the frame is up to the user;
the frame might be almost entirely analog or entirely
digital. Motion or the simulation of motion can be
added to the digital information through the use of
digital fades or dissolves accessed through the
software menu of digital video manipulations.
Again, the power of the interactive computer graphics
system allows immediate feedback to the user.
Manipulations may be performed while the analog tape
sequence is running or while it is paused on a single
frame of video. Digitally-created structures may be
viewed in any number of environments by simply playing
a variety of analog footage in combination with the
graphics. Likewise, any number of stored digital frames
can be viewed in combination with any pre-taped
sequence.
The implications of this specific use of the
technique for architects and environmental planners is
obvious, but the general techniques could be applied
to many other uses. Redesigning the urban environment
is only one limited appliction of the ability to
dynamically redesign the visual content of a videotape
sequence within the context of movement and time.
The particular capabilities of the computer graphics
system determine the range of visual possibilities.
In both of the above examples, a limitation is imposed
in that there are very few possibilities for movement
in the digital component of the image. This was partially
resolved by the installation of an animation software
package written by Karl Sims and modified by John
Thompson who later designed and built an interface
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controller to a 1" videotape deck which allowed the
automatic recording of single video frames of NTSC
encoded frame buffer output. The frames in this case
are sequential animation drawings generated by the
animation package software, and they become the graphics
component of the next tape that was made.
The third tape combined computer-generated animation
with live action videotape. Three-dimensional motion
paths through space were defined using perspective and
point-of-view references established by analyzing the
live action footage. Single frames from the live-action
were digitized and used as templates for rehearsal of
the animated sequences. The animated was then videotaped
using an automated controller system and the taped sequences
were keyed into the live action. Extensive pre-production
planning was necessary since the animated sequences were not
recorded in real time. Three-space modeling of the animated
spheres presented interesting problems that might bp solved
with a software package that allowed a mathematical model
of the analog space to be constructed graphically, with
an interactively movable eye position which would correspond
to the camera position.
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1.6 Conclusion to Part One:
Suggestions for Further Research
Upgrade the 3d animation software package to include:
- the ability to map images onto object surfaces
- the ability to treat font characters as objects and
animate them in 3d space
- the ability to do cut-out animation, in other words:
the ability to treat images or parts of images already
in storage as objects and move them around on the screen
on complex paths. This would allow digitized analog
imagery to be treated in a way similar to to the
objects created by the existing software package.
Develop event scripting software integrated with the
graphics manipulation menus and the computer
controlled video tape recorder(s). This would allow
script building, rehearsal, and performance of complex
event scripts. For a description of event scripting,
see section 2.2.
Putting at least one more, and possibly two more 1"
videotape decks under computer control. This would
give new event scripting capabilities.
Continue development of the video effects menu and
expand it to include a visual organization system
that could be used to script event sequences.
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Design and build or buy and modify a video switcher
and effects generator that could be put under
computer control and controlled by event scripting
software.
In one sense, the research and production described
in part one took place in the best of all possible
worlds. State of the art equipment and support from
knowledgeable specialists combined to create an
environment where technology could be made to respond
quickly to new ideas. A research environment, where
changes occur frequently and experimentation was
encouraged, provided the best kind of place to develop
and test new technologies. Contributing to this is the
contact with other projects and the inevitable
cross-fertilization of ideas that occurs when people
work together on projects that have a similar basis:
in this case, computers and visual communication.
In another sense the environment could be improved.
Once a tool or technique is established to a certain
degree, it needs to be fully applied, tested, and used
by people who bring different expectations to it,
expand its capabilities, and subject it to new
criteria. That is difficult in a research
environment; in fact in one sense it seems to
contradict what a research environment should be. The
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actual use of the tools (which should have its place
in their research and development) requires a more
stable place where change is is infrequent and
under the user's control if the user is to be fully
able to learn and use the product of the research.
A solution would be the establishment of an
experimental studio to serve as an adjunct to the
research environment. As tools are developed they
would be installed in this studio and used by others
as a test of both their usefulness and useability.
This would give other users access to technologies
which up to that point had been the personal domain of
their maker, and also might be limited in their ability
to survive in the fast-changing research environment.
This experimental studio would become a collective
manifestation of the group's energies and desires and
possibly serve as the locus for aesthetic as well as
technical movement. Installation in the studio would
be a required step in the development of any new
media tool, system, or technique. Mixing of various
media (sound, video, computers, performance) in a
single studio would allow for interaction between the
disciplines and made more feasible by the compatibility
of digital technology. Installation could be temporary
or permanent depending on the usefulness of the tool.
The establishment of such a studio might be a first
step in striking a needed balance between
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production and development; efforts now serve either
development-only and user-only applications.
In development applications new tools are
developed and then immediately dismantled as soon as a
credible demonstration can be made. The next project is
then immediately begun. In production applications,
tools are frozen into a mode of stable and predictable
production output; tinkering is discouraged because it
may interfere with output efficiency. An experimental
studio could provide a balance between these two kinds of
activity. In the case of media technology, use of the
new tools could contribute to their development and
vice-versa, each activity supporting the other with new
ideas.
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Introduction to Part Two
------------------------------------------------------------
This past century has seen the introduction of several
new visual communication technologies and each introduction
has had a similar set of effects: the new media imitates the
old; it labors under constraints imposed by its newness;
it gathers both enthusiastic advocates and critics who claim
it will never catch on. In the case of those media that do
gain acceptance, they do so in ways not always predicted at
the time of their discovery. Photography, upon its
invention, seen primarily as a means of scientific
documentation. As well as it has played that role, it
has obviously grown far beyond it, mostly because of the
low cost and availablity of the technology and the ease of
its use. The example of photography has also shown us
that it takes time for a new medium to shake off the
expectations and applications of its forebears and assume
an identity of its own, although it seems that no new
media will ever be completely free of our centuries-old
set of assumptions and associations about picture making.
Because computer graphics presents such a radically new
context for image making it may gain its own identity
in a shorter time, simply because we can't clearly
associate it with a single earlier form of imaging
To make pictures with numbers is geometric, to make them
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with cameras is photographic, to make them move is
cinematic. Computer graphics can be all these things and
equally so, consequently it owes no debt to a single way
of seeing.
Its newness remains a considerable constraint. Up to
now, computer graphics has conceptually promised much
more than it has concretely delivered, simply because
the means of production are limited and expensive. We
see examples of work that seem to offer limitless
potential for image making and often fail to realize they
were made under very special conditions, often with
one-of-a-kind computer systems and at tremendous cost. As
Paul Souza says in the following interview: "You can get
any look.. .at any price." How long it will take for that
price to become reasonable will to some degree influence
what we see of computer graphics, and how what we see
is made. The following interview offers a look into that
process and how the often competing constraints of time,
system availability, and cost are resolved to produce
computer graphics for broadcast television.
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Computer Video and the Visual Designer
Interview with Paul Souza, WGBH Television
Paul Souza has worked for the WGBH Educational
Foundation as a graphic desiner of both broadcast
and print communication since 1977.
He has designed the computer animated opening
sequence for the PBS NOVA science program and is
presently designing the graphic interface to a
data-management system for Computer Corporation of America.
Tyler Peppel: I'd like to cover two areas: How you use
computers for both image generation and device control, and
more importantly, how the use of these machines affects
thinking and the process of producing a piece of visual
communication.
Paul Souza: I think both are important. I've found, in the
technical area, that computer control is making things
possible that you wouldn't even have attempted to do in the
past. For example, the animator I often work with has a
computer motion control system on his Oxberry animation
stand. We don't do any generating of images on the
computer, but just that one addition to his camera stand
has allowed much more flexibility than traditional film
animation. And likewise, the same is true with computer-
controlled video editing systems. Computer interfacing allows
a lot more speed and effeiciency and a lot more daring in
what you can attempt to do in the time and budget you have
alloted. That is a major factor in itself, before you even
get to image generation.
TP: Does it really help you do something better, or is it
just a labor saving device?
PS: It definitely helps you do things better. If it's a
labor saving device, it helps you to do things better,
because you have more time to test your ideas. The
repeatability of the motion control system, for example,
allows us to test a move on the spot, which we never
could do before. That point is a very important creative
junction, because at that point you can see what is
right or wrong with a move, instead of trying to
visualize it in your head. It's a major difference in
capabilities, and therefore creativity, even though it's
a technical matter.
TP: Can you relate that to computer animation for video?
PS: The same thing holds true. I've had an affection for
working in video for a long time for the ability to
visualize a sequence as you shoot it. Film still has the
waiting period where you have to wait for the film to come
back to see if it's right.
TP: Which means you waste a lot of time, a lot of film.
PS: Yes, everyone expects to shoot film animation again.
Whereas in video, you at least know if you're in the
ballpark. The immediate response allows or changes on the
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fly, as you work.
As far as computer image generation, at this point it
can be a very slow, tedious process if the images are
complex. It's hard to get access to work on a system, but if
you can get access, it's incredible what can be done.
Again, you can try things you never would have attempted in
the old days.
TP: Because of the sheer number of hours.
PS: Yes, because of the number of hours and the rendering
of things like mathematical perspective is very tedious.
On the computer it can be much simpler.
TP: For someone who doesn't have a computer science
backround, and who isn't really attuned to that kind of
thinking, do you think it really is simpler? Animation
and graphics for television have always been, at least to
me, more complex to produce than other types of visual
communication, such as print, because of the time and
motion factors involved. Does the computer really simplify
that process?
PS: I think in some ways, yes. When you do animation, you
deal with a lot of specialists. There are people that know
how to do animation a certain way and specialize in certain
styles because they have developed personal techniques for
doing them. The same when you deal with a computer animation
house. They have developed the expertise in running the
systems. The designer has to be able to talk to those people
and communicate the idea on their terms, so they can best
utilize the system. As systems develop and become more
widespread, then different kinds of people will get
exposure to those systems and more people will have the
general knowledge needed to communicate their ideas.
TP: We're really talking about the interface to the system.
PS: Yes. Because in my experience in dealing with computer
animators, they are dealing in code. That's their realm.
I have no idea what the code stands for. At this point there
is not much distinction between computer animators and
computer animation programmers.
TP: Do you find that situation easy to work with?
PS: I do, but it gets difficult when you try to do
something that isn't normally done, and try and
communicate something new to the programmer. I think
whatever the medium is, the designer's basic tool of
communication is drawing. But then someone has to
translate a drawn storyboard into a working production
model; that's where communication with the programmer
becomes critical.
TP: In a sense, though, the designer is still at arm's
length from the process. Ideally, wouldn't you want to go
into a room with a good interface to a good system and
produce it yourself?
PS: It depends on who you are working with. There are some
situations where it is better just to give-someone a
storyboard and let them go with it. But there are other
situations, for example our news operation here. Like any
news operation it has a fast-paced turnaround. In the past
we used to do a lot of news animation with cut paper, shoot
it on 3/4" videotape with an ENG camera mounted on a
tripod, and edit the frames together into an animated
sequence. Whereas, if there was a simple computer system
I could operate, and could draw or digitize images and
manipulate and edit them, I could have been much more
efficient doing that kind of animation. It wouldn't have
been a strategy for producing elaborate computer-generated
imagery, such as a program opening, but it would have been
much more efficient for producing short pieces.
TP: You seem to be making the point that you have to feel at
home with the medium in order to understand its subtleties
and put them to work in an optimal way. It seems like it
will be awhile before graphics systems are accessible enough
that we can really feel at home. Until then, do you think
you can really become familiar with the subtleties of
system when you are working with a team of specialists
who deal mainly in program code?
PS: Teamwork ought to be something paid more attention to
than it is. As systems become technically more and more
complex, it becomes a more important skill to be~able to
.communicate. That's what I had to learn when I started
working in television: television is not an individual's
medium. Your role is only one part of a long chain of
events, and unless you cooperate and understand everyone
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else's role, you can't accomplish much.
TP: There is one school of thought that proposes that you
eliminate a lot of specialists when you use computers in
visual design and production - that in the future you will
go into that room alone, sit down at a design station, and
produce a piece on your own, eliminating the need for
typesetters, camera operators, and other specialists.
PS: I think you will find that if designers work alone,
they get very isolated in what they do. The weaknesses of
a system start to show more and more under a single method
of approach. It takes a craftsman who is a good typesetter
to know what good typesetting is and how to get it. You
can put only so much of that kind of expertise into a
computer graphics system.
TP: Have you used computer systems for many things besides
animation? Like still artwork for television?
PS: Not very often. Purely out of lack of access.
TP: Why don't you have access? You work at a broadcast
station. You've done things that are recognized as good
work; what's the problem?
PS: Well, in the Boston area, there are only one or two
places I could get something done. And there aren't a lot
places nationally. It is still often easier at this point
to do something by hand than to spend time trying to find
to find a system and get access to it and spend the extra
time and money that it requires. The second issue is a
matter of what's appropriate. Only about one-tenth of the
jobs that come by are appropriate for computer graphics.
TP: Why so small a percentage?
PS: We don't use the computer very much, so ideas are
still generated based on the technologies we have. When
people get ideas for a project, they consider that the
production will have to be done with the tools we commonly
have access to, and the computer isn't one of them yet. There
aren't that many ideas that would force us to spend the
extra time and money to get out and search for the right
computer system and use it.
TP: So when you talk about appropriateness, you really
aren't talking about aesthetic appropriateness. You're
talking about the practicalities of production.
PS: Also aesthetic appropriateness. In doing the opening
for Don't Look Now, a kid's show, I didn't have anything
in mind that I thought needed computer imagery.
TP: So you decided on a concept for a look, and then
decided on the best tool to produce that look.
PS: Precisely. For example, one segment of NOVA, called
The Television Explosion, was about the effect of new
communication technologies on television itself. It also
happened to be the first NOVA produced on videotape; up
to that point the show was produced on film and
transferred to videotape for broadcast. So in this case
it seemed especially appropriate to use the computer because
of the style of graphics we wanted. The next show that same
producer did was called Fat Chance in a Thin World, and was
about obesity. The graphics for that show had to do with
comparative body weights, food consumed, and calories
burned, and so forth. We could have done those graphics on the
computer, but we thought it was more appropriate to use
three-dimensional models that we shot in the production
studio.
TP: EAch one of these examples seems to come back to the
limitations of what can be done on a computer graphics system
under time and budget constraints that are based on
traditional production methods. On a powerful system, you
could get any kind of look you want...
PS: You can get any look.. .at any price. For example,
Cranston-Csuri has shown me some beautiful anatomical
body things they are doing for a BBC series, absoulutely
beautiful things like transluscent faces where you can
see the parts inside. Only very rarely do we have the time
to do it. We're are at a point where systems are still
being developed, and only if you have lots of time or lots
of money or a special way of finagling it can you realize
some of that seemingly limitless potential. The biggest
luxury of that kind I've had was with the NOVA opening,
when I would go down to NYIT and spend days, and the most
interesting part wasn't always what I was working on, but
watching everything else that was going on there. There were
Stills from the NOVA Program Opening
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things being thrown away down there that were mind-boggling.
TP: You said earlier that given current conditions, only
about 10% of the work you do is appropriate to be done with
a computer. If cost and access were not so inhibiting as they
are now, and if those factors were more in line with
traditional media, what do you think the percentage might
be?
PS: It would certainly be higher, and how much higher would
depend again on the project. If a news show was my client,
I'd say 50% or more of the work would be appropriate for
computer graphics. If my client was an outdoors show, it
wouldn't seem to be the media that fits the subject.
TP: Why?
PS: My experience would be that an outdoors show would not
have the need for the kind of graphics support that a news
show would, where you have to present a lot of abstract
information clearly, quickly, and concisely, and a computer
would be a useful tool for producing those kinds of
graphics, especially in that fast turn-around kind of
environment.
TP: Have you ever thought about the ideal system?
PS: Well, what I could really use right now is a system
here at the station which need not be high resolution,
but would allow me to work out a pencil test or rough
sketch which I could present to the client on
videotape. And I would want to use the information
I generated during that test as a basis for producing a
final product.
TP: You'd be creating a sort of "script" of commands as
you work...
PS: Then you could go back and fine tune and change
things but your initial work would not be lost...you
wouldn't be starting over from scratch to do the final
production.
TP: As systems become cheaper and more available, do you
think they will take their place beside the more traditional
broadcast design tools, or come to replace them?
PS: I think in broadcast technology computers will take
over the traditional production methods for animation and
other broadcast graphics techniques, first of all because
computers are electronic and broadcast is electronic.
If television goes digital, then digital graphics will
fit right into place. The other methods will survive
because people will always want a certain other look that
might be hard to mimic with computers. In certain areas,
the other methods, hand methods, may persist for a long
time. Just as today, there are some people who still
swear by letterpress printing, and it still is considered
appropriate for some applications.
(Interview Date: 10/11/83)
The new possibilities presented to the visual designer by
computer graphics go beyond labor-saving and memory / storage
to a whole range of capabilities related to motion, time
and the third dimension. Design issues once common only to
print media have new meaning now that it is possible to paint
and draw within a video frame.
The new tools are quick and powerful, and it is interesting
to consider what effect this might have on the design of what
we see on television.
One effect seems clear: a closer integration of the
graphic and cinematic aspects of the visual experience.
Del Coates, writing in Industrial Design magazine:
"Computers will be more acceptable as design tools
for future designers who will not have to learn how to
draw in perspective, to render light, shadow and
reflection, nor even to blend one pencil line into
another along a French curve. Although they may have
to master the typewriter keyboard, they nevertheless
will be able to concentrate more on design skill and
less on medial skills than today's designers. Even
keyboard skills may not be required in the future. At
least one CAD system already provides means for a
designer to give over 200 commands to the computer
verbally."
Chris Pullman, design manager for WGBH Television
recently wrote:
"Incongruity between the visual and verbal content of
any experience, such as television, suggests an imperfect
piece of communication, or at least one which is less
potent than it could be. This is something for which the
designer could be legitimately criticized because it goes to
the heart of our role as communicators. The best things you
see, whether in print or on TV, are those where the visual
and verbal information work synergistically; where the
whole is greater than the parts."
In order to fully utilize this technology a new type of
design thinking is demanded; the print designer now must
think in terms of time and motion, the video designer must
think about drawing and painting.
Peter Black, from Computer Graphics World magazine:
"The dynamics of television add a special aspect to
computer graphics-- time. Two aspects of -television time
are noteworthy. First, television graphics normally appear
on the screen for only a few seconds. Second, the length
of exposure is determined not by the viewer as is common
in the print media, but rather by the personnel involved
in the production of the program."
Ben Blank, graphics director of ABC Television from the
introduction to the ABC visual standards manual:
"In twenty short years, television typography has gone
from menu boards, to hot press, to mechanical digital
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units, to primitive alphameric displays, to the present
equipment which is as revolutionary as the invention of
moveable type and the printing press. Never before has
typography had the flexibility and variety that we now
have at our disposal.
It is now possible to have hundreds of type styles
available for specific uses all with the precision to
cut through the video with detail and clarity. We are
no longer limited by time factors in the production of
typography for television."
Joseph Deken, writing in his book, Computer Images:
"Superimposition of titles and backdrops or the
integration of actual face and fictitious eyes in a
realistic picture can only suggest - along with the
surrealism of some computer images - the eventual
dimensions of computer-recombinant imagery. As the
image-making potential of computers increases, the
number of visual forms stored by and made accessible
to them will mushroom. Having far outstripped collage
and the traditional techniques of studio scenemaking,
the computer gives the artist the capability to
summon these images rapidly. They arrive, fresh from
the image bank, and arrange themselves for viewing
and interplay. Hundreds, thousands of experimental
arrangements can therefore be made. The final choice
might be a work of art in its own right, or it may
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be merely a step in the creation of one."
Only time will tell precisely what effect these
technologies will have on visual design. Certainly at
this point they offer a new freedom and flexibility, the
potential of which has not yet been fully tapped.
As designers come to know the tools the design process
itself will change, although it will always be subject
to the person controlling the tools. For that reason,
design thinking will always be the most important factor
in the effectiveness of visual communication.
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Broadcast Television: 3-d Computer Animated Typography
Computer and Live Action Imagery Combined
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Broadcast Television:
Computer and Live Action Imagery Combined
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Broadcast Television: Information Graphics
Broadcast Television: Computer Animation
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2.2 A Digital/Analog Video Production Studio of the Future
----------------------------------------------------------
The production studio of the future is made up of three
rooms. One is a video production studio with several
cameras, backdrops, and lights; it looks much like
production studios we are used to seeing except that it
includes a rostrum camera for digitizing.
The second room is a control room, and it looks quite
different from what we are used to seeing: High resolution
flat-panel displays stand on easels that can easily be moved
about on the work surface. No cables or patch panels are in
evidence, since all patching is done dynamically by the
computer.
The third room is the machine room and contains video tape
recorders, a computer, modems, video sequence processors,
patch panels, NTSC encoding and decoding equipment,
a digitally controlled switcher, a line printer, frame buffers,
and hard disc drives for storage.
Not much is visible in the control room; the only machines
we see are receptors for human instructions (keyboard,
graphics tablet) and screen displays of various outputs:
computer graphics, terminal screens, editing system status,
active memory status, video tape recorders, switcher
outputs. Most devices are computer-controlled and are
seen by people only when they are serviced. Since computers
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control most of the devices, they last longer and break
down less frequently than they would under strictly
human control because the computer diverts any
illegal commands that would do damage to the machines.
All video information is stored in digital form on magnetic
tape which is read into random-access memory and can be
displayed digitally in real time. Images come off tape
and are held in active memory. They are then sent either
to a process buffer, a display buffer, or to both in
sequence. A process buffer holds sequences while processes
are run on them, a display buffer displays either
processed or unprocessed sequences.
Video Tape Recorders
The digital video tape recorders can read and write
information simultaneously from tape, (record mode) in a
sequence that begins with reading information into
active memory, where it is displayed, processed, or
split off to another storage location, then writing it back
onto tape as it comes out of active memory. The decks can
operate in either read only (playback) mode or read and
write (record) mode, and an important feature is their
to move the tape at very high speeds to specified points.
This quick-search ability is accomplished by the use of a
time code signal on the tape which is only used for high-
speed location searches and is designed specifically
to be read accurately at very high tape transport speeds.
These decks are studio production decks; tapes that are
recorded on portable decks are plugged into
them and the information is read into the studio deck;
in this way many short tapes or any fraction of a tape can be
combined and stored in one central location. Since the
information on both decks is in compatible digital formats,
dumping can be done at high speed, with no generation
loss. Each studio deck can hold up to 5 videotape cartridges
at one time.
Mass Storage Memory
Mass storage can hold up to two hours of full-resolution
video with stereo soundtracks, device control tracks and
effects tracks commands in each of two storage locations:
one is a workspace called History which always contains the
last two hours of material previously displayed; as new
material is read into memory the oldest material is
automatically deleted. Both active memories are randomly
accessible. The other active memory is structured according
to the user's needs, and each location in that memory can be
addressed from software as a given point in time.
This second two-hour active memory area is called
Assembly, where all of the various components of
the production are assembled into the finished piece. (It
should be noted that although the running time of the video
held in active memory is two hours, the video can be loaded
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into either memory in just a few seconds from the digital
video tape decks.)
The Assembly can be used as one two-hour segment or
restructured into labled segments in short sections as
short as one video frame. An index/status of the two
active memories is shown on each of their respective
display monitors. This index/status display is
updated as each changes occur in either memory and tells
the name and length of each separate sequence stored in
memory, along with (in the case of Assembly) how much
unused memory is available at any given moment.
Blanket processes can be run on either of the active
memories; these perform an image process on all of the
video in the memory. Processes can also be run on
sections of the memory that are specified.by
giving the start and end frames of the section.
Blanket processes might include color or contrast
correction, time compression or expansion, or
conversion to other video formats, such as PAL
or SECAM.
Digitally-Controlled Switcher
The digitally-controlled switcher performs the combined
functions of switcher, patch panel, and analog effects
generator. All switching and patching is performed through
software commands embedded in program scripts. Key levels
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are set in the same fashion. The switcher can be "opened"
and switch positions quickly set from the keyboard. A series
of user-defined switcher configurations can be loaded into
a switcher menu from which they can be specified by name.
This would save the user from having to reset them for each
new production session. Since inputs and outputs can be
dynamically repatched during a sequence, elaborate
productions can be executed by a single operator
who refines and edits a program script while rehearsing
sequences in real time. A range of switcher configurations
can be stored and tested on a single set of inputs/outputs.
These switcher configurations can be called as modules
from larger script programs or single switcher commands
can be specified alone within scripts.
Modem
The modem allows for digital input and output to remote
locations in order to tap into image archives and newswire
services and send video to be shown and recorded at remote
locations. Portable video tape recorders of this time commonly
have modems built in (along with flat-panel monitors) and
signals can be transmitted at bit rates that allow for real-
time viewing and recording in full color. As an input
device, the modem taps into worldwide image archive
sources for both still and moving images. The images
are located by keyword search; some of these services
are free, and others quite expensive depending on
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the commercial worth of the images. Newswires include
topical subjects as well as vast amounts of historical
archive material accessed through the tree-structured
search routines that have been successfully developed
for similar database query tasks. Searches can be
conducted by the computer on its own and the user is
kept informed of the progress of the search.
As an output device, the modem serves as a broadcast
port to transmit finished productions to viewing
stations or cable network nodes. Data transmission
protocols are compatible between production studios, and
producers designate material that is accessible as a
production resource for other studios. Material can
be accessed and transmitted without anyone being in the
studio: the computer handles the transmission and keeps
records of what was sent out and when. Because of both
transmission and digital format compatibility, several
individual studios can be networked via modem to
participate in group productions as one large studio
functioning in many remote locations. This is useful
when live participants in two geographically distant
locations and prerecorded material in another are combined,
or when one studio needs to make use of some specialized
capability that another studio has, such as foreign
language dubbing.
The ease with which signals can be transmitted over wide
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distances to specified locations has broadened the definition
of what a production studio is and does. Because access to
both the video and production capabilties of any other studio
is open, any one studio can do almost anything that any other
studio can do, because all can be linked as one large network.
Any studio might just as easily produce an instructional
tape on a medical procedure as it would a tape of a live
musical performance.
Computer Graphics
Besides device and memory control, and event scripting,
computers play another important role in the studio of the
future: graphics generation and manipulation Graphics in this
context includes not only fonts of type and images, but also
computer animation, and the generation of video masks, mattes,
and effects.
Graphics capabilties also extend to graphical manipulations
performed on sequences of live action video. Still and moving
elements within the live action frame can be identified and
manipulations performed on them without affecting the
the other elements in the frame. The real-time retouching
of moving scenes can be accomplished by using a powerful
paint and manipulation system that alows you to adjust the
color of an object in one frame, and the computer has the
ability to to recognize that object in successive and
preceding frames and make the specified color changes.
Subtle and precise manipulations that were once only
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possible in print graphics and photography can now be
performed on moving sequences. In an educational tape, for
example, distracting backround elements can be subdued
and tonal images converted to moving line drawings to
emphasize and clarify selected details. A microphone
that accidentally comes into camera range can be removed
later. A sky could be darkened, or the color of a moving
car could be changed. Image recognition and motion-path
mapping allow a moving object from one scene to be
substituted for an object in another scene, and to move
along the path of the object it replaces. The ability to
break any scene into user-defined discreet elements
allows these elements to be stored and re-combined into
entirely new scenes that use independent motion paths
and objects reconstituted from a variety of other scenes.
In essence, this is three-dimensional moving collage, with
a world archive of resource material.
A final note on the future studio: digital format
compatibility combined with advanced manufacturing techniques
has made the studio quite affordable. Digital storage systems
such as the mass storage units and tape decks can store
many types of digital information and have hundreds of
other applications, as do the switcher/routing station
and monitors. The best software is published and available
in public libraries, just as the best books are today.
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2.4 Further Extensions
"There is one immediate and important way a computer can be
made to understand a relationship between two images.
Suppose the computer had originally created the second image
as a transformation of the first. Analogy is then immediate:
apply some transformation to the second image, and a third
image image arrives in perfect analogy. Because of the
mathematical history of computers, most of the analogies we
have seen result from stock transformations (stretching,
shrinking, relocating, and twisting) that are easily
implemented on standard computers. It would however be
extremely shortsighted to dismiss visual analogy and
theme-and-variation as being confined to simple shapes and
geometric transformations. We are only beginning to
explore the concept of image-space in the memory medium,
and the familiar world of Euclid is just a starting point.
The sphere itself is a reminder that flatland geometry
can be successfully adapted to a new vision of the world,
whether for geography or for art.
If the computer is expected to analogize a new creation
from any indicated pair of images, the problem becomes
at once more difficult and infinitely more interesting.
An apprentice capable of extracting such analogies would be
truly intelligent. In graphics, as well as virtually every
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other area of computers, the potential of such artificial
intelligence is being eneretically pursued."3
Although much has been written about machine vision and
image recognition and their potential input to machine
decision-making, little has been written about the potential
of machines as intelligent image creators. In a process
intensive video production environment where thirty images
might have to be designed and processed for each second
of screen time, machine intelligence might contribute
greatly. Image generation, if coupled with image recognition,
opens new possibilities as the machine is transformed from
tool to partner.
An interesting application, and one that would be
technically feasible today, would be an information design
task. Visual design takes place under particular constraints;
these constraints (which the designer might find inhibiting)
could serve as ground rules which the computer could use
in carrying out the design task. One common constraint is
that of a given format which is standard for a particular
application or institution. The format might require, for
instance, that a certain symbol always be located on a
backround of low detail and contrast in order to increase
its visibility. If the symbol happened to be a computer
graphic element that was to be superimposed over a live
action video sequence, the computer would need to be able to
"look" at the live action and search for an area of low
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contrast and detail that remained consistent for the amount
of time the symbol was to appear. Given a moderately
powerful computer this seems like a reasonable task, and
one not subject to the complexities of typical machine
vision problems that deal with hidden lines and object
recognition.
Parameters such as contrast, brightness, proportional
size, and detail would all have to be carefully defined.
This definition is done now by institutions that purposely
establish visual standards manuals that define formats
for a variety of applications common to the institution.
These manuals are used by designers to both familiarize
themselves with the visual style of the institution and
as a stylistic reference for the design of things not
covered in the manual. The point is to maintain a
consistent visual appearance in the material being
generated. We know that computers, by their nature, are
terribly consistent. Visual design in the context of a fixed
format is a balance between that consistency which identifies
the work as having a common source, and creativity (or
inconsistency) within that fixed format. If a computer
could be taught the ground rules, it seems feasible that
they could take on some of the more consistent design tasks,
leaving the designer free to do more creative work. The
computer could then take raw material such as photographs,
size them into pre-determined format windows, size and place
a symbol in a given position, and generate and place
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consistently reccurring elements such as rules. The designer
could then work on these rough layouts and refine them. The
computer would handle the tasks requiring consistency, and
the designer acts creatively, determining the final balance
of what is consistent and what is creative in each design.
If the design work was done on a computer graphics system,
it is not inconcievable that the computer could, over a
period of time, learn the personal style of the designer
by noting visual consistencies and extracting a set of rules
from those consistencies which it could use to make design
decisions. These rules would be constantly modified and made
more specific as the computer observes the designer at work.
This process of observation by the computer could be
completely non-disruptive to the user, who wouldn't even
need to know it was going on.
A manufacturer of microcomputers has used a similar
technique to teach a computer various styles of music
by playing examples of a style, (ragtime, for instance) in
as many differnt examples of that style as can be found.
The sound is converted to digital data which is analyzed;
the computer notes repeated figures and patterns and
formulates a set of rules for that style. The computer can
then generate a ragtime version of any song known to it,
by playing it within the rules for ragtime. The problem
(if you see it as a problem) is knowing just where ragtime
leaves off and where dixieland begins. Or, in the visual
1o8
example, where does the Bauhaus leave off and Art Deco
begin? If you would want the computer to know only the
purest elements, you are free to teach it only those rules.
But the real power of such a possibility would be the.
computer's ability to freely combine existing rule sets
into infinite variations at the will of the user: to execute
a design that is, for example, 2 parts Art Deco, 1 Part
Paul Kiee, and 2 parts William Morris. Or, a little further
into the future, a visual design which is 1 part High
Renaissance, 2 parts Dixieland, and 1 part Nouvelle Cuisine.
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Conclusion
"During the past two decades, there have been developments
that herald the return of a relationship among art, science,
and contemporary technology; for example, the efforts of
artists to utilize today's most potent means of communication:
video and the computer; of scientists to represent abstract
concepts visually, and of technologists to increase the the
possibilities of telecommunication and simulated experience.
These steps towards a collaboration between art and technology
represent a positive trend. An artist who is alienated from
technology cannot speak for a technological culture, any more
than a technologist who disdains aesthetics can design a humane
technology."
Myron Krueger, from his book: Artificial Reality, Addison-Wesley
Publishers, 1983.
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Black and White photographs by Man Ray, 1975
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One of three CBG rooms at ABC. (Front to back), Mark Bernardo, operator, works with David Kelley, production assistant, on
space shuttle graphics while co-author Max Berry looks on.
Real time animation and videographics at ABC
By Bebe F. McClain, president, B. F. McClain Productions, Asheville, NC, and Max
Engineering, American Broadcasting Companies, New York, NY
This microcomputer-based color TV
graphics generator, which combines a
character generator with a real time
animation machine, uses a raster for-
mat and high speed disc technology to
produce a new level of sophisticated
graphics under the control of TV pro-
ducers, artists and technicians. To say
that it can replace film animation is
similar to saying that a 7-course
meal replaces a pot pie. Not only can
the operator create text messages,
geometric figures, lines, curves and
complex animation sequences, and
digitize any photograph or art work
into a TV graphic but, using an elec-
tronic drawing board, he can integrate
freehand drawing into any picture
and delete unwanted backgrounds
from existing artwork or photos.
In trying to describe just what the
CBG can do, one is tempted to try to
discover what it cannot achieve.
The CBG is definitely a highly
specialized system. It has capability
similar to that of graphic devices
presently on the market and most of
that offered by film, but it has addi-
tional scope that is unique. It has
managed to give ABC a special
look-as witnessed by those viewing
the election coverage, the Olympics,
20120, and promos for news, sports,
and other programs.
With the CBG, the graphic poten-
tialities at ABC are almost endless.
They are constrained only by the im-
agination of the producer, artist and
operator, and the time that can be
Berry, director of Audio Video Systems
devoted to the creative task. Even
though capability is constantly being
increased, it would take years to ex-
haust the possibilities of the present
device.
The ABC production people had
asked the engineering department to
devise an electronic graphics system
to replace mechanical election result
tallying boards. Instead of giving them
the molehill they requested, one of the
authors (Max Berry) gave them a
mountain.
How the CBG evolved
Until 1972, televised election
returns were displayed using solari
boards. Generally, one person per
three machines was needed to control
the motors that changed the numbers
displayed beside the candidate's
name. When you consider that at that
From Broadcast Engineering Magazine, 2/82
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ABC News 1964 election headquarters with solari boards.
time there were 51 states, with hun-
dreds of races for Senate, House and
gubernatorial offices, you can imagine
the space needed to house these
boards and the personnel required to
mechanically change them. Also,
numerous cameras had to be
employed for effective switching be-
tween the boards. The studio had to be
set up three months in advance.
The production staff wanted the
figures to be displayed using a com-
puter. The ABC engineering depart-
ment responded by devising a system
for the 1972 elections using computer-
generated white numbers and
characters that were matted over a
blue slide.
It is interesting that the manage-
ment insisted that the solari boards be
set up and manned in case the com-
puter, plus a back-up unit, failed. The
Varian #1 computer worked like a
dream, only once acting up enough to
press the back-up Varian #2 into ser-
vice. (Both are still in use at ABC.)
In 1974, the blue slide was replaced
by an electronically generated
background, and in 1976, an Arvin
Still Store was incorporated, adding
oval shapes that had been prerecorded
and stored. These new backgrounds
that framed the candidates' names
proved inflexible. If recorded im-
properly, the candidate's name was
off center or did not fit. It was obvious
that for the '78 elections, more elec-
tronics were needed.
At this point, engineering ap-
proached a number of computer com-
panies to design special hardware and
software that produced multicolored
geometric shapes and patterns that
could be generated, modified and
moved in real time.
A proposal from Dubner Computer
Systems was accepted in 1977, and in
1978, the CBG-1 was used on the air.
With a touch of a button, geometric
Flickering torch graphic used in 1980
Winter Olympics.
shapes could be generated, -moved,
enlarged or shrunk using more than
500 colors. Also, maps could be used
and manipulated in ways never seen
before, including having one state
seem to grow by zooming out from the
map and filling the screen. As Robert
Siegenthaler, executive producer of
News Specials said, "It was a whole
new ball game."
Not satisfied with the quantum leap,
engineering asked the production
staff to present a wish list concerning
the infant generator. They replied
with such requests as shortening the
time interval (18 seconds) between the
actual command for grow-a-state and
when it appeared on the screen. Also,
they wanted a full-blown character
generator to be incorporated, with
more fonts and more size control than
was available on existing units.
ABC Engineering and Dubner
responded with the CBG-2, the pre-
sent machine that uses 2-color display
planes that may be merged. The
modification gave the producers what
they wanted, and more.
Black and white camera is used to digitize photos and art work used by the CBG.
During the development period,
engineering showed the CBG to
several people at ABC News and
Sports, including Roger Goodman,
director of Production Development,
who saw the possibilities presented by
this amazing machine. By chance, he
was occupied with a major pro-
ject-the 1980 Winter Olympics. At
that time, the ABC staff had the
creative talent and the opportunity of-
fered by the special event to fully use
the machine that engineering had
placed in their hands. Many of you
will remember seeing the flickering
torch, the international flags that were
instantly called up, and the ski jump-
ing in which the takeoff speed and the
distance jumped were displayed with
immediate computations of where
that entry stood in the competition.
The operators were amazed that the
CBG could store 52 flags that could be
punched up as fast as characters.
Goodman said, "Had we known in
1978 and 1980 what the Dubner (CBG)
would do, we wouldn't have spent the
half million dollars we did on film
graphics. We could have done 90% of
it on the Dubner."
Capability of the CBG
As previously mentioned, the CBG
is a character generator and a real
time animation device in which in-
dividual frames can be created and
then played back in real time, up to 60
fields per second, creating the illusion
of movement. Obviously, the more
frames produced, the smoother and
more sophisticated the animation.
The myriad combinations make it
possible to create graphics for almost
any purpose. But what is more signifi-
cant is the fact that major or minor
changes can be effected at any time
without reconstructing the entire
graphic, as must be done with film
animation.
This capability was clearly demon-
One line of the 525 lines of the video image can be isolated for graphic alteration.
The system's flexibility was shown when
"Kentucky" was misspelled and was cor-
rected in only 40-minutes.
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Operator Mark Bemardo changes discs in the equipment rack of one of ABC's 10
CBGs.
strated when CBG operator Mark Ber-
nardo received a drawing from the
Kentucky Derby outlining the club-
house that framed the words "Ken-
tucky Derby." After digitizing the
drawing, coloring it and composing
the promo spot, he realized that Ken-
tucky had been misspelled as "Ken-
tucy." With other systems, the work
would have been scrapped and the
drawing returned to the artist for cor-
rection, because the characters were
stylized (not an available type face)
and fit perfectly in the roof portion of
the drawing.
Using the available programs of the
CBG, Bernardo was able to take the
capital "K" in the word Kentucky,
shrink it down, move the "c" and the
"y" apart and electronically move the
new "k" into its proper place. Then he
was able to create additional portions
of the roof on either side of the apex,
open up the roof line and insert the
new pieces. This process took 40
minutes.
In addition to the more than 200
type fonts available in the CBG, the
operator is able to create any new font
and place it into memory. Not only
can the characters be popped on, but
words also can be written across the
screen as if a hand were writing.
Photos and drawings placed under the
black and white camera are digitized
and appear on the screen. They can
then be colored using combinations
available from the CBG's pallet of col-
ors.
Originally, 512 colors were available
as opposed to the 64 on previous
graphic generators used at ABC. Soon
more than 4000 will be available. With
the CBG, up to 64 colors can be used
on one character or item in the pic-
ture, whereas only two coud have
been used before. Anyone who has
ever tried to color a face, with its
numerous shades of flesh color, or
tried to create the effect of colors
gradually changing (for example, from
Syringe graphic series shows droplets changing into letters spelling the title of a 20/20 story.
purple to red to orange to yellow),
knows that the availability of
thousands of shades is not an ex-
travagance, but a necessity.
Another feature of the CBG is the
capability to isolate any one of the 525
lines. The cursor can be extended to
span any one of the 525 lines, however
the first 40 scan lines are not part of
the usable screen area. Each scan line
is 1024 pixels (picture elements)
across, and any pair of these horizon-
tal dots can be specified and altered.
Producers can now sit with the
operator, view the graphics created
and make alterations with ease. For
example, if the producer thinks that
the characters of one word should be
three lines taller, it can be accom-
plished with the push of a button.
Straight lines can be made to in-
stantly appear by placing two dots
where you wish the line to begin and
end. A curve will result by adding a
third dot above, below or to the side of
the first two. Any geometric figure
can quickly be created by defining the
corner dots.
Items from two different pieces of
art can be woven together to make one
picture. That in turn can be woven
with parts of a third, etc, until one
graphic is made using pieces from
dozens of sources. With the electronic
drawing board, the operator can take
the stylus provided and trace around
one element of a picture, such as one
face in a crowd scene, and drop out
everything else, leaving only that one
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An animated sequence displays oil leak-
ing out of a tanker. Oil leaks slowly out
of the ship's hold while the words
"Fumes & 02" are superimposed on the
tanker. The sequence ends with a small
explosion that starts in the hold and
zooms out to fill the screen, destroying
the tanker.
face. All types of freehand drawing
can be done directly on the screen us-
ing the stylus.
Program graphics at ABC
The following are some concrete ex-
amples of how the CBG has been used
to create the graphics that have given
ABC its distinctive new look.
20/20
Each Monday when Donna
Bedross, production assistant to Jan
Rifkinson, producer/director of ABC
News' weekly program 20/20, sits
down to plan out the animated
graphics that will be used for the
opening teaser describing what sub-
jects are to be covered that week, she
reminds herself of Rifkinson's advice.
"The overall objective of the graphics
is to make the story clear to the
viewer," he had said. "Try to design it
so that a hearing-impaired person,
who could only see the graphic, could
understand the story." The crisp, bold.
clean look of the 20/20 graphics
reflects this attitude. Bedross has a
better grasp of the capability of the
CBG than most production assistants,
because she used to be a CBG
operator.
In describing the process of evolu-
tion for each week's graphics, Bedross
tells how, after being given the list of
the week's stories, she sits down at the
CBG and tries a lot of different things.
Because Rifkinson has a monitor that
allows him to keep tabs on her work,
he often phones her to make com-
ments. She calls on the art department
for existing graphics, uses UPI and
AP photos and drawings, recalls parts
of previous graphics from stored
discs, takes items from books or does
freehand drawings herself and then
fashions portions of the graphics us-
ing the CBG programs to obtain a final
sequence.
By Tuesday afternoon, she has
created the five seconds of animation
needed for the introduction of each of
the four stories to be aired, plus any
graphics needed for use in the in-
dividual segments.
Sitting at the keyboard reviewing
her ideas with Rifkinson, she can
make changes in any part of the
graphic or she can update any fast-
changing story right up to air time.
One of her most imaginative CBG
animations was a syringe that, using
plunger pressure, spills droplets one
at a time that change into letters spell-
ing the title of the 20/20 story about il-
legal drugs.
Another, concerning the danger of
tanker oil spills, was an animated se-
quence depicting oil slowly leaking
out of the ship's hold while the words
A graphic piano provided an introduc-
tion for a story on Liberace. Its keys ap-
peared to move, an effect created by us-
ing a series of frames featuring the
piano, darkening various keys, then
playing the sequence back in real time.
With the system, names and titles can
be made to zoom out in a straight line, or
In a curve leaving streaks, or in a trail of
smaller images behind, and buildings
can be built on screen.
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"FUMES & 02" were superimposed
on the tanker. It ended with a small
explosion that started in the hold and
zoomed out to fill the screen, destroy-
ing the tanker.
CBG graphics can be used as a
matte into which live video is keyed,
as was done with the introduction for
a story on Liberace. A graphic piano
complete with moving keys was used
as a frame in which Liberace was seen
playing on a nightclub stage. To make
the keys appear to move, a series of
frames were created, using the same
graphic piano but darkening various
keys. When played back in real time,
alternating groups of keys appeared to
be depressed.
Names and titles can be made to
zoom out dramatically in a straight
line, or in a curve leaving streaks, or
in a trail of smaller images behind,
and buildings can be built on screen.
Similar to the way in which an in-
teresting magazine cover entices
potential readers to delve into the con-
tents, so do these introductory
graphics that arouse the interest of
viewers, keeping them tuned to 20/20.
Sports
Those watching the 1981 Kentucky
Derby, or the related promotions dur-
ing the preceding weeks, probably
thought they were seeing film anima-
tion when they saw a cartoon horse
and rider gallop across the screen. Ac-
tually this animated sequence was
produced by digitizing seven different
black and white drawings of a horse
and rider in seven different galloping
positions, coloring the individual
parts of the image and playing all
seven back in real time, making the
horse seem to gallop across the screen
with the jockey bouncing in the sad-
dle. The CBG allowed the operator to
select the playback speed and the size
of the horse on the screen. This se-
quence was often matted over the live
image of Churchill Downs.
Graphic scoreboard displays updated
scores.
A seasonal promotion features a
character named Hambo (he was first
used to promote the Hambletonian
Stakes harness race), who saws his way
out of a pumpkin, releasing a bat carry-
ing the ABC logo.
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Orbits of the shuttle matted over the
topographical map.
The next event graphic displays the
shuttle and defines the present ma-
neuver.
David Kelley, special events production assistant, holds a map supplied by NASA
depicting all 84 orbits that had to be individually programmed into the CBG for the
space shuttle graphics.
One use that ABC Sports makes of
the CBG is for its NCAA scoreboard
show where a computer helps
organize all the team names and all
the scores that are then transmitted to
the CBG. The result is the familiar
graphic scoreboard that displays the
updated scores.
At the Indy 500, the CBG was used
for the time trials. Each of the four
times the car went around the track,
the lap times were instantly compiled
and converted into miles per hour and
added to the graphic display on the
screen.
The seasonal promotion during
Halloween featured a character (affec-
tionately referred to at ABC as Hambo
because he was first used to promote
the Hambletonian Stakes harness
race) that sawed his way out of a
pumpkin, releasing a bat carrying the
ABC logo.
Special events
The two 1981 space shuttles provid-
ed opportunity to showcase the in-
genuity of the programmers and the
Orbits of space shuttle being programmed using the 16 different orientations of the
spacecraft.
efficiency of the CBG.
David Kelley, special events produc-
tion assistant, recalls how he and Ber-
nardo programmed all 82 orbits of the
space craft. When you consider that a
world map had to be broken up into
three sections, and that the craft had
to be pictured in 16 different positions
to show it traveling across the screen
in its orbit, you end up with 3936 in-
dividual frames to be programmed. It
took about 200 hours of programming
to give ABC the capability to pull up
the exact position above the earth of
the orbitor at any moment during the
mission.
ABC was also the only network to
offer complete graphic information
concerning the next event, thanks to
the CBG. A specially designed graphic
displayed the orbitor and defined the
present maneuver while two different
clocks counted down the time until
the next event and showed the mis-
sion elapsed time. The CBG can
simultaneously count five clocks up or
down.
According to Siegenthaler, the most
demanding event, graphically, is elec-
tion coverage. "It's a numbers game
where we must do whatever we can to
show who's winning," he said. "It's
hard to overdo graphics in an election.
The boxes and the colors are used to
channel the eye. Graphics are only
good if they deliver. And, we have to
be able to call up and display informa-
tion fast. Anything that takes over two
seconds is too long."
The 1980 election coverage by ABC
was a cornucopia of graphics inter-
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Graphic used by ABC during the 1980 election coverage showed percentage of
precincts reporting, the number of votes each candidate had received, and the
percentage split.
twined with constantly changing com-
puterized statistics supplied to the
CBG. The most frequently displayed
graphic exhibited the percentage of
precincts reporting, the number of
votes each candidate had received,
and the percentage split. A unique
feature of this graphic was that the
faces of the candidates -Reagan,
Carter and Anderson -appeared next
to their totals. These were not real
photos keyed in but images that were
digitized by the CBG and woven into
the graphic. The CBG alone was used
to generate this unusual box.
The digitized images, which could
be moved as characters to any posi-
tion, also appeared on other boxes-
such as the voter poll where bars grew
on the screen.
The growing states that, in 1978, had
required 18 seconds to respond to
command, took less than two seconds.
Extensive use was made of this anima-
tion effect, as was the logo used for
the promos and the actual
coverage-the 80 vote. The words of
this animated logo seemed to come
together from hundreds of random
pieces and from the phrase around a
big red check mark.
Even the correspondents were
framed by spectacular graphics, mak-
ing the entire election coverage more
graphically pleasing.
Hardware overview
The CBG-2 system includes an
operator's keyboard, an operator's
black and white monitor, two color
monitors and an equipment rack, but
the keyboard and monitors can be
remote.
The keyboard of the CBG is similar
to that of any character generator, but
with many additional special purpose
buttons. The black and white monitor
displays the status of the CBG, rele-
vant messages and diagnostic
messages. One of the two color
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The voter poll graphic shows bars growing across the screen.
Graphics showing the "growing states"
capability of the ABC system.
Graphic used as a logo during the 1980
election coverage.
During the 1960 election coverage, even
the ABC correspondents were framed by
graphics.
monitors is a preview monitor that
displays the cursor and has safe zone
lines while the other color monitor is
an on-air monitor.
The equipment rack, the heart of the
CBG, houses the microprocessor,
memory boards, disc controllers, A/D
and D/A converters, two encoders,
sync generator and power supplies. A
CDC/Hawk Disc Drive is mounted on
the bottom of the rack and has one
fixed platter and one removable plat-
ter.
The Control Data Corporation
(CDC) Single Platter Disc holds five to
20 seconds of animation, depending
on the complexity of the pictures. Up
to 9999 text messages can be put on
'one of the high speed discs, or up to
500 pictures. Floppy discs can be used
but are not necessary.
Several different programs are used
in the CBG, each of which is named
after the programmer who devised it.
One program is called "Take it away
Keith." Humorous retorts from the
computer-such as "Huh?" when an
operator makes an error-are typical.
Reaction to the CBG
The ABC management is pleased
with the results obtained from the use
of the CBG. It has been nine years
since the 1972 elections when it was
agreed to use a computer only if the
mechanical solari boards were kept
on full standby. That skepticism has
now vanished and has been replaced
with support and increased demands
for more electronic graphics.
Today there is no doubt that the pro-
duction operations people at ABC
delight in this machine. Watching
operators' hands fly across the
keyboard and listening to their ex-
clamations when it all comes together
gives understanding to the words of
Verne Pointer, vice president of
Engineering, when he said, "The
Character/Background Generator
(CBG) is perhaps the most creative
tool that we have placed in the hands
of the artist and operator for a new
and different look on the air since the
introduction of the color slow-motion
recorder in 1967."
ABC Engineering will be the first to
tell you that there were many birth
pains for the CBG. Aside from the
many equipment problems involved
in developing the hardware and the
software there were also people prob-
lems. A new type of art work was re-
quired from the artists for the most ef-
fective digitizing. Producers and pro-
duction assistants had to be oriented
and convinced to replace old methods
with the CBG. Operators had to be
trained. But it was exciting and in-
teresting-even when ABC had to
send the New York State Police after
one of the Dubner programmers dur-
ing the Olympics. He had come to
check out the units at Lake Placid.
After he left to drive home one started
acting up; but the police found him
and turned him around.
The TV industry has indicated it is
pleased with the CBG by honoring
ABC with various awards such as the
Gold Medal in the International Film
and TV Festival in New York. Amy
Sacks, director of Promotion and Pro-
gram Development at ABC Sports,
won this medal for her Hambletonian
Stakes campaign created on the CBG
that introduced the Hambo cartoon
character.
Bill Carter, in his article that ap-
peared in the Baltimore Sun, com-
pared ABC's coverage of the space
shuttle with that of the other net-
works.
"ABC's approach is so much more
visual, so much more innovative, so
much more production oriented.
While others were giving America
views of boring-looking people sitting
at desks in space control in Houston,
ABC was pumping up 3-color
graphics that included the name for
the next event, when it would take
place and a running clock counting
down to that time. That coverage can't
be dismissed as pyrotechnics. It was
exceptional television. It was better
television."
And what does the future hold for
the CBG? According to Roger Good-
man, who is responsible for the
graphic look of ABC News and Sports,
"We haven't even scratched the sur-
face of the capability of this machine
or the ideas of the programmers.
Believe me, it's going to be spec-
tacular."
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Character/Background Generator (CBG)
system configuration
The Character/Background Gener-
ator (CBG) Is a microprocessor-
based system designed to allow com-
plete, flexible software control of the
generation and display of broadcast-
quality color graphics. The accompa-
nying block diagram shows the major
elements of the system.
At the heart of the CBG is the main
microprocessor. It is an Intel
8080-based 8-bit general purpose
computer. In fact, with its 48k
memory, keyboard, floppy discs, and
black-and-white character display, it
differs little from a typical home com-
puter. The similarity ends there, for
much of the CBG hardware is
specialized.
The simplest element is font
memory. This is a 64kbyte scratch
pad memory critical for using the
system as a character generator. Per-
manent storage of character data is
on the Hawk disc drive. To speed
message processing, selected fonts
are read from the disc into font
memory. Character data can then be
rapidly transferred into the display
memories as needed.
Considerably more complex are
the two display memories where
video pictures are built. Images are
represented in run-length encoding,
so that a 2-byte element specifies
both the color and length of a line
segment. This scheme, though
awkward to manage from a software
standpoint, pays dividends in
memory usage. The efficiency of run-
length encoding allows many
Technical aspects of the CBG
reasonably complex images to be
stored in each of the two 64kbyte
display memories.
Color information is specified In a
similar fashion. The run-length ele-
ment contains only a color number.
This number (zero through 63) Indi-
cates which color value In the 64-
position color palette is to be used.
Each color can have eight different
levels each of red, blue and green -a
total of 512 possible colors. In addi-
tion, any color can be specif led as be-
ing transparent and/or keyed.
The digital RGB levels from each
display memory are sent to the
display controller. The display con-
troller routes the data from either
memory to either or both of the video
outputs. In addition, both planes can
be sent to an output, with one or the
other specified as the foreground.
The background plane will be seen
through any transparent colors on
the foreground.
The equipment has the capability
of rapid image switching. This led to
the early development of simple
animation. The early CBGs, however,
were equipped only with floppy discs
with small capacity and low speed
that frustrated more sophisticated
animation efforts. These restrictions
were mainly swept away with the ad-
dition of the 10Mbyte Hawk disc and
its high speed CPU-slice controller.
Images can be read from the disc into
display memory at a rapid enough
rate to allow animations limited only
by the total capacity of the disc, a
limit of several minutes worth of fair-
ly complex images. Display speed is
increased by double-buffering the in-
put in the two display memories:
while the images in one memory are
displayed, the other Is filled with the
next set.
The 2901-based CPU-slice micro-
processor that is used to interface
the Hawk disc has enhanced the
CBG's capabilities. As can be seen
from the diagram, it can access both
display memories and the font
memory, and is not limited to disc
transfers. Although it is difficult to
program, its tremendous operating
speed makes the effort worthwhile.
The capabilities of the CBG system
include a built-in digitizer. Any NTSC
video signal can be converted to a
run-length encoded digital image in a
matter of seconds. The software can
then be used to colorize and
manipulate the image into many
other forms. An electronic tablet is
also part of the CBG. This device,
which accurately measures the posi-
tion of a pointer on a flat surface,
enables the operator to paint on the
TV screen. It can also be used to
draw new pictures, or change old
ones.
The CBG was designed as a
general purpose computer with
specialized hardware added for video
display generation. This hardware
was designed to allow the software
to control the video image in the most
effective manner.
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