Abstract. We expand the class of curves (ϕ 1 (t), ϕ 2 (t)), t ∈ [0, 1] for which the ℓ 2 decoupling conjecture holds for 2 ≤ p ≤ 6. Our class of curves includes all real-analytic regular curves with isolated points of vanishing curvature and all curves of the form (t, t 1+ν ) for ν ∈ (0, ∞).
Introduction
Let g be a locally integrable function defined on a measurable set Q in R, and define the (ϕ 1 , ϕ 2 ) extension operator by E ϕ1,ϕ2 Q g(x 1 , x 2 ) =ˆQ e((x 1 , x 2 ) · (ϕ 1 (t), ϕ 2 (t))g(t)dt, where e(z) = e 2πiz . We will just write E Q g(x 1 , x 2 ) from now on because ϕ 1 and ϕ 2 will be clear from the context. This extension operator with Q = [0, 1] and the curve (ϕ 1 , ϕ 2 ) with vanishing or infinite curvature is the main object of study in this paper. In particular, we prove an ℓ 2 decoupling inequality of the form (1.1)
for curves with curvature that vanishes, or goes to infinity at finite order. Above, Part δ 1/2 ([0, 1]) denotes a partition of the unit interval into subintervals of size δ 1/2 , and 2 ≤ p ≤ 6.
The notorious difficulty of this problem for various extension operators has led to few developments in the 2000's since Wolff [5] , but just a few years ago in the revolutionary paper [1] , Bourgain-Demeter proved inequality (1.1) for the curve (t, t 2 ) in R 2 , as well as generalizations to all curves and hypersurfaces with nonvanishing curvature. This ℓ 2 decoupling inequality of Bourgain-Demeter had many powerful applications; for example, the proof of the main conjecture in Vinogradov's Mean Value Theorem [2] , an 80 year old problem in number theory counting lattice points on surfaces of the form x The ℓ 2 decoupling theory of Bourgain-Demeter helped make significant progress on, and even close, multiple long standing open problems in harmonic analysis and number theory, and has the potential of even further significant applications. This prompts one to extend the decoupling inequalities to include a bigger class of curves such as those with vanishing curvature, which we study in this paper. A model case to keep in mind is the curve (ϕ 1 (t), ϕ 2 (t)) = (t, t 1+ν ), ν > 0, where the curvature is 0 or ∞ at the origin. Our result for this model case is the following. Theorem 1.1. Given the curve (t, t 1+ν ) for fixed ν > 0, for all 2 ≤ p ≤ 6, all ǫ > 0, and all g : [0, 1] → C there is a constant C ǫ such that
Next, for the more general version with curve (t, ϕ(t)):
, some α > 0, and bounded away from 0 and ∞, the decoupling result automatically follows from the work of section 7 of BourgainDemeter [1] . To make this result more general, at points where one of these is not satisfied we will need two things, as mirrored in the assumptions of Theorem 1.3 and Proposition 3.2:
(1) Control on the rate of vanishing (or blowup) of ϕ ′′ . (2) Control on the nearby C 0,α norm, for use in bounding error with Taylor's theorem. 
Finally, the supremal right C 0,α -order of vanishing of ϕ ′′ at z will be defined as
and likewise for the left order of vanishing.
In Proposition 3.2, we will reduce Theorem 1.3 to the case where z = 0, and ϕ is defined on an interval (0, c] for some c > 0. As such we define the orders of vanishing at 0 as: 1 We are abusing the word "vanishing"a bit here since we also include the ∞ case, for which the "vanishing"order is negative.
As a remark, if we extend the definition of r 2+α,S to all α ∈ [0, 1], then r 2+α,S + α is nonincreasing in α, and r 2+1,S ≥ r 3,S , by definition of |ϕ ′′ | C 0,α (Ω) and the mean value theorem, respectively. Hence, for the purpose of assumption (2) in Theorem 1.3 and Prop 3.2, the following statements are ordered from strongest to weakest (with assumption (2) using (iii)): (i) r 3,S = r 2,S − 1 (ii) r 2+β,S = r 2,S − β for some β ∈ (0, 1) (iii) r 2+β,S ≥ r 2,S − β + o(β).
Given the unit ball
.
For each rectangle R in R 2 with sides parallel to the coordinate axes, let ω R be the adaptation of ω B to R. To be more precise, if R is the rectangle centered at x 0 , generated by two vectors (a, 0) and (0, b), we define
where T R is the linear transformation that maps (a, 0) to (1, 0) and (0, b) to (0, 1).
′′ be never zero and locally Hölder continuous in [0, 1] \ Z with exponent α > 0. Furthermore, assume that for each z ∈ Z, ϕ satisfies the following conditions: 
where R δ,r is a rectangle with sides parallel to the coordinate axes of the size δ −1 × δ −r/2 , and
A simple corollary is the following:
with curvature not identically zero, then for all 2 ≤ p ≤ 6 we have
, where R δ,r is a rectangle with sides parallel to the coordinate axes of the size δ −1 × δ −r/2 , with r − 2 being the maximum order of vanishing of ϕ ′′ over the whole curve, and
Our results naturally extend to curves in general forms. Let S be a regular curve in R 2 parametrized by {(ϕ 1 (t), ϕ 2 (t)); 0 ≤ t ≤ 1} where ϕ i 's are C ∞ smooth functions, with Wronskian only vanishing at finitely many points, and to finite order. We define, for any subinterval ∆ of [0, 1] and for any function
Corollary 1.5. Let S be a regular curve as described above. For each ǫ > 0, 0 < δ ≤ 1 the following holds:
, where B δ,r is a ball of radius δ −r/2 , and where r − 2 is the maximum order of vanishing of the Wronskian.
Our paper is organized as follows. In section 2 we present a proof for the model case. In section 3, we prove our main theorem, Theorem 1.3, and its corollary. Notation.
ǫ : For nonnegative numbers A, B, A ǫ B means that A ≤ C ǫ B for some constant C ǫ which depends on ǫ. K par p (δ): We shall use K par p (δ) to denote the decoupling constant at scale δ associated to the standard parabola (t, t 2 ), t ∈ [0, 1] for exponent p. Rectangles: For a rectangle of side lengths A and B, it will be understood that the associated sides are parallel to the first and second coordinate axes, respectively.
Proof for the model case
Fix an ν ∈ (0, ∞) and consider the compact curve {γ(t) = (t, t 1+ν ) ⊂ R 2 , t ∈ [0, 1]}. We have the following result which is stronger than Theorem 1.1:
holds for 2 ≤ p ≤ 6, where R δ,r is a rectangle of side lengths δ −1 and δ −r/2 , with r = max{1 + ν, 2}.
Proof. Given 0 < ǫ ≪ 1. Decompose the unit interval into
Note that we can afford logarithmic losses in δ and the number of k's is O(log(δ −1 )), so it suffices to show that for any δ
We claim that for any a ∈ [δ 1/2−ǫ , 1/2], we have the following inequality:
where R a,ν,δ is a rectangle of size δ −1 × a 1−ν δ −1 . Once we prove (2.3), (2.2) follows by Minkowski's inequality and the fact that
shows that if ∆t ≤ δ 1/2−σ , where σ = ǫ 3 , then on the interval [t 0 , t 0 + ∆t], the curve γ a (t) := (t, a 1−ν t 1+ν ) is within δ from the parabola
In fact, since a ≥ δ 1/2−ǫ , the error a
and thus
where Q δ is a cube of side length δ −1 . So to prove the claim, it suffices to show
. This is equivalent to showing the smallest constant K p (δ) that makes the following inequality holds satisfies K p (δ) ǫ δ −ǫ :
, where supp f is contained in N δ (γ a ), the δ neighborhood of the curve {γ a (t), a ≤ t ≤ 2a}, and P δ is a finitely overlapping cover of N δ with curved regions θ of the form θ = {(t, η + a 1−ν t 1+ν ) : t ∈ I θ , |η| ≤ 2δ}, where I θ runs over all intervals with length δ 1/2 and center belongs to δ 1/2 Z∩[a, 2a]. Note that by Minkowski, (2.7) implies estimates with the same constant over any spatial cubes with side length larger than δ −1 , and thus we shall always use the weight associated to the largest spatial cube throughout our iteration.
We applies the iteration argument sketched in [1] and [3] . Namely, we have
And the decoupling inequality for the parabola (2.4) implies that
is the standard (t, t 2 ) paraboloid decoupling constant with
We iterate to get
where k should be chosen so that δ
, with the constant uniform in a. A more detailed treatment of this iteration process will be given in the next section.
Proof of Theorem 1.3
The work of Bourgain-Demeter implies the following:
Then we have, for all 2 ≤ p ≤ 6,
, where Q δ is a cube of side length δ −1 .
To prove Theorem 1.3, it will suffice to prove the following proposition.
First, recall the simplified definitions: (1) r 2,S = r 2,I =:
Then we have, for all 2 ≤ p ≤ 6 and with r := max{r 2 + 2, 2},
for all integrable g : (0, c] → C, where R δ,r is a rectangle of side lengths δ −1 and δ − r 2 , and c is chosen sufficiently small, independent of δ, ǫ, or α.
Proof. Decompose interval (0, c] into:
We automatically get the desired decoupling on the (0, δ
Since we can afford log losses in δ and the number of k's is O(log(δ −1 )), it suffices to show that for any δ 1/2−ǫ < a < c,
By hypothesis (1), there exists some constant D ǫ > 0 such that 
. By Minkowski and (3.2), (3.3) will imply (3.1) if c is chosen sufficiently small (where, due to our use of weighted norms and the definition of ω R , the extra D ǫ can be absorbed into the implicit ǫ constant).
Let t 0 ∈ [a, 2a], and define the curve γ a (t) = t,
. Similarly, define the paraboloid
Then, for 0 ≤ ∆t t 0 ,
by Taylor's Theorem, hypothesis on r 2 , and hypothesis on r 2,β,S for a proper choice of β(ǫ). Namely, since r 2+β,S ≥ r 2 −β+o(β) by assumption (2), there exists a choice of β(ǫ) that vanishes at 0 sufficiently quickly such that r 2+β,S ≥ r 2 − β(ǫ) −
ǫβ(ǫ)
27 .
Letting ∆t max = sup{s : |(γ a − ρ a,t0 )(t 0 + ∆t)| < δ for all 0 < ∆t < s} and recalling that a ≥ δ 1/2−ǫ , then either ∆t max > a or, for some constantc ǫ ,
, and thus
where Q δ is a cube of side length δ −1 . Thus to prove the claim, it suffices to show
. This is equivalent to showing the smallest constant K p (δ) that makes the following inequality holds satisfies
, where supp f is contained in N δ (γ a ), the δ neighborhood of the curve {γ a (t), a ≤ t ≤ 2a}, and P δ is a finitely overlapping cover of N δ with curved regions θ of the form θ = {(t, η + γ a (t)) : t ∈ I θ , |η| ≤ 2δ}, where I θ runs over all intervals with length δ 1/2 and center belongs to δ 1/2 Z∩[a, 2a]. We apply the iteration argument sketched in [1] and [3] . Namely, we have
And due to (3.5), we can use the decoupling inequality for the parabola ρ a,t0 in (3.4) to obtain
for all σ > 0. Note that ρ a,t0 has constant curvature ϕ ′′ (t0) ϕ ′′ a 1, and due to rescaling and an application of Minkowski, K par p still bounds the decoupling for ρ a,t0 . More specifically, normalizing the curvature of ρ a,t0 will expand the spatial rectangles while leaving K p unchanged. Finally, an application of Minkowski implies that decoupling constants K p over larger spatial rectangles are bounded by the decoupling constants over smaller rectangles.
Using ǫ 2 β/4 in place of σ, this implies that
For the second inequality, we used the fact that
Replacing a 2 with e −1 , we get
for any choice of β(ǫ). From this it follows that
Now we finish the paper with a simple proof of Corollary 1.5 and a corresponding discretized version, which might be useful for future applications which gives bounds similar to those of Wooley [6] .
Proof of Corollary 1.5. The Wronskian is:
Given t 0 , since S is a regular curve, we may assume ϕ ′ 1 (t) = 0 near t 0 . Using a partition of unity, it suffices to consider a piece of the curve containing t 0 where ϕ ′ 1 (t) = 0. When we do the change of variable s = ϕ 1 (t), then the curve becomes (s, ϕ 2 (ϕ −1 1 (s))) = (s, ψ(s)), where t = ϕ −1 1 (s), and
, with a non-zero denominator by our assumption. Then the second derivative equals Here B R denotes a ball of radius R.
Proof. The proof is along the same line of proof of Theorem 4.1 in [2] . For completeness we give the details of the proof. Let {B N r } be a collection of finitely overlapping balls covering B R . We apply Corollary 1.5 to each B N r and use the fact that w B N r ≤ Cw BR to get
For τ > 0 let g τ (t) = 1 2τ N n=1 a n χ [tn−τ,tn+τ ] (t) and apply the above inequality and then let τ to 0. This completes the proof.
