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Abstract: In this paper, an original model-based scheme for leak location using pressure
sensors in water distribution networks is introduced. The proposed approach is based on a
new representation called the Leak Signature Space (LSS) that associates a specific signature
to each leak location being minimally affected by leak magnitude. The LSS considers a linear
model approximation of the relation between pressure residuals and leaks that is projected
onto a selected hyperplane. This new approach allows to infer the location of a given leak
by comparing the position of its signature with other leak signatures. Moreover, two ways of
improving the method’s robustness are proposed. First, by associating a domain of influence
to each signature and second, through a time horizon analysis. The efficiency of the method
is highlighted by means of a real network using several scenarios involving different number
of sensors and considering the presence of noise in the measurements.
Keywords: water distribution networks; leak location; linear model approximation; leak
signature space
1. Introduction
Water Distribution Networks (WDN) are used in everyday life, whether being employed for domestic
or for industrial use. They are usually large scale systems which demand continuous improvements in
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water loss management and new technologies to achieve higher levels of efficiency. Water losses due
to leaks in distribution networks have been estimated to account up to 30% of the extracted water. The
traditional approach to treat leaks in most of the cases is a passive one, i.e., a leak is repaired only when it
becomes visible, which typically results in a huge loss of water. Thus, it is important to develop methods
that report leaks at an earlier stage. This explains why the development of efficient leak detection and
location strategies has become an essential research issue in recent years [1]. Leak detection task is
about indicating the existence of a leak providing an estimation of the occurrence time. On the other
hand, leak location refers to the ability to determine the place in the water network where the leak is
occurring along the water system.
Several works have been published on leak detection and location methods for WDN [2,3].
Colombo et al. [4] offer a review of Transient Test Based Methods (TTBMs) for leak detection that
summarizes current and past contributions. TTBMs are efficient when used in the management
of the water supply systems where large pipes (corresponding to transmission mains) and less
interconnected than in WDN are found due to its short duration and because they allow the use of
pressure measurements. In addition, TTBMs are able to detect and locate leaks in the water system.
Meniconi et al. [5] present a single transient test that shows that it is possible to find singularities in a
complex system by analyzing the pressure signal in one section. In [6], a study about how the conditions
of the system can affect the leak detectability is offered showing that it is important to take into account
the tests conditions when selecting a leak detection method. However, the performance obtained until
now is still far from allowing the detection of WDN leaks with only few sensors in a robust and fast way.
In the case where the flow measurements are available, leaks could be detected more easily since it is
possible to establish simple mass balance in the pipes. In these simple cases, the leak is detected but not
located in the network. See, for example the work of Ragot and Maquin [7], where a methodology to
isolate leaks is proposed using a fuzzy analysis of the residuals. This method finds the residuals between
the measurements with and without leaks. However, although the use of flow measurements is viable in
large water transport networks, this is not the case in WDN where there is a dense mesh of pipes with
only flow measurements at the entrance of each district metering area (DMA). In this situation, water
companies consider as a feasible solution the possibility of equipping the DMAs with pressure sensors,
because they are cheap as well as easy to install and maintain.
As an alternative, Xia and Guo-jin [8] proposed a leak detection model based on the cluster-analysis
and fuzzy pattern recognition approach. Here, simulations of pipe leaks are clustered in virtual partitions.
Then, a fuzzy recognition technique identifies the leak region reducing the scope for the leak detection.
However, this approach still presents issues related to the size of the virtual partition that would require
further improvement. Recently, acoustic instruments that allow the location of invisible leaks were
developed by [9], but unfortunately, their application to a large-scale water network is very expensive
and time-consuming. Another leak detection methodology based on the generation of a new class of
structured residuals has been proposed in [10] and satisfactorily applied to a water distribution network.
This approach allows to detect leaks in an efficient way but it may be time-consuming due to the
numerical algorithm used to compute the residuals. Goulet et al. [11] proposed another original approach
for the problem of leak detection and isolation as well as for optimal sensor placement. The central
idea is to falsify model instances (parameter sets) for which the difference between predictions and
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measurements is larger than the maximum plausible error. Maximum plausible errors are determined
by combining model and measurement uncertainties. However, this work is only able to find leaks of
large magnitudes and needs a large number of sensors in the pipes. Recently, a new technique to address
leakage has been proposed [12] using ground penetrating radars that extracts images and combines them
with statistical methods to try to classify leaks.
Model-based leak detection and isolation techniques, using pressure measurements and sensitivity
analysis, have been studied for two decades, since the paper by Pudar and Liggett [13], which formulates
the leak detection and isolation problem as a least-squares estimation problem. However, the estimation
of the parameters describing the WDN model is a difficult task since these models are non-linear.
Another contribution relies on the use of binary codification of residuals proposed by [14] to compose
the fault signature which can be used in binary tests to detect and isolate the leak. However, it has been
shown that such approach produces a loss of information which decreases the performance.
Later, an improved method based on a model-based approach that relies on pressure measurements
and leak sensitivity analysis is offered by [15]. This approach has a good efficiency under ideal
conditions, but its performance decreases in presence of nodal demand uncertainty and noise in the
measurements. This methodology has been extended in [16] where an analysis along a time horizon
is taken into account and a comparison of several leak isolation methods is offered. In this case, the
efficiency is improved despite the leak magnitude uncertainty is still affecting the performance.
Water networks are systems very too complex to model due to the huge amounts of available data and
the important uncertainties regarding demand changes and noise present. However, methods that can
deal with this issue have been developed in past and recent years [17,18].
Aiming to improve the efficiency of these methods, a new scheme where the leaks are identified
through a specific signature minimally affected by the leak magnitude is proposed in this paper. This
signature can be represented in what is called the Leak Signature Space (LSS). This representation allows
to infer the location of a given leak by comparing the position of its signature with other leak signature
references. Moreover, two ways of improving the method robustness are proposed. First, by associating
a domain of influence to each signature and second, through a time horizon analysis.
The organization of the paper is as follows. Section 2 presents the WDN model and highlights
how, under given conditions, one can approximate pressures and leaks magnitudes by means of a linear
relation. Section 3 introduces the LSS representation that associates a signature and possibly a domain of
influence to each leak independently of its magnitude. Section 4 shows the presented representation for
the leaks in a small WDN example. Section 5 shows how the leak location is actually performed from the
LSS and a complete application of the method in a real network is shown in Section 6. Section 7 offers
the application in a real test scenario. Finally, Section 8 summarizes and presents potential extensions to
the work presented in this paper.
2. Model Representation
This section shows the equations governing the behavior of the pressures and the water flows of a
WDN under quasi-static conditions.
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2.1. Water Network Model Solution
In this work, the assumption that only one leak may occur at a time in the WDN is considered. In the
following, it is assumed that the behavior of the WDN follows the model described by [19] and used in
most of the hydraulic simulators. Let us consider a WDN with m nodes, f pipe flows and n pressure
sensors located at the nodes (typically n  m). Let us also define the vectors p, p∗, q, d which are
respectively the vectors of pressure in the junction nodes, pressure in reservoirs, flows trough the pipes
and demands:
p = (p1, · · · , pm)T
p∗ = (p∗1, · · · , p∗u)T
q = (q1, · · · , qf )T
d = (d1, · · · , dm)T
(1)
with u corresponding to the number of reservoirs supplying water to the WDN. Then, the water network
model can be formulated through the following matrix representation:(
A11(q) A12
A21 0
)(
q
p
)
=
(
−A10p∗
d
)
(2)
where A11(q) = diag(ci|qi|γi), i ∈ [1, · · · , f ], A12 = AT21, A10 = AT01 and with A21, A01 the incidence
matrices obtained when only junction and reservoir nodes are considered, respectively. In A11(q), |qi| is
the absolute value of the flow qi, ci is a constant parameter which depends on the diameter, the roughness
and the length of the pipe, and γf is the flow exponent parameter.
The resulting water network model can then be solved numerically using a Newton–Raphson iterative
scheme where the iteration k + 1 is given by the following set of equations:
qk+1 = (I −N−1)qk −N−1A−111 (qk)(A12pk + A10p∗)
pk+1 = −(A21N−1A−111 (qk)A12)−1 ·
(
A21N
−1(qk + A−111 (q
k)A10p
∗) + (d− A21qk)
) (3)
where N is a diagonal matrix such that N = diag(γi), i ∈ [1, · · · , f ]. It is important to note that this
resolution approach is commonly employed, as e.g., in the EPANET simulator [20] where large WDN
can be simulated efficiently.
The solution of the system of Equation (3) corresponds to the case without leak where an equilibrium
point has been reached for the network, i.e., the flows and pressures are constant along the iterations
which means pk+1 = pk = p and qk+1 = qk = q. A representation of a leak in a WDN would
theoretically involve a graph structure where each possible leak could be represented by a graph node.
However, a leak could possibly appear at any point of a network pipe. For this reason, the exact modeling
of any possible leak becomes unfeasible in practice. To mitigate this issue, it is usually assumed that
leaks only appear at existing nodes [13]. With such assumption, we can add a leak written as a vector of
extra demands ∆d and the new demand d′ can be expressed such as:
d′ = d + ∆d (4)
where ∆d is a m dimensional vector with zeros everywhere except at the node’s index where the leak
occurs. Now, assuming that in presence of a leak, the network flow equilibrium can also be reached, the
pressure in case of leak can be expressed by:
p′ = −(A21N−1A−111 (q′)A12)−1 ·
(
A21N
−1(q′ + A−111 (q
′)A10p∗) + (d + ∆d− A21q′)
)
(5)
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where q′ is the flow in leak case. Then, we propose to represent the residual r (c.f. [15]) as the difference
between the nominal pressure in the model without leaks and the pressure in the network in case of a
leak. From Equations (3) and (5), the following approximate expression for the residual could be derived:
r = p− p′ ≈ (A21N−1A−111 (q)A12)−1∆d = S ·∆d (6)
assuming that the leak is small compared to the non-leak flows, what allows to approximate the flow
in non-leak and leak case: (q = q′). The proposed leak location approach is intended to be used for
small leaks since large leaks are easily detected because usually reach the surface rapidly. In this way,
it is possible to obtain an approximate linear relation between the residual (and consequently with the
pressure measurement) and the leak through a matrix factor S under equilibrium assumptions that is
known as the sensitivity matrix. This approximation implies an error factor εq when using the linear
approximation r = S ·∆d + εq. This error is not modeled when deriving Equation (6) but it will be
taken into account as uncertainty in the realistic cases analyzed in the experiments. The S matrix has
been used in a variety of works [15,16,21] where it has been obtained by means of simulation. However,
to our knowledge it is the first time that the analytical expression Equation (6) is proposed, opening new
perspectives for developing analytical methods for model based leak location.
The pressure in a network at a given time instant can be represented by a point in the m-dimensional
space of the pressure measurements. In case of a leak, residual Equation (6) indicates the position
of this point located on a line passing through the origin and whose direction depends on the node
where the leak occurs. Moreover, the position of the point on the line depends on the leak magnitude.
However, in practice, pressure measurements are available only in a limited number of nodes n, which
is where the sensors are placed. Thus, the n-dimensional space of the sensors corresponds to a subspace
(a projection) of the m-dimensional space of the pressure measurements. Fortunately, this linear
dependency Equation (6) is also valid in this projected space.
In the following, an explanation about how these linear dependencies can be exploited to discriminate
leaks is offered.
3. Leak Signature Space
Now, an original spatial representation that allows to discriminate the possible leak location is
presented. The linear dependency presented above is such that for any pair of residual vectors r1 and r2
corresponding to different leak magnitudes but occurring in the same node j, it can be stated that:
rj2 = λr
j
1 (7)
with λ proportional to the leak magnitude. Thus, any residual corresponds to a direction vector of the
line representing the leak at a specific node. Based on the sensors available, it is proposed to use the
projection of the direction vector onto a selected hyperplane of the n-dimensional space. Then, for
simplicity, let us assume for now that the last coordinate is chosen to form the hyperplane, such that for
a given residual rj = [rj1, · · · , rjn]T, the projection vector r¯j can be computed as:
r¯j = [
rj1
rjn
, · · · , r
j
n−1
rjn
, 1]T (8)
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Thus, there is a unique expression of such projection vector for a linear representation of the residuals.
Consequently, it is possible to associate to the leak in node j and independently of its magnitude, a unique
point r˜j = [r¯j1, · · · , r¯jn−1] in this (n− 1)-dimensional hyperplane called the Leak Signature Space (LSS).
In Figure 1, it can be seen the projection of the residuals for the small example when considering the
three nodes equipped with sensors. Here, the last coordinate was considered, but the projection can
be performed onto any hyperplane formed by taking any of the n possible coordinates equal to 1. This
projected space, that allows to represent leaks independently of their magnitude, is called hereafter as the
Leak Signature Space. Later on, it will be shown how to optimize the choice of the projection hyperplane.
Figure 1. The linear model approximations of the residuals for the three possible leaks are
projected onto a (n− 1)-dimensional hyperplane (here a plane).
3.1. Dealing with Realistic Cases
In a real scenario, the ideal linear dependency presented in the previous section may be partially
affected. First, the approximation of the studied relation should include the error factor εq as mentioned
previously. Also, the model representation used is always imperfect/incomplete with respect to what is
happening in a real network and the simulation based on the Newton–Raphson scheme may introduce
some numerical errors. In addition, some noise is typically associated with the sensor measurements
and finally, the demand may vary along the time, whereas the leak in the presented model appears as
an extra demand which follows a fixed demand pattern. The problem of changes in the water demand
will be considered later on. For now, it is only explained how to deal with general noise and imperfect
linear dependencies.
To represent the leak associated to a given node j in the network with n sensors, s different
leaks magnitudes lk are simulated, with k ∈ [1, · · · , s]. Then, the associated s residual vectors
r{j,k} = [r{j,k}1 , · · · , r{j,k}n ]T are computed and if the projection is performed with respect to the last
coordinate, their projection onto the LSS are given by the (n − 1)-dimensional points of coordinates
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r˜{j,k} = [ r
{j,k}
1
r
{j,k}
n
, · · · , r
{j,k}
n−1
r
{j,k}
n
]T. Then, the point r˜j , corresponding to the leak j, is taken as the barycenter of
these s partial signatures r˜{j,k} built from the different leak magnitudes:
r˜j =
[
1
s
s∑
k=1
r
{j,k}
1
r
{j,k}
n
, · · · , 1
s
s∑
k=1
r
{j,k}
n−1
r
{j,k}
n
]
(9)
Computing such barycenters for the m possible leak nodes, m leak signatures r˜j are obtained, with
j ∈ [1, · · · ,m], that can be used to perform leak location. It should be also remarked that when the
number of sensors increases, it increases the dimension of the hyperplane in the LSS and thus increases
the chances to discriminate the different leak signatures.
3.1.1. Leak Signature Domain
Each leak signature is computed as the barycenter of the partial signatures computed from different
leak magnitudes simulations. Additionally, it can be determined a domain of influence to these signatures
as (n− 1)-dimensional spheres whose radius corresponds to the largest Euclidean distance from the
barycenter to the partial signatures. Thus, the radius for each leak signature domain is defined as:
radj = max ρjk, k ∈ [1, · · · , s] (10)
where ρjk are the distances between the barycenter of the node j and each of the partial signatures
obtained by simulating the s different magnitudes. Then, if two domains overlap, it means that these
two leak signatures are very similar and thus there is a risk of confuse one leak with the other. Such
representation allows to take into account the deviations from a perfectly linear relation between leak
magnitudes and residuals.
3.1.2. Choice of the Projection
The construction of the domains, associated to each signature, can be used to decide which is the
most suitable projection to use in order to discriminate the leak signatures. When an intersection
between two leak signature domains occurs, it means that a leak could be associated to a given node
whereas it has occurred in another one. Thus, it is proposed to use the projection that minimizes the
number of intersections between all the signature domains. For that, the barycenters using each of
the possible sensors coordinates as hyperplane of projection are computed. Then, for each case, if the
distance between two barycenters is smaller than the sum of their radii, it means their domains intersect.
Finally, the number of intersections occurring for each hyperplane are counted and the one with lowest
occurrence is selected.
4. Small WDN Example
In this section, the presented model representation and leak signature space will be illustrated on a
small network.
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4.1. Model Solution
Let us consider a small WDN example shown in Figure 2 that contains 1 reservoir, 3 demand nodes
and 4 flow pipes.
 

Figure 2. Small Water Distribution Network (WDN) example. A reservoir is supplying a
network composed of 3 demand nodes and 4 pipes.
Then, the matrices describing the network model (c.f. Equation (2)) are given by:
A12 =

1 0 0
0 1 0
−1 0 1
0 −1 1
 , A10 =

−1
−1
0
0
 (11)
Assuming that the pressure in the reservoir is known and taking into account the pipes characteristics,
the matrices A11, N and S (c.f. Equation (6)) have the following numerical values:
A11 =

0.81 0 0 0
0 0.19 0 0
0 0 1.16 0
0 0 0 2.79
 , N = 1.852 · I, S =
 1.26 0.06 0.910.06 0.35 0.14
0.91 0.14 2.21
 (12)
where I is the identity matrix. Then, it is possible to compute the residuals Equation (6) for each possible
leak in the network. In this example, first it is assumed that the space of the pressure measurements is
3-dimensional, i.e., all pressure nodes are measured and m = n = 3. Figure 3a illustrates this space,
showing the differences of pressures for leaks in each of the three nodes for leak magnitudes varying from
1 to 5 liters per second (lps). It also shows how each node corresponds to a residual that varies linearly,
according to the leak magnitude. In this figure, it is interesting to note that despite the lines representing
leaks in nodes 1 and 3 are different, they have the same projection in the subspace of sensors 2 and 3.
Figure 3b shows the case where the sensors are only installed in nodes 1 and 2 (n = 2). Thus,
observations can only be made in the projected 2-dimensional space corresponding to these two sensors.
In this space, the linear dependency remains.
It can be seen a linear variation of the residuals respect to the leak magnitude for leaks introduced in
each of the three network nodes. The linear dependency respect to the leak magnitude also appears in
the projected 2-dimensional space of two sensors installed at nodes 1 and 2.
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Figure 3. 3-dimensional (a) and 2-dimensional (b) space of the pressure measurements.
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Figure 4. Representation of leak signatures in the LSS of the small WDN, equipped with
3 sensors.
4.2. Leak Signature
Considering that the 3 nodes of the small example are equipped with sensors (n = 3), the leak
signature of each node in the LSS can be represented. For each of the 5 leak magnitudes, a Gaussian
white noise with a random amplitude was added to the pressure measurements affecting the residual
values. Figure 4 shows for a leak in each node j, the partial leak signatures kr˜j for each magnitude. The
final signatures r˜j obtained from the barycenter of these points and their domain appear as ellipses since
axes are not normalized. The signatures are computed as the barycenter of the partial leak signatures
corresponding to given leak magnitudes. The leak signature domains that appear as ellipses are only
visible for node 2 since for the other two nodes the partial signatures are almost perfectly superposed.
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5. Leak Location Method
5.1. Basic Approach
In this section, it is explained how to estimate the leak location based on the LSS representation. First,
the m leak signatures of the network nodes are computed with the method presented in the previous
section. Then, when a leak occurs, its signature in the LSS is determined, i.e., the (n− 1)-dimensional
point r˜∗ representative of this leak from the real residual measurements is computed. Finally, the
Euclidean distance ρ between r˜∗ and the various leak signatures r˜j in the LSS is computed. The leak
node is estimated as the one whose signature is the closest to the current leak signature, i.e., the index id
of the leak is such that:
id = arg min
j∈[1,··· ,m]
ρ(r˜∗, r˜j)) (13)
where arg min is the argument of the minimal distance evaluated.
5.2. Exploiting Leak Signature Domains
When the leak signature domains have been computed, a more robust approach can be used for leak
location. That is, the list of leak signature domains that contain the leak are sorted according to the
distance of their center to the real leak. This list provides additional information regarding the leak
location. If the list contains only one element (which is by definition the closest leak signature), it has
a very high chance to correspond to the correct leak node. Otherwise, it provides an ordered list of
additional nodes candidates for the leak, that can be checked if the nearest signature does not correspond
to the correct leak location.
5.3. Time Horizon Analysis
In practice, for a given network, the demand usually varies along the time and it is important to carry
out the leak location analysis taking into account a time horizon [16]. To address this point, it is proposed
to record for each potential leak node j, the various signatures it has along the considered time horizon
which typically corresponds to one demand pattern cycle. Since the demand varies along this pattern,
the position of the leak signatures changes accordingly. Then, in presence of a leak, the positions of its
signatures in the LSS along the day with the positions of the reference leak signatures are compared.
This comparison is performed by summing the Euclidean distances for each time instant considered.
Thus, if T instants of time are considered, there are T residuals tr˜∗, t ∈ [1, · · · , T ] obtained from the
measured pressures. The index of the leaky node is estimated as the one that minimizes the sum of the
distances between the node signature and the current leak signature along the time horizon is:
id = arg min
j∈[1,··· ,m]
 ∑
t∈[1,··· ,T ]
ρ(tr˜
∗, tr˜j)
 (14)
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5.4. Combining Time Horizon and Leak Signature Domains
Finally, it is proposed to combine the leak signature domains with the time horizon analysis to obtain
a more robust leak detection mechanism. First, the domains of the various leak signatures for each
time instant considered are computed. Then, when locating a given leak, a list which includes the leak
signatures whose domain contain the real leak in at least a given percentage (e.g., 90%) of the T time
instances is computed. This list is also ordered according to the sum of distances between the reference
signatures involved and the real leak signature, for each time instant. By means of such procedure, a list
of probable leaks along a time horizon is obtained, that gives, at first rank the most probable location
and next, the position of other possible locations if this first assumption is incorrect. In the following
section, the leak location method based on the LSS is applied to a real network and the performance
using signature domains and a time horizon is analyzed.
6. Real Network Application
The proposed method is applied to a real network (WDN of Limassol city in Cyprus) simulated in
EPANET. This network consists of 1 reservoir, 197 junction nodes and 239 pipes as shown in Figure 5.
76 
152 
111 
146 
2 
Figure 5. Limassol water distribution network.
Leaks are simulated in a range going from 2 to 6 lps. These values are selected since, as stated before,
they correspond to the leak magnitude range of interest according to the water company managing this
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network. To simulate individual leaks in EPANET, according to [20], it is necessary to specify an emitter
coefficient (EC in lps/m1/2) based on the following expression:
EC =
q
pPexp
(15)
where q is the flow rate, p is the fluid pressure and Pexp is the pressure exponent. Then, the EC will vary
in a range going from 0.3 to 0.9 lps/m1/2 to introduce leaks in the range specified above.
It is important to remark that, whereas in the theoretical analysis part of the paper the leak is
represented as an extra demand, here a different formulation is used. This difference in the way leaks
are modelled will introduce some additional uncertainty. A more thorough analysis on how this different
leak representation affect the proposed leak isolation method will be addressed as future work. There
are some recent works that study and try to find equations for modelling leakage as a function of
pressure [22,23], it is well known that the pressure exponent for the leak is commonly fixed at 0.5,
being this value used in this work. However, it is very interesting to note that the leakage exponent can
provide a better characterization of the pressure response when it is measured at different pressures, also,
it has an important impact when different materials are tested. Also, it is important to mention that in
recent studies it has been shown that the relationship between the leak discharge and the head in the pipe
can be relevant for modeling leaks in WDNs. In fact, experimental evidence presented in [24] shows
hysteresis behavior in a high density polyethylene pipe.
First, it is proposed to analyze how the number of sensors used in the network impacts the quality
of the leak location. The sensors are distributed such that they try to cover as much as possible the
various network areas and it is assumed that they are sensitive to any pressure change at their location.
By experience, it has been noticed that sensors located at the edges of a network are more sensitive to
changes in pressure. Thus, border nodes are arbitrarily selected trying to cover all the pressure changes
(note that an optimal sensor placement has not been performed, but it will be part of the future work).
The possible locations of the sensors are summed up in Table 1 and shown in Figure 5.
Table 1. Indexes of the nodes equipped with sensors according to the total number of sensors.
Number of Sensors Sensor Node Locations
2 2, 152
3 2, 146, 152
4 2, 76, 111, 152
5 2, 76, 111, 146, 152
6.1. Choice of Projection Hyperplane
First, the projection which optimizes the chances to detect the leak is searched. To this aim, the
number of overlaps between leak signature domains for each possible projection hyperplane is counted.
With the 197 nodes of the Cyprus network, and considering only one instant of time, there are for each
projection, 19, 306 pairs of leaks whose leak signature domains could potentially overlap (obtained as
the total of combinations of two nodes from the total of nodes, i.e.,
(
197
2
)
). Table 2 sums up the results
obtained, as a function of the projection hyperplane and the number of sensors. As one can see, the
number of overlaps tends to decrease with the number of sensors installed. In the case that 2 sensors are
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installed, the two possible projections give the same number of overlapping domains. In other cases, the
most suitable projection is the one associated with sensor of index 152 which minimizes the intersections
between leak signature domains.
Table 2. Overlapping leak signature domains for a single instant of time in function of the
projection hyperplane and a given number of sensors .
Number of Sensors Overlapping Domains
2 282 - - - 282
3 248 - - 241 213
4 152 160 186 - 148
5 150 175 179 173 147
Sensor Indexes 2 76 111 146 152
Analogously, the best projection when taking into account a full time horizon (in this case, a 24 h time
horizon) is evaluated by averaging the sum of overlaps obtained for each single time instant. Table 3
shows the results obtained, as a function of the projection hyperplane and the number of sensors used.
Table 3. Overlapping leak signature domains, as a function of the projection hyperplane
selected and the number of sensors when considering a time horizon.
Number of Sensors Overlapping Domains
2 260.7 - - - 260.7
3 245.0 - - 266.7 262.4
4 152.0 165.2 187.3 - 157.1
5 151.4 177.4 183.8 170.44 150.9
Sensor Indexes 2 76 111 146 152
As one can see, the best choice may differ from what is obtained when considering only a single
instant of time. When 2 sensors are installed, both projections give the same average number of overlaps.
In the case of using 3 and 4 sensors, the most suitable projection is associated with the sensor of index 2
while in the case of 5 sensors, the best projection is based on the sensor of index 152.
6.2. Leak Location: Single Node Analysis
Here, a leak in the node of index 69 is considered with a magnitude of 3.5 lps (simulated with
EC = 0.54). Figure 6 represents the leak in the LSS in case of 2, 3, and 4 sensors. Lower pictures
(d,e,f) are zooms of the upper pictures (a,b,c).
In the case that 2 sensors are installed in the network (Figure 6a,d), the closest leak signature
corresponds to the node of index 194 which is at a topological distance of 4 nodes from the node 69.
Now, if the leak signature domains are analyzed, it is possible to compute a list of probable leak nodes,
which are the nodes whose domain contains the signature of the real leak. Such procedure leads to a
list of 7 probable leak nodes. When the list is ordered according to the distances between the real leak
signature and the reference signatures, the real leak node is ranked in the fourth position. With 3 sensors
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(Figure 6b,e), the leak is located at node 70 which is at a topological distance of 1 node from the node
69. In addition, the number of probable leaks with 3 sensors is reduced to 3 while the correct leak is
ranked last.
Finally, with 4 sensors (Figure 6c,f), the leak can now be discriminated from any other node and it is
correctly located at node 69. Moreover, when using 4 sensors, it can be seen that the only leak in the list
of signature domains computed is the correct leak at node 69.
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Figure 6. View of a leak at node 69 in the LSS in case of 2 sensors (a,d); 3 sensors (b,e);
and 4 sensors (c,f). Lower pictures are zooms of the upper pictures.
Now a test of the leak location method coupled with a time horizon analysis is proposed. In this case,
a leak in the node of index 150 is considered with a magnitude of 3 lps (simulated with an EC = 0.46)
with a time horizon of 24 h and sensor measurements every hour (the EC used to simulate the leak is
assumed to be constant along the considered time period). Figure 7 represents the signatures in case of
2, 3, and 4 sensors in the region of the LSS where the real leak is measured. When 2 sensors are installed
(Figure 7a), the node with the minimum distance summed along the time horizon is the node of index
149 two nodes away from the leak node. Considering the signature domains, an ordered list of 3 nodes
of indexes (149, 150, 191) is obtained. In the case of 3 sensors, the leak is correctly located at node
150 (Figure 7b) whereas the list of probable leaks still contains three nodes but now with order (150,
149, 191). Finally, the case of 4 sensors gives almost the same results: the leak is correctly located at
node 150 and the list of probable leaks contains again 3 signatures meaning that leaks are still difficult
to discriminate, even with an LSS of dimension 3 (Figure 7c).
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Figure 7. View of a leak at node 150 in the LSS for a 24-hour time horizon analysis in case of
2 sensors (a); 3 sensors (b); and 4 sensors (c). The lines correspond to connections between
successive time samples. The leak is correctly located when 3 and 4 sensors are present.
6.3. Leak Location: Full WDN Analysis
A global analysis of the performance locating leaks in the WDN is performed by simulating
successively leaks in each of the network nodes. Here, the number of sensors may vary from 2 to 5
(see Table 1). In order to perform more realistic tests, some scenarios may include measurements noise.
In these cases, Gaussian white noise with a mean amplitude corresponding to 0.5% of the expected
measurements is added.
Tables 4 and 5 show the efficiency achieved for leak detection considering a single instant of time
and a time horizon, respectively. The experiments were performed with or without the presence of
noise. Without noise, a leak magnitude of 4 lps (EC = 0.6) is chosen whereas in presence of noise, the
magnitudes are randomly taken between 2 and 6 lps (EC ∈ [0.3, 0.9]). Both tables indicate according
to the number of sensors (column 1), the percentage of correct leak locations (columns 2 and 5), the
average topological distance in the network in case of incorrect leak location (columns 3 and 6) and the
mean rank of the real leak with the list of probable leaks (columns 4 and 7). Note that, the correct leak
was always found within the list of probable leaks.
First, comparing the two tables, it can be seen that the introduction of a time horizon clearly improves
the overall robustness of the leak detection method. In addition, it can be seen as a general trend,
an important improvement between 2 and 3 sensors and then between 3 and 4, whereas the relative
improvement is somehow smaller when passing from 4 to 5 sensors. However, it can be observed that
with the proposed method, the efficiency that is obviously affected by the presence of noise remains
higher than 75% from 4 sensors when including a time horizon analysis. Moreover, the average
topological distance in case of incorrect leak location is always very low, as well as the rank of the
correct leak among the list of possible leaks when using signature domains. Note that another advantage
of using the domains is that it indicates for a given leak if it has a risk to be confused with other nodes
and which are these nodes. In particular, if the list contains only one element, there is a high probability
to be the correct leak.
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Table 4. Leak location efficiency when considering only one instant of time.
Without Noise With Noise
Sensors % Correct Average topological Mean % Correct Average topological Mean
distance Rank distance Rank
2 61.9 2.8 1.6 58.4 3.1 2.0
3 75.6 1.8 1.4 65.0 1.9 1.7
4 85.8 1.3 1.2 73.1 1.3 1.5
5 86.3 1.3 1.2 74.6 1.4 1.4
Table 5. Leak location efficiency with time horizon analysis.
Without Noise With Noise
Sensors % Correct Average topological Mean % Correct Average topological Mean
distance Rank distance Rank
2 88.3 1.52 1.7 68.5 2.2 2.0
3 91.9 1.44 1.6 74.1 2.0 1.8
4 95.4 1.27 1.4 76.1 1.5 1.5
5 96.4 1.30 1.3 78.2 1.4 1.4
Table 6 show the efficiency of the leak location considering a high level of noise corresponding to
values between 5% and 10% of the expected measurements. It is important to note that even when the
efficiency in the correct location is affected, the nodes found by the method are in a small range from
the real leak node. It means that when the measurements are more severally affected by noise in the
network, the method still achieves a good location.
Table 6. Leak location efficiency with a high level of noise.
Sensors % Correct Average Distance Mean Rank to the Real Leak
2 31.8 4.4 5.0
3 41.2 4.1 4.6
4 60.4 1.31 2.5
5 64.3 1.22 1.4
By comparison, the method using structured residual proposed in [10] for the same Limassol network
was able to correctly locate 136 of the 197 possible leaks using 3 sensors (i.e., 69%). The tests were
generated using the data without noise and with leak magnitudes between 1.6 and 3.2 lps.
7. Test in a Real Leak Scenario
The proposed approach is applied to a real network that corresponds to a DMA located in Nova Icaria
area in Barcelona, Spain. It is composed of 3320 nodes, where 1900 are demand nodes and the rest are
street or junction nodes while 6 sensors are installed.
To test our proposed methodology in a real leak scenario, the water company provided us with data of
a real leak which occurred between 00:00 on 20 December 2012 and 6:30 on 21 December 2012, i.e., 30 h
and 30 min of a continuous leak. Then, in our case, we use a time horizon of 30 h taking into account
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data from 00:00 until 6:00 of the next day. The first stage prior to the methodology application is to
detect the occurrence of a new leakage scenario in the DMA. In general, a detection procedure followed
by water utilities is based on the analysis of the difference between night flows. Although leakage is
pressure dependent, and at night-time pressure is lower, the reduction of the demand uncertainty makes
it more reliable to analyze the night flows instead of the day flows. As shown in Figure 8a, the total
DMA inflow suffered a meaningful increase on December 20th when the leak occurred with respect
to the previous day. The difference between these two flows (Figure 8b) and its average value allows
estimation of the size of the leakage. In this case, the estimated value of this increase (the leakage size)
is 5.6 lps on average.
a) 
b) 
(a)a) 
b) 
(b)
Figure 8. Leak magnitude estimation. (a) Total input flow; (b) Leakage loss calculation.
The resolution of the sensors strongly affects the performance of the leak location. In our case, the
sensors installed provide a 10 cm resolution. In order to improve the resolution, the sensors measured
the pressure every 10 min along the time horizon, while the residuals were computed with an hourly
average such that each hourly measure is obtained as
phr =
1
6
6∑
k=1
p10mink (16)
In a real application, some practical problems are quite common. In particular, one of the six sensors
installed in the network was not working, and so the leak location was performed using only five sensors.
The hyperplane projection was performed using the projection onto the node with the less number
of overlaps. To obtain the leak signatures, 6 different leak magnitudes were simulated corresponding
to sizes between 2 and 6 lps approximately. In Figure 9, we can see the probability of leak. The
leak node was located at 127.8 meters from the real leak. It represents an important result because it
demonstrates that the proposed methodology can be applied in real cases and shows a good efficiency
when using real data. It is important to note that the actual sensor placement was not based on the LSS
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method. Thus, with an appropriate sensor placement, is highly probable to achieve even a better leak
location performance.
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Figure 9. Real leak scenario location using the LSS method.
8. Conclusions
In this paper, a new scheme for leak location in water distribution networks is presented. It is based
on an original representation called the Leak Signature Space. In this space, a specific signature can
be associated to each leak location minimizing the dependence with the leak magnitude. The distance
between the measured leak and reference signatures in this space gives an estimation of the location
of the leak in the network. An improvement in the robustness of the method is also proposed by
considering leak signature domains and a time horizon analysis. Experiments involving simulations
on a real network have shown that such method allows an interesting ratio of correct leak location which
improves with the number of installed sensors, even in presence of measurements noise. In addition,
when the node is incorrectly located, the topological distance between the node found and the leak node
is small. Moreover, the real leak is always in the list of probable leaks, and most of the times in the
upper ranks.
In future work, it could be interesting to investigate how to use the LSS representation in order to
optimize the sensor placement. In this case, one possibility would be to find the best combination of
sensors to optimize the distances between the leak signatures in the LSS and to minimize the number
of overlapping signature domains. Finally, an extension of the methodology to address the problem of
multiple leaks detection could be considered.
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