1. There are several ways to approach the eigenfunction expansion problem for ordinary differential operators via the spectral theorem for self-ad joint linear operators in Hilbert space. One can examine the resolvent, which requires a detailed study of the Green's function (4, 5, 7), or one can use the spectral theorem for unbounded operators (2, 3, 9) . Since the eigenf unction expansion theorem also requires some multiplicity theory, unless one is prepared to use a rather powerful form of the spectral theorem for unbounded operators, as in (2, 9), the proof requires a good deal of work in addition to the spectral theorem.
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This suggests that even though the natural setting of the problem is in terms of linear operators in Hilbert space, the most natural approach to the problem is the elementary one used in (8, 10, 11) . This approach, requiring only the elementary properties of Hilbert space, clarifies the relationship between the spectral theorem and the eigenf unction expansion theorem. The treatment in (11) lays the groundwork for the study of Green's function, but does not go into this aspect of the problem. The purpose of this paper is to complete the approach of (11) by establishing the properties of the Green's function and its relation to the spectral matrix, without going back to the beginning of the problem as was necessary in (4) . We also show the relation between self-adjoint boundary conditions and self-adjoint problems in the sense of (8, Chapter 7) , and establish an integral expansion for the Green's function.
There should be no difficulty in extending this approach to the maximal symmetric case studied using a generalized spectral theorem (1, p. 127) as in (6, 7 
We define {uv)h = [uv](fi) -[uv](a).
It follows from Green's formula that
Thus we may also define
By a homogeneous boundary condition on the open interval (a, b) we mean a condition of the form (ua) = 0 for a given a G D. We say that a set of £ boundary conditions (uaj) = 0 (j = 1, . . . , p) is linearly independent if and only if v Z yAuoij) = o for every u G -D implies that 3>i = . . . = y p = 0. We also say that such a set of boundary conditions is self-ad joint if and only if
.,^).
We say that two sets of boundary conditions are equivalent if they are satisfied by the same set of functions. (a f b), and T 0 * is the adjoint operator, in the Hilbert space sense, of T 0 . In fact T = To * and 2"* = 7" 0 (3), but we shall not need this more precise information.
Let S(i) denote the set of solutions of T 0 *u = iu in D, and let @( -i) denote the set of solutions of T 0 *u = -iu in 7). Then it is known (1, p. 98) that the domain of T 0 * is the direct sum of D 0 , @(i), and ( §( -i). Thus, since r £ 7"o*, we have
It is also known (1, p. 97) that T 0 has a self-adjoint extension if and only if the vector spaces ®(i) and @( -i) have the same dimension. Our approach will not depend on the theory of self-adjoint operators in Hilbert space, and we shall make no use of this fact. However, we shall always make the obviously related assumption that the differential equations Lu = iu and Lu = -iu each have exactly co linearly independent solutions in D. Clearly 0 < co < n, and for a non-singular differential operator on a compact interval co = n. We can now define what is meant by a self-adjoint boundary value problem on (a, b). We use the approach introduced in (5). Let y if y 2 , . . . , y^ be an orthonormal set of solutions of Lu = iu in D, and let zi, z 2 , . . . , z u be an orthonormal set of solutions of Lu = -iu in D. Let V = (v jk ) be an co X co unitary matrix and let (5), (6), and (1).
It is not difficult to see that the problem (3), (4) corresponds to a self-adjoint operator in the Hilbert space sense. We define D A to be the set of functions in D which satisfy the boundary conditions (4). Then there is a self-ad joint operator A with domain D A defined by Au = Lu for u G D A . We shall make no explicit use of this fact, but it is the link between our approach and the approach via spectral theory to the eigenfunction expansion problem.
Having defined a self-adjoint boundary value problem on the interval (a, b), we can use the argument of (8, Chapter 10), which treated the case co = 0, to establish the existence of a spectral matrix and the expansion theorem. It has been pointed out (11) that no change is needed to treat the more general problem considered here. As our notation differs slightly from that used in (4, 5, 7, 8, 10, 11), we begin with an outline of the known results.
We treat the singular boundary value problem on (a, b) by defining a selfadjoint boundary value problem in a set of compact subintervals 5 = [a, 0] of (a, b) as in (5) We choose the subintervals 5 so that each contains a point c, and we define a fundamental set of solutions <t>i(t, X), . . . , <t> n {t, X) of (3) by the initial conditions (7) «/^foX) = à jk (j,k = 1,...,»).
Then the following results are known (8, Chapter 7) for the non-singular boundary value problem on the subinterval <5. The inverse transform theorem and the uniqueness of the spectral matrix are derived from the following theorem (11) . The main point of this paper is to show that the properties of the Green's function can be established from this theorem without the need to return to the study of the subintervals ô as in (8, Chapter 10). Also, we show that Lu& = \UA -\-/A, and that UA satisfies the boundary conditions (4). We shall make use of these facts in the next section.
3. As we know from the theory of non-singular boundary value problems (8, Chapter 7), we can construct a Green's function for a self-adjoint boundary value problem on a compact subinterval of (a, b). It is possible (8, Chapter 10) to find a sequence of compact subintervals and a corresponding sequence of Green's functions which converges to a limit function. This limit function is a Green's function for the singular boundary value problem on (a, b). We shall use a different approach to study the Green's function for the singular boundary value problem by using Theorem 5.
We define 
For Im X 7^ 0, a < /, r < Z>, we now define
THEOREM 6. The matrix PA(X) is related to the spectral matrix p(X) by
Proof. If X = ju + ir, then w) i7 A (/, r, X) = I ^ ( = ) (J> P (T, <T)<t> q (t, a)dp pg (a) •/A p,q=l \& -A °" -A/ t/A p, ff =l (0" -M) ~T ^ If we differentiate j -1 times with respect to t and k -1 times with respect to r, then setting t = T = c, and using (7) and (18), we obtain
which is equivalent to (19). To obtain (20), we write J ' * dp jk ((r
MI dp, dp jk (a)
dpjk(°)
It can be shown (1, pp. 177-181) , that there exists a Green's function G(t, T, X) for a < t, r < b, Im X ^ 0 which is in the class L , which satisfies the boundary conditions (4) can be written
The proofs of these statements depend on the variation of constants formula for linear differential equations and on elementary properties of Hilbert space, but not on any facts concerning linear operators. In particular, they do not depend on the spectral theorem. Because of the symmetry relation (21), not only the partial derivatives d p~l G{t, r, X)/'dt v~~l belong to L 2 (a, b) as functions of t for fixed (r, X), but also the partial derivatives â p-1 G(/, r, X)/'dr v~1 with respect to the second variable. In order to relate the Green's function G(t, r, X) to the function G^(t, r, X) defined by (16), we need the following lemmas.
, and let u be the unique solution of (12) which satisfies the boundary conditions (4), i.e.
Proof. For any function hit) G L 2 (a f b) which vanishes outside a compact subinterval of (a, 6), Green's formula shows that converges for j = 1, . . . , n. Thus, using (27), a, b) ], from which it would follow that the boundary value problem (3), (4) has a pure point spectrum just as in the non-singular case.
G(t, T, \)$j(t, a)dt = lim u(t)$j(t, <j)dt
The convergence of the integral f°° dp jk (<r) J-Ja-W 2 demonstrated in Lemma 2 shows that we may let A -* (-oo , oo ) in (19). We see that PA (A) converges to a matrix P(A) as A -» (-°°, °° ), and (34) P,*(X) = 2* Im X £ J7Z^J2 (j,k = l,..., n). analogous to (18). The formulae (34), (35) are known as the TitchmarshKodaira formulae (8, p. 280), relating the Green's function to the spectral matrix.
