Introduction
Many interesting phenomena in materials science occur at the interface between regions with different compositions or symmetries [1] . For instance, when a material melts or freezes an interface between the solid and liquid phases must form and the creation of this interface introduces a barrier to nucleation [2] . Furthermore, the interface between the liquid and gaseous phases of a material can have chemistry that is different to that in the bulk. These differences can cause solutes to be segregated near to surfaces and even different fractionations or isotopomers near to the surface. [3, 4] .
Examining the behavior of the atoms at interfaces using experiments is difficult because in most measurements the signal from the small number of atoms in the vicinity of the interface is washed out by the much stronger signal from the atoms in the bulk. There are of course exceptions to this general rule; namely, experimental techniques that are intrinsically surface-sensitive such as non-linear spectroscopies [5] . These techniques are often difficult to use, however, and there is thus a great deal of interest in using molecular dynamics (MD) simulation to understand the behavior of atoms in the vicinity of interfaces. One problem that can occur when using this technique involves the detection of the interface between the phases or materials. Molecular dynamics, after all, tells one about the motions of all of the individual atoms in the system. It does not tell one about the phases the system is composed of and which atoms together comprise each phase explicitly.
Using the extents of the phases to describe the state of the system is more typical for continuum models such as the phase field method. Data from molecular dynamics trajectories can be used to extract parameters for continuum methods, although it is important to ensure that the connection between the atomistic and the mesoscopic scales is made in a way that is rigorous and transparent [6] . What is required is a robust method for extracting the central quantity in these phase field models, which is the interfacial free energy. There are a number of ways of extracting this quantity from a molecular dynamics simulation of an interface [7] [8] [9] [10] [11] [12] but one of the most popular methods involves exploiting Capillary Wave Theory [7, 13] . This method has recently been applied to study model systems such as the hard-sphere fluid [14] , and also to realistic models for materials such as metallic nickel [13] , sodium chloride [15] , and water [16] . In many of these works the position of the interface is determined by examining the average configuration of the atoms within a set of discrete bins. In what follows we discuss an alternative protocol that is based on an elegant solution to the problem of coarse graining an atomistic representation of an interface that was first developed by Willard and Chandler [17] . The fluctuating dividing surface they developed is now regularly used to find the location of the interfaces between a liquid and a vapour phase from a coarse-grained representation of the atomic density [18] [19] [20] . Furthermore, this method is perfectly suited to monitoring how the shapes of the phases change as the location of the interface is updated after every MD step. In this paper we discuss an extension of this fluctuating dividing surface construction that can be used to find the interface between bulk phases and discuss how we have implemented this method in the open-source package PLUMED [21] . To demonstrate how this implementation can be employed we then use it to calculate the interfacial free energy between solid and liquid phases of a Lennard-Jones system by means of the Capillary Fluctuation method. We show that we are able to extract these quantities from simulations containing much smaller numbers of atoms than have been typically used for these calculations in the past and thus pave the way towards performing these calculations with more computationally expensive interatomic potentials.
Theoretical background
Willard and Chander's method [17] for finding the interface between phases starts by introducing an instantaneous density field:
In this expression the sum runs over all the atoms in the system. Each of these atoms is located at a position (x i , y i , z i ) and the K is a smooth, 3-dimensional Kernel function (e.g. a Gaussian) that integrates to one. Each atom thus contributes a function that is peaked at the atom's position and which decays over some characteristic length scale λ to the final field ρ(x, y, z). In a similar spirit, a spatial average of an atom-centered order parameter φ i provides a smoothly varying field that can be used to distinguish between bulk phases, and that can be regarded as an atomic-scale analogue of a phase field:
Here φ i is some function of the positions of the atoms surrounding the atom i that discriminates between the two phases. Here we focus on order parameters that can be written in the form:
In this expression r ij is the vector connecting atom i to atom j and c(|r ij |) is a switching function that is equal to one when the length of this vector, |r ij |, is less than some cutoff and which is zero otherwise. This switching function is used to ensure that the only terms that contribute to the sum are those due to the atoms in the first coordination sphere of atom i. The consequence of multiplying by c(|r ij |) is thus that φ i is related to the average of the function f (r ij ) calculated over the first coordination sphere. Symmetry functions of this type include the cubic harmonics [10, 12] , directional order parameters that measure the relative orientations of molecules [22, 23] , the Steinhardt order parameters [24, 25] and the local Steinhardt order parameters [25, 26] . Calculating the field, ϕ(x, y, z), using equation 2 is useful when studying the interface between a solid and a liquid phase because the densities of solids and liquids are similar and the density field (equation 1) is thus relatively uniform throughout. Instead it is the symmetry of the structure that changes on moving from the solid to the liquid.
We therefore use equation 2 to calculate the average value of some symmetry function at each point in the box. Without loss of generality, we will assume the parts of the simulation box where ϕ is large are solid, while the points where ϕ is low are liquid. The interface between these two phases can then be found by finding the 2-dimensional manifold containing points for which:
In this expression ϕ 0 is a parameter and in our PLUMED implementation ϕ(x, y, z) can be calculated using eq. (1) or using eq. (2). This manifold is the Willard-Chandler surface that separates the two phases. One reason for building this framework for identifying the dividing surface that separates regions of space where the values for a particular atomistic property (i.e. an order parameter) differ is that capillary wave theory (CWT) [27] [28] [29] allows one to calculate interfacial properties such as the specific free energy excess of the interface and the interfacial stiffness from the instantaneous local fluctuations of the surface. When the procedure outlined above is looked at in this vein the two-dimensional manifold obtained by solving eq. (3) represents a profile function, h(r) = h(x, y), that can be used to quantify the local fluctuations in the position of the interface. According to CWT, the Fourier transform of this profile function -a quantity which is defined via h(r) = k A(k) exp (ik · r) -is, in the long-wavelength limit, directly linked to the interfacial stiffness [29] . In particular, the interfacial stiffness and the ensemble average of the long-wavelength Fourier components are related via
Here k B is Boltzmann's constant, T is the temperature, S is the cross-sectional area of the flat interface and the γ ij terms are the elements of the stiffness tensor. The components of this stiffness tensor are equal to second-order coefficients of the power expansion of the interface free energy with respect to orientation [29, 30] 
where, γ ij (i, j = 1, 2) is the stiffness tensor and θ i is used to represent an infinitesimal rotation of the interface normal around the ith reference axis in the tangent plane. When defining this tensor an arbitrary coordinate system can be chosen. However, if unit vectors (x,ŷ) oriented along the principal axes of the crystal plane associated with the average interface normal are used, the off-diagonal terms γ ij (i = j) are equal to zero. If relation 4 is used to calculate the stiffness for several independent interfaces, the results can be combined with an analytical expression for the interface free energy γ(n) and the full anisotropy of this function can thus be obtained. Usually the symmetry of the system under study determines the kind of expansion used for γ(n). In this work, since we are dealing with Face Centered Cubic crystals, we followed the approach developed by Fehlner [31] that involves cubic harmonics. The expansion used for the interfacial free energy is thus
wheren = (n 1 , n 2 , n 3 ) is the interface normal and the parameters ε and δ give a measure of the anisotropy. As this relation contains three parameters (γ 0 , ε and δ) at least three independent quantities must be used when fitting the function. In many applications of this Capillary Fluctuation Method in the literature [13, 15, 16, 27, 28] each of these quantities is extracted from a separate simulation of a long and thin simulation cell in which the interface has a "quasi-1D" geometry. In this work, however, the fluctuating interface is a two-dimensional surface that can sustain capillary waves in two directions. As such, if a suitably chosen interface is simulated we can extract two independent stiffness values from a single simulation. As discussed in the next section we can thus extract a fully parametrized γ(n) from simulations of two independent surfaces.
Simulations and results
The simulations presented in this paper were of an interface between the solid and liquid phases of Lennard-Jones atoms. A truncated form of the Lennard-Jones potential [32] was used throughout and thus the pair potential was given by:
where C 1 = 0.016132 , C 2 = 3136.6 , C 3 = −68.069 , C 4 = −0.083312 and C 5 = 0.74689 . All molecular dynamics simulations were performed using LAMMPS at a temperature of 0.6185 Lennard-Jones units. In the simulations the temperature and pressure were kept constant using a Nose-Hoover thermostat and barostat. To monitor which atoms were in the solid parts of the simulation box and which atoms were liquid we used a cubic harmonic symmetry function. This function is further discussed in Appendix A and has been used in a number of other recent works [10, 32, 33] .
To generate an initial configuration containing a solid-liquid interface we took a perfect crystalline FCC unit cell with a lattice parameter that was consistent with the density at the chosen temperature (i.e. the melting temperature T m = 0.6185). As we wanted to simulate solid-liquid interfaces with multiple different orientations we aligned the z axis of the coordinate system for our cell with the normal to the desired surface. We then replicated the unit cell in the xy plane and along the z direction. When doing Table 1 . Dimensions of the simulations and the number of atoms in each of the cells used in this work. The fourth column gives the cell dimension along theẑ axis, perpendicular to the interface normal. All lengths are given in unit of σ. this we used a large number of replicas in the z direction to ensure that we would have reasonably thick solid and liquid regions. This reduces the severity of finite-size effects and prevents the system from melting or freezing in its entirety.
The initial stages of our molecular dynamics simulations were used to generate the solid-liquid interface. In these early simulations the atoms with z positions in a particular range were held fixed. The size of this fixed region depended on the length of the supercell in the z direction but in general it was set between L z /3 and 2L z /3, where L z is the total length of the box in the z-direction. These constraints were kept in place during an MD simulation of approximately 100 LJ time units, with a timestep of 0.004 time units, that was run in N V T ensemble with the temperature fixed well above T m . During this simulation the unconstrained portion of the supercell was observed to melt completely so that two solid-liquid interfaces were formed. With these interfaces in place, the system was then equilibrated at the melting temperature, T m , for a further 100 time units in the N P T ensemble with the constraints on the atoms in the solid parts of the system still in place. Lastly, the constraints on the solid atoms were removed entirely and a final 100 time units of N V T equilibration of the system were performed. Once this final equilibration had completed a 10'000-time-units, N P T production run was performed.
Interfaces between the (100) and the (110) surfaces and the melt were generated using the procedure outlined in the previous paragraph. For the simulations of the (100) interface a supercell of of 20 × 20 × 50 unit cells along the standard x, y and z crystallographic axes was generated. For the simulations of the (110) interface supercells with the x, y and z axes aligned with the [110], [002] and [110] crystallographic directions respectively [29] were generated. There were thus 80 000 atoms in our simulations of the (100) interface and and 96 000 atoms in the first of our simulations of the (110) interface. In order to assess the validity of our proposed model for fitting the Fourier spectrum we also prepared a cell with a (110) interface that contained roughly a quarter of the atoms that were in this large cell.
We began our analysis by investigating the sensitivity of the procedure outlined in the previous section to the two main parameters in the recipe; namely, the bandwidth of the Gaussian kernel functions in equation 2, λ, and the spacing between the grid points at which this function is evaluated. These initial tests were performed on trajectories in which the (100) interface was simulated. We found that the ensemble average for the Fourier transform of the phase field was almost identical for grid spacings of 0.25 and 0.5 Lennard Jones units and thus opted to use the larger spacing in order to lower the total number of grid points and to thus reduce the computational expense. Figure 1 shows how the x-component of the ensemble average for the Fourier transform changes as the bandwidth, λ, is adjusted. According to the capillary fluctuation relation 4, A(k) should decay following A(k) ∝ 1/k 2 . We find that this rule is followed for small k, but that there are clear deviations from this behavior at large k. These deviations at large k are unsurprising, however, as the capillary fluctuation dispersion is known to be affected by artifacts that depend on how the interface profile is constructed. These effects are particularly dramatic at wave vectors that describe fluctuations over length-scales of individual atoms but deviations from linearity can also be apparent at much smaller values of k and can thus affect any estimate of the interface stiffness coefficients. When it comes to these deviations there is a clear advantage in using the position of an isocontour of a smooth kernel density to define the position of the interface as we have some indication as to the form these artifacts should take. Eqn. (1) describes the convolution of the atom density with a kernel function -so the Fourier transform of the smoothed density ρ is the point-wise product of the Fourier transform of the density field and the Fourier transform of the kernel function. The onset of the deviations from linearity induced by the smoothing should, therefore, depend on the value of the bandwidth λ. In particular, as λ is increased the onset of the deviation should move to smaller values of k x .
To account and correct for the impact of the density smoothing on the capillary fluctuation dispersion, we introduce a different ansatz for eq. (4):
This is the form that would result from convoluting the "ideal" interface profile with a Gaussian function. This argument is a slight oversimplification of the matter, however, as the expression for the phase field eq. (2) is not just a convolution of the atomic order parameters. We are, after all, computing an isocontour of the smoothed field and are not smoothing the isocontour. For this reason, we thus treated the smoothing bandwidths ξ x and ξ y as fitting parameters. We find however that the best fit values typically differ by less than 25% from the value of 1/λ that would be expected if the Gaussian convolution argument could be taken at face value so our ansatz is justified retrospectively. Better still, we observe that when the data is modelled using equation 8 rather than equation 4, and when ξ x and ξ y are used as fitting parameters, the artifacts due to the smoothing are taken into account and the final values obtained for γ 11 , γ 22 and γ 12 do not depend significantly on the value used for the bandwidth λ, and the range of values for k that are included in the fit. In other words, the values obtained from our method end up being relatively insensitive to the hyper-parameter λ.
The fact that, in comparison to an analysis based on (4), an analysis based on (8) is insensitive to manner in which the dividing surface is constructed, leads to significant computational advantages. For instance, as discussed in the previous paragraph, Eqn. (4) is only valid in the macroscopic limit as the amplitude of short-wavelength (large k) fluctuations depends on the manner in which the height profile is constructed. In previous simulation works on CFM very large simulation cells have thus been employed and |A(k x , k y )| 2 has been calculated for as many small k values as possible. The fact that we can correct for the artifacts induced by the smoothing of the phase field ensures that we, by contrast, are able to extract meaningful information from larger values of k, and thus allows us to reduce the size of the simulation. Figures 2 and 3 show that we can thus get values for the stiffness that are consistent with those in previous works even though we use a much smaller simulation cell, and that we can extend the fitting to large values of k, as long as we use eq. (8) in place of eq. (4) when performing the fitting. In fact figs. 2 and 3 show the values of the stiffness coefficients that we extract as a function of the radius of the region in k-space, k max , from which we take data. Obviously, when this radius is made larger we include more data points in the fitting, thereby reducing statistical uncertainety.
A further benefit of using the information on |A(k x , k y )| 2 for large values of k x and k y is that it allows us to reduce the amount of time for which simulations have to be run to achieve statistical convergence. The dynamics of A(k x , k y ) can be seen as that of a harmonic oscillator of frequency ω ∝ k undergoing overdamped Langevin dynamics. The autocorrelation time for such processes is proportional to 1/ω 2 (see e.g. Ref. [34] ) so longer simulations are required to converge the averages associated with the modes with long wavelengths. Furthermore, difficulties associated with converging the Fourier amplitude fluctuations for the longer wavelength modes might also be the cause of the non-Gaussian behavior that was observed for these modes in simulations of the interface between solid and liquid sodium chloride [15] . Figure 5 shows that this analysis accords Figure 2 . Fitted values for the stiffness tensor of the (100) interface as a function of the radius of the cutoff in k-space. The points on the lines labelled orig were obtained by performing fits using eq. (4), which is the model that has been widely used in other works on CFM. The points on the line labelled aniso, meanwhile, were calculated by fitting using eq. (8) and the points on the line labelled iso were fitted using a modified, isotropic version of eq. (8) in which ξ x = ξ y . The horizontal, grey dashed line indicates the value of the stiffness that was found in reference [29] . It is clear from this figure that, when the fit is performed using eq. (8), stiffness values that are consistent with the known values of this quantity can be obtained for a range of k max values. By contrast, when the fit is performed using eq. (4) the value of the stiffness differs substantially from the known values for all but the smallest values of k max . This is unfortunate as results in the region close to k = 0 are affected by substantial errors as only a small number of points are included in the fit. For this interface the anisotropic and isotropic versions of eq. (4) give very similar values for the stiffness tensor. This makes sense though as the (100) interface only has one independent value for the stiffness tensor.
with the observations we make for our system. We find that the autocorrelation time for the modes increases with 1/k 2 when k is small. In conclusion, the fact that we are able to use information on |A(k x , k y )| 2 at relatively large values of k x and k y when fitting using eq. (8) ensures that we can extract information from relatively short-timescale simulations run with relatively few particles. Figure 3 illustrates why we use an anisotropic kernel in eq. (8). Our experience here is that for an isotropic surface such as the (100) the inclusion of the additional parameter makes very little difference. We get very similar values for γ 11 and γ 22 if we use an isotropic kernel and enforce ξ x and ξ y to be equal in the fit. However, for an anisotropic surface such as the (110) we see weaker dependence on k max and much closer agreement between our results and the results in the literature when we include separate ξ x and ξ y parameters in the fit. Furthermore, the fitted values for γ 11 and γ 22 are more consistent across the range of k max values when the ξ x and ξ y parameters are allowed to vary independently during the fit.
The values of the stiffness presented in fig. 3 were obtained by analyzing the smaller 4) only gives values for the stiffness that are consistent with the literature values when k max is set equal to a small value. If, however, the data is fit using eq. (8) values for the elements of the stiffness tensor that are consistent with the known literature values of these quantities are obtained for a range of values of k max . It is interesting to note that the (110) interface, unlike the (100) interface, has two independent values in its stiffness tensor. It would seem that fitting using the anisotropic version of eq. (8) gives values for the stiffness tensor that agree most closely with those from Becker et al. [29] . When the isotropic version of this model is used the values obtained for the stiffness tensor are pulled closer together than they should be.
of the two simulations that were run on this particular interface. Figure 4 shows the values for the stiffness that were obtained from this simulation together with the values that were obtained by analyzing the larger of the two simulation cells. The size of the cell in this larger simulation is comparable with the size used in the work by Becker and coworkers [29] from which we took the values we have used as a reference. Figure 4 makes clear that, as discussed in previous paragraphs, we can indeed use much smaller simulation cells when we fit using eq. (8) in place of eq. (4). As the figure shows the values for the elements of the stiffness tensor that we obtain from these smaller simulations are within 0.02 ( /σ 2 ) of the reference values and are in some cases closer to these reference values than the values we obtain from the larger simulations.
The final stiffness values that we obtain are reported in table 2 together with error bars that were calculated using block averaging [35, 36] with a block length that was determined based on the auto-correlation times for the (2πj x /L x , 0) and (0, 2πj y /L y ) components of the Fourier transform A(k x , k y ). The values that we obtain for the stiffness values are consistent with those from the the previous work of Becker and coworkers [29] . However, as discussed in the previous paragraphs, we were able to use much smaller simulation cells because we use a fluctuating dividing surface construction and because we perform the fit using an expression (eq. (8)) that models the short wavelength modes of the dividing surface using a Gaussian convolution. We can use the values we have obtained for the stiffness to obtain information on the interface free energy γ(n) by using this data to find parameters for eq. (6). The Table 2 . Stiffness values for the (100) and (110) interfaces calculated using our method at a reduced temperature of 0.6185. The values of the stiffness are given in units of ( /σ 2 ) where and σ are the values of the Lennard-Jones parameters. The values obtained by Becker and coworkers [29] at the same temperature are also reported for comparison. The error bars for our values represent the 95% confidence level. first step in doing so is to substitute the components of the interface normal vector into eq. (6) and to thus derive analytic expressions for the interfacial free energy, γ(n), for each interface. The first column in table 3 contains the resulting expressions for the (100), the (110) and (111) interfaces. Analytic expressions for the components of the stiffness tensor, γ ij , can be derived from these expressions by exploiting eq. (5). These expressions can be found in the second column of table 3. We have extracted three values for the components of the stiffness tensors, γ, of the (100) and (110) surfaces by analyzing the Fourier components of the capillary fluctuations in our MD simulations. We can thus extract the parameters of eq. (6) by solving the three simultaneous equations for these quantities in the last column and the first two rows of table 3. When we do so we find that γ 0 = 0.3558 (0.355) /σ 2 , ε = 0.064 (0.057) and δ = −0.0039 (−0.0009). When these values are plugged into eq. (6) we obtain values for the interfacial free energy along high-symmetry directions. These values are reported in table 4 where they are also compared with the values obtained using CFM in Ref. [29] and the values obtained using metadynamics [37] in Ref. [38] . Despite the noticeable discrepancies in the values of the stiffness, the fitted values of γ are in near-perfect agreement with previous results based on CFM calculations. There is a more significant discrepancy between the values we obtained and the values that were not calculated by performing a fit based on stiffness but which were instead computed directly using an accelerated free energy method. Even so it is remarkable that all these Table 4 . Specific free energy for the solid-liquid interface in a LJ system at the melting temperature, computed along high-symmetry directions. The present results are compared with those in the previous works of Becker [29] and Cheng [38] . The free energy is in units of /σ 2 . The figure on the right represents the variation of the surface free energy γ as a function of interfacial orientation. Figure 6 . Graphical representation that illustrates the dependence of the interface free energy on the orientation of the interface. The high symmetry directions are highlighted and it is clear that the (100) surface has a higher interface free energy than the (111) surface. methods can capture the anisotropy between different directions, given the difficulties associated with measuring and computing solid-liquid interfacial properties and also given that the Lennard-Jones potential is known to exhibit a very isotropic interfacial free energy. Being able to compute this quantity is critical as small anisotropies underlay important phenomena such as the formation of dendrites during the solidification of metals and alloys.
Conclusion
In the preceding sections we have discussed the development of a framework for finding the location of the interface between two phases that differ either because they have a different molar volume or a different local symmetry. This framework extends the Willard-Chandler construction for the liquid-vapor fluctuating interface and takes the positions of all the atoms in the system as input. It returns a two dimensional profile that gives the height of the interface as a function of the two coordinates in the plane perpendicular to the surface normal. We showed how we can examine local fluctuations in the height of this interface using the tools of capillary wave theory and thus extract information on surface properties such as interfacial stiffness and the interfacial free energy. The details of the procedure, and the implementation in the open source package PLUMED [21] are discussed in more detail in the appendices.
We have shown that defining the height profile of the interface using a smooth "phase field" offers significant advantages in terms of computational efficiency when it comes to determining interface free-energies and anisotropies using the capillaryfluctuation method. In particular, the form of the field suggests that a Gaussian convolution ansatz should be used to describe the deviation of |A(k x , k y )| 2 from the asymptotic 1/k 2 behavior that occurs at short wavelengths. This ansatz makes it possible to extract meaningful information from larger values of the wavevector. Consequently, a reasonable number of usable Fourier components can be extracted from a relatively-small simulation box so the computational cost of the CFM method can thus be reduced. What is more, since shorter-wavelength fluctuations have smaller autocorrelation times, it is also possible to use shorter simulation times.
The fact that we can calculate stiffness values from shorter simulations containing smaller number of atoms combined with the availability of a robust implementation of this technique in a widely-used simulation package ensures that we are now in a position to apply these powerful techniques when investigating more complicated and more realistic interatomic potentials. Furthermore, the fact that we can investigate the fluctuating dividing surface between (meta)stable phases, using an arbitrary order parameter that is capable of distinguishing between their local atomic environments opens up new opportunities for studying the structure and thermodynamics of interfaces. vector connecting the central atom i to atom j and Θ is a switching function that acts on the length of the vector r ij . This function has the following form:
with parameters d 0 = 1.2 and d 1 = 1.5. In equation A.1 the matrix R is used to rotate the vector r ij . The symbols x, y and z are then used to represent the elements of the rotated vector R · r ij . It is possible to show that s i = 1/16 when the atoms in the first coordination sphere around atom i are at their ideal fcc lattice sites. This is only true, however, if the simulation cell vectors are aligned with the unit cell vectors for the fcc structure. Obviously, if we are investigating the properties of the (110) surface, this will not be the case as the simulation cell will have been set up so that the (110) direction runs parallel to the z direction so as to ensure that the (110) surface forms in the xy-plane. The rotation matrix that appears in the definition of the symmetry function thus ensures that atoms with neighbors arranged as they would be in an ideal fcc structure with the desired orientation have an s i value equal to 1/16. If the distribution of r ij values around the central atom i is uniform, as it would be in a liquid, then s i = 143−α 5005 . We thus use this value and the value of s i for an ideal fcc crystal to linearly scale the s i values calculated using eq. (A.1) to a value between 0 and 1. Distributions for the values of the resulting quantities for the atoms in a bulk solid and a bulk liquid are shown in fig. A1 . This figure shows that there is very little overlap between the distribution of values in bulk solid and bulk liquid. To make these distributions even more strongly peaked and the distinction between atoms in the liquid and solid parts even clearer, however, we transform the linearly-scaled s i values by the switching function shown in fig. A1 , which has the functional form shown below:
with parameters a = 8, b = 8 and r 0 = 0.45. This procedure ensures that any atoms that sit in an environment that is similar to that of the solid have a symmetry function value close to one and that atoms in the liquid have a symmetry function value of close to zero.
Appendix B. Implementation
In the following sections, we discuss the implementation of the fluctuating dividing surface method in PLUMED in detail and present a commented input file for a CFM simulation. Figure A1 . Probability density distribution functions for the order parameter that is described in this section. The histograms shown in red and blue in this figure were calculated from a snapshot from the (110) simulation. The dashed line shows the switching function, eq. (A.2), that was used to convert the order parameter values in order to have a quantity that better distinguished the solid from the liquid.
Appendix B.1. Density profiles
A method that has been frequently used to analyse simulations in which there is an interface between two materials involves calculating the ensemble average for either the density or the the weighted average of some symmetry function as a function of z -the direction perpendicular to the interface. An input similar to the one shown below allows us to calculate one such profile using PLUMED. 
UNITS

DUMPGRID GRID=dens FILE=profile.dat STRIDE=25
This input tells PLUMED that we would like to calculate the scaled s i parameter introduced in equation A.1 for all of the N atoms in the system. These s i values are then inserted into the equation below:
In this expression K is a normalized kernel function (in this work a Gaussian with bandwidth set equal to 1.0 σ, where σ stands for the unit of length in Lennard-Jones reduced scheme) and z i is the z coordinate of the ith atom relative to a reference position. In this work this reference position is located in the centre of the solid region of the system and is found by taking the following weighted sum:
In this expression L z is the length of the simulation cell in the z direction, s i is the value of eq. (A.1) evaluated from the positions of the atoms around atom i and z i is the z coordinate of atom i. This quantity is calculated by the CENTER OF MULTICOLVAR, which also calculates similar weighted-averages from the x and y positions of the input atoms.
The ensemble average of the order parameter is calculated by computing the function inside the angle brackets in eq. (B.1) every step and by averaging over 25 trajectory snapshots. The final ensemble average that is calculated in this way is shown in fig. B1 . This result is unsurprising: there is a region in the center of the box where the average value of s i is large and where the structure is a solid. In the remainder of the box, however, where the structure is liquid, the average value of s i is small.
It is easy to adjust the PLUMED input that was used to generate fig. B1 to calculate two or three dimensional profiles. Furthermore, by taking advantage of the STRIDE parameter in the DUMPGRID command and the CLEAR parameter in the MULTICOLVARDENS command we can easily adjust the number of frames over which we calculate the ensemble average. Finally, we can obviously change the quantity we are averaging by using some action besides FCCUBIC to calculate the symmetry functions that are used to calculate the average field in MULTICOLVARDENS.
Appendix B.2. Finding contours
As discussed in section 2 our aim is not to simply calculate the average value of some symmetry function. Instead we would like to calculate the surface that separates the liquid phase from the solid phase and to investigate how this surface fluctuates as the simulation progresses. Figure B2 shows that this objective is not unreasonable. The atoms in a single snapshot of the trajectory are shown colored according to their scaled s i parameter (see eq. (A.1)). The atoms with a high s i value that therefore have an environment that resembles that found in the solid are colored in blue while those Figure B1 . The average value of the atomic order parameter defined in equations A.1 and A.2 as a function of z. This profile was calculated using the method described in equation 2 and shows clearly that the atoms in the center of the box are arranged as they would be in a solid, while those at the edges of the box are arranged as they would be in a liquid. Figure B2 . A snapshot from one of our molecular dynamics simulations of the interface between solid and liquid Lennard-Jones. In this figure the atoms are colored according to the value they have for the symmetry function defined in eq. (A.1) and A.2. Those colored blue have a high value for s i and are thus sat in an environment that resembles that found in the solid. Those colored in red have a low value for this quantity. The structure surrounding these atoms is thus more liquid like. with a low, liquid-like value are colored in red. This figure shows clearly that the box can be partitioned into liquid and solid parts and that there is clear, albeit non-flat, dividing surface between these regions. The following input to PLUMED uses our implementation of the Willard-Chandler surface to find the location of this dividing surface. This input instructs PLUMED to calculate the scaled value of s i using equation A.1 for each of the atoms in the system. These quantities are then transformed using equation A.2 and a spatial average for the resulting quantity is evaluated on a three dimensional grid that covers the whole simulation cell using equation 2. The 2Dmanifold of points for which the resulting spatial average of the transformed and scaled s i values equals 0.5 is then found using a variant on the marching cubes algorithm. This algorithm searches over all the grid points at which the spatial average is evaluated. At each grid point the difference between the value of the spatial average at that point and the target value of 0.5 is evaluated. The sign of this quantity is then compared with the sign of the same quantity evaluated at the adjacent grid points in the x, y and z directions. If the sign of this quantity on adjacent grid points in any of these directions do not match then the manifold separating the solid from the liquid must pass through the vector connecting these two grid points. We thus find points on the manifold separating the solid from the liquid by searching between pairs of grid points with opposing signs for ϕ(x, y, z) − ϕ 0 using Brent's root-finding algorithm [39, 40] and splines that interpolate the value of the spatial average between grid points from the values that are evaluated at the grid points [39] . The positions of the resulting points Figure B3 . A snapshot from one of our molecular dynamics simulations of the interface between solid and liquid Lennard-Jones with the atoms colored as described in the caption to figure B2 . The Willard-Chandler surface that separates the solid and liquid phases is shown in yellow in this figure. are then output to a file. A surface passing through the set of points on the manifold that were found when we analyzed the configuration shown in figure B2 is shown in figure B3 .
UNITS
It is important to note that in the PLUMED input that we used for this calculation the CLEAR and STRIDE parameters in the MULTICOLVARDENS action are set equal. Setting these two parameters to be equal ensures that the grid accumulators are reset after each calculation of the contour. The contour found thus provides information on the instantaneous location of the interface between the solid and liquid parts of the cell. If the CLEAR parameter is set larger than the STRIDE parameter then an ensemble average for the spatial average of s i is computed over a number of trajectory frames. One can then use FIND CONTOUR to find the location of the dividing surface for this averaged profile. In this second method we only search for points on the dividing surface in the direction perpendicular to the interface between the two phases. Furthermore, in this second method we do not calculate the value of the spatial average on a grid that encompasses the entirety of the simulation cell. We instead only calculate the value of the spatial average in the parts of the box that we suppose are close to one of the dividing surfaces. The advantage of changing the manner in which the location of the surface is found in these two ways is illustrated in figure B4 . As this figure shows this new method finds one value for the height, z, of the dividing surface for each pair of x and y values in our three dimensional grid. We can thus use a contour plot to display z(x, y) and we can interpolate and integrate this interfacial-height-profile function.
The PLUMED input that was used to generate the contour plot in figure B4 from the configuration shown in the left most panel is given below. 
DUMPGRID GRID=contour FILE=contour.dat
The keyword CONTOUR is the same as for the action FIND CONTOUR, while the keyword SEARCHDIR tells PLUMED in which directions to search for the dividing surface. It is worth noting that the output from the contour surface found by the FIND CONTOUR SURFACE action is stored as a function on a grid within PLUMED. In other words, the object output by this action has the same type as the object output by MULTICOLVARDENS. Everything we can do to the output from MULTICOLVARDENS -be that printing it to a file, interpolating the function, integrating it or even finding contours within it -can thus also be done to the output of FIND CONTOUR SURFACE.
In this work we took the output from FIND CONTOUR SURFACE and performed a discrete Fourier transform of z(x, y) using the FFTW library [41] . To do this within PLUMED the following lines need to be added to the input above: 
DUMPGRID GRID=ft FILE=fourier.dat STRIDE=10
The keyword FT_TYPE here tells PLUMED the kind of data that is required in the Fourier transformed function that is output. The possible values control what operations are performed after the discrete Fourier transform is computed: "abs" tells PLUMED that only the complex moduli of the Fourier coefficients are required, while "norm" tells PLUMED that the norm of the complex modulus is required. The full, complex Fourier coefficients are only returned from FFTW to PLUMED when the keyword FT_TYPE is set to "complex" or left out. Furthermore, when this is done the user must think of these complex numbers on a grid as if they are vectors.
An additional keyword is implemented in the FOURIER TRANSFORM action to control how the output should be normalized. The keyword FOURIER_PARAMETERS takes two numerical values (a, b) that define the normalization and the type (forward or backward) of the Fourier transform that is to be applied to the data. The role these parameters play in the operation can be understood by considering the following 1D example, in which an array X of size n is transformed:
X j exp (2πi bjk/n).
(B.2)
Notice once again that the output from the FOURIER TRANSFORM command is a function evaluated at points on a grid and that within PLUMED the output from this action can thus be treated as such. Further note that in the example above the CLEAR parameter in the line defining the Fourier transform is set much larger than the STRIDE parameter. This command is thus calculating an ensemble average for the Fourier transform. In other words, the location of the dividing surface is updated based on the positions of the atoms in each of the trajectory frames and Fourier transformed. The above command thus calculates the ensemble average of this Fourier transform over multiple trajectory frames.
