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Resumen
El problema de establecer similitudes o diferencias en a´reas como la gene´tica, biolog´ıa, cien-
cias me´dicas, ingenier´ıa, entre otras, es llamado problema de clasificacio´n, consiste en asignar
una pertenencia a determinado individuo ya sea por sus caracter´ısticas, orden o estructura.
En un trabajo previo Salazar, Ve´lez y Salazar 1 comparan v´ıa simulacio´n la eficiencia de las
ma´quinas de soporte vectorial y la Regresio´n Log´ıstica, para datos que necesiten la clasifi-
cacio´n en dos grupos y que posean una distribucio´n univariada.
En este trabajo se compara la eficiencia de Regresio´n Log´ıstica, Ma´quinas de Soporte Vec-
torial, Ana´lisis Discriminante y Clasificador Fuzzy, para clasificar un grupo de datos en dos
categor´ıas mutuamente excluyentes, en el escenario de datos multivariados provenientes de
poblaciones con distribucio´n normal multivariada, normal asime´trica y t multivariada. Dicha
eficiencia o desempen˜o se medira´ con la tasa de clasificacio´n erro´nea.
Palabras clave: Clasificacio´n, Ma´quinas de Soporte Vectorial, Regresio´n Log´ıstica,
Ana´lisis Discriminante Lineal, Tasa de clasificacio´n erro´nea.
Abstract
The problem of establishing similarities or differences in fields such as genetics, medical
sciences, engineering, just to mention some of them is known as classification. This process
consists on assigning a subject to a specific group according to his/her features, order or
structure.
In a previous work, Salazar and Salazar compared the efficiency of both Support Vector Ma-
chines -SVM- and Logistic Regression -LR-, using two groups and univariate distributions
by means of a simulation study.
In this work, we compare the efficiency of the following classifiers to classify a dataset in
two category mutually exclusive: Support Vector Machines -SVM-, Logistic Regression -
LR-, Discriminant Analysis -DA- and Fuzzy Classifier. The comparison is carried out using
multivariate data coming from several multivariate populations. Such efficiency is measured
through the False Discovery Rate -FDR-.
Keywords: Classification, Support Vector Machines, Logistic Regression, Linear Dis-
criminant Analysis , False Discovery Rate.
1Salazar D.A., Ve´lez J.I., Salazar J.C. (2012). Comparison between SVM and Logistic Regression: which
one is better to discriminate? Revista Colombiana de Estad´ıstica.35(2),223-237
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1. Introduccio´n
Dı´a a d´ıa el mundo se encuentra en una necesidad constante separar o dividir la informacio´n
de acuerdo al a´rea de desempen˜o como bu´squedas en internet [Bull, 2012], clasificacio´n de
clientes en un banco [Ravi Kumar and Ravi, 2007], clasificacio´n de un paciente en un centro
me´dico [Anderer et al., 1994], identificacio´n de enfermendades [Jen et al., 2012], deteccio´n
de ima´genes [Press, 2006], entre otras , lo que hace que la informacio´n adquirida deba ser
ma´s eficiente y concisa.
El hecho de determinar subgrupos de una poblacio´n tal que sean homoge´neos o compartan
cierta informacio´n intragrupal basa´ndose en informacio´n proporcionada por las observaciones
o mediciones es el principal objetivo del Ana´lisis Discriminante Lineal (Linear Dirscriminant
Analysis - LDA) [Fisher, 1936, Fisher, 1938].El Ana´lisis Discriminante Lineal fue introduci-
do a partir de un estudio taxono´mico para determinar la diferencia entre los individuos de
distintos grupos y las similitudes entre los individuos de un mismo grupo por medio de una
funcio´n discriminante que corresponde a una combinacio´n lineal de las variables de los datos
conocidos.
La Regresio´n Log´ıstica (Logistic Regression - LR) [Hosmer and Lemeshow, 2000] es pro-
puesta como alternativa de clasificacio´n [Johnson and Wichern, 2007] permite predecir la
pertenencia de un nuevo individuo dentro de una categor´ıa a partir de un modelo que cuan-
tifica la probabilidad de pertenencia de e´ste nuevo individuo, convirtie´ndose en un me´todo
muy usado dentro de la literatura estad´ıstica.
Las Maquinas de Soporte Vectorial (Support Vector Machine - SVM), introducidas en la
decada de los noventa por Vapnik [Cortes and Vapnik, 1995, Vapnik, 1998], son una te´cnica
muy competitiva en el estudio de clasificacio´n, ya que cuenta de un alto nivel teo´rico y su
gran aproximacio´n al campo aplicado, por medio de una transformacio´n lineal a espacios de
dimensio´n superior a la dimensio´n del conjunto de datos, permitiendo de una manera ma´s
sencilla la prediccio´n de nuevos individuos de acuerdo a una variable catego´rica.
Por otro lado se encuentra el Clasificador Fuzzy (Fuzzy Classifiers - FC) [Bezdek et al., 1984]
basado en la lo´gica difusa o lo´gica borrosa que pretende agrupar objetos de un universo en
grupos cuyos niveles de pertenencia son vistos como grados difusos, es decir, como ponde-
raciones que determinan la pertenencia a una categor´ıa, el algoritmo ma´s conocido en este
3clasificador es fuzzy isodata.
En estudios realizados para evaluar algunos clasificadores, se han considerado datos univa-
riados [Salazar et al., 2012] y bivariados[Herna´ndez and Correa, 2009] pero poco se conoce
acerca de los clasificadores para datos multivariados, por ello surge la pregunta ¿Cua´les pue-
den ser los clasificadores ma´s eficientes en presencia de datos multivariados?
Es por ello que el presente trabajo tiene como objetivo comparar la eficiencia o desem-
pen˜o de los clasificadores SVM, FC, LR y LDA usando datos multivariados provenientes de
distribuciones multivariadas. El desempen˜o es medido por la tasa de clasificacio´n erro´nea,
que determinara´ en cua´l distribucio´n y bajo que´ circunstancias es ma´s adecuado el uso de
uno de los clasificadores, estableciendo para´metros para futuras investigaciones relacionadas
con el tema de clasificacio´n.
En los estudios anteriores [Salazar et al., 2012, Herna´ndez and Correa, 2009], de ana´lisis de
clasificadores, (SVM, LR y LDA) se requiere conocer un conjunto de datos previo relacio-
nado al estudio, que contenga las clases a las cuales pertenence cada dato, para as´ı lograr
separar los datos nuevos de acuerdo a su clase. En este estudio se adiciona el Clasificador
Fuzzy, el cual posee la ventaja de no necesitar un conjunto de datos previo para determinar
la pertenencia a la clase de la cual proviene.
El desarrollo del presente trabajo se divide en cuatro cap´ıtulos. En el cap´ıtulo 1, llamado
algunos clasificadores multivariados, se describen los principios de cada clasificador estudia-
do; en el cap´ıtulo 2, llamado algunas distribuciones multivariadas, se describe los to´picos
correspondientes a las distribuciones normal multivariada, normal asime´trica multivariada y
t multivariada; el cap´ıtulo 3, llamado metodolog´ıa del estudio, comprende la estructura del
estudio de simulacio´n bajo los diferentes escenarios considerados y el respectivo algoritmo
usado para la simulacio´n. En el cap´ıtulo 4 mostramos los resultados obtenidos en el proceso
de simulacio´n con los gra´ficos correspondientes de acuerdo a cada escenario. En el cap´ıtulo
5 se encuentra la aplicacio´n en poblaciones con caracter´ısticas similares a las contempladas
en los tres escenarios. Al final del trabajo se encuentra un cap´ıtulo de anexos donde se con-
signan las tablas nume´ricas con las tasas de clasificacio´n erro´nea del cap´ıtulo de resultados
y los programas usados en el paquete estad´ıstico R [R Core Team, 2013].
2. Algunos clasificadores multivariados
A continuacio´n se presenta una descripcio´n de los cuatro clasificadores estad´ısticos usados
en el estudio, ellos son SVM, FC, LR y LDA.
2.1. Ma´quinas de Soporte Vectorial
Las SVM son una te´cnica implementada por [Cortes and Vapnik, 1995] donde trata teo´rica-
mente los supuestos para encontrar un espacio que permita conocer la pertenencia a un grupo
espec´ıfico de un dato desconocido. En 1998 [Vapnik, 1998] generaliza la teor´ıa de aprendi-
zaje, estima los vectores soporte y determina la fundamentacio´n estad´ıstica de la teor´ıa de
aprendizaje.
Las SVM han tenido diversos usos dentro de los ma´s estudiados esta el reconocimiento de
manuscritos, el reconocimiento de objetos, la identificacio´n de voz, la deteccio´n y reconoci-
miento de ima´genes, la miner´ıa de datos, entre otros.
En este trabajo se expondra´n las SVM como un clasificador de datos, el cual permitira´ sepa-
rar en dos clases un conjunto de datos; dicha separacio´n se hace por medio del aprendizaje
automa´tico, permitiendo separar un nuevo grupo de datos que no pertenezca al conjunto de
aprendizaje pero que si provengan de la misma poblacio´n. A continuacio´n se explican los
casos de las SVM: linealmente separable, no separable linealmente y la funcio´n kernel.
2.1.1. Caso linealmente separable
Las SVM para el caso separable consiste en un grupo de datos en un espacio determinado
los cuales pueden ser clasificados en dos clases por medio de una margen o linea.
Como se muestra, por ejemplo, en la Figura 2-1 para el caso bidimensional, pueden existir
diferentes ma´rgenes que separen los datos, pero el objetivo es encontrar aquella u´nica mar-
gen que separe los datos (llamada hiperplano de separacio´n) tal que se maximice la distancia
entre los puntos ma´s cercanos de las distintas clases.
Conside´rese un conjunto de m datos de entrenamiento {xk,yk}
m
k=1 tal que xk ∈ R
n es un
dato de entrada que es clasificado en el proceso de entrenamiento a la clase perteneciente
asigna´ndole el valor de yk ∈ {−1, 1}, segu´n sea el caso (−1 ∈ C1, 1 ∈ C2).
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Figura 2-1.: Diferentes margenes a trazar en un problema con dos clases linealmente
separables.
Para este caso se tiene el clasificador lineal
f(x) = sign(wTx+ b)
donde sign(·) es la funcio´n signo, w es un vector normal al hiperplano de separacio´n y b es
un escalar Cuando los datos pertenecientes a las dos clases son separables linealmente, se
puede afirmar lo siguiente:
wTxk + b ≥ +1 si yk = +1
wTxk + b ≤ −1 si yk = −1
El vectorw y el escalar b, se determinan de tal forma que maximicen la separacio´n o distancia
entre el hiperplano de separacio´n y los puntos ma´s cercanos de las dos clases.
Lo anterior, se puede formular como un problema de primalidad1 (PP ) en w as´ı:
PP : mı´n
w,b
J(w) = 1
2
wTw
tal que yk[w
Txk + b] ≥ 1, k = 1, 2, · · · ,m
Aquellos puntos que cumplen la igualdad son llamados vector soporte y se encuentran sobre
la margen del hiperplano de separacio´n tal como lo muestra la Figura 2-2.
1El problema de primalidad consiste en encontrar el mı´nimo valor de la funcio´n J(w) tal que w y b cumplan
la desigualdad especificada.
La funcio´n J(w) se define como un medio del producto punto entre el vector transpuesto, por si mismo.
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Figura 2-2.: Ma´xima margen 2‖w‖2 del hiperplano de separacio´n y los vectores soporte de
las dos clases.
2.1.2. Caso no linealmente separable
El caso no linealmente separable se presenta cuando los datos de los dos grupos a ser cla-
sifiados se encuentran traslapados, esto es, no existe un hiperplano de separacio´n capaz de
separarlos sin que algunos datos de una clase permanezcan en la otra, como lo muestra la
Figura 2-3.
Figura 2-3.: Dos clases no linealmente separables.
Para este caso se considera el conjunto de datos de entrenamiento clasificados de la misma
forma que el caso linelmente separable, se les asigna −1 o 1 de acuerdo al grupo de perte-
nencia, adema´s, se debe introducir una variable de holgura ξk, que corresponde a la medida
del error, esto es, si la variable de holgura ξk > 0, indica que el dato se encuentra en el lado
incorrecto y si es ξk = 0 indica que la variable esta´ al lado correcto.
Al ingresar esta variable de holgura se modifican las desigualdades de clasificacio´n:
(wTXk + b) + ξk ≥ +1
(wTXk + b)− ξk ≤ −1
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La suma de todas las variables de holgura
m∑
k=1
ξk, para aquellos casos donde ξk 6= 0, se puede
tomar como tipo de medida para el error de clasificacio´n.
Para el caso no linealmente separable, el problema de primalidad (PP ) se convierte en:
PP : mı´n
w,b,ξ
J(w, ξ) = 1
2
wTw + c
m∑
k=1
ξk
tal que yk[w
TXk + b] ≥ 1− ξk, ξk ≥ 0, k = 1, 2, · · · ,m
donde c es una constante real positiva.
En este caso de variables no linealmente separables es necesario realizar un mapeo de los
datos a un espacio de dimensio´n superior, llamado espacio caracter´ıstico, en el cual se puedan
separar los datos linealmente.
Dicho mapeo se logra con una transformacio´n biyectiva no lineal, ϕ(·), la cual convierte el
problema no separable en un problema separable de un espacio de dimensio´n mayor. De
dicha transformacio´n no es necesario conocer su estructura, lo que importa es conocer su
producto interno K(x, z), llamado funcio´n kernel, el cual permitira´ convertir el problema no
separable en uno separable, tal que:
wTϕ(Xk) + b ≥ +1 si yk = +1
wTϕ(Xk) + b ≤ −1 si yk = −1
As´ı se logra obtener un hiperplano de separacio´n no lineal para los datos, como lo muestra
la Figura 2-4:
Figura 2-4.: Hiperplano de separacio´n para las dos clases no linealmente separables.
2.1.3. Funcio´n Kernel
La funcio´n Kernel es aquel mapeo que permite convertir un problema de separacio´n no lineal
a un problema de separacio´n lineal en un espacio caracter´ıstico. Para que una funcio´n sea
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considerada como Kernel debe cumplir las condiciones de continuidad, simetr´ıa y semidefi-
nida positiva.
Las funciones Kernel ma´s usadas se muestran en la Tabla 2-1:
Kernel Funcio´n
Lineal KL(x, z) = 〈x, z〉 =
∑m
i=1 xizi
Polino´mico KP (x, z) = (〈x, z〉)
p
donde p es el grado del polino´mio
Gaussiano KG(x, z) = exp{−
‖x−z‖2
2σ2
}
donde σ2 > 0
Tabla 2-1.: Kernel ma´s usados en la literatura de SVM.
2.2. Clasificador Fuzzy
La teor´ıa de los conjuntos difusos y la lo´gica difusa (Fuzzy) fue introducida [Zadeh, 1965]
como una forma de trabajar la no linealidad de una manera eficiente, permitiendo la decisio´n
a partir de reglas lingu¨´ısticas.
Este clasificador no necesita usar un conjunto de datos de entrenamiento para formar las re-
glas de decisio´n, e´l mismo se corrige hasta encontrar la clasificacio´n adecuada, so´lo conociendo
el nu´mero de clases (cluster) en las cuales se desean separar los datos. Posee caracter´ısticas
que permiten establecer diferentes grados de valor a la relacio´n (pertenencia) que hay entre
el dato y la clase a la que pertenece.
Este clasificador ha sido usado para reconocimiento de patrones, ana´lisis geoestad´ıstico,
ana´lisis de ima´genes me´dicas, control automatizado, miner´ıa de datos, entre otros.
A continuacio´n se estudiara´n los clasificadores nitido y difuso como me´todos para clasifica-
cio´n de un conjunto de datos en dos clases.
2.2.1. Cluster n´ıtido
Es utilizado cuando el conjunto de datos esta´ separado linealmente. Los clusters corresponden
a la particio´n o subconjuntos de un conjunto mayor de datos.
Sea X un conjunto de n datos o individuos a clasificar X = {x1,x2,x3, · · · ,xn}, cada vector
xk es definido por m caracter´ısticas (o variables) xk = (xk1, xk2, · · · , xkm)
T .
El nu´mero de clases es definido por el investigador de acuerdo a la cantidad de clases c en
las que desee separar el conjunto de datos y que no debe ser superior al nu´mero de datos,
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estos se definen como {Ai}
c
i=1 y cumplen las siguientes propiedades:
c⋃
i=1
Ai = X
Ai ∩ Aj = ∅ i 6= j
Ai ⊂ X
En los cluster n´ıtidos cada dato del conjunto a clasificar pertenece a uno y solo un cluster,
para lo cual se le asigna a xk un valor χAi(xk) de 1 o 0 indicando que pertenece o no
pertenece, respectivamente, al cluster Ai, esto es:
χAi = χij =
{
1 xk ∈ Ai
0 xk /∈ Ai
Donde i corresponde al nu´mero de clusters y j corresponde al nu´mero de observaciones.
Estos valores de pertenencia deben cumplir lo siguiente:
c∑
i=1
χij = 1 para j = 1, 2, 3, . . . , n
0 <
n∑
j=1
χij < n para i = 1, 2, 3, . . . , c
Cada valor de pertenencia corresponde a las componentes de la matriz U = [χij ], llamada
matriz de representacio´n de la particio´n, y pertenece al espacio de particio´n MP :
MP =
{
U |χij ∈ {0, 1};
c∑
i=1
χij = 1; 0 <
n∑
i=1
χij < n
}
De todo el espacio de particio´n, la matriz U corresponde a la matriz de clasificaco´n o´ptima
que minimiza la funcio´n de error cuadra´tico J(U, ν), dada por:
J(U, ν) =
n∑
k=1
c∑
i=1
χik(dik)
2
El te´rmino dik corresponde a la distacia euclidiana medida en un espacio de dimensio´n m
entre el vector de datos xk y el centroide νi del cluster i , como se muestra a continuacio´n
dik = ‖νi − xi‖
=
[
m∑
j=1
(xkj − νij)
2
]1/2
para k = 1, 2, . . . , n y i = 1, 2, . . . , c.
Las m componentes del centroide νi del cluster i se determinan a partir del cociente
νij =
n∑
k=1
χikxkj
n∑
k=1
χik
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La particio´n o´ptima, que esta representada por la matriz U ∗, se logra fijando el nu´mero de
cluster y la matriz U (0) ∈ Mc, que se escoge de manera aleatoria y donde sus valores se
actualizan en cada iteracio´n por:
χ
(r+1)
Ai
=

1 d
(r)
ik = mı´n
(
d
(r)
ik
)
, ∀j ∈ c
0 en otro caso.
de tal forma que
∥∥U (r+1) − U r∥∥ ≤ ǫ, donde ǫ es un nivel de tolerancia escogido por el
investigador, usualmente es de 10−6.
2.2.2. Cluster difuso
El cluster difuso es utilizado cuando los datos de diferentes clases se traslapan entre si, esto
es, se cuenta con un caso de datos no separables linealmente.
Sea X un conjunto de n datos o individuos a clasificar X = {x1,x2,x3, · · · ,xn}, cada vector
xk es definido por m caracter´ısticas (o variables) xk = (xk1, xk2, · · · , xkm)
T .
Los clusters difusos,{Bi}
c
i=1, satisfacen las siguientes condiciones:
Bi 6= ∅ i = 1, 2, . . . , c
Bi ∩ Bj = ∅ i 6= j
c⋃
i=1
Bi = X
En el cluster difuso se tiene que cada dato del conjunto a clasificar pertenece pondera-
damente a cada cluster, para lo cual se le asigna un vector de pertenencia, µBi(xk), con
sus componentes, µik, en el intervalo [0, 1]. Estas componentes deben cumplir las siguientes
restricciones.
c∑
i=1
µik = 1 k = 1, 2, · · · , n
0 <
n∑
k=1
µik < n i = 1, 2, · · · , c
donde i es el indice para el closter y k el indice para la obesrvacio´n.
En este caso el espacio de particio´n difusa, MP , estara´ dado por el conjunto:
MP = {U |µij ∈ [0, 1];
∑c
i=1 µik = 1; 0 <
∑n
i=1 µik < n}
Para agrupar n datos en c clusters difusos se debe contar con el para´metro m′ que controla la
cantidad de difusio´n en el proceso de clasificacio´n el cual puede tener valores en el intervalo
[1,+∞), usualmente se emplea 1 o 2.
Se define la distiancia euclidiana, igual que en el cluster nitido como:
dik = d(xk − vi)
=
[∑m
j=1 (xkj − vij)
2
]1/2
Los centroides, νi, de cada cluster se calculan a partir de la expresio´n:
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νij =
n∑
k=1
µm
′
ik xkj
n∑
k=1
µm
′
ik
La funcio´n cuadra´tica media a optimizar, para este caso, esta´ dada por:
Jm(U, v) =
n∑
k=1
c∑
i=1
µm
′
ik (dik)
2
La particio´n o´ptima se encuentra siguiendo un proceso de iteracio´n fijando c, m′ e inicia-
lizando con la matriz U (0) ∈ MP de tal foma que los valores de la matriz de particio´n se
actualizara´ por:
µ
(r+1)
ik =
[
c∑
j=1
(
d
(r)
ik
d
(r)
jk
) 2
m′−1
]−1
hasta que la diferencia de matrices sea menor a un nivel de tolerancia ǫ,
∥∥U (r+1) − U r∥∥ ≤ ǫ.
2.3. Ana´lisis Discriminante
El LDA [Fisher, 1936, Fisher, 1938] parte de n datos o individuos donde se han medido m
variables cuantitativas y una variable cualitativa (clasificativa), que posee las categor´ıas o
clases de pertenencia de los datos, para construir una funcio´n tal que permita clasificar un
dato desconocido a la clase que pertenence. La funcio´n discriminante de Fisher D, necesaria
para determinar la pertenencia de un dato a una clase, es una funcio´n lineal de m variables
explicativas
D = u1X1 + u2X2 + · · ·+ umXm,
donde uj, j = 1, 2, · · · ,m corresponden a los coeficientes de ponderacio´n, variando su valor
de acuerdo a la categor´ıa a la que pertenezca.
Considerando que el conjunto de entrenamiento cuenta con n individuos, se puede expresar
la funcio´n discriminante, para cada uno, as´ı:
Di = u1X1i + u2X2i + · · ·+ umXmi, i = 1, 2, · · · , n
donde Di corresponde a la puntuacio´n discriminante de la i-e´sima observacio´n.
Si las m variables explicativas se expresan como desviaciones respecto a la media, cada
funcio´n discriminante estara´ expresada como desviaciones respecto a la media, permitiendo
escribir las funciones discriminantes en la forma matricial
D =Xu
as´ı, la variabilidad de la funcio´n discriminante puede ser expresada como
DTD = uTXTXu,
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dondeXTX es una matriz sime´trica que puede descomponerse como la suma entre la matriz
intragrupal F y la matriz residual V
XTX = F + V
as´ı se tiene que:
DTD = uTXTXu
= uTFu+ uTV u
Las matrices F y V se pueden obtener de los datos muestrales mientras que los coeficientes
ui son determinados segu´n el criterio discriminante de Fisher, que maximiza la razo´n, λ,
entre la variabilidad intragrupal y la variabilidad de los residuales, esto es:
λ = u
TFu
uTV u
El ma´ximo valor de λ es obtenido derivando parcialmente, de manera nume´rica, con respecto
a u e igualando a cero, de aqu´ı se obtiene el primer eje discriminante
V −1Fu = λu
que corresponde al vector propio u asociado a la matriz no sime´trica cuyo valor propio λ es
el mayor encontrado.
El nu´mero de ejes discriminantes corresponde al mı´n(G − 1,m) donde G es el nu´mero de
clases en las que se desean clasificar los datos y m es el nu´mero de variables que se miden
en los datos, que sera´n seleccionados de acuerdo a los valores propios asociados de mayor
valor (ordenados de manera descendente), para nuestro caso en estudio, donde G = 2, so´lo
se necesitara´ de un eje discriminante que corresponde al mayor valor propio del sistema.
2.3.1. Puntuaciones discriminantes
Las puntuaciones discriminantes son los valores que resultan de evaluar la informacio´n de
cada individuo en la funcio´n discriminante
D = u1X1 + u2X2 + · · ·+ umXm
que corresponde a la proyeccio´n de cada individuo sobre el eje discriminante.
2.3.2. Centroides
Los centroides son vectores de medias que resumen la informacio´n sobre los grupos. Los
centroides de cada grupo esta´n dados por:
X¯I =


X¯1,I
X¯2,I
...
X¯m,I

 X¯II =


X¯1,II
X¯2,II
...
X¯m,II


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Para los grupos I y II se tiene que la puntuacio´n discriminante para el vector de medias,
esta´ dado por:
D¯I = u1X¯1,I + u2X¯2,I + · · ·+ umX¯m,I
D¯II = u1X¯1,II + u2X¯2,II + · · ·+ umX¯m,II
2.3.3. Punto de corte discriminante
El punto de corte discriminante se calcula promediando la puntuacio´n discriminante de los
vectores de medias para cada grupo
C = D¯I+D¯II
2
As´ı, el criterio de clasificacio´n para el i-e´simo individuo sera´
i ∈ I, si Di − C < 0
i ∈ II, si Di − C > 0
2.4. Regresio´n Log´ıstica
Para aplicar el modelo de LR no es necesario que las variables predictoras presenten una
distribucio´n normal y en las que puede presentarse variables nume´ricas y/o catego´ricas. Dicho
modelo estudia la dependencia entre una variable binomial y un conjunto de explicativas.
El modelo LR se objeta en la ecuacio´n
Y = log{ p
1−p}
donde p es la probabilidad de que la variable dependiente tome el valor de 1 y Y es el valor
de la variable dependiente.
Al expresar el modelo LR en forma de regresio´n, se obtiene:
p = e
(α+βx)
1+e(α+βx)
donde α y β son los coeficientes de la ecuacio´n.
Para el caso en que existan varias variables predicatoras, se obtiene la regresio´n:
p = e
α+β1x1+···+βmxm
1−eα+β1x1+···+βmxm
donde p es la probabilidad de que la variable dependiente tome el valor de 1 con variable
predictora Y = (x1, x2, · · · , xm) y los coeficientes α y βi para i = 1, 2, · · · ,m de la ecuacio´n
regresora que son estimados por el me´todo de ma´xima verosimilitud.
En el caso en que p tome un valor mayor a 0,5 se asume que la variable dependiente toma
el valor de 1 y si p toma un valor menor a 0,5 se asume que la variable dependiente toma el
valor de 0.
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De acuerdo a la importancia de clasificacio´n que se presenta en los estudios estad´ısticos con
datos reales, en este estudio se plantean los clasificadores SVM, LR y LDA de acuerdo al
importante aporte que han hecho en la literatura estad´ıstica y por otro lado se elige FC
como me´todo alternativo de clasificacio´n ya que su importancia radica en no necesitar un
conjunto de entrenamiento para realizar el proceso de clasificacio´n.
3. Algunas distribuciones multivariadas
A continuacio´n se muestran las funciones de distribucio´n de probabilidad multivariada que
sera´n usadas en el presente estudio.
3.1. Distribucio´n Normal Multivariada
La distribucio´n normal multivariada (Multivariate Normal Distribution - MND) tambie´n
conocida como la distribucio´n Gaussiana multivariada es una generalizacio´n de la distribucio´n
normal univariada, como lo indica [Anderson, 1958].
El vector aleatorio p-dimensional X = (x1, x2, · · · , p)
T tiene distribucio´n normal p-variada
con vector de medias µ y matriz de covarianza Σ si su funcio´n de densidad de probabilidad
esta´ dada por:
f(X) = 1
(2pi)p/2|Σ|1/2 exp
{
−1
2
(X− µ)TΣ−1(X− µ)
}
,
donde Σ > 0 y se denota como X ∼ Np(µ,Σ).
Algunas propiedades de la distribucion normal multivariada son:
Si un vector p-dimensional posee una distribucio´n normal multivariada, las distribu-
ciones marginales son normales univariadas.
La distribucio´n normal multivariada condicionada tambie´n es normal multivariada, de
igual forma se cumple para la normal univariada condicionada.
Si el conjunto de variables aleatorias marginales son normales univariadas e indepen-
dientes, las covarianzas entre las variables son nulas.
Si dos variables aleatorias normales multivariadas son independientes la matriz de
correlacio´n entre ellas es nula.
3.2. Distribucio´n Normal Asime´trica
Segu´n lo afirma Genton [Genton, 2004], las distribuciones multivariadas, en el campo apli-
cado, parecen ser no muy u´tiles para tratar datos no normales. Para el caso de la familia
de la distribucio´n normal multivariada asime´trica (Multivariate Skew Normal Distribution
- MSND) [Azzalini and Dalla Valle, 1996, Azzalini and Capitanio, 1999] ocurre lo contrario,
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son u´tiles para tratar datos no normales, sobre todo cuando la asimetr´ıa de las marginales
es moderada.
Un vector aleatorio p-dimensional z = (Z1, Z2, . . . , Zp)
T sigue una distribucio´n normal
asime´trica, denotado por z ∼ SNp(Ω,α), si la funcio´n de distribucio´n de probabilidad de z
es:
g(z) = 2ϕp(z;Ω)Φ(α
Tz), z ∈ Rp,
donde ϕp(z;Ω) denota la funcio´n de distribucio´n de probabilidad de una distribucio´n nor-
mal multivariada p-dimensional, con marginales estandarizadas y matriz de correlacio´n Ω,
Φ(αTz) denota la funcio´n de distribucio´n acumulada de la distribucio´n normal multivariada
p-dimensional y α es el vector de p nu´meros reales.
La funcio´n de distribucio´n acumulada de la distribucio´n normal asime´trica multivariada
muestra una estrecha relacio´n entre las distribuciones multivariadas normal sesgada y nor-
mal.
Si z ∼ SNp(Ω,α) entonces la funcio´n de distribucio´n acumulada corresponde a:
G(z) = P (Z1 ≤ z1, . . . , Zp ≤ zp)
= 2
∫ z1
−∞ · · ·
∫ zp
−∞ ϕp(z;Ω)Φ(α
Tz)dz1 · · · dz2
para z ∈ Rp
El ca´lculo de la funcio´n generadora de momentos de z con distribucio´n normal asime´trica
multivariada esta´ dada por:
M(t) = 2 exp
{
1
2
tTΩt
}
Φ
{
α
TΩt
1+αTΩα
}1/2
Por medio de la funcio´n generadora de momentos es fa´cil hallar el vector de media y la
matriz de varianza, dadas respectivamente, por:
E(z) =
(
2
pi
)1/2
δ
V ar(z) = Ω− 2
pi
δδT
Para los cuales se tiene que:
δ = 1
(1+αTΩα)1/2
Ωα
3.3. Distribucio´n t Multivariada
Sea U es una variable aleatoria independiente que se distribuye normal esta´ndar y χ2ν es una
variable aleatoria independiente que se distribuye chi-cuadrado con ν grados de libertad.
La funcio´n de densidad de la distribucio´n t es:
f(t) =
Γ( ν+12 )
Γ( ν2 )
√
piσ
(
1 + t
2
ν
)− ν+1
2
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donde −∞ < t <∞ y para´metro ν > 0 y σ > 0.
La gra´fica de la funcio´n de densidad de probabilidad de una distribucio´n t, es ma´s platicu´rti-
ca con respecto a la distribucio´n normal, se acerca a la de una distribucio´n normal cuando
n→∞. Esto indica que para valores de ν grandes la gra´fica se hace menos platicu´rtica.
Teniendo en cuenta la anterior definicio´n de la distribucio´n t univariada se define la dis-
tribucio´n t multivariada (Multivariate T Distribution - MTD) [Kotz and Nadarajah, 2004]
(centrada δ = 0, no centrada δ 6= 0). Por tanto, la funcio´n de densidad de un nu´mero p de
variables independientes, que se distribuyen t multivariada, es simplemente el producto de
las funciones de densidad individuales con distribucio´n t univariada.
f(y) =
p∏
j=1
f(yj)
As´ı:
f(y) =
Γ( ν+p2 )
(piν)p/2Γ( ν2 )|R|1/2
(1 + ν−1yTR−1y)
ν+p
2 ,
donde X1,X2, . . . ,Xp tienen una distribucio´n normal multivariada con R la matriz de
varianza-covarianza y y el vector con distribucio´n t multivariada.
La mayor´ıa de los estudios estad´ısticos usan datos provenientes de la distribucio´n normal
(univariada o multivariada), pero en la mayor´ıa de los casos reales los datos no se comportan
como dicha distribucio´n, es por ello que en este estudio se tomaron las distribuciones MND
como el caso ma´s general en la literatura, MSND que es una distribucio´n considerada ma´s
cercana a los datos reales y MTD cuya importancia radica en tener colas ma´s pesadas o
menos pesadas que una distribucio´n MND.
4. Metodolog´ıa del estudio
Este estudio de simulacio´n tiene como objetivo comparar por medio de la tasa de clasificacio´n
erro´nea 1 (TCE), los clasificadores estad´ısticos: SVM, FC, LR y LDA para el caso con dos
grupos de datos provenientes de poblaciones multivariadas con distribucio´n MND, MSND y
MTD.
Cada escenario corresponde a dos conjuntos de datos con 2, 3 y 4 nu´meros de variables, con
taman˜os de muestra 20, 50 y 100 y diferentes distancias entre los vectores de medias (2, 3,
4, 5 y 6) que determinan una fuerte superposicio´n entre el par de grupos de datos hasta una
leve superposicio´n entre estos mismos. Adema´s, en cada escenario se hace la simulacio´n con
dos tipos de matrices de varianza-covarianza entre los dos grupos de datos.
4.1. Escenario 1: Dos variables
En este escenario se consideran conjuntos de datos que poseen dos variables y son generados
con las distribuciones multivariadas MND, MSND y MTD con distintos taman˜os de muestra
(20, 50 y 100) y distintas distancias entre los vectores de medias de cada grupo (2, 3, 4, 5 y
6), con las matrices de varianza-covarianza:[
1 0.3
0.3 1
] [
10 3
3 2
]
La matriz del lado izquierdo ha sido utilizada en diferentes estudios [Salazar et al., 2012,
Herna´ndez and Correa, 2009] hechos previamente y la matriz del lado derecho es tomada
arbitrariamente en este estudio.
Para los diferentes casos considerados en este escenario a sido necesario fijar algunos para´me-
tros para las distribuciones MSND y MTD. En la distribucio´n MSND se fija el para´metro de
forma consistiendo en el vector [−1, 1] y en la distribucio´n MTD se fija los grados de libertad
con ν = 10.
As´ı, son analizados cinco casos en los que se se tienen diferentes vectores de medias con sus
diferentes distancias y los diferentes nu´meros de datos.
Caso 1: los vectores de medias para los dos grupos tienen una distancia de 2, los vectores
de medias correspondientes son [−1, 0] y [1, 0].
1La tasa de clasificacio´n erro´nea corresponde al porcentaje de datos mal clasificados, es decir, el cociente
entre los datos mal clasificados y el total de datos.
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Caso 2: los vectores de medias para los dos grupos tienen una distancia de 3, los vectores
de medias correspondientes son [−1, 0] y [2, 0].
Caso 3: los vectores de medias para los dos grupos tienen una distancia de 4, los vectores
de medias correspondientes son [−2, 0] y [2, 0].
Caso 4: los vectores de medias para los dos grupos tienen una distancia de 5, los vectores
de medias correspondientes son [−2, 0] y [3, 0].
Caso 5: los vectores de medias para los dos grupos tienen una distancia de 6, los vectores
de medias correspondientes son [−3, 0] y [3, 0].
4.2. Escenario 2: Tres variables
En este escenario se consideran conjuntos de datos que poseen tres variables y son generados
con las distribuciones multivariadas MND, MSND y MTD con distintos taman˜os de muestra
(20, 50 y 100) y distintas distancias entre los vectores de medias de cada grupo (2, 3, 4, 5 y
6), con las matrices de varianza-covarianza:
 1 0.3 0.30.3 1 0.3
0.3 0.3 1



 4 3 23 3 2
2 2 2


La matriz del lado izquierdo se toma de tal forma que guarde una coherencia con los valores
de la matriz tomada en el esccenario 1 y la matriz del lado derecho es tomada arbitraria-
mente en este estudio.
Para los diferentes casos considerados en este escenario a sido necesario fijar algunos para´me-
tros para las distribuciones MSND y MTD. En la distribucio´n MSND se fija el para´metro
de forma consistiendo en el verctor [−2, 0, 2] y en la distribucio´n MTD se fina los grados de
libertad con ν = 10.
As´ı, son analizados cinco casos en los que se se tienen diferentes vectores de medias con sus
diferentes distancias y los diferentes nu´meros de datos.
Caso 1: los vectores de medias para los dos grupos tienen una distancia de 2, los vectores
de medias correspondientes son [−1, 0, 0] y [1, 0, 0].
Caso 2: los vectores de medias para los dos grupos tienen una distancia de 3, los vectores
de medias correspondientes son [−1, 0, 0] y [2, 0, 0].
Caso 3: los vectores de medias para los dos grupos tienen una distancia de 4, los vectores
de medias correspondientes son [−2, 0, 0] y [2, 0, 0].
Caso 4: los vectores de medias para los dos grupos tienen una distancia de 5, los vectores
de medias correspondientes son [−2, 0, 0] y [3, 0, 0].
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Caso 5: los vectores de medias para los dos grupos tienen una distancia de 6, los vectores
de medias correspondientes son [−3, 0, 0] y [3, 0, 0].
4.3. Escenario 3: Cuatro variables
En este escenario se consideran conjuntos de datos que poseen cuatro variables y son gene-
rados con las distribuciones multivariadas MND, MSND y MTD con distintos taman˜os de
muestra (20, 50 y 100) y distintas distancias entre los vectores de medias de cada grupo (2,
3, 4, 5 y 6), con las matrices de varianza-covarianza:


1 0.3 0.3 0.3
0.3 1 0.3 0.3
0.3 0.3 1 0.3
0.3 0.3 0.3 1




4 3 2 1
3 3 2 1
2 2 2 1
1 1 1 1


La matriz del lado izquierdo se toma de tal forma que guarde una coherencia con los valores
de la matriz tomada en los esccenarios 1 y 2 y la matriz del lado derecho es tomada arbitra-
riamente en este estudio.
Para los diferentes casos considerados en este escenario a sido necesario fijar algunos paa´me-
tros para las distribuciones MSND y MTD. En la distribucio´n MSND se fina el para´metro
de forma consistiendo en el vector [−2,−1, 1, 2] y en la distribucio´n MTD se fija los grados
de libertad con ν = 10.
As´ı, son analizados cinco casos en los que se tienen diferentes vectores de medias con sus
diferentes distancias y los diferentes nu´meros de datos.
Caso 1: los vectores de medias para los dos grupos tienen una distancia de 2, los vectores
de medias correspondientes son [−1, 0, 0, 0] y [1, 0, 0, 0].
Caso 2: los vectores de medias para los dos grupos tienen una distancia de 3, los vectores
de medias correspondientes son [−1, 0, 0, 0] y [2, 0, 0, 0].
Caso 3: los vectores de medias para los dos grupos tienen una distancia de 4, los vectores
de medias correspondientes son [−2, 0, 0, 0] y [2, 0, 0, 0].
Caso 4: los vectores de medias para los dos grupos tienen una distancia de 5, los vectores
de medias correspondientes son [−2, 0, 0, 0] y [3, 0, 0, 0].
Caso 5: los vectores de medias para los dos grupos tienen una distancia de 6, los vectores
de medias correspondientes son [−3, 0, 0, 0] y [3, 0, 0, 0].
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4.4. Procedimiento de comparacio´n
Las cuatro te´cnicas de clasificacio´n (SVM, FC, LR y LD) en sus diferentes escenarios, fueron
comparadas a partir de una secuencia de pasos descritos a continuacio´n:
Paso 1: Se simularon dos conjuntos de datos de cada distribucio´n, agrupados en un arreglo
llamado conjunto a clasificar.
Paso 2: Se simularon dos conjuntos de datos de cada distribucio´n, con un taman˜o del 50%
de los datos a clasificar, con ide´nticas caracter´ısticas del conjunto de datos a clasificar.
Paso 3: Con los datos simulados en el Paso 2 se realizo´ el entrenamiento de los clasificadores
SVM, LR y LD 2.
Paso 4: Se clasificaron los datos obtenidos en el Paso 1.
Paso 5: Se calcularon las TCE para las clasificaciones obtenidas en el Paso 4.
Paso 6: Se repitio 5000 veces del Paso 1 al Paso 5, luego se hizo un promedio de todas las
TCE obtenidas en estas 5000 repeticiones.
Todo el proceso de comparacio´n que se realizo´ en este trabajo fue llevado a cabo por medio
del paquete de uso pu´blico R [R Core Team, 2013]. Para SVM se uso´ la funcio´n svm() del
paquete e1071 que depende del paquete class, para FC se uso´ la funcio´n cmeans() del
paquete e1071, para LR se uso´ la funcio´n glm() del paquete stats y para LDA se uso´ la
funcio´n lda() del paquete MASS.
2FC no se incluye en este paso, ya que no necesita de conjunto de entrenamiento para clasificar.
5. Resultados
En este cap´ıtulo se presentan los resultados obtenidos en los tres escenarios de simulacio´n.
Las tablas con las TCE se encuentran en el Anexo A.
En los escenarios considerados se calcula la TCE para dos tipos de matrices de varianza-
covarianza, la matriz considerada a partir de estudios previos se denomino´ matriz previa y
la matriz arbitraria se llamo´ matriz arbitraria.
5.1. Escenario 1: Dos variables
En la Figura 5-1 se presentan los resultados obtenidos con la matriz previa. Se puede ob-
servar como en los diferentes casos considerados el LDA es el clasificador que presento´ mayor
eficiencia obteniendo la menor TCE seguido de LR. Para las distribuciones MND y MTD
se observa que el clasificador de menor eficiencia es SVM mientras que para la distribucio´n
MSND el de menor eficiencia es FC. A medida que disminuye el traslape entre los conjuntos
de datos disminuye la TCE siendo muy cercana a cero.
En la Figura 5-2 se presentan los resultados obtenidos con la matriz arbitraria. Se observa
que cuando los datos poseen una distancia de 2 unidades entre los vectores de medias para los
diferentes casos de este escenario, el clasificador FC presenta una menor TCE en comparacio´n
al SVM, con una diferencia entre 1% y 4%, aunque a medida que aumenta la distancia
entre los vectores de medias mejora la eficiencia de SVM comparada con FC. Se presenta la
constanter de ser LDA la de mayor eficiencia (menor TCE) seguida de LR.
5.2. Escenario 2: Tres variables
De los resultados de la simulacio´n presentados en la Figura 5-3 con la matriz previa se ob-
serva que para las distribuciones MND y MTD el clasificador FC tiene un mejor desempen˜o
que el clasificador SVM sin importar la distancia entre las medias de los dos grupos de datos
considerados.
Para la distribucio´n MSND se observa que SVM posee un mejor desempen˜o que FC y que en
el caso en que las distancias entre medias aumentan, las TCE en dicha distribucio´n, tiende
a comportarse igual que en la distribucio´n MND obteniendo valores muy semejantes, caso
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Figura 5-1.: TCE para el escenario 1, con dos variables, diferentes distancias entre medias y
matriz previa. De arriba hacia abajo se cuentan los taman˜os de muestra 20, 50 y
100, respectivamente, y de izquierda a derecha se observan las distribuciones MND,
MSND y MTD, respectivamente.
contrario con la distribucio´n MTD que se alcanza a observar una leve diferencia entre la
eficiencia de los clasificadores.
En la distribucio´n MTD, cuando aumenta la distancia entre la media de los dos grupos de da-
tos mejora la eficiencia del clasificador FC siendo superior a LR. Para los casos considerados
es constante la mayor eficiencia de LDA.
En la simulacio´n usando la matriz arbitraria se observa, de acuerdo a la Figura 5-4, que
en los cinco casos considerados en los diferentes taman˜os de muestra es constante el com-
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Figura 5-2.: Se muestran los gra´ficos para el escenario 1, con dos variables, con diferentes distan-
cias entre medias y matriz arbitraria. De arriba hacia abajo se cuentan los taman˜os
de muestra 20, 50 y 100, respectivamente, y de izquierda a derecha se observan las
distribuciones MND, MSND y MTD, respectivamente.
portamiento de los diferentes clasificadores, el clasificador que mejor se desempen˜a es LDA,
seguido de LR, SVM y por u´ltimo esta´ FC.
5.3. Escenario 3: Cuatro variables
De la Figura 5-5 para el caso donde se hace la simulacio´n con la matriz previa se observa
que en las distribuciones MND y MTD se presenta el mismo comportamiento de TCE para
los clasificadores en los diferentes casos, es decir, para una distancia muy pequen˜a entre
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Figura 5-3.: TCE para el escenario 2, con tres variables, con diferentes distancias entre medias
y matriz previa. De arriba hacia abajo se cuentan los taman˜os de muestra 20, 50 y
100, respectivamente, y de izquierda a derecha se observan las distribuciones MND,
MSND y MTD, respectivamente.
medias de los grupos de datos, SVM y FC presentan igual comportamiento y a medida que
aumenta dicha distancia FC presenta mejor eficiencia que SVM y LR.
Para el caso de la distribucio´n MSND se observa que a menor distancia entre medias es
menor la eficiencia de FC respecto a SVM pero cuando la distancia entre las medias supera
las 4 unidades, FC supera en eficiencia a SVM. Se presenta constante la eficiencia de LDA
como la mejor.
De la Figura 5-6 para la matriz arbitraria se observa que en los cinco casos considerados
y para los diferentes taman˜os de muestra se observa que es constante el comportamiento de
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los diferentes clasificadores, el clasificador que mejor se comporta es LDA, seguido de LR,
SVM y por u´ltimo esta´ FC.
Se puede observar que en los casos considerados para cada escenario se presento´ una TCE
representativa para cada clasificador (SVM, FC, LR y LDA) en cada una de las distribuciones
consideradas (MND, MSND y MTD) haciendo competitivo cada clasificador de acuerdo a la
situacio´n y logrando el objetivo primordial de este trabajo que es comparar que tan eficientes
son los me´todos de discriminacio´n para cada una de las distribuciones multivariadas elegidas
de acuerdo a la TCE.
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Figura 5-4.: TCE para el escenario 2, con tres variables, con diferentes distancias entre medias y
matriz arbitraria. De arriba hacia abajo se cuentan los taman˜os de muestra 20, 50 y
100, respectivamente, y de izquierda a derecha se observan las distribuciones MND,
MSND y MTD, respectivamente.
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Figura 5-5.: TCE para el escenario 3, con cuatro variables, con diferentes distancias entre medias
y matriz previa. De arriba hacia abajo se cuentan los taman˜os de muestra 20, 50 y
100, respectivamente, y de izquierda a derecha se observan las distribuciones MND,
MSND y MTD, respectivamente.
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Figura 5-6.: TCE para el escenario 3, con cuatro variables, con diferentes distancias entre medias
y varianza arbitraria. De arriba hacia abajo se cuentan los taman˜os de muestra 20,
50 y 100, respectivamente, y de izquierda a derecha se observan las distribuciones
MND, MSND y MTD, respectivamente.
6. Aplicaciones
En el presente cap´ıtulo se aplicaron los clasificadores estudiados en datos que semejaron
los escenarios considerados. Para ello se tuverion en cuenta datos con dos variables, tres
variables y cuatro variables, cuyos datos poseian una variable catego´rica con dos clases como
indicador de la clasificacio´n.
6.1. Aplicacio´n para escenario 1
Para la aplicacio´n del escenario 1 se tomaron los datos provenientes de un estudio realizado
en Alaska y Canada´ por el Departamento de Pesca y caza del estado de Alaska, Estados
Unidos [Johnson and Wichern, 2007]. Dicho estudio ayuda a identificar cuando un salmo´n
pertenece a aguas de Alaska o a aguas de Canada´. En este estudio se ha identificado que el
salmo´n nacido en aguas dulces de Alaska trae consigo anillos de escamas ma´s pequen˜os que
el salmo´n nacido en aguas dulces Canadienses.
El estudio toma la muestra del salmo´n en agua dulce y agua de mar, de Alaska y Canada´ en
el primer an˜o de vida. La tabla de los datos Tabla C-1 [Anexo C], muestra los dia´metros
de los anillos de acuerdo a la regio´n y el agua.
Las variables consideradas son
X1: la medida del dia´metro de los anillos para el primer an˜o de crecimiento en agua dulce,
en cente´simas de una pulgada
X2: la medida del dia´metro de los anillos para el primer an˜o de crecimiento en agua de mar,
en cente´simas de una pulgada
Por medio de la prueba de Shapiro-Wilk multivariada del programa R 1, se determina que
los datos no tienen una distribucio´n normal multivariada ya que se tiene un p-valor muy
inferior al valor de alfa, esto es p-valor=2,099e− 05 < 0,05
Para determinar las TCE de los clasificadores en el grupo de datos, se tomaron muestras de
los datos para entrenar los clasificadores SVM, LR y LDA, luego se realizaron 5000 iteracio-
nes de clasificacio´n y se promediaron, los resultados obtenidos son
Adema´s, se puede observar en la Figura 6-1 que cada marginal no posee una distribucio´n
1Para la prueba de Shapiro-Will multivariada se debe cargar la librer´ıa mvnormtest, cargar el paquete con
el mismo nombre y se usa la funcio´n mshapiro.test()
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TCE: Datos de Salmo´n
SVM FC LR LDA
11,4840 43,000 51,8484 48,000
Tabla 6-1.: TCE para los datos proveneintes del estudio al Salmo´n en agua dulce y salada
de Alaska y Canada´
normal univariada.
X1
100 200 300 400 500
10
0
20
0
30
0
40
0
50
0
100 200 300 400 500
10
0
20
0
30
0
40
0
50
0
X2
Salmón: Alaska − Canadá
Figura 6-1.: Diagramas de dispersio´n para las variables X1 y X2 para los peces en agua
dulce y agua salada de Alaska (azul) y Canada´ (rojo). En el panel diagonal se
presentan los histogramas marginales.
De acuerdo a lo anterior se puede considerar SVM como el mejor clasificador para este
conjunto de datos seguido de FC, de este sigue LDA y por u´ltimo esta´ el clasificador LR
que, de acuerdo al resultado en este conjunto de datos, hay mayor probabilidad de clasificar
mal los datos.
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6.2. Aplicacio´n para escenario 2
Para la aplicacio´n del escenario 2 se tomaron los datos provenientes de un estudio realizado a
la tortuga pintada de Midlan, por el Departamento de Biolog´ıa de la Universidad de Monte-
rreal, Canada´ [Jolicoeur and Mosimann, 1960]. Dicho estudio mide el dimorfismo sexual 2 en
la tortuga pintada de Midlan (Chrysemys picta marginata) de una pequen˜a charca estancada
del Valle de San Lorenzo, en Coteau Landing, a 35 millas al suroeste de Montreal, Canada´.
En el estudio se consideran las variables:
X1: longitud del caparazo´n de la tortuga en mil´ımetro ma´s cercano
X2: ma´ximo ancho del caparazo´n de la tortuga en mil´ımetro ma´s cercano
X3: altura del caparazo´n de la tortuga en mil´ımetro ma´s cercano
Los datos tomados en el estudio se muestran en la Tabla C-2 [Anexo C]
De acuerdo a la prueba de Shapiro-Will multivariada del programa R, se verifica que los da-
tos obtenidos en el estudio de las tortugas no poseen una distribucio´n normal multivariada.
Esto se verifica con el p-valor=0,000993 < 0,05
De acuerdo a la Figura 6-2, se puede verificar que cada marginal no corresponde a una
normal univariada.
Para determinar las TCE de los clasificadores en el grupo de datos, se tomaron muestras de
los datos para entrenar los clasificadores SVM, LR y LDA, luego se realizaron 5000 iteraciones
de clasificacio´n y se promediaron, los resultados obtenidos son presentados en la Tabla 6-2
TCE: Datos de Tortugas pintadas de Midlan
SVM FC LR LDA
15,2233 18,7500 87,8904 10,4167
Tabla 6-2.: TCE para los datos provenientes del estudio de las tortugas pintadas de Midlan,
en Montreal, Canada´.
Lo que determina que, en orden ascendente por TCE obtenida en cada clasificador, el que
mejor clasifico los datos, en este estudio en particular, es LDA seguido de SVM y FC,
presenta´ndose que LR en este caso obtiene una TCE muy superior lo que determina que no
es apropiado en este caso.
6.3. Aplicacio´n para escenario 3
Para la aplicacio´n del escenario 3 se tomaron los datos provenientes de un estudio donde
se consideran dos especies de pequen˜os escarabajos (Haltica oleracea, Haltica carduorum)
2Conjunto de diferencias morfolo´gicas y fisiolo´gicas que caracterizan y diferencian a los dos sexos de una
misma especie.
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Figura 6-2.: Diagramas de dispersio´n para las variables X1, X2 y X3 para el estudio de
dimorfismo sexual de la tortuga pintada de Midlan. Macho (rojo) y Hembra
(azul). En el panel diagonal se presentan los histogramas marginales.
comunes en Rusia, Alemania y Francia [Lubischew, 1962]. Dicho estudio mide 21 variables
de las cuales se escogen las cuatro variables ma´s relevantes, de acuerdo al coeficiente discri-
minante, para estudiar la pertenencia a cada especie.
Las variables ma´s relevantes en este estudio son
X5: distancia de la ranura transversal desde el borde posterior del proto´rax en micras
X14: longitud de la elytra en 0,01 mm
X17: longitud de segundo conjunto antenal en micras
X18: longitud del tercer conjunto antenal en micras
Los datos usados en esta aplicacio´n son mostrados en la Tabla C-3 [Anexo C]
De acuerdo a la prueba de Shapiro-Will multivariada se evidencia que los datos no po-
seen una distribucio´n normal multivariada, esto se ve en los resultados de la prueba con un
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p-valor= 0,03226 < 0,05.
Puede observarse en la Figura 6-3 que la distribuciones de las marginales de los datos en
la matriz de dispersio´n difieren un poco de la distribucio´n normal univariada.
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Figura 6-3.: Diagramas de dispersio´n para las variables X1, X2 , X3 y X4 para estudiar la
pertenencia a las especies Haltica oleracea (rojo) y Haltica carduorum (azul).
En el panel diagonal se presentan los histogramas marginales.
Para determinar las TCE de los clasificadores en el grupo de datos, se tomaron muestras de
los datos para entrenar los clasificadores SVM, LR y LDA, luego se realizaron 5000 iteraciones
de clasificacio´n y se promediaron, los resultados obtenidos son
Para los datos de este estudio, en particular, se observa que SVM se comporta mejor clasifi-
cando que FC y LDA, LR presenta una eficiencia muy baja lo cual lo hace menos apropiado
para clasificar en este estudio.
De acuerdo a los resultados obtenidos en las aplicaciones para los tres escenarios, se evidencia
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TCE: Datos de Escarabajos Haltica
SVM FC LR LDA
12,4390 17,5000 89,1600 25,0000
Tabla 6-3.: TCE para los datos proveneintes del estudio de los escarabajos Haltica oleracea
y Haltica carduorum
que los datos reales no se comportan normalmente sin importar el nu´mero de variables, lo
que hace apropiado el acercamiento a distribuciones distintas de la MND.
7. Conclusiones y recomendaciones
7.1. Conclusiones
1. Se observa que los clasificadores estudiados tienen desempen˜os diferentes de acuerdo a
la varianza de los datos ya que se ha percibido que:
En el escenario 1, en la matriz previa los valores de TCE son ma´s cercanos a cero
cuando aumenta la distancia entre los vectores de medias, mientras que para la
matriz arbitraria al aumentar las distancias entre los vectores de medias el TCE
disminuye hasta quedar entre un 10% y 25%.
El escenario 2 y escenario 3, presentan igual conducta, notando que los clasifica-
dores tienen un comportamiento descendente en las TCE a medida que aumenta
la distancia entre las medias, el clasificador FC tiene inferior desempen˜o con res-
pecto a SVM para el caso de la matriz arbitraria, mientras que para la matriz
previa el comportamiento es superior a SVM.
2. Para los diferentes casos considerados en los tres escenarios se observa que hay una
constante en el comportamiento de los clasificadores LR y LDA, siendo este segundo
ma´s eficiente que el primero conservando una diferencia entre 1% y 2%. Estos dos
clasificadores presentan superioridad con respecto a FC y SVM.
3. Aunque los clasificadores LDA y LR muestran mejor desempen˜o en todos los casos
considerados para los diferentes escenarios y SVM muestra mejor desempen˜o en la
distribucio´n MSND, con respecto a FC, se encuentra que este desempen˜o es comparable
cuando se cuenta con un conjunto de datos de entrenamiento, cuando esto no sucede
(conjunto de entrenamiento) solo se puede contar con el clasificador FC lo que lo hace
ma´s ventajoso que los otros clasificadores considerados en este estudio.
4. De acuerdo a los escenarios considerados en las aplicaciones se observa que LR no fue
muy conveniente para la clasificacio´n de los datos ya que obtuvo una TCE superior al
50%, mientras que en los otros clasificadores es diferenciable su desempen˜o.
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7.2. Recomendaciones
1. Cuando un investigador se encuentre con un conjunto de datos en el cual deba clasificar
en dos conjuntos mutuamente excluyentes y no cuente con un conjunto de entrenamien-
to previo a cada conjunto excluyente, el clasificador que en este caso debe usar es FC
ya que no necesita conjunto de entrenamiento.
2. En futuras investigaciones se puede considerar un estudio exhaustivo acerca del com-
portamiento de los clasificadores de acuerdo a la matriz de varianza-covarianza de los
datos en estudio para considerar si hay relacio´n con el nu´mero de clases en las cuales
se deba hacer la clasificacio´n.
A. Anexo: Tablas de resultados con la
matriz previa
Las tablas a continuacio´n presentan las FDR calculados a los clasificadores estad´ısticos SVM,
FC, LR y LDA en el proceso de simulacio´n en escenarios donde se tienen en cuenta datos con
2, 3 y 4 variables provenientes de las distribuciones multivariadas MND, MSND y MTD y
con para´metros establecidos prebiamente y donde permanece como consante la variabilidad
entre los datos (se usa la matriz previa).
Lo terminos D1, D2, D3, D4 y D5 corresponde a las diferentes distancias entre los vectores
de medias de los dos grupos considerados en cada caso de los escenarios y los respectivos
valores son 2, 3, 4, 5 y 6.
SVM FC LR LDA
MND
D1 20,079 18,435 15,164 13,879
D2 8,9950 7,5825 6,3530 5,2800
D3 3,4930 2,5810 2,3585 1,5605
D4 1,0745 0,7090 0,8420 0,3305
D5 0,2770 0,1575 0,2235 0,0645
MSND
D1 15,0230 18,0740 11,2115 10,0160
D2 5,4725 6,6660 3,7125 2,8415
D3 1,6095 1,9875 1,1870 0,6170
D4 0,381 0,482 0,293 0,103
D5 0,1165 0,0910 0,0430 0,0125
MTD
D1 22,0245 19,9455 16,5220 15,2820
D2 11,1840 9,2870 7,8005 6,7820
D3 5,6855 4,0460 3,7140 2,7915
D4 2,6235 1,6760 1,7875 1,0280
D5 1,2840 0,7265 0,9105 0,3965
Tabla A-1.: TCE para datos de dos variables y taman˜o de muestra 20
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SVM FC LR LDA
MND
D1 20,1274 17,9484 15,1128 14,3226
D2 8,8966 7,3166 6,2388 5,5744
D3 3,4902 2,4624 2,4032 1,7140
D4 1,0534 0,6696 0,8440 0,4108
D5 0,2884 0,1486 0,2244 0,0696
MSND
D1 15,0968 17,9792 11,2146 10,4674
D2 5,5404 6,4450 3,7550 3,0746
D3 1,5608 1,8194 1,2022 0,6428
D4 0,3738 0,4338 0,2920 0,1108
D5 0,1122 0,0730 0,0510 0,0148
MTD
D1 21,9566 19,3858 16,4854 15,6854
D2 11,1340 8,9340 7,7882 7,0844
D3 5,5796 3,8912 3,6334 2,9464
D4 2,6836 1,6424 1,8136 1,1990
D5 1,2780 0,7060 0,9102 0,4792
Tabla A-2.: TCE para datos de dos variables y taman˜o de muestra 50
SVM FC LR LDA
MND
D1 20,1783 17,9231 15,1273 14,5297
D2 8,9752 7,3165 6,2629 5,6985
D3 3,4013 2,4134 2,3466 1,7550
D4 1,0486 0,6456 0,8203 0,4055
D5 0,2915 0,1370 0,2181 0,0766
MSND
D1 15,1057 18,0197 11,1976 10,6089
D2 5,5710 6,3992 3,7365 3,1474
D3 1,5956 1,8349 1,1844 0,6937
D4 0,3684 0,4189 0,2877 0,1117
D5 0,1219 0,0740 0,0479 0,0145
MTD
D1 21,8227 19,3089 16,5112 15,8854
D2 11,1444 8,9236 7,8442 7,2279
D3 5,5844 3,8767 3,6493 3,0367
D4 2,7062 1,6451 1,8627 1,2413
D5 1,2738 0,6807 0,8941 0,4993
Tabla A-3.: TCE para datos de dos variables y taman˜o de muestra 100
40 A Anexo: Tablas de resultados con la matriz previa
SVM FC LR LDA
MND
D1 24,9315 21,0350 14,7265 12,5620
D2 11,1935 8,2145 6,0550 4,4805
D3 3,9815 2,8150 2,5305 1,2625
D4 1,2570 0,7270 0,8645 0,2220
D5 0,5355 0,1715 0,2080 0,0320
MSND
D1 15,2130 21,2715 8,3610 6,5955
D2 4,3220 7,0495 2,5810 1,4140
D3 1,1330 1,9115 0,6920 0,2325
D4 0,4555 0,4005 0,1295 0,0345
D5 0,3180 0,0640 0,0220 0,0055
MTD
D1 26,4795 22,5905 16,0610 13,9875
D2 14,0295 10,0645 7,6820 5,9885
D3 6,5835 4,3240 3,7625 2,2460
D4 3,168 1,735 1,966 0,792
D5 1,6755 0,7095 0,9325 0,2825
Tabla A-4.: TCE para datos de tres variables y taman˜o de muestra 20
SVM FC LR LDA
MND
D1 24,8266 20,8452 14,8042 13,4994
D2 11,1986 8,0846 6,1038 4,9872
D3 3,8800 2,6238 2,5088 1,4088
D4 1,2890 0,7044 0,8768 0,3062
D5 0,5430 0,1494 0,2194 0,0490
MSND
D1 15,3070 21,4084 8,3322 7,1862
D2 4,2482 6,9060 2,5686 1,5608
D3 1,1700 1,7690 0,6756 0,3004
D4 0,4608 0,3536 0,1206 0,0442
D5 0,3134 0,0608 0,0172 0,0048
MTD
D1 26,4140 22,2752 16,1380 14,8408
D2 13,9442 9,7958 7,6004 6,4420
D3 6,6060 4,1144 3,7628 2,6024
D4 3,1270 1,7178 1,9418 0,9742
D5 1,7444 0,7200 0,9620 0,3836
Tabla A-5.: TCE para datos de tres variables y taman˜o de muestra 50
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SVM FC LR LDA
MND
D1 24,7795 20,7427 14,7708 13,7664
D2 11,2212 8,0299 6,1119 5,1890
D3 3,9368 2,6172 2,5007 1,5105
D4 1,2874 0,6836 0,8691 0,3307
D5 0,5275 0,1459 0,2285 0,0548
MSND
D1 15,2221 21,5278 8,3441 7,4012
D2 4,3216 6,9083 2,5867 1,6577
D3 1,1351 1,7264 0,6730 0,3111
D4 0,4756 0,3457 0,1174 0,0535
D5 0,3216 0,0531 0,0187 0,0071
MTD
D1 26,4693 22,1564 16,0423 15,0206
D2 14,0146 9,6894 7,6410 6,6965
D3 6,5530 4,0622 3,7390 2,7092
D4 3,1558 1,7143 1,9602 1,0681
D5 1,7429 0,7095 0,9553 0,4163
Tabla A-6.: TCE para datos de tres variables y taman˜o de muestra 100
SVM FC LR LDA
MND
D1 24,0760 24,4910 14,7365 11,7615
D2 10,7210 9,1750 6,0630 3,345
D3 4,3270 2,9480 2,6830 1,0015
D4 1,9730 0,7960 0,8855 0,1730
D5 1,1350 0,1895 0,2335 0,0215
MSND
D1 15,9805 24,7085 9,0485 6,5650
D2 5,3640 8,3260 3,1505 1,3850
D3 1,9785 2,2290 0,8620 0,2130
D4 1,1065 0,4980 0,1705 0,0350
D5 0,8605 0,0835 0,0295 0,0020
MTD
D1 25,7465 25,6810 16,1195 13,0370
D2 13,4720 11,2890 7,6005 5,2695
D3 6,7185 4,4585 3,8725 1,8505
D4 3,9875 1,8560 2,0675 0,6445
D5 2,7430 0,7795 1,0010 0,1920
Tabla A-7.: TCE para datos de cuatro variables y taman˜o de muestra 20
42 A Anexo: Tablas de resultados con la matriz previa
SVM FC LR LDA
MND
D1 23,8172 24,4402 14,5366 12,7764
D2 10,8030 8,9586 6,0838 4,5452
D3 4,2286 2,8234 2,6370 1,2432
D4 1,9286 0,7600 0,8754 0,2546
D5 1,1882 0,1548 0,2072 0,0362
MSND
D1 16,1442 25,1298 9,1520 7,5222
D2 5,4064 8,1862 3,1186 1,6570
D3 2,0152 2,0920 0,8692 0,2940
D4 1,1334 0,4652 0,1804 0,0558
D5 0,8874 0,0664 0,0282 0,0066
MTD
D1 25,8752 25,9002 16,0256 14,2242
D2 13,4882 10,8236 7,6100 6,0208
D3 6,8780 4,4424 3,9474 2,3794
D4 4,0058 1,8178 2,0960 0,8806
D5 2,6832 0,7442 0,9836 0,3052
Tabla A-8.: TCE para datos de cuatro variables y taman˜o de muestra 50
SVM FC LR LDA
MND
D1 23,9492 24,5697 14,6550 13,2641
D2 10,7729 8,9495 6,0914 4,7707
D3 4,2849 2,7771 2,6210 1,3359
D4 1,9033 0,7246 0,8857 0,2776
D5 1,1741 0,1503 0,2189 0,0407
MSND
D1 16,0846 25,1375 9,1070 7,7995
D2 5,3984 8,1875 3,1283 1,7937
D3 2,0190 2,0705 0,8663 0,3341
D4 1,1280 0,4422 0,1737 0,0577
D5 0,8945 0,0690 0,0268 0,0066
MTD
D1 25,8418 25,7891 16,0764 14,5832
D2 13,4752 10,7565 7,6313 6,2851
D3 6,9418 4,3458 3,9415 2,5029
D4 3,9907 1,7484 2,0626 0,9422
D5 2,7007 0,7249 0,9879 0,3523
Tabla A-9.: TCE para datos de cuatro variables y taman˜o de muestra 100
B. Anexo: Tabla de resultados con la
matriz arbitraria
Las tablas a continuacio´n presentan las FDR calculados a los clasificadores estad´ısticos SVM,
FC, LR y LDA en el proceso de simulacio´n en escenarios donde se tienen en cuenta datos con
2, 3 y 4 variables provenientes de las distribuciones multivariadas MND, MSND y MTD y
con para´metros establecidos prebiamente y donde permanece como consante la variabilidad
entre los datos (se usa la matriz arbitraria).
Lo terminos D1, D2, D3, D4 y D5 corresponde a las diferentes distancias entre los vectores
de medias de los dos grupos considerados en cada caso de los escenarios y los respectivos
valores son 2, 3, 4, 5 y 6.
SVM FC LR LDA
MND
D1 41,3610 37,9550 34,1205 31,8455
D2 33,7290 33,1320 26,5110 24,7775
D3 26,078 27,882 20,154 18,702
D4 19,3020 22,9035 14,6790 13,3565
D5 14,1415 18,5870 10,3845 9,1755
MSND
D1 39,2365 37,9560 31,7870 29,9320
D2 30,2875 32,9335 23,8495 22,2670
D3 22,2120 27,7160 17,2275 15,7990
D4 15,7735 22,8330 11,8800 10,6500
D5 10,8380 18,1725 7,7515 6,6980
MTD
D1 41,8415 38,3335 34,6820 32,4885
D2 34,303 33,840 27,353 25,689
D3 27,3270 28,7600 21,1935 19,9005
D4 21,0605 24,0325 16,0560 14,8410
D5 16,0470 19,8395 11,8725 10,6845
Tabla B-1.: TCE para datos de dos variables y taman˜o de muestra 20
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SVM FC LR LDA
MND
D1 41,6466 38,6090 34,1176 32,9644
D2 33,8258 33,0050 26,5192 25,5926
D3 25,8726 27,7568 20,0706 19,2418
D4 19,3806 22,8600 14,7634 14,0044
D5 14,1758 18,2842 10,5010 9,7532
MSND
D1 39,1782 38,5552 31,8758 30,7582
D2 30,2760 32,9698 23,9978 23,0818
D3 22,0686 27,5854 16,9986 16,1778
D4 15,6136 22,4484 11,7204 10,9744
D5 10,9628 18,0224 7,8172 7,1196
MTD
D1 41,7052 38,8736 34,6692 33,3922
D2 34,4924 33,7318 27,4408 26,4796
D3 27,1954 28,5472 21,1710 20,3916
D4 21,0960 23,8294 16,1190 15,2982
D5 16,1110 19,4238 11,9764 11,2356
Tabla B-2.: TCE para datos de dos variables y taman˜o de muestra 50
SVM FC LR LDA
MND
D1 41,5540 38,6178 34,1229 33,2333
D2 33,8096 33,1090 26,6035 25,8573
D3 26,0888 27,7798 20,0922 19,4575
D4 19,3548 22,7141 14,6753 14,0797
D5 14,0968 18,2712 10,4531 9,8832
MSND
D1 39,4210 38,5090 32,0009 31,1496
D2 30,3461 33,0264 23,8794 23,1730
D3 22,2203 27,5318 17,1018 16,4760
D4 15,6959 22,4741 11,7604 11,1711
D5 10,8189 17,8785 7,7375 7,2013
MTD
D1 41,8471 39,0411 34,6854 33,7403
D2 34,3024 33,7041 27,3592 26,6112
D3 27,2402 28,5509 21,2455 20,5162
D4 21,1519 23,7124 16,0580 15,4169
D5 16,2035 19,3876 11,8724 11,2963
Tabla B-3.: TCE para datos de dos variables y taman˜o de muestra 100
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SVM FC LR LDA
MND
D1 26,3235 38,8400 16,4160 14,1860
D2 13,5620 32,9150 7,4755 5,8380
D3 5,8835 25,4895 3,2190 1,8295
D4 2,1505 17,1160 1,3160 0,4500
D5 0,8260 10,7310 0,3915 0,0955
MSND
D1 21,2415 38,8815 13,0020 10,8855
D2 9,0595 33,0405 4,9070 3,3975
D3 3,0870 25,2285 1,8750 0,7760
D4 1,0435 17,0250 0,5620 0,1400
D5 0,4345 10,0850 0,1190 0,0200
MTD
D1 27,6785 39,1105 18,0550 15,7205
D2 15,9265 33,7700 8,9100 7,1650
D3 8,3610 26,9035 4,5190 2,9735
D4 4,2775 19,3605 2,4665 1,1750
D5 2,2365 12,7405 1,2940 0,4260
Tabla B-4.: TCE para datos de tres variables y taman˜o de muestra 20
SVM FC LR LDA
MND
D1 26,3832 39,4604 16,4972 15,2064
D2 13,6818 33,1518 7,4442 6,3258
D3 5,7848 25,3572 3,1632 2,1036
D4 2,1380 17,4054 1,3110 0,5560
D5 0,8312 10,7278 0,4230 0,1062
MSND
D1 21,2056 39,6542 12,8496 11,6806
D2 9,1108 33,4354 4,8796 3,8234
D3 3,0640 25,4018 1,8748 0,9526
D4 1,0028 17,0372 0,5498 0,1762
D5 0,4532 10,3068 0,1266 0,0246
MTD
D1 27,6636 39,8602 17,9286 16,5638
D2 15,9890 34,1330 9,0126 7,8560
D3 8,3970 26,8454 4,4976 3,3752
D4 4,2388 19,3926 2,5056 1,4288
D5 2,2688 12,9422 1,3104 0,5618
Tabla B-5.: TCE para datos de tres variables y taman˜o de muestra 50
46 B Anexo: Tabla de resultados con la matriz arbitraria
SVM FC LR LDA
MND
D1 26,5212 39,6513 16,5865 15,5764
D2 13,5361 33,1972 7,4105 6,4806
D3 5,7367 25,3820 3,1752 2,1732
D4 2,1055 17,3168 1,3091 0,5692
D5 0,8388 10,7430 0,4006 0,1162
MSND
D1 21,1302 39,8615 12,8740 11,9169
D2 9,0729 33,3219 4,8795 3,9317
D3 3,0714 25,4332 1,8927 1,0076
D4 1,0089 17,0478 0,5582 0,1958
D5 0,4618 10,3443 0,1265 0,0319
MTD
D1 27,5503 40,0627 17,8492 16,7743
D2 15,8591 34,0000 8,9831 8,0243
D3 8,4094 26,7743 4,5339 3,5460
D4 4,2138 19,2877 2,4772 1,4960
D5 2,2283 12,8423 1,3247 0,6184
Tabla B-6.: TCE para datos de tres variables y taman˜o de muestra 100
SVM FC LR LDA
MND
D1 28,8025 39,1100 16,9260 13,7180
D2 15,0475 33,6260 7,7325 5,4725
D3 6,7000 26,1565 3,5510 1,6210
D4 2,9040 18,0645 1,5030 0,4120
D5 1,4185 11,2195 0,4790 0,0835
MSND
D1 24,7055 39,2555 14,4180 11,4875
D2 11,0955 33,5885 6,0570 3,8980
D3 4,2010 25,5910 2,6515 0,9770
D4 1,6690 16,9550 0,9025 0,1870
D5 0,8695 9,6985 0,2275 0,0280
MTD
D1 29,6805 39,5675 18,1320 15,0220
D2 17,3065 34,4740 9,2925 6,7890
D3 9,4090 27,6880 4,8975 2,7645
D4 5,0540 20,0865 2,8355 1,0745
D5 3,0385 13,5085 1,4855 0,3725
Tabla B-7.: TCE para datos de cuatro variables y taman˜o de muestra 20
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SVM FC LR LDA
MND
D1 28,7308 40,1916 16,8858 15,0638
D2 15,1292 34,0980 7,6596 6,1594
D3 6,7448 26,4780 3,5872 2,0418
D4 2,8832 18,1250 1,5154 0,5462
D5 1,3718 11,3132 0,4732 0,1084
MSND
D1 24,7106 40,2210 14,4298 12,6656
D2 11,2098 34,0482 6,0204 4,4914
D3 4,2390 25,9024 2,5796 1,2122
D4 1,6438 16,8174 0,8784 0,2510
D5 0,8510 9,8310 0,2248 0,0462
MTD
D1 29,7500 40,3268 18,1868 16,2016
D2 17,3318 34,7750 9,2544 7,6394
D3 9,3066 27,8012 4,8820 3,2852
D4 5,0680 20,1622 2,7468 1,3278
D5 3,0374 13,4332 1,4582 0,5138
Tabla B-8.: TCE para datos de cuatro variables y taman˜o de muestra 50
SVM FC LR LDA
MND
D1 28,6976 40,1997 16,8362 15,4205
D2 15,0957 34,0215 7,6870 6,4014
D3 6,7713 26,3989 3,5636 2,1729
D4 2,8555 18,1747 1,4848 0,5802
D5 1,3791 11,2252 0,4790 0,1201
MSND
D1 24,7162 40,3218 14,4226 13,0359
D2 11,1250 34,0081 6,0113 4,6843
D3 4,1945 25,9516 2,6478 1,3088
D4 1,6631 17,0513 0,9100 0,2897
D5 0,8545 9,8647 0,2382 0,0488
MTD
D1 29,8536 40,5036 18,1466 16,6762
D2 17,3286 34,7146 9,2546 7,9199
D3 9,3233 27,6491 4,9365 3,4775
D4 5,0344 20,1332 2,7445 1,4472
D5 3,0465 13,4219 1,4747 0,5860
Tabla B-9.: TCE para datos de cuatro variables y taman˜o de muestra 100
C. Anexo: Tablas de datos para
aplicacio´n
Las tablas presentadas a continuacio´n muestran los datos utilizados en el cap´ıtulo de apli-
caciones para los diferentes escenarios considerados en la metodolog´ıa del estudio.
Alaska Canada´
X1 X2 X1 X2
108 368 129 420
131 355 148 371
105 469 179 407
86 506 152 381
99 402 166 377
87 423 124 389
94 440 156 419
117 489 131 345
79 432 140 362
99 403 144 345
114 428 149 393
123 372 108 330
123 372 135 355
109 420 170 386
112 394 152 301
104 407 153 397
111 422 152 301
126 423 136 438
105 434 122 306
119 474 148 383
114 396 90 385
100 470 145 337
Continua en la pa´gina siguiente
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Continuacio´n de la tabla
Alaska Canada´
X1 X2 X1 X2
84 399 123 364
102 429 145 376
101 469 115 354
85 444 134 383
109 397 117 355
106 442 126 345
82 431 118 379
118 381 120 369
105 388 153 403
121 403 150 354
85 451 154 390
83 453 155 349
53 427 109 325
95 411 117 344
76 442 128 400
95 426 144 403
87 402 163 370
70 397 145 355
84 511 133 375
91 469 128 383
74 451 123 349
101 474 144 373
80 398 140 388
95 433 150 339
92 404 124 341
99 481 125 346
94 491 153 352
87 480 108 339
Tabla C-1.: Datos del salmo´n proveniente del estado de Alaska y Canada´.
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Macho Hembra
X1 X2 X3 X1 X2 X3
93 74 37 98 81 38
94 78 35 103 84 38
96 80 35 103 86 42
101 84 39 105 86 40
102 85 38 109 88 44
103 81 37 123 92 50
104 83 39 123 95 46
106 83 39 133 99 51
107 82 38 133 102 51
112 89 40 133 102 51
113 88 40 134 100 48
114 86 40 136 102 49
116 90 43 137 98 51
117 90 41 138 99 51
117 91 41 141 105 53
119 93 41 147 108 57
120 89 40 149 107 55
120 93 44 153 107 56
121 95 42 155 115 63
125 93 45 155 117 60
127 96 45 158 115 62
128 95 45 159 118 63
131 95 46 162 124 61
135 106 47 177 132 67
Tabla C-2.: Datos de las caparazones de las tortugas Machos y Hembras
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Haltica oleracea Haltica carduorum
X5 X14 X17 X18 X5 X14 X17 X18
189 245 137 163 181 305 184 209
192 260 132 217 158 237 133 188
217 276 141 192 184 300 166 231
221 299 142 213 171 273 162 213
171 239 128 158 181 297 163 224
192 262 147 173 181 308 160 223
213 278 136 201 177 301 166 221
192 255 128 185 198 308 141 197
170 244 128 192 180 286 146 214
201 276 146 186 177 299 171 192
195 242 128 192 176 317 166 213
205 263 147 192 192 312 166 209
180 252 121 167 176 285 141 200
192 283 138 183 169 287 162 214
200 294 138 188 164 265 147 192
192 277 150 177 181 308 157 204
200 287 136 173 192 276 154 209
181 255 146 183 181 278 149 235
192 287 141 198 175 271 140 192
197 303 170 205
Tabla C-3.: Variables para el estudio de los escarabajos Haltica oleracea y Haltica
carduorum.
D. Anexo: Programa en R
Antes de comenzar las rutinas es necesario cargar las librerias MASS, nnet, e1071 y rpart,
adema´s de los paquetes class, mvtnorm, rpart, e1071, mlbench, graphics, mnormt, sn,
stats. Los datos de simulacio´n fueron generados a partir de funciones que involucran las
distribuciones correspondientes.
La funcio´n que genera los datos MND es
NormalM<-function(n2,m1,m2,S2){
Datos1<-rmnorm(n2,m1,S2)
Datos2<-rmnorm(n2,m2,S2)
B<-rbind(Datos1,Datos2)
Grupo<-as.factor(rep(2:1,c(n2,n2)))
B<-B
DtM<-data.frame(B,Grupo)
retval<-list(matriz=B,tabla=DtM)
}
La funcio´n que genera los datos MSND es
NormalS<-function(n2,m1,m2,S2,A2){
Datos1<-rmsn(n2,m1,S2,A2)
Datos2<-rmsn(n2,m2,S2,A2)
B<-rbind(Datos1,Datos2)
Grupo<-as.factor(rep(2:1,c(n2,n2)))
B<-B
DtM<-data.frame(B,Grupo)
retval<-list(matriz=B,tabla=DtM)
}
La funcio´n que genera los datos MTD es
TM<-function(n2,m1,m2,S2,g2){
Datos1<-rmt(n2,m1,S2,g2)
Datos2<-rmt(n2,m2,S2,g2)
B<-rbind(Datos1,Datos2)
Grupo<-as.factor(rep(2:1,c(n2,n2)))
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B<-B
DtM<-data.frame(B,Grupo)
retval<-list(matriz=B,tabla=DtM)
}
Cada funcio´n genera los datos con sus respectivas etiquetas de las dos clases a clasificar, n2
es el taman˜o de muestra que se desea para cada etiqueta, m1 es el vector de media del primer
grupo de datos, m2 es el vector de media del segundo grupo de datos, S2 es la matriz de
varianza-covarianza de los grupos de datos, A2 es el para´metro de forma para la distribucio´n
MSND y g2 son los grados de libertad para la distribucio´n MTD.
Para los cuatro clasificados utilizados, a continuacio´n se presentan las funciones utlizadas.
Para SVM se tiene
SVM<-function(etabla,tabla,v){
m<-v+1
svm.modelo<-svm(Grupo ~ .,data=etabla,
cost=100,gamma=1)
svm.predic<-predict(svm.modelo,tabla[,-m],
type="class")
cont<-table(pred=svm.predic,true=tabla[,m])
ec<-(cont[1,2]+cont[2,1])/sum(cont)
}
Para FC se tiene
Fuzzy<-function(matriz,tabla,v){
m<-v+1
cl<-cmeans(matriz,2,verbose=FALSE,
method="cmeans",m=2)$cluster
cont<-table(pred=cl,true=tabla[,m])
ec<-(cont[1,2]+cont[2,1])/sum(cont)
}
Para LR se tiene
Logis<-function(etabla,tabla,v){
m<-v+1
rl<-glm(Grupo ~ .,data=etabla,
family=binomial)
rrl<- predict(rl,tabla[,-m],
type = "response")
n<-nrow(tabla)
vec<-rep(1:0,c(n/2,n/2))
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out<- data.frame(vec, rrl, 1-rrl)
oout<- cbind(out, predstatus = ifelse
(apply(out[,-1], 1,which.max) == 1, 1, 0))
cont<-table(factor(oout[,1], levels = 0:1),
factor(oout[,4], levels = 0:1))
ec<-(cont[2,1] + cont[1,2])/sum(cont)
}
Para LDA se tiene
Disc<-function(matriz){
n<-nrow(matriz)
vec<-rep(1:0,c(n/2,n/2))
AD<-lda(matriz,vec)
pre<-predict(AD)$class
cont<-table(pred=pre,true=vec)
ec<-(cont[1,2]+cont[2,1])/sum(cont)
}
Las siguientes funciones generan las TCE para cada distribucio´n considerada. Cada funcio´n
a continuacio´n corresponden a las distribuciones MND, MSND y MTD, respectivamente.
ERRNM<-function(v,n,m1,m2,S1,IT){
ZZ<-matrix(rep(0),ncol=4,nrow=IT)
for(i in 1:IT){
A<-NormalM(n,m1,m2,S1)
EA<-NormalM(50,m1,m2,S1)
a<-SVM(EA$tabla,A$tabla,v)
b1<-Fuzzy(A$matriz,A$tabla,v)
b2<-1-b1
b<-min(b1,b2)
d<-Logis(EA$tabla,A$tabla,v)
e<-Disc(A$matriz)
ZZ[i,]<-c(a,b,d,e)
}
ZZ<-ZZ
colMeans(ZZ)
}
ERRNS<-function(v,n,m1,m2,S,P,IT){
ZZ<-matrix(rep(0),ncol=4,nrow=IT)
for(i in 1:IT){
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A<-NormalS(n,m1,m2,S,P)
EA<-NormalS(50,m1,m2,S,P)
a<-SVM(EA$tabla,A$tabla,v)
b1<-Fuzzy(A$matriz,A$tabla,v)
b2<-1-b1
b<-min(b1,b2)
d<-Logis(EA$tabla,A$tabla,v)
e<-Disc(A$matriz)
ZZ[i,]<-c(a,b,d,e)
}
ZZ<-ZZ
colMeans(ZZ)
}
ERRTM<-function(v,n,m1,m2,S,g,IT){
ZZ<-matrix(rep(0),ncol=4,nrow=IT)
for(i in 1:IT){
A<-TM(n,m1,m2,S,g)
EA<-TM(50,m1,m2,S,g)
a<-SVM(EA$tabla,A$tabla,v)
b1<-Fuzzy(A$matriz,A$tabla,v)
b2<-1-b1
b<-min(b1,b2)
d<-Logis(EA$tabla,A$tabla,v)
e<-Disc(A$matriz)
ZZ[i,]<-c(a,b,d,e)
}
ZZ<-ZZ
colMeans(ZZ)
}
IT corresponde al nu´mero de iteraciones que se deseen hacer en la simulacio´n.
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