Abstract. The backward beam method for solving a parabolic partial differential equation backward in time is studied.
1. Introduction. The problem of solving a parabolic partial differential equation backward in time is a classical ill-posed problem; the solution (if it exists) does not depend continuously on the data.
We write the equation in the following form = -Lu, 0</< 1, where w(x) is a given function in L2(Sl), and ñ is a bounded domain in R" with a smooth boundary 3ß. L is the unbounded, nonnegative operator in L2(fi) corresponding to a selfadjoint, elliptic boundary value problem in Ü with zero Dirichlet data on 3S2. The coefficients of L are assumed to be smooth and independent of time.
Continuous dependence on the data is restored, if we impose a bound on the solution at t = 0 and allow for some imprecision in the data. Thus consider the following constrained problem.
Find any solution '«, = -Lu, 0<r < 1, (Throughout this paper we assume that 5 and M have been chosen so that there exist solutions of (1.2).) Using logarithmic convexity [1] , [8, p. 11] , it is easy to show that any two solutions of (1.2), ux and u2, satisfy (1.3) \\ui(t)-u2(t)\\<28'Mx-'.
Thus, for 0 < / < 1, we have continuous dependence on the data. Now if we want to solve (1.2), the best we can hope for, in view of (1.3), is to find an approximate solution v(t) with the error estimate (1.4) \\u(t)-o(t)\\<C8,M1-', where u(t) denotes an arbitrary solution of (1.2) and C is some constant. There are at least two methods for approximating solutions of (1.2) which have the estimate ( 1.4) with C = 1. One is the regularizaron method with time-dependent regularization parameter [9] , [7] , [5] . The second method is the backward beam method [2] .
In [5] we investigated how to discretize in the regularization method, so that we get the same type of error estimate (1.4) for the time-discrete version of the method. In this paper we consider the same problem for the backward beam method. We show that it is possible to make a time discretization in this method, so that for the approximate solution va(t) we get the error estimate
with u as in (1.4). We also give a priori estimates of the step length in the time discretization, which guarantee that (1.5) holds. These results will have significance for the practical solution of problems in two or more space dimensions, where the geometry is nonrectangular or the coefficients of the differential operator are nonconstant, since for such problems it is necessary to discretize in time and space. To a great extent the results of this paper parallel those in [5] for the regularization method.
The backward beam method was introduced in [2] for a more general class of equations. In Section 2 we give a brief account of the method applied to the problem ( 
1.1)
Time discretization is discussed in rather general terms in Section 3, and preliminary error estimates are given. In Section 4 we describe more specifically a scheme based on Padé approximations of the exponential function. This time discretization is conceptually different from that suggested in [2] , and its main advantage is that we can derive a priori estimates of the step length, for which (1.5) holds. Also, it requires less storage.
In Section 5 we discuss the numerical realization of our procedure, and we show that we have to solve a sequence of equations of the type (1.6) (alL2 + ßiL + y,l)v, = wl.
The number of equations (1.6) is different for different Padé approximations and can be taken as a measure of the efficiency of a certain approximation. Some numerical examples for the backward beam and regularization methods are given in Section 6.
Unless otherwise stated, the norm || • || is the L2(ß)-norm. Throughout we shall write exp( -Lt) to denote a member of the strongly continuous semigroup generated by L; see, e.g., [6] . This semigroup is easily defined in terms of the spectral representation of L.
2. The Backward Beam Method. The backward beam method for approximating solutions of parabolic equations backwards in time was introduced by Buzbee and Carasso [2] . They considered the problem where the coefficients of the elliptic operator may depend on time. In this section we give a brief description of the method, where we take advantage of our having restricted ourselves to the time-independent case.
In this section we shall consider (1.1) as an abstract ordinary differential equation (with independent variable t) on a Hubert space. This is fully justified by our assumptions on the operator L, since these assumptions guarantee the existence of a complete set of eigenfunctions of L, and by expansion in these eigenfunctions we can replace (1.1) by an infinite system of ordinary differential equations.
Let u(t) be any solution of u, = -Lu, and put
Then it is easily seen that z satisfies
where / is the identity operator. Differentiating with respect to t, we get the second order equation
Next consider the following boundary value problem for (2.2)
This is a well-posed problem with the solution
(for notational convenience we allow ourselves to write the operator
as in (2.4) . Note that the operator is easily defined in terms of the spectral representation of L). To make up for the change of variables (2.1), we now define (2.5) v(t) = e «z(t) = e«x 0_^__21w.
In the following theorem it is shown that v(t) defined by (2.5) is a good approximation of any solution of ( 1.2).
Theorem 2.1 (cf. [2, p.253] ). Let u(t) denote any solution of(\.2), and let v(t) be defined by (2.5). Then for 0 < / < 1
Proof. Any solution of u, --Lu can be written u(t) -exp( -Lt)u0, for some function w0 [6, p. 109] . If u(t) is a solution of (1.2), we must have 'KII<M, (2.7) -w = exp(-L)w0 + *, _ 11*11 <8.
We now get
where the operator norm is defined \\A\\ = sup{Mi/||:||t<|| = 1}. We now use (2.7) and the fact that L is self adjoint and nonnegative to get (2.8) where
It is elementary to show that for 0 «s t (2.9) and therefore (2.10) sup -00*0« + 00 sinh at sinha t,
By some simple calculations we find that
_K,sinh((-A + Q(l-O)
A(\) = esinh( -X + k) so that by (2.9) (2.11)
Using (2.10) and (2.11) in (2.8), we get the estimate (2.6). Q.E.D.
The backward beam method and the regularization method [5] are related in the sense that the two methods give the same result at t = 0.5. This can be seen by the following argument.
In the regularization method an approximate solution of (1.2) is given by vr(t) = F(L, t)w, where the function Fis defined by
Correspondingly, in the backward beam method we have (2.13)
Therefore, if F(X, 0.5) = G(X, 0.5), for all X > 0, then u(0.5) = or(0.5). By the identity sinh 2x = 2 sinh x ■ cosh x we get
It is easy to show that the two methods are different for all other / in the interval (0,1).
3) is discretized in time by replacing the derivative z" by a central difference. Our time discretization is based on the formula (2.5), and the discretization is performed by approximating the exponential function in the hyperbolic sine by a Padé approximation. This is described in the next two sections.
3. Preliminary Error Estimates. We shall now consider an approximation of (2.5), where we replace the exponential function e~x in the hyperbolic sine by a function f(X). In this section we shall discuss this approximation in rather general terms, and it will not be explicitly seen that this corresponds to a time discretization. Here it will be sufficient to distinguish between two classes of approximations of the exponential functions characterized by the following inequalities
(k is defined by (2.1).) These two classes correspond to two classes of Padé approximations, as will be seen in the next section. The approximation of (2.5) is now defined
Using the spectral representation of L it is easy to see that, under either of the assumptions (3.1) and (3.2), (3.3) is well defined (if f(X) -0 for X an eigenvalue of L, the expression is to be understood as the limit as X tends to that eigenvalue). We now state two theorems which give error estimates for (3.3), when /(A) satisfies (3.1) and (3.2).
Theorem 3.1. Let u(t) denote any solution of (1.2), let va(t) be defined by (3.3), and assume that f satisfies (3.1). // (3.4)
Proof. With the same arguments as in the proof of Theorem 2.1 we get
x»o x^o where now (3.6b)
Using (2.9), we immediately get (3.7)
We then rewrite
We now show that AX(X) < 1 for X > k. Using (2.9), we get
We then show that, for 0 < X < k, AX(X) < 2(1 -t). For notational convenience we put (3.9) y = log/(A) + K, z=-(\ + log/(X)).
Note that by the assumption (3.1) z *s 0. Now we can write We now go back to the original notation (3.9) and use the assumption (3.4)
where the last inequality follows by (3.1). Combining (3.6), (3.7), (3.8), and (3.10) we get the desired estimate (3.5). Q.E.D. Using (2.9) and going back to the original notation (3.9), we get fll(X)«exp((-X-log/(X))0(l-0.
By (3.11) we have -X-log/(X)<(5/M)1^^, since 0 < X < « = log(M/S), and therefore a,(X) < 2(1 -/).
Using the mean value theorem and (2.9), we can estimate a2(X)<ez+yz(\-t)t, and, going back to the original notation (3.9), we now have fl2(X) < (M/8)e~x(-X -log/(X))(l -t)t.
By the assumption (3.11) it follows that a2(X)<log2(l-0<2(l-0, and the proof is complete. Q.E.D.
It may not be obvious that (3.4) and (3.11) are conditions on how well f(X) approximates e~x. However, if X + log/(X) is small, then exf(X) is close to 1 and f(X) is a good approximation of e~x.
Note that in both theorems/(X) need only be a good approximation of e~x for 0 < X < k. This is true also for the regularization method. The reason is the same in both cases and is indicated in [5, Section 2].
A Priori
Step Length Estimates for Padé Approximations.The approximations we have had in mind in Section 3 are Padé approximations. In this section we show that the exponential function can be approximated in a way which corresponds to a time discretization. Using the properties of Padé approximations, we then translate the conditions (3.4) and (3.11) of Theorems 3.1 and 3.2, respectively, into a priori conditions on the step length in time for a given Padé approximation.
Since Theorems 3.1 and 3.2 of this paper are completely equivalent to the corresponding theorems in [5] , it would be possible to replace this section almost entirely by Section 4 in [5] . For completeness we here give the basic definitions and the theorems without proof.
Assume that the interval [0,1] has been divided into N equal subintervals, put k = \/N, and assume that t -nk for some integer n. hetfpNq(X) be defined by From the following theorems it is seen that the classes of approximations characterized by (3.1) and (3.2) correspond to Padé approximations with q even and q odd, respectively, q < p.
The following quantity will be used in the theorems Theorem 4.1. Let fN(X) be defined by (4.1 ), (4.2), and let q be even, q < p.
(a) For all X > 0, e~x <0X) < 1. In [5] we give a few tables of Nx and A^2 for different values of p and g. These tables indicate that it is more efficient to use a high order Padé approximation than a low order one like the backward Euler or trapezoidal approximations.
5. Numerical Realization of the Procedure. So far we have paid no attention to the problem of actually computing the backward beam approximation. In fact, at first sight the formula (4.3) may seem to be very unsuitable for numerical computations, since it involves the evaluation of three different functions of the operator L. In this section we shall show how to reduce (4.3), so that the equations we need to solve in the computation of vpq involve only quadratic polynomials in L.
For notational convenience we omit the indices pq in this section. The factors of the denominator are polynomials of degree 2p in X and can be factorized in quadratic factors (since x2 -2cos(trj/N)x + 1 has no real linear factors, we cannot get any real linear factors in the denominator). Similarly, the numerator in (5.1) can be factorized in linear and quadratic real factors.
Therefore, vN(t) can be computed by a recursive scheme
where the 5, are linear or quadratic polynomials. The arguments can easily be modified to cover the case when t In view of (5.2) it is reasonable to take Np as a measure of efficiency of a certain Padé approximation. In [5] we compare the efficiency of different approximation and give evidence that high order approximations are superior to low order ones. This is also confirmed by numerical experiments (see Section 6 of this paper).
G{\ogf»(X),t) = (PQ)
Note that in the procedure given in this paper it is not necessary to store simultaneously the solution at all time levels as in the scheme of [2] (it is possible, however, to save storage also in the latter method by using cyclic reduction for solving the large linear system).
Space discretization and the efficient solution of linear algebraic systems corresponding to (5.2) are treated in [4] for the special case when the geometry is rectangular in two dimensions and the coefficients of L are nonconstant but allow separation of variables (see also [3] ).
6. Numerical Examples. In the introduction we pointed out that the main importance of the results of this paper would be in connection with problems in two (or more) space dimensions where the geometry is nonrectangular, or the coefficients of L are nonconstant. However, to illustrate the theory we choose instead the simplest example possible, namely the one-dimensional heat equation, because here we know analytic solutions. where G is defined by (2.13). We also give the approximation by the regularization method vr(x, t) = 2 ckF(k2, t)e~k~sin kx, k= 1,3,4 where F is defined by (2.12).
In Figure 6 .1 we have plotted the solution and the approximations for four different values of t. The parameter 8/M was chosen equal to 10~6 (note that M = \\u(x,0)\\ = 1 and II A || = 10~6). Both methods recognize the perturbation A(x) as noise. This is due to the fact that (for fixed t) the functions G(X, t) and F(X, t) defined by (2.12) and (2.13), respectively, have a maximum at X = log(M/5) (see Figure 6 .2 below). Here log 106 * 13.82. The functions G(X,t) (dotted curve), F(X,t) (dashed curve), and exp(X(l -0) (solid curve) are plotted for r = 0.125.
5/M = 10~6.
For 0 < X < log( M/S ) the functions G and F are approximations of exp( X( 1 -0)-It is easily seen that G(X, t) < exp(X(l -0) and F(X, t) < exp(X(l -r)), but Fis a better approximation of the exponential.
In Table 6 .3 we give the errors of the approximations for the four values of ;. Note that even if the backward beam approximation is not as good as the regularization approximation, the error is still within the theoretical bound. The explanation for this is that the G(X, /) (see Figure 6 .2) has its maximum at X -K = \og(M/8); in this case we have k = log 107 >* 16.12 and k = log 108 « 18.42, which are larger than 16 (see (6.2) ).
If we use too small a value of k, the second term of the solution will be suppressed.
Similar results can be obtained for the regularization method. Example 3. We consider the same equation and the same data as in Example 1 and study the effect of time discretization by Padé approximation. We have used k = log 106 and give the L2-errors of the time-discrete backward beam and regularization approximations at two time levels. Note that at t -0.5 the two methods are identical. Table 5 .2 of [5] is 20 ((p,q) = (10,10)). The best value in practice is Np = % ((p,q) = (4,4)).
The numerical results given in Tables 6.5-6.7 support the conclusion that it is safer and more efficient to use a high order approximation and a small value of N than to use a low order approximation and a large N.
