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В наше время практически каждая успешная компания имеет представи-
тельство в интернете. С каждым годом все больше и больше российских ком-
паний приходят в интернет в поисках новых каналов продаж товаров и услуг.
По прогнозам [1] в следующие 5 лет объем рынка электронной коммерции в
России будет увеличиваться на 15 20% ежегодно и в 2020 году составит более
2180 миллиардов рублей.
Наряду с развитием рынка электронной коммерции развивается и рынок
интернет-рекламы. Согласно исследованиям [2] на сегодняшний день оборот
рынка интернет-рекламы имеет самый высокий темп роста в сравнении с дру-
гими видами рекламы: в СМИ, на телевидение, на радио.
Вместе с ростом рынка интернет-рекламы увеличиваются и рекламные
бюджеты. От эффективного расходования рекламных средств зависит объем
продаж и, соответственно, прибыль компании. Актуальность данной работы
определяется необходимостью рационального распределения бюджета, выде-
ляемого на рекламу в интернете.
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1.2. Предмет исследования
Среди различных видов интернет-рекламы выделяется контекстная ре-
клама, которая по всем важным показателям: оборот рынка, число рекламода-
телей и т. д. значительно превосходит остальные виды интернет-рекламы [2].
Контекстная реклама — это вид интернет-рекламы, при котором ре-
кламные объявления показываются в соответствии с содержимым интернет-
страницы. Контекстная реклама действует избирательно и отображается по-
сетителям интернет-страницы, сфера интересов которых потенциально совпа-
дает или пересекается с тематикой рекламируемого товара или услуги, что
повышает вероятность их отклика на рекламу.
В зависимости от формата рекламного объявления контекстная реклама
разделяется на текстовую, баннерную и видеорекламу, а в зависимости от ме-
ста размещения — на поисковую и тематическую. В данной работе под кон-
текстной рекламой будем понимать текстовую поисковую рекламу.
Текстовая поисковая реклама — это реклама, показывающаяся на страни-
цах результатов поиска популярных поисковых систем (Google, Yandex, Mail)
после введения поискового запроса. В данной работе будет рассматриваться
контекстная реклама, показывающаяся на страницах поиска поисковой систе-
мы Яндекс. Система размещения и управления рассматриваемой контекстной
рекламы называется Яндекс.Директ.
На страницах результатов поиска в поисковой системе Яндекс находятся
два рекламных блока (см. рис 1). Первый блок, называемый спецразмещением,
содержит до трех рекламных объявлений и находится выше результатов поис-
ка. Второй блок, называемый гарантией, находится ниже результатов поиска
и содержит до четырех рекламных объявлений.
Обязательными атрибутами рекламного объявления являются заголовок,
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Рис. 1: Схема расположения рекламных блоков на странице поиска
описание и ссылка на сайт (см. рис. 2). При переходе по рекламному объяв-
лению пользователь попадает на сайт, где ему предлагается товар или услуга,
описываемая в объявлении.
Рис. 2: Пример рекламного объявления
Каждое рекламное объявление в системе Яндекс.Директ размещается по
нескольким поисковым запросам. Обозначим их z1; ::; zn. Для каждого поис-
кового запроса zi рекламодатель назначает ставку pi — цену за один переход
по рекламному объявлению. Рекламодатель платит системе Яндекс.Директ за
каждый переход по рекламному объявлению.
Ранжирование рекламных объявлений на странице поиска поисковой си-
стемы Яндекс происходит по аукционному принципу [3]. Объявления внутри
рекламного блока ранжируются по величине ставки: чем больше ставка, тем
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выше показывается рекламное объявление. Отбор в рекламный блок произво-
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Таким образом, при прочих равных условиях рекламное объявление, по-
казывающееся по запросу zi и имеющее значение ctri больше, чем у других
рекламных объявлений, размещается выше на странице результатов поиска и,
соответственно, имеет большее число переходов. Поэтому в качестве метрики
эффективности в последующих главах работы будем использовать величину
ctr.
В главе 1 рассматривается метод A/B-тестирования двух рекламных объ-
явлений с применением методов математической статистики. В работе пред-
лагается алгоритм анализа данных, на основе результатов которого делается
выбор более «успешного» рекламного объявления. Для реализации алгоритма
анализа данных написан программный код на языке C++ в среде Visual Studio
2013.
В главе 2 рассматривается ситуация, при которой по одному поисковому
запросу zi сайт находится как в рекламном блоке спецразмещения, так и в
блоке органического поиска. Ставится задача определить, как влияет наличие
сайта по запросу zi в блоке органического поиска на величину ctri рекламного
объявления, показывающегося в спецразмещении по запросу zi. Для решения
задачи были рассмотрены рекламные кампании в системе Яндекс.Директ, со-
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браны данные и проведен анализ, на основе результатов которого делается
вывод.
В главе 3 исследуется проблема тестирования интернет-страниц. Задача
тестирования формализуется в виде математической модели «задачи о мно-
горуком бандите». Рассматриваются известные алгоритмы решения задачи. В
качестве демонстрации применимости алгоритмов предложена программная
симуляция показа страниц. Разработан программный код на языке Python.
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1.3. Обзор литературы
Статьи, посвященные A/B-тестированию, наиболее широко представлены
в сети интернет, например [5, 4]. В подавляющем большинстве найденных
материалов не уделяется должного внимания анализу данных, полученных по-
сле проведения тестирования. Данный анализ играет ключевую роль и должен
производится в строгом соответствии с методами математической статистики.
Анализ данных в первой и второй главе построен на применении из-
вестных статистических критериев, таких как критерий Пирсона, Фишера–
Снедекора, Стьюдента, Манна–Уитни, которые подробно описаны в [6]. Кроме
того, в некоторых случаях использовался критерий Кохрана–Кокса [7], явля-
ющийся аналогом критерия Стьюдента для случая выборок с неравными дис-
персиями.
В основе третьей главы лежит так называемая задача о многоруком бан-
дите, которая, к сожалению, крайне скудно представлена в русскоязычной ли-
тературе, в связи с чем при исследовании и написании работы использовались
в основном англоязычные источники. Постановка задачи и описание некото-
рых подходов к решению описаны в [8]. В [9] вводится функция, называемая
сожалением, которая характеризует работу алгоритмов для решения задачи о
многоруком бандите. Там же доказано, что функция сожаления RT асимптоти-
чески не меньше функции log T . Описание используемых в работе алгоритмов
и демонстрация их работы представлены в [10]. В [11] описан алгоритм UCB1
и даны оценки функции сожаления RT некоторых алгоритмов.
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2. Глава 1. A/B-тестирование двух рекламных объявлений
2.1. Постановка задачи
A/B-тестирование (A/B-testing, Split testing) — один из популярных мето-
дов маркетингового исследования. Суть метода состоит в том, что аудитория
пользователей делится на две равные по числу группы (группа A, группа B).
Затем происходит взаимодействие группы А с одной версией ресурса и группы
В с другой. В результате этого взаимодействия определяется лучшая в некото-
ром смысле версия ресурса. Для качественного анализа результатов версии ре-
сурса должны отличаться одним элементом. Наиболее широкое использование
A/B-тест нашел в тестировании веб-страниц с целью увеличения конверсии.
При A/B-тестировании рекламных объявлений группе A и группе B по-
казываются разные версии одного объявления (например, в одной версии из-
менено описание или заголовок). В ходе проведения эксперимента ежедневно
фиксируется статистика значений ctr двух объявлений (см. таблицу 1). После
проведения эксперимента необходимо проанализировать полученные данные
и сделать вывод о том, какое объявление «успешней», то есть определить, для
какого объявления среднее значение ctr больше.
Цель исследования — формализовать анализ данных, полученных после
проведения теста, разработать алгоритм для этого анализа и провести реаль-
ный эксперимент A/B-тестирования двух рекламных объявлений.




: : : : : : : : :
Таблица 1: Данные после проведения теста
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2.2. Алгоритм анализа данных
Решение поставленной задачи сводится к решению известной задачи про-
верки однородности двух независимых выборок, которая может быть решена
как параметрическими, так и непараметрическими методами. Непараметри-
ческие методы не требуют знания вида закона распределения и более про-
сты в расчетах, однако мощность статистических критериев, построенных на
их основе, уступает аналогичным параметрическим критериям [7]. Поэтому
для проверки однородности выборок решено использовать критерий Стьюден-
та [6], который относится к параметрическим. Однако для его применения
необходимо проверить гипотезу о том, что выборки извлечены из генеральной
совокупности, имеющей нормальное распределение. Поэтому в случаях, ко-
гда эта гипотеза не подтверждается, следует обращаться к непараметрическим
критериям.
Для применения критерия Стьюдента необходимо задать уровень значи-
мости  и выдвинуть нулевую гипотезу H0 : E[X] = E[Y ]. Для определения
альтернативной гипотезы H1 следует сравнить средние значения выборок и
принять H1 : E[X] > E[Y ], если X > Y и H1 : E[X] < E[Y ], если X < Y .
Статистика критерия Стьюдента имеет вид
'(X[n]; Y[m]) =
x  ybS q 1n + 1m ;
bS =
s
(n  1)es12 + (m  1)es22
n+m  2 ;
где es12; es22 — исправленные выборочные дисперсии. Критический интервал
зависит от вида альтернативной гипотезы и для односторонних гипотез при-
нимает 2 формы (см. таблицу 2).
В таблице t1 ;n+m 2 — квантиль распределения Стьюдента с (n+m  2)
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H1 Критический интервал
E[X] > E[Y ] (t1 ;n+m 2;+1)
E[X] < E[Y ] ( 1; t1 ;n+m 2)
Таблица 2: Критические интервалы
степенями свободы уровня (1  ).
Как уже частично отмечалось, для применения критерия Стьюдента необ-
ходимо, чтобы выполнялись два условия: во-первых, выборки должны быть
извлечены из нормальной генеральной совокупности, во-вторых, эти генераль-
ные совокупности должны иметь равные дисперсии.
Для проверки первого условия следует воспользоваться критерием Пир-
сона [6]. Нулевая гипотеза критерия имеет вид H0 : F () = F0(; ), альтер-
нативная гипотеза — H1 : F () 6= F0(; ), где F0(; ) — функция нормального
распределения, определенная с точностью до параметров. Перед проверкой
гипотезы необходимо найти оценки неизвестных параметров распределения.




(ni   np(0)i (^))2
n  p(0)i
:
Критическая область определяется интервалом (21 ;r l 1;1), где  —
уровень значимости, r — число интервалов разбиения, l — число оцениваемых
параметров, а 21 ;r l 1 — квантиль уровня (1 ) распределения 2 с (r l 1)
степенями свободы.
Выполнение второго условия, необходимого для применения критерия
Стьюдента, будем проверять критерием Фишера–Снедекора [6].
Нулевая гипотеза критерия H0 : 21 = 
2
2, альтернативная гипотеза H1 :
21 6= 22. Статистика критерия имеет вид
F (X[n]; Y[m]) =
es12es22 ;
12
где es12 и es22 — исправленные выборочные дисперсии первой и второй выборки
соответственно. Критическая область для данной статистики задается интер-
валом
[0;F
2 ;n 1;m 1) [ (F1 2 ;n 1;m 1; +1);
где  — уровень значимости, F;n;m — квантиль уровня  распределения Фи-
шера с (n;m) степенями свободы.
Рассмотрим случаи, когда гипотезы о нормальности закона распределения
и о равенстве дисперсии не подтверждаются. В первом случае применим непа-
раметрический аналог критерия Стьюдента, который носит название критерия
Манна–Уитни [6]. Для использования этого критерия формулируется нулевая
гипотеза вида H0 : F () = G(), где F (); G() — непрерывные функции распре-
деления генеральных совокупностей, из которых извлечены соответственно
первая и вторая выборки. В качестве альтернативной гипотезы при X > Y









I(xi < yj) =
8><>:1; если xi < yj,0; если xi  yj;
При n;m > 8 статистика критерия аппроксимируется статистикой





которая в случае справедливости гипотезы H0 асимптотически подчиняется
стандартному нормальному распределению. Критические области в зависимо-
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сти от альтернативной гипотезы H1 даны в таблице 3, в которой u — квантиль
стандартного нормального распределения уровня .
H1 Критический интервал
F (z)  G(z) (u1 ;+1)
F (z)  G(z) ( 1; u1 )
Таблица 3: Критические интервалы
В случае, когда выборки извлечены из нормальных генеральных со-
вокупностей, имеющих неравные дисперсии, применим критерий Кохрана–
Кокса [7]. Гипотезы для критерия Кохрана–Кокса формулируются аналогично





где s2 = es21n + es22m , а es21 и es22 – исправленные выборочные дисперсии первой и вто-
рой выборки соответственно. Критические значения статистики вычисляются
по формуле
t0 =





n , 2 =
es22
m , t(f) — –квантиль распределения Стьюдента с f степе-
нями свободы. Критические области критерия зависят от вида альтернативной
гипотезы и представлены в таблице 4.
H1 Критический интервал
E[X] > E[Y ] (t01 ;n 1;+1)
E[X] < E[Y ] ( 1; t01 ;m 1)
Таблица 4: Критические интервалы
Таким образом имеем следующий алгоритм анализа данных, полученных
после проведения A/B-тестирования двух рекламных объявлений.
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1. Задать уровень значимости .
2. C помощью критерия Пирсона проверить данные на нормальность. Ес-
ли выборки извлечены из нормальной генеральной совокупности, перей-
ти к следующему шагу, в противном случае воспользоваться критерием
Манна–Уитни.
3. С помощью критерия Фишера–Снедекора проверить равенство дисперсий
двух выборок. В случае, если дисперсии равны, перейти к шагу 4, иначе
воспользоваться критерием Кохрана–Кокса.
4. Применить критерий Стьюдента. Сделать вывод.
В случаях, когда альтернативная гипотеза о неоднородности двух выборок
отклоняется, рекомендуется продолжить тестирование.
Для автоматизации анализа данных, полученных после проведения теста,
реализована программа на языке С++ (см. приложение 1). На вход программе
подаются две выборки и уровень значимости . Программа с помощью опи-
санного выше алгоритма определяет объявление, имеющее большее среднее
значение ctr.
2.3. Пример анализа данных
После проведения теста, который длился 50 дней, были получены дан-
ные (см. приложение 2). На основании анализа данных необходимо выявить
объявление, имеющее большее среднее значение ctr. Первую выборку обозна-
чим через X , вторую — через Y . Согласно алгоритму зададим уровень значи-
мости, на котором будем проверять гипотезы. Пусть  = 0:05.
С помощью критерия Пирсона проверим гипотезу о том, что данные из-
влечены из генеральной совокупности, имеющей нормальное распределение.
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Выдвинем гипотезу H0 : F () = F0(; ) при альтернативной H1 : F () 6=
F0(; ), где F0(; )- функция нормального распределения, определенная с точ-
ностью до параметров. Для первой и второй выборки соответственно значения
статистики 2(X[n]) равны
2(X[n]) = 4; 637;
2(Y[n]) = 2; 069:
Для заданного уровня значимости критические области для первой и второй
выборки совпадают
(5; 991;+1):
Как видно, значения статистики критерия для первой и второй выборки не
попадают в критическую область, следовательно, можно сделать вывод о том,
что выборки извлечены из генеральной совокупности, имеющей нормальное
распределение.
Теперь с помощью критерия Фишера–Снедекора проверим гипотезу о ра-
венстве дисперсий генеральных совокупностей, из которых извлечены рас-
сматриваемые выборки. Выдвинем гипотезу H0 : 21 = 
2
2 при альтернативной
гипотезе H1 : 21 6= 22. Статистика критерия равна
F (X[n]; Y[m]) = 1; 226:
Критический интервал имеет вид
[0; 0; 567)U(1; 762;+1):
Снова значение статистики не попадает в критический интервал, значит,
можно сделать вывод о том, что дисперсии генеральных совокупностей равны.
Теперь, после успешной проверки гипотез о виде закона распределения и
равенстве дисперсий, применим критерий Стьюдента и окончательно решим
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задачу. Выдвинем нулевую гипотезу H0 : E[X] = E[Y ]. Для формулирования
альтернативной гипотезы найдем средние значения двух выборок X = 0; 076,
Y = 0; 098. Так как Y > X , то альтернативная гипотеза имеет вид E[X] <
E[Y ]. Значение статистики критерия равно
F (X[n]; Y[m]) =  3; 823:
На заданном уровне значимости критический интервал имеет вид
( 1; 1; 6606):
Значение статистики критерия попадает в критический интервал, следова-
тельно, принимаем альтернативную гипотезу. Это значит, что среднее значение
второй выборки больше среднего значения первой, следовательно, второе ре-
кламное объявление имеет большее среднее значение ctr. Таким образом, для
рекламной кампании следует выбрать вторую версию объявления, как наибо-
лее «успешную».
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3. Глава 2. Анализ структуры рекламного блока
3.1. Постановка задачи
Определить, как влияет наличие сайта по запросу zi в блоке органического
поиска на ctri рекламного объявления, показывающегося в спецразмещении по
запросу zi.
3.2. Решение задачи
Для получения данных были рассмотрены реальные рекламные кампании.
В каждом рекламном объявлении выбирались значения ctri тех запросов zi, по
которым сайт занимает одну из первых трех позиций в блоке органического
поиска. Таким значениям ctri сопоставлялось среднее значение (в рамках од-
ного объявления) ctr запросов, по которым сайт не занимает одну из первых
трех позиций поиска и количество показов Xi по каждому запросу zi больше
10 (см. таблицу 5). Таблица данных в приложении 3.
№ ctr(pos = 1; 2; 3) ctr
Объявление №1 x1 y1
Объявление №2 x2 y2
Объявление №3 x3 y3
: : : : : : : : :
Таблица 5: Вид полученных данных
Таким образом получили две выборки объемом n = 85. Первую выборку
ctr запросов, для которых сайт находится в поиске на одной из первых трех
позиций, обозначим через X , вторую выборку — через Y .
Для решения поставленной задачи определим, какая выборка извлечена
из генеральной совокупности, имеющей большее значение математического
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ожидания.
Для решения этой задачи вновь воспользуемся параметрическими крите-
риями. Сначала проверим гипотезу о нормальном законе распределения гене-
ральных совокупностей, из которых извлечены выборки.
Для этого воспользуемся критерием Пирсона. Рассмотрим первую выбор-
ку и выдвинем нулевую гипотезу H0 : F () = F0(; ), при альтернативной
гипотезе H1 : F () 6= F0(; ), где F0(; ) — функция нормального распреде-
ления, определенная с точностью до параметров математического ожидания и
среднеквадратичного отклонения.
Предварительно оценив данные параметры по методу максимального
правдоподобия [6], найдем значение статистики критерия Пирсона:
2(X[n]) = 5; 2404:
Вычислим критические области для разных уровней значимости (см. таб-
лицу 6):
 Критическая область
0; 05 (7; 8147;+1)
0; 01 (11; 3449;+1)
0; 001 (16; 2662;+1)
Таблица 6: Критические интервалы
При всех рассмотренных уровнях значимости значение статистики
2(X[n]) не попадает в критическую область, а значит, можно утверждать,
что первая выборка извлечена из нормальной генеральной совокупности.
Аналогично проверим вторую выборку. Вычислим значение статистики
критерия
2(Y[n]) = 3; 8393
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Критические области для различных уровней значимости представлены в
таблице 7.
 Критическая область
0; 05 (3; 8415;+1)
0; 01 (6; 6348;+1)
0; 001 (10; 8276;+1)
Таблица 7: Критические интервалы
Вновь значение статистики 2(Y[n]) не попадает в критическую область,
следовательно, нет оснований отклонить нулевую гипотезу, а значит, можно
считать, что и вторая выборка извлечена из нормальной генеральной совокуп-
ности.
Наиболее мощным критерием, подходящим для решения поставленной за-
дачи, является критерий Стьюдента. Однако для его применения необходимо
проверить гипотезу о равенстве дисперсий двух нормально распределенных
генеральных совокупностей. Для проверки данной гипотезы воспользуемся
критерием Фишера–Снедекора. Выдвинем нулевую гипотезу H0 : 21 = 
2
2 при
альтернативной H1 : 21 6= 22. Статистика критерия имеет вид
F (X[n]; Y[m]) =
es12es22 = 3; 53;
где es12 и es22 — исправленные выборочные дисперсии первой и второй выборки
соответственно.
При уровне значимости  = 0; 05 критический интервал примет вид
[0; 0; 61) [ (1; 63;+1):
Видно, что значение статистики попадает в критический интервал, следова-
тельно, нулевая гипотеза H0 отвергается, а значит, можно сделать вывод о том,
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что дисперсии двух исследуемых случайных величин не равны. Таким обра-
зом, применение к выборкам критерия Фишера–Снедекора позволяет сделать
вывод о невозможности применения критерия Стьюдента.
Задача сравнения средних двух нормально распределенных совокупно-
стей при неизвестных и неравных (по выборочным оценкам) дисперсиях но-
сит название задачи Беренса – Фишера [7]. Точное решение данной задачи на
настоящий момент не получено. На практике обычно используются различные
приближения. Как и в первой главе воспользуемся критерием Кохрана–Кокса.
Выдвинем гипотезу H0 : EX = EY при альтернативной гипотезе H1 :
EX > EY . Найдем значение статистики критерия
tK = 4; 342:
Рассмотрим различные уровни значимости и вычислим критические ин-
тервалы (см. таблицу 8).
 Критическая область
0; 05 [1; 645;+1)
0; 01 [2; 326;+1)
0; 001 [3; 09;+1)
Таблица 8: Критические интервалы
Таким образом, при рассмотренных уровнях значимости значение стати-
стики попадает в критическую область, следовательно, справедлива альтерна-
тивная гипотеза, а, значит, можно утверждать, что, для запросов zi, по которым
сайт находится на одной из первых трех позиций в поиске, ctri рекламных объ-
явлений больше, чем средний ctr объявлений, показывающихся по запросам,
для которых сайт не находится на одном из первых трех мест поиска.
В ходе исследования были проанализированы данные, полученные из ре-
альных рекламных кампаний. В результате анализа выяснилось, что в случае,
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когда объявление показывается по запросу, для которого сайт находится на
одном из первых трех мест в поиске, в среднем оно имеет большее значе-
ние ctri, чем значение ctr этого объявления, показывающегося по запросам,
по которым сайт не занимает одно из первых трех мест. Это значит, что ре-
кламодателю выгодно размещать объявления по запросам, по которым сайт
высоко ранжируется в поиске. Полученный результат можно использовать при
настройке и оптимизации рекламных кампаний в Яндекс.Директ.
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4. Глава 3. Тестирование интернет-страниц на основе
задачи о многоруком бандите
4.1. Постановка задачи
Тема, затронутая в настоящей главе, лишь косвенно связана с контекст-
ной рекламой, однако важна с точки зрения её эффективности. Поскольку в
конечном итоге показателем эффективности рекламы является количество но-
вых клиентов, то важно, чтобы страница, на которую пользователь пришел с
контекстной рекламы, с максимальным успехом «превращала» его в клиента,
другими словами, имела высокую конверсию.
Конверсия — это отношение числа визитов пользователей, в которых бы-
ли выполнены целевые действия, к общему числу визитов. Целевые действия
определяются исходя из коммерческой составляющей страницы. Например, ес-
ли на странице продается товар, то естественным будет определить целевое
действие, как нажатие кнопки «купить».
Тестирование интернет-страниц проводится с целью увеличить конвер-
сию. Перед тестированием страницы задается определенная цель (например,
клик по некоторой кнопке), показатели достижения которой отслеживаются.
Пользователям поочередно показываются разные версии одной страницы (на-
пример, в одной версии может быть изменена цветовая гамма, расположение
элементов и т.д). После проведения теста сравниваются показатели достиже-
ния целей и выявляется страница с большей конверсией.
Подход к тестированию, описанный выше, довольно популярен, однако
имеет существенный недостаток. Во время теста в равных пропорциях по-
казываются страницы с низкой и высокой конверсией. Показ страниц с низ-
кой конверсией несет убыток организатору теста. Компания, кроме выявления
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страницы с наибольшей конверсией, заинтересована в том, чтобы во время
проведения теста достичь наибольшую суммарную конверсию. Именно эту
задачу решает подход к тестированию, основанный на решении задачи о мно-
горуком бандите.
Задача о многоруком бандите [10] – частный случай дилеммы исследования-
использования (exploration-exploitation [8]), которая может быть описана сле-
дующим образом. Имеется система взаимодействия игрока с окружающей сре-
дой. Игрок имеет набор действий для этого взаимодействия. После каждого
действия игрок получает некоторый выигрыш. Перед очередным взаимодей-
ствием с окружающей средой игрок имеет выбор: выполнить уже известное
действие и получить выигрыш близкий к ожидаемому или выполнить новое
действие и получить новую информацию. Фаза, в которой игрок выбирает
хорошо знакомое действие, называется фазой использования. Если игрок вы-
бирает действие, которое ему мало знакомо или не знакомо вовсе, говорят, что
игрок находится в фазе исследования. Цель игрока — достичь максимальный
суммарный выигрыш.
Задача о многоруком бандите впервые рассмотрена Гербертом Роббинсом
(Herbert Ellis Robbins) в 1952 году. И с тех пор широко используется для мо-
делирования задач вида исследования-использования. Математическая модель
задачи строится следующим образом.
Рассмотрим K игровых автоматов. С каждым автоматом связаны случай-
ные величины Xi;n, где 1  i  K, n  1, то есть i — индекс автомата.
При каждой игре на автомате случайная величина генерирует выигрыш. На-
пример, играя на автомате i игрок будет получать выигрыши Xi;1; Xi;2; ::: —
реализации независимых случайных величин, имеющих общий неизвестный
закон распределения с неизвестным математическим ожиданием i. Независи-
мость распределений имеет место и для выигрышей разных автоматов, то есть
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Xi;s и Xj;t независимы (и как правило имеют разные законы распределения)
для любых 1  i < j  K и s; t  1. Цель игрока — достичь максимальный
выигрыш за время игры.
Под стратегией (policy, allocation strategy) A будем понимать алгоритм
выбора следующего автомата для игры на основе последовательности преды-
дущих игр и полученных выигрышей. Основной характеристикой сравнения
стратегий является функция потерь.
Пусть Ti(n) — это число игр, сыгранных на автомате i c использованием
стратегии A в течение первых n игр. Тогда функция потерь стратегии A после






где  = max1iK i.
Если бы распределения выигрышей были известны, то стратегия игры
была бы тривиальна: всегда играть на автомате, который имеет максимальное
математическое ожидание выигрыша.
Доказано [9], что для функции потерь справедлива оценка RT = 
(log T ),
где T — количество сыгранных игр. Алгоритмы, которые достигают этой оцен-
ки, называются оптимальными. В дальнейшем будут использоваться следу-
ющие обозначения: bi(t) — средняя награда автомата i после t игр, pi(t) —
вероятность игры на автомате i во время t.
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4.2. Описание алгоритмов
4.2.1. "–жадный алгоритм ("–greedy)
Алгоритм "–greedy [10] относится к так называемым жадным алгорит-
мам, которые отличаются тем, что на каждом этапе оптимизационной задачи
выбирают локально оптимальное решение, допуская, что конечное решение
также окажется оптимальным.
В силу простоты реализации "–жадный алгоритм широко используется
для решения задачи о многоруком бандите. Суть алгоритма состоит в том, что
в каждый момент времени t = 1; 2; : : : алгоритм выбирает автомат с наиболь-
шим средним выигрышем с вероятностью 1   " и с вероятностью " выбирает
случайный автомат среди всех. Формально, пусть после t игр средние выиг-
рыши автоматов равны b1(t); : : : ; bK(t), тогда вероятность выбора автомата с




K ; если i = argmaxj=1;:::;K j(t);
"
K ; в противном случае.
На каждом шаге с вероятностью 1  " алгоритм находится в фазе исполь-
зования и с вероятностью " — в фазе исследования. Таким образом, параметр "
отвечает за частоту появления фазы исследования. При " = 1 получим страте-
гию, при которой номер автомата для следующей игры выбирается случайно,
а при " = 0 получим так называемый «чистый» жадный алгоритм, который
никогда не будет иметь фазу исследования.
"–жадный алгоритм обладает существенным недостатком: вероятность
попасть в фазу исследования в любой момент времени одинакова, тогда как
более логичным и естественным является уменьшение этой вероятности с те-
чением времени. Этот момент учтен в модификации данного алгоритма, кото-
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рый называется "n–greedy.
4.2.2. Модифицированный "–жадный алгоритм ("n–greedy)
Алгоритм "n–greedy [11, 12] отличается от предыдущего алгоритма тем,








где K — число автоматов, c и d — параметры, причем 0 < d < mini, i =
   i.
В [11] доказано, что данный алгоритм является оптимальным. Два при-
веденных выше алгоритма обладают существенными недостатками. Первый
из которых заключается в том, что в фазе исследования номер автомата для
следующей игры выбирается случайно, то есть независимо от полученных
выигрышей. Второй недостаток заключается в том, что вероятность попада-
ния в фазу исследования никак не зависит от полученных выигрышей, тогда
как было бы полезно увеличивать вероятность попадания в фазу исследования
в случае наличия автоматов с близкими выигрышами. От обоих недостатков
свободен следующий алгоритм.
4.2.3. Алгоритм Softmax
Алгоритм описан в [10]. Его идея состоит в том, чтобы играть на авто-
мате с вероятностью пропорциональной среднему выигрышу. Автоматы с наи-
большим средним выигрышем будут играться чаще. Вычисление вероятностей
основано на распределении Больцмана. Пусть после t игр имеем средние вы-
игрыши b1(t); ::; bK(t) тогда вероятность того, что в момент времени t+1 будет





bi(t)= ; i = 1; : : : ; K:
Параметр  называется температурным коэффициентом. При  ! +1
алгоритм ведет себя случайным образом, при  ! 0 алгоритм становится
жадным.
4.2.4. Алгоритм UCB1
UCB (Upper Confidence Bounds) — семейство алгоритмов, которое опи-
сано в [11] как простая и элегантная реализация идеи оптимизма в условиях
неопределенности, предложенной в [9]. Рассмотрим самый простой в реализа-
ции и популярный алгоритм UCB1.










где xi — средний выигрыш автомата i, ni — количество сыгранных игр на ав-
томате i, n — количество всех сыгранных игр. Алгоритм выбирает тот автомат,
для которого эта величина максимальна. Таким образом, видно, что алгоритм
выбирает автомат для следующей игры основываясь не только на знании сред-
него выигрыша, но также использует знания о количестве сыгранных игр каж-
дым автоматом. Именно этот факт лег в основу построения данного алгорит-
ма. Рассмотренный алгоритм отличается от ранее описанных главным образом
тем, что не имеет параметров, следовательно, нет необходимости в их подбо-
ре. Другим отличием алгоритма является его полная детерменированность, то
есть отсутствие случайности. В [11] показано, что для функции сожаления RT


















где как и ранее i =    i.
4.2.5. Алгоритм погони (Pursuit)
Алгоритм описан в [10]. На каждом шаге вычисляются вероятности вы-
бора каждого автомата для следующей игры по формуле
pi(t+ 1) =
8><>:pi(t) + (1  pi(t)); если i = argmaxj=1;:::;K j(t);pi(t) + (0  pi(t)); в противном случае.




4.3.1. Модель Бернулли многорукого бандита
Модель Бернулли задачи о многоруком бандите отличается тем, что слу-
чайные величины, характеризующие выигрыш в игре на автоматах, имеют рас-
пределение Бернулли с неизвестными вероятностями p1; : : : ; pk. Таким обра-
зом при игре на автомате с номером i игрок получает выигрыш 1 с вероятно-
стью pi и выигрыш 0 с вероятностью 1   pi. Данный частный случай задачи
о многоруком бандите отлично подходит для моделирования процесса тести-
рования интернет-страниц. Будем считать, что показ страницы — это игра на
автомате Бернулли, а выигрыш 1 — есть достижение конверсионной цели.
4.3.2. Описание эксперимента
В качестве эксперимента, иллюстрирующего работу описанных выше
алгоритмов, предложена программная реализация симуляции тестирования
интернет-страниц. На вход программе подается число тестируемых страниц
K, вектор вероятностей p = [p1; : : : ; pk], где компонента pi — есть вероятность
достижения конверсионной цели на странице с номером i. Кроме того, зада-
ется число показов страниц N . Программная реализация выполнена на языке
Python. В качестве результатов работы программы выводится величина кон-
версии, достигнутой каждым алгоритмом, и номер страницы с наибольшей
конверсией. Под конверсией в данной случае понимается отношение числа
достигнутых целей к общему числу показов страниц N .
Поскольку 4 из 5 рассмотренных алгоритмов зависят от параметров, кото-
рые влияют на их работу (см. пример на рис 3), то не представляется возмож-
ным подобрать параметры алгоритмов, которые гарантировали бы достижение
наибольшей конверсии на всех векторах p = [p1; : : : ; pk]. С этим же связана
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проблема невозможности выявления алгоритма, который бы работал на всех
векторах p = [p1; : : : ; pk] наилучшим образом.
4.3.3. Результаты и выводы
Рассмотрим несколько случаев входных данных, на которых продемон-
стрируем работу алгоритмов и сравним полученные результаты. Сначала рас-
смотрим случай тестирования двух страниц K = 2. Пусть p = [0; 1; 0; 3]. Пара-
метры алгоритмов были подобраны в ходе экспериментов. Результаты работы
алгоритмов представлены в таблице 9 и на рисунке 4. Все алгоритмы, за ис-
ключением UCB1, имеют элемент случайности, поэтому для них в качестве
результатов берется среднее значение для 100 запусков.
Алгоритм \ Показы 1000 5000 10000 20000 50000
"-greedy(0,01) 0,2946 0,2991 0,2983 0,2988 0,299
"n-greedy(0,001) 0,2934 0,2983 0,2993 0,2937 0,2996
Softmax(0,01) 0,3 0,2981 0,2991 0,3004 0,2999
Pursuit(0.05) 0,295 0,2941 0,2975 0,2999 0,3001
UCB1 0,2714 0,2893 0,2937 0,2962 0,2999
Таблица 9: Достигнутая конверсия: случай тестирования двух страниц
Из таблицы 9 и графика 4 видно, что результаты работы алгоритмов при-
близительно совпадают. Следует отметить, что алгоритм Softmax в большин-
стве случаев достигал наибольшей конверсии среди всех алгоритмов. Кроме
того, видно, что алгоритм UCB1 имеет медленный рост достигаемой конвер-
сии, однако при большом числе показов страниц (N > 10000) не уступает
другим алгоритмам.
В таблице 10 и на рисунке 5 приведены результаты работы алгорит-
мов для тестирования 5 страниц. Вектор вероятностей имеет вид p =
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[0; 1; 0; 2; 0; 3; 0; 4; 0; 5].
Алгоритм \ Показы 1000 5000 10000 20000 50000
"-greedy(0,01) 0,4645 0,483 0,4806 0,49 0,4925
"n-greedy(0,1) 0,4473 0,485 0,4861 0,4944 0,4975
Softmax(0,01) 0,4718 0,4794 0,472 0,4847 0,4882
UCB1 0,4214 0,4633 0,476 0,4865 0,4927
Pursuit(0,01) 0,4516 0,4844 0,486 0,4957 0,4938
Таблица 10: Достигнутая конверсия: случай тестирования пяти страниц
Из таблицы 10 видно, что для 1000 показов наибольшую конверсию до-
стиг алгоритм Softmax, при N > 1000 наилучшим образом сработали Pursuit и
"n-greedy.
Теперь рассмотрим случай K = 10 с вектором вероятностей
p = [0; 1; 0; 15; 0; 2; 0; 25; 0; 3; 0; 35; 0; 4; 0; 45; 0; 5; 0; 6]:
Результаты работы алгоритмов приведены в таблице 11 и на рисунке 6.
В данном случае наибольшую конверсию достигали алгоритмы "n-greedy и
Pursuit.
Алгоритм \ Показы 1000 5000 10000 20000 50000
"-greedy(0,05) 0,5483 0,5714 0,5746 0,5802 0,5847
"n-greedy(0,05) 0,5307 0,5753 0,583 0,5938 0,5903
Softmax(0,01) 0,5441 0,5563 0,579 0,5781 0,5719
UCB1 0,4464 0,5268 0,554 0,5729 0,5864
Pursuit(0,01) 0,5382 0,5817 0,5807 0,5838 0,5874
Таблица 11: Достигнутая конверсия: случай тестирования десяти страниц
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Рис. 3: Зависимость работы алгоритма Softmax от параметров
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Рис. 4: Результат работы программы для двух тестируемых страниц
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Рис. 5: Результат работы программы для 5 тестируемых страниц
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Рис. 6: Результат работы программы для 10 тестируемых страниц
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Рассмотрим случай, когда конверсии страниц имеют близкие значения,
что наиболее часто встречается на практике. Пусть K = 10 и вектор конвер-
сионных вероятностей имеет вид
p = [0; 4; 0; 42; 0; 45; 0; 47; 0; 5; 0; 52; 0; 55; 0; 57; 0; 58; 0; 6]:
Результат работы алгоритмов представлен в таблице 12 и на рисунке 7.
Алгоритм \ Показы 1000 5000 10000 20000 50000
"-greedy(0,05) 0,5658 0,5766 0,5818 0,5844 0,5886
"n-greedy(0,05) 0,5599 0,5784 0,5814 0,586 0,59
Softmax(0,01) 0,5659 0,5796 0,5814 0,5828 0,5857
UCB1 0,5293 0,5451 0,5544 0,5635 0,576
Pursuit(0,01) 0,5578 0,5827 0,5842 0,5839 0,5893
Таблица 12: Сравнение работы алгоритмов тестирования 10 страниц
В рассматриваемом случае важно то, с каким успехом алгоритмы находят
страницу с наибольшей конверсией. В таблице 13 представлены результаты
работы алгоритмов при 100 запусках. В ячейках — число запусков, в которых
алгоритм обнаружил страницу с наибольшей конверсией.
Алгоритм \ Показы 1000 5000 10000 20000 50000
"-greedy(0,05) 38 51 53 68 78
"n-greedy(0,05) 38 44 58 63 66
Softmax(0,01) 42 43 42 57 57
UCB1 48 82 90 100 100
Pursuit(0,01) 47 50 56 63 55
Таблица 13: Определение страницы с наибольшей конверсией
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Рис. 7: Результат работы программы для 10 тестируемых страниц
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В данной главе был предложен подход к тестированию интернет-страниц
с использованием алгоритмов для решения задачи о многоруком бандите. В
качестве проверки применимости алгоритмов предложена программная симу-
ляция процесса тестирования. Результаты работы алгоритмов на некоторых
входных данных представлены в работе.
Для случая малого числа страниц K  10, который рассматривался в ра-
боте и который чаще всего и встречается на практике, в ходе многочисленных
тестов установлено, что все алгоритмы дают приблизительно равные резуль-
таты.
Камнем преткновения к применению алгоритмов является наличие у 4
из них параметров, которые необходимо подбирать. Общего правила для их
подбора, к сожалению, нет.
На практике подбор параметра следует осуществлять исходя из его смыс-
лового значения в определенном алгоритме. Кроме того, имея некоторые ста-
тистические данные, характеризующие конверсию, или оценки конверсии для
каждой страницы, можно экспериментальным путем подобрать параметры.
С точки зрения практического применения среди описанных алгоритмов
выгодно отличается алгоритм UCB1, не имеющий параметров. При малом чис-
ле показов N < 5000 по значению достигнутой конверсии алгоритм уступает
другим рассмотренным алгоритмам, однако при увеличении N демонстрирует
высокий показатель конверсии, сравнимый с другими алгоритмами. Кроме то-
го, благодаря детерменированности алгоритм гарантирует высокую конверсию
от запуска к запуску, чего нельзя утверждать о других алгоритмах.
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5. Заключение
В связи с бурным ростом интернет аудитории развивается и рынок
интернет-рекламы. На протяжении последних 4-х лет объем рынка интернет-
рекламы имеет самый быстрый рост, опережая другие виды рекламы. Основ-
ным драйвером развития рекламы в интернете является контекстная реклама,
на которую приходится львиная доля рекламного бюджета. Каждый рекламо-
датель в рамках фиксированного рекламного бюджета стремится получить как
можно больше новых клиентов. Именно задача эффективного расходования
бюджета контекстной рекламы легла в основу данной работы.
Во введении работы описывается предмет исследования и вводится пока-
затель эффективности контекстной рекламы.
Первая глава работы посвящена A/B-тестированию двух рекламных объ-
явлений, целью которого является выявление объявления с наибольшим пока-
зателем эффективности. На основе известных статистических критериев пред-
ложен алгоритм анализа данных, полученных после проведения тестирования.
Разработан код на языке С++, который полностью автоматизирует процесс ана-
лиза данных.
Во второй главе ставится задача определить, как влияет наличие сайта по
запросу zi в блоке органического поиска на показатель эффективности реклам-
ного объявления, размещенного по запросу zi в блоке спецразмещения. Задача
была решена с использованием статистических критериев. Выяснилось, что
наличие сайта в блоке органического поиска положительно сказывается на по-
казатель эффективности контекстной рекламы, следовательно, рекламодателю
выгодно размещать объявления по запросам, по которым сайт высоко ранжи-
руется в поиске.
Третья глава работы посвящена тестированию интернет-страниц с це-
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лью увеличения конверсии. Конверсия страницы отражает то, с каким успе-
хом посетитель интернет-страницы становится клиентом. Данная глава лишь
косвенно связана с контекстной рекламой, однако важна с точки зрения её
эффективности, поскольку конечной целью любой рекламной кампании явля-
ются новые клиенты. В основе предложенного подхода к тестированию ле-
жит задача о многоруком бандите, которая является частным случаем дилем-
мы исследования-использования. Такой подход к тестированию позволяет не
только выявить страницу с наибольшей конверсией, но и достичь высокую
конверсию во время проведения теста. Были рассмотрены 5 алгоритмов реше-
ния данной задачи. В качестве иллюстрации работы алгоритмов и их примени-
мости к тестирования интернет-страниц предложена программная симуляция
тестирования, реализация которой выполнена на языке Python. В ходе экспе-
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double sred (vector <double> x);
double dispv (vector <double> x, double sredx);
double student (vector <double> x, vector <double> y, double sredx, double sredy,
double dispx, double dispy);
double pirson (vector <double> x, double sredx, double dispx);
double disp (vector <double> x, double sredx);
double plotnost (double x, double sredx, double dispx);
double normrasp (double x, double sredx, double otklx);
double hi2obr(double uroven);
double student_obr(double uroven, int step_svob);
double fisher_obr(double uroven, int step_svob1, int step_svob2);
double mann_uitni(vector <double> x, vector <double> y);
double kvantil_norm_stand(double uroven);
double kohran_koks(vector <double> x, vector <double> y);
double kohran_koks_kvantil(vector <double> x, vector <double> y, double uroven);




double sreda, sredb, dispva, dispvb, dispra, disprb, phi, temp, alpha, fisher;
int n,m, i = 0, select_test = 0;
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fstream G, F;
vector <double> a, b;












sreda = sred(a); //средние
sredb = sred(b);
dispva = dispv(a, sreda); //испр выб дисп
dispvb = dispv(b, sredb);
dispra = disp(a, sreda); //выборочные дисперсии
disprb = disp(b, sredb);
cout << "sred A = " << sreda << endl;
cout << "sred B = " << sredb << endl;
cout << "disp A = " << dispva << endl;
cout << "disp B = " << dispvb << endl;
cout << "dispr A = " << dispra << endl;
cout << "dispr B = " << disprb << endl;







//------------------ Проверка на нормальность ---------------
flag_norm = 1;
double chia = pirson(a, sreda, dispra);
cout << "Pirson A = " << chia << endl;
double granica_pirson_a = hi2obr(alpha);
if (chia > granica_pirson_a) {




cout << "A have normal distribution" << endl;
double chib = pirson(b,sredb,disprb);
cout << "Pirson B = " << chib << endl;
double granica_pirson_b = hi2obr(alpha);
if (chib > granica_pirson_b) {




cout << "B have normal distribution" << endl;
//--------------------------------- Критерий Манна-Уитни ------------
if (flag_norm == 0) {
double mann = mann_uitni(a,b);
double kvant_norm_stand = kvantil_norm_stand(1-alpha);
if (select_test == 1) {
if (mann > kvant_norm_stand)
cout << "F(z) > G(z) yes (Mann-Uitni)" << endl;
else
cout << "F(z) > G(z) no (Mann-Uitni)";
}
else {
if (mann < kvant_norm_stand)
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cout << "F(z) < G(z) yes (Mann-Uitni)" << endl;
else





//-------------- Проверка равенства дисперсий -------------------




cout << "Fisher = " << fisher << endl;
double fish_obr = fisher_obr(alpha, a.size()-1, b.size() - 1);
if (((fisher >=0) & (fisher < 1.0/fish_obr)) || (fisher > fish_obr)) {




cout << "variances are equal" << endl;
}
if (flag_fisher == 1) {
//если дисперсии равны, используем критерий Стьюдента
phi = student(a, b, sreda, sredb, dispva, dispvb);
cout << "Student = " << phi << endl;
double kvant_stud = student_obr(alpha, a.size()+b.size() - 2);
if (select_test == 1) {
if (phi > kvant_stud)
cout << "EA > EB yes (Student’s test)" << endl;
else
cout << "EA > EB no (Student’s test)" << endl;
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}else {
if (phi < -kvant_stud)
cout << "EA < EB yes (Student’s test)" << endl;
else




//-------------------------- критерий Кохрана-Кокса ------------
double koh_koks = kohran_koks(a, b);
cout << "kohran = " << koh_koks << endl;
double kvant_koh = kohran_koks_kvantil(a, b, alpha);
if (select_test == 1) {
if (koh_koks > kvant_koh)
cout << "EX > EY yes (Kohran-Koks)" << endl;
else
cout << "EX > EY no (Kohran-Koks)" << endl;
}
else {
if (koh_koks < -kvant_koh)
cout << "EX < EY yes (Kohran-Koks)" << endl;
else







double sred (vector <double> x) {
double summ = 0;
for (int j = 0; j < x.size(); j++)




double dispv (vector <double> x, double sredx) {
double summ = 0;
for (int j = 0; j<x.size(); j++)
summ = summ + (x[j] - sredx) * (x[j] - sredx);
return summ/(x.size() - 1);
}
//выборочная дисперсия
double disp (vector <double> x, double sredx) {
double summ = 0;
for (int j = 0; j<x.size(); j++)




double student (vector <double> x, vector <double> y, double sredx, double sredy,
double dispx, double dispy) {
double s = sqrt((x.size()*dispx + y.size()*dispy)/(x.size()+y.size()-2));





double pirson (vector <double> x, double sredx, double dispx) {
stepen_svobodi = 0;




for (int j = 1; j<x.size(); j++) {
if (x[j] < minx)
minx = x[j];
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}for (int j = 1; j<x.size();j++) {
if (x[j] > maxx)
maxx = x[j];
}
//формула Стерджесса - оптимальное число интервалов.
float r, k = modff((1+3.32*log10(double(x.size()))),&r);
double step = (maxx - minx) / r; //длина шага
//определение частотности
vector <double> freqn(r);
double k1 = minx;
int k2 = 0;
for (int j = 0; j < x.size(); j++) {
if ((x[j] >= k1) & (x[j] <= (k1 + step)))
k2 = k2 + 1;
}
freqn[0] = k2;
k1 = k1 + step;
int i = 1;
while (i < r) {
k2 = 0;
for (int j = 0; j < x.size(); j++) {
if ((x[j] > k1) & (x[j] <= (k1 + step)))
k2 = k2 + 1;
}
freqn[i] = k2;
i = i + 1;
k1 = minx + step*i;
}
//объединяем интервалы с частотой менее 5
int fl=0, k3=0, min = 5;
vector <double> mnozh(freqn.size()), p(freqn.size()) ;
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for (int j = 0; j < mnozh.size(); j++)
mnozh[j] = 1;









for (int j=i+1; j<freqn.size(); j++){
freqn[i] = freqn[i] + freqn[j];












if (fl == 1) {
p[k3-1] =p[k3-1]+ freqn[i-1];
mnozh[k3-1] = mnozh[k3-1] + count;
}
stepen_svobodi = k3 - 3;
//построение массива с концами интервалов.
vector <double> interval(k3 + 1);
interval[0] = minx;
51
for (int j = 1; j < k3+1; j++)
interval[j] = interval[j-1] + mnozh[j-1]*step;
//вычисление вероятностей
vector <double> pi(k3);
pi[0] = normrasp(interval[1], sredx, sqrt(dispx));




double chi = 0;
for (int j = 0; j < k3; j++)




double normrasp (double x, double sredx, double otklx) {
double db_norm[401];




















//критический интервал для хи2




uroven = 1 - uroven;
for (int j = 0; j < 4*(stepen_svobodi-1); j++ )
F>>temp;
if (uroven == 0.9)
F >> temp;
if (uroven == 0.95)
F >> temp >> temp;
if (uroven == 0.99)
F >> temp >> temp >> temp;
if (uroven == 0.999)





double student_obr(double uroven, int step_svob) {
fstream F;
double temp, kvant_ur = 1 - uroven;
F.open("student_obr.txt",ios::in);
if (step_svob <= 60) {





for (int j = 0; j < 6*60; j++)
F >> temp;
}
if (kvant_ur == 0.9)
F >> temp;
if (kvant_ur == 0.95)
F >> temp >> temp;
if (kvant_ur == 0.975)
F >> temp >> temp >> temp;
if (kvant_ur == 0.99)
F >> temp >> temp >> temp >> temp;
if (kvant_ur == 0.995)
F >> temp >> temp >> temp >> temp >> temp;
if (kvant_ur == 0.999)




//критический интервал для Фишера




if (uroven_kvantil == 0.95)
F.open("fisher_obr_95.txt",ios::in);
if (uroven_kvantil == 0.975)
F.open("fisher_obr_975.txt",ios::in);
if (uroven_kvantil == 0.995)
F.open("fisher_obr_995.txt",ios::in);
if (uroven_kvantil == 0.9995)
F.open("fisher_obr_9995.txt",ios::in);
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if (step_svob1 <= 50) {












double mann_uitni(vector <double> x, vector <double> y) {
double count = 0;
for (int i = 0; i < x.size(); i++) {
for (int j = 0; j < y.size(); j++)
if (x[i] < x[j])
count = count + 1;
}
cout << "mann = " << count << endl;
//аппроксимация нормальным стандартным распределением
double u = (count - x.size() * y.size()/2) / sqrt(double(x.size() * y.size() *
(x.size() + y.size() + 1) / 12));
return u;
}
//Критический интервал для Манна-Уитни




int count = 0, count_min = 0;





if (abs(uroven - temp) < min) {










double kohran_koks(vector <double> x, vector <double> y) {
double sredx = sred(x);
double sredy = sred(y);
double sx = dispv(x, sredx);
double sy = dispv(y, sredy);
double s = sx*sx/x.size() + sy*sy/y.size();




double kohran_koks_kvantil(vector <double> x, vector <double> y, double uroven) {
double sredx = sred(x);
double sredy = sred(y);
double sx = dispv(x,sredx);
double sy = dispv(y,sredy);
double vx = sx*sx/x.size();
double vy = sy*sy/y.size();
double t = (vx*student_obr(uroven,x.size() - 1) + vy*student_obr(uroven, y.size




6.2. Приложение 2. Данные после проведения теста





















































Таблица 14: Данные после проведения теста
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6.3. Приложение 3. Данные для решения задачи главы 2


























































































Таблица 15: Данные для решения задачи главы 2
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p = [0.1, 0.15, 0.2, 0.25, 0.3, 0.35, 0.4, 0.45, 0.5, 0.6]
page_show = [0, 0, 0, 0, 0, 0, 0, 0, 0, 0]





print(’---------a/b - testing!--------- \n’)





total_show_page = total_show_page + 1
page_show[number_page] = page_show[number_page] + 1
if x <= p[number_page]:
total_target = total_target + 1









while i < n:
if page_target[i]/page_show[i] + math.sqrt((2*math.log(total_show_page))
/(page_show[i])) > max:
max = page_target[i]/page_show[i] + math.sqrt((2*math.log(
total_show_page))/(page_show[i]))
best_page_index = i








while i < n:
if page_target[i]/page_show[i] > max:
max = page_target[i]/page_show[i]
best_page_index = i
i = i + 1








p1 = [0, 0, 0, 0, 0, 0, 0, 0, 0, 0]
summ = 0
j = 0
while j < n:
summ = summ + math.exp((page_target[j]/page_show[j])/tau)
j = j + 1
i = 0
while i < n:
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p1[i] = math.exp((page_target[i]/page_show[i])/tau) / summ


















while j < n:
if page_target[j]/page_show[j] > maxmu:
maxmu = page_target[j]/page_show[j]
max_number = j
j = j + 1
j = 0
while j < n:
if j == max_number:
p1[j] = p0[j] + beta * (1 - p0[j])
else:
p1[j] = p0[j] + beta * (0 - p0[j])












i = i + 1
j = 0
while j < n:
p0[j] = p1[j]













while i < n:
if page_target[i]/page_show[i] > max:
max = page_target[i]/page_show[i]
best_page_index = i
i = i + 1













while j < n:
page_target[j] = 1
page_show[j] = 1






while k < n_start:
clean()
i = 0
while i < n:
show_page(i)
i = i + 1
j = 0;
while j < n_show-n:
best_index = UCB1()
show_page(best_index)
j = j + 1
UCB.append(total_target)




while i < n_start:
summ = summ + UCB[i]
i = i + 1




while k < n_start:
clean()
j = 0
while j < n_show:




k = k + 1
i = 0
summ = 0
while i < n_start:
summ = summ + greedy[i]
i = i + 1




while k < n_start:
clean()
j = 0
while j < n_show:
best_index = softmax(0.01)
show_page(best_index)
j = j + 1
softmax_massiv.append(total_target)
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k = k + 1
i = 0
summ = 0
while i < n_start:
summ = summ + softmax_massiv[i]
i = i + 1




while k < n_start:
clean()
p0 = [0.1, 0.1, 0.1, 0.1, 0.1, 0.1, 0.1, 0.1, 0.1, 0.1]
p1 = [0, 0, 0, 0, 0, 0, 0, 0, 0, 0]
j = 0
while j < n_show:
best_index = pursuit(0.01)
show_page(best_index)
j = j + 1
pursuit_massiv.append(total_target)
k = k + 1
i = 0
summ = 0
while i < n_start:
summ = summ + pursuit_massiv[i]
i = i + 1








while j < n_show:
best_index = en_greedy(0.01, 0.1, j)
show_page(best_index)
j = j + 1
en_greedy_mass.append(total_target)
k = k + 1
i = 0
summ = 0
while i < n_start:
summ = summ + en_greedy_mass[i]
i = i + 1
print(’en_greedy = ’, summ/n_start/n_show)
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