Abstract
The union of two graphs G, G ′ is the graph G ∪ G ′ def = (V (G) ∪ V (G ′ ), E(G) ∪ E(G ′ )). The 119 join G + G ′ of two disjoint graphs G, G ′ is the graph G ∪ G ′ together with all the edges joining 120 V (G) and V (G ′ ), i.e.
121
Given a (simple) graph G and e ∈ E(G), we denote by G /e the (simple) graph obtained by
122
contracting the edge e = {p, q} of G, i.e. by coinciding the two endpoints of e to a single vertex 123 p.q and removing self loops and parallel edges.
124
For any two vertices u, v of a tree T , we denote by p T (u, v) the unique path between u and 125 v in T . We denote the set of all positive integers at most k as [k] .
126
Intersections and union of paths: Given two paths P, P ′ in a graph, we write P P ′ to denote 127 that P and P ′ are non-intersecting, i.e. edge-disjoint. The split vertices of P and P ′ is the set 128 of junctions in their union P ∪ P ′ and is denoted by split(P, P ′ ). Whenever P and P ′ intersect 129 and split(P, P ′ ) = ∅ we say that P and P ′ are non-splitting and denote this by P ∼ P ′ . In this
130
case P ∪ P ′ is a path or a cycle. When P and P ′ intersect and split(P, P ′ ) = ∅ we say that they 131 are splitting and denote this by P ≁ P ′ . Clearly, for any two paths P and P ′ exactly one of the 132 following holds: P P ′ , P ∼ P ′ , P ≁ P ′ .
133
When the graph G is a tree, the union P ∪ P ′ of two intersecting paths P, P ′ of G is a tree 134 with at most two junctions, i.e. |split(P, P ′ )| ≤ 2 and P ∪ P ′ is a path whenever P ∼ P ′ .
135
The VPT, EPT and ENPT graphs:
Let P be a set of paths in a tree T . The 136 graphs Vpt(P), Ept(P) and Enpt(P) are graphs such that V (Enpt(P)) = V (Ept(P)) = 137 V (Vpt(P)) = {p|P p ∈ P)}. Given two distinct paths P p , P q ∈ P, {p, q} is an edge of Enpt(P)
138
if P p ∼ P q , and {p, q} is an edge of Ept(P) (resp. Vpt(P)) if P p and P q have a common edge
139
(resp. vertex) in T . See Figure 1 for an example. From these definitions it follows that:
140
Observation 2.1 E(Enpt(P)) ⊆ E(Ept(P)) ⊆ E(Vpt(P)).
141
Two graphs G and G ′ such that V (G) = V (G ′ ) and E(G ′ ) ⊆ E(G) are termed a pair (of graphs) 142 denoted as (G, G ′ ). If Ept(P) = G (resp. Enpt(P) = G) we say that T, P is an EPT (resp.
143
ENPT) representation for G. If Ept(P) = G and Enpt(P) = G ′ we say that T, P is a Throughout this work, in all figures, the edges of the tree T of a representation T, P are 148 drawn as solid edges whereas the paths on the tree are shown by dashed, dotted, etc. edges.
149
Similarly, edges of Enpt(P) are drawn with solid or blue lines whereas edges in E(Ept(P)) \ 150 E(Enpt(P)) are dashed or red. We sometimes refer to them as blue and red edges, respectively.
151
For an edge e = {p, q} we use split(e) as a shorthand for split(P p , P q ). We note that e is a red A host tree T , a collection of paths P = {P 1 , P 2 , P 3 , P 4 , P 5 } defined on T and the corresponding graphs Vpt(P), Ept(P) and Enpt(P).
Figure 2: The only EPT representation of a cycle is a pie.
Cycles, Chords, Holes, Outerplanar graphs, Trees: Given a graph G and a cycle C of it, 
159
An outerplanar graph is a planar graph that can be embedded in the plane such that all its 160 vertices are on the unbounded face of the embedding. An outerplanar graph is Hamiltonian if
161
and only if it is biconnected; in this case the unbounded face forms the unique Hamiltonian cycle.
162
The weak dual graph of a planar graph G is the graph obtained from its dual graph by removing 
Preliminaries on EPT graphs

167
We now present definitions and results from [10] that we use throughout this work.
168
A pie of a representation T, P of an EPT graph is an induced star K 1,k of T with k leaves
, and k paths P 0 , P 1 , . . . P k−1 ∈ P, such that for every 0 ≤ i ≤ k − 1 both tation of it contains a pie with k paths.
175
Let P e def = {p ∈ P| e ∈ p} be the set of paths in P containing the edge e. corresponding to the vertices of K is not a path. Then it contains at least one split vertex, i.e.
195
it contains two paths P p , P q such that P p ≁ P q , i.e. {p, q} / ∈ E(K), a contradiction.
197
A direct consequence of Lemma 2.1 is that the maximum clique problem in ENPT graphs can 198 be solved in polynomial time. Let G be an ENPT graph and T, P be an ENPT representation 199 for G. Consider an edge e of T , the union of paths in P e induces a subtree T e of T . Let Proof: Given a tree T ′ , the following procedure provides an ENPT representation T, P of and only if P u ∼ P v . Indeed, let {u, v} ∈ T ′ , and assume without loss of generality that u is 211 the parent of v in T . Then P u intersects P v because they both use the edge connecting u to its 212 parent. Moreover they do not split, because their union is the path from v to its ancestor at 213 distance 3. Therefore P u ∼ P v . Conversely, assume that P u ∼ P v . Then P u and P v intersect. As 214 every vertex is a starting vertex of at most one path and the paths are of length 2, the second 215 edge of one of the paths, say P v is the first edge of P u , therefore u is the parent of v in T , i.e.
216
{u, v} ∈ T ′ .
218
Let T be a tree with k leaves and π = (π 0 , . . . , π k−1 ) a cyclic permutation of the leaves.
219
The tour (T, π) is the following set of 2k paths: (T, π) contains k long paths, each of which 
248
Equivalent and minimal representations: We say that the representations T 1 , P 1 and T 2 , P 2 249 are equivalent, and denote it by T 1 , P 1 ≅ T 2 , P 2 , if their corresponding EPT and ENPT 250 graphs are isomorphic under the same isomorphism (in other words, if they constitute represen-251 tations of the same pair of graphs (G, G ′ )).
252
We write T 1 , P 1 T 2 , P 2 if T 2 , P 2 can be obtained from T 1 , P 1 by one of the following 253 two minifying operations that we term minifying operations:
254
• Contraction of an edge e of T 1 (and of all the paths in P 1 using e)
255
• Removal of an initial edge (tail) of a path in P 1 .
256
The partial order is the reflexive-transitive closure of the relation , and edges.
264
Proof: Consider a pie of a representation. For any two paths P p , P q of this pie, we have either
265
P p ≁ P q or P p P q , therefore {p, q} is not an ENPT edge.
267
Combining with Theorem 2.1, we obtain the following characterization of pairs (C k , G ′ ):
268
• k > 3. In this case C k is represented by a pie. Therefore G ′ is an independent set. In 269 other words C k consists of red edges. We term such a hole, a red hole.
270
• k = 3 and C k consists of red edges (G ′ is an independent set). We term such a hole a red 271 triangle.
272
• k = 3 and C k contains exactly one ENPT (blue) edge (G ′ = P 1 ∪ P 2 ). We term such a 273 hole a BRR triangle, and its representation is an edge-clique.
274
• k = 3 and C k contains two ENPT (blue) edges (G ′ = P 3 ). We term such a hole a BBR 275 triangle, and its representation is an edge-clique.
276
• k = 3 and C k consists of blue edges (G ′ = C 3 ). We term such a hole a blue triangle.
277
EPT contraction: Let T, P be a representation and P p , P q ∈ P such that P p ∼ P q . We denote 278 by T, P /Pp,Pq the representation that is obtained from T, P by replacing the two paths P p , P q 279 by the path P p ∪ P q , i.e. T, P /Pp,Pq
We term this operation 280 a union, and note the following important property of split vertices with respect to the union 281 operation:
282
Observation 3.1 For every P p , P q , P r ∈ P such that P p ∼ P q , split(P p ∪P q , P r ) = split(P p , P r )∪ 283 split(P q , P r ).
284
Proposition 3.2 Let T, P be a representation for the pair (G, G ′ ), and let e = {p, q} ∈ E(G ′ ).
285
Then G /e is an EPT graph. Moreover G /e = Ept( T, P /Pp,Pq ).
286
Proof: Let s be the vertex of G /e created by the contraction of e. We claim that s corresponds to 287 the path P s = P p ∪ P q . Consider a path P r ∈ P \{P p , P q }. We observe that {r, s} ∈ E(G /e ) ⇐⇒ 288 {r, p} ∈ E(G) or {r, q} ∈ E(G) (by definition of the contraction operation) ⇐⇒ P r intersects 289 with at least one of P p and P q in T (because G = Ept(P)) ⇐⇒ P r intersects P p ∪ P q in
290
T ⇐⇒ {r, s} ∈ E(Ept( T, P /Pp,Pq )).
291
3.1, the contraction of an ENPT edge does not preserve ENPT edges. More concretely, let P p ,P q and P q ′ such that P p ∼ P q , P p ∼ P q ′ and P q ≁ P q ′ . Then G ′ /p,q is not isomorphic to 295 Enpt( T, P /Pp,Pq ) as {q ′ , p.q} / ∈ E(Enpt( T, P /Pp,Pq )). Let (G, G ′ ) be a pair and e ∈ E(G ′ ).
296
If for every edge e ′ ∈ E(G ′ ) incident to e, the edge e ′′ = e△e ′ (forming a triangle together with 297 e and e ′ ) is not an edge of we characterize representations of pairs (G, C n ) where C n is a Hamiltonian cycle of G. For this 304 purpose we define the following problem.
305
HamiltonianPairRec Input: A pair (G, C n ) where C n is a Hamiltonian cycle of G Output: A minimal representation T, P of (G, C n ) if such a representation exists, "NO" otherwise.
306
The ENPT representations of C 3 are characterized by Lemma 2.1. Therefore we assume 307 n > 3, which implies that (G, C n ) does not contain blue triangles. In the sequel we confine 308 ourselves to pairs (G, C n ) and representations T, P satisfying the following three assumptions:
309
• (P 1): (G, C n ) is not contractible.
310
• (P 2): (G, C n ) is (K 4 , P 4 )-free, i.e., it does not contain an induced sub-pair isomorphic to 311 a (K 4 , P 4 ).
312
• (P 3): Every red triangle of (G, C n ) is a claw-clique, i.e. corresponds to a pie of T, P .
313
Note that (P 1) and (P 2) are assumptions about the pair (G, C) and (P 3) is an assump-314 tion about the representation T, P . We say that (P 3) holds for a pair (G, C) if it has a 315 representation T, P satisfying (P 3). It will be convenient to define the following problem.
316
P3-HamiltonianPairRec
Input: A pair (G, C n ) where C n is a Hamiltonian cycle of G and n ≥ 4. Output: A minimal representation T, P of (G, C n ) that satisfies (P 3) if such a representation exists, "NO " otherwise.
317
In this work we consider instances of P3-HamiltonianPairRec satisfying (P 1) and (P 2).
318
Without loss of generality we let V (G) = V (C n ) = {0, 1, . . . , n − 1} where the numbering of In Section 4.1 we find the representations of (G, C 4 ). C 4 is exceptional because all its represen-324 tations satisfy assumptions (P 1 − 3), but some of our results fail to hold. We then proceed with 325 the general case.
326 the two graphs in Figure 4 , and (iii) each of these two graphs has a unique minimal representation (also depicted in Figure 4 ).
330
Proof: (i) (G, C 4 ) is clearly (K 4 , P 4 )-free. Moreover it satisfies (P 3) vacuously, because it does 331 not contain any red triangle. G = C 4 , because otherwise C 4 would constitute a blue hole of 332 length 4, contradicting to Proposition 3.1. Without loss of generality let {1, 3} be a red edge of 333 G. We observe that {1, 3} is incident to all the edges of C 4 , therefore (G, C 4 ) is not contractible.
334
(ii) Depending on whether or not {0, 2} ∈ E(G), G is one of the two graphs in Figure 4 .
335
(iii) Consider a representation T, P of (G, C 4 ), and consider the path P = P 1 ∩ P 3 . Let e 0
336
(resp. e 2 ) be an edge defining the edge-clique {1, 3, 0} (resp. {1, 3, 2}). Both of e 0 and e 2 are 337 in P . Let u ∈ split(P 1 , P 3 ). u is an endpoint of P . As P 0 intersects P (at e 0 ), it can not cross 338 u, because in this case it has to split from at least one of P 1 , P 3 at u. The same holds for P 2 .
339
Therefore neither one of P 0 , P 2 crosses a vertex of split(P 1 , P 3 ). We consider two cases: (a) G 340 is isomorphic to K 4 . Then there is one edge defining the clique, i.e. without loss of generality 341 e 0 = e 2 . If |split(P 1 , P 3 )| = 2 then, none of these two vertices can be crossed by P 0 or P 2 .
342
Therefore P 0 ⊆ P and P 2 ⊆ P , we conclude that they can not split, a contradiction. Therefore 343 split(P 1 , P 3 ) consists of one vertex that is not crossed by P 0 and P 2 . We conclude that P 0 and P 2 344 cross the other endpoint of P and split. The representation in Figure 4 (a) is the only minimal 345 representation satisfying these conditions. (b) G is not isomorphic to K 4 . Therefore e 0 = e 2 ,
346
and without loss of generality e 0 ∈ P 0 \ P 2 , e 2 ∈ P 2 \ P 0 . P has at least one endpoint u in 347 split(P 1 , P 3 ). Without loss of generality e 0 is closer to u than e 2 . Therefore P 0 lies between u 348 and e 2 , and P 2 starts after P 1 and crosses e 2 . The representation in Figure 4 (b) is the only 349 minimal representation satisfying these conditions. 
Weak Dual Trees
352
We extend the definition of the weak dual tree of Hamiltonian outerplanar graphs to any Hamil- an outerplanar graph G we will refer to the weak dual tree of G, whereas for a (not necessarily 361 outerplanar) graph G we will refer to a weak dual tree of G.
362
We proceed with observations on W(G, C):
363
• Edges of W(G, C) correspond to red edges of O(G, C) (by definition of a weak dual graph,
364
and observing that the edges of the unbounded face are exactly the blue edges.)
365
• The degree of a vertex of W(G, C) is the number of red edges in the corresponding face
366
of O(G, C), therefore the leaves (resp. intermediate vertices, junctions) of W(G, C) corre-367 spond to BBR triangles (resp. BRR triangles, red holes) of (G, C).
368
• |V (G)| = |V (C)| = |E(C)| = 2ℓ + i where ℓ is the number of leaves of W(G, C) and i is 369 the number of its intermediate vertices.
370
Proposition 4.1 Let n > 4 and (G, C n ) be a pair satisfying (P 1 − 3). Then every edge of C n 371 is in exactly one BBR triangle.
372
Proof: Let T, P be a representation of (G, C) satisfying (P 3). As (G, C n ) is not contractible,
373
every edge of C n is in at least one BBR triangle. Assume, by contradiction and without loss 374 of generality, that the blue edge {1, 2} is part of the two possible BBR triangles {0, 1, 2} and 375 {1, 2, 3}. {0, 3} is not an edge of C, because n > 4. Moreover, it is not an edge of G, because 376 otherwise the sub-pair induced by {0, 1, 2, 3} is isomorphic to a (K 4 , P 4 ). Let e 0 (resp. e 3 ) be an 377 edge of T defining the edge-clique {0, 1, 2} (resp. {1, 2, 3}) such that e 3 is closest to e 0 . Clearly,
378
e 0 = e 3 , because otherwise we get a (K 4 , P 4 ). P = P 1 ∩ P 2 is a path containing the edges e 0 , e 3 .
379
Let P ′ ⊆ P be the (possibly trivial) path between e 0 and e 3 (P ′ does not contain neither e 0 380 nor e 3 ). Consider the subtrees of T separated by P ′ . Let T k be the subtree containing e k , for 381 k ∈ {0, 3}. The vertices {4, . . . , n − 1} constitute a connected component of G, therefore the 382 union of the corresponding paths is a subtree T ′ of T . T ′ intersects both P 0 and P 3 , therefore 383 there is at least one path P j / ∈ {P 0 , P 1 , P 2 , P 3 } that intersects e 3 . Therefore {1, 2, 3, j} is an 384 edge-clique. If j = 4 then it induces a pair isomorphic to (K 4 , P 4 ), otherwise {1, 3, j} is a red 385 edge-clique. Both cases contradict our assumptions.
387
Proposition 4.2 Let (G, C) be a pair satisfying (P 2), (P 3) and let W(G, C) be a weak dual tree 388 of (G, C). (i) There is a bijection between the contractible edges of (G, C) and the intermediate to some O(G, C), and let e be a contractible edge of (G, C). Then e is not part of any BBR 393 triangle. As every blue edge must be in some triangle, e is in a non-empty set of BRR triangles.
394
Exactly one of these triangles is in O(G, C), and this triangle corresponds to an intermediate there is a BRR triangle {1, 2, j} (j / ∈ {0, 1, 2, 3}) of O(G, C) where e = {1, 2} is not contractible.
399
Then either {0, 2} or {1, 3} is an edge of G. Let, without loss of generality {0, 2} be an edge of 400 G. Then {0, 1, 2} is an edge-clique. Let E ′ be the set of edges of (the path of) T defining this edge-clique. We claim that ∀k / ∈ {0, 1, 2} , P k ∩ E ′ = ∅. Indeed, if k = n − 1 and P k contains an 402 edge of E ′ , then {n − 1, 0, 1, 2} induces a (K 4 , P 4 ), and if k = n − 1 then {k, 0, 2} induces a red 403 edge-clique. In both cases we reach a contradiction. Consider the subtrees of T separated by E ′ .
404
As P j ∩ E ′ = ∅ it is completely contained in one of these subtrees, say T j . P 1 and P 2 intersect P j , 405 therefore they intersect T j . However P 0 does not intersect T j as this would either contradict the 406 definition of E ′ or P 0 would split from P 1 . On the other hand, the vertices {j + 1, j + 2 . . . , 0}
407
constitute a connected component of G, therefore the union of the paths {P j+1 , P j+2 . . . , P 0 } is 408 a subtree T ′ of T . T ′ intersects both P 0 and P j , therefore T ′ intersects E ′ . In other words there 409 is at least one path P l ∈ {P j+1 , P j+2 . . . , P 0 } that intersects E ′ , a contradiction.
410
(ii) Let e = {i, i + 1} and {i, i + 1, j} the BRR triangle of O(G, C) (that corresponds to 411 f (e)). After the contraction of e, this triangle reduces to a red edge. The same holds for
412
O(G, C) /e that contains all the faces of O(G, C) except the BRR triangle that disappeared.
413
The corresponding weak dual tree is W(G, C) with f (e) smoothed out.
415
We note that if n = 4 Proposition 4.1 does not hold. However the following corollary of 
The Minimal Representation
421
In this section we present an algorithm solving P3-HamiltonianPairRec for n ≥ 5, provided 422 that assumptions (P 1) − (P 2) hold. The representation returned by the algorithm is a planar 423 tour. We show that it is the unique minimal representation of (G, C) satisfying (P 3).
424
Algorithm BuildPlanarTour finds a planar tour of a weak dual tree W(G, C). This planar 
Algorithm 1 BuildPlanarTour(G, C)
Require: |V (G)| ≥ 5 Require: (G, C) satisfies assumptions (P 1), (P 2) Ensure: T ,P is the unique minimal representation of (G, C) satisfying (P 3) 1:T ← W(G, C). ⊲ Corresponding to O(G, C) Build the planar tour: 2: Let {v0, v1, . . . , v k−1 } be the leaves ofT ordered as they are 3: encountered in a DFS traversal ofT corresponding to the planar embedding 4: suggested by O(G, C). 5: Let Li = pT (vi, v (i+1) mod k ) 6: Let Si be the path of length 1 starting at vi.
return T ,P 14: else 15:
return "NO" 16: end if P 2.3 P 5 P 6 P 7 P 8 P 9 we assume that (G, C) is a "YES" instance, i.e. it has at least one representation satisfying 436 (P 3). Let T, P be a representation of (G, C) satisfying (P 3) and T ,P the representation 437 returned by BuildPlanarTour. We will show that the representation T ,P returned by 438 BuildPlanarTour satisfies
439
T ,P ∼ = T, P and T ,P T, P .
In the sequel we define a mapping f : V (T ) → V (T ) that maps junctions ofT to junctions 440 of T . We show that f maps paths ofT to paths of T . Using this result, we show that there 441 is a subtree T * of T with a representation T * , P * such that T ,P ∼ = T * , P * ∼ = T, P and
442
T ,P T * , P * T, P .
443
The value of f on vertices: A junction u ofT (= W(G, C)) corresponds to a face of O(G, C) 444 which in turn corresponds to a hole of G corresponding to a pie of T, P (because of assumption
445
(P 3)). We define f (u) to be the center of this pie. Since there are no intermediate vertices in
446T
, a leaf v ofT is adjacent to a junction u ofT . Such a leaf v corresponds to a BBR triangle
is a red edge of G that is part of the face in
448
O(G, C) corresponding to a pie centered at f (u). Therefore P i−1 and P i+1 are two consecutive 449 paths of this pie, i.e. f (u) ∈ split(P i−1 , P i+1 ) and the paths P i−1 , P i+1 intersect on some path 450 P of T starting at f (u). The path P i satisfies P i ∼ P i−1 and P i ∼ P i+1 , therefore it intersects 451 the path P . We define as f (v) the most distant vertex from f (u) on this intersection. We note 452 that the vertex f (v) of T is on each one of the paths P i−1 , P i and P i+1 . We also note that the to u.
456
Extension of f to edges: For an edge e = {u, v} ∈ E(T ) we define f (e) at f (u), where P i , P j , P k are consecutive in one pie and P i , P j , P k ′ are consecutive in the other 464 (see Figure 6 for an illustration). Then P k and P k ′ intersect P j on the same edge (incident 465 to f (u)), thus forming an edge-clique of G. We will show that this is a red edge-clique of G, We next show that for any two incident edges {u, v} , {v, w} ofT , f (v) ∈ p T (f (u), f (w)).
471
Clearly v is a junction ofT . Let {i, j} (resp. {k, l}) be the edge dual to {u, v} (resp. {v, w}) Figure 7 is an illustration of this case 1 . We note that both edges are on a face of 473 O(G, C) corresponding to v. Therefore P i and P j intersect on a path P starting at f (v); P k and 474 P l intersect on another path P ′ starting at f (v). We observe that f (u) is on both P i and P j , 475 therefore on P . Similarly f (w) is on P ′ . Moreover, by the discussion in the previous paragraph, 476 f (w) = f (v) and f (u) = f (v). We conclude that f (v) is on the path between f (u) and f (w), 1 Note that one of i, j can be identical to one of k, l, as opposed to the illustration. However the claim is valid.
is a non-trivial subtree of T . We 480 will show that f (P ) is a path of T . It can be easily shown by induction on the length of P that 481 the leaves of f (P ) are a subset of {f (w i )|0 ≤ i ≤ k}. Assume that for some 0 < i < k, f (w i ) 482 is a leaf of f (P ). This is a contradiction because by the discussion in the previous paragraph 483 f (w i ) ∈ p T (f (w i−1 ), f (w i+1 )). Therefore a leaf of f (P ) is either f (u) or f (v). f (P ) has at least 484 two leaves, therefore f (pT (u, v)) = f (P ) = p T (f (u), f (v)). Using the same argument we can 485 show that f (P ) is the concatenation of the paths f ({w 0 , w 1 }), f ({w 1 , w 2 }), . . . , f ({w k−1 , w k }).
486
The representation T * , P * : We define T * as the minimum subtree of T containing all the 487 vertices f (u)|u ∈T . We now turn to the study of the properties of P. We now define a set 488 of paths P * of T * , together with two bijections g :P → P, h : P → P * . 
). Clearly h(P i ) is a sub-path of P i .
493
LetP s = pT (v, u) ∈P S where v is a leaf ofT and u is its unique neighbor. Consider the
494
BBR triangle corresponding to v in W(G, C), and consider the common vertex j of the blue 495 edges of this triangle. We define g(P s ) = P j . P j contains f (v). Moreover, by the way f (v) is 496 defined, P j contains at least one edge on the path from f (v) to f (u). We define h(P j ) to be the 497 sub-path of length one of p T * (f (v), f (u)) containing f (v). Clearly h(P j ) is a sub-path of P j .
498
It is easy to see that g and h are bijections, and T * , P * T, P . To see that T ,P
499
T * , P * , we observe that T ,P can be obtained from T * , P * by a) contracting all the edges show that T * , P * ∼ = T, P . We know that every path h(P i ) is a sub-path of P i . Therefore,
Indeed, assume that 507 P i ∼ P j and h(P i ) ∩ h(P j ) = ∅. As h(P i ) and h(P j ) are non-trivial, we have
contradicting the fact that T * is a subtree of T .
510
We are now ready to prove our main result 511 Theorem 4.2 If n > 4 the following statements are equivalent:
513
(ii) (G, C n ) has a unique minimal representation satisfying (P 3) which is a planar tour of a weak 514 dual tree of G. (iii) G is Hamiltonian outerplanar and every face adjacent to the unbounded 515 face F is a triangle having two edges in common with F , (i.e. a BBR triangle).
516
Proof: (i) ⇒ (ii) Holds by Theorem 4.1.
517
(ii) ⇒ (iii) Consider a planar tour representation T, P . We show that EPT(P) is a Hamil-518 tonian outerplanar graph. As P is a tour ENPT(P) is a ring, therefore EPT(P) is Hamiltonian.
519
It remains to show that no chords of this ring are crossing. Assume that two chords {i, k} and 520 {j, l} are crossing. Then the vertices appear in the order i, j, k, l on the ring. A short path of 521 a tour intersects only its two neighbors in the ring, thus not an endpoint of a chord. Therefore 522 P i , P j , P k , P l are long paths. For m ∈ {i, j, k, l}, let v m,1 and v m,2 be the endpoints of P m .
523
Assume without loss of generality that v i,1 is the first vertex among these, encountered during 524 the DFS traversal corresponding to the tour, and let u ∈ split(P i , P k ). v j,1 , v j,2 from v l,1 , v l,2 in T . Therefore P j ∩ P l = ∅, a contradiction to the assumption that {j, l} 528 is a chord.
529
(iii) ⇒ (i) Assume that G is outerplanar with faces adjacent to the unbounded face being
530
BBR triangles. G is K 4 -free [19] , thus satisfies (P 2). Moreover, every edge of C is in (exactly)
531
one BBR triangle, therefore (P 1) holds. The planar tour of the weak dual tree of G is a 532 representation of (G, C). This representation satisfies (P 3) because every edge-clique of size 3 533 contains one short path whose incident edges are blue. where a cherry is a sub-graph of a tree isomorphic to a P 3 whose leaves are leaves of the tree.
542
For both cases we provide polynomial-time algorithms to find these representations. We also
543
show that if assumption (P 3) is relaxed, such a representation can not be found in polynomial 544 time, unless P = NP.
545
A natural direction of research is to investigate the relation of the class of ENPT graphs 546 with other graph classes, in particular with EPT. It is easy to see that ENPT \ EPT = ∅; for 547 example consider the wheel W 5,1 = C 5 + K 1 : it is not an EPT graph but is an ENPT graph.
548
On the other hand, we believe that EPT \ ENPT = ∅. In [10] graphs in VPT ∩ EPT are 549 characterized. Another interesting research topic could be the characterization of the graphs 550 in EPT ∩ ENPT. Lastly, decision/optimization problems restricted to ENPT graphs, such as 551 minimum vertex coloring, maximum stable set, and hardness of recognition of ENPT graphs 552 seem to be major problems to investigate for these graphs. 
