This paper presents the study of possible input variances for modeling the long-term runoff series using artificial neural network (ANN). ANN has the ability to derive the relationship between the inputs and outputs of a process without the physics being provided to it, and it is believed to be more flexible to be used compared to the conceptual models [1] . Data series from the Kurau River sub-catchment was applied to build the ANN networks and the model was calibrated using the input of rainfall, antecedent rainfall, temperature, antecedent temperature and antecedent runoff. In addition, the results were compared with the conceptual model, named IHACRES. The study reveal that ANN and IHACRES can simulate well for mean runoff but ANN gives a remarkable performance compared to IHACRES, if the model customizes with a good configuration.
1.0 INTRODUCTION
Rainfall-runoff models are the standard tools routinely designed for hydrological investigations and they are used for many purposes such as for detecting catchment response towards climatic events, calculations of design floods, management of water resources, estimation of the impact of land-use change, forecast flood and of course for stream flow prediction [2] . Simulating the real-world relationship using the rainfall-runoff models are a difficult task, since various interacting processes that involve in the transformation of rainfall into runoff are complex. Therefore, rainfall-runoff models have been classified into three types [3] in order to overcome the difficulty on simulation, which are the physically, conceptually and metric-based models.
Physically and conceptual-based models are based on physical equations that describe the real system of hydrological system of the catchment [4] . Both models are extreme data demand and composed of a large number of parameters [5] . Therefore, they are difficult to calibrate and facing over parameterization [4, 6] . Metricbased models are based on extracting information that is implicitly contained in a hydrological data without directly taking into account the physical laws that underlie the rainfall-runoff processes [7] . The models are simple since no complex data are needed and easily understood, compared to the other type of models [8] . In this paper, artificial neural network (ANN), which uses the metric based-model, is applied. In recent years, ANN has been successfully used as a rainfall-runoff model [9] [10] [11] [12] [13] [14] . Vos and Rientjes [7] in his paper stated that ANN has advantages over the physical and conceptual models, since it is able to simulate nonlinearity in a system. It also effectively distinguishes relevant from irrelevant data characteristics. Moreover, ANN is non-parametric technique, which means that the model does not require the assumption or enforcement of constraints. Neither, it needs a priori solution structures [15] .
This paper aims to demonstrate the ability of the ANN model to simulate the long range daily runoff series by only using the minimum input information such as rainfall, temperature and antecedent runoff. Hence, the conceptual model named Identification of unit Hydrographs and Component flows from Rainfall, Evaporation and Stream Flow Data (IHACRES) is applied to compare with the ANN model. The performances, abilities and shortcomings of models are discussed.
2.0 MATERIALS AND METHODS

Study Area
The simulating work is carried out using rainfall, temperature, and runoff records from the Kurau River catchment, in the state of Perak. The study area and details of the related meteorological stations are shown in Figure 1 and Table 1 . The statistical indices of each meterological station are shown in Table 2 . At the downstream of the catchment, a dam is located. The dam becomes a main drainage for paddy field and also acts as a source for drinking water. The area of the sub-basin covers approximately 337 km 2 . 
Artificial Neural Network
There are many types of ANN that have been developed, such as multilayer perceptron, radial basis, Kohonen, and Hopfield neural networks. Each type has its own strength and limitation. The study focused on the multilayer perceptron neural network (MLP) model. This model was selected because MLP shows the most promising performance compared to the other types of ANN's models. It is also widely used in the field of hydrology, particularly in the runoff analysis [16] . MLP network can be written as:
Where a is the output of MLP, f is the transfer function, wi is the weights, b is the bias and xi is the input vector (i = 1, 2, …, n). In this study, two-layer feedforward network trained with backpropagation learning algorithm, as shown in Figure 2 is used. The transfer functions used in the hidden layer are tan-sigmoid (TANSIG) and linear transfer function (PURELIN) at the output layer. The details of this MLP architecture were discussed in detail by Hassan [17] .
The input data were divided into two categories, namely training (calibration) and validation periods, as shown in Table 3 . In order to gain the most optimum and efficient MLP networks for daily runoff forecasting, the parameters were adjusted during the training process. The parameters were: 1) input data, 2) algorithm, 3) number of hidden neurons in hidden layer, and 4) learning rate value. Through the preliminary study, the input data for MLP model were arranged into 3 cases. The arrangement is shown in Table 4 , in which {P(t)}is rainfall of the current day, {T(t)}is mean temperature of the current day, {P(t
-1), P(t-2),…, P(t-n)} is antecedent rainfall,{T(t-1), T(t-2),…, T(t-n)}is antecedent temperature and {Q(t-1), Q(t-2),…, Q(t-n)}is antecedent runoff
temperature. The optimum configuration of each parameter is illustrated in Table 5 . 
Application of IHACRES
IHACRES is conducted using the conceptual-based model [18] . It requires between five (5) and seven (7) parameters to be calibrated and it performed well on a board with variety of catchment sizes and areas. The IHACRES model consists of two modules ( Figure  3 ), which are: i) non-linear loss module, where rainfall (rk) due to time step (k) is transforming into effective rainfall (uk) and; ii) linear unit hydrograph module where uk transforms to runoff (xk). These modules can be written as:
Where,
In those equations, sk is the catchment wetness index, ( ) and ( ) are the quick and slow runoff components, ( ) and ( ) are the recession rates for quick and slow storage, and ( ) and ( ) are the fraction of effective rainfall. This transformation is similar to the concept of unit hydrograph theory, in which a configuration of linear storage acting in series and/or parallel in the catchment. In this study, the data of rainfall, temperature, and runoff series become inputs to the IHACRES model, with the similar time period as applied in the MLP model (Table 3 ). 
P(t), P(t-1), P(t-2), P(t-3), P(t-4), P(t-5), P(t-6), P(t-7), P(t-8), P(t-9)
MLP2
P(t), P(t-1), P(t-2), P(t-3), P(t-4), P(t-5), P(t-6), P(t-7), P(t-8), P(t-9), Q(t-1), Q(t-2), Q(t-3), Q(t-4), Q(t-5), Q(t-6), Q(t-7), Q(t-8), Q(t-9)
MLP3
P(t), P(t-1), P(t-2), P(t-3), P(t-4), P(t-5), P(t-6), P(t-7), P(t-8), P(t-9), T(t), T(t-1), T(t-2), T(t-3), T(t-4), T(t-5), T(t-6), T(t-7), T(t-8), T(t-9)
MLP4
P(t), P(t-1), P(t-2), P(t-3), P(t-4), P(t-5), P(t-6), P(t-7), P(t-8), P(t-9), T(t), T(t-1), T(t-2), T(t-3), T(t-4), T(t-5), T(t-6), T(t-7), T(t-8), T(t-9), Q(t-1), Q(t-2), Q(t-3), Q(t-4), Q(t-5), Q(t-6), Q(t-7), Q(t-8), Q(t-9)
Model Evaluation
The evaluation of MLP and IHACRES models during training and validation was checked using the coefficient of correlation (R) and the root mean square error (RMSE), which are defined as:
In which, obs = observed streamflow value; pred = predicted streamflow value; ̅̅̅̅̅ = mean streamflow observed value, and; ̅̅̅̅̅̅̅ = predicted mean streamflow. The closer R value to 1 and RMSE value to 0, the predictions are better.
3.0 RESULTS
The correlation analysis of time series was applied in order to evaluate the effect of antecedent rainfall, temperature and flow. The correlation results are shown in Figure 4 . The auto-and partial autocorrelation statistics and the corresponding 95% confidence bands from lag 1 to 15 were simulated for rainfall (Figure 4a ), temperature ( Figure 4b ) and runoff (Figure 4c ) data series. The figures show that the partial autocorrelation function gives a significant correlation up to lag seven for rainfall, lag seven for temperature, and lag one for flow series data before dropping within the confidence limits. The decreasing trend of partial autocorrelation indicates the dominance of the autoregressive process, which is relative to the moving-average process. Hence, seven antecedent rainfalls and temperatures, and one antecedent runoff must be selected as an input to the MLP model. In order to increase the reliability in input to the MLP model, 9 antecedent rainfalls, temperatures, and runoffs were also selected. The performance of the MLP and IHACRES models as compared with IHACRES by using the values of R and RMSE during the training and validation are shown in Table 6 . During training, MLP4 and MLP2 show a better performance with a higher R value and the lowest RMSE value as compared to the other model. During validation, both models give a satisfied result with R>0. 5 and RMSE<20cumecs. The visual representations of the inspection and comparison between the simulated and observed runoff during validation are shown in Figure 5 . The IHACRES model can captures mean runoff but it is unable to capture most of the peak and low runoffs. Most of the MLP models show a good agreement between observed and simulated runoff. The summary of the performance is illustrated in Table 7 . 
4.0 DISCUSSION
As mentioned in the introduction section, the study aims to demonstrate the ability of the ANN model, namely the MLP model to simulate the long-range daily runoff series by using the minimum input information from the Kurau River sub-catchment. The IHACRES model, which is a conceptual model, was used and become the batch mark to MLP's results. Since ANN is a metric model, identification of the input data selection is an important step. The selected data represents the characteristic of a watershed and meteorological pattern. This study used rainfall and antecedent rainfall as the main variables of the MLP model. In order to test the ability of the model, the study introduced antecedent runoff, current temperature and antecedent temperature as a combination with the main variables.
In order to select a number of antecedents of each input data (rainfall, runoff, and temperature), the correlation analysis was applied. The results (Figure 4 ) reveal nine antecedents of rainfall and temperature and one antecedent runoff were sufficient to be run in this study. The use additional several numbers of antecedent variables are possible to enhance performance of the model [20] . However, it is not recommended to use a many antecedent data because the study by Kuok and Bessaih [21] founds that it will reduce the performance of the ANN model. Therefore, this study only utilized the nine antecedent variables. A record of 6878 days of daily rainfall, temperature and runoff series were selected in order to evaluate the performance of the MLP and IHACRES models. In order to conduct the evaluation, the data were divided into two periods, name as training and validation. During the training period, the result (Table 6) shows an application of rainfall and nine antecedent rainfalls (MLP1) was not sufficient to capture observed runoff, with the lowest R value and a high RMSE value were recorded. This situation gives effect to runoff simulation by MLP1 during the validation period, in which it gives a moderate performance and it is able to capture observed mean and low runoff (Figure 5a ). Adjustment to MLP1, named as the MLP2 model, with the addition of nine antecedent runoffs resulted to a robust performance on the runoff simulation. This model is able to predict mean and based runoff very well during training and validation periods, as shown in Figure 5c . However, MLP2 is unable to detect some peak flows during the validation.
The combination of temperature and antecedent temperature is found not adequate to be used in the MLP's development. These combinations of variables were applied in MLP3 and MLP4. It is revealed that these models were slightly well performed compared to the current MLP models (named as MLP1 and MLP2).
As a conceptual model, the development of the IHACRES model is not customized like the MLP model. Each parameter of IHACRES was calibrated until it achieved the condition given. In this study, IHACRES is not seemed to perform well during the training and validation periods. The model is able to capture mean runoff but it is unable to predict well for base and peak runoff. This is as shown in Figure 5e and Table 7 . 
5.0 CONCLUSION
The performance of ANN using MLP's architecture is evaluated for daily runoff simulation with a long data series. As a case study, the data of Kurau River sub-catchment in Malaysia are used. This study found that the selection of input variables for MLP network can be determined by using the correlation analysis. The results show that the MLP models yield a better performance than the IHACRES model in modeling the rainfall-runoff relationship. Besides, the MLP model has the ability to simulate runoff accurately using rainfall, antecedent rainfall and antecedent runoff data as input variables. Selection of temperature and antecedent temperature data as input variables does not give a large significance toward MLP's performance. This study used the data from one catchment and therefore, for generalization of results further studies must be performed.
