Diferencias finitas para la solución de ecuaciones diferenciales  ordinarias fraccionarias by Pérez Contreras, Pablo José
Sustainable Development Schemes:
A Complex Network Application to
Caldas Region
Esquemas de Desarrollo Sostenible:
Una Aplicación de Redes Complejas a la Región de Caldas
David Angulo Garćıa
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En esta tesis se presenta un algoritmo para la solución numérica de ecuaciones diferenciales
de orden fraccionario Dα∗ x(t) = f(t, x(t)), x(0) = x0. donde D
α
∗ x(t) es la derivada de orden
α en el sentido de Caputo de x(t) para α > 0. El algoritmo está basado en un cambio de
variable que suprime el núcleo presente en los operadores diferencial e integral fraccionarios,
de manera que podemos establecer una cuadratura sencilla de orden 1 para el operador de
integración fraccional. Posteriormente se extiende la aplicación del algoritmo a ecuaciones di-
ferenciales fraccionarias más generales del tipo f(t, x(t), Dβ1∗0x(t), D
β2
∗0x(t), . . . , D
βn
∗0 x(t)) = 0.
Para ambos puntos de vista se plantean ejemplos numéricos que evidencian la eficacia y
conveniencia de la aplicación del algoritmo presentado.
Palabras clave: Cálculo fraccionario; ecuaciones diferenciales fraccionarias; cuadratu-
ra; solución numérica; aplicación.
Abstract
Finite Difference for Solving Ordinary Differential Equations Fractional.
This thesis presents an algorithm for the numerical solution of differential equations of a
fractional order Dα∗ x(t) = f(t, x(t)), x(0) = x0. Where D
α
∗ x(t) is the derivative of order α
in the sense of Caputo of x(t) for α > 0. The algorithm is based on a change of variable
which suppresses this kernel in the differential and integral operators fractional, so that we
can set up a simple quadrature of order 1 for the fractional operator of integration. Later
extending the application of the algorithm to fractional differential equations more generally
of the type f(t, x(t), Dβ1∗0x(t), D
β2
∗0x(t), . . . , D
βn
∗0 x(t)) = 0. For both viewpoints raise numerical
examples that attest to the effectiveness and advisability of the application of the algorithm
presented.
Keywords: Fractional Calculus; fractional differential equations; quadrature; numeri-
cal solution; application.
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1 Introducción
La sabiduŕıa presente en las palabras de Leibniz al contestar “esta aparente paradoja permi-
tirá en el futuro extraer interesantes consecuencias” al cuestionamiento que le hizo L’Höpital
en Septiembre de 1695 acerca del significado de la derivada de orden fraccionario; es en la
actualidad evidente. Una de estas consecuencias es el resultado presentado en esta tesis, que
aunque sencillo y simple, es poderoso. Espero que este pequeño aporte sirva como insumo
para futuros trabajos de otros investigadores en esta rama del cálculo y de las ecuaciones
diferenciales de orden fraccionario y de sus posibles aplicaciones.
La motivación por el estudio de las ecuaciones diferenciales fraccionarias surgió por algunas
alusiones que escuché al respecto de esta ecuaciones por parte del profesor director de esta
tesis y de lecturas que realicé en varios art́ıculos y monograf́ıas, algunos de los cuales están
presentes en la bibliograf́ıa incluida al final de este trabajo.
El nombre cálculo fraccionario se refiere al cálculo en el que las derivadas y las integrales
pueden tener un orden entero, racional, irracional o complejo; este es otro de esos nombres
mal puestos en matemáticas, el cual se presta para que el lector exploratorio lo confunda
con cálculo de operaciones elementales con racionales. Estoy de acuerdo con varios autores
en que este cálculo debió llamarse cálculo de orden arbitrario.
El cálculo fraccionario es tan antiguo como el cálculo clásico, pero su desarrollo se ha visto
condicionado por las dificultades operacionales que este ofrece y en la falta de una interpre-
tación f́ısica adecuada de las condiciones iniciales, de problemas reales, en los que se aplica.
Afortunadamente, después de los valiosos aportes teóricos hechos por Liouville [92], Riemann
[134], Weyl [160], entre otros, Caputo en 1967 [27] a partir de la definición dada por Liouvi-
lle, propuso una definición de derivada fraccionaria que permitió darle interpretaciones a las
condiciones iniciales y de contorno de los problemas de aplicación.
Puede decirse que el auge del cálculo fraccionario, comenzó en la década del 70 del siglo
pasado, y ha tenido un vertiginoso ascenso impulsado por las aplicaciones del mismo en
ingenieŕıa, f́ısica, economı́a, medicina, geoloǵıa, etc., sin embargo, en el cálculo fraccionario
siguen presentes muchos retos para los actuales y futuros investigadores, uno de ellos es la
dificultad, y en la mayoŕıa de los casos, la imposibilidad de lograr soluciones anaĺıticas a los
problemas estudiados bajo la luz de esta rama de las matemáticas.
La imposibilidad antes mencionada ha originado, desde el lado de lo teórico, el uso nuevas
funciones que son generalizaciones de las ya existentes, por ejemplo la función Gamma como
una generalización del factorial y la Función de Mittag-Leffler como una generalización de la
función exponencial. Desde el lado de las aplicaciones, ha motivado el surgimiento de varias
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técnicas o métodos numéricos basados en los ya existentes para el cálculo de orden entero y
otras totalmente novedosas, algunas de las cuales pueden verse en [44].
Esta tesis hace un aporte desde el punto de vista de lo numérico. El tema surge después
de alguna exploración hecha en los trabajos presentes en varias monograf́ıas y art́ıculos
sobre ecuaciones diferenciales de orden fraccionario, de los que nos interesamos por una
idea propuesta por Demirci y Ozalp [36], trabajada también por Shantanu Das [32], la cual
consiste en un cambio de variable que posibilita alivianar la carga de memoria que aporta
el núcleo de la integral presente en las definiciones de los operadores diferencial e integral
fraccionarios.
El resto de esta tesis está organizada en cinco caṕıtulos, empezando por la introducción en
el cual estamos, y los demás se estructuran de acuerdo a lo tratado en ellos como se muestra
a continuación.
En el caṕıtulo dos, esta consignado el desarrollo histórico del cálculo fraccionario, empezando
con las primeras ideas presentes el trabajo de Euler [53] hasta la primera monograf́ıa debida
a K. B. Oldham y I. Spanier [125]. Es este caṕıtulo también se da una lista bastante detallada
de aplicaciones actuales del cálculo fraccionario, se citan brevemente las funciones especiales
surgidas bajo la luz del cálculo fraccionario, se dan las definiciones de los operadores di-
ferenciales e integrales fraccionarios debidas a Riemann-Lioville y a Caputo. Además, este
caṕıtulo contiene una lista de las propiedades de los operadores diferenciales e integrales más
importantes, muchas de las cuales se usaran en el desarrollo de los resultados presentados en
esta tesis. Este caṕıtulo finaliza con un tratamiento histórico y anaĺıtico sobre las ecuaciones
diferenciales fraccionarias, en los que se contemplan la cuestión de la existencia y unicidad
de las soluciones para las mismas.
El caṕıtulo tres lo empezamos formulando y demostrando un teorema que aprovecha la equi-
valencia entre un problema tipo Cauchy y una ecuación integral de Volterra de segundo tipo
con núcleo débilmente singular, que permite solucionar ecuaciones diferenciales fraccionarias
a través de una ecuación integral de orden entero. Este teorema lo tomamos como base para
la consecución de un algoritmo sencillo y poderoso, basado en una cuadratura de tipo rectan-
gular que se propuso para la integral fraccionaria de Riemann-Liouville, el cual se convierte
en el principal aporte de esta tesis. Para el algoritmo logrado se presenta un breve estudio
numérico sobre el orden de convergencia y de error. Concluimos el caṕıtulo sometiendo nues-
tro algoritmo a algunas aplicaciones sobre viscoelasticidad y teoŕıa de materiales, en las que
el desempeño del mismo fue simplemente exitoso.
En el caṕıtulo cuatro, y animados por los buenos resultados obtenidos en el caṕıtulo tres
sobre las ecuaciones diferenciales fraccionarias de un sólo término, es decir, ecuaciones con
una sola derivada de un único orden, nos atrevimos a extender el alcance de nuestro algoritmo
a ecuaciones diferenciales multi-términos, que modelan un número más amplio de fenómenos.
En este caṕıtulo presentamos algunos resultados que nos permiten tratar las ecuaciones
diferenciales multi-términos, como un sistema de ecuaciones diferenciales de un sólo término.
Concluimos el caṕıtulo con algunas aplicaciones en teoŕıa de materiales y de fluidos.
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En el caṕıtulo cinco se presentan las conclusiones y recomendaciones surgidas en la tesis.
2 Preliminares
2.1. Breve Perfil Histórico Del Cálculo Fraccionario.
El cálculo fraccionario al igual que el cálculo convencional tiene aproximadamente tres siglos
de antigüedad pero sólo en las últimas décadas está adquiriendo popularidad en los ámbitos
de la ciencia e ingenieŕıa. La razón del por qué el cálculo fraccionario aún está en desarro-
llo, al parecer radica en que los matemáticos pioneros del cálculo, se dedicaron a llenar los
múltiples vaćıos que teńıan en aquel entonces, el cálculo de orden entero.
La primera alusión escrita de derivadas de orden no entero se encuentra en una carta fe-
chada el 30 de Septiembre de 1695 en la que el marqués de L’Höpital se dirige a Leibniz,





Particularmente, interroga a Leibniz sobre el significado que tendŕıa esta notación en el caso
de ser n = 1/2, a lo que Leibniz responde intuitivamente “esta aparente paradoja permitirá
en el futuro extraer interesantes consecuencias”. Esto dio origen al nombre de cálculo frac-
cionario. En la actualidad se sabe que la pregunta de L’Höpital acerca de la naturaleza de n,
es decir, se sabe n que puede ser cualquier número: racional, irracional o complejo. Resulta
obvio entonces, que el nombre de cálculo fraccionario es inapropiado y engañoso y debeŕıa
cambiarse por “cálculo de orden arbitrario”.
En 1738 Euler [53] introduce por primera vez la generalización de la derivada ordinaria,
observando que la derivada fraccionaria teńıa sentido para tm. Pero fue Lacroix en 1819 [85]
el primero que afrontó de manera formal el cálculo de la derivada fraccionaria, logrando







tm−n, m ≥ n, (2-2)
con n, m ∈ Z.
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Usando el śımbolo de Legendre para la generalización del factorial o función Gamma com-




















, resultado que coincide con el obtenido con la actual definición de
derivada fraccionaria de Riemann-Liouville.
Posteriormente, Fourier [56, 55], en 1822 para una función suficientemente regular, no nece-











f(t) cos(λt− τλ+ pπ
2
)dτ (2-5)
La primera aplicación del cálculo integral de orden fraccionario la presentó Abel [1, 2], quien




















Abel aplica el cálculo integral en la solución de una ecuación que surge en el estudio del
problema de la tautocrońıa; que es el problema f́ısico de determinar la forma de una curva
de modo que el tiempo de descenso de una masa puntual que se desliza sobre ella sin fricción
y bajo el efecto de la gravedad, sea independiente del punto de partida.





la cual se conoce como Ecuación de Abel. Que salvo por el factor 1
Γ(1/2)
, corresponde a la
integral fraccionaria de Riemann-Liouville.
El trabajo de Abel fue inspirador para Liouville, quien en 1832 [92, 93] inicio un estudio
formal de la derivada fraccionaria. Liouville partió de la derivada de orden entero n de la
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función exponencial formulada por Leibniz y lo extendió a las derivadas de orden arbitrario
según el siguiente enfoque
Dpeat = apeat (2-9)
con a constante real y p constante arbitraria. Generalizando este resultado, para una función
f(t) se puede descomponer en un conjunto infinito de funciones exponenciales, llega de














Esta definición se conoce como (primera definición de Liouville) y es aplicable sólo para
aquellos valores de p que hacen que la serie converja.
En un segundo intento Liouville propone la derivada de orden arbitrario para una función













Debido al restringido tipo de funciones que comprenden estas definiciones, las dos fracasaron.
Luego de sus intentos parcialmente exitosos por definir el operador de derivación fraccionaria,







τ p−1f(t+ τ)dτ, <(p) > 0 (2-14)
La cual salvo al factor (−1)p, se conoce hoy d́ıa como (integral faccionaria derecha de orden
arbitrario de Liouville).
2.1 Breve Perfil Histórico Del Cálculo Fraccionario. 7
Riemann en un trabajo fechado 1847 y publicado 1876 [134] utilizó una generalización de la






(t− τ)pf(τ)dτ + ψ(t), <(p) > 0 (2-15)
Debido a que no pudo determinar el ĺımite inferior a de integración, Riemann se vio obligado
a introducir la función complementaria arbitraria ψ(t).
N. Ya Sonine en 1870, citado por Pierantozzi en [128], fue el primero en proponer la actual
definición de integral fraccionaria de Riemann–Liouville, la cual fue perfeccionada por Lau-
rent en 1884 [86]. Estos autores partieron de la fórmula para la integral repetitiva de Cauchy







(t− τ)n−1f(τ)dτ, n ∈ Z, (2-16)







(t− τ)p−1f(τ)dτ, <(p) > 0. (2-17)
En 1867 Günwald [65] y Letnikov en 1968 [89] definieron la derivada de orden arbitrario,
basados en el concepto de cociente incremental, para la cual lograron una generalización













f(t− jh) con n = [α].









(τ − t)p−1dτ, <(p) > 0. (2-19)










conocido como Potencial de Riesz, el cual generaliza la derivada de Riemann-Liouville a
varias variables.
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En 1967 M. Caputo [27] definió la derivada fraccionaria de manera que se pueden interpretar
f́ısicamente las condiciones iniciales presentes en los problemas de aplicación.
Desde entonces el cálculo fraccionario ocupa el interés de muchos matemáticos, cient́ıficos e
ingenieros, y las aplicaciones de éste en diversos campos de la matemática pura y aplicada
son cada vez mayores.
La primera monograf́ıa sobre cálculo fraccionario surgió en el siglo XX Se debe a K. B.
Oldham y I. Spanier [125] que después de una colaboración conjunta que empezó en 1968, la
publicaron en 1974. Hoy d́ıa se cuenta con una serie de textos dedicados al cálculo fraccionario
entre ellos los de Nishimoto 1991 [124], Miller y Ross 1993 [120] Rub́ın 1996 [139], Podlubny
[132], Kilbas et. al [78] y Diethelm 2010 [39], el lector interesado puede consultar los avances
del cálculo fraccional desde 1974 hasta 2011 en el trabajo de Machado-Kiryacova-Mainardi
[100].
2.2. Aplicaciones del Cálculo Fraccionario.
No obstante de que el cálculo fraccionario tiene tres siglos de antigüedad, su desarrollo se ha
logrado en las últimas décadas, puesto que el mismo no hab́ıa alcanzado popularidad en los
campos de la ciencia y la ingenieŕıa. La comunidad de cient́ıficos, ingenieros y economistas,
se han percatado que la no localidad del cálculo fraccionario permite explicar los efectos
distribuidos en la historia de las variables de estudio, cosa que el cálculo clásico (puntual)
no es capaz de hacer. Podŕıa decirse que el cálculo fraccionario entiende y habla el idioma
de la naturaleza de una mejor manera que el cálculo entero véase [116, 80, 155, 79, 78, 132].
Hablamos de la dinámica anómala de numerosos procesos relacionados con sistemas de alta
complejidad que a pesar de cumplir las leyes clásicas, en su interior presentan un compor-
tamiento no – homogéneo descompuesto de manera más o menos aleatoria en componentes
altamente heterogéneos con muy distinta escalabilidad [137, 132, 78]. Actualmente el cálcu-
lo fraccionario está presente en el estudio de la f́ısica en lo que se refiere a teoŕıa de visco
– elasticidad, difusión anómala, teoŕıa electromagnética, teoŕıa de circuitos eléctricos. En
bioloǵıa, en geoloǵıa, f́ısica de la atmosfera, en economı́a, teoŕıa de probabilidades, procesos
estocásticos y en matemáticas en ecuaciones integro – diferenciales, análisis numérico, teoŕıa
de transformadas y funciones especiales. Importantes centros académicos y tecnológicos a
nivel mundial están dedicando muchos esfuerzos al desarrollo de aplicaciones basadas en
calculo fraccionario tales como: Massachusetts Institute of Tecnology (USA), University of
Calif at Berkeley (USA), Harvard University (USA) Max Planck Institute (Alemania), Cen-
tre National de la Recherche Scientifique (Francia) entre otros. Como ejemplos de aplicación
del cálculo fraccionario mencionamos algunos trabajos organizados en el siguiente cuadro
basado en el realizado por Velasco en [156].
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En F́ısica, Electromagnetismo, Termodinámica y Mecánica: la corrección de las ano-
maĺıas producidas por los elementos magnéticos sobre las micropart́ıculas que producen
imágenes mediante la llamada resonancia magnética – Hilfer [69], Sokolov [148], Liu
[94, 95], Agrawal [3], Li-che [91], Khare [76], LeBesnerais et al. [87], Baleanu et al. [14],
Lee-Changi [88], Qin-chen [133], Herrmann [68] y Uchaikin et al. [154]
En la Teoŕıa del Transporte: el flujo de contaminantes transportados por aguas sub-
terráneas que atraviesan muy diversos estratos – Cushman-Ginn [30], Berkowitz et
al.[19], Zaslavsky [164], Metzler-Klafter [119], Zhang et al. [165, 167], Zhang et al.
[166], Huang et al. [71], Bradley et al. [23], Foufoula-Georgiou et al. [54], Yang [162],
Ahmad et al. [4] y Kushwaha et al. [84]
En la Teoŕıa de Materiales: aplicación y control del comportamiento de materiales
viscoelásticos – Glockle-Nonnenmacher [60, 59, 58], Makris-Constantinou [113, 115,
114], Soddemann-Schiessel-Blumen [147], Enelund-Olsson [51], Shimizu-Zhang [144],
Blumen-Gurtovenko- Jespersen [21], Torvik y Bargley [11, 12], Sjoberg-Kari [145],
Wenchang-Tan-Wenxiao-Pan-Mingyu[158], Hayat-Nadeem-Asghar [66], Doehring-Freed-
Carew-Evelyn-Vesely[43], Magin [106], Sabatier et al. , Mainardi [110], finalmente re-
comendamos ver el trabajo de Mainardi [112].
En Teoŕıa de Señales, Teoŕıa del Caos y Fractales: señales que recorren largas distancia
perturbadas por campos magnéticos que le afectan en distinto grado según su posición
a lo largo del tiempo, señales transportadas por tejidos humanos o animales – Jumarie
[75], Hilfer et al. [70], West-Bologna-Grigolini [159], Ozaktas et al. [127], Johansson-
Lowenborg [74], Debnath [33], Grigorenko-Grigorenko [64], Ahmad-Sprott [5], Magin
[102], Li-Peng [90], Tarasov-Zaslavsky [151],Tarasov [150, 149], Ortigueira-Machado
[126], Lu.chen [98], Magin et al. [101], Sheng et al. [143] y Zhao et al. [169].
En Bioloǵıa, Qúımica, Teoŕıa de Control, Economı́a y otros: transferencia de mate-
riales orgánicos entre el exterior y el interior de células y viceversa, transferencia de
medicamentos y/o cosméticos a través de la piel – Losa et al. [97], Debnath [34], Magin
[103, 104, 105, 107, 108], Iomin[72], Klages et al. [81], Tavazoei-Haeri [152], Coussot
et al. [28], Mendes [118], Craiem-Magin [29], Dadras-Hamid [31], Arafa et el. [10],
Skovranek et al. [146] y Wang-Huang-Shen [157].
2.3. Funciones Especiales En El Cálculo Fraccionario
En el cálculo fraccionario interviene algunas funciones que juegan un importante papel en
el mismo ya sea porque hacen parte de algunas definiciones o bien porque hacen parte de
las soluciones de problemas representativos del cálculo de orden arbitrario, tal es el caso de
la función Gamma, la función Beta y las funciones de Mittag-Leffler. Estas funciones están
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definidas en los complejos, pero en esta tesis sólo nos ocuparemos de funciones reales de
variable real. Haremos un tratamiento breve de estas funciones sólo con propósito ilustrativo.
2.3.1. Función Gamma
Euler introdujo una función que generaliza el factorial n! para valores de n no enteros o
complejos tal función se conoce como Función Gamma de Euler y se define a continuación.





es llamada Función Gamma de Euler (o integral de Euler de segundo tipo)
La integral presente en esta definición es convergente para todo x ∈ C, <(x) > 0
Algunas propiedades de la función Gamma son:
Γ(x+ 1) = xΓ(x).











Śı n ∈ N se cumple Γ(n+ 1) = n!.
De la definición se tiene que Γ(1) = 1 y aplicando la propiedad anterior, haciendo
inducción para n = 1,2, 3. . . . , se tiene que
Γ(n+ 1) = nΓ(n) = n(n− 1)! = n!




donde (x)n es el śımbolo de Pochhammer dado por
(x)0 = 1 y (x)n = x(x+ 1) · · · (x+ n− 1), n ∈ N














dz (Representación integral Gaussiana.)
Esta representación se logra haciendo t = z2 en la definición.









Para lectores interesado en otras propiedades de la función Gamma le sugerimos ver [78,
Sección 1.5], [132, Sección 1.1.3] y [52, V. I, Caṕıtulo. 1].
2.3.2. Función Beta
En muchos casos se presentan combinaciones de valores de la función gamma, en tales casos
es recomendable el uso de la Función Beta de Euler que definimos a continuación




tx−1(1− t)y−1dt, x > 0, y > 0 (2-22)
es llamada Función Beta de Euler (o integral de Euler de primer tipo)
Para x, y reales positivos se verifican las siguientes propiedades para la función Beta
Simetŕıa.
B(x, y) = B(y, x).
Esta propiedad se sigue de forma inmediata de la definición.
Representación como integral trigonométrica.
B(x, y) = 2
∫ π/2
0
cos2x−1 z sen2y−1 zdz
Śı se hace t = (cos z)2 entonces dt = −2 cos z · sen z · dz, sustituyendo estos valores en
la definición e invirtiendo los ĺımites de integración se logra el resultado.




Si utilizamos la representación Gaussiana de la función Gamma junto con coordenadas
















cos2x−1 z sen2y−1 zdz
= Γ(x+ y)B(x, y)
Otros aspectos interesantes de la función Beta se pueden encontrar en el apéndice A.2
de [110, Pág. 165].
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2.3.3. Función De Mittag-Leffler.
La función de Mittag-Leffler denotada por Eα(x) con α > 0 fue introducida a inicio del siglo
XX por el matemático sueco Gösta M. Mittag-Leffler [121] y sus propiedades son estudiadas
por Mittag-Leffler en [121, 122, 123] y por Wiman en [161]. La función de Mittag-Leffler se






, x ∈ C, <(α) > 0. (2-23)
La función de Mittag-Lefller es una generalización de la función exponencial que juega un
papel fundamental en muchas aplicaciones del cálculo fraccional. En realidad se trata de un
conjunto de funciones y por eso debemos hablar de las funciones de Mittag-Leffler.
Para algunos valores particulares de α tenemos que
E1(x) = e
x, E2(x) = cosh(
√
x) y







n), n ∈ N, x ∈ C.













, <(α) > 0, β, x ∈ C. (2-24)
Además de las ya mencionadas, se dispone de otras funciones de tipo Mittag-Leffler tales
como función de Miller-Ross, función de Rabotnov, función de Prabhakar. El lector intere-
sado en las propiedades y caracteŕısticas de las funciones de Mittag-Leffler puede consultar
Mainardi [110, Apendice E], Podlubny [132, Sección 1.2.], Kilbas et al. [78, Sección 1.8.],
Dzherbashyan [45, Caṕıtulo III], Edérlyi [52, V III, Sección 18.1].
2.4. Operadores Fraccionarios
La curiosidad por entender el significado de la derivada de orden 1/2 hizo que varios ma-
temáticos se interesaran por muchos años en formular una definición apropiada de la derivada
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de orden fraccionario, pero como esta fue esquiva, centraron su atención en la integral frac-
cionaria.
El primer avance significativo en pro de la formalización del cálculo fraccionario, fue el de
la integral fraccionaria, para la que a partir de la integral repetitiva de Cauchy y la función
gamma como generalización del factorial, se logró una definición universalmente aceptada.
Aśı pues, el orden natural en que se desarrolló el cálculo de orden entero, se ve inverti-
do en el cálculo fraccionario al definir primero el operador integral de orden arbitrario y
posteriormente se define el operador diferencial fraccionario como su inverso izquierdo.
2.4.1. Operador integral y diferencial fraccionario de
Riemann-Liuoville
En las definiciones y propiedades que se contemplarán en esta sección asumiremos que las
funciones serán sumables, definida en un intervalo finito de números reales dado, es decir,
[a, b] ∈ R, α ∈ R+, n = −[−α] = dαe,
donde [·] y d·e son los operadores parte entera y parte entera superior respectivamente.
Definición 2.3. El operador integral de Riemann-Liouville de orden α > 0 de una función













(t− x)α−1f(t)dt (x < b; α > 0) (2-26)
donde Γ es la función gamma de Euler.
Cuando α = n ∈ N estas integrales coinciden con las clásicas y se reducen a una única

































(t− x)n−1f(t)dt, x < b.
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Observación 2.1. Resaltamos que a diferencia del caso entero en el que los operadores
diferenciales e integrales son puntuales o locales, los operadores de integración y de diferen-
ciación de Riemann-Liouville, aśı como todos los demás operadores de orden fraccionario,
tienen la propiedad de no localidad o de memoria, puesto que el núcleo de la integral presente
en ellos, registra la información de todos los valores que tome la función dada a lo largo del
intervalo de integración.
Definición 2.4. El operador diferencial de Riemann-Liouville de orden α > 0 de una función















(t− x)n−α−1f(t)dt, (n = [α] + 1; x < b) (2-28)
Aqúı D es el operador diferencial ordinario.





(Dnb−f)(x) = (−1)nf (n)(t).
Las integrales presentes en la definición (2.5) son válidas para f ∈ Lp(a, b), 0 ≤ p < ∞, y
las derivadas en la definición (2.4) existen si f ∈ AC [α].
Una extensión de integrales anteriores a todo el eje real fue hecha por Liuoville, las cuales
se conocen como integrales de Liouville o también integrales de Weyl.
Definición 2.5. Los operadores fraccionarios de Liouville (o de Weyl) de orden α > 0 de



























(t− x)n−α−1f(t)dt; x ∈ R (2-32)
donde D es el operador diferencial ordinario.
2.4 Operadores Fraccionarios 15
Para el caso de funciones de más de una variable, las condiciones que se acaban de exponer
para los operadores unidimensionales, deben cumplirse para las funciones y las variables
de integración consideradas. Aśı las definiciones anteriores para las integrales de Riemann-
Liouville toman la forma.
(a+I
α













(τ − t)α−1f(τ, x)dτ (t < b; α > 0) (2-34)
y las definiciones para las derivadas de Riemann-Liouville quedan
(a+D
α

















(τ − t)n−α−1f(τ, x)dτ, (n = [α] + 1; t < b). (2-36)
Definición 2.6. El operador diferencial de Caputo de orden α > 0 de una función f ∈






(t− τ)n−α−1fn(τ)dτ, t > a (2-37)
donde n = [α] + 1 y [α] es la parte entera de α.
2.4.2. Algunas propiedades de los operadores fraccionarios de
Riemann-Liuoville.
A continuación haremos una presentación no exhaustiva de algunas propiedades de los ope-
radores fraccionarios de Riemann-Liouville o de Liouville necesarias para el desarrollo de los
caṕıtulos posteriores de este trabajo. Las propiedades se enuncian sin demostración y los lec-
tores interesados en ellas pueden remitirse a las referencias citadas al final de este caṕıtulo.
En adelante consideraremos que las funciones tratadas están definidas en el espacio medible
Lebesgue dado por
Lα(a, b) := {y ∈ L(a, b) : Dαa+y ∈ L(a, b)} (2-38)
donde L(a, b) = L1(a, b) es el espacio de funciones sumables definidas en el intervalo [a, b]
sobre el eje real.
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Definición 2.7. El espacio ACn[a, b] consiste de aquellas y sólo aquellas funciones f(t) que
pueden ser representadas en la forma
















(Dαa+f)(x) = f(x), (2-41)
casi para todo x ∈ [a, b]
Esta propiedad establece que los operadores fraccionarios son operadores identidad cuando
α = 0, es decir,
I0a+f(x) = f(x) y D
0
a+f(x) = f(x).






casi para todo x ∈ [a, b]
Propiedad 2.3. Inverso Izquierdo. Sea f ∈ L1(a, b), entonces
(Dαa+I
α
a+f)(x) = f(x), (2-43)
casi para todo x ∈ [a, b]
Esta propiedad indica que el operador diferencial de Riemann-Liouville es el operador in-
verso izquierdo de su correspondiente operador integral de Riemann-Liouville. En términos
generales, el caso contrario no es necesariamente cierto, tal como lo afirma la siguiente pro-
piedad.








Γ(α− k + 1)
, (2-44)
casi para todo x ∈ [a, b]
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Propiedad 2.5. Sean f ∈ L1(a, b), (Im−αa+ f)(x) ∈ ACn[a, b],β > 0 y n,m ∈ N tales que,










Γ(−α− k + 1)
, (2-45)
casi para todo x ∈ [a, b]










a+ f)(x), α ≤ β, (2-47)
casi para todo x ∈ [a, b]
Propiedad 2.7. Sean f ∈ L1(a, b) m ∈ N tales que (Iαa+f)(x) ∈ ACm−1[a, b] entonces
Dm[Iαa+f)(x)] = (I
α−m
a+ f)(x), α ≥ m, (2-48)
Dm[Iαa+f)(x)] = (I
m−α
a+ f)(x), α ≤ m, (2-49)
casi para todo x ∈ [a, b]
Propiedad 2.8. Sean f ∈ L1(a, b) m ∈ N tales que (In−αa+ f)(x) ∈ ACn+m−1[a, b] entonces
Dm[Dαa+f)(x)] = (D
α+m
a+ f)(x), α ≥ m, (2-50)
casi para todo x ∈ [a, b]
En términos generales esta propiedad es falsa, por ejemplo si usamos la fórmula de Laroix o













que como se puede ver presenta un problema de definición en la función Gamma, más sin




































(b− x)β−α−1 (α ≥ 0) (2-54)
en particular, si β = 1 y α ≥ 0, entonces la derivada fraccional de Riemann- Liouville de







0 < α < 1 (2-55)
en particular, śı α = β, para j = 1, · · · , [α] + 1
(Dαa+(t− a)α−j)(x) = 0; (Dαb−(b− t)α−j)(x) = 0 (2-56)
Observación 2.2. Unas consecuencias un tanto extrañas, a la luz del cálculo clásico, surgen
de esta propiedad, una de ellas muestra que la derivada fraccionaria de Riemann-Liouville
obtenida a partir de (2-52) de una constante no nula, es diferente de cero. Además en (2-56)
se establece que la derivada de la función no constate (t − a)α−j con j = 1, · · · , [α] + 1 es
cero. Estas particulares caracteŕısticas se traducen en dificultades en las aplicaciones f́ısicas
que requieren tales derivadas.





E1,1−α(λt− λa), śı λ ∈ R (2-57)
Dαa+e
λt = λαeλt, śı <(λ) > 0 (2-58)
E es la función de Mittag-Leffler.
Propiedad 2.11. Dado λ ∈ R, α > 0, <(µ) > 0 y γ ∈ C, entonces
Dαa+[(t− a)γ−1Eµ,γ(λ(t− a)µ)] = (t− a)γ−α−1Eµ,γ−α(λ(t− a)µ) (2-59)
y
Dαa+[(t− a)γ−1Eµ,γ(λ(t− a)α)] =
(t− a)γ−α−1
Γ(γ − α)
+ λ(t− a)γ−1Eµ,γ(λ(t− a)α). (2-60)
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2.5. Derivada Fraccionaria de Caputo
Los esfuerzos de Liouville y la contribución de Riemann en la definición actual de derivada
fraccionaria o de Riemann-Liouville, han sido especialmente importantes en el desarrollo del
cálculo fraccionario y el surgimiento de nuevas funciones y aplicaciones basadas en este.
Sin embargo, la definición de derivada fraccionaria de Riemann-Liouville carece de una in-
terpretación y significado f́ısico de las condiciones iniciales presentes en los problemas que
surgieron en aplicaciones modernas y concretas dadas en términos de la derivada tradicional.
Ante las deficiencias de la derivada de Riemann-Liouville respecto a lo acabado de anotar, se
consideró un definición de derivada fraccionaria, (también introducida por Liouville) utiliza-
da por primera vez en este mismo contexto por Michele Caputo en [27, 26] y que es tratada
más recientemente por El-Sayed en [49, 50].
La definición dada por Caputo tiene la clara ventaja de requerir únicamente el conocimiento
de los valores iniciales de la función y de sus derivadas de orden entero.
El operador diferencial de Caputo es ampliamente aplicado en la teoŕıa de la viscoelasticidad
lineal, en la que numerosos trabajos se desarrollaron mediante derivadas fraccionarias que
consideraron la real naturaleza homogénea de los materiales y enunciaron nuevas propiedades
y comportamientos para estos a través de las ecuaciones diferenciales de orden fraccionario
que, sin embargo, necesitaban la formulación de condiciones iniciales f́ısicamente interpreta-
bles que contuviesen f(a), f ′(a), etc.
Definición 2.8. El operador diferencial de Caputo de orden α > 0 de una función f ∈









(t− τ)n−α−1fn(τ)dτ, t > a (2-61)
donde Dαf ∈ L1(a, b) y 0 ≤ n− 1 < α < n
Para funciones de varias variables, debe cumplirse las condiciones para la función f respecto
a la variable de integración y en tal caso se tiene
Definición 2.9. El operador diferencial de Caputo de orden α > 0 de una función f ∈









f(τ, x)dτ, t > a (2-62)
donde Dnf ∈ L1(a, b) y 0 ≤ n− 1 < α < n
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Para funciones de una variable o de varias variables el operador diferencial de Caputo cumple
ĺım
α→0
(Dα∗af)(t) = f(t); ĺım
α→0
(Dα∗af)(t, x) = f(t, x). (2-63)
En el caso de funciones derivables n − 1 veces en a y cuando la derivada de Riemann-














A parte de la interpretación f́ısica de las condiciones de los problemas de aplicación, que ofrece
la derivada de Caputo, se observa que este operador tiene algunas diferencias fundamentales
con el operador diferencial fraccionario de Riemann-Liouville, las cuales enunciamos en las
siguientes propiedades.
Propiedad 2.12. Para α > 0, n− 1 < α < n y k < n, k ∈ N ∪ {0}, se tiene
Dα∗a(t− a)k = 0 (2-65)
Esta propiedad muestra que la derivada fraccionaria de Caputo de una constate es cero.
Para la función de Mittag-Leffler se tiene la derivada fraccional según Caputo.
Propiedad 2.13.
Dα∗aEα,1(λ(t− a)α)] = λEα,1(λ(t− a)α) (2-66)
Otra diferencia importante entre la derivada fraccional de Caputo y la de Riemann-Liouville,
es que el operador diferencial de Caputo podemos intercambiar dichos operadores diferencia-












f (k)(0) = 0, k = n, n+ 1, . . . ,m










f (k)(0) = 0, k = 1, 2, . . . ,m
m = 1, 2, . . . ;n− 1 < α < n
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El operador diferencial de Caputo permite que la propiedad anterior pueda ser extendida
para el caso en que m sea un número real positivo. Efectivamente, Diethlem en el Lema 3.13.
de [39] muestra que el resultado puede extenderse a funciones Cγ. Este lema lo enunciamos
en los siguientes términos.










Las definiciones de Riemann-Liouville y de Caputo admiten distintas clases de funciones
cuyo resultado es el mismo, bajo la aplicación de la derivada fraccionaria de orden α, con















los ck son constantes arbitrarias.
2.6. Ecuaciones Diferenciales Fraccionarias Ordinarias
En esta sección se tratan las ecuaciones diferenciales ordinarias de orden fraccionario. Em-
pezaremos haciendo un recorrido histórico por los métodos y resultados desarrollados y
obtenidos por diferentes autores y concluyendo con los teoremas que garantizan la existencia
y unicidad de las soluciones de tales ecuaciones.
Por su similitud con nuestros intereses, en esta sección parafraseamos varios apartes de las
secciones 3.1 y 3.2 de Kilbas-Srivastava-Trujillo [78].
2.6.1. Breve Recorrido Histórico
Parece ser que el primero que se aventuró en el estudio de las ecuaciones diferenciales frac-






para la que encontró la solución
x(t) = t−1/2e−1/t. (2-73)
En 1925 investigando los extremos del funcional∫ 1
0
F [Dαa+x(t), t]dt, (2-74)
Mandelbrojt [117] 1925, usando la derivada de Riemann-Liouville (2-27), obtuvo como solu-
ción una ecuación diferencial fraccionaria.





x(t), α > 0, (2-75)
donde HDα0+ es el operador diferencial fraccionario de Hadamard que puede se consultado en
Samko-Kilbas-Marichev [141, Sección 18.3] o en Kilbas-Srivastava-Trujillo [78, Sección 2.7],






[Γ(s)ts]αds, γ > 0, (2-76)
En lo que sigue de esta sección nos centraremos en mencionar sólo los avances en ecuaciones
diferenciales lineales o no lineales de orden fraccionario, con derivadas de orden α > 0,
definidas en un intervalo finito [a,b] de números, las cuales tienen la forma
(Dαax)(t) = f [t, x(t)], <(α) > 0, t > a (2-77)
con condiciones iniciales
Dαax(a) = bk, bk ∈ C, k = 1, . . . , n (2-78)
dode n = <(α) + 1 s α 6∈ N y n = α si α ∈ N.
Algunos autores toman el lado derecho de (2-77) con el operador diferencial de Riemann-
Liouville y otros con el operador diferencial de Caputo.
Cuando el problema de valor inicial (2-77)-(2-78), es de orden entero α = n ∈ N se reduce a
x(n)(t) = f [t, x(t)]; x(n−k)(a) = bk; bk ∈ R, k = 1, . . . , n (2-79)
el cual se conoce como Problema de Cauchy para ecuaciones diferenciales ordinarias de orden
n.
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Por analoǵıa con (2-79) a los problemas de la forma (2-77)-(2-78) se les conoce como Pro-
blemas Tipo Cauchy.
El estado del arte muestra una marcada tendencia de los investigadores a no abordar los
problemas tipo Cauchy directamente, sino que lo hacen a través de la ecuación integral no





Γ(α− k + 1)




(t− τ)α−1f [τ, x(τ)]dτ, t > a (2-80)
aśı, la cuestión de la existencia y unicidad de las soluciones es estudiada sobre la ecuación
de Volterra y no directamente sobre el problema (2-77)-(2-83).
Los primero en abordar el estudio los problemas tipo Cauchy (2-77)-(2-83) , fueron Pitcher
y Sowell [129] quienes en 1938 probaron que si una función f es acotada en una región
G ⊂ R× R y cumple la condición de Lipschitz
|f(t, x1)− f(t, x2)| ≤M |x1 − x2| (2-81)
donde M es una constante real positiva que no depende de t, entonces la ecuación integral de
Volterra (2-80) tiene una única solución para 0 < α < 1. Aunque su resultado fue erróneo,
indicaron el camino para abordar los problemas tipo Cauchy a través de una ecuación inte-
gral de Volterra de segundo tipo.
El primero en considerar el problema tipo Cauchy para ecuaciones diferenciales lineales de
orden fraccionario, fue Barrett quien en 1954, en el Teorema 2.1. de su trabajo [16], muestra
que las ecuaciones diferenciales
(Dαa+x)(t)− λx(t) = f(t), n− 1 < <(α) < n (2-82)
con
Dαa+x(a) = bk, bk ∈ C, k = 1, . . . , n (2-83)
donde f ∈ L(a, b) tiene solución única x(t) ∈ L(a, b).
Los problemas de tipo Cauchy para α real son estudiados por primera vez en 1965 por
Al-Bassam en [7], él consideró el problema
(Dαa+x)(t) = f [t, x(t)], 0 < α ≤ 1 (2-84)
I1−αa+ x(a) = b, b ∈ R, k = 1, . . . , n (2-85)
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donde f ∈ C[a, b]. En este trabajo Al-Bassam a través del método de aproximaciones suce-
sivas, redujo el problema tipo Cauchy (2-84)-(2-85) a la ecuación integral (2-80) y mediante
el método de mapeo contractivo logra probar la existencia y unicidad de la solución de la
ecuación integral de Volterra que logro.
Al-Bassam en [6, 8] estudia problemas tipo Cauchy mas generales para valores reales de
α > 0. Él considera el problema
(Dαa+x)(t) = f [t, x(t)], n− 1 < α ≤ n, n ∈ N (2-86)
(Da+α−kx)(a+) = bk, bk ∈ R, k = 1, . . . , n, (2-87)
para ecuaciones diferenciales lineales y no lineales.
En 1968 Dzherbashyan y Nersesyan en [46] estudiaron el problema tipo Cauchy lineal más
general
(Dσx)(t) = f(t), (Dσkx)|t=0 = bk, k = 0, 1, . . . , n− 1 (2-88)
donde (Dσx)(t) es la derivada secuencial en el sentido de Riemann-Liouville dada por




σn−k−1x)(t) + an(t)x(t) (2-89)
con términos
Dσk = Dαk−10+ D
αk−1




aj − 1; k = 1, . . . , n; j = 0, 1, . . . , n (2-91)
αk = σk − σk−1; α0 = σ0 + 1; k = 1, . . . , n. (2-92)
En este trabajo Dzherbashyan y Nersesyan probaron que para α0 > 1 − αn el problema
(2-85) tiene una única solución continua en el intervalo [0, d].
En 1996 Delbosco y Rodino en [35] estudiando el problema tipo Cauchy no lineal
(Dα0+x)(t) = f(t, x(t)); x
(n)(0) = xk ∈ R; k = 0, 1, . . . , [α] (2-93)
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con 0 ≤ t ≤ T , α > 0 y f continua en [0, 1] × R, prueban, mediante el uso del teorema del
punto fijo de Schauder, la equivalencia de (2-86) con la ecuación integral de Volterra (2-80).
Ellos prueban, además, que si f cumple la condición de Lipschitz
|f(t, x1)− f(t, x2)| ≤
M
tσ
|x1 − x2|, (2-94)
entonces el problema (2-86) tiene una única solución continua en [0, 1].
En 1998 Hayek et al. [67] estudiaron el sistema de ecuaciones diferenciales lineales que
consiste del problema tipo Cauchy
(Dα0+x)(t) = f(t, x(t)) = A(t)x(t) +B(t), x(a) = b, 0 < α ≤ 1; a > 0; b ∈ Rn (2-95)
del cual probaron que si f(t, x(t)) es continua y Lipschitziana respecto a x, entonces tiene
una único vector solución continuo x(t).
Puede decirse que a partir del trabajo de Al-Bassam [7], autores como Podlubny [132], Boni-
lla [22], Kilbas [78], Diethelm [38], Gorenflo y Mainardi [61], Gorenflo [62], Luchko y Gorenflo
[99], entre muchos otros, han abordado el problema de la existencia y unicidad de solucio-
nes a problemas tipo Cauchy Lineales y no lineales, a través del estudio de las ecuaciones
integrales de Volterra, correspondiente a cada uno de ellos, y los resultados obtenidos para
está han sido extendidos a su respectivo problema tipo Cauchy.
Diethelm [38] y Kilbas [78] prueban la existencia y unicidad de la solución de problemas tipo
Cauchy generales que hab́ıan sido considerados inicialmente por Al-Bassam [6, 8]. Ellos prue-
ban la existencia y unicidad de la solución de problemas del tipo (2-86)-(2-87) para funciones
f continuas y Lipschitzianas. La prueba se basa en reducir el problema (2-86)-(2-87) a la
ecuación integral de Volterra (2-80) para después aplicar el teorema del punto fijo de Banach.
Hoy en d́ıa son numerosos los trabajos de muchos autores que abordan los problemas tipo
Cauchy lineales y no lineales con derivada de Caputo, por ejemplo Gorenflo y Mainardi [61],
Gorenflo y Rutman [63], Gorenflo et al. [62], Luchko y Gorenflo [99], Diethelm y Ford [41],
probando la existencia y unicidad de la solución de problemas tipo Cauchy para 0 < α < 1
(Dα∗0+x)(t) = λx(t) + f(t), 0 ≤ t ≤ b, λ < 0; x(0) = b, b ∈ R. (2-96)
2.6.2. Problemas Tipo Cauchy Generalizados
Kilbas y Marzan [77] estudian problema tipo Cauchy mas general que (2-77) y (2-78) cuya
forma es




a+x)(t), · · · , (D
αn−1
a+ x)(t)], α ∈ C; <(α) > 0 (2-97)
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donde 0 < <(α1) < <(α2) < · · · < <(αn−1).
Otras generalizaciones del problemas (2-77)-(2-78) son estudiadas por varios autores en los
que citamos a Kilbas et al. [78, Sección 3.2.4] quienes estudian el problema tipo Cauchy




a+x)(t), · · · , (D
αl
a+x)(t)] (2-98)
(Dα−ka+ x)(a+) = bk, bk ∈ C, k = 1, . . . , n, (2-99)












f [τ, x(τ), (Dα1a+x)(τ), (D
α2
a+x)(τ), · · · , (Dαla+x)(τ)]dτ
(t− τ)1−α
, t > a (2-100)
prueban que si f cumple las hipótesis del Teorema 3.7., entonces (2-98)-(2-99) tiene una
única solución x(t) ∈ Lα(a, b).
Diethelm en [39, Teorema 8.1] considera el problema tipo Cauchy generalizado









0 , k = 0, 1, . . . , dαne − 1 (2-102)
donde 0 < α1 < · · · < αn−1 < αn, αk − αk−1 ≤ 1; para todo k = 2, 3, . . . , n. Diethelm [39,
Teoremas 8.7 - 8.8 - 8.11] prueba que si f cumple una condición de Lipschitz respecto a
todas las variables, excepto para la primera, entonces el problema (2-101)-(2-102) tiene una
única solución continua en el intervalo [0, h].
Podlubny en [132, Sección 3.1] retoma el problema tipo Cauchy general (2-88) tratado
originalmente por Dzherbashyan y Nersesyan en [46] y en el Teorema 3.2. prueba que si
f ∈ L1(0, T ), entonces (2-88) tiene una única solución x(t) ∈ L1(0, T ).
Otros autores que han trabajado problemas tipo Cauchy generalizados son: Edwards-Ford y
Simpson [47], Diethelm- Ford y Freed [42], Álvarez y Lizama [9], Yin Yang [163], Rostamy-
Alipour-Jafari y Baleanu [138], El-Sayed-El-Mesiry y El-Saka [48], Diethelm [37, 40].
A continuación mostramos algunos resultados concernientes a la existencia y unicidad de la
solución de problemas tipo Cauchy.
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2.7. Existencia y Unicidad De Las Soluciones De
Problemas Tipo Cauchy.
El propósito de esta sección es mostrar la existencia y unicidad de la soluciones de proble-
mas tipo Cauchy (2-86)-(2-87), para ello, primero citaremos algunos resultados y conceptos
preliminares tomados de la bibliograf́ıa citada, para mostrar la equivalencia de este tipo de
problemas con la ecuación integran de Volterra (2-80) y finalmente nos referimos a la exis-
tencia y unicidad de las soluciones de este tipo de problemas.
Para no andar a ciegas, debemos dar certeza de que por lo menos los problemas tipo Cauchy
(2-86)-(2-87) tienen solución.
Teorema 2.1. Asúmase que f ∈ C[R0, R] donde R0 = [(t, x) : 0 ≤ t ≤ a y |x − x0| ≤ b] y
sea |f(t, x)| ≤ M en R0, entonces existe al menos una solución al problema (2-86)-(2-87)









El Teorema 2.1 es tratado por varios autores como Kilbas [78], Podlubny [132] y por Demirci
[36] entre otros. Su importancia central en este estudio es que la continuidad y acotación de
la función f en el conjunto considerado garantiza la existencia de solución de problemas tipo
Cauchy en el rango especificado.
Lema 2.1. a). Los operadores de integración fraccional Iαa+ y I
α
b− con α > 0 son acotados
en Lp(a, b) (1 ≤ p ≤ ∞) :







b). Śı 0 < α < 1 y 1 < p < 1/α, entonces los operadores Iαa+ y I
α
b− son acotados de Lp(a, b)
en Lq(a, b), donde q = p/(1− αp)










Γ(α− j − 1)
(t− a)α−j (2-104)
casi para todo t ∈ [a, b].








Lema 2.2. Śı α > 0 y f(t) ∈ Lp(a, b) (1 ≤ p ≤ ∞), entonces se tienen las equivalencias
(Dαa+I
α




b−f)(t) = f(t) (α > 0) (2-106)
casi para todo t ∈ [a, b].












casi para todo t ∈ [a, b].
En particular, cuando β = k ∈ N y α > k, entonces
(DkIαa+f)(t) = I
α−k
a+ f(t) y (D
kIαb−f)(t) = (−1)kIα−kb− f(t) (2-108)
(Dα−ka+ f)(a+) = ĺım
x→a+
(Dα−ka+ f)(t) 1 ≤ k ≤ n− 1, (2-109)
(Dα−na+ f)(a+) = ĺım
t→a+
(In−αa+ f)(t) (α 6= n); (D0a+f)(a+) = f(a) (α = n) (2-110)
2.8. Equivalencia Entre El Problema Tipo Cauchy Y La
Ecuación Integral De Volterra
El propósito de esta sección es mostrar la equivalencia entre el problema tipo Cauchy dado
por
(Dαa+x)(t) = f [t, x(t)] (α > 0) (2-111)
(Dα−ka+ y)(a+) = bk, bk ∈ R, (k = 1, · · · , n = −[−α]), (2-112)





Γ(α− j + 1)




(t− τ)α−1f [τ, x(τ)]dτ ; (t > a) (2-113)
Teorema 2.2. Sean α > 0, n = −[−α]. Sea G un conjunto abierto en R y sea f : (a, b]×G→
R una función tal que f [t, x(t)] ∈ L(a, b) para cualquier x ∈ G.
Śı x(t) ∈ L(a, b), entonces x(t) satisface las relaciones (2-111) - (2-112) śı, y sólo śı, x(t)
satisface la ecuación integral (2-113)
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Demostración. Necesidad. Sea x(t) ∈ L(a, b) y supongamos que se satisfacen (2-111)-
(2-112). Puesto que f [t, x(t)] ∈ L(a, b) entonces de (2-111) se tiene (Dαa+x)(t) ∈ L(a, b).
De acuerdo con la definición de derivada fraccionaria (2-27), además considerando n = α
resulta
(Dαa+x)(t) = D
n(In−αa+ x)(t); n = −[−α]; (I0a+x)(t) = x(t) (2-114)










Γ(α− j + 1)
(t− a)a−j; xn−a(t) = (In−αa+ x)(t) (2-115)




a+ x)(t) = (D
α−j
a+ x)(t) (2-116)












Γ(α− j + 1)
(t−a)a−j (2-117)
por el Lema 2.1, la integral (Iαa+f [τ, x(τ)])(t) ∈ L(a, b) para algún t ∈ [a, b].
Aplicando el operador Iαa+ a ambos lados de (2-111) y por las definiciones (2-25) y (2-117),
obtenemos la ecuación (2-113), y aśı concluimos con la primera parte de la prueba





Γ(α− j + 1)
(Dαa+(τ − a)a−j)(t) + (Dαa+Iαa+f [τ, x(τ)])(t)
De aqúı, en concordancia con la formula (2-56) y el Lema (2.2), podemos obtener la ecuación
(2-111).
Ahora mostraremos que la relación (2-112) también se da. Para lo anterior, apliquemos el
operador Dα−ka+ (k = 1, · · · , n) a ambos lados de (2-113). Śı 1 ≤ k ≤ n − 1 entonces, de





Γ(α− j + 1)





Γ(k − j + 1)












(t− τ)k−1f [τ, x(τ)])dτ (2-118)











(t− τ)n−1f [τ, x(τ)])dτ (2-119)
tomando limite cuando t → a+ en (2-118) y (2-119), obtenemos la relación (2-112). Esto
prueba la suficiencia y de paso completamos la demostración del presente teorema
El Teorema 2.2 es tomado de [78, Teorema 3.1 ] y la prueba del Teorema 2.3 es basada en
[78, Teorema 3.3].
2.9. Existencia y Unicidad De Las Soluciones De Las
Ecuaciones Diferenciales Fraccionarias.
Para mostrar la existencia y unicidad de las soluciones de problemas tipo Cauchy con de-
rivadas de orden fraccionario en el espacio Lα(a, b) definido en (2-38); recurriremos a la
equivalencia que muestra el teorema 2.2 entre un problema tipo Cauchy (2-111) - (2-112) y
su correspondiente ecuación integral de Volterra (2-113). La demostración estará apoyada
en el teorema del punto fijo de Banach y la condición Lipschitciana de f [t, x] respecto a la
segunda variable: Para todo t ∈ (a, b] y todo x1, x2 ∈ G ⊂ R,
|f [t, x1]− f [t, x2]| ≤ A|x1 − x2| (A > 0) (2-120)
donde (A > 0) no depende de t ∈ [a, b].
Teorema 2.3 (Teorema del punto fijo de Banach). Sea (U, d) un espacio métrico completo,
sea 0 ≤ p < 1, y sea T : U → U un operador tal que, para todo u, v ∈ U , se da la relación
d(Tu, Tv) ≤ pd(u, v) (0 ≤ p < 1).
Entonces el operador T tiene un único punto fijo u∗ ∈ U.
Además, si T k (k ∈ N) es la sucesión de operadores definidos por
T 1 = T y T k = TT k−1 (k ∈ N/{1}),
entonces, para cualquier u0 ∈ U, la sucesión {T ku0}∞k=1 converge al único punto fijo u∗.
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La demostración del siguiente teorema se basará en el teorema de punto fijo de Banach y en
el método de aproximaciones sucesivas de Picard.
Teorema 2.4. Sea α > 0, n = −[−α]. Sea G un conjunto abierto en R y sea f : (a, b]×G→
R una función tal que f [t, x] ∈ L(a, b) para cualquier x ∈ G con la condición de Lipschitz
(2-120).
Entonces existe una única solución x(t) al problema tipo Cauchy (2-111) - (2-112) en el
espacio Lα.
Demostración. Para demostrar la existencia de una única solución x(t) ∈ L(a.b) para (2-
111) -(2-112) según el Teorema 2.2, es suficiente mostrar que existe una única solución
x(t) ∈ L(a.b) para la ecuación integral de Volterra (2-113) y para esto consideremos el
Teorema 2.3 sobre el espacio métrico completo L(a, t1) con la métrica




Ahora escribamos la ecuación integral (2-113) en la forma x(t) = (Tx)(t), donde











Γ(α− j + 1)
(t− a)α−j (2-123)
Garanticemos que se cumpla
i Śı x(t) ∈ L(a, t1), entonces (Tx)(t) ∈ L(a, t1)
ii Para cualesquiera x1, x2 ∈ L(a, t1) se tiene
||Tx1 − Tx2||1 ≤ P ||x1 − x2||; P =
A(a− t1)α
Γ(α + 1)
en efecto de la proposición (2-123) se sigue que x0(t) ∈ L(a, t1). Puesto que f [t, x] ∈ L(a, b)
por el Lema 2.1, la integral del lado derecho de (2-122) también pertenece a L(a, b) y por
tanto (Tx)(t) ∈ L(a, t1) luego, se cumple i. Por otra parte si consideramos (2-122) - (2-123)
junto con la condición (2-103), con b = t1, tenemos
||Tx1 − Tx2||L(a,t1) ≤ ||Iαa+[|f [t, x1(t)]− f [t, x2(t)]|]||L(a,t1)
≤ A||Iαa+[|x1(t)− x2(t)|]||L(a,t1)





es decir, cumple ii. Por lo tanto, para 0 < P < 1 se cumplen las condiciones del teorema del
punto fijo de Banach y por consiguiente la ecuación integral (2-113) tiene una única solución
x∗(t) ∈ L(a, t1) en el intervalo [a, t1].
En concordancia con la ecuación (2-113) y el Teorema 2.3, la solución x∗ se obtiene como












||Tmx∗0 − x∗||L(a,t1) = 0 (2-124)
donde x∗ es una cierta función en L(a, b). Śı en la condición inicial (2-112) al menos un
bk 6= 0 podemos tomar x∗0(t) = x0(t) con x0(t) definido en (2-123) y denotando xm = Tmx∗0
podemos escribir la sucesión anterior como









||xm − x∗||L(a,t1) = 0 (2-125)
Con un razonamiento similar al anterior podemos encontrar una única solución para (2-113)
sobre intervalos [ti, ti+1] con ti+1 < b y ti+1 = ti + hi, hi > 0 y concluir que existe una única
solución x∗(t) ∈ L(a, b) para la ecuación integral (2-113) en el intervalo [a, b]
Por último, mostremos que esta única solución pertenece al espacio Lα(a, b). De acuerdo con
(2-38) es suficiente probar que (Dαa+x)(t) ∈ L(a, b). Por lo probado anteriormente, la solución
x(t) ∈ L(a, b) es el ĺımite de la sucesión xm(t) ∈ L(a, b),
ĺım
m→∞
||xm − x||1 = 0. (2-126)
Con la elección de un cierto xm en cada [a, t1], · · · , [tL−1, b] por (2-111) y (2-120) tenemos




||Dαa+xm −Dαa+x||1 = 0 (2-128)
y por lo tanto (Dαa+x)(t) ∈ L(a, b). Esto concluye la prueba.
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Observación 2.3. En los próximos dos caṕıtulos consideraremos que el intervalo donde
vivirá la variable t será [a, b] = [0, T ], t ≤ T y en orden de las derivadas a considerar será
α ∈ R, α > 0.
Para el desarrollo del presente caṕıtulo nos apoyamos en los trabajos de Kilbas et al.[78],
Podlubny [132], Diethelm [39] y Mainardi [110], aśı como en las tesis doctorales de Pierantozzi
[128] y Velasco [156].
3 Un Eficiente Y Sencillo Algoritmo
Para La Solución De Ecuaciones
Diferenciales De Orden Fraccionario
En este trabajo presentamos y discutimos un algoritmo para la solución numérica de ecua-
ciones diferenciales de orden fraccionario Dα∗ x(t) = f(t, x(t)), x(0) = x0, donde D
α
∗ x(t) es la
derivada de orden α en el sentido de Caputo de x(t) para α > 0. El algoritmo está basado
en un cambio de variable que suprime el núcleo de la integral fraccionaria, de manera que
podemos establecer una cuadratura sencilla de orden 1 para el operador de integración frac-
cionario. Se dan ejemplos numéricos que muestran la eficacia y conveniencia de la aplicación
de nuestro algoritmo.
3.1. Generalidades
El cálculo fraccionario es una teoŕıa de integrales y derivadas de orden arbitrario (real o com-
plejo) que en los últimos tiempos ha tenido un vertiginoso avance en aplicaciones propias de
ciencias, ingenieŕıa y economı́a. Por ejemplo Sabatier y Agrawal [140] hacen una recopilación
de publicaciones del cálculo fraccionario en f́ısica e ingenieŕıa; Hilfer en [69] muestra varias
aplicaciones en f́ısica; Baleanu en [15] muestran aplicaciones del cálculo fraccionario en na-
notecnoloǵıa y Jiao, Chen y Podlubny en [73] recoge varias aplicaciones y sus simulaciones
con cálculo fraccionario.
En el cálculo fraccionario se presentan muchas dificultades operacionales como la imposibi-
lidad de hallar soluciones anaĺıticas para la mayoria ecuaciones diferenciales no homogéneas
de orden fraccionario. Como respuesta a estas dificultades han surgido muchas aproxima-
ciones, técnicas numéricas [39, 111] y métodos de descomposición [39, 20]. En [13] se hace
un tratamiento de los más importantes métodos numéricos para cálculo fraccional, hasta la
fecha de su publicación.
En este trabajo tomaremos el concepto de trasformación de escala propuesto por Shantanu
Das en [32] y tratado independientemente por Demirci y Ozalp en [36], consistente en un
cambio de variable que posibilita librarse del núcleo de la integral de orden fraccionario, y en
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consecuencia de la memoria que este aporta a dicha integral. Posteriormente transformaremos
un problema tipo Cauchy en una ecuación integral de orden entero para la cual presentamos
un algoritmo que permite la solución numérica del problema original.
3.2. El problema
Abordaremos el problema de valor inicial de orden fraccionario o Problema tipo Cauchy{
Dα∗ x(t) = f(t, x(t))
x(0) = x0
(3-1)
con f ∈ C([0, T ]×R,R), α > 0.
Puesto que f cumple con las hipótesis del Teorema 2.4, tiene una única solución. La certeza
de la existencia de la solución a este problema de valor inicial nos permite concentrarnos con
toda tranquilidad en determinar tal solución, que como dijimos antes en esta tesis, se hara
mediante el desarrollo un método numérico que solucione el problema (3-1). Para la solución
que pretendemos darle al problema de valor inicial planteado, nos apoyaremos en el Teorema
2.2 el cual establece que (3-1) es equivalente a la ecuación integral de Volterra de segundo
tipo de orden fraccionario con núcleo débilmente singular [78, 132] (2-113). Además, como
en [39, Lema 5.2] se prueba que la suma presente en el lado derecho de (2-113) corresponde a
la condición inicial del problema tipo Cauchy planteado, podemos poner la ecuacion integral
de Volterra citada en la forma





(t− τ)α−1f(τ, x(τ))dτ, t ∈ [0, T ] (3-2)
con lo que podemos afirmar que toda solución de (3-1) es solución de (3-2) y viceversa, (la
integral en (3-2) es la de Riemann-Liouville).
Basados en este resultado clásico proponemos la solución al problema (3-1) a través del
siguiente teorema.
Teorema 3.1. Sean α > 0, n = −[−α]. Sea G un conjunto abierto en R y sea f : (a, b]×G→
R una función tal que f(t, x) ∈ L(a, b) para cualquier x ∈ G.
Śı x(t) ∈ L(a, b) entonces, el problema de valor inicial de orden fraccionario (3-1), tiene
solución dada por la ecuación integral de orden entero





f [t− (tα − s)1/α, x(t− (tα − s)1/α)]ds. (3-3)
Demostración. De la hipotesis y del Terorema 3.1 de [78] decimos que el problema (3-1) es
equivalente a la ecuación integral de Volterra de segundo tipo
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f [t− v1/α, x(t− v1/α)]dv.
Ahora, sea v = tα − s con lo que, ds = −dv; s(0) = tα; y s(tα) = 0, con estos cambios x(t)
toma la forma (3-3), y como el integrado ya no es una convolución cuyo núcleo era afectado
por en orden α de la derivada, la integral resultante se puede resolver con una técnica de
integración entera apropiada.
Este teorema es una versión mejorada del teorema 5 que Demirci y Ozalp presentan en [36].
Estos autores usan este teorema para calcular soluciones anaĺıticas de ecuaciones diferenciales
fraccionales, dichas soluciones aunque buenas, se alejan bastantes de las soluciones verdade-
ras. Nosotros usaremos el Teorema 3.1 para obtener un esquema iterativo que solucione de
manera numérica las ecuaciones diferenciales fraccionales de tipo (3-1)
3.3. El algoritmo
En esta sección escribiremos un algoritmo que permite solucionar de manera numérica el
problema de valor inicial de orden fraccionario (3-1) a través del Teorema 3.1. El algoritmo
que proponemos se traduce en un método numérico iterativo independiente del orden alpha
(α ∈ R > 0) de la derivada.
Partamos de la ecuación (3-3), y digamos que la solución de (3-1) es





f [tn − (tαn − s)1/α, x(tn − (tαn − s)1/α)]ds. (3-4)
Nótese que las componentes del integrando tienen una forma “complicada”, pero son del
tipo f [t, x(t)], aśı que para lograr una manera simple de mirar cómo se comportan estas
componentes conforme vaŕıa n, vamos a suponer
tn − (tαn − s)1/α = tj (3-5)
para algún 0 ≤ j ≤ n, (n un entero positivo). Ahora, śı ∆t = tn−0
n
es el tamaño del paso en
nuestra discretización, podemos escribir
tn = tj + (n− j)∆t. (3-6)
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Considere k = n− j y observe que 0 ≤ k ≤ n mientas 0 ≤ j ≤ n, si remplazamos la igualdad
(3-5) en la (3-6), podemos escribir (tαn − s)1/α = k∆t, además tn = n∆t, aśı que podemos
obtener una expresión para s que sólo depende de k y de n, tal como se muestra
sk = t
α
n − (k∆t)α = nα∆tα − kα∆tα = [nα − kα]∆tα
es decir,
sk = [n
α − kα]∆tα, 0 ≤ k ≤ n.





2 · · · tαn−2 tαn−1 tαn
Note que cuando k = 0→ sk = tαn y cuando k = n→ sk = 0 = tα0 .
Con todo lo anterior, estamos en disposición para escribir una cuadratura de tipo rectangular
compuesta para la integral presente en (3-4), y de paso obtener nuestra aproximación de la
solución de (3-1) como
































Donde ∆sk viene dado por
∆sk = sk−1 − sk = [nα − (k − 1)α]∆tα − [nα − kα]∆tα = [kα − (k − 1)α]∆tα.
En resumen, el problema de valor inicial de orden fraccionario (3-1) tiene solución numérica
dada por el algoritmo





f [tn+1−k, x(tn+1−k)]∆sk. (3-8)
donde
∆sk = [k
α − (k − 1)α]∆tα.
Este algoritmo es una sencilla pero potente herramienta, que una vez implementado sólo
debe cambiar la función del lado derecho de (3-1) e indicar orden α de la derivada y la
calidad de la aproximación que quiere tener, la cual depende en forma directa de n.
38
3 Un Eficiente Y Sencillo Algoritmo Para La Solución De Ecuaciones Diferenciales De
Orden Fraccionario
3.4. Ejemplos numéricos
Para dar evidencia del rendimiento de nuestro algoritmo, implementaremos en él, los si-
guientes ejemplos y lo contrastaremos con resultados clásicos presentados en la literatura
af́ın.
Ejemplo 1.
Un ejemplo clásico de aplicación del cálculo fraccionario es la ecuación de relajación fraccio-
naria Dα∗ x(t)+ bx(t) = f(t) con x(0) = x0, de la cual trataremos el caso particular estudiado
por Podlubny en [131]
Dαx(t) + x(t) = 1; x(0) = 0, x′(0) = 0 (3-9)
La solución anaĺıtica de este problema está en términos de la función de Mittag-Leffler y es
dada por
x(t) = tαEα,α+1(−tα)
Implementamos con el algoritmo (3-8) la solución numérica de este caso particular de la
ecuación de relajación y el resultado se observa en la figura (3-1). La solución anaĺıtica
x(t) = tαEα,α+1(−tα), no se grafica debido a que está muy próxima a la solución numérica
y no se distinguiŕıan la una de la otra, a cambio de eso, en la figura (3-2) se muestra la
diferencia entre las dos soluciones para α = 1,8 y un tamaño de paso 0,001. Para mostrar












Figura 3-1: Soluciones de Dαx(t) + x(t) = 1; x(0) = 0, x′(0) = 0 para α = 1,8
la convergencia de solución numérica generada con nuestro algoritmo a solución anaĺıtica,
consignamos en la parte superior de la tabla (3-1), los errores relativos calculados a partir
de los vectores soluciones anaĺıtico y numérico para la derivada con el orden que se indica,
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xa(t):Solución anaĺıtica; xn(t):Solución numérica
Figura 3-2: Diferencia entre la solución anaĺıtica x(t) = tαEα,α+1(−tα) y nuestra solución numéri-
ca para α = 1,8 y tamaño de paso 0.001
lo cual hace pensar que la convergencia está influenciada por el orden de la derivada. En la
parte baja de esta misma tabla se lista el orden de convergencia para los tamaños de paso
correspondientes. Los datos en esta última parte de la tabla (3-1) muestran que el orden
de convergencia de nuestro algoritmo es uno, este supuesto lo comprobaremos de manera
numérica, en los ejemplos presentados posteriormente.
Ejemplo 2.
El presente problema tipo Cauchy lo usaremos para controlar nuestro algoritmo y de paso
ahondar un poco más en el análisis numérico del error y en el orden de convergencia del
mismo. Tomaremos el problema de valor inicial, con α > 0






+ 3t2 − t; x(0) = 0, (3-10)
en la que usando la fórmula de Lacroix y las propiedades de la función Gamma, se puede
comprobar con facilidad, que para cualquier valor de α, la solución anaĺıtica es x(t) = 3t2−t.
En la figura (3-3) se muestra la solución anaĺıtica, la solución obtenida con el método usado
por Podlubny en [132] y la obtenida el algoritmo desarrollado en este trabajo. Para este tipo
de funciones que contienen a gamma, deben tomarse valores de α que no indefinan dicha
función.
En vista de que las soluciones numéricas generadas con los métodos citados arriba están
muy cerca de la solución anaĺıtica hubo la necesidad de usar los marcadores que se aprecian.
Además, para evidenciar la calidad de las soluciones numéricas obtenidas se presenta la
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Error relativo cometido en (3-9) para el α citado
Valor de N α = 0,9 α = 1,2 α = 1,5 α = 1,8 α = 2,1
10 4.9978e-03 6.4146e-03 1.0365e-02 3.3942e-02 5.3328e-01
20 2.4437e-03 3.1745e-03 5.0946e-03 1.5989e-02 2.3507e-01
40 1.2083e-03 1.5795e-03 2.5262e-03 7.7722e-03 1.1046e-01
80 6.0080e-04 7.8808e-04 1.2579e-03 3.8329e-03 5.3558e-02
160 2.9976e-04 3.9396e-04 6.2769e-04 1.9033e-03 2.6372e-02
320 1.5019e-04 1.9762e-04 3.1354e-04 9.4827e-04 1.3085e-02
Orden de convergencia estudiado en (3-9) para el α citado
Valor de N α = 0,9 α = 1,2 α = 1,5 α = 1,8 α = 2,1
10
20 1.0322 1.0149 1.0247 1.0860 1.1818
40 1.0161 1.0070 1.0120 1.0407 1.0895
80 1.0080 1.0031 1.0059 1.0199 1.0444
160 1.0031 1.0003 1.0029 1.0099 1.0221
320 0.99708 0.99535 1.0014 1.0051 1.0111
Tabla 3-1: Error relativo y orden de convergencia para los α anotados
tabla (3-2), en donde para los N indicados, se tomó como tamaño de paso para los dos
métodos numéricos 1/N . La tabla consiste de dos partes, la parte superior contiene los errores
relativos de la solución numérica generada con nuestro método contra la solución anaĺıtica
del problema; la parte inferior contiene un estudio numérico del orden de convergencia del
método presentado en esta tesis.
Error relativo cometido en (3-10) para el α citado
Valor de N α = 0,2 α = 0,4 α = 0,6 α = 0,8 α = 1
10 1.3492e-01 1.2093e-01 1.1376e-01 1.0902e-01 1.4629e-01
20 6.6303e-02 5.9264e-02 5.6812e-02 5.5767e-02 7.5019e-02
40 3.2268e-02 2.8853e-02 2.8195e-02 2.8237e-02 3.8048e-02
80 1.5638e-02 1.4045e-02 1.3977e-02 1.4222e-02 1.9168e-02
160 7.5748e-03 6.8563e-03 6.9366e-03 7.1456e-03 9.6214e-03
320 3.6738e-03 3.3601e-03 3.4484e-03 3.5861e-03 4.8202e-03
640 1.7857e-03 1.6530e-03 1.7170e-03 1.7987e-03 2.4125e-03
Orden de convergencia estudiado en (3-10) para el α citado
Valor de N α = 0,2 α = 0,4 α = 0,6 α = 0,8 α = 1
10
20 1.0250 1.0289 1.0018 0.96704 0.96350
40 1.0390 1.0384 1.0108 0.98184 0.97944
80 1.0450 1.0387 1.0124 0.98944 0.98910
160 1.0458 1.0345 1.0108 0.99301 0.99439
320 1.0439 1.0289 1.0083 0.99465 0.99715
640 1.0408 1.0234 1.0060 0.99547 0.99857
Tabla 3-2: Error relativo y orden de convergencia para 0 < α ≤ 1.
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Trabajo de Podlubny’s h=0.005
Solución Numérica n=200
Figura 3-3: Para cualquier α > 0 las soluciones numéricas son las mismas que se muestran
La parte superior de la tabla (3-2) indica que a pesar de los tamaños grandes de los pasos,
nuestro método converge bastante rápido a la solución exacta del problema de valor inicial
planteado. En la parte baja de la tabla se observa que el orden de convergencia del método en
esta tesis es uno. Note que en la quinta y sexta columna la convergencia a 1, se da a través de
valores menores 1, esto reafirma lo que se ha venido diciendo sobre el orden de convergencia,
y se debe a que el lado derecho de la ecuación diferencial que estamos discutiendo, presenta
un problema de indefinición de la función Gamma, para ordenes de la derivada α > 1,.
Ejemplo 3.
Para cerrar la discusión numérica sobre error y el orden de convergencia de nuestro método









+ (t4 − 3
2
tα/2)2 − x (3-11)
con condiciones iniciales x(0) = 0, x′(0) = 0 y cuya solución anaĺıtica es
x(t) = t8 − 3t4+α/2 + 9
4
tα.
Esta ecuación presenta una gran utilidad para nuestro propósito, debido a que admite deri-
vadas fraccionarias de muchos órdenes, de tal modo que podemos apreciar si el orden de la
derivada, incide en el error o en el orden de convergencia de nuestro método.
En la figura (3-4) se muestran las soluciones para α = 1/2. La figura (3.4(a)) muestra
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que nuestro algoritmo es capaz de captar las sutilezas en las soluciones y la figura (3.4(b))
dice que el algoritmo mantiene la convergencia en intervalos considerablemente grandes y
para funciones de muy rápido crecimiento, como se reafirmará en una de las aplicaciones
mostradas en el siguiente caṕıtulo.















(a) Solución numérica con α = 0,5 y 0 ≤ t ≤ 1


















(b) Solución numérica con α = 0,5 y 0 ≤ t ≤ 1
Figura 3-4: Solución numérica de la ecuación (3-11) para α = 1/2
Error relativo – Ecuación (3-11) – para el α citado
Valor de N α = 0,25 α = 0,75 α = 1,25 α = 2,25 α = 2,75
10 1.1523e-01 1.2394e-01 1.4680e-01 2.1476e-01 2.5157e-01
20 5.3922e-02 5.7999e-02 7.1230e-02 1.0631e-01 1.2515e-01
40 2.5472e-02 2.7857e-02 3.5100e-02 5.2837e-02 6.2359e-02
80 1.2130e-02 1.3599e-02 1.7426e-02 2.6334e-02 3.1119e-02
160 5.8149e-03 6.7046e-03 8.6835e-03 1.3145e-02 1.5544e-02
320 2.8039e-03 3.3249e-03 4.3346e-03 6.5672e-03 7.7678e-03
640 1.3587e-03 1.6545e-03 2.1656e-03 3.2822e-03 3.8829e-03
Estimación numérica del orden de convergencia para el α citado
Valor de N α = 0,25 α = 0,75 α = 1,25 α = 2,25 α = 2,75
10
20 1.0956 1.0956 1.0432 1.0145 1.0006
40 1.0819 1.0580 1.0210 1.0086 1.0050
80 1.0704 1.0345 1.0102 1.0046 1.0028
160 1.0607 1.0203 1.0049 1.0024 1.0015
320 1.0524 1.0119 1.0024 1.0012 1.0008
640 1.0451 1.0069 1.0011 1.0006 1.0004
Tabla 3-3: Error relativo y orden de convergencia para la ecuación (3-11)
Centremos nuestra atención en la tabla (3-3); observe que la parte superior nos muestra que
la convergencia aumenta a medida que el tamaño del paso se reduce, y además, las filas en
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esta parte de la tabla indican que el orden de la derivada afecta la convergencia de nuestro
método numérico. Ahora, en las filas de la parte inferior de la tabla (3-3) se observa que
el orden de convergencia depende de α y si nos fijamos en las columnas, se nota que el or-
den de convergencia depende también del tamaño de paso. En resumen, nuestra estimación
numérica nos conduce a afirmar que el orden de convergencia de nuestro método numérico
depende de dos parámetros, el orden de la derivada y el tamaño del paso.
El principal objetivo de este trabajo ha consistido en la presentación de un esquema numéri-
co que permita obtener solución numérica de ecuaciones diferenciales lineales y no lineales
de orden fraccionario. El objetivo se cumplió mediante el uso del algoritmo propuesto en
(3-8). Este algoritmo se basa en un cambio de variable que permite suprimir el núcleo de
la integral fraccionaria, logrando de esta manera una cuadratura sencilla para el operador
integral de Riemann–Liuoville .
El algoritmo (3-8) está basado en una cuadratura rectangular; por lo general estas cuadratu-
ras, en el cálculo de orden entero, conducen a métodos numéricos de orden cero; infortuna-
damente la discusión anaĺıtica sobre el orden de convergencia de nuestro método numérico
no es sencilla de resolver y escapa a los alcances de los objetivos planteados para esta tesis;
por lo que la dejaremos abierta a futuras investigaciones. Por otro lado, la implementación
computacional del método numérico diseñado, en los ejemplos que se trabajaron, dan cuenta
que nuestro método numérico tiene un orden de convergencia uno y que el mismo depende
directamente de tamaño del paso ∆t usado y del orden de la derivada α en la ecuación
diferencial fraccionaria trabajada.
Queremos destacar que el algoritmo se aplica de manera directa, sin necesidad de lineali-
zación, perturbación o supuestos restrictivos. También queremos resaltar la facilidad de su
implementación, su alta velocidad de convergencia y su robustez.
Finalmente, esperamos que nuestro trabajo sea un aporte para el desarrollo de las actuales
y futuras aplicaciones del cálculo fraccionario.
4 Extensión De Algoritmo A Problemas
Tipo Cauchy Multi-Términos
El propósito original de nuestro trabajo ha sido dar solución numérica a ecuaciones diferencia-
les de orden fraccional en el sentido de Caputo con término singular, es decir, ecuaciones con
un sólo operador diferencial del tipo Dα∗ x(t) = f(t, x(t)), con condiciones iniciales x(0) = x0
para las cuales logramos un resultado importante mostrado en (3-8).
Consientes de que el número de fenómenos que pueden ser modelados con estas ecuaciones
es bastante reducido, y motivados por la eficacia de nuestro algoritmo, nos hemos aventu-
rado a extender nuestro estudio a un grupo de ecuaciones más generales, las cuales abarcan
much́ısimas aplicaciones en el campo f́ısico e ingenieril. Con esto en mente, haremos un breve
tratamiento de las ecuaciones diferenciales de orden fraccionario que contienen más de un
operador diferencial.
Consideraremos un tipo más general de ecuaciones diferenciales fraccionarias que contie-
nen más de un operador diferencial ya sea de orden entero o de orden fraccionario; estas
ecuaciones se llama Ecuaciones diferenciales fraccionarias multi-término y tiene la forma
f(t, x(t), Dβ1∗0x(t), D
β2
∗0x(t), . . . , D
βn
∗0 x(t)) = 0 (4-1)
con 0 < β1 < β2 < · · · < βn, una cierta función f y donde los βi, i = 1, 2, . . . , n son
racionales.
Algunos ejemplos de aplicación de ecuaciones diferenciales con más de un operador diferencial
fraccionario, que son bastante conocidos para el lector relacionado con esta rama del cálculo
son: La Ecuación de Bagley-Torvik
AD2∗x(t) +BD
3/2
∗ x(t) + Cx(t) = f(t)
la cual modela el movimiento de una placa ŕıgida inmersa sobre un fluido newtoniano viscoso
[40, 96, 153]. La Ecuación de Babenko
F (t)D1∗x(t) +G(t)D
1/2
∗ x(t) + x(t) = −1
que modela un gas disuelto en un fluido [132, Sección 8.3.3]. La Ecuación de Koeller
D2α∗ x(t) + p1D
α
∗ x(t) + p0x(t) = f(t)
para modelar un copolimero [82]. La Ecuación de Basset
D1∗x(t) + aD
1/2
∗ x(t) + x(t) = 1
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que describe la fuerza sobre una esfera sumergida en un fluido viscoso más denso [17, 18, 83,
109]. Más adelante trataremos con detenimiento la ecuación de Bagley-Torvik y el modelo
de Basset. Ahora retomemos nuestra discusión de las ecuaciones diferenciales fraccionales
multi-término.
Supongamos que la ecuación diferencial de orden fraccional multi-término (4-1) tiene solución
explicita para la derivada del orden más alto, es decir, que podamos escribirla en la forma
Dβn∗ x(t) = F (t, x(t), D
β1






0 j = 0, 1, . . . , dβne − 1. (4-3)
Entonces por el Teorema 2.2, la ecuación (4-2) con condiciones iniciales (4-3), es equivalente








(t− τ)βn−1F (τ, x(τ), Dβ1∗0x(τ), . . . , D
βn−1
∗0 x(τ))dτ (4-4)
con j = 0, 1, . . . , dβne−1. Esta ecuación integral nos haŕıa pensar en la aplicación directa del
algoritmo (3-8), pero existe una gran dificultad, y es que no sabemos de qué manera están
relacionadas todas las derivadas presentes en el integrado de ésta
Para evitar la dificultad anterior recurriremos al trabajo hecho por Diethelm en el caṕıtulo
8 de [39] y en sus otros trabajos [37, 38, 40], del cual tomamos algunos apartes, junto con el
teorema que se enuncia más adelante.
El propósito que perseguimos ahora consiste en reescribir la ecuación diferencial multi-
término (4-2) – (4-3), como un sistema de ecuaciones diferenciales fraccionario donde cada
ecuación diferencial tenga un único operador diferencial fraccionario, para ello, supongamos
que todos los números enteros contenidos en el intervalo (0, βn], donde viven los órdenes de
derivación, hacen parte de la secuencia 0 < β1 < β2 < · · · < βn. Adicionalmente, definamos
y hagamos ciertas consideraciones sobre los términos de la ecuación (4-2), similares a las
hechas por Dzherbashyan y Nersesyan en [46] dadas por
α1 := β1 x1 = x
αj = βj − βj−1 xj := D
βj−1
∗ x(t); j = 2, 3, . . . , n.




1 ≤ k ≤ j, para todo j. Con todas estas consideraciones presentes, escribimos es siguiente
teorema.
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Teorema 4.1. La ecuación multi-término (4-2) con condiciones iniciales (4-3) es equivalente
al sistema
Dα1∗ x1(t) = x2(t)
Dα2∗ x2(t) = x3(t)
... (4-5)
Dαn−1∗ xn−1(t) = xn(t)






0 śı j = 1,
x
(k)
0 śı αj−1 = k ∈ N,
0 en otros casos
(4-6)
en el siguiente sentido
i Siempre que la función x ∈ Cdαne[0, X] es una solución de la ecuación (4-2) con con-




x(t) śı j = 1,
D
αj−1
∗ x(t) śı j ≥ 2
(4-7)
es una solución del sistema multi-orden (4-5) con condiciones iniciales (4-6).
ii Siempre que la función de valor vectorial X = (x1, x2, . . . , xn)
T es una solución del
sistema multi-orden (4-5) con condiciones iniciales (4-6), la función x ∈ Cdαne[0, X]
es una solución de la ecuación (4-2) con condiciones iniciales (4-3).
Demostración. Supongamos que x satisface la ecuación diferencial multi-término (4-2) con
condiciones iniciales (4-3) y definamos x := x1 y D
βj−1
∗ x(t) := x(t)j para j ≥ 2, de modo que
Dα1∗ x1(t) = D
β1
∗ x1(t) = D
β1
∗ x(t) = x2(t)








∗ x(t) = D
α2+α1
∗ x(t) = D
β2
∗ x(t) = x3(t)
... (4-8)
Dαn−1∗ xn−1(t) = D
αn−1+αn−2+···+α2+α1
∗ x(t) = D
βn−1
∗ x(t) = xn(t)
Dαn∗ xn(t) = F (t, x1(t), x2(t), . . . , xn(t))
Las dos últimas igualdades de (4-8) se obtienen por aplicación del Lema 3.13 que Diethelm
presenta en [39], de observar que Dαn∗ xn(t) = D
∑n
j=1 αj
∗ x(t) = Dβn∗ x(t) y de sustituir todas
las igualdades precedentes, más a la derecha, en (4-2). De las condiciones iniciales (4-3) y el
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sistema (4-8), se siguen la dos primeras igualdades de (4-6), para la última, tenga en cuenta
que x ∈ Cdαne[0, X], entonces, por la propiedad (2.12), se tiene que xj(0) = 0 en los demás
casos.
Para mostrar la parte ii, supongamos que X = (x1, x2, . . . , xn)
T es una solución del sistema
(4-5) con condiciones iniciales (4-6), y observe que para x := x1 junto con el sistema (4-8)
se cumple (4-2), además, es fácil ver en el sistema (4-8) que para k = 0, 1, 2, . . . , dαne − 1 se
tiene
x(k)(0) = Dk∗x(0) = x
(k)
0
y por lo tanto se satisfacen las condiciones iniciales (4-3)
Nuestra preocupación inmediata es determinar bajo qué condiciones el problema de valor
inicial (4-2) – (4-3) tiene solución única. Afortunadamente contamos un resultado previo
que nos ayudará en tal sentido, hablamos del teorema que muestra la existencia y unicidad
para problemas de valor inicial en ecuaciones diferenciales fraccionarias, de un sólo término,
que tratamos en el caṕıtulo anterior. A continuación se presenta un teorema de existencia y
unicidad tomado de [39, Caṕıtulo 8], donde se establecen las condiciones que necesitamos y
se hace una prueba basada en la equivalencia de una ecuación diferencian multi-término y
un sistema diferencial multi-orden.
Teorema 4.2. Sea αj > 0 para j = 1, 2, . . . , n y considere el problema de valor inicial dado
por el sistema diferencial fraccional multi-orden
D
αj




j (0) = x
(k)
j,0 ; k = 0, 1, . . . , dαje − 1; j = 1, 2, . . . , n
Asúmase que las funciones Fj : [0, X] × Rn −→ R; j = 1, 2, . . . , n, son continuas y satisfa-
cen la condición de Lipschitz con respecto a todos sus argumentos excepto para el primero.
Entonces el problema de valor inicial tiene una única solución continua.
Demostración. Si aplicamos el Teorema 2.2 término a término, entonces el problema de valor








(t− τ)αj−1Fj(τ, x1(τ), x2(τ), . . . , xn(τ))dτ, (4-10)
k = 0, 1, . . . , dαje − 1; j = 1, 2, . . . , n








(t− τ)α−1F̃j(τ, x1(τ), x2(τ), . . . , xn(τ))dτ, (4-11)
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k = 0, 1, . . . , dαje − 1; j = 1, 2, . . . , n
donde α = mı́nαj y
F̃j(τ, x1(τ), x2(τ), . . . , xn(τ)) =
Γ(α)
Γ(αj)
Fj(τ, x1(τ), x2(τ), . . . , xn(τ)).
Ahora definamos los vectores X := (x1, x2, . . . , xn), F := (F̃1, F̃2, . . . , F̃n) y el vector X0 de
las condiciones iniciales, de esta manera podemos escribir (4-10) como






En vista de las suposiciones para las Fj y que αj ≥ α para todo j, podemos concluir que
todas las F̃j son continuas y satisfacen la condición de Lipschitz respecto a X. En vista de
resultados clásicos de las ecuaciones integrales de Volterra, por ejemplo los Teoremas 2.1.2
y 2.1.4 de [24] o también el Teorema 2.1.1 de [25], se concluye que existe una única solución
continua X := (x1, x2, . . . , xn).
Ahora que ya sabemos como están relacionadas las derivadas del integrado de (4-4) y que
las soluciones para este tipo de problemas de valor inicial son únicas, tomando por hecho
lo aprendido sobre la convergencia; podemos entrar a implementar numéricamente algunos
casos concretos de estas ecuaciones, pero antes describamos brevemente como hacerlo.
1. Escriba la ecuación diferencial fraccionaria multi-términos (4-2) con condiciones ini-
ciales (4-3) como el sistema de ecuaciones diferenciales de un solo término (4-5).
2. Asigne el orden de la derivada en cada ecuación del sistema (4-5), teniendo en cuenta
que sean racionales y que la suma de dichos ordenes asignados debe ser igual al mayor
orden de las derivadas presentes en (4-2).
Para su implementación (Puede ser en Matlab)
3. Defina: condiciones iniciales, orden de la derivada, intervalo de tiempo, número de
puntos, tamaño de paso, el ∆sk y además defina como función los lados derechos de
(4-5).
4. A partir de las condiciones iniciales genere solución numérica para la primera ecuación
de (4-5), esta solución tómela para generar la solución de la segunda ecuación, siga es
proceso hasta lograr la solución de la última ecuación.
5. Del vector solución generado, tome la primera componente como la solución del pro-
blema (4-2)-(4-3).
En vista que para las ecuaciones del tipo (4-2) no se cuenta con muchos resultados conocidos,
trataremos algunos casos particulares de esta, aprovechando lo aprendido para las ecuaciones
diferenciales de orden singular fraccional explicitas, es decir, ecuaciones con un sólo operador
diferencial, las cuales tratamos en el caṕıtulo anterior.
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4.1. Ecuación de Bagley-Torvik.
Una de las ecuaciones multi-término fraccionaria más conocida, es la ecuación de oscilación,
la cual modela uno de los problemas de aplicación estándar del cálculo fraccionario, nos
referimos a la conocida Ecuación de Bagley-Torvik. La forma general de esta ecuación es
AD2∗x(t) +BD
3/2
∗ x(t) + Cx(t) = f(t) (4-12)
donde A 6= 0, B y C son constantes reales. Esta ecuación es modelo matemático del movi-
miento de una placa grande y delgada sobre un fluido newtoniano (fluido viscoso) en donde
la tensión o el estrés resultante en cada punto del fluido se expresa en términos de una deri-
vada de la velocidad transversal de orden fraccionario en el tiempo. Podlubny en [132] hace








































j!Γ(λj + λk + µ)
, k = 0, 1, 2, . . .
Como un caso particular de ecuación (4-12), estudiaremos el problema
D2∗x(t) +D
3/2
∗ x(t) + x(t) = f(t) (4-14)
f(t) =
{
8 śı t ≤ 1
0 śı t > 1
(4-15)
con condiciones iniciales x(0) = x0 = x
′(0) = x′0(0) = 0 y donde A = B = C = 1. Nos
proponemos replicar, con nuestro algoritmo, el resultado que para este problema espećıfico,
obtuvo Podlubny en [132]. Para ello, recurramos a la equivalencia entre (4-2) y un sistema
de ecuaciones diferenciales lineales multi-orden fraccionario, como lo sugiere el Teorema 4.1,
lo expuesto en [44] y lo trabajado por Diethelm en [40]. Por consiguiente, definamos x1 := x
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y escribamos la ecuación de Bagley-Torvik dada en (4-14) como
D1/2∗ x1(t) = x2(t)
D1/2∗ x2(t) = x3(t)
D1/2∗ x3(t) = x4(t) (4-16)
D1/2∗ x4(t) = −x1(t)− x4(t) + f(t)
con condiciones iniciales x1(0) = x2(0) = x3(0) = x4(0) = 0.
Note que según la propiedad 2.15, y de acuerdo al sistema (4-5) y a (4-7), las correspondencias












De tal manera que la primera componente del vector solución, (x1, x2, x3, x4), del sistema
de ecuaciones diferenciales fraccionales multi-orden, corresponde a la solución de la ecuación
diferencial multi-término.
La solución numérica obtenida por Podlubny y la generada con nuestro algoritmo se muestra
en la figura (4-1). Cabe resaltar, que la presencia de las sumas infinitas en la solución
anaĺıtica (4-13) de la ecuación general de Bagley-Torvik, ofrecen una gran dificultad para
implementarla computacionalmente, por lo que las dos soluciones presentadas son de tipo
numérico; llevando consigo una incertidumbre sobre cual ofrece mejor aproximación a la
solución anaĺıtica. La solución numérica debida a Podlubny fue generada con el código Matlab
compartido por él en [130].
4.2. Problema de Basset
Un modelo clásico, que también es un caso particular de la ecuación multi-término (4-2),
es el problema de Basset, el cual abarca muchas aplicaciones sobre flujos en geof́ısica e in-
genieŕıa. Este problema trata de la dinámica de una esfera inmersa en un fluido viscoso
incompresible. A parte de la fuerza de la gravedad, Basset introduce en el estudio de la
dinámica de la part́ıcula, una fuerza hidrodinámica adicional relacionada con la historia de
la aceleración relativa de la esfera conocida como fuerza de Basset [109], que se interpreta co-
mo una derivada fraccionaria de orden 1/2 de la velocidad de las particular respecto al fluido.
El modelo de Basset está representado en la ecuación diferencial
D1∗x(t) + a
α
∗x(t) + x(t) = 1 (4-18)
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Ecuación de Bagley - Torvik
Solución numérica n=200
Solución de Podlubny h=0.005
Figura 4-1: Soluciones numéricas de la Ecuación de Bagley-Torvik









ρf y ρp son las densidades relativas del fluido y de la part́ıcula respectivamente, tal como se
discute detalladamente en [109].
Para tratar un caso particular tomemos α = 1/2 y las relaciones de densidades part́ıcula -
fluido: λ = 0.5 ; λ = 2; λ = 10 y λ = 100. Según lo sugerido en el Teorema 4.1, para la
ecuación (4-18), definamos x(t) := x1(t) y escribamos
D0,2∗ x1(t) = x2(t)
D0,3∗ x2(t) = x3(t) (4-19)
D0,5∗ x3(t) = −x1(t)− ax2(t) + 1
con condiciones iniciales x1(0) = x2(0) = x3(0) = 0. Los resultados para los valores de λ
anotados arriba, implementados con nuestro algoritmo, se muestran en la figura 4-2. La
ecuación de Basset tiene una generalización tratada por Chunna Zhao et al. en [168], con la
cual modelan el proceso de cognición de los estudiantes de un curso y en el que intervienen




b+ c · λ
)α
Dαx(t) + x(t) = 1 (4-20)
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Figura 4-2: Solución numérica del modelo Basset
donde x(t) representa los resultados que los estudiantes pueden lograr en el proceso de
cognición, α representa las situación real del curso, es decir, calidad de los estudiantes, me-
todoloǵıas de enseñanza, recursos, medios usados, etc., α ∈ (0, 1). λ representa la situación
real de cada estudiante, λ ∈ (0, 1). Los detalles del modelo los se pueden encontrar en [168].
Con el desarrollo de este caṕıtulo se ha pretendido mostrar que el algoritmo logrado en
el caṕıtulo anterior de esta tesis, el cual soluciona de manera exitosa, ecuaciones diferen-
ciales de orden arbitrario positivo, que constan de un sólo término diferencial; puede ser
extendido a un número más amplio de ecuaciones diferenciales con varias derivadas de dis-
tinto y arbitrario orden.
La extensión de (3-8) a ecuaciones diferenciales fraccionarias multi-término posibilita el es-
tudio de un número más amplio de fenómenos y generar considerablemente más aplicaciones
del mismo. Mencionamos como objetivo a superar, el hecho de haber recurrido a transfor-
maciones sobre las ecuaciones diferenciales estudiadas, sin embargo, esto no influyo en la
calidad los resultados obtenidos, los cuales fueron satisfactorios.
5 Conclusiones y recomendaciones
5.1. Conclusiones
Con el fin de mitigar las dificultades operacionales que conducen en, muchos casos, a la
imposibilidad de hallar soluciones anaĺıticas para la mayoŕıa de las ecuaciones diferencia-
les no homogéneas de orden fraccionario, en esta tesis se hace una contribución en esa
dirección, y se toma como principal objetivo, desarrollar un método numérico para dar so-
lución a las ecuaciones diferenciales de orden fraccionario. El objetivo se logró partiendo de
ecuaciones diferenciales conocidas como problemas tipo Cauchy, las cuales tienen la forma
Dα∗ x(t) = f(t, x(t)), x(0) = x0. A partir de estas ecuaciones y de su equivalencia con una
ecuación integral de Volterra, se pudo hacer un cambio de variable que suprimió el núcleo
presente en la integral, lo que condujo a una ecuación integral de orden entero, para la cual
se planteó una solución numérica basada en una cuadratura de tipo rectangular.
La estrategia aplicada condujo a la creación de un algoritmo sencillo en forma e implemen-
tación, pero robusto y poderoso que como se muestra en los ejemplos de su aplicación, tiene
la capacidad de brindar soluciones muy buenas a muy bajo costo computacional, como nos
hab́ıamos propuesto al comenzar esta tesis.
El algoritmo diseñado se aplica de manera directa en problemas del tipo Dα∗ x(t) = f(t, x(t)),
x(0) = x0. y si se quiere extender a problemas más generales, tales como ecuaciones diferen-
ciales de orden fraccionario del tipo f(t, x(t), Dβ1∗0x(t), D
β2
∗0x(t), . . . , D
βn
∗0 x(t)) = 0, requiere de
transformaciones en estas ecuaciones que las lleven a sistemas que solo contengan ecuaciones
diferenciales de un solo operador diferencial.
5.2. Recomendaciones
Aparte de algoritmo desarrollado en esta tesis ofrece soluciones numéricas de muy alta cali-
dad, se reconocen algunas cuestiones abiertas que pueden transformarse en punto de partida
para futuros trabajos que persigan la solución numérica de ecuaciones diferenciales de orden
fraccionario o de aplicaciones concretas del campo de la f́ısica o ingenieŕıa que lo requie-
ran. Los aspectos a estudiar en el futuro son: el desarrollo del algoritmo presentado aqúı,
basado en una cuadratura más potente que la rectangular; determinar cómo el orden de la
derivada modifica la convergencia del método numérico; la extensión del método de manera
directa a ecuaciones diferenciales fraccionarias multi-término; aśı como a sistemas de ecuacio-
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nes diferenciales de orden fraccionario y realizar un estudio anaĺıtico sobre la convergencia,
estabilidad y consistencia del método presentado.
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[15] Baleanu, Dumitru ; Güvenç, Ziya B. ; Machado, JA T.: New trends in nanotech-
nology and fractional calculus applications. Springer, 2010
[16] Barrett, JH: Differential equations of non-integer order. En: Canadian J. Math 6
(1954), Nr. 4, p. 529–541
[17] Basset, AB: The Descent of a Sphere in a Viscous Liquid. En: Nature 83 (1910), p.
521
[18] Basset, Alfred B.: On the motion of a sphere in a viscous liquid. En: Philosophical
Transactions of the Royal Society of London. A (1888), p. 43–63
[19] Berkowitz, Brian ; Klafter, Joseph ; Metzler, Ralf ; Scher, Harvey: Physical
pictures of transport in heterogeneous media: Advection-dispersion, random-walk, and
fractional derivative formulations. En: Water Resources Research 38 (2002), Nr. 10,
p. 9–1
[20] Blank, Luise: Numerical treatment of differential equations of fractional order, Nu-
merical analysis report 287. Manchester : Manchester center for computational mat-
hematics, 1996
[21] Blumen, A ; Gurtovenko, AA ; Jespersen, S: Anomalous dynamics of model
polymer systems. En: Journal of luminescence 94 (2001), p. 437–440
[22] Bonilla, B ; Kilbas, AA ; Trujillo, JJ: Systems of nonlinear fractional differential
equations in the space of summable functions. 6 (2000), p. 38–46
[23] Bradley, D N. ; Tucker, Gregory E. ; Benson, David A.: Fractional dispersion
in a sand bed river. En: Journal of Geophysical Research: Earth Surface (2003–2012)
115 (2010), Nr. F1
[24] Brunner, Hermann: Collocation methods for Volterra integral and related functional
differential equations. Vol. 15. Cambridge University Press, 2004
[25] Burton, Theodore A.: Volterra integral and differential equations. Elsevier, 2005
Bibliograf́ıa 57
[26] Caputo, M: Elasticita e Dissipazione. En: Zanichelli, Bologna (1969)
[27] Caputo, Michele: Linear models of dissipation whose Q is almost frequency indepen-
dent - II. En: Geophysical Journal International 13 (1967), Nr. 5, p. 529–539
[28] Coussot, Cecile ; Kalyanam, Sureshkumar ; Yapp, Rebecca ; Insana, Michael F.:
Fractional derivative models for ultrasonic characterization of polymer and breast tis-
sue viscoelasticity. En: Ultrasonics, Ferroelectrics and Frequency Control, IEEE Tran-
sactions on 56 (2009), Nr. 4, p. 715–726
[29] Craiem, Damian ; Magin, Richard L.: Fractional order models of viscoelasticity as an
alternative in the analysis of red blood cell (RBC) membrane mechanics. En: Physical
biology 7 (2010), Nr. 1, p. 013001
[30] Cushman, John H. ; Ginn, Tim R.: Fractional advection-dispersion equation: a clas-
sical mass balance with convolution-Fickian flux. En: Water resources research 36
(2000), Nr. 12, p. 3763–3766
[31] Dadras, Sara ; Momeni, Hamid R.: Control of a fractional-order economical system
via sliding mode. En: Physica A: Statistical Mechanics and its Applications 389 (2010),
Nr. 12, p. 2434–2442
[32] Das, Shantanu: Functional fractional calculus. Second edition. Berlin : Springer, 2011.
– ISBN 9783642205446
[33] Debnath, Lokenath: Recent applications of fractional calculus to science and engi-
neering. En: International Journal of Mathematics and Mathematical Sciences 2003
(2003), Nr. 54, p. 3413–3442
[34] Debnath, Lokenath: Recent applications of fractional calculus to science and engi-
neering. En: International Journal of Mathematics and Mathematical Sciences 2003
(2003), Nr. 54, p. 3413–3442
[35] Delbosco, Domenico ; Rodino, Luigi: Existence and uniqueness for a nonlinear
fractional differential equation. En: Journal of Mathematical Analysis and Applications
204 (1996), Nr. 2, p. 609–625
[36] Demirci, Elif ; Ozalp, Nuri: A method for solving differential equations of fractional
order. En: Journal of Computational and Applied Mathematics 236 (2012), Nr. 11, p.
2754–2762
[37] Diethelm, K: Efficient solution of multi-term fractional differential equations using
P (EC)mE methods. En: Computing 71 (2003), Nr. 4, p. 305–319
58 Bibliograf́ıa
[38] Diethelm, Kai: Fractional differential equations, theory and numerical treatment.
En: Technical University of Braunschweig 93 (2003)
[39] Diethelm, Kai: The analysis of fractional differential equations: An application-
oriented exposition using differential operators of Caputo type. Vol. 2004. Springer,
2010
[40] Diethelm, Kai ; Ford, J: Numerical solution of the Bagley-Torvik equation. En:
BIT Numerical Mathematics 42 (2002), Nr. 3, p. 490–507
[41] Diethelm, Kai ; Ford, Neville J.: Analysis of fractional differential equations. En:
Journal of Mathematical Analysis and Applications 265 (2002), Nr. 2, p. 229–248
[42] Diethelm, Kai ; Ford, Neville J. ; Freed, Alan D.: A predictor-corrector approach
for the numerical solution of fractional differential equations. En: Nonlinear Dynamics
29 (2002), Nr. 1-4, p. 3–22
[43] Doehring, Todd C. ; Freed, Alan D. ; Carew, Evelyn O. ; Vesely, Ivan: Fractional
order viscoelasticity of the aortic valve cusp: an alternative to quasilinear viscoelasti-
city. En: Journal of biomechanical engineering 127 (2005), Nr. 4, p. 700–708
[44] Dumitru, Baleanu ; Diethelm Kai, Scalas E. ; J, Trujillo J. ; Baleanu, D. (Ed.):
Fractional calculus: models and numerical methods. Singapore ; Hackensack, NJ :
World Scientific, 2012 (Series on complexity, nonlinearity, and chaos vol. 3). – ISBN
9789814355209
[45] Dzherbashyan, M. M.: Integral transforms and representations of functions in the
complex domain. En: M.: Nauka (1966)
[46] Dzherbashyan, M. M. ; Nersesyan, A. B.: Fractional derivative and the Cauchy
problem for differential equations of fractional order. En: Izv. Acad. Nauk Armjanskoi
SSR 3 (1968), Nr. 1, p. 3–29
[47] Edwards, John T. ; Ford, Neville J. ; Simpson, A C.: The numerical solution of
linear multi-term fractional differential equations: systems of equations. En: Journal
of Computational and Applied Mathematics 148 (2002), Nr. 2, p. 401–418
[48] El-Mesiry, AEM ; El-Sayed, AMA ; El-Saka, HAA: Numerical methods for multi-
term fractional (arbitrary) orders differential equations. En: Applied Mathematics and
Computation 160 (2005), Nr. 3, p. 683–699
[49] El-Sayed, Ahmed M.: Fractional order evolution equations. En: J. Fract. Calc 7
(1995), Nr. 1, p. 995
Bibliograf́ıa 59
[50] El-Sayed, Ahmed M. ; Ibrahim, AG: Multivalued fractional differential equations.
En: Applied Mathematics and Computation 68 (1995), Nr. 1, p. 15–25
[51] Enelund, Mikael ; Olsson, Peter: Damping described by fading memory – analysis
and application to fractional derivative models. En: International Journal of Solids
and Structures 36 (1999), Nr. 7, p. 939–970
[52] Erdelyi, A. ; Magnus, F. ; Tricomi, F.: Higher Transcendental Functions. Vol.
I-III. Krieger Pub., 1981
[53] Euler, Leonhard: De progressionibus transcendentibus seu quarum termini generales
algebraice dari nequeunt. En: Comm. Acad. Sci. Petropolitanae 5 (1738), Nr. 1730, p.
36–57
[54] Foufoula-Georgiou, E ; Ganti, V ; Dietrich, WE: A nonlocal theory of sediment
transport on hillslopes. En: Journal of Geophysical Research: Earth Surface (2003–
2012) 115 (2010), Nr. F2
[55] Fourier, Jean Baptiste J.: The analytical theory of heat. The University Press, 1878
[56] Fourier, Joseph: Theorie analytique de la chaleur, par M. Fourier. Chez Firmin
Didot, père et fils, 1822
[57] Fujiwara, M: On the integration and differentiation of an arbitrary order. En: Tohoku
Math. J 37 (1933), Nr. 1, p. 110–121
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[93] Liouville, Joseph: Mémoire sur le changement de la variable indépendante, dans le
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