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Abstract 
A simple and efficient numerical algorithm for computing the exponential of a sym- 
metric matrix is developed in this Paper. For an n x n matrix. the required number ot 
operations is around 10/3 n3. It is based on the orthogonal reduction to a tridiagonal 
form and the Chebyshev uniform approximation of em” on [O. x). 0 1998 Elsevier 
Science Inc. All rights reserved. 
Ke~~ork Matrix exponential; Tridiagonal reduction; Chebyshev approximation 
1. Introduction 
Numerital methods for computing matrix exponentials have been studied by 
many authors [13,24,15,16,19-211. One popular approach is to use the Pade 
approximation together with a scaling and squaring strategy. Another method 
is based on the Schur decomposition and evaluating the exponential of a trian- 
gular matrix. The Schur approach is significantly simplified when the matrix is 
real symmetric or Hermitian. When the spectral decomposition A = VA VT is 
calculated (where A is real symmetric, n is the diagonal matrix of the eigenvalues 
and V is the orthogonal matrix of the eigenvectors), we simply evaluate eA by 
Ve” VT. The spectral decomposition A = VA VT requires about 9 n3 (n is the 
size of the matrix) operations by the Standard QR method and it requires about 
4 n3 operations if Cuppen’s divide-and-tonquer method [7] is used. High quality 
implernentations of these methods are available in LAPACK [l]. The matrix 
multiplications in Ve” VT require another II’ operations, since ,A is also 
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symmetric. Therefore, if the Schur approach is used for symmetric matrices, at 
least 5 n3 operations are required. The symmetry of the matrix A tan also be used 
in the Pade method to save some operations. However, the scaling and squar- 
ing procedure depends on the norm of A. If A has a large norm, more squarings 
are needed leading to larger round off errors and more required operations. 
For a symmetric matrix, the orthogonal reduction to a tridiagonal matrix is 
the first step in computing its eigenvalues and eigenvectors. This gives rise to 
the decomposition A = QTQT, where Q is orthogonal and T is symmetric tridi- 
agonal. For evaluating matrix functions, the formula f(A) = ef(T)Q’ may be 
useful. For the Square root and logarithm functions, this approach has lead to 
efficient numerical methods for symmetric positive definite matrices [ 11,121. 
When A is full, the reduction A = QTQT requires 413 n3 operations using 
Householder reflections. After f(T) is calculated, the sequence of these reflec- 
tions are applied back to f(T). This last step requires 2 n3 operations. There- 
fore, the total number of required operations for the tridiagonal reduction 
approach is at least 10/3 n3. In this Paper, we calculate f(T) based on the 
Chebyshev uniform approximation for emX on [0, 00). The required number 
of operations for f(r) is only O(n*). The leading term of the total number 
of required operations for computing eA is thus still 10/3 n3. 
In Section 2, we discuss the details of our method. Numerital experiments 
are reported in Section 3. 
2. The new method 
The rational Chebyshev approximation of epx on [0, cc) was first studied by 
Varga [ 171 in 1961. For a nonnegative integer p, a rational function 
R,(x) = %(W%(x) ( w h ere Np and DP are polynomials of x with degree p) 
tan be found with the smallest maximum error maxoGX<m&,(x) - eeX] = rpp, 
where zpp is the uniform rational Chebyshev constant [18]. Cody, Meinardus 
and Varga [6] proved that z,,~ converges geometrically to Zero. The exact geo- 
metric convergence factor was determined by Gonchar and Rakhmanov [lO]. 
This gives rise to 
The coefficients for Rp are listed in [5] for 2 <p < 30. For our purpose here, we 
need the partial fraction expansion 
Rp(x) =a,,+&% 
j=, x - ej 
The poles {dj} and the coefficients {Uj} were computed and listed in Gallopoulos 
and Saad [8] for p = 10 and p = 14. If T is a positive semi-definite matrix, we 
have 
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The error of the above approximation is bounded by zp.+ in the matrix 2-norm. 
From [6,5], we have r14,14 = 1.832174 x 10p14. Therefore, we should expect 14 
digits of accuracy when p = 14 is used. Since these coefficients and poles ap- 
pears in complex conjugate pairs, it is sufficient to compute the real Parts of 
seven terms for p = 14. In general, the matrix T is not positive semi-definite. 
However, we tan easily calculate the smallest eigenvalue (say, n,) of T and 
use the Chebyshev rational approximation for 2’ - JVII. 
Our algorithm for computing the (negative) exponential of a symmetric ma- 
trix takes the following Steps: 
1. Reduce the matrix A to a tridiagonal matrix T by orthogonal similarity 
transformations, i.e., A = QrQT, where Q is an orthogonal matrix. 
2. Calculate the smallest eigenvalue of T, say i,l. 
3. Approximate exp(-(T - &Z)) by 
Rp = QZ + ~cz,[?’ - (i, + dj)Z]-’ 
j=l 
Typically, we choose p = 14 and use {Ni, tJj} given in [8]. 
4. Evaluate the approximation of exp(-A) by 
e -A E S = e-l! QR,Q'. 
Step 1 is the Standard first step used in calculating eigenvalues and eigenvec- 
tors of symmetric matrices [9]. Householder reflections or Givens rotations (for 
banded matrices) tan be used to compute the decomposition. The orthogonal 
matrix Q is not explicitly formed. It is implicitly given as a sequence of the re- 
flections or rotations. For a full matrix A, the required number of operations is 
4/3 n3. In our implementation, we use the LAPACK routine xSYTRD. In Step 
2, we calculate the smallest eigenvalue of the symmetric tridiagonal matrix T. 
The required number of operations is O(n) if the bisection method is used. We 
use the LAPACK routine xSTEBZ in our program. 
The inverse of a tridiagonal matrix tan be found in O(n’) operations. In 
Step 3, we use LU decomposition with partial pivoting for the complex tridi- 
agonal matrices, then solve the columns of the inverse. A further reduction 
in the required number of operations is possible, if we take advantage of the 
symmetry and the Zeros in the identity matrix (as the right-hand side in the 
equation for the inverse). The matrix T - (n, + U,)Z tan not be near Singular, 
since T and i,i are real and ~j has a non-Zero imaginary part. For p = 14, 
the imaginary Parts of 0, range from 1.19 to 16.6. The coefficients {M,} are 
of moderate size. There is no serious loss of significance when the inverse ma- 
trices are added together. 
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Step 4 involves the multiplication of Householder reflections (or Givens ro- 
tations) back on Rp from both the left and right sides. This is the opposite of 
the tridiagonal reduction in Step 1. Similar techniques as in Step 1 tan be used 
here to reduce the computational complexity. However, this Step is more ex- 
pensive, since it does not produces Zeros. The required number of operations 
for this Step is around 2 n3. The multiplication of the scalar ee”l tan be avoid- 
ed, if it is first multiplied to {tij}. 
The total required number of operations for computing exp (-A) is around 
1013 n3, and the main contributions are from Steps 1 and 4. 
Theoretically, since the rational Chebyshev approximation has the maxi- 
mum error T~,~, we have 
/Je-A - SI l2 < e+zp,p = I lepA I 12rp,p, 
where S is the approximation of exp (-A) in Step 4. 
3. Numerital examples 
Our program for symmetric matrix exponentials is implemented in double 
precision based on {O,, “j} for p = 14 given in [8]. These values of Q, and Uj 
are not as accurate as we would like. In fact, the maximum error based on these 
approximate values is 3.13 x 10-‘* at x = 0. Therefore, we expect to have 12 
correct digits. To verify the accuracy of our computations. we need the “exact” 
Solution to compare with. For this purpose, we developed a quadruple preci- 
sion routine that solves the symmetric matrix eigenvalue Problem 
(A = VA YT) and evaluates em.4 by Ve-” VT. This is based on a simple modifica- 
tion of the EISPACK routines (TRED2, IMTQLB and PYTHAG) for symmetric 
matrix eigenvalue Problems. The accuracy of the modified programs is inde- 
pendently verified by a multi-precision calculation in MAPLE. The numerical 
Solution obtained from the quadruple precision routine is then used as the “ex- 
act solution” for comparison. We calculate the relative errors in various matrix 
norms: 
e, = Il@ - SII, 
Ile-AIIf ’ 
e, = IV - 41, 
Ilei% ’ 
e2 = Il@ - SI12 
Ile-Al12 ’ 
where S is the numerical approximation of emA as in Step 4. 
Example 1. The (i,j) entry of the 12 x n matrix A is 
1 
a,j = 
2+ (i-j)*’ 
The relative errors in different matrix norms are listed in Table 1. 
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Table 1 
Relative errors in computing exp(-A) for Example 1 
4 2.83x to-‘2 
IO 2.82~ lO-” 
20 3 83x lO_” _. 
40 2.84~ IO-” 
60 2.84~ IO-” 
80 2.84~ lO_‘? 
100 2.84~ lO_‘? 
200 2.84~ IO-” 
3.21 x IO-” 
2.99~ lO_” 
2.94x 13-“ 
2.92~ IO-” 
2.92~ IO-‘: 
2.92~ lO_“ 
2.92~10.” 
2.93~ IO-” 
3.13XlO~‘~ 
3.13XlO~‘~ 
3.13x10m’J 
3.13XlO~~” 
3.13XlO~” 
3.13x lo-‘: 
3.13x10-” 
3.13xlO ‘I 
Example 2. The n x n matrix A is obtained from a second Order finite differente 
discretization of the negative Laplacian on a unit Square with Dirichlet 
boundary conditions. The (i,j) entry is given by 
1 
4 if i = j, 
-1 if (i-j] =p, 
a,, = 
-1 if (i-j1 = 1 and (ifj) mod (2~) # 1, 
0 otherwise, 
where n = p*. The results are listed in Table 2. 
Example 3. We consider symmetric matrices whose entries are random 
numbers from the uniform distribution on the interval [- 1/2,1/2]. In Table 3, 
we list the results for ten 100 x 100 symmetric matrices. 
These results are very satisfactory. The relative errors in the matrix 2-norm 
are always bounded by 3.13 x 1 O- ‘* Relative errors in Frobenius norm and l- . 
norm are also at the same Order. It seems safe to say that 12 correct digits are 
obtained. 
Our method is also very efficient compared with other methods. In Table 4. 
we list the required execution time in seconds for our method, the Pade method 
(with scaling and squaring) and the Schur method (which solves the eigenvalue 
Problem first). For the Pade method, we use the implementation by Sidje [14]. 
Our implementation of the Schur method (only for symmetric matrices) is 
based on the LAPACK implementation of Cuppen’s divide-and-tonquer [7] 
method for symmetric matrix eigenvalue Problems and a straight forward im- 
plementation of Ve-” VT which requires about n3 operations. All programs are 
in double precision and compiled (including LAPACK) with the same option- 
fast on a SUN Ultra 1 (model 170) workstation with the Compiler f 7 7 
Version 4.0 from SUN Microsystems. 
In Table 4, if we implement the Schur method based on the QR algo- 
rithm for symmetric matrix eigenvalue Problem, the required execution time 
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Relative errors in computing exp (-A) for Example 2 
n e2 
4 3.08~ lO_” 
9 2.98~ IO-‘* 
16 2.83~ lO-‘* 
25 2.70~ lO-‘* 
36 2.60~ lO_‘* 
49 2.52x 10-12 
64 2.47~ lO_” 
81 2.45~ lO-‘* 
100 2.43~ lO_” 
121 2.41 x 10-12 
144 2.39~ lO-‘? 
169 2.38~ lO-‘* 
196 2.37~ lO-‘* 
3.13x10-” 
3.13X10~‘2 
3.21 x lO_‘* 
3.42~ 10m12 
3.45x10-‘2 
3.57x 10-12 
3.5ox 10-12 
3.49x 10-12 
3.44x 10-12 
3.42~ lO_‘* 
3.4ox lO_‘2 
3.38~ lO_‘* 
3.37x 10-12 
3.13xlO-‘2 
3.13xlO-‘2 
3.13xlO-‘2 
3.13xlO-‘2 
3.13xlO-‘2 
3.13xlO-‘2 
3.13xlO-‘2 
3.13xlO-‘2 
3.13x10m’2 
3.13xlO-‘2 
3.13xlO-‘2 
3.13xlO-‘2 
3.13xlO-‘2 
Table 3 
Relative errors in computing exp (-A) for 100 x 100 random matrices 
n 
100 
100 
100 
100 
100 
100 
100 
100 
100 
100 
e/ 
2.44x 10-‘2 2.98~ lO-‘* 
2.49~ 10-12 2.92~ lO-‘* 
2.43~ lO_‘* 2.80~ 10-12 
2.49~10~‘~ 2.97~ lO-‘* 
2.43~ lO-‘* 3.oox 10-‘2 
2.58~ lO-‘* 2.79~ lO-‘* 
2.43~ lO-‘* 2.78~ 10-12 
2.49~ lO_‘* 3.04x 10-” 
2.47~ 10-12 2.98~ lO-‘* 
2.46~ lO-‘* 2.71 x lO-‘* 
e2 
3.13X10~‘2 
3.13xlO-‘2 
3.13xlO-‘2 
3.13x10m’2 
3.13xlO-‘2 
3.13xlO-‘2 
3.13xlO-‘2 
3.13xlO-‘2 
3.13X10~‘2 
3.13xlO-‘2 
is longer. Our method has a clear advantage for large n (n = 300 and 400 as in 
the table), since the required number of operations has the smallest leading 
Order term. 
4. Conclusion 
The method developed in this Paper relies on the orthogonal reduction of 
a symmetric matrix to the tridiagonal form and the uniform Chebyshev ratio- 
nal approximation of e-* on [0, +oo). The rational approximation is given in 
the Prime fraction form and it is applied to the shifted (semi-definite) 
tridiagonal matrix. Theoretically, the relative error in the matrix 2-norm for 
Table 4 
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Time (in seconds) required for computing em* by different methods 
Matrix n T “.CW Tpade T 5Ch”r 
Example 1 100 0.15 0.24 0.13 
Example 1 200 0.67 3.09 0.81 
Example 1 300 1.99 13.7 3.40 
Example 1 400 5.39 36.4 8.40 
Example 2 100 0.15 0.15 0.10 
Example 2 196 0.64 1.89 0.55 
Example 2 324 2.47 9.73 3.54 
Example 2 400 4.83 19.3 6.08 
Example 3 100 0.15 0.30 0.14 
Exdmple 3 200 0.69 4.82 0.90 
Example 3 300 2.00 20.1 3.50 
Example 3 400 5.05 52.8 9.27 
approximating the (symmetric) matrix exponential is bounded by the uniform 
rational Chebyshev constant zps. Unlike the Pade method with scaling and 
squaring, the accuracy of our Solution is not related to the norm of the matrix 
A. The method requires about 10/3 n3 operations and it is more efficient than 
the Pade method and the Schur decomposition method. 
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