The lifetime of individual nodes in a sensor network depends strongly on the leakage power of the nodes in idle state. With technology scaling, variability in leakage power dissipation of sensor nodes will cause increased variability in their lifetimes. In this article, we analyze how the lifetime variations of sensor nodes affect the performance of the sensor network as a whole. We demonstrate the use of the proposed framework to explore deployment cost versus performance trade-offs for sensor networks. Results indicate that up to 37% improvement in the critical lifetime of a sensor network can be obtained with a 20% increase in deployment cost.
INTRODUCTION
Wireless sensor networks are an emerging technology that combine the advantages of the small form-factor computing, communication, and sensing resources that have been made possible by advances in micro-electro-mechanical systems (MEMS) and semiconductor technologies. A sensor network typically consists of a large number of sensor nodes, each of which possess local (although limited) sensing, communication, and computation resources. Sensor networks are thus able to sense the characteristics of the environment within which they are embedded over wide geographical areas and over large time scales. Sensor network applications typically have low real-time requirements, that is, the rate at which they need to sample the characteristics of the surrounding environment is typically much smaller than the time required to sample, process, and communicate the data. As a result, sensor nodes tend to spend a majority of their time in idle mode.
One of the primary design criteria for a sensor network is the ability to provide guaranteed quality-of-service over a time period which is in the order of months or even years. Furthermore, since the individual sensor network nodes need to be placed unobtrusively in the sensed environment, they must be powered by on-board batteries with limited battery capacity or equipped with energy harvesting systems. As a result, the energy efficiency of the sensor network nodes becomes a primary design concern. Since sensor nodes spend a significant portion of their lifetime idling, sensor node implementations typically consist of components that can be put in one of several lowpower states (also called sleep states) while the node is idling. Although the power dissipated in these sleep states can be orders of magnitude smaller than the power dissipated in the active state, its contribution to the overall energy budget of a sensor node cannot be neglected. This is especially true for sensor networks that are designed to sense rare or ephemeral events, such as forest fires or the presence of chemical pollutants [Dutta et al. 2005] .
The power dissipation of a sensor node in sleep state is dominated by the leakage power of the components of the sensor node that cannot be turned off. These include segments of the on-board or on-chip memory that hold persistent data (e.g., the code segment) and the logic that is required to wake up the sleeping components when an event occurs or after a prespecified timeout interval. As sensor network nodes move toward more aggressive technology generations, primarily to reduce the form-factor and cost of the sensor nodes, the leakage power dissipation of the digital components of the nodes will increase exponentially. Hempstead et al. [2006] demonstrate that the move toward smaller feature sizes will only be feasible if explicit leakage power management features, such as supply gating and adaptive body biasing, are provided.
In this work, we consider the impact of another key concern for sensor networks implemented in advanced technology nodes: manufacturing process variability. Manufacturing process variations lead to variations in both the performance and power dissipation of the fabricated die. Borkar et al. [2003] demonstrate that even at the 180 nm technology node, a 20X variation in leakage power is observed, due to manufacturing process variations. Furthermore, subthreshold processor designs, especially those tailored for sensor network applications, show inherently high sensitivity to process variations due to their low supply voltages [Hanson et al. 2006] . While there exists a significant body of prior research that proposes analytic techniques for determining the impact of process variations on the leakage power dissipation of a digital IC (this research can be directly used to compute the leakage power variability for sensor network nodes), our goal is to evaluate how internode leakage power variability affects the characteristics of the sensor network as a whole. Intuitively, leakage power variations will cause greater variability between the lifetimes of the individual nodes in a sensor network. However, how this increased variability in individual node lifetimes impacts the lifetime of the sensor network as a whole has been an unexplored topic so far. To this end, we consider two metrics that are closely related to the lifetime of a sensor network.
-The evolution of the number of blind spots in the network as a function of time.
Blind spots are nodes that are disconnected from the network because all the other nodes within their transmission radius are dead. -The connectivity of the sensor network or, more precisely, the expected time at which the network graph becomes disconnected.
Our results can be used by sensor network processor designers to determine how much effort they need to spend on reducing the impact of process variability on their designs and by sensor network designers to evaluate trade-offs between the deployment cost of a sensor network and its lifetime.
RELATED WORK
Since energy and power dissipation are first-class design concerns in sensor network design, there exists a significant body of research that aims to analyze the power Hempstead et al. [2006] consider the impact of technology scaling on the power dissipation of a sensor network processor but do not consider the impact of leakage variability. Finally, Stanley-Marbell and Marculescu [2007] develop a full-system simulation environment to model power dissipation in networks of embedded systems (including sensor networks) that faithfully accounts for non-ideal battery and communication characteristics. In contrast to these works, we use high-level power models to determine the lifetime of sensor nodes and analytical results to relate the node lifetimes to the performance of the network as a whole, with a specific focus on the impact of leakage power variations. The power/performance impact of manufacturing process variations is a wellstudied topic in the computer-aided design (CAD) and digital circuits community [Natarajan et al. 1998 ]. For example, Li et al. [2006] propose efficient techniques for full-chip leakage variability analysis for scaled technologies. We leverage this body of work to develop our leakage variability models.
The rest of the article is organized as follows: in Section 3, we highlight the key contributions of our work, while Section 4 outlines the assumptions and mathematical notation that will be used in the rest of the article. In Sections 5, 6, and 7, we detail our modeling framework and the associated metrics that we use, while in Section 8, we propose a technique that designers can use to obtain a cost-performance trade-off for their sensor network deployments. Finally, we provide experimental results in Section 9 and conclude in Section 10.
PAPER CONTRIBUTIONS
This work makes the following contributions.
-We provide a high-level modeling framework for evaluating the impact of leakage power variations on sensor network deployments with a specific focus on network performance, as opposed to node performance. To the best of our knowledge, existing work has not addressed the importance or effect of manufacturing process variations on sensor network performance. -We propose a simple technique based on leakage power thresholding that designers can use to alleviate the impact of leakage power variability on their sensor network deployments, in return for an increased deployment cost. We demonstrate how designers can precisely quantify the cost-performance trade-off if they decide to use the proposed thresholding technique.
PRELIMINARIES AND ASSUMPTIONS
We consider the case of low-throughput sensor networks for surveillance or environmental monitoring applications. Furthermore, since the nodes of a low-throughput sensor network spend a majority of their time idling, we assume that the nodes can be placed in a low-power sleep state during the idle periods to save energy. When the nodes are performing sensing, computation, or communication tasks, they are assumed to be in active state. We consider a sensor network consisting of N sensor nodes that are randomly located within the geographic area that needs to be sensed. This is typically the case for sensor networks deployed to cover large geographic areas where it may be too expensive to place the nodes in a regular topology [Dutta et al. 2005] . Each node has a prespecified transmission radius r n , and the nodes communicate via a multihop [Shah and Rabaey 2002] . Furthermore, each node can communicate to any other node within its transmission radius.
The nodes are assumed to possess limited on-board battery capacity. Once a node's energy dissipation exceeds its battery capacity, it is assumed to be dead and cannot perform any further sensing, computation, or communication tasks. Furthermore, we assume that the only way a node can die is if its on-board capacity battery is exhausted, that is, we ignore random failures of sensor nodes due to systematic causes, such as bias temperature instability (BTI)-and hot carrier injection (HCI)-related device wearout, or due to accidental destruction of sensor nodes. While systematic causes of node failure are certainly relevant, we note that the lifetime constraints imposed by these causes are likely to far exceed the lifetime constraint imposed by battery discharge. For example, the reported mean time before failure (MTBF) of Texas Instruments 1 LM3S1110 Stellaris microcontroller is approximately 11, 000 years, which would far exceed the battery-limited lifetime of any practical sensor network deployment. Finally, to model the impact of manufacturing process variations on leakage power variability, we consider only die-to-die (D2D) variations in gate length (L g ). While within-die (WID) variations in gate length and threshold voltage also contribute to leakage power variability, their effect is averaged out due to their uncorrelated nature and can be ignored with respect to the impact of D2D variability. We would like to note that even though process variations also impact the operating frequency of the die, the clock frequency of chips fabricated for sensor network applications will most likely be provisioned for the worst case scenario. Therefore, we do not consider the impact of process variations on the operating frequency/performance of the sensor network nodes. Note that while we specifically focus on the impact of manufacturing process variations on sensor network lifetime, other sources of variation include spatial temperature differences and battery output voltage variations from one node to another. While these can be incorporated within the proposed formalism, we reserve this as a potential avenue for future work.
Before proceeding further, we briefly discuss the relevance of the two measures of network lifetime that we consider in this work. As mentioned before, blind spots are nodes in the network that still have remaining battery capacity but cannot communicate with the rest of the network because all the nodes in their neighborhood, that is, within the transmission radius of the node r n , are dead. Since we assume that nodes communicate via multihop routing protocols to save energy, these blind spot nodes are rendered effectively useless, since they cannot transmit their sensed data to the data aggregation centers for further processing. Therefore, at any given point of time, the number of useful nodes in the network depends not only on the nodes that are not already dead, but also on those that are not blind spots.
However, the occurrence of blind spots does not fully capture the impact of the limited node lifetimes on the lifetime of the network. Specifically, it is also possible that the death of some nodes in the network causes it to become disconnected. As a result, the network gets partitioned into groups of nodes that can communicate within the groups but cannot communicate across groups. This can have serious implications on the performance of a sensor network, since it may mean that parts of the network that are otherwise functional cannot reach the data aggregation center. To take into account this phenomenon, we consider, as a second metric of sensor network lifetime, the expected time at which a sensor network becomes disconnected. Figure 1 shows an example of a network with a blind spot and with the network partitioned into two groups that cannot communicate with each other. 
APPLICATION MODELING
We model the application behavior of a sensor node as a series of events that transition the sensor node between a predetermined number of application states. Specifically, we model each sensor node as an N state Markov Chain with states a i (1 ≤ i ≤ N) and transition probability between state a i and a j defined as p a i ,a j . Furthermore, we make the implicit assumption that the nodes in the network are homogeneous, that is, the Markov Chain for each node in the network is the same and, additionally, that nodes transition from one state to another independently of other nodes.
We note that two recent works [Chakrabarti et al. 2007; use similar models to characterize node behavior in sensor network applications. use a two-state Markov Chain to model a network of cameras deployed for security and surveillance applications. In their implementation, nodes time-out from active state into sleep state if they do not sense any motion in the captured video for a predetermined amount of time. Nodes are woken up from sleep state either after prespecified intervals or by neighboring nodes that detect motion in their captured frames. Chakrabarti et al. [2007] model data dissemination in sensor networks using a three-state Markov Chain for each sensor node. The transition probabilities between states are computed using collected application traces from live sensor network deployments. Figure 2 shows the application model with the transition probabilities marked on the edges. To ensure that this model is representative of real applications, we need to ensure that
These conditions ensure that the Markov Chain does not generate behavior patterns where the node toggles between states without spending sufficient time in either state. Besides being uncharacteristic of real applications, such a behavior would be inherently undesirable due to the additional power costs of transitioning between states.
Finally, for state a i , we define the steady state probability π a i such that The steady state distribution of a Markov Chain can be computed by solving the system of linear equations defined by Equation (2) ) → 0 [Gilks et al. 1996 ]. This result is of immense practical significance for the rest of this article-since sensor networks must operate over large time periods to be of practical use, we will approximate the random variable X T a i by its steady state probability π a i .
POWER AND VARIABILITY MODELING
Having modeled the application characteristics, we can now model the power and energy dissipation of each sensor node. To do so, we decompose the power dissipation of the sensor node into two components: the dynamic power dissipation P d and the leakage power dissipation P l . P d represents the dynamic maximum power dissipation of a sensor node when each of its components is active, while P l represents the maximum leakage power dissipation when all components are inactive and leaking. Each application state exercises a certain fraction of the maximum dynamic and leakage power dissipation values, for example, when a sensor node is in sleep state, the only component of dynamic power dissipation may arise from a wake-up timer, while the rest of the components in the sensor node would only dissipate leakage power. In particular, we write the power dissipation in state a i , P a i , as
where the coefficients α a i and β a i are precharacterized values. A similar high-level power modeling methodology in which the state-based energy consumption for each component on a sensor node is precharacterized is presented in Shnayder et al. [2004b] . The authors note that while state-based high-level modeling does not capture within-state variations in power dissipation, the predicted power dissipation values are between 0.45%-13% of cycle-accurate simulation results. Note that to account for the impact of process variations, the dynamic and leakage power dissipation of a sensor node, P d and P l , must be thought as random variables and not as fixed numbers. In this work, however, we will focus on conventional design techniques in which leakage variations are the dominant variation source, though our framework could easily be modified to account for dynamic power variations as well.
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In particular, we model the impact of process variations by writing the leakage power explicitly as a function of process parameters that are subject to variation (as explained in Section 4, we only model D2D variations in the gate length L g ). Specifically,
where P l,0 is the nominal value of the leakage power dissipation and L g is the deviation of gate length from its nominal value. L g is assumed to be a zero mean normal distribution with standard deviation σ g . The parameters γ 1 and γ 2 are obtained from simulating the leakage current of an inverter in SPICE for a given technology library.
To determine the lifetime of a node, that is, the time when it runs out of battery capacity, we define the random variable E T as the energy dissipated by the node after T discrete time intervals. Based on the terms defined in this section, we can write E T as
Furthermore, as T → ∞, we can simplify this expression as
Since we have approximated E T to be a simple weighted sum of random variables with known distributions, the distribution of E T can be easily computed by numerical convolution. Finally, if T f is a random variable that represents the lifetime of a sensor node, that is, the time when it just runs out of battery capacity, we define q f (t) to be the probability that T f ≤ t, that is, P(T f ≤ t) = q f (t). q f (t) is also called the lifetime distribution of a sensor node and can be obtained as follows.
where E 0 is the battery capacity of each sensor node, Pr{E t ≥ E 0 } represents the probability that the cumulative energy dissipation of a sensor node exceeds the available battery capacity, and F X represents the cumulative distribution function (cdf ) of a random variable X . In order to illustrate the impact of manufacturing process variability, in Figure 3 , we plot q f (t) for increasing values of variability in gate length L g by obtaining q f (t) for σ g = (0, 0.025L g , 0.05L g , 0.075L g ). Recall that σ g is the standard deviation of variability in gate length; therefore, σ g = 0 corresponds to the nominal case in which the impact of manufacturing process variations is ignored, and σ g = 0.075L g corresponds to the greatest variability in process parameters. From Figure 3 , it is clear that manufacturing process variations can lead to significant variations in node lifetime compared to the nominal case, and that as the variability in process parameters increases due to technology scaling, the variations in the lifetimes of sensor nodes will only increase further. More precisely, the standard deviation of node lifetime T f increases by 7.7%, 50.84%, and 148.43% over the baseline without any process variations for σ g equal to 2.5%, 5%, and 7.5% of the gate length, respectively.
LIFETIME METRICS
Having characterized the lifetime distributions of the individual sensor nodes in a sensor network deployment, we now consider the network lifetime metrics that we use to quantify the impact of manufacturing process variations. To do so, we build 33:8 S. Garg and D. Marculescu Fig. 3 . The node lifetime distribution q f (t) for a sensor node with a two-state Markov Chain and for values of σ g = (0%, 2.5%, 5%, 7.5%) of the nominal gate length L g . The time scale on the x-axis is normalized to the average lifetime of a sensor node without considering the impact of variability.
upon prior graph theoretic results that have been proved for random networks with specified node failure probabilities. We extend these results to model a scenario in which the node failure probabilities are time variant and are derived from the node lifetime distribution q f (t) described in the previous section. Yi et al. [2006] show that the average number of useful nodes N u (recall that a useful node is one that is still alive and has at least one active neighbor) in a network with N nodes that are distributed randomly within a unit square (or a unit circle) with transmission radius r n can be written as
where each node is alive or dead with probability p and 1 − p, respectively. In our case, the probability of a node failing due to limited battery capacity is a time-varying function as described by the lifetime distribution q f (t). Therefore, the evolution of the average number of useful nodes in the network with time can be written as
Finally, Gupta and Kumar [1998] prove that the random network of N nodes with transmission radius r n is fully connected with high probability (whp) if
This implies that as the number of useful nodes in the network decreases, the network will lose its probabilistic guarantees on connectivity at time t c (which we call the critical lifetime of the sensor network) that satisfies the equation
which was derived by observing that a network starts loosing connectivity when Equation (10) is just satisfied (i.e., by enforcing the equality in the Equation (10)) and that at any given time, only the useful nodes in the network can participate in network formation. As can be seen, for a given random network consisting of N nodes and transmission radius r n , the critical lifetime of the network can be computed as a function of the lifetime distribution of the individual sensor nodes, q f (t).
COST-PERFORMANCE TRADE-OFFS
One technique that sensor network designers could use to alleviate the impact of process variations on their designs is to tune the behavior of each node based on its power dissipation; therefore, nodes that have high power dissipation may be tuned to spend more time in the sleep state, as opposed to nodes with lower leakage power. However, as mentioned in Dutta et al. [2005] , manually programming a large number of sensor networks nodes individually is impossible. An automated solution would require onchip test circuitry to measure the leakage power dissipation of each sensor node before appropriately tuning the parameters of the firmware running on it. More importantly, the on-chip power measurement circuits will add to the cost, power dissipation, and form-factor of the sensor nodes, neither of which is desirable.
As an alternative solution, we assume a scenario in which sensor network designers could purchase sensor nodes from node manufacturers with specific guarantees on the leakage power dissipation of the sensor nodes, that is, the node manufacturer guarantees that every sensor node has a leakage power lower than a specified value, called a leakage threshold. For the rest of this article, we will assume that the leakage threshold is specified as a multiple, β t , of the nominal leakage power of a sensor node. Therefore, a leakage threshold of β t implies that every sensor node is guaranteed to have an active state leakage power lower than β t P l,0 , where P l,0 is the nominal value of the leakage power dissipation for a sensor node without process variations. Clearly, as the value of β t is reduced, a sensor network designer can be assured of better network lifetime and quality of service. However, designers will have to trade-off the improved network performance with a higher cost of deployment, since nodes with stricter guarantees on leakage power will cost more. To model this trade-off, we introduce a monotonically decreasing cost function of the leakage threshold, c(β t ). c(β t ) is assumed to be inversely proportional to the yield that a sensor node manufacturer would obtain with the specified leakage threshold β t . Therefore,
This particular choice for the cost function is explained as follows: hypothetically, one way for a sensor network designer to obtain N sensor nodes with a leakage threshold of β t is to purchase more than N nodes and select from these the N that fall within the specified leakage threshold (assuming, of course, that there are actually N such nodes that fall within the threshold). It can be shown that on average, a designer needs to purchase c(β t )N nodes to ensure that at least N of these nodes satisfy the leakage threshold β t . We note that although the cost function will, in general, be decided by the sensor node manufacturers, we chose a cost function that makes intuitive sense for the sake of having meaningful results. Our methodology, however, does not hinge on a specific choice of cost function.
EXPERIMENTAL RESULTS
Since our model requires a number of parameters as input, we first indicate the parameters that we use uniformly for all our experiments. Table I lists the paramters used and their meaning. We assume that nominal leakage power (P l,0 ) is 5% of the total dynamic power (P d ), which is typical of nodes fabricated in a 130 nm process. The standard deviation of gate length variation, σ g , is assumed to be 5% of the nominal [Borkar et al. 2003; Tschanz et al. 2002] . Although the magnitude of process variation can be foundry dependent, recently published measurements on a 150 nm silicon test chip reveal up to 4% chip-to-chip variations in process parameters, implying that the numbers we assume are consistent with experimentally observed values. Finally, we assume that N = 100, that is, the sensor network consists of 100 nodes, and that the transmission radius of the nodes, r n , is always greater than the threshold required to ensure that the network will be fully connected whp. Our application model is the same as the one used by to model their camera surveillance sensor networks, that is, we use a two-state application model with each node transitioning between active (state a 1 ) and sleep (state a 2 ) states. Furthermore, we assume that α a 1 = 1, β a 1 = 1, α a 2 = 0, and β a 2 = 0.1; in other words, a transition from active to sleep states eliminates the dynamic power completely and leads to a 10X reduction in leakage power dissipation. This is in line with the data presented in .
We first characterize the evolution of the number of useful nodes in the sensor network N u (t). To model the application characteristics, we use two sets of transition probabilities corresponding to high (10%) and realistic (1%) duty cycles, respectively. The transition probability values for both these cases were obtained from measured data on a sensor network deployed for security and surveillance purposes . Finally, the transmission radius r n is set to be equal to its minimum value, that is, r n = log(N) N . Figure 4 shows the evolution of the number of useful nodes in the network as a function of time (normalized to the average node lifetime of sensor nodes without any leakage power variability) for the high and realistic duty cycles, respectively. Each graph plots three curves corresponding to network deployment costs of c(β t ) = (1, 1.5, 2). From the graphs, it is clear that applications with low duty cycles are the most affected by variability in leakage power dissipation, while those with high duty cycles do not show much sensitivity to leakage power variations. For the realistic duty cycle case (Figure 4(a) ), a 50% increase in deployment cost increases the number of useful sensor nodes in the network by 56%, compared to the time instant when the baseline design without leakage thresholding has 50 remaining useful nodes. Similarly, a 100% increase in deployment cost increases the number of useful sensors to 93% at the same time instant. The improvements for the high duty cycle case (Figure 4(b) ) are much lower, in this case, a 50% increase in deployment costs only affords a 27% increase in the number of remaining useful nodes at the time instant when the baseline design has 50 useful nodes left.
In the next set of experiments, we characterize the impact of leakage variability on the critical lifetime t c of a sensor network. Since we have already ascertained that high duty cycle applications are not significantly impacted by variability, we only focus on the realistic duty cycle of 1%. Furthermore, to ensure that the network has some inherent fault tolerance, we overprovision the transmission radius, that is, we set r n = (1 + ζ ) log(N) N and experiment with values of ζ = (0.02, 0.1, 0.2). The value of ζ determines the extent of fault tolerance built into the network by the designer-large values of ζ imply a network in which the nodes have a large transmission radius (compared to the minimum transmission radius required for a fully connected network), and therefore, a significant fraction of sensor nodes would have to fail before the network becomes disconnected. At the other extreme, ζ = 0 implies a network in which the transmission radius is just enough to maintain connectivity with high probability and a single node failure would result in a disconnected network.
In Figure 5 , we plot the increase in the critical lifetime of the sensor network for the three cases as a function of the deployment cost of the network. For ζ = 0.02, we observe that a 20% increase in deployment cost yields a 37% improvement in critical network lifetime. As the deployment cost increases, however, the percentage increase in critical lifetime levels off. Furthermore, it is evident that larger values of transmission radius provide a smaller percentage increase in critical network lifetime as the deployment cost is increased. This is not surprising. Larger transmission radii provide greater fault tolerance, which helps avoid the loss of connectivity in the network even when a number of nodes fail early due to higher leakage power dissipation than the nominal value. We note, however, that increasing the transmission radius of a sensor node can have a significant impact on the node power dissipation.
CONCLUSION
In this article, we provide a high-level modeling framework for analyzing the impact of leakage power variability on the lifetime of a sensor network using two important metrics of network performance: the evolution of the number of useful nodes in the network with time and the expected time at which the network becomes disconnected. Our results indicate that variations in the leakage power dissipation of the individual sensor nodes can have a significant impact on both metrics of sensor network performance, especially for low throughput applications.
The proposed modeling framework could be used by sensor network processor designers to determine how much design effort they need to expend in oder to reduce the sensitivity of their designs to manufacturing process variations. Furthermore, the techniques proposed in this article could also be used by sensor network designers to explore trade-offs between the cost of the network deployment and the performance of the deployed network.
Our future work includes testing our theoretical results and modeling framework using a real sensor network deployment. Furthermore, we are also interested in exploring the impact of leakage power variability with other metrics of sensor network performance, such as sensing coverage of the sensor network.
