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INTRODUCTION AND OBJECTIVES 
The subject of flow through porous media has common applications 
in both Chemical Engineering and Water Resources disciplines. In 
Chemical Engineering a principal application of such study is the flow 
of liquids or gases through packed columns where physical and chemical 
reactions may be occurring; in Water Resources a principal application 
is the flow of water through the soil, a process which can also be 
accompanied by physical and chemical reactions. Because of model 
similarity, both applications can be treated with similar mathematical 
techniques. 
This research deals with optimizing the use of fresh water, which 
is a problem in Water Resources. Consideration is given only to rates, 
quantities, and velocities of flow. Physicochemical phenomena are not 
considered except as they might affect those variables. 
Optimization of fresh water usage is important because of growing 
demands for a limited supply. Two problems, both concerned with con­
servation and management of water in porous media systems of soil, have 
been selected for this research study. 
The first problem concerns the practice of using fresh irrigation 
water to leach land areas where the soil has become too saline to support 
adequate crop growth. The excess salt in the soil is caused by evapor­
ation of soil moisture, either that supplied by irrigation or that 
resulting from a high water table. In this practice the surface of the 
land is flooded with fresh water which percolates downward, leaching the 
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salts from the soil, and then the leach water is removed by a system 
of tile drains. Simple flooding is not an efficient leaching method 
because a very large percentage of the applied water passes through the 
very small percentage of land directly over the tile drains. The land 
midway betweeu parallel drains is not adequately leached by simple flood­
ing. A more efficient flow pattern of water will be the result if dams 
or barriers are placed so that flow directly over the tile drains is 
prevented. 
The objective of this part of the research was to determine the 
leaching patterns that will occur on a selected system when dams are 
used. By knowing the leaching patterns and the relative flow rates that 
result from selecting different dam widths, an operator can select a 
dam width that is optimized for a particular local condition. The sys­
tem selected for study is one where parallel tile drains are equally 
spaced and are half-imbedded in an impermeable barrier, such as a clay 
layer, within two meters of the land surface. The problem was defined 
with a set of boundary conditions and then solved by using mathematical 
methods. 
The second problem concerned designing and testing a rowcrop 
seedbed to optimize moisture, temperature, aeration and mechanical 
impedance to achieve faster emergence and higher stands of seedlings. 
Under proper management the optimized seedbed should give higher yields. 
The seedbed incorporates a hedge against either severely wet or severely 
dry conditions in the spring after seeds are planted. Seeds are located 
in a sloped ridge and the soil along one side of the seeds is highly 
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compacted by a narrow press wheel at the time of planting. During wet 
periods following planting, excess moisture drains rapidly away from 
the seeds, which are located above the level of the furrows separating 
the ridges. This is in contrast to common flat planting, where the 
seeds may lie in saturated soil for extended periods. During dry 
periods following planting, it is theorized in the optimized seedbed 
design that the highly compacted soil along the side of the seeds pro­
vides a pathway for greater upward capillary moisture flow from deeper 
in the soil. Temperature is optimized by sloping the seedbed towards 
the spring sun. The well-drained ridges also warm faster because they 
contain less water to evaporate. Aeration and mechanical impedance are 
optimized by leaving the soil on one side and above the seed relatively 
uncompacted. This allows free passage of air into the soil and rela­
tively little obstruction for the emerging seedling and its roots. 
The main objective of this part of the research was to test the 
optimized seedbed design versus other seedbed designs in field perform­
ance tests with maize (Zea mays, L.). The decision was made to design 
and construct equipment for the field tests that could be used on full-
scale farm machinery. A second objective was to determine in laboratory 
soil columns the effects of bulk density and surface compaction on the 
rate at which moisture moved upward through the field soil from a 
nearly saturated source of water a distance 30 cm below the soil surface. 
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LITERATURE REVIEW 
Land Leaching 
In many agricultural areas, particularly where irrigation is 
practiced, it is necessary periodically to leach the soil in crop areas 
with fresh water to remove salts. In common practice (Luthin, 1950) 
the land is covered for weeks at a time with ponded water. The leach 
water that contains the salts is removed by tile drains. Kirkham (1957) 
and Kirkham et al. (1974) used theoretical solutions to show that ponded 
leaching would result in greater removal of salt close to the drains and 
lesser amounts at the midpoints between drains. Studies in field 
situations by Talsma (1954) and Sadler et al. (1965) confirmed the 
theory. 
Luthin (1950) stated that it is not economically feasible to 
design tile drainage systems of adequate capacity to remove the large 
flows of water produced by continuous ponding. He cited results in 
underdesigned, tiled fields where back pressure buildup caused poor 
leaching and damage to tile systems. He proposed methods of diking the 
land surface to allow leaching to occur over only a portion of the 
area at a time. Some cases were solved theoretically. 
Miyamoto and Warrick (1974) determined flow patterns and displace­
ment fronts of leaching water both mathematically and in experiments 
for the case where dams were used on the surface above the tiles and 
where an impervious barrier was at great depth in the soil. They assumed 
steady state saturated piston flow and used conformai transformations to 
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solve the problem. The present research differs from their work in that 
we consider the impervious barrier to be within two meters of the land 
surface and very close to the tile drain. Also we solve the problem by 
using a modification of the Gram-Schmidt method as developed and 
illustrated by Kirkham and Powers (1972). 
Problems of steady state flow into drains where an impervious 
barrier confines flow to a finite depth have been studied by Kirkham 
(1957), for the simple case of ponded water; by Kirkham (1947), for the 
case where drains are imbedded in the impervious layer; and by Powell 
and Kirkham (1976) for the case when the soil surface is sloped. The 
latter authors used the modified Gram-Schmidt method (hereafter referred 
to merely as the Gram-Schmidt method) to determine analytically the flow 
nets of equipotentials and streamlines. 
The Gram-Schmidt method has been used effectively in a number of 
cases to solve flow problems where LaPlace's equation holds. In this 
method sums of products of trigonometric and hyperbolic functions are 
used with appropriate constants to satisfy potential or stream function 
boundary conditions. The method is explained in detail in Chapter 4 
of Kirkham and Powers (1972). Powers et al. (1967a, 1967b) used the 
method with rectangular coordinates to solve problems of rainfall seep­
age in soil bedding and into ditches of unequal water level heights. 
Other work on hillside seepage problems is summarized in the introduc­
tion section of Powell and Kirkham (1974). Kirkham and van der Ploeg 
(1974) used polar coordinates in finding flow patterns to wells in 
horizontal confined aquifers. Cylindrical coordinates were used by 
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Cushman and Kirkham (1978) in a three dimensional problem finding solute 
travel times to wells. We use polar coordinates in developing equations 
for use in the Gram-Schmidt method for the present study on tile 
drainage. 
Seedbed Design 
Four physical factors that govern plant growth are moisture, 
temperature, aeration and mechanical impedance. Much work has been done 
observing and specifying the conditions necessary for plant growth, 
especially during germination of seeds and emergence of seedlings. 
Wilkins (1973) presents a literature review of the pertinent factors 
that affect maize and soybean seed germination and seedling emergence. 
He includes metabolism, temperature, moisture, structure and depth of 
planting as key topics and provides 76 references. 
An excellent collection of articles is found in Conference Proceed­
ings: Tillage for Greater Crop Production published in 1967 by the 
American Society of Agricultural Engineers. An article therein by 
Bowen and Coble (1967) lists their findings on the environmental 
requirements for germination and emergence of cotton seeds. They 
determined limiting values for the four physical properties. Temperature 
was not limiting if 2600 or more °F-hr (based on 55°F base temperature) 
were accumulated within two weeks germination time. Moisture was not 
limiting if three or more days were available before the soil tension 
at seed depth exceeded 15 bars for more than four hours. Aeration was 
not limiting if average air permeability readings were greater than 
0.05 X 10 cm . Mechanical impedance was not limiting if the average 
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net hydraulic pressure required to rupture the soil over the first 
eight days after planting was less than 11.5 psi. 
Larson and Blake (1966) and Rossman and Cook (1966) in another 
collection of papers report on seedbed preparation, tillage requirements 
and other factors related to maize planting. 
L. A. Richards and Wadleigh (1952) report that while seeds have 
a remarkable power to absorb moisture from soil, only very few germi­
nate if the soil moisture content is below the wilting percentage. They 
present data on percent germination versus soil moisture for a variety 
of crops. The soil they used had a permanent wilting percentage of 8.6 
percent moisture. At 8.0 percent, germination of "sweet corn" was 35 
percent; at 9.0 percent moisture, germination was 90 percent. The 
maximum germination reported was 95 percent and occurred at higher 
moisture levels. 
Kohnke (1968) summarized results from several investigators to 
show that under conditions of adequate aeration, plant growth steadily 
decreases as soil moisture tension increases from near saturation to 
the wilting point. 
In another moisture related experiment Lyles and Fanning (1964) 
found that presoaking sorghum seed increased emergence by up to 26 
percent where soil moisture tension was greater than one-third atmos­
phere. Increased moisture tension increased emergence time and 
decreased total emergence. 
Seeds require oxygen from soil air to germinate and grow. 
Wesseling and van Wijk (1957) reviewed various works on diffusion of 
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air into soils and concluded that an air content of at least 10 percent 
by volume in the soil was necessary for air exchange to take place in 
the soil. 
S. J. Richards et al. (1952) report on the importance of tempera­
ture in seed germination. They claim that weather effects during germi­
nation and seedling emergence are more critical than during any other 
stage of growth. Unfavorable soil temperatures at seeding time reduce 
stand and yield because of retarded seedling growth. They include a 
graph of hourly growth of maize seedlings versus temperature which shows 
more than double the growth rate at 30°C than at 20°C. Between these 
two temperatures, the growth rate increased linearly from 0.4 mm per hr 
to 1.0 mm per hr. 
Mechanical impedance to emerging seedlings and their roots is 
affected by soil compaction and the resulting changes in soil bulk 
density. Phillips and Kirkham (1962) measured bulk density and needle 
penetration in field studies and concluded that increases in mechanical 
impedance were highly correlated with growth and yield reductions for 
maize. Masujima (1963) found that root penetration increased with de­
creases in bulk density. Taylor (1971) reviewed a great deal of work on 
effect of soil strength on plant growth. He includes 154 references. 
The book. Compaction of Agricultural Soils, published by the American 
Society of Agricultural Engineers in 1971, and in which Taylor's review 
appears, is an excellent collection of work on compaction. 
Soil compaction and moisture flow are interrelated. Woods (1966) 
found in the laboratory that soil compaction reduced emergence from a 
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small seed but tended to increase emergence from a large seed. This 
was probably the result of moisture interaction. In growth chamber 
experiments Masujima (1963) showed that total emergence decreased with 
increasing soil moisture tension but that bulk density had little 
effect. On the other hand, Kunze et al. (1966) found that increasing 
bulk density from 1.1-1.3 to 1.5 gm per cc in pot experiments with loamy 
sand and loess loam favorably affected germination of spring barley. 
Parker and Taylor (1965) reported laboratory studies in which 
small compressions of soil increased seedling emergence but that 
increases in compression greater than three bars (as measured by a 
penetrometer) decreased seedling emergence. Moisture tension also 
affected emergence. In pot experiments with wheat (Clement, 1964) 
mechanical impedance of moist soil over seeds severely inhibited 
germination in sandy loam and clay loam soils. 
Moisture flows in the soil in both liquid and vapor form. Domby 
and Kohnke (1956) showed that compaction does not stop water vapor flow 
noticeably but that it can stop liquid flow. Apparently there is a 
threshhold of compaction above which liquid flow is impeded by friction 
but below which liquid flow is promoted because of smaller capillary 
pores. These facts have led to other research on the use of surface 
mulches to retard capillary flow near the soil surface. Bennett et al. 
1964) got significant increases in cotton seedling emergence when they 
covered planted areas with either black plastic film or a chemical 
mulch (alumina, krilium, asphalt and resins) to retard moisture loss 
by blocking capillary rise of water to the surface. 
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The present research was pointed towards compacting soil on one 
side of the planted seed and leaving it or making it loose on the other 
side. We know of no place in the literature where efforts have been 
made to provide such a seedbed, one in which capillary flow of moisture 
upward is promoted by compaction on one side and aeration, drainage and 
mechanical efficiency are promoted by lack of compaction on the other 
side. W. R. Gardner (1966) discusses research on soil water movement to 
plants and concludes that "much is yet to be learned about how to manage 
the water in the soil at the same time that one manages the plant root 
distribution so that water is where it is needed as nearly as possible." 
Agricultural science literature contains hundreds of articles on 
the theory of unsaturated moisture movement in soils. Books on soil 
physics such as Baver et al. (1972) , Kirkham and Powers (1972) and Kohnke 
(1968) list many references and present theoretical equations for unsat­
urated moisture flow. Solutions to boundary value problems such as that 
represented by upward capillary flow have been solved for a number of 
cases where boundary conditions can be simply defined. Solutions to 
problems with even relatively simple boundary conditions are difficult 
to obtain because the differential equations governing flow relations 
can be very complex. Developed theory relates moisture changes in time 
and distance to capillary conductivity and soil tension, both of which 
are very dependent on the moisture content of the soil. 
We did not examine the effect of surface compaction on moisture 
movement by applying theoretical equations. Rather we measured actual 
flow rates and moisture distributions in one-dimensional columns 
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approximating boundary conditions found in the field. 
Buckingham (1907) measured soil moisture losses from columns in 
much the same way as we did here. In one experiment he used columns 
packed with soil to three different homogeneous bulk densities and then 
determined moisture flow through the columns and final moisture distri­
butions after 53 days. His results showed that the upward moisture 
movement by capillary flow and the total amount of water held by the 
soil in the columns increased as bulk density increased. No specific 
reference was found in the literature that showed how different bulk 
density variations caused by surface compaction as occurs in field 
planting operations affected moisture flow upward by capillary action 
in soil columns. 
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ANALYSIS, PROCEDURES, RESULTS AND DISCUSSION 
Land Leaching 
Luthin (1950) and Miyamoto and Warrick (1974) both studied theoret­
ical flow patterns that develop in land leaching when surface barriers 
are used to restrict flooding on the land surface. Luthin approximated 
water tables under the diked areas. His flow region was bounded on the 
bottom by an impervious layer 16 ft below the surface. Miyamoto and 
Warrick assumed that the total groundwater flow area to be leached was 
saturated with water and their bottom boundary was located at very 
great depth in the soil. They also assumed that a horizontal barrier 
or its equivalent existed or was constructed covering the dry part of 
the diked area over the drains. 
In this study we use the assumptions of Miyamoto and Warrick (1974) 
to solve the problem when the drain tile is imbedded to half of its 
diameter in an impervious layer within two meters of the surface. 
Conformai transformations cannot be used to solve this problem and we 
use the Gram-Schmidt method illustrated by Kirkham and Powers (1972). 
Fig. la illustrates the leaching problem. Surface barriers are 
built a distance a on each side of each tile drain and parallel to it. 
We consider parallel drains, equally spaced, so that line AB midway 
between the tiles represents a boundary at which no horizontal flow 
exists. We consider no vertical flow to occur on the surface a distance 
a on each side of the drains. Water enters the surface in the ponded 
area and we consider the case when the homogeneous soil cross section 
within the flow boundaries is saturated and at steady state. Under 
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FLOODED AREA 
V 
D  ( 3 ) /  C  
^ .1 
(r°0) 
(b) 
Fig. 1. Cross section geometry of land leaching problem where surface 
barriers restrict the ponded water from the area directly over 
the drain tiles 
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those conditions streamlines as illustrated by and $2 will result. 
Fig. lb is a semisection of the flow cross section. Because of 
/ 
symmetry as illustrated in Fig. la, a solution to flow conditions within 
the semisection is all that is required. In Fig. lb a horizontal, 
impervious boundary is at a distance d below the land surface. The 
half imbedded tile drain is considered to be running full. Backpressure 
is illustrated by the column of water in a piezometer connected to the 
drain. We take hydraulic head <p equal to zero at the water level in 
the piezometer. With zero backpressure $ is equal to zero at the top 
of the tile drain. The radius of the tile is w and the thickness of 
the ponded water is t. The hydraulic head difference between the land 
surface and the tile is equal to K. Any point within the flow medium 
is illustrated by (r,6). (R^,0^), (8^,82) and are the loci of 
points along respective boundaries (1), (2) and (3). All flow is con­
fined to the areas ABCDEFA and the origin of polar coordinates is at 0, 
the center of the drain tile. 
Mathematical analysis 
Flow in the medium is assumed to conform to Darcy's Law for sat­
urated flow and to the equation of continuity. The flow medium is 
assumed to be homogeneous and isotropic. Darcy's Law for flow through 
a porous medium in polar coordinates is 
v^ = - (3K^/5r) (la) 
Vg = - (9K(j)/r30) (lb) 
where K is the hydraulic conductivity. 
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The equation of continuity in those same coordinates, assuming 
steady-state flow and constant density conditions, is 
Substitution of equation 1 into equation 2 gives Laplace's equation in 
polar coordinates, which is assumed valid for the flow problem and is 
A + + . (3) 
9r r 9r r 30 
We use V = (j)/H in equation 3 to make the head dimensionless and then 
solve for V. Then we use Cauchy-Riemann relations to obtain ip, the 
stream function. 
The boundary conditions of Fig. lb are as follows: 
along AB: K(9V/3x) =0 0 < 6 < arctan(d/s) (BC 3.1) 
along BC: V = 1 arctan(d/s) < 6 < arctan(d/a) (BC 3.2) 
along CD: K(3V/3y) = 0 arctan(d/a) < 0 < (ÏÏ/2) (BC 3.3) 
along DE: K(3V/90) =0 0 = ( ï ï / 2 )  (BC 3.4) 
along EF: V = 0 0 < 0 < (TT/2) (BC 3.5) 
along FA: K(3V/3e) =0 0 = 0 (BC 3.6) 
In the above boundary conditions K is the hydraulic conductivity of the 
porous medium. 
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The following solution is chosen that satisfies equation 3 and 
BC 3.4, BC 3.5 and BC 3.6. It is similar to equation 3 of Powell and 
Kirkham (1976). 
, . , N-^ , , , 2m / 2 , .2m 
m=l 1 - (w /s ) 
The other three boundary conditions must also be satisfied. We look 
first at BC 3.2. This boundary condition describes the condition along 
the ponded surface BC of the flow regime of Fig. lb. V is a constant 
equal to 1 along this boundary and r is everywhere equal to R^. R2 
and R^ are single-valued functions of 0 and to simplify presentation we 
omit the subscripts of R in the equation developments that follow. 
After substituting the boundary values of V and r into equation 4, we 
find for BC 3.2 
m=l 1 - (w /s ; 
This condition must be satisfied exactly to obtain an analytical solu­
tion to equation 3. The Gram-Schmidt method is used to generate values 
of that satisfy very closely equation 5 and also equations that are 
developed for the other two boundaries. The Gram-Schmidt method provides 
successive approximations of with increasing values of N and at 
infinite N will give an analytical solution. 
We now look at the other two boundary conditions that must be 
satisfied. BC 3.1 requires (9V/8x) to equal zero along AB of Fig. lb 
to satisfy the condition that no horizontal flow exists normal to that 
vertical boundary. Since equation 4 is written in terms of r and 0, 
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we must first determine (9V/9x) in terms of (9V/3r) and (9V/96). From 
Appendix A, where the coordinate conversion is illustrated, we find, 
(9V/9x) = (9V/9r) cos 6 - (l/r)(9V/90) sin 6 (6) 
Similarly, to satisfy BC 3.3 along CD of Fig. lb, where (9V/9y) must 
be equal to zero, from Appendix A, we find 
(9V/9y) = (9V/9r) sin 0 + (l/r)(9V/90) cos 0 (7) 
After taking partial derivatives of equation 4 for use in equa­
tion 7, we obtain 
(#) = 7^ * { 
m=l 1 - (w /s ; 
and 
N-^ / , .2m ,2, .2m (# ' - I <») 
m=l 1 - (w /s ) 
Relationships along boundaries AB and CD can now be found by sub­
stituting equations 8 and 9 into equations 6 and 7. We will look, first 
at BC 3.1 along boundary AB of Fig. lb and will use equation 6. Along 
this boundary (9V/9x) is equal to zero. After substitutions of equa­
tions 8 and 9 into equation 6, we find 
° + T exoos 2.) 
m=l 1 - (w /s ) 
N-K» .2m . 2 - _.2m 
+ I 2 2 if 9) (sin 2m6) • (10) 
m=l ^ 1 - (w^/s^)^™ 
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We simplify equation 10 by combining the summation terms and by 
using trigonometric formulas (Dwight, 1961; formulas 401-06 and 401.07). 
The final equation obtained that must satisfy BC 3.1 is 
_ . ,2m, p(R/s)^"^cos(2m-l)e + (w^/sR) ^°'cos(2m+l) 6, 
° - R ln(s/w) + , 2, 2,2m ^ 
m=l 1 - (w /s ) 
Now we will look at BC 3.3 along boundary CD of Fig. lb and will 
use equation 7. Along this boundary (9V/9y) is equal to zero. After 
substitutions of equations 8 and 9 into equation 7, we find 
0 = + T 0,(eo. 2.0) 
m=l 1 - (w /s ) 
N-K= , , ,2m , 2, „,2m 
- f "aVS ](c.s 6) (si. 2.6) (12) 
m=l 1 - (w /s ) 
Equation 12 can be simplified to the following equation by combin­
ing the summation terms and by using Dwight (1961), formulas 401.01 and 
401.02. This equation must satisfy BC 3.3. 
,-(R/s)2™sin(2m-l)8 + (w^/sR)^°'sin(2mfl)9 
" R ln(s/w) \ ^m^R''^ , . 2,2.2m ^ 
m=l 1 - (w /s ) 
We now have equations 5, 11 and 13, all of which must be satisfied 
by the same A., values. We now define functions f(6) and u (6) such 
wm m 
that 
N-H» 
= AwoUgCe) + I (14) 
m=l 
Our problem is solved when we find A^^ values that will give f(8) as 
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0 
f(0) = { 1 
0 
0 < 6 < arctan(d/s) 
arctan(d/s) < 0 < arctan(d/a) 
arctan(d/a) < 0 < (n/2) 
(15) 
when UQ(0) is defined as 
cos 
UgCe) 
R ln(s/w) 
_ ln(R/w) 
ln(s/w) 
0 < 0 < arctan(d/s) 
arctan(d/s) < 0 < arctan(d/a) (16) 
sin 
R ln(s/w) arctan(d/a) < 0 < (TT/2) 
and when u(0),in = l, 2, ... is defined as 
m 
,2m. p (R/s)^^cos(2m-l) 0 + (w^/sR)^™cos(2m+l)0, 
K 1 _ (w2/s2)2m 
0 < 0 < arctan(d/s) 
1 - (w /s ) 
} (17) 
arctan(d/s) < 0 < arctan(d/a) 
,2m. r-(R/s)^™sin(2m-l)0 4- (w^/sR)^™sin(2m+l)0. 
1 _ (w2/s2)2* 
arctan(d/a) < 0 < (m/2) 
Values of which satisfy the conditions above are calculated 
by using the recursion formulas presented in Appendix 2 of Kirkham and 
Powers (1972). Given those values of values of dimensionless 
head V at any point within the flow medium can be calculated by 
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substituting into equation 4. 
The next step in the mathematical analysis is to determine the 
equation for the stream function ip. The equation is obtained by using 
the Cauchy-Riemann relations. 
(3K(f)/9r) = (1/r) (3^/38) (18a) 
(3K4/98) = -r(dip/dr) (18b) 
By using calculus, the stream function ip is determined as 
o N-X» , , \2m f 1, \ 2m 
• - ™ liTÛÂÔ + Ï V ' f ,"2 "2 2. ' 2m») (19) 
m=l 1 - (w /s ) 
where an arbitrary constant may be added. By substituting calculated 
values of into equation 19, values of ^ at any point within the 
flow boundaries can be calculated. 
The solutions for V and ip  allow us to construct flow nets which 
show equipotential lines (V = constant) and intersecting streamlines 
(ip = constant). For steady state conditions, a streamline shows the 
theoretical path of a water particle starting at any point along CB of 
Fig. lb and ending at the tile drain along EF. A characteristic of the 
stream function allows us to construct flow nets which show the propor­
tions of flow that occur between streamlines; however, the flow nets 
give no indication of the time it takes for a particle of water to move 
from one point to another along a streamline. 
The final step in the mathematical analysis then is to determine 
travel times of water particles as they move along streamlines. By 
connecting points of equal time values on different streamlines within 
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the flow medium, we can plot the theoretical front of leaching water 
as it moves through the tiled cross section of land. 
Time of flow along streamlines is calculated by using Darcy's 
Law, which in polar coordinates is 
v^ = - (9K4/3r) (20a) 
Vg = - (3K4/r38) (20b) 
where and Vg are the velocities of a solid front of water moving 
into a soil cross section. These velocity values must be divided by 
the porosity f of the soil to obtain the actual velocities of the water 
front moving through the soil. Thus the actual velocities of the front 
moving in the soil, represented by v^' and v^', are 
v^* = v^/f (21a) 
and Vg' = Vg/f (21b) 
By using the fact that v^' = ds/dt where s is a particular direction, 
we can obtain the time t of flow along a streamline by integration. 
After manipulation of equations 20 and 21, we can integrate and find, 
for constant K, f and H, that the time t of flow along streamlines can 
be calculated as 
t = / it = •J / ° m ^ (dV/dr) 
or t = J dt = I J - ra ^ (dV/L) (22b) 
This procedure assumes piston flow along the streamlines. 
22 
Procedures 
A computer program found in Appendix B was written to compute 
values of A^^ which satisfied the conditions shown in equations 14, 15, 
16 and 17. Values of halfwidth s, depth d to the drain tile, tile 
radius w, and surface barrier width a were selected to be representative 
of real field situations. Twelve cases were selected for study. In 
all cases the depth d was made equal to 2 m and the tile radius w was 
made equal to 0.1 m. 
An important consideration is that regardless of the units chosen 
for length, whether they are meters, feet, yards, inches or centimeters, 
the calculated patterns of the flow nets and the relative times of 
flow will be directly comparable as long as the ratios of the various 
dimensions stay identical. This is a particularly important character­
istic because it allows small-scale flow modeling. 
The values of the dimensions of the twelve cases studied are shown 
in Table 1. Three halfwidths were selected with surface barrier widths 
Table 1. Values of s, d, w and a in meters for twelve cases studied 
Case s d w a Case s d w a 
2 2.0 2.0 0.1 0.5 
3 2.0 2.0 0.1 1.0 
4 2.0 2.0 0.1 1.5 
5 4.0 2.0 0.1 0 
1  2 . 0  2 . 0  0 . 1  0  7 4.0 2.0 0.1 2.0 
8 4.0 2.0 0.1 3.0 
9 8.0 2.0 0.1 0 
6 4.0 2.0 0.1 1.0 
10  8 .0  2 .0  0 .1  2 .0  
11 8.0 2.0 0.1 4.0 
1 2  8 . 0  2 . 0  0 . 1  6 . 0  
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equal to 0, 25, 50 and 75 percent of the respective halfwidths. 
After appropriate values of were calculated, they were used in 
additional computer programs found in Appendix C that were written to 
determine equipotential lines, streamlines and times of flow along 
streamlines in accordance with equations 4, 19 and 22. Values were 
normalized so that equipotentials represented the decimal fraction of 
the total head difference between the flooded land surface and the 
drain tile and so that streamline values equalled the decimal fraction 
of flow between a particular streamline and the zero streamline. 
In addition, times of flow along streamlines were related for each 
of the three halfwidths to the time of flow that occurred along the 
streamline vertically above the center of the drain tile when no surface 
barrier was present (cases 1, 5 and 9). Connection of points of equal 
time travel of liquid particles from the flooded surface on the dif­
ferent streamlines gave theoretical leaching fronts and direct leaching 
time comparisons with the cases where no surface barrier was present. 
Results and discussion 
Values of A^^ were calculated for each of the twelve cases and 
are tabulated in Table D1 in Appendix D. In the three cases where no 
surface barrier was present (cases 1, 5 and 9), N equal to 10 gave 
values of sufficient accuracy, as determined by testing the conditions 
shown in equation-1-5. In all the other cases except cases 10 and 11, 
values of A^^ were obtained for N equal to 20. In cases 10 and 11, N 
values were 18 and 16, respectively. Although the Gram-Schmidt method 
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is an exact method, we used numerical techniques, which introduced 
roundoff error, to obtain integrated values. We used double precision 
accuracy modes available on the digital computer but the accumulation 
of roundoff error in cases 10 and 11 made values for N greater than 
18 and 16 incorrect. As discussed in Appendix 2 of Kirkham and Powers 
(1972), the values used in the calculations became negative, and as 
they point out, "if any is negative, the work is wrong." Up to the 
point where values became negative, the results were meaningful. 
One check on the computations that was done was to change the 
number of steps in the numerical integrations inherent in the Gram-
Schmidt method. Results showed that halving or doubling the number of 
integration steps in test cases did not significantly affect the A^  ^
values. 
Experience with the cases studied showed at N values greater than 
20 that convergence to more accurate values of was very slow, i.e., 
results at N equal to 30 were not much different from results at N equal 
to 20. Also the computer runs became significantly more costly with 
greater N and the roundoff error built up in most cases to the extent 
that values became negative at N values between 20 and 30. For these 
reasons N equal to 20 was used as an appropriate maximum value. 
One way to illustrate the relative accuracy of the results at a 
particular value of N is to plot f(0) as given by equation 15 versus 6. 
This was done in Fig. 2 for case 10 at N equal to 18. The solid line 
in Fig. 2 represents the theoretical solution to equation 15 at N equal 
to infinity. The circles are actual values of f(8) at N equal to 18. 
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Fig. 2. Graph of f(8) versus 6 for case 10 at N = 18 
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The accuracy of the results in this work was not as good at N equal to 
20 as has been found by previous investigators using the Gram-Schmidt 
method, e.g., Kirkham and Selim (1973). The reason for this lies in 
the fact that previous work forced conditions over either one or two 
boundaries, whereas in this work, we forced conditions along three 
boundaries, greatly increasing the complexity in applying the method. 
If plots similar to Fig. 2 were prepared for cases 1, 5 and 9 of this 
study, where conditions were forced along only two boundaries (no 
surface barrier was present in those cases), then the lines of points 
representing values of f(6) versus 0 for N equal to 10 would be 
essentially indistinguishable from the solid lines representing the 
theoretical solutions at N equal to infinity. The maximum calculated 
variation from the lines in those cases was ±0.0015. 
After substitution of the values into the appropriate equations 
and by using the digital computer to calculate equipotential lines, 
streamlines and time of flow along streamlines, the results for the 
twelve cases were plotted and are presented in Figs. 3 through 7. The 
ip' values shown in the figures are normalized values obtained from the 
relation 
• -,—hrr 
max mm 
where ip from equation 19 occurs at 6 equal to TT/2 and i p  .  (equal to 
max mm 
zero) occurs at 6 equal to zero. (Note that sin 2m6 is zero in the 
summation term at 6 equal to either 0 or Tr/2.) This procedure allows us 
to show the decimal fraction of flow occurring between streamlines. The 
2m 
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Fig. 3. Flow nets of equipotentials and streamlines with added leaching fronts for cases 
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Fig. 4. Flow nets of equipotentials and streamlines with added leaching fronts for cases 
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Fig. 5. Flow nets of equipotentials and streamlines with added leaching fronts for cases 7 and 8 
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Fig. 6. Flow nets of equipotentials and streamlines with added leaching fronts for cases 9 and 10 
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Fig. 7. Flow nets of equipotentials and streamlines with added leaching fronts for cases 11 and 12 
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V values shown in the figures are also normalized values and show the 
fraction of the available head along the equipotentials. 
The solid circles along the streamlines represent normalized time 
increments and lines connecting those circles represent progress of a 
leaching front of water. For cases 1 through 4 the normalizing time 
factor for determining the position of the time increments was the time 
it would take a particle of water in case 1 to reach the tile from the 
surface along the streamline ip' = 1.0. Likewise for cases 5 through 8 
and cases 9 through 12, the normalizing time factors were the times for 
particles of water to move from the land surface to the tile drains 
along (//' = 1.0 of cases 5 and 9, respectively. 
The actual values for the times of flow can be determined if we 
know the numerical values of hydraulic conductivity K, porosity f and 
head H. From equation 22 it is clear that if the dimensions of K are 
in meters per day and the dimensions of H and r are in meters, then 
the resulting time t obtained is in days. Porosity f is dimensionless. 
The results of computation showed that values of the right-hand integral 
of equation 22 for cases 1 ,  5  and 9 for equal to 1.0 were 4.94, 5.24 
2 
and 5.33 m , respectively. These were the values that were used as 
normalizing factors. 
The values used in plotting the figures were obtained from com­
puter results. Because of the slight lack of fit in the boundary 
conditions of the flow medium, as illustrated by the example in Fig. 2, 
the calculated results for the two boundaries along the land surface 
exhibited some error. In cases 10, 11 and 12, the ip' = 0.95 streamlines 
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were calculated to originate between 0.1 and 0.2 m to the left of the 
points in Figs. 6 and 7 where the ponded surface and the barrier inter­
sect. This was an impossible condition and was due to the lack of fit 
of boundary conditions at that boundary. It was considered a minor 
error, however, and was corrected in the figures by extending if)' = 0.95 
streamlines to appropriate points on the ponded boundaries in those 
cases. Another kind of correction was made to all the drawings with 
surface barriers. Again, because of the slight lack of fit in the 
boundary conditions along the ponded surface, illustrated in Fig. 2 
as the f(0) = 1 line, some of the streamlines, as calculated, were in 
error because they curved too much near the ponded surface boundary and 
did not intersect it perpendicularly. We have included x's connected 
by dotted lines in Figs. 3-7 to show the calculated values. The cor­
rected streamlines were drawn to be perpendicular to the ponded surface 
and thus conform to flow theory. The magnitude of the effect increased 
with increased tile spacings, but we considered them relatively minor 
because they all occurred in the flow regions above the V = 0.95 equi-
potentials, where the head gradients were small. Near the boundary the 
lack of fit in the boundary condition made variation in head due to the 
slight lack of convergence there the same order of magnitude as the very 
small head gradients in that area. 
Because of our corrections to the streamlines, the integrated 
values of times of flow had to be corrected also. For this reason, in 
the area above the V = 0.95 equipotentials, the normalized time incre­
ments must be considered approximate. These time increments, though 
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approximate, should be quite accurate because we applied incremental 
mathematical techniques to make the corrections. We also made an 
approximation in case 12 that was helpful. We assumed ideal corner 
flow along the tp' = 0.05 streamline in order to compute more accurately 
the time increments. 
The amount of water, Q/2, flowing to the tile drain through the 
semisection of Fig. 1, was calculated for each case from the principle 
that the amount of water flowing between the two streamlines that form 
the outer boundaries of the semisection was equal to the numerical dif­
ference between the two streamlines (see Kirkham and Powers, 1972, p. 
86). Thus, 
• Vax - Vin (24) 
By application of equation 19, where, for both streamlines, sin 2m0 must 
equal zero, for each case. 
KHAj,j,(ii/2 - 0) 
- Vi„ = WÏW (25) 
Calculated values of Q/2 for each of the twelve cases are shown 
in Table 2. For simplicity, K was set equal to 1.0 m/day and H to 
1.0 m. Results thus obtained were in square meters per day, which 
when multiplied by the tile length in meters would give volume rate of 
flow in cubic meters per day. As the width of the barrier on the land 
surface was increased for a given value of s, the flow rate Q/2 was 
reduced. The ratios of flows with barriers, to flow without barriers 
are also shown in Table 2. In cases 1-4, these ratios were between 
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Table 2. Values of flow rate, Q/2, with K = 1.0 m/day and H = 1.0 m 
Case s(m) a(m) Q/2(m^/day) Q/2 (with barrier) Q/2 (no barrier) 
1 2 0 0.4595 
2 2 0.5 0.4418 0.961 
3 2 1.0 0.4010 0.873 
4 2 1.5 0.3384 0.736 
5 4 0 0.4841 
6 4 1.0 0.4383 0.905 
7 4 2.0 0.3675 0.759 
8 4 3.0 0.3007 0.621 
9 8 0 0.4852 
10 8 2.0 0.3700 0.762 
11 8 4.0 0.2731 0.563 
12 8 6.0 0.2142 0.441 
0.961 with 25 percent of the surface covered and 0.736 with 75 percent 
of the surface covered. In cases 5-8, the ratios ranged from 0.905 to 
0.621 for the same increases in surface barrier coverage. In cases 
9-12, the range was from 0.762 to 0.441. It is interesting to note 
that the flow rates in cases 5 and 9 were nearly the same, 0.4841 and 
2 0.4852 m /day. This indicated, as is also shown by the locations of 
the = 0.05 streamlines for those cases, that doubling the distance 
between tiles from 8 m to 16 m for the simple ponding cases did not 
change the magnitude of the flows or the leaching patterns much, and 
left the added land area relatively unleached. Only 5 percent of the 
leaching water would pass through the soil to the right of the ip' = 0.05 
streamlines in the figures. 
At this point, we note and compare results on flows and flow reduc­
tions that Kirkham (1947) reported in a theoretical study of drain tiles 
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imbedded in or in close proximity to a subsurface barrier. He found 
that flow from a flooded surface into an imbedded drain tile such as 
we use here was reduced compared to what the flow would be if the tile 
were not imbedded, but just resting on the impervious layer. For a 
tile at a depth of 6 ft (1.83 m) and with a radius of 3 in (0.08 m), 
which are close to the values used in this study, he reported a flow 
reduction due to imbedment of (0.564 - 0.527 =) 0.037 flow units or a 
percentage reduction of 6.6 percent, which was minor. By use of his 
equations for determining flow rates, we obtain the following numerical 
checks on calculations for cases 1, 5 and 9. The values we report for 
2 these cases in Table 3 are 0.4595, 0.4842 and 0.4854 m /day, respec­
tively. Kirkham's equation gives, for comparison, corresponding values 
2 
of 0.4597, 0.4842 and 0.4853 m /day, an excellent agreement. 
In all the cases where a surface barrier was used, a small area 
beneath the barrier, illustrated by the area above the dotted lines 
connecting points i and m in each figure, was subject to negative 
pressure. For calculations we assumed that the small negative pressures 
would have negligible effect on the patterns of water flow. In prac­
tice, this would be truer for a clayey soil than for a sandy soil since 
this assumption implies that the capillary fringe area above line Z-m 
was saturated and maintained a constant value of hydraulic conductivity 
K equal to the saturated value. From a practical point of view, the 
actual streamlines and equipotentials, whose accurate determination 
taking the negative pressure area into account would require work beyond 
the scope of this study, would be similar in shape to the ones 
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calculated here. Also, from a practical point of view, in a leaching 
situation the area under the barriers where the soil was not leached 
could be easily leached by moving or removing the barriers for a 
period of time. The only way an area of negative pressure could be 
avoided would be to maintain H equal to t in Fig. 1. 
Optimization analysis for the twelve cases studied required evalua­
tion of leaching efficiency for each case in terms of water rates, 
water volumes and time of flow required to achieve acceptable leaching. 
Acceptable leaching is subject to interpretation. One method that 
fliyamoto and Warrick (1974) used in a similar problem was to numerically 
integrate to determine the leached cross sectional area as a function of 
dimensionless time. Another way, that we present here, is also useful. 
We first determine the depth of land to be leached free of salts. In 
this determination we assume that the passage of the fresh water leach­
ing front is sufficient for leaching. We then select a sequence of 
operations based on information from Figs. 3 through 7 to achieve 
passage of the fresh water leaching front past the required depth in 
the whole semi-section of flow. The advantage of this method is that 
it is applicable to practical cases where crops are to be grown on the 
leached soil. Complete leaching to a given depth, the depth to corre­
spond with the rooting depth for a particular crop, would theoretically 
prevent harmful effects on crop growth due to salts at any point between 
tiles. 
In cases 1, 5 and 9, where no surface barrier exists, the only 
operation used is simple ponding. In the other cases, operation with 
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surface barriers would be carried out until the isochronal line of the 
leaching front passed the predetermined depth at equal to 0 on the 
figures. Then the barrier would be moved or removed to allow leaching of 
the area directly over the tile drain to continue at an accelerated rate. 
Table 3 gives relative leaching time and water usage factors estimated by 
this technique for the case when the barrier was removed for the second 
step. We assumed that a leaching time equivalent to that required for a 
particle of water to flow vertically downward one meter from the surface 
along the equal 1.0 line was sufficient for the no surface barrier 
steps in all but cases 8 and 12, In those two cases it was apparent that 
leaching would not be completed for salts deposited in the area directly 
under the barriers unless more leaching time with no barrier was allowed. 
The time for the no-barrier step estimated from the figures in both cases 
was twice that assumed for the other comparable cases. 
The results in Table 3 are estimates but they show important trends. 
In cases 1 through 4, where the spacing between tiles is twice the depth 
to the tile drain, no advantage is obtained in either time or water usage 
by using surface barriers- In cases 5 through 8, where the spacing be­
tween tiles is four times the depth to the tile drain, it is clear that 
significant savings in time of leaching and water usage can be obtained. 
The values of time and water usage of case 8 are only 51 and 41 percent, 
respectively, of the values of case 5. In cases 9 through 12, where the 
spacing between tiles is 8 times the depth to the tile drain, leaching to 
a depth of one meter at a point midway between tiles is virtually impos­
sible without using surface barriers. This geometry corresponds in 
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English units to a tile spacing of 48 ft, a depth of 6 ft and a tile 
drain diameter of 7.2 in. 
Table 3. Relative leaching time and water usage factors estimated by 
an optimization technique 
Relative time Relative water usage 
Case With With no With With no 
barrier barrier Total barrier barrier Total 
1 — — 1.1 1.1 0.5 0.5 
2 1.1 0.7 1.8 0.5 0.3 0.8 
3 0.9 0.7 1.6 0.4 0.3 0.7 
4 0.7 0.7 1.4 0.2 0.3 0.5 
5 5.5 5.5 2.7 2.7 
6 4.5 0.7 5.2 2.0 0.3 2.3 
7 2.5 0.7 3.2 0.9 0.3 1.2 
8 1.4 1.4 2 . 8  0.4 0.7 1.1 
0 
— 
10 ' • • 
11 >20 0.7 >21 >6 0.4 >6 
12 8 1.4 9.4 1.7 0.7 2.4 
Application example 
The following discussion uses case 12 to show a possible application 
of the information presented in the figures and in Tables 2 and 3. We 
must first determine values to use for hydraulic conductivity K, avail­
able head H and porosity f. In a real field situation, values for these 
parameters would come from experimental data. Here we assume that K is 
equal to 1.0 m/day, H is equal to 1.0 m and f is equal to 0.4. We want 
to determine under these conditions how long to leach the soil, how much 
water will be used (neglecting losses such as evaporation) and the flow 
rate into the drain tile. The time normalizing factor, which is the 
value of the integral of equation 22, has been previously given for this 
2 
case as 5.33 m . Substitution of the given values into equation 22 gives 
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: - (1.0 a/4) (1.0 -) (5-33 = 2.13 day (26) 
This value of t is the theoretical real time factor under these condi­
tions. By counting the number of time increments along a particular 
constant line in case 12 of Fig. 7 and multiplying that number by 
2.13, we can determine the total time of flow along that theoretical 
streamline. By following that procedure the times of flow along \p' 
equal 0.95, 0.8, 0.6, 0.4, 0.2 and 0-05 are approximately 32 days, 26 
days, 26 days, 28 days, 34 days and 58 days, respectively. If we were 
interested in the time required for the fresh water front to pass the 
1.0 m depth along each streamline, those values would be approximately 
30 days, 23 days, 8 days, 9 days and 19 days, respectively. 
The amount of water Q/2 entering the drain tile from the semi-
3 
section would be obtained from Table 2 as 0.2142 m /day for each meter 
of tile length. The total water usage and flow rate into the drain 
3 from both sides would be twice that number of 0.4284 m /day-m. If it 
were further desired to have a sequence of operations to optimize 
leaching times and water usage according to the criteria used to 
develop Table 3, we could use Table 3 information to determine operating 
criteria and the estimated values of time and water usage. From 
Table 3, the relative time factors of case 12 are 8 with the barrier 
and 1.4 with no barrier. By multiplying these factors by 2.13, we 
estimate that the real times are, respectively, 17 days with the 
barrier and 3 days without the barrier. Thus to achieve the leaching 
desired, we would follow 17 days of leaching with the barrier in place 
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by 3 days of simple flooding with no barrier. The total estimated 
3 
water usage under this sequence would be 2.4 m /day-m for the semi-
3 
section or 4.8 m /day-m for both sides of the tile drain. 
Other methods using a sequence of different barrier widths oper­
ated for different times could also be employed for further optimiza­
tion, but on a practical basis, a convenient method of moving the 
barriers would be necessary. 
Seedbed Design, Field Study 
Optimized seedbed design 
It is important for the efficiency of agricultural operations to 
have a high percentage of planted seed emerge to form a stand. If the 
percentage is not high enough, replanting is necessary or else ultimate 
yields are low, either of which are economically undesirable conse­
quences. It is very important that the best possible seedbed environ­
ment for seed germination and emergence be prepared before planting. 
A good seedbed provides a moist, well-aerated soil that will not 
impede the mechanical progress of the emerging seedling or its roots. 
It should have temperature characteristics that favor rapid germination 
and it should allow for rapid drainage of excess water (Baver et al., 
1972; Bowen and Coble, 1967). In practice it is difficult to achieve 
an optimum seedbed because desirable conditions for one variable are 
usually gained at the expense of other variables. This is particularly 
true for moisture characteristics. A loose, crumbly soil will have low 
impedance and good aeration, but it will be subject to high levels of 
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évapotranspiration losses because of the large surface area exposed to 
wind and radiation. There will also be poor seed-to-soil contact, a 
condition necessary for the absorption of water from the soil by the 
seed. If there is adequate moisture added to the soil after planting, 
such as in a wet spring, there is little problem. But if there is not 
enough added, the soil will dry out around the seed and lower its 
chances of germinating and emerging. 
Conversely, if the soil is compacted around the seed to prevent 
rapid evaporation and promote good seed-to-soil contact, then aeration, 
mechanical impedance and drainage can suffer. This situation would be 
more favorable in a dry spring when conservation of the moisture 
present would be most important. 
In normal planting practice, some sort of compaction is used and 
according to Van Doren (1967), "in the absence of rain, germination is 
usually a race against the downward penetration of the evapotranspira-
tional drying front." 
One way of slowing down the rate of penetration of the drying front, 
without addition of water from above, is to promote transport of capil­
lary water to the seed area from below the seed as a result of dif­
ferences in moisture tension along the soil profile. The easiest way to 
promote this upward flow of water is probably by compaction to reduce 
the pore sizes in the soil below the seed. 
In this research we selected a seedbed design and preparation 
method intended to optimize soil temperature, soil moisture, and aera­
tion, while providing low mechanical impedance for seedling growth. 
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We chose maize (Zea mays, L.) as a test crop because it is the princi­
pal crop of the north-central part of the United States and because it 
is a rowcrop that requires early planting in the spring in order to 
achieve high yields. 
Fig. 8 shows a cross section of the selected seedbed in an ideal­
ized form. Seeds are planted on the south sides of sloped ridges that 
run in an east-to-west direction. The south slope is shown intercept­
ing the sun's rays perpendicularly, which is the condition for maximum 
energy interception and soil warmth. 
Under wet spring conditions after planting, the furrows beneath the 
ridges provide drainage of excess water and needed aeration. The seeds 
are shown planted above the furrow bottoms so that the seed environment 
is not waterlogged. Under dry spring conditions after planting, mois­
ture must reach the seeds from below the planting depth and this design 
uses compaction of the soil crumbs at one side of the seeds to provide 
better upward flow of capillary water to the seeds. 
Optimized design obtained in the field 
Fig. 9 shows a cross section of the optimized sloped-ridge plant­
ing system as it was obtained in the field. Seeds were planted on the 
south slopes of ridges that ran in an east-to-west direction. The 
south slopes intercepted the sun's rays perpendicularly, the desired 
condition for maximum energy interception and soil warmth. The sun's 
angle to the horizontal was 60° at noon on April 18 at the field loca­
tion and showed that the slope of the seedbed was best at 30° to the 
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Fig. 8. Ideal cross section view of the optimized seedbed design 
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Fig. 9. Cross section of optimized seedbed obtained in the field 
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horizontal. The angle was measured by pointing one end of a rod towards 
the sun, the other end of the rod being fixed at the ground surface. 
No shadow was cast on the ground at a rod slope of 60° from the verti­
cal. Tables of the sun's angles are available (Engel and Takle, 1975). 
Although the whole cross section profile obtained in the field did 
not match the idealized version of Fig. 8 exactly because of practical 
limitations of soil handling, it is clear that the soil environment 
in close proximity to the seeds did match the idealized version very 
closely. 
Under wet spring conditions, when waterlogging of seeds is a prob­
lem, the furrows to the right-hand side of the seeds in Fig. 9 provided 
adequate drainage of excess water and aeration since the soil was not 
compacted on that side of the seed. The seeds were planted at a depth 
of 5 to 6 cm (2 to 2.5 inches), well above the furrow bottoms in order 
that waterlogging of the seeds would not occur. Under dry spring con­
ditions, the high compaction obtained with the rib press wheels was 
designed to provide better upward flow of capillary water to the seeds. 
The furrows of highly compacted soil on the left-hand side of the 
seeds in Fig. 9, caused by the rib press wheels, may have provided an 
unplanned benefit. They tended to collect water during rainstorms, 
and under dry spring conditions, when soil moisture is scarce, the 
water collected in these furrows during short, high intensity rain­
storms would not run off rapidly but would infiltrate into the soil 
around the seeds. The furrow could not cause waterlogging around the 
seeds because good drainage was provided by the loose soil on either 
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side of the ridge. 
Experimental design and procedures to test the 
optimized system 
Fig. 10 shows the field cross sections of the four basic planting 
treatments that we compared in field studies. In the top three treat­
ments shown, a concave press wheel was used to compact the soil over 
the seeds. The bottom illustrated treatment is the optimized design in 
which a narrow rib press wheel was used to compact the soil upslope 
from the seeds. 
Experiments were conducted at the Agronomy-Agricultural Engineering 
Research Center located 13 kilometers west of Ames, Iowa. The soil type 
at the location selected for the study (area 104 at the Center) was a 
Canisteo series (calcareous Webster) clay loam, which, by analysis, con­
tained 28.8 percent clay, 42.6 percent silt and 28.6 percent sand. 
Soil water potential values showed that it contained 0.312 gm water/gm 
dry soil at -1/10 bar, 0.276 at -1/3 bar and 0.182 at -15 
bars. The land was underlain by tile drains at 36.5 m (120 ft) centers 
that ran about perpendicular to the rows we established and a level 
survey showed that the land surface at the site sloped gently downward 
to the northeast at about a one percent gradient. The test site was 
laid out so that all the rows ran east-to-west, as determined by using 
a transit compass with a correction made on magnetic north to obtain 
true north. The site designed for testing was 155.4 m (510 ft) east-
west by 42.7 m (140 ft) north-south. It was divided into 48 test plots, 
each 3 m (10 ft) by 30.5 m (100 ft) with a 6 m (20 ft) space allowed 
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between ends of the plots for tractor turning. Each plot contained 4 
rows, 30.5 m long with a spacing between rows of 76 cm (30 in). 
Experiments were designed to use large-scale farm machinery, mod­
ified as necessary, to perform all the field operations and to allow 
long enough rows and enough replicates of treatments so that results 
would be statistically valid and meaningful. Equipment modifications 
and pieces of special equipment were a very important part of this 
study and all that were used throughout the work were designed, fabri­
cated, installed, tested and operated by personnel from the Agricultural 
Engineering Department of Iowa State University, who cooperated on the 
project. 
Before planting, the test site was prepared by plowing, disking 
and fertilizing according to conventional practice. Fertilization was 
168-168-168 kg/ha (150-150-150 lb/acre) of N-PgOc-KgO. After final 
disking, ridges were constructed by special machinery in all the treat­
ment plots except those designated for flat planting. Ridging was com­
pleted about two weeks before the first planting date. 
Planting of maize in Iowa normally begins about the 1st to the 10th 
of May. In recent years, emphasis has been placed by Iowa's Agricul­
tural Extension specialists on planting maize as early as possible. 
Early planting provides for a longer growing season if the soil is suf­
ficiently warm. With the longer growing season, greater yields result. 
We set a goal date for the first planting as April 15, 1974. A second 
planting would follow on May 15, 1974. We selected Trojan TX113, a 
long season (116 day) maize variety, for testing. There was some 
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question of using a shorter season variety for the later planting, but 
we decided that the results of a statistical analysis would be more 
conclusive if we used the same variety in both plantings. 
Proper field conditions for planting require that the soil be at 
the right moisture level, not too wet and not too dry. We followed the 
advice of the Center personnel, who had a great deal of practical exper­
ience, in deciding when the soil conditions were satisfactory for plant­
ing, and we planted on April 18, 1974. The second planting was 
completed on May 15, 1974. 
Flat planting and top-of-ridge planting with compaction of the 
soil over the seeds, as illustrated in Fig. 10, required no modifica­
tion of the conventional, four-row equipment that we used throughout 
the study. Sloped-ridge planting required some modifications and 
additions. An angled scraping blade was mounted on a tool bar ahead 
of the planting apparatus to scrape off the soil on one side of the 
ridges at 30° to the horizontal before the seeds were planted. In the 
optimized sloped-ridge treatment, the rib press wheel was offset 10 cm 
(4 in) upslope from the line of planted seeds to provide soil compac­
tion centered to the side of the seeds. In the other sloped-ridge 
treatment, the concave press wheel was used as in flat planting except 
that because the ridge was sloped and the tractor and press wheel were 
vertical, more compaction of the soil actually occurred upslope than 
downslope from the planted seeds. 
Figs. 11 and 12 are photographs that show sloped-ridge planting 
operations with equipment moving. We call particular attention to some 
Fig. 11- Photograph of sloped-ridge planting apparatus in operation 
Fig. 12. Photograph of sloped-ridge planting apparatus showing both 
concave and rib press wheels and the seedbed geometry that 
resulted from their use 
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of the details in these photographs. The scraper blades are in place 
and, although it is not obvious, they are angled in two directions with 
the low point of the blade leading the high point of the blade by an 
angle of 45°. This design was used so that soil would be pushed along 
the blade and dumped at the high side of the ridge as the ridge was 
scraped. This was fairly successful in operation but planting was at 
a slow rate and the scraped soil, as shown in Fig. 12, sometimes built 
up and spilled over the blades. Another interesting point illustrated 
in Fig. 12 is the uniformity and smooth appearance of the soil surface 
over the planted seeds. The scraper blades carried large clods and the 
dry surface layer away from the seed row and provided a moist and smooth 
seedbed. Fig. 12 shows both sloped-ridge planting techniques. The 
center two planting units are shown with the offset, rib press wheel, the 
outside top with the concave press wheel. The angle of the soil surface 
was left at about 30° and the soil left loose over the seeds with the 
rib press wheel treatment, the angle was reduced and the soil compacted 
with the concave press wheel treatment. Fig. 13 shows a close-up view 
of the rib press wheel and the mechanism fabricated to offset it. 
The rate of planting was set on the equipment at 68888 seeds/ha 
(27878 seeds/acre). This gave an average spacing between seeds of about 
19 cm (7.5 in). After planting was completed, four border rows were 
planted along each edge of the site adjacent to the outside treatment 
plots. Then herbicides were applied. Because the treatments involved 
the geometry of the soil surface, we did not cultivate the plots and 
relied exclusively on herbicides for weed control. Standard 
Fig. 13. Close-up view of rib press wheel in operation 
Fig. 14. Photograph of the hydraulically-operated sloped-ridge maker 
that could be reversed to go either direction in the field 
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applications of pesticides for control of root worms were also made. 
During the growing season and after harvesting, data were collected 
on emergence rates, final stands and final yields of grain for the dif­
ferent treatments and were analyzed statistically. Only the two center 
rows of each treatment were used for data collection to minimize edge 
effects along adjacent test plots. Also, to reduce variation due to 
end effects, after the maize was well into its growth, about 1.5 m high, 
the rows were trimmed back 1.5 m at each end to leave a final row length 
of 27.5 m (90 ft). 
Results and discussion 
Table 4 shows the values of yields and final stands and the plant­
ing dates for the 1974, 1975 and 1976 growing seasons. Emergence rates 
are shown for 1974 and 1975. Yields are shown in kg/ha at 15.5 percent 
moisture by weight. Final stands are in plants/ha. These numbers can 
be converted to bushels/acre and plants/acre, if desired, by multiplying 
by the constants, 0.015932 and 0.4047, respectively. The treatment 
designations are for brevity in the following discussion of results and 
are described here as follows. The third letter C or N always stands 
respectively for compaction or noncompaction. 
SRCO - Sloped-ridge, concave press wheel over the seeds. 
SRCU - Sloped-ridge, rib press wheel upslope from seeds. 
SRCD - Sloped-ridge, rib press wheel downslope from seeds. 
SRCOD - Sloped-ridge, two press wheels bolted together so that the 
concave press wheel passed over the seeds and the rib press 
wheel passed downslope from the seeds. 
Table 4. 1974, 1975 and 1976 planting dates, yields, final stands and emergence rates for maize 
on sloped ridges versus other planting treatments 
Yield Final stand Emergence Rate (Days 
Treat- (kg/ha) (plants/ha) to reach 75% emergence) 
1974 1974 1975 1976 1974 1974 1975 ' 1976 1974 1974 1975 
(Aprl8) (Mayl5) (Mayl3) (May3,4) (Aprl8) (Mayl5) (Mayl3) (May3,4) (AprlB) (Mayl5) (Mayl3) 
SRCO 
SRCU 
SRCD 
SRCOD 
SRCOP 
SRNC 
SRCUN 
TRCO 
TRNC 
FCO 
FNC 
9303a 
9050a 
7994a 
7871a 
8832ab 
8502b 
7619a 
8058a 
5613ab 
5719ab 
6127a 
5199ab 
3981cd 
3582d 
4898bc 
3907cd 
58843a 
55294c 
5031a 55055a 
4433a 53540a 
4756a 
4803a 
4833a 
4080a 
4578a 51786a 56490b 
4942a 44531b 57048b 
60438a 
50392b 
51827b 
48198b 
58563a 
42379c 
56769a 
40664c 
54298a 
46962c 
46244c 
51978ab 
50988b 
45728c 
51827ab 
51308b 
12 
13 
9.5 
9.5 
13 
13 
10 
10.5 
10 
8 
9.5 
7.5 
10.5 
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SRCOP - Sloped-ridge, concave press wheel over the seeds, ridge 
formed from flat ground by a modified plowshare and planted 
in the same operation. 
SRNC - Sloped-ridge, no compaction near seeds. 
SRCUN - Sloped ridge, rib press wheel upslope from seeds, planted 
slope facing north. 
TRCO - Top-of-ridge, concave press wheel over the seeds. 
TRNC - Top-of-ridge, no compaction near seeds. 
FCO - Flat, concave press wheel over the seeds. 
FNC - Flat, no compaction near seeds-
The numbers reported in Table 4 for yields and stands are treatment 
means. The data, which are in Appendix G, were analyzed statistically 
by using analysis of variance techniques for randomized block experiments. 
Duncan's new multiple range test (Steel and Torrie, 1950, p. 107) was 
used to compare treatment means each year. The early and late 1974 
plantings were treated as separate experiments because of the high sig­
nificance of planting date difference on yields and stands. In Table 4 
treatment means not sharing the same letter (a, b, c, d) differ from 
each other significantly at the 5 percent level of probability accord­
ing to Duncan's test. 
The discussion of the results is chronological because the ration­
ale for planning experiments for one growing season were based on 
results and experiences from the previous growing season. 
In 1974 we planted six replicates of the four treatments of Fig. 10 
in a statistical, randomized block design. Each block was divided into 
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two halves, one half planted April 18, the other half planted May 15. 
Each block was planted with all four treatments, four rows per treatment 
and contained 16 rows. The blocks were laid out so that the tile drain­
age would be equal for each block and for each four-row treatment. 
Maize planted April 18 gave average yields for sloped-ridge plant­
ing (SRCO and SRCU) of 9303 and 9050 kg/ha; top-of-ridge planting (TRCO), 
of 8832 kg/ha; and flat planting (FCC), of 8502 kg/ha. The differences 
in yields between sloped-ridge planting and flat planting, 801 and 548 
kg/ha, were statistically significant. Maize planted May 15 gave 
significantly lesser yields, 7619 to 8058 kg/ha, but with no significant 
differences among the four treatments. These results indicated, as 
expected, that earlier planting would give greater yields than later 
planting and that the warmth benefit for the early-planted sloped 
ridges would increase yields. Evidence that the seed environment was 
actually warmer on the sloped ridges was obtained by inserting thermom­
eters 7.5 cm deep along the seed rows and observing daily temperatures. 
Afternoon temperatures at that depth in early May in the sloped-ridge 
seed rows were about 1.5°C warmer than the temperatures in the flat 
and top-of-ridge planted seed rows. This compares with results of 
Buchele (1954) who reported soil temperatures on the tops and on the 
slopes of a symmetrical ridge. In measurements he made on May 13, 
1952, he found even greater differences, with the temperature along 45° 
angular slopes 6 to 7°C warmer than tempertures in the furrows between 
ridges and 4 to 5°C warmer than temperatures on the top of the ridge 
at 4:00 p.m. 
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Final stands of the April 18 planting showed FCO with 44531 
plants/ha to be significantly lower than the other three treatments, 
which were 55055, 53540 and 51786 plants/ha for treatments SRCO, SRCU 
and TRCO, respectively. The low stands of FCO, which also influenced 
the resulting low yields of FCO, were partly due to improper adjust­
ments of the planting equipment which resulted in seeds being planted 
at a shallower depth than in the other treatments. This was not 
discovered until planting was completed. 
Final stands of the May 15 planting showed significant differences 
among treatments even though yields did not. This reflected the ability 
of maize plants to compensate when stand was reduced by producing more 
grain per plant. For the May 15 planting, SRCO had the greatest stand, 
58843 plants/ha, which was significantly greater than FCO at §7048 and 
TRCO at 56490 plants/ha. The least stand was for the optimized SRCU 
treatment, which gave 55294 plants/ha. The rigors of early planting on 
the plants were demonstrated by the fact that this least value of stand 
for the later planting was greater than the greatest value of stand for 
the early planting. 
Emergence rates, which were determined by counting the number of 
emergent plants each day in 6 m sections of each data row until all 
plants had emerged, were faster for the SRCO treatment than for the 
other treatments. Since the soil depth over the seeds was greater for 
the SRCU treatment because of lack of soil compaction over the seeds, 
it was expected that average emergence times would be greater for that 
treatment than for SRCO, but the growth rate was expected to be about 
60 
the same because of the temperature effect. Fig. 15 is a graph of the 
number of emergent plants versus days after planting for the April 18 
planted experiment. From this figure, it is clear that the rate at 
which both sloped-ridge treatments emerged was greater than the rates 
of emergence of treatments TRCO and FCO. Differences in emergence rates 
in the May 15 planting showed similar trends with all treatments show­
ing faster emergence because of warmer conditions. 
In 1974, rain conditions were very good during the germination and 
emergence periods for both plantings; 5.6 cm of rain fell April 20-22, 
and 8.3 cm fell May 16-18; consequently, we expected little moisture 
benefit on the sloped ridges versus the other treatments. Later rain­
fall was not heavy enough to cause waterlogging of the field, whether 
ridged or flat. 
In 1975, we intended to repeat the experiment as it was done in 
1974, but wet field conditions precluded an early planting, so we in­
cluded four new treatments, SRCD, SRNC, TRNC and FNC, with the four 
treatments previously tested and planted all eight treatments on May 13, 
1975, the earliest date that conditions would permit. Treatments SRNC, 
TRNC and FNC were included to compare the effects of having no compac­
tion near the seeds. This was accomplished by offsetting a concave 
press wheel far enough from the seed row (20 cm away) that the compac­
tion would have negligible effect on conditions around the seeds. It 
was necessary to have some sort of wheel moving because the seed spacing 
and seed depth mechanisms on the planter units were controlled by the 
turning compaction wheel. 
EMERGENT 
MAIZE PLANTS 
in 
73 METERS 
of 
ROW 
DAYS AFTER PLANTING 
Fig. 15. Numbers of emergent maize plants versus days after planting 
for the April 18, 1974, planted experiment 
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Treatment SRCD was included to test the effect of having the rib 
press wheel compaction downslope from the planted seeds rather than up-
slope. Part of the reason for this was because the planting equipment 
could be operated in only one direction in the field to achieve treat­
ment SRCU. For both the sloped-ridge operations used in 1974, the equip­
ment operator planted in only one direction. Treatment SRCD allowed 
us, after planting a series of SRCU treatments down the field, to 
reverse the position of the scraper blades and plant treatment SRCD com­
ing back the reverse direction. The planting equipment design precluded 
having the compaction upslope from the seeds on the return trip. 
Planting was done in the same plots used the previous year after 
plowing, disking and ridging. The experimental design was the same 
except that each of the six blocks containing one replicate of each of 
the eight treatments. 
Yields were less in 1975 probably because of lower fertilization, 
115-67-90 kg/ha (100-60-80 lb/acre) of N-PgO^-KgO, and because the 
herbicide treatment was less effective in controlling weeds because of 
15-day dry period immediately following herbicide application. An 
herbicide application of 2.24 + 2.24 kg/ha of Atrazine + Cyanazine was 
used in 1975. Dry conditions in July during silking probably also were 
a factor in reducing yields. We obtained larger differences among 
treatment yields in 1975 than in 1974. SRCO and SRCU gave 
5613 and 5719 kg/ha, TRCO gave 3981 kg/ha, and FCC gave 4898 kg/ha. 
SRCO and SRCU yields averaged together were significantly greater than 
either TRCO yields (1685 kg/ha difference), or FCO yields (768 kg/ha 
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difference). Treatment SRCD, with the rib press wheel downslope from 
the seed row, gave the greatest yield, 6127 kg/ha, but this was not 
significantly different from the other sloped-ridge treatment yields. 
The treatments with no press wheel near the seeds, SRNC, TRNC and FNC, 
gave yields of 5199, 3582 and 3907 kg/ha, all of which were lower, but 
not significantly, than for corresponding treatments in which press 
wheels were used. 
The large differences among yields for the treatments in 1975 may 
have been caused by the 15-day dry period immediately after planting. 
Measurements of soil moisture at seed depth 13 days after planting 
showed average moisture levels for all the treatments except FNC and 
TRNC to be between 25 and 27 percent on a dry-weight basis. The FNC 
and TRNC treatments, which gave the least yields and final stands, 
averaged 21 and 22 percent moisture in the soil at seed depth. The 
treatments compacted by the concave press wheel over the seed row, 
SRCO, TRCO and FCO, gave faster emergence and significantly greater 
stands than the other treatments. SRCU and SRCD, with rib press wheel 
compaction to the sides of the seed rows, gave the greatest yields, but 
had significantly smaller stands than SRCO, TRCO or FCO. We believe 
that the lack of compaction over the seeds for SRCU and SRCD could 
have retarded emergence and reduced stand early in the season because 
of moisture evaporation from the soil over the seeds but that, later in 
the season, the rib press wheel compaction by the seed row provided 
better capillary flow of water to the plants from below and improved 
their yield. 
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The results from 1974 and 1975 indicated that seedbeds could be 
optimized by using sloped ridges to obtain faster emergence rates, 
greater stands and greater yields. It was clear, however, that compar­
ative results were variable from year to year and were dependent on 
weather conditions, weed control and other factors. 
In 1976 we repeated the experiment at the same test site, replacing 
the three no compaction treatments, SRNC, TRNC and FNC, which had per­
formed poorly, with treatments SRCOD, SRCOP and SRCUN. Treatment SRCOD 
provided compaction of the soil both over the seeds with a concave 
press wheel and to the downslope side of the seeds with a rib press 
wheel. A set of combination press wheels was fabricated in which a rib 
press wheel and 10 cm wide concave press wheel were bolted together to 
provide the desired combined effect. We expected this combination to 
provide faster emergence and greater stands than the SRCU and SRCD 
treatments, which had previously suffered in stand, probably because of 
complete lack of compaction over the seeds. 
Treatment SRCOP was designed to test the concept of forming a ridge 
and planting on it in a single operation. Some plowshares were modified 
to make the desired sloped ridges and were mounted on equipment ahead of 
the planting units. We had found by previous experience that it was 
difficult to find time in the spring when weather conditions allowed 
plowing, disking, ridging and planting operations to be completed by 
April 15, so treatment SRCOP was to test elimination of a separate ridg­
ing step. We expected results to be different since a freshly formed 
ridge was less stable a seedbed than a ridge which had been formed and 
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allowed to settle for one or two weeks. Treatment SRCUN was the same as 
SRCU except that the planted slope was faced to the north, away from the 
sun, rather than to the south. This treatment was expected to have the 
same benefits as the optimized sloped-ridge treatments except for greater 
soil temperature near the seeds, where it would be at a disadvantage. 
Since soil warmth is so important, we did not expect treatment SRCUN to 
perform well. 
We planted on May 3 and 4, 1976. It took two days to complete the 
planting operations because of complications in equipment changes for 
the eight treatments. Procedures used for planting treatments SRCO, 
SRCU, TRCO and FCO were identical with those used in the preceding two 
years. Yield results in 1976 showed no significant differences among 
the eight treatments. All yields were low, between 4080 and 5031 kg/ha, 
despite an increase in fertilizer application to the level applied in 
1974. Weeds were a significant factor in lowering yields. Chemical 
treatment with herbicides, the same as applied in 1975, was inadequate 
to control the weeds. Treatment SRCO showed year-to-year consistency 
by exhibiting the greatest yield (5031 kg/ha) and the greatest final 
stand (54298 plants/ha) achieved in the 1976 experiment. Treatment 
SRCOD gave the fastest emergence rate of all treatments tested and a 
significantly higher stand (51978 plants/ha) than the SRCU and SRCD 
treatments (46962 and 46244 plants/ha). 
Results from treatment SRCOP (4833 kg/ha yield and 50988 plants/ha 
final stand) indicated that the one-pass operation gave results similar 
to those on pre-formed ridges and that the concept was definitely 
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feasible. Treatment SRCUN, as expected, gave the lowest values of yield 
and final stand (4080 kg/ha yield and 45728 plants/ha stand). The 
significantly and very low values of stands for treatments SRCU and 
SRCD (46962 and 46244 plants/ha) was an unexpected result. 
In 1977, an apparatus designed and constructed by the Agricultural 
Engineering Department was ready for testing. A photograph of the 
apparatus is shown in Fig. 14. It was an hydraulically-operated sloped-
ridge maker designed to make ridges according to our specifications. 
It was designed so that the direction of the sloped cut could be reversed 
by simply swinging the control bar from the left to the right, or vice 
versa, allowing operation in either direction in the field. A tool bar 
with planter units was attached to the apparatus and pulled along. The 
apparatus was used either to shape already existing ridges and plant 
them or to make ridges and plant them in one operation from flat ground. 
We used the apparatus to plant a larger experiment involving treat­
ments similar to those of 1976 but with longer rows and more replicates. 
Planting operations went successfully and emergence rate data gave 
results similar to previous years, with treatments on sloped ridges with 
compaction over the seeds being the fastest emergents. Unfortunately, 
because this experiment was severely affected by the 1977 drought, yield 
and stand data were meaningless. Yields were less than 50 kg/ha on 
some replicates and the highest replicate yield obtained was less than 
3000 kg/ha. 
The purposes of this research were completed. We had tested the 
sloped-ridge planting concept in the field against other planting 
67 
treatments in four different planting seasons and showed that south-
faced sloped-ridge variations, particularly the SRCO treatment with 
compaction of the soil over the seeds, gave faster emergence rates and 
greater yields and stands in most of the tests. The optimized SRCU and 
SRCD treatments gave the greatest yields, even with lower stands, during 
a growing season characterized by a 15-day period without rain after 
planting and very dry conditions during the critical silking period in 
July. 
In addition to proving that the sloped-ridge planting concept was 
viable and gave encouraging results, we had developed a planting system 
that used large-scale farm equipment to provide the results, making them 
more valuable from a practical farming point of view. Also, we had 
progressed from using impractical, modified equipment to using an inter­
mediate level of experimental equipment specially designed for making 
sloped ridges and planting them in one operation in both directions down 
a field. 
It is well at this point to discuss two problems that we observed 
in our studies but did not solve. Hopefully, future research on sloped 
ridges will address these problems. 
Weed control was a significant problem and poor weed control un­
questionably affected some of our results. We relied exclusively on 
herbicides, whose performance is somewhat dependent on weather condi­
tions, and they let us down. We believe that management of the sloped-
ridge planting system should include herbicide use and also the option 
of using cultivation when it becomes necessary. The equipment to use. 
68 
the time to use it so as not to lose the benefits of the sloped-ridge 
system, and the geometry in which to leave the ground surface after 
cultivation are important variables to consider. 
The other problem was with tractor control. Early in the experi­
ments we noticed after the sloped ridges were planted that subsequent 
tractor operation in the rows, such as for pesticide application or 
ammonia side dressing, had to be done very carefully. Because the 
sloped ridges were non-symmetrical, the tractor operator tended to drive 
with the tractor wheels very close to the downslope side of the maize 
plants growing on the sloped ridges. Whether this was a factor in re­
ducing stands for sloped-ridge treatments in the experiments cannot be 
proved, but it demonstrated an important problem with the sloped-ridge 
system. Fig. 16 helps to illustrate the problem. It is a photograph 
of a tractor pulling the planter units during sloped-ridge planting. 
The tractor is being driven correctly with the wheels at the bottoms of 
the furrows. After the planting operation, the location of the seed 
row with respect to the bottom of the furrow was shifted because of the 
formation of the sloped ridge. This meant that on subsequent passes of 
the tractor through the planted area, the wheels would have to ride up 
and out of the furrow and against the high side of the sloped ridge in 
order to maintain the original relative position with respect to the 
seed rows. This was very difficult for even experienced tractor drivers 
and made straight travel down a set of sloped-ridge treatment rows a 
rarity. The resulting wheel travel near or onto the row of planted 
seeds or emerging plants when the tractor swerved off the high side of 
Fig. 16. Photograph showing front view of tractor as it pulls 
planting units and ridge scrapers to plant sloped-ridge 
system 
Fig. 17. Photograph of soil column apparatus for laboratory study 
on surface compaction in soil columns 
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of the ridge was undesirable. Future studies might investigate other 
more symmetrical sloped ridges or different spacing that would eliminate 
or reduce this problem. 
Soil and soil moisture conservation are also important factors to 
consider in future research. A sloped-ridge system, farmed with minimum 
tillage practices, where the ridges were permanent and were merely 
reshaped each year during the planting operation, should be tested for 
yields and stands against other tillage and ridge systems. 
Seedbed Design, Laboratory Study 
Considerations for laboratory study 
An assumption made in the optimized seedbed design was that mois­
ture flow from beneath the seeds would be increased because of high 
compaction of the soil next to the seeds. We designed an experiment to 
show how surface compaction of soil affected moisture flows and distri­
butions in unsaturated soil columns under controlled conditions in a 
laboratory. Conditions for running the experiment were determined on 
the basis of simplicity and practicality and from data obtained in some 
preliminary tests. The results from the experiment were not designed 
to prove or disprove the assumption made in the optimized seedbed but 
were designed to provide useful information towards understanding 
surface compaction effects on moisture losses from soil. Some important 
differences between the laboratory study and actual field conditions 
should be pointed out. 
a. The laboratory experiment was conducted with one-dimensional 
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columnswhile field conditions in a seedbed are basically 
two-dimensional. 
b. Environmental conditions for the laboratory experiment were 
maintained relatively constant and obviously artificial, 
while field conditions are variable and real. 
c. Soil compaction levels in the laboratory study were probably 
much different from actual field compaction levels, both with 
regard to surface pressure applied and bulk density levels 
and distributions obtained. 
Concerning the last item, we made no actual field measurements of either 
pressures applied or bulk densities obtained in field trials. This 
would certainly be considered an area for further work, particularly 
on design of field equipment for preparing optimized sloped-ridge plant­
ing equipment. 
Procedures 
About 50 kg of soil was collected from the site of the field exper­
iments to pack a preplanned set of 33 soil columns. The soil was 
screened under moist conditions through a screen that had 3 mm diameter 
holes in it, and then was air dried. It was stored in a large, double-
walled plastic bag for several days to allow moisture equilibration. 
Moisture content was determined on four samples by using standard 
methods. Then a measured amount of water was sprayed onto the soil in 
the plastic bag with constant turning and mixing to give a moisture con­
tent of approximately 0.3 gm water per gm of oven dry soil. This 
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condition was determined by field tests to be typical for satisfactory 
planting operations. The wetted soil was allowed to equilibrate in the 
plastic bag for several days and four soil samples were then taken for 
moisture analysis. They showed the moisture content to be 0.286 gm 
water per gm oven dry soil. 
The soil was then packed at that moisture content into plastic 
pipe columns of approximately 4 cm diameter and 30.5 cm length. 
Diameters of individual columns were measured to ±0.001 cm accuracy and 
soil quantities, calculated to give 1.0 cm of column depth for partic­
ular values of bulk density, were added in individual increments. Each 
increment was compacted as necessary to the correct soil depth. The 
increments were compacted with a flat-bottomed, cylindrical weight 
which had the same diameter as the inside of the plastic pipe. After 
each increment was added and compacted, its upper surface was lightly 
scratched to break up local compaction at the 1.0 cm apart interfaces. 
Three replicate columns of each of 11 treatments were prepared, 33 
columns in all. Columns that were to be compacted by surface compac­
tion after packing was completed had more increments of soil added to 
them as necessary. 
The experiment was designed so that all columns, both compacted 
and uncompacted, would have the same 30 cm length of soil column after 
final preparation. The plastic pipes were cut 30.5 cm in length to 
allow a top headspace of 0.5 cm. Consequently, temporary extensions 
had to be added to the pipes when packing soil increments into the 
columns where the soil was to be surface compacted. The soil in the 
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columns was supported on a stainless steel screen covered by a layer of 
cotton fabric, both the screen and the fabric having been cut in circles 
the same diameter as the outside of the plastic pipe. The column with 
the screen and cloth in place was forced tightly into the top half of 
a plastic connector that held the components securely in place. A 
small ridge on the inside circumference of the connector prevented 
the screen and column from going more than half-way. The pieces of 
the total apparatus, including an appurtenance that provided a constant 
moisture potential to the bottoms of the soil columns, are shown in 
Fig. 17. At the right in Fig. 17 is the plastic column with soil, 
cloth and screen in place and mounted in the top half of a connector. 
At the left of the column are a sample cloth and a sample screen. At 
their left are a cellulose sponge wick, a water reservoir and a base 
for stability. The apparatus was prepared for testing by first fill­
ing the water reservoir and placing the wick into it. Then the water 
reservoir and wick were inserted into the bottom half of the plastic 
connector so that the top of the wick, slightly compressed, was in conr 
tact with the metal screen supporting the soil column. The water 
reservoir fit snugly into the connector but could be removed easily by 
twisting it off. The cylindrical base fit over the bottom of the 
square-plugged water reservoir and provided stability against tipping. 
Two holes are shown drilled into the plastic connector attached to the 
column in Fig. 17. The smaller hole was drilled just above the top of 
the water reservoir to insure that atmospheric conditions were main­
tained there. The larger hole was to allow instrumental readings to 
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be taken on the column. Evaporation from the water reservoir through 
the small hole was measured throughout the experiment by using a blank 
apparatus and it provided a correction, if necessary, to measured water 
transfer from the water reservoirs to the soil columns. 
Five sets of columns (three replicates of each set) were packed 
at homogeneous bulk densities of 0.8, 0.9, 1.0, 1.1 and 1.2 gm oven dry 
soil per cc bulk volume. These values were chosen to represent a range 
of conditions that might be found during planting operations with the 
particular soil being tested. These five sets of columns were not 
surface compacted and so represented a condition of zero surface compac­
tion. For convenience, we refer to these columns simply as the 0.8 
columns, the 0.9 columns, etc. 
A second group of three sets of columns were prepared similarly 
at bulk densities of 0.9, 1.0 and 1.1 gm per cc. As stated previously, 
the soil was packed with more increments to make the columns slightly 
longer. Then the soil was surface compacted by pushing a piston that 
just fit the inside of the plastic pipe and its extension until the soil 
column length was exactly 30 cm. Piston forces were measured to give 
an estimate of the pressure required for the compaction. This second 
group of columns was designated as having medium surface compaction and 
we refer to them as the 0.9M columns, the l.OM columns, etc. 
A third group of three sets of columns were prepared as before 
except that the soil columns before compaction were made still longer. 
After compaction this group was designated as having high surface com­
paction and are referred to as the 0.9H columns, etc. Table 5 
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summarizes the data on compaction of soil in the columns. 
Table 5. Initial lengths, added weights of moist soil and compaction 
pressures for soil columns 
Initial Soil Average pressure to 
Column length added compact to 30 cm 
(cm) (gm) (kPa, psi) 
0.8 30.0 389 
0.9 30.0 463 
0.9M 34.7 537 221(32) 
0.9H 38.3 575 276(40) 
1.0 30.0 516 — 
l.OM 33.4 615 379(55) 
l.OH 36.7 592 490(71) 
1.1 30.0 570 
I.IM 32.4 631 559(81) 
I.IH 35.2 668 752(109) 
1.2 30.0 623 — —  
The amounts of soil added to the medium and high compaction 
columns were estimated from preliminary tests and were designed to give 
two patterns of compaction. Lengths for the medium compaction columns 
were selected empirically to give a fairly linear relationship between 
bulk density and column length in the section of the columns affected 
by surface compaction. Lengths for the high compaction columns were 
selected to give relatively constant, high bulk density values for 
several centimeters down the columns before the relationship between 
bulk density and column length dropped off nearly linearly. The actual 
patterns of bulk density obtained approached the design condition very 
closely. 
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After each column was prepared and before it was surface compacted, 
it was laid on its side and both ends of the column were tightly sealed 
to prevent moisture loss. When a set of three replicate columns was 
ready, they were compacted, if required, and the bulk densities along 
the columns were measured by gamma-ray attenuation techniques. We 
assumed that in the 20 or 30 minutes between compaction and the time 
the readings were taken, that negligible soil moisture redistribution 
occurred in the columns because of the compaction. 
Bulk densities and moisture contents were both measured by using 
gamma-ray attenuation techniques. The apparatus was the same as used 
and described by Kirkham et al. (1967), except for the types of columns 
used. 
Ten points at 3.0 cm intervals were selected along each 30 cm 
column for gamma-ray counting. The highest point was 1.5 cm from the 
top of the column and the lowest was 1.5 cm from the bottom of the 
column. One-half minute counts were made at each of the ten counting 
stations along a column. Mechanical equipment was used to raise and 
lower the gamma-ray source along the columns to the selected points. 
An apparatus was constructed to insure that the gamma-ray beam was aimed 
directly at the center of the columns for each reading. It required 
four to five hours to count all 33 columns. 
Counts were obtained on the empty plastic columns before they were 
packed to provide that correction. Counts on soil columns were made 
at identical points along the columns each time they were read. This 
was to reduce error due to soil homogeneity variation with position. 
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Theoretical calculations showed that a variation in bulk density as low 
as one percent could result in an error in moisture determination 
between 5 and 10 percent, so it was important to reduce bulk density 
variation in the results as much as possible. 
The eleven sets of columns were placed on a rotating rack where 
the top surfaces of the columns were exposed to radiation from a heat 
lamp and to moving air from a fan. A rotating rack was used to insure 
that all columns received the same treatment. The room temperature was 
held constant and relative humidity readings were taken throughout the 
experiment. Evaporative potentials were determined by measuring weight 
losses from a column identical to the soil columns except that it con­
tained only a layer of free water. 
The bottoms of the soil columns were exposed to a constant, nearly 
saturated condition at atmospheric pressure. This was used to approxi­
mate field conditions from the situation when an abundance of soil 
moisture is present at planting, there is no rain for a prolonged time 
after planting and soil conditions are such that soil moisture remains 
high 30 cm below the soil surface. The latter condition could occur 
in soils high in clay content. 
Fig. 18 shows the rotating rack with the columns mounted. Constant 
conditions were maintained 24 hours a day. Fig. 19 shows a column 
taken off the moving rack undergoing gamma-ray counting at one position 
along the column. 
Data on moisture losses and gains in the columns and on moisture 
profiles were collected periodically during a period of 41 days after 
Fig. 18. Photograph of rotating apparatus used to hold soil columns 
during laboratory experiment 
Fig. 19. Photograph of soil column mounted in gamma-ray device, 
ready for counting 
m 
03 O 
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testing began. Moisture losses from evaporation and gains from the 
water reservoir and wick at the base in a column were determined by 
weighing the total apparatus and the apparatus without the water 
reservoir. Water was added periodically to the water reservoir as 
needed. These data were used to calculate the average flow of water 
moving through each soil column. It was apparent that an equilibrium 
condition was approached after 41 days. At that point the water and 
wicks in the base section of the columns were removed, but the apparatus 
was left otherwise intact and testing was continued. The water source 
was removed to approximate an extreme droughty condition in the sub­
soil, a condition that could exist in a real field situation when a 
limited amount of rain falls after a dry fall and winter and the mois­
ture front has penetrated only 30 cm into the soil at planting time. 
It could also approximate a condition where a barrier that prevents 
moisture flow exists 30 cm below the surface. Measurements were con­
tinued for 36 days after removing the source of water to see how that 
condition affected moisture losses and distribution in the columns 
after they had reached the previous equilibrium. 
Calculations 
Equation development for applying gamma-ray attenuation theory to 
measurement techniques is fully developed in Kirkham et al. (1967). We 
present here only the basic theoretical equations and the ones we 
actually used to calculate bulk density and moisture values. 
When a gamma-ray beam of intensity I^ counts per minute produced 
by a radioactive substance passes through a material of thickness x cm. 
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2 
of a mass absorption coefficient n cm per gm and of a density p gm 
per cc, the attenuated beam leaving the material has been^shown to have 
a lower intensity I counts per minute which conforms to 
1 = 1 ^  e x p ( - p p x )  ( 2 7 )  
When a number n of different materials intercepts the beam, the equa­
tion becomes 
n 
I = I exp(- y p.u.x.) (28) 
i=l 
By applying this equation for the two materials of interest, soil and 
water, we solve for p^, the bulk density of soil in gm per cc, and the 
moisture content w of the soil in gm water per gm dry soil to find, 
after simplification, 
ln(I /I) 
Ps = XgCWs + 
and w = _ fs (30) 
where the subscripts s and w refer to soil and water- These were the 
equations we used to solve for bulk density and moisture content. The 
value we used for I included the attenuation effects of the plastic 
o 
column without the soil, a parameter that was measured before filling 
the columns with soil. 
All measured values of I and I were corrected for a resolving 
o 
time T of 5 micro-seconds before they were used in equations 29 and 30 
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(Fritton, 1968). The formula used for the correction was 
I Observed 
Corrected 1 - Ilobgerved 
where I values are in counts per minute and T is in minutes per count. 
We chose to report all values of moisture content on a weight 
basis, gm water per gm oven dry soil, rather than on a volume basis 
for convenience. Conversion of values from a weight basis to a volume 
3 3 basis, in cm water per cm soil, can be done by multiplying the weight 
basis value by the ratio of the soil bulk density to the water density. 
By using soils of known moisture contents and bulk densities, we 
experimentally determined values of and The values we obtained 
2 
and used in all subsequent calculations were equal to 0.0790 cm /gm 
2 
and equal to 0.0852 cm /gm. Kirkham et al. (1967) found y^ equal 
2 2 to 0.0689 cm /gm for their soil and y equal to 0.0802 cm /gm. Adeoye 
w 
(1973), using the same equipment, found y values for three soils to 
2 2 
range from 0.0766 to 0.0798 cm /gm and equal to 0.0862 cm /gm. 
Bulk densities vertically along the soil columns were determined 
by assuming that the gravimetrically determined moisture level of 
0-286 gm water per gm oven dry soil was constant all along the columns 
at the beginning of the experiment. 
A computer program found in Appendix E was written to convert 
count readings at each station to moisture contents and to average 
results for each set of three replicate columns. We observed about 
half-way into the experiment that estimates of total moisture in the 
columns, calculated by numerically integrating over the lengths of the 
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columns by using calculated moisture contents, gave slightly but con­
sistently different total moisture levels than were determined by 
weighing. We postulated two reasons for the discrepancies: (1) that 
soil shrinkage at the tops of the columns affected calculations (a 
known source of error), and (2) that the counting equipment had a 
tendency to drift. We could do nothing about the error caused by soil 
shrinkage during the experiment, but we did incorporate a feature into 
the computer program to reduce possible instrumental errors that might 
be caused by drift. We forced the calculated value of total moisture 
content in an individual column as determined by integration to exactly 
match the moisture content determined by weighing. This was done by 
using an average value for each point along the column and making 
it conform to the condition. 
During the testing period we had little knowledge of the accuracy 
of the moisture determinations, but the results showed expected trends. 
It has been noted that soil shrinkage was evident near the tops of the 
columns as they dried. This affected the bulk densities and calculated 
moisture contents, but we had no reasonable way to account for the 
effects. Since even small bulk density variations cause significant 
moisture content variations, we were concerned about the accuracy of 
the results. To check for accuracy, at the end of the experiment we 
sectioned the six columns in two of the column sets into ten sections 
each by cutting them with a handsaw, determined actual moisture contents 
gravimetrically and compared them to the calculated results. The two 
sets tested were the 1.1 columns and the I.IM columns. The results of 
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the comparison are in Fig. 20. 
Fig. 20 shows the actual moisture contents and the calculated 
moisture contents for the 1.1 and I.IM columns. In these and all other 
results presented, we report the averages of the three column results 
at each point. Numerical results are in Table F1 in Appendix F. At 
the top sections of the columns, where the soil had shrunk the most in 
drying, actual moisture contents were 41 and 45 percent lower than those 
calculated. At the center sections, actual and calculated moisture 
contents were very close, differing by less than 3 percent, and at the 
bottom sections, actual moisture contents were 7 and 8 percent higher 
than those calculated. It appeared that the calculated results were 
very close except where shrinkage occurred. In order to provide an 
approximate correction for all the results obtained, we graphed actual 
moisture contents versus calculated moisture contents from the data of 
Fig. 20 and used the apparent correlation to correct results at the 
dry ends of the columns. The curve we used is shown in Fig. 21. The 
use of this procedure assumed that errors in calculated results were a 
function only of relative dryness of the soil. 
Results and discussion 
Calculated bulk density results in the soil columns are presented 
in Figs. 22 and 23. The term dry soil in all these results refers to 
oven dry soil. Table F2 in Appendix F lists the calculated values. 
Fig. 22 shows the variation of bulk density with depth in the 0.8, 0.9, 
1.0, 1.1 and 1.2 columns that had no surface compaction. The greatest 
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variation was in the 0.8 columns where the soil was looser and apparently 
tended to settle to the bottoms of the columns during packing. The max­
imum point of average variation shown in the 0.8 column was about 14 
percent. The corresponding maximum variations shown for the other 
columns were about 4 percent, 1.5 percent, 1 percent and 0.8 percent, 
respectively, for the 0.9, 1.0, 1.1 and 1.2 columns. 
Fig. 23 shows the calculated bulk densities in the compacted 
columns. Surface compaction affected bulk density to levels as deep 
as 24 cm in the soil columns. Results would be expected to be much 
different under field conditions because no confining barrier such as 
the plastic pipe is present in the field. Soehne (1958) shows patterns 
of pressure distributions expected under tractor wheels during field 
operations and provides a curve which shows how surface pressure 
affected bulk density of a soil at different values of moisture content. 
Our data are not comparable with his because of differences in apparatus 
and soil. 
During the experiment, relative humidity in the laboratory averaged 
31 percent with a 22 to 39 percent range. Room temperature was held 
constant at 24°C. Temperature readings on a thermometer placed near 
the tops of the soil columns showed that temperatures cycled during the 
1.6 rpm rotation, because of the location of the heat lamp, between 27° 
and 30°C. Evaporative potentials averaged 15.7 gm/day with a high value 
of 20.6 occurring near the beginning of the experiment and a low value 
of 10.1 gm/day near the end of the experiment. Base blank moisture 
losses through the small hole in the column connectors were negligible. 
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averaging less than 0.1 gm/day. 
We measured moisture flows through the columns and the results are 
shown in Figs. 24-27. Flow data are listed in Table F3 of Appendix F. 
As shown in the figures, flows were greatest at the beginning of the 
experiment, as high as 10.5 gm/day (53 percent of the existing evapora­
tive potential), when moisture was being lost at rapid rates by evap­
oration from the top surfaces and gained at rapid rates from the water 
reservoirs at the bottoms of the columns. After a few days into the 
experiment, flows leveled out in the columns and stayed between 0.5 and 
3 gm/day until the end of the experiment. Fig. 24 shows the results 
for the 0.8 and 1.2 zero compacted columns. The 0.9, 1.0 and 1.1 zero 
compacted columns gave results that fell between those shown in Fig. 
24. The average velocity of flow through the 1.2 columns was about 
twice that through the 0.8 columns. Equilibrium values approached 1.8 
gm/day for the 1.2 columns, or about 11 percent of the average evapora­
tive potential, and 0.8 gm/day for the 0.8 columns, 5 percent of the 
evaporative potential. After the water wicks were removed, the flows 
through the 1.2 columns were reduced faster than those through the 0.8 
columns and both approached values that were less than 1 gm/day. Flow 
of 1 gm/day at the end of the experiment was about 11 percent of the 
existing evaporative potential. 
Fig. 25 shows the results for moisture flows through the 0.9, 0.9M 
and 0.9H columns. The flows through the zero compaction columns were 
slightly greater than through the 0.8 zero compaction columns, and 
approached an equilibrium value of about 1.0 gm/day. The flows through 
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the 0.9M columns averaged about 50 percent more than through the 0.9 
columns and approached 1.5 gm/day at equilibrium. The flows through 
the 0.9H columns were greatest and were about the same as for the 1.2 
zero compaction columns, approaching 2 gm/day at equilibrium. Both the 
0.9H and 1.2 columns, and also the l.OH column of Fig. 26, had a sig­
nificant high peak in flow between 30 and 35 days into the experiment. 
All three sets of columns in Fig. 25 approached a flow value of 0.8 
gm/day after the wick was removed. 
Fig. 26 shows much the same pattern for the 1.0, l.OM and l.OH 
columns as was shown in Fig. 25, except that the levels of flow in the 
compacted columns were reduced relative to the flows in the zero com­
pacted columns. The 1.0 columns behaved very much like the 0.9 columns 
and approached an equilibrium value of 1.0 gm/day. The l.OM columns 
behaved identically to the 1.0 columns. The l.OH columns, while peak­
ing near 2 gm/day after 30 days, approached 1.5 gm/day at equilibrium, 
indicating that surface compaction of the higher bulk density soil 
retarded the moisture flows, probably because the greater depths of 
higher bulk density soil at the tops of the columns acted to retard 
moisture flows, rather than to increase them. After the wicks were 
removed, the 1.0, l.OM and l.OH columns approached moisture flow values 
between 0.6 and 0.9 gm/day. 
Fig. 27, for the 1.1, I.IM and I.IH columns, shows the same effect 
of surface compaction on flow retardation as Fig. 26. The high compac­
tion and resulting bulk density pattern caused moisture flows through 
the I.IH columns to be less than through the I.IM columns, which, in 
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turn had flows less than through the 1.1 columns. This was a reversal 
compared to the other lower bulk density column sets. The flows through 
the 1.1, I.IM and I.IH columns approached 1.5, 1.2 and 0.9 gm/day, 
respectively, at equilibrium. No significant peaks in flows occurred. 
After the wicks were removed, all three column sets of Fig. 27 
approached moisture flow values between 0.6 and 0.9 gm/day. 
The moisture flow results of Figs. 24-27 showed that high surface 
compaction of 0.9 and 1.0 gm/cc bulk density soil produced more upward 
moisture flow than if the soil were compacted to a lesser level or left 
uncompacted. For the 1.1 gm/cc bulk density soil, both medium and high 
levels of surface compaction reduced moisture flow. Since columns with 
no surface compaction showed increased moisture flows as bulk densities 
were increased to 1.2 gm/cc, it was clear that between 1.2 gm/cc and 
1.45 gm/cc (the maximum bulk density achieved in the columns), there 
existed a limiting bulk density value where moisture flow rate began 
to decrease rather than increase as bulk density increased. 
Perhaps the best explanation of the phenomenon 
is that an increased rate of flow due to an increased capillary poten­
tial gradient was opposed by a decreased rate of flow due to increased 
friction and tortuosity in the pathways that moisture had to follow 
through the pore spaces. The thickness of the high bulk density layer 
was obviously a factor. In the 0.9H columns, where moisture flows were 
2 gm/day, the thickness of the surface layer greater than 1.4 gm/cc in 
bulk density was 7.5 cm. In the l.OH columns, with moisture flows of 
1.5 gm/day, the corresponding thickness was 10.5 cm and in the I.IH 
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columns, with moisture flows of 0.9 gm/day, the thickness of the layer 
was 13 cm. This suggested an almost linear relationship. 
Moisture content distributions in the columns during the experiment 
are shown in Figs. 28-31. Values are plotted at zero days, 2 days, 
6 days, 40 days (equilibrium condition) and 77 days (36 days after 
removing the water and wicks from the bases of the columns). The 2-day 
points are actually averaged values for 1 and 2 day readings. Likewise 
the equilibrium conditions at 40 days are the average of readings taken 
at 34 and 41 days. The 6-day and 77-day values were not obtained by 
averaging results from different days. 
Accuracy in presentation of the data was very likely enhanced by 
averaging because of the magnitude of the random scatter in the gamma-
ray counts and the corrections applied. Non-averaged and uncorrected 
results are in Table F4 of Appendix F. More accurate data could have 
been obtained by using longer count periods than the half-minute counts 
that we used, or by preparing more replicates. However, the method we 
used gave reasonable approximations except at the dry end of the 
columns as was shown in Figs. 20 and 21. Within the limitations of the 
equipment, determinations of accurate values of moisture content at the 
dry ends would appear unlikely even if longer counts or more replicates 
had been used because of the magnitude of the shrinkage effects. 
In discussing the results presented in Figs. 28-31, we select a 
hypothetical condition, somewhat justified by field measurements on 
moisture contents that we reported in the field study section. The 
hypothetical condition is that moisture at the seed depth should be 
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maintained above 0.25 gm water/gm dry soil. We assume that values less 
than that will reduce germination and emergence of seeds. We take a 
seed depth of 4.5 cm and use the 6-day curve because germination and 
emergence processes would probably be slowed or halted if adverse mois­
ture conditions occurred within that time period. 
Fig,, 28 shows results for the 0.8, 1.0 and 1.2 zero compaction 
columns. The 0.8 columns show a definite adverse condition after 6 
days, a soil moisture of 0.22 gm water/gm dry soil. Combined with the 
results showing low moisture flow through the 0.8 columns, this indi­
cated that dry conditions following planting in a low bulk density 
soil with no compaction would harm plant development. The field exper­
iment result, in which planting treatments with no compaction gave low 
values of soil moisture at seed depth (0.21 and 0.22 gm water/gm dry 
soil) which resulted in slow emergence poor stands and poor yields, 
confirmed this finding. The 6-day values for both the 1.0 and the 1.2 
columns were within the hypothetically acceptable limit of moisture 
content. 
Higher bulk densities maintained greater moisture levels at seed 
depth and provided greater flows of subsoil water to the seed depth. 
We conclude from Fig. 28 that for adequate sustenance of moisture at 
seed depth, zero compaction planting of maize should be done in rela­
tively high bulk density soil. 
Fig. 29 shows results for the 0.9, 0.9M and 0.9H columns. Both 
the 0.9 and the 0.9M columns show an adverse condition on the 6-day 
curves, both having moisture contents at 4.5 cm depth less than 0.25 gm 
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water/gm dry soil. Adequate seed depth moisture is indicated for the 
0.9H columns and moisture flows through the columns were the greatest 
found in the experiment. We conclude that for this group the 0.9H 
columns provide the most attractive conditions for optimum seed develop­
ment. 
Fig. 30 shows that all three columns, 1.0, l.OM and l.OH, had 
adequate moisture at 6 days. In the long term, at equilibrium, the 
l.OH columns provided a moisture level still within the prescribed 
limit, a fact also true of the 0.9H columns, whereas the equilibrium 
values of moisture content for the 0.9, 0.9M, 1.0 and 1.ON columns at 
4.5 cm depth were less than 0.25 gm water/gm dry soil. 
Fig. 31 for the 1.1, I.IM and I.IH columns shows that moisture 
level at seed depth is adequate in the 1.1 and I.IH columns, but that 
scatter in the data for the I.IM columns makes that case unclear. It 
has been shown, though, that I.IM and I.IH columns had lower values of 
flows than the 1.1 columns, thus making them less attractive alternatives 
than the 1.1 columns. 
An interesting trend in Figs. 28-31 was that after 36 days of 
drying without subsoil moisture present, as shown by the 77-day curves 
the columns with surface compaction had lost more water and had lower 
moisture contents at the bottoms of the columns than the columns with­
out surface compaction. This indicated that the deep moisture losses 
were accelerated by surface compaction, a conclusion that would be 
important in field studies where there is a lack of subsoil moisture 
such as in dry areas that require irrigation. 
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It is possible that the effect was an aberration of the experiment 
caused by differences in soil shrinkage as the columns dried out. 
Shrinkage caused the soil columns to pull away from the plastic pipe 
forming a minute gap between the two through which subsoil moisture 
would have an easy escape path. 
In this discussion we have not considered the bulk density levels 
at seed depth and how they would affect seed germination and plant 
emergence. In actual planting, using the concept of the optimized 
sloped-ridge seedbed, we would plant the seeds adjacent to the compac­
tion, relying on the compacted soil to bring subsoil moisture up to 
the area of the seeds. The optimal location of the seed row relative 
to the centerline of a compaction wheel would be a logical extension 
of this work. 
In reviewing soil compaction literature, we found no work that 
was comparable with the surface compaction study we made, where bulk 
density was a variable with depth. One of the best references on water 
relations in compacted soils isWarkentin (1971) where compaction effects 
on moisture tension, unsaturated hyraulic conductivity and other topics 
are reviewed. 
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SUMMARY AND CONCLUSIONS 
Two problems on management of fresh water in porous media were 
studied. The first problem dealt with optimizing saturated flow to 
tile drains during leaching operations by placing on the land surface 
barriers that forced more efficient leaching patterns to occur. The 
treatment of this problem was mathematical. The second problem dealt 
with optimizing a seedbed for planting maize and was principally a 
field study in which a seedbed designed to optimize conditions of un­
saturated soil moisture flows, temperature, mechanical impedance and 
aeration was compared with other seedbeds for emergence rates, stands 
and maize yields. In the optimized seedbed, high compaction of the soil 
next to the seeds, accomplished in the field by using an offset, rib 
press wheel, was theorized to provide greater capillary flow of subsoil 
moisture to the area of the planted seeds. A laboratory study was made 
using soil from the field study area to measure the effects of dif­
ferent surface compaction levels on moisture flows and distributions 
in soil columns of different initial bulk densities. 
The saturated flow study predicted theoretical flow patterns and 
leaching patterns to tile drains when surface barriers were used to 
restrict ponded leaching water on the land surface from the area directly 
over the tile drains. The tile drains, 0.1 m in diameter, were con­
sidered to be imbedded in an impermeable layer 2 m below the land 
surface. Calculations were made for the 12 cases that resulted when 
the land was drained at tile spacings of 4 m, 8 m and 16 m, and when 
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surface barriers were used that covered 0, 25, 50 and 75 percent of 
the land surface. Calculations were based on potential flow theory 
and assumed that Darcy's Law and LaPlace's equation were valid in the 
flow region. A modification of the Gram-Schmidt method was used to 
determine the constants that made the analytical equation selected for 
head satisfy the physical boundary conditions of the problem. Computa­
tions of the constants were made on a digital computer. Computer 
results were satisfactory, but they showed some errors at the boundaries 
of the ponded surfaces in the cases with surface barriers. Errors 
resulted because slight lacks of boundary fit made variation in values 
of calculated head the same order of magnitude as the very small head 
gradients in that area of flow. 
Stream function equations were obtained from the equations for 
head by using Cauchy-Riemann relations. Flow nets of equipotentials 
and streamlines were drawn and the errors along the land surface bound­
aries were corrected by making the streamlines intersect the ponded 
surface perpendicularly. Times of flow along streamlines were deter­
mined by integrating an expression derived from Darcy's Law. Lines 
representing leaching fronts were added to the flow nets by connecting 
points of equal time travel along the streamlines. Flow rates at 
steady-state conditions were determined for each of the 12 cases. 
Barriers covering 25 to 75 percent of the surface reduced flow rates, 
with respect to simple ponding, by 74 to 96 percent at 4 m tile spac-
ings, by 62 to 91 percent at 8 m tile spacings and by 44 to 76 percent 
at 16 m tile spacings, the reductions being greatest when the surface 
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coverage was greatest. 
An optimization technique, involving sequenced operations with 
and without barriers in place was presented. The optimization was 
based on the condition that the whole width of the land between tiles 
was to be leached to a depth of one meter. The leaching front lines on 
the flow nets and calculated flow rates were used to estimate leaching 
times and water usage factors for each case. 
Results showed that for tile drain spacings of 4 m, simple flood­
ing was optimal; for tile spacings of 8 m, time of ponding could be 
reduced by a factor of 2.0 and water usage by a factor of 2.5, over 
simple ponding, by using sequenced operations when a barrier covered 75 
percent of the land surface; and for tile spacings of 16 m, even greater 
factors were possible, but not calculable, because leaching to the one 
meter depth near the vertical boundary halfway between tiles required 
nearly infinite time and water. An example was given using the informa­
tion obtained in the study with typical values assigned to hydraulic 
conductivity5 head and porosity, to provide instruction in the use of 
the figures and tables for making predictions in actual optimization 
applications. 
The seedbed optimization study on maize was conducted over a four-
year period with testing done each growing season. A seedbed, that was 
to be planted as early as spring field conditions would permit, was 
designed to optimize soil moisture by having the seeds planted in a 
ridge, above the bottom of an adjacent furrow, to provide drainage and 
aeration during wet conditions and by having high compaction of the soil 
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next to the seeds to provide more capillary flow to the seed area 
from the subsoil during dry conditions. Soil temperature was optimized 
by sloping the ridges where the seeds were to be planted. Scrapers 
attached to the planting equipment sloped the ridges so that they inter­
cepted the sun's rays perpendicularly during early spring- Mechanical 
impedance to emerging seedlings was optimized by leaving the soil 
directly over the seeds loose, and aeration was optimized by having the 
furrows for drainage, and loose soil on one side of the seeds. Field 
equipment was modified and constructed to produce the optimized seed­
bed and some other modifications of the sloped-ridge seedbeds. These 
treatments were compared with flat planting and top-of-ridge planting 
for emergence rates, stands and yields of maize in field tests. Plant­
ing was done as early as field conditions in the spring would permit, 
using a long season variety of maize, to provide for as long a growing 
season as possible. A randomized block design of treatments was used 
with six replicates per planting treatment and results were evaluated 
statistically. All field operations were done with large-scale equip­
ment. Results varied because different conditions characterized each 
growing season- First year results, where planting times were com­
pared, showed that despite stand loss due to adverse early spring 
conditions, the April 18 planted maize had significantly greater yields, 
averaging 8922 kg/ha, than the May 15 planted maize, which averaged 
7886 kg/ha, a difference of about 12 percent. 
For purposes of this summary, instead of discussing the treatment 
comparison results on an individual year basis, we take the liberty of 
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averaging yield and stand results from Table 4 in the text for the 
three planting years reported. The results from the fourth year were 
invalidated by severe drought conditions and were not reported. This 
averaging procedure is not a statistically valid comparison, but it is 
useful for looking at overall results. We include in the optimized 
treatment SRCU*, treatments SRCU, SRCD and SRCOD from Table 4. The 
primed treatment designations (SCRU' vs SRCU) are used in the following 
discussion to indicate values averaged over the four plantings. We 
include in treatment SRCD*, treatments SRCO, SRCOD and SRCOP from 
Table 4. Treatment SRCO' used a concave press wheel to compact the 
soil over the seeds, while treatment SRCU' used a rib press wheel to 
compact the soil to the sides of the seeds. Treatment SRCOD from 
Table 4 is included in both averages because it incorporated both types 
of compaction. Treatments TRCO* and FCO' are as shown in Table 4. The 
other treatments were variations of interest but they were not directly 
related to the treatments we average. An average value for each plant­
ing was determined for SRCU' and SRCO' before values were averaged for 
all plantings. 
The final averages of this summarization showed treatment SRCO' 
to have the greatest values for both yield and stand, 6949 kg/ha of 
yield and 56689 plants/ha of stand. Treatment SRCU' had the second 
greatest yield, 6871 kg/ha but the lowest value of stand, 52084 
plants/ha. Treatment FCO' had the third greatest yield, 6600 kg/ha and 
a stand of 52414 plants/ha, a value almost as low as treatment SRCU'. 
Treatment TRCO' had the least yield, 6253 kg/ha and a stand of 54667 
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plants/ha. If we remove the data from the early planting of the first 
year from these averages, the trend order remains identical. Since all 
but that planting were planted in May, this indicates that benefits of 
the sloped-ridge systems were realized for maize planted in May as well 
as April. Emergence rates were fastest each year for treatment SRCO'. 
The growth rate of plants in the optimized SRCU' treatment was about 
the same as in SRCO' but the plants had to grow through a slightly 
greater depth of looser soil. Emergence rate differences were mainly 
due to temperature effects. Temperatures in the early spring in the 
afternoon were about 1.5°C greater at seed depth on the sloped-ridge 
treatments than on the flat or top-of-ridge treatments. 
We concluded that seedbeds could be optimized by using sloped 
ridges to obtain faster emergence rates, greater stands and greater 
yields. The fact that stands of optimized treatment SRCU' were lowest 
and yields were second highest indicated that further optimization is 
possible and if stands could be increased by appropriate modifications, 
that yields would probably also be increased. 
During the course of the experiment, equipment was designed and 
built by Agricultural Engineering Department personnel, who cooperated 
on this project, that allowed planting in either east-to-west or west-
to-east directions and that built ridges and planted them in one opera­
tion. Problems that occurred in tractor control and effective weed 
control remain for further study on sloped-ridge systems. 
The laboratory study associated with the seedbed study was con­
ducted by measuring moisture flows and distributions in soil columns 
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packed at bulk densities of 0.9, 1.0 and 1.1 gm/cc that had received 
three different levels of surface compaction, classified as zero, 
medium and high compaction. Three replicates of each column were 
prepared. Replicate columns packed at bulk densities of 0.8 and 1.2 
gm/cc were also prepared but none received surface compaction treat­
ments. A total of 33 columns were prepared. Efforts were made to 
approximate field conditions as much as possible by using soil from the 
area of the field study; packing it into the plastic pipe cylinders at 
a constant moisture content and a range of bulk densities typical of 
planting conditions; supplying a source of subsoil moisture at the 
bottoms of the columns; and evaporating moisture from the tops of the 
columns with a heat lamp and a fan. Moisture losses and gains in the 
columns were measured by weighing, and bulk densities and moisture 
contents were measured by using gamma-ray attenuation techniques. The 
experiment was run for 41 days with the subsoil moisture source present. 
At that time moisture conditions in the columns were approaching 
equilibrium. The subsoil moisture source was removed at 41 days and 
the testing was continued for an additional 36 days. 
Our objective was to see how the different levels of compaction 
affected moisture flows and distributions and to provide evidence that 
high levels of surface compaction would increase upward capillary 
moisture flows. The three compaction levels were not selected on the 
basis of field measurements but on the basis of the bulk density 
distributions that resulted in the columns as a result of compaction. 
All columns were 30 cm long and 4 cm in diameter within the plastic 
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pipe cylinders. During packing at the different initial bulk densities, 
soil was added to the cylinders in increments to produce 1.0 cm of soil 
depth, then each increment was gently compacted to the correct depth. 
After a column was packed this way, it had a fairly consistent bulk 
density the full length of the column. In all but the 0.8 gm/cc bulk 
density columns, the maximum variation in bulk density along the columns 
was 4 percent or less. The soil in the 0.8 columns apparently settled 
during packing and at a point of maximum bulk density near the bottoms 
of the columns, the average bulk density was 14 percent greater than 
0.8 gm/cc. 
After packing the columns to constant bulk densities, the columns 
packed with calculated numbers of extra soil increments were surface 
compacted to give column lengths of 30.0 cm. Surface pressures required 
for compaction varied with initial bulk density and numbers of extra 
soil increments, the range of pressures measured being 221 to 752 kPa 
(32 to 109 psi). 
Significant errors in moisture content were caused by soil shrink­
age at the dry ends of the columns. The errors were estimated by 
measuring moisture contents gravimetrically of 6 columns cut into 10 
sections each at the end of the experiment. The values obtained were 
plotted against calculated values from the same columns to provide an 
approximate correction based on soil moisture content. 
Average moisture flows through the uncompacted columns, measured 
in gm/day, increased as bulk density increased. Flows of 1.8 gm/day in 
the 1.2 gm/cc bulk density columns were about twice those of 0.8 gm/day 
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in the 0.8 gm/cc bulk density columns at equilibrium. 
In the compacted columns, the results varied with both initial bulk 
density and compaction level. A significant finding was that medium 
and high surface compaction in both the 0.9 and 1.0 gm/cc bulk density 
columns increased the upward movement of capillary moisture. The upward 
moisture flows in the 0.9 gm/cc columns, highly compacted, were 
equivalent to the moisture flows in the 1.2 gm/cc zero compacted columns 
at about 2.0 gm/day at equilibrium. 
On the other hand, the flows in the compacted columns of 1.1 gm/cc 
bulk density were less than those in the uncompacted columns and we 
concluded that there existed a bulk density value where increased up­
ward flow velocity due to increased capillary potential gradients was 
offset by decreased velocity caused by greater friction and tortuosity 
in the smaller pore spaces that resulted from compaction. 
In looking at moisture distributions, we posed the hypothetical 
condition that moisture content less than 0.25 gm water/gm dry soil at 
a seed depth of 4.5 cm from the tops of the columns after 6 days of 
drying would harm seed germination and development processes. On this 
basis, of the zero compacted columns, the 0.8 and 0.9 gm/cc columns 
were not acceptable and the 1.0, 1.1 and 1.2 gm/cc columns were accept­
able. We concluded that seeds planted under zero compaction conditions 
should be planted at high bulk densities to avoid an adverse moisture 
environment. On the basis of this result and the fact that 1.2 gm/cc 
columns had the greatest values of moisture flows, we select 1.2 gm/cc 
zero compaction conditions to have the best combination of moisture 
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flow and moisture content at seed depth for the uncompacted condition. 
Of the columns that were surface compacted, only the 0.9 gm/cc 
columns, medium compacted, showed an adverse condition of soil moisture 
content at seed depth. Of the different bulk density, surface compacted 
treatments, we select the following to have optimum conditions of both 
moisture flow and soil moisture content at seed depth; 0.9 gm/cc at 
high compaction, 1.0 gm/cc at high compaction and 1.1 gm/cc at zero 
compaction. 
It should be pointed out that an actual seedbed is mainly two-
dimensional and these one-dimensional results are not directly appli­
cable to them. We are not proposing planting seeds at the 4.5 cm 
depth in the soil columns we tested; the high bulk density values 
there would preclude plant emergence in most cases. In actual plant­
ing of the optimized seedbed, we would plant the seeds adjacent to the 
compaction and rely on the compacted soil to bring subsoil moisture up 
to the area of the seeds. Whether the increased soil moisture brought 
up by compaction of the soil would be available to plant roots in the 
looser soil adjacent to the compacted soil is not shown by this study 
and is a matter for conjecture and further study, since such a 
phenomenon would depend on the many variables of the soil, the moisture 
flow and the plant roots. 
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APPENDIX A; 
DEVELOPMENT OF COORDINATE CONVERSION EQUATIONS 
122 
Because boundary conditions are restricted to flow normal to the 
vertical and horizontal boundaries, it is necessary to convert polar 
coordinate forms of equations to rectangular forms. In the problem 
we need to find (8V/9x) and (9V/9y) in terms of (9V/98) and (9V/9r). 
V = f(r,0) (Al) 
By calculus, 
<S' = 
In the case of polar coordinates, 
r = (x^ + y2)l/2 (A3) 
and 6 = arctan(y/x) (A4) 
After performing the partial differentiations of equations A2a and A2b, 
we find 
(9r/9x) = cos 0 
(9r/3y) = sin 6 
(96/9x) = -(1/r) sin 0 
and (96/9y) = (1/r) cos 6 
Substitution of these relations into equations A2a and A2b gives the 
desired equations 
(9V/9x) = (9V/9r) cos 8 - (l/r)(9V/90) sin 0 (A5) 
and (9V/9y) = (9V/9r) sin 0 + (l/r)(9V/90) cos 0 . (A6) 
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APPENDIX B: 
COMPUTER PROGRAIi TO CALCULATE A^^ VALUES 
C POTENTIAL FLOW OVER A DRAIN TILE WHEN THE SOIL IS BEING LEACHED 
C -BARRIER ON SOIL SURFACE OVER DRAIN-
C 
IMPLICIT REAL*8(A-H,0-Z) 
DIMENSION U(36).C(3S)«Ot36).6(36).RJC725)•AC36) 
CCMMCN /SFUM/ S1C1299«SS<129)•S3C2571 
COMMON /FFFW/ F1C1299•F2(129)tF3C2571 
CCMMCN /ANGS/ BESRHSoIERTH 
CCMMCN /DEGRAD/ PINIBO 
100 0 F0RMATI////50X.3HN =eI3//) 
IERTH=0 
P1=3•141592653589793 
PlNl803 160.GOG/PI 
CALL STEP 
CALL PARK 
CALL SUBS 
CALL SUEF 
CALL FCT 
CALL FFCBESRHS) 
NMAX=21 
KA=NMAX 
KAM1=NMA*-1 
KADIAC=CKA*KAMl*/2 
KCQ=S 
DO 30 M=1.NMAX 
NCAPP1=N 
CALL SUB*(W#M# 
CALL UMNCU.M) 
NC=M-I 
WRITE(6.100G) NO 
CALL ORTHCU* Wi>C«D*G»RJ« A.NCAPPl .KA.KAMl .KAOl AG.BESLHS. XER} 
ir(IER.EC.O.AND.IERTM.EQ.G) GO TO 25 
CALL ERROR*1ER,lERTH) 
25 CALL OUTPUT*A.BESLHS.BESRHS.M) 
30 CONTINUE 
STOP 
END 
C 
C 
c 
SUGROUTIhE STEP 
IMPLICIT REAL*8(A-H,0-Z) 
CCMMON /BLKl/ IP1.1P2.1P3 
COMMON /eLK2/ SL1«SL2•SL3.SU1«SUS•SU3 
CCMMCN /ELK/ HI•H2.H3«NDIH1.NOXM2«ND1M3.NBXS 1.NB132.NBXS3 
CCMMCN /LMPAR/ AA,8B,CC.WW 
P1=3.141592653589793 
SL1=O.ODO 
SU1=0ATAK<AA/8B) 
SL2=SU1 
SU2=DATAN(AA/CC) 
SL3=SU2 
SU3=PI/2.0D0 
1P1=S 
IP2=6 
1P3=7 
NDIM1=2$*IP1+1 
NDIM2=2*#IP2*1 
NDIM3=2##IP3+1 
N8IS1=NDIM1-1 
NB1S2=N0IM2-1 
NeiS3=NDIM3-l 
Hl=(SUl-SLl1/NBlSI 
H2=iSU2-SL2)/NBIS2 
H3=C SU3-SL31/NB1S3 
RETURN 
END 
C 
SUBROUTINE PARM 
IMPLICIT REAL*8(A-H,0-Z) 
COMMON /ELK2/ 5L1.SL2«SL3,SU1,SU2.SU3 
CCMMCN /GLK/ Hi•H2.H3•NOIM1•ND1M2«ND1M3»NBIS1«NSIS2.NBIS3 
CCMMON /UMPAR/ AA.BB.CC.WW 
1000 FORMAT<1HI) 
2000 FCRMAT(///40X,'POTENTIAL OVER LEACHING TILE') 
3COO FORMAT(//34X.'As',F10.7,10X,'B=',F10.7.10X.'C='.F10.7,'W='.F10 
3S00 FORMAT<//7X,'FIRST INTERVAL') 
360 0 FORMAT(//7X«'SECOND INTERVAL') 
3700 FORMAT(//7X.'THIRD INTERVAL') 
4000 FORMAT(//IOX•'THE FOLLOWING VALUES WERE USED FOR THIS PROBLEM: 
5COO FORMAT€/15X*29HLOMER BOUND OF THE INTERVAL =,D22.15) 
5100 FORMAT(/1SX«29HUPPER BOUND OF THE INTERVAL =.022.15) 
S200 F0RMATC/15X* 
C4SHSTEP SIZE USED IN THE NUMERICAL INTEGRATION =.D22.1S) 
5300 FORMAT(/lSX.38HNUM8ER OF BISECTIONS OF THE INTERVAL =,I4) 
kRITE(6,1000) 
*R1TE(6,2000) 
MR1TEC6«3000) AA,8B,CC.WW 
kRITE(6.4000) 
WRITE<6.3500) 
MRITEC6.S000) SLl 
*RITE(6.eiOO) SUl 
tiRIT£(6«S200) HI 
MR1TE(6*S300) NBISI 
WRITE<6.2600) 
MR1TEC6.S000) SL2 
WRITE(6.S100) SU2 
ttRITE<6«£200) H2 
*RITE(6.5300) NB1S2 
kRITE(6.2700) 
WRITEC6.SOOO) SL3 
kRITE(6.5100) SU3 
WRIT£(6«5200) H3 
*RITE<6.E300) NBIS3 
RETURN 
END 
SUBROUTINE SUBS 
IMPLICIT REALMS(A-H.O-Z) 
CCMMCN /BLK2/ SL1•SL2aSL3•SUl•SU2•SU3 
CCMMCN /BLK/ HI•H2*H3»NOIM1•NDIM2*NOIM3«NBIS1•NBIS2>NBIS3 
CCMMCN /SFUM/ S1(129>•S2(129)•S3(257) 
DO 1 J=1,NDIM1 
1 S1(J)=SL1+(J-1)*H1 
DO 2 J=1.NDIN2 
2 S2(J)=SL2+(J-1)*H2 
DO 3 J=I.NDIM3 
3 S3(J)=SL3+(J-1)*H3 
RETURN 
END 
SUBROUTINE SUBR 
IMPLICIT REAL*8(A-H.O-Z) 
CCMMCN /BLK/ Ht•H2•H3•NOIMI•NOIM2«NDIM3•NBIS1«NBIS2*NB1S3 
COMMON /LMPAR/ AA.BB.CC.kW 
CCMMCN /RUM/ R1(129).R2(129)•R3(257) 
CCMMCN /SFUM/ SI(129).52(129),53(257) 
DO 1 J=1,N0IM1 
1 Rl(J)=BB/OCOS(Sl(J)) 
DO 2 J=1,NDIM2 
2 R2(J)=AA/DSIN(S2(J)) 
DO 3 J=1,NDIM3 
3 R3(J)=AA/DSIN(S3(J)) 
RETURN 
END 
C 
C 
c 
SUBROUTINE FCT 
IMPLICIT REAL*8(A-H,0-Z) 
CCMMON /GLK/ H1.H2«H3,NDIM1,NDIM2,NDIM3.NBIS1,NB:S2.NBIS3 
COMMON /SFUM/ 81(129)«32(129)•33(2571 
COMMON /FFFW/ F1(129)«FZt1291«F3(2571 
00 1 J=1,ND1M1 
1 F1CJ)=O.ODO 
DO 2 J=1.NDIM2 
2 F2(J)=1.0DO 
DO 3 J=1,NDIM3 
3 F3(J)~0.000 
RETURN 
END 
C 
C 
C 
SUBROUTINE SUBSRF 
IMPLICIT REAL*8(A-H,0-Z) 
CCMMON /GLK/ HI•H2«HB•NOIMl•NDIM2«NOlM3«NBISl«NBI52*NB1S3 
CCMMCN /SFUM/ 81(129).32(129).53(257) 
CCMMCN /RUM/ R1(129)•R2(129)•R3(257J 
CCMMON /FFFW/ F1(129).F2(129)•F3(2S7) 
1000 FORMAT(lKl) 
2COO FORMAT(///7X,'VALUES OF THETA.R(THETA).F(THETA):•1 
3000 FORMAT(///I7X.*THETA••9X«•R(THETA)*.7X,•F(THETA)•) 
3100 F0RMAT(/2X,'FIRST INTERVAL') 
3200 FORMAT(/2X.'SECOND INTERVAL') 
3300 FORMAT(/2X«'THIRD INTERVAL') 
4C00 FORMATC ') 
5000 FORMAT(SX.I5.5X,F10.7.SX.F11.7.SX.F10.7) 
WRITE(6.1000) 
MHlTEi6*2000) 
MRITE(6*3000) 
*RITE(6,2100) 
kRITE(6,4000) 
DO 1 J=1«N0IM1 
*RITE(6,5000)J,S1(J),R1(J) tF 1< J| 
1 CONTINUE 
kRITE<6.3200) 
WRITE{6,4000) 
DO 2 J=i•ND1M2 
MRIT£(6,£000)J.S2CJ)•R2(J}.F2(J1 
2 CCNTIKUE 
WRITE(6*2300) 
WR1TE(6«4000) 
DO 3 J=1,NDIM3 
WRITE(6.E000)J,S3(J).R3<J).F3(J) 
3 CONTINUE 
RETURN 
END 
SUBROUTINE FF(BESRHS) 
IMPLICIT REAL*8(A-H.0-Z) 
CCMMCN /ELK/ Hl#H2,H3.NDIMl,NDIM2.NDIM3.NBISl.NBIS2oNGIS3 
CCMMCN /FFFW/ FtC129)•F2<129)•F3(257) 
COMMON /FFWUMN/ Y(257).7(257) 
DO 1 J=1,NDIM1 
1 Y(J)=F1(J)*F1(J) 
CALL DOSF(Hl.Y.Z.NOIMl) 
BESRMS=Z(NDIM1* 
DC 2 J=1,NDIM2 
2 Y(J)=F2(J)*F2(J) 
CALL DCSF(H2.Y.Z.NDIM2) 
GESRMS=BESRHS+Z(NOIM2f 
00 3 J=1,NDIM3 
3 V(J)3F3<J)«F3(JJ 
CALL D0SF(H3,Y,Z«NDIM3) 
6ESRHS=eESRHS+Z(ND:M3; 
RETURN 
END 
SUBROUTINE SUBW(M.M) 
IMPLICIT REAL*8(A-H,0-Z# 
CCMHCN /BLK/ HI•H2»H3«NDIMl*NDIM2*NDIM3*NBIS1•NB1S2.NB1S3 
CCMMON /FFF*/ F1 (129) i>F2 C129) •F3(257) 
CCMMCN /UMWUMN/ UMl(129«36)•UH2(129.36)•UM3(257*36) 
CCMMCN /FFWUMN/ Y(257).Z(2S7) 
CALL UMFCT(M) 
DO 1 J=1,NDIM1 
1 Y(J)=UM1(J.N)*F%(J) 
CALL OQSFCHl•Y.ZvNDIMl) 
k=Z(NDIMl) 
DO 2 J=1.NDIM2 
2 Y(J)=UM2(J.M)*F2(J) 
CALL D0SF(H2.Y,Z.NDIM2) 
W=W*Z(K0:M2) 
DO 3 J=1.NDIM3 
3 Y(J)=UM3W.M)*F3(J) 
CALL 0QSF(H3»Y»Z«N01M3) 
k=W+Z(NDIM3) 
RETURN 
END 
SUBROUTINE UMN(U«M) 
IMPLICIT REAL*8(A-M.O-Z) 
DIMENSION U(M} 
CCMMON /BLK/ HI«HZ.Ha*NDIM1•NDIM2»N0INBISltNBIS2«NBIS3 
CCMMCN /LMWUMN/ UMl(129*36).UMa(129,36l•UM3<257.36} 
COMMON /FFWUMN/ Y(2S7).Z(2S7) 
DO 6 N=1«M 
00 1 J=1,NDIM1 
1 Y(J)=UKI(J,N)*UM1(J.N) 
CALL OCSF(Hi.Y«Z«NOIMl> 
U(N)=Z(NCIM1) 
DO 2 J=1*NDIM2 
2 Y(J)=UM2(J.M)*UM2(J,N) 
CALL D0SF(H2»Y«Z«N0IM2I 
U(N)=U(N)+Z(N0IM2) 
DO 3 J=1•ND1M3 
3 V(J)=UM3(J#M)*UM3(J.N) 
CALL DCSF(H3.Y,Z.NOIM3) 
U(N)=U(N)+Z(ND:M3) 
6 CONTINUE 
RETURN 
END 
SUBROUTINE UMFCT(M) 
IMPLICIT REAL*8(A-H,0-Z) 
CCMMCN /BLK/ Hi•H2«HS«NOIMl•NDIM2«NDlM3»NBISl«NBlS2»NBIS3 
CCMMON /UMPAR/ AA.BB.CC.WW 
COMMON /SFUM/ 51(129),52(129),53(257) 
CCMMON /FUM/ R1(129)•R2(129)•R3(2S7) 
CCMMCN /LMWUMN/ UM1(129*36).UM2(129.36)•UM3(257»36) 
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Z £ T  
TOPL=( ( ( tiW«WW)/( BB*R3f J) ) ) **NP)*OSIN(Cll*S3(J)) 
GO TC 15 
4 TOPL=O.OCO 
5 UM3(J.M)=((TOPL-TOPR)*CO)/<BOT*R3(J)) 
7 CCNTINUE 
RETURN 
0 CCNTINUE 
C2=DL0G(e8/WW) 
DO 8 J=1«NOIMl 
UM1(J.M)=BB/(R1(J)*R1(J)*C2) 
8 CCNTINLE 
DO 9 J-1.NDIM2 
UM2(J.M)=(DLOG(R2(J)/WW))/C2 
9 CCNTINUE 
00 11 J=1.ND1M3 ' 
UM3(J.M)=AA/(R3(J)*R3(J)*C2) 
1 CCNTINUE 
RETURN 
END 
SUBROUTINE ORTH(U.W,C.D.G.J,A.NCAPPl.KA.KAMI.KADIAG, 
1BESL.HS. 1ER) 
IMPLICIT REAL*8(A-H,0-Z) 
REAL*8 JCKADIAG).JTEMP 
DIMENSION UCKAI•C(KAMl).DCKA>.GfKAl.A(KA) 
IF(NCAPPl-i) 1.2,2 
IER=1 
RETURN 
IF(NCAPPl-KA) 4.4.3 
IER=2 
RETURN 
IF(KA-l-KAMl) 5,6.5 
IER=3 
RETURN 
6 IF((KA*KAMl*/2-KADIAG) 7.8,7 
7 :ER=4 
RETURN 
8 CONTINUE 
IER=0 
NCAP = NCAPPl-1 
NCAPMl = NCAP-1 
:F(NCAPM1) 10.20,30 
10 0(1) = Ufll 
6(1) = M 
E = G(l)yoci) 
ACll = E 
UANG - U<1) 
DANG = D(l) 
BESLHS = E*E*DANG 
CALL ANGLES(BESLHS.DANG.UANG.W.1ER) 
RETURN 
20 CCD = UU)/DC1I 
0(2} = U(2)-C(1)*C(1)*0(1) 
G(2) = W-C(1**G(1) 
E = G<2)/DC2» 
JCl) = C(l) 
A(l) = A(1)-E*J<1) 
AC2» = E 
UANG = U(2) 
DANG = 0(2) 
BESLHS - BESLHS * E*E*OANG 
CALL ANGLES(BESLHS,OANG.UANG.M.1ER) 
RETURN 
30 C(l) = U(l)/D(l) 
NFORJ = 0 
DO 120 N = 2,NCAP 
CTEMP = U(N) 
NMl = N-1 
w 4N 
DO 1 10 Nhi = l.NMl 
NFORJ = hFORJ+1 
110 CTEMP = CTEMP-U(NN)*J(NFORJ) 
120 C(N) = CTEMP/D(N> 
DTEMP = L(NCAPPl) 
GTEMP = tl 
00 140 N = 1 ,NCAP 
CTEMP = C(N) 
OTEMP = DTEMP-CTEMP*CTEMP*OCN> 
140 GTEMP = GTEMP-CTEMP*G(N) 
O(NCAPPl) = OTEMP 
GiNCAPPl) = GTEMP 
E = GTEMP/OTEMP 
NSTART = 0 
DO 160 N = l.NCAPMl 
JTEMP = C(N) 
NSTART = NSTART+N 
NFORJ = hSTART H 
NPl = N+1 u! 
DO 170 NK = NPl.NCAP 
JTEMP = JTEMP-C(NN #*J(NFORJ) 
170 NFORJ = KFORJ+NN-1 
J(NFCRJ) = JTEMP 
180 A(NJ = A(Nj-E*JTEMP 
NFORJ = KFORJ+1 
J(NFCRJ) = C(NCAP) 
A(NCAP) = A<NCAP)-E*J(NFORJj 
A(NCAPPl) = E 
UANG = UINCAPPI) 
DANG = OCNCAPPl) 
BESLHS = BESLHS E*E*DANG 
CALL ANGLES*BESLHS,DANG.UANG.*.1ER) 
RETURN 
END 
c 
c 
SUBROUTIKE ANGLESiBESLHS.OANG*UANG*W.1ER) 
IMPLICIT REAL*8(A-H,0-Z) 
CCMMCN /ANGS/ BESRHS.IERTH 
CQHMCN /OEGRAD/ PINiaO 
1000 FORMAT** BESSBL''S 1NEÛ.I• .1PD22•15.•<•.1P022.15. 
1 •• D(N).U(N,N).W(N) =*,1P3D17.10) 
2000 FORMAT*' lERTH *12.', 1ER =',I2, 
l*. ANGBES*ANGNEW.ANGTGO =»•0P3F15.101 
MRITE(6.1000) BESLHS.BESRHS.OANG.UANG.W 
lERTH = C 
IFCBESLHS.LT.O.OO) GO TO 10 
IF(BESLHS.GT.BESRHS) 00 TO 20 
ANGBES = OARCOS(OSQRT(BESLHS/BESRHS))«PIN180 
IF(OANG.GT.UANG) GO TO 30 
IF(OANG.LT.O.OO) GO TO 40 
ANGNEW = OARCOSi OSQRT ( l.OO-OANG/UANG) )4>P1N180 
IF(UANG.LT.O.OO) GO TO 50 
ANGTGO = DSQRT(BESRHS*UANG) 
IF<OA8S(*).GT.ANGTGO) GO TO 60 
ANGTGO = DARC0S(W/ANGTGO)$PIN180 
GO TO 70 
10 lERTH a lERTH 4- 1 
20 lERTH = lERTH * 1 
30 lERTH = lERTH + 1 
40 lERTH s lERTH * 1 
50 lERTH = lERTH f 1 
60 lERTH = lERTH • 1 
70 WR1TEC6.2000) lERTH.1ER.ANGBES,ANGNEW.ANGTGO 
RETURN 
END 
C 
C 
c 
SVBROUTIKE OUTPUTC A•BESUHSvBESRHStM) 
IMPLICIT REAL*8(A-H.0-Z) 
REAL«4 XSIZE*YSIZE»XSF.XMlN*ySF»YMlN 
01MENSION AC 36).8ES(36),BESN(36),XX(6S) 
CCMMCN /SFUM/ SI(129).S2(&29).53(257) 
COMMON /FFFW/ F1(129).F2(129).F3(257) 
CCMMCN /UMWUMN/ UMl(129*36)•UM2(129*36)•UM3f257*36) 
CCMMCN /BLK/ HI•H2.HS*NDIMl•NOIM2•NOlM3•N6ISl•NB1S2•NBIS3 
CCMMCN /UMPAR/ AA.BB.CC.WW 
CCMMCN /FFMUMN/ Y(257).Z(257) 
500 FORMAT(/2X«SHA*S •07016«7/(« ••6X*07016«7)) 
1000 FGRMAT</1SX*27HN0RMALIZED BESSEL'S INEO. =.F22.15) 
2000 FORMAT<yyiIX*14HS - COORDINATE.ISX.IOHVALUE OF F*ISX*15HAPP. VAL 
1 OF F/) 
3000 FCRMAT(F24.6*F2S.6.F27.6) 
IF(M«EQ.21) GO TO 10 
GO TO 14 
10 WR1TE(7*1001} BB.WM.AA.CC 
kRITE(7,1002)(A(K)*K=1.M) 
14 WR1TEC6.S00) (A(K).K=1.M) 
1001 FCRMAT(4F7.2) 
1002 F0RMAT(5C15.7) 
BES(M)=EESLHS 
BESN(M)sBESLHS/BESRHS 
MRITE(6*10001 BESN(M} 
1=1 
M3=4 
NPTS1=N8IS1/M3+1 
DO 4 J=1.NDIM1*M3 
Z(J)=O.OCO 
DO 3 K~1*M 
3 Z(J)=Z(J)+A(K)*UM1(J*K) 
Z(I)=Z(J) 
Y(I)=F1(J) 
XX(I)=S1(J) 
:=:+! 
4 CONTINUE 
WRITE (6.2000) 
WRITE (6.3000) (XX(Jl•Y(J)•2(J)•J»!.NPTSl) 
1=1 
M3=8 
NPTS2=NBIS2/M3+1 
DO 7 J=1.NDIM2.M3 
Z(J)=O.OCO 
00 6 K=1.M 
6 Z(J)=Z(J)+A(K)*UM2(J.K) 
Z(I)=Z(J) 
Y(I)=F2(J) 
XX(I)=S2(J) 
1=1 + 1 
7 CONTINUE 
WRITE (6,2000) 
WRITE (6.3000) (XX(J),Y(J)•Z(J)•J=1•NPTS2) 
1=1 
M3=4 
NPTS3=NeiS3/M3+l 
DO a J=1«NDIM3.M3 
Z(J)=O.OCO 
DO 9 K=1,M 
9 Z(J)=Z(J)+A(K)*UM3(J.K) 
Z<I)=Z(J) 
Yd )=F3( J) 
XX(I|»S3(J) 
1=1+1 
a CONTINUE 
WRITE (6.2000) 
WRITE (6,3000) (XX(J).Y(J),Z(J),J=1,NPTS3) 
SO CONTINUE 
RETURN 
END 
c 
c 
c 
SUBROUTINE iIRRORCIER*lERTH} 
ICOO FORMAT(///50X.****** W A R N I N G •»•**•» 
1100 F0RMAT(/10X,*NO FURTHER COMPUTATIONS ARE CARRIED OUT') 
1200 FORMATÎ1 OX.«BEYOND THE LAST VALUE OF N BECAUSE OF ERRORS.*) 
1300 FORMAT</10X,«THE ERROR PARAMETERS ARE :') 
2000 FORMAT(//30X.SHIER =.I3,30X,7HIERTH =.I3) 
URITE(6«1000) 
WR1TE(6.1100) 
MRITE(6.1200) 
MRITEC6*1300) 
WRITE(6.2000) 1ER.lERTH 
STOP 
END 
C 
BLOCK DATA 
IMPLICIT REAL*8(A-H,0-Z) 
COMMON /BLK/ HI•H2•H3«NDIMl•NDIM2.NDIM3«NBIS1.NBIS2.NBIS3 
CCMMCN /UMPAR/ AA.BB.CC.WM 
DATA PI/3.14l5926S3569793/»AA/2.000/.BB/a.OOOO/.CC/2.00000/» 
CWW/O.IODO/ 
END 
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APPENDIX C: 
COMPUTER PROGRAMS TO CALCULATE EQUIPOTENTIALS, STREA>1LINES 
AND TIMES OF FLOW ALONG STREAMLINES 
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C COMPUTATION OF CX.Y) ALONG EQUIPOTENTIALS 
EXTERNAL PHI 
DIMENSICN A(21) 
CCMMCN A 
CCMMCN AC,B,*.P.PI*Y.N 
P 1=3.141592*5359 
READ(S.9S9)N 
999 FORMAT(12) 
S9 8 REAO(5«1COO) B.W.AA.CC 
MRtTE(6*1002) B.W.AA.CC 
READ(5.1001) AO.(A(I).I=1.N) 
WRITE(6« X0O2)AO.(A(I).I=1,N) 
1000 FCRMATt4F7«2l 
1001 FORMAT* 5E1S.71 
1002 FORMAT*10Xs7F15o6) 
DEL=.2 
Y=AA 
23 X=0. 
XLI=OsO 
21 P=.4 
V=PHHX) 
*RITE(6,1002)V 
IF(V.GE.0.503 GO TO 5 
IF(V.GE.0.40> GO TO 4 
IF<V.GE.C.30) GO TO 3 
IF(V.GE.0«20i GO TO 2 
IF(V.GE.O.OO) GO TO 1 
99 X=X+DEL 
IF{X.G£.E)GO TO 20 
V=PH1<X) 
IF(V.GT.O.O) GO TO 10 
GC TO 99 
1 X=X+DEL 
IF(X.GE.B)GO TO 20 
V=PH1{X) 
IF(V.GT.0.20) GO TO 14 
GC TO 1 
14 P=.6 
GO TO 10 
2 X=X+OEL 
IF(X.GE.B)GO TO 20 
V=PHHX) 
IF(V.GT.0«30> GO TO 15 
GO TC 2 
15 P=.7 
GO TO 10 
3 X=X+DEL 
1F(X.G£«B)G0 TO 20 
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V=PHI(X) 
IF(V.GT.0.40) GO TO 16 
GO TC 3 
16 P=.8 
GO TO 10 
4 X=X+DEL 
IF(X.GE.E)GO TO 20 
V=PHXCX) 
IF(V.GT.O.SO) GO TO 17 
GO TO 4 
17 P=.9 
GO TO 10 
5 X=X+DEL 
IF(X.GE.B)GO TO 20 
V=PHHX) 
IF(V.GT.O.SS) GO TO 18 
GO TC S 
18 P=.9S 
GC TO 10 
10 XRI=X 
EPS=.00 01 
IENO=40 
CALL RTMI(X.F.PHI.XLI,XRI.EPS*!ENO.IERI 
REI=IER 
WRITE(6.1002)P.X.Y.REI 
XLI=X 
IF(P.GT.0.92) GO TO 20 
X=X-H DEL/S.I 
GO TO 21 
20 Y=Y-DEL 
IF(Y.LT.-.1)G0 TO 100 
GO TO 23 
100 *RITE(6,1003) 
1003 FCRMAT(lhl> 
REA0(S.SS9)N 
IF(N.Ea.C)GO TO 11 
GO TO 998 
IX STOP 
END 
FUNCTION PHICX) 
OIMENSICN A(21) 
CCMMON A 
CCMMCN AC,B,*.P,PI,Y.N 
R=S0RT((X**2)*(Y**2)) 
IF(R.LE.*)GO TO 8 
S=ATAN2(Y«X> 
V=(AO*ALCG(R/W))/(ALOG(B/W)) 
DO 7 1=1,N 
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C 
C COMPUTATION OF FLOW TIME AND <X«YJ ALONG STREAMLINES 
C 
EXTERNAL FCT 
OIMENSICN A(21).2(80).YY(80) 
CCMMCN A 
CCMMCN AC.B.W#P»PI.R.QINT.N 
P1=3.I41£926S359 
REA0(5.SS9)N 
999 FORMAT!12) 
1 REAOCS.ICOO) B.W.AA.CC 
WR1TE(6,1002) B.W.AA.CC 
READ(5,1001) AO.CAd) •1=1«NI 
HR1TE<6«1002)A0,(A(1)«I=1«N) 
1000 FCRMATC4F7.2) 
ICOl FORMAT* SE15.7) 
1002 FCRMAT(10X«6F18«61 
P-=.2 
EPS=.0001 
0ELR=.2 
IEND=40 
6 R=W 
xL:=o.o 
%RI=PI/2. 
M=1 
5 CALL RTMI(S,F.FCT.XLI«XRI,EPS.IEND.IER) 
REI=IER 
X=R*COS(S) 
Y=R*SIN(«) 
YY(M)=QIKT 
NOIM=M 
H=DELR 
IF(M.LT.3) GO TO 3 
CALL OSF(H.YY.Z,NDIM) 
WRITE(6,1002)Z(Mi 
3 EM=M 
WRITE(6.1002) EM.P,X.Y.YY(M),REI 
IF(Y.GT.2.05) GO TO 7 
R=R+DELR 
IF(R.GT.AA)XRI=ARSIN(AA/R) 
M=M+1 
GO TO 5 
7 P=P+.2 
IF(P.GT.0.9) GO TO 10 
GO TO 6 
10 READ(S.999)N 
IF(N.EO.O) GO TO 11 
GO TC 1 
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11 STOP 
END 
FUNCTION FCTCS) 
OIMEKSICK A(21J 
CCMMCN A 
CCMMCN AC.B.W.P.PI.R.QINT.N 
PSIMAX=AC$PI/(2.*AL0G(B/W)* 
SF=(AO*S}/<ALOG(B/«)I 
OSF= AC/(ALOG(8/W)) 
DO 7 1=1.N 
NC=I 
NP=2*N0 
CC=NP 
XLIM=10.0*»(-1SJ 
IF(WB.LE.XLIM) GO TO 2 
8CT=1.0-(WB**4) 
60 TO 3 
2 80T=1. 
3 CCNTINUE 
*R=(((W**)/(B*R))**.5]$*N0 
R8=(R/8)**N0 
IF(WR.LE.XLIM) GO TO 12 
IF(R8.LE.XLIM) GO TO 14 
TOF>=< ( (R/B)**NP)+( ((M**)/(8*R) )**NP)) 
GO TO 13 
12 IF(RB.LE.XLIM) GO TO 16 
TOP=<(R/E)**NP) 
GO TO 13 
14 TCP= (((**W)/(B*R))**NP) 
GO TO 13 
16 TOP=0.0 
13 CCNTINUE 
SF=SF+(A(I)*(TOP/8OT)*SIN(C0*S)) 
DSF=DSF*{A(I)*(TOP/80T)*CO*COS(CO*S)) 
7 CONTINUE 
PVWR=DSF/R 
Q1NT=1./PVWR 
FCT=(SF/F SIMAXJ-P 
RETURN 
END 
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APPENDIX D: 
CALCULATED A^  ^VALUES FOR 12 LEACHING STUDY CASES 
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Table Dl. Values of calculated for the cases 1-12 in Figs. 3-7 
Case 2 Case 3 
N = 20 N = 20 
0 0. 8764410 0.8426348 0.7647434 
1 -0. 1257132 -0.8871844 -0.3709432 (10 h 
2 -0. 5401683 (10" -0.4096599 (lo'i) -0.6640878 (10-1) 
3 -G. 3094919 (10' 0.2363909 (lo'i) 0.1908932 (10-1) 
4 0. 3322158 (10" 
-S -0.1755761 (10~^ ) -0.9896610 (10-3) 
5 -0. 1141516 (10" 0.9176239 (10"^ ) -0.4512683 (icT^) 
6 -0. 4933111 (10" -0.2718059 (io"2) -0.2947683 (10-2) 
7 -0. 4923960 (10" -0.1358668 (10~^ ) -0.2933144 (10-3) 
8 -0. 6063784 (io~ 0.2960872 (10"^ ) -0.9071406 (10-3) 
9 -0. 1702255 (io~ G) -0.2776865 (10"2) 0.6878851 (10-3) 
10 -0. 9966761 (io~ S) 0.1639019 (10"^ ) -0.1400393 (10-3) 
11 -0.5099563 (10"^ ) -0.1782424 (10-3) 
12 -0.3382282 (10"^ ) 0.7620732 (10-4) 
13 0.5554877 (10"^ ) 0.2877733 (10-4) 
14 -0.5790374 (10"^ ) -0.1741029 (10-3) 
15 0.3395041 (10"^ ) 0.1269353 (10-3) 
16 -0.2098911 (10"3) -0.1091139 (10-3) 
17 0.7296382 (10"4) 0.4041562 (10-4) 
18 -0.3248766 (10-4) -0.2138695 (10-4) 
19 0.5593036 (10"^ ) 0.3729089 (10-5) 
20 -0.1849671 (10"^ ) -0.1379966 (10-5) 
Case 1 
™ N = 10 
Table Dl. (Continued) 
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Case 4 Case 5 Case 6 
N = 20 N = 10 N = 20 
0 0.6454259 0.1136866 (10 0.1029328 (10^) 
1 -0.622879 (10"2) -0.2648554 0.1060438 
2 -0.6212607 (lo'b 0.1365426 -0.6643459 
3 0.3561535 (lo'h -0.1040171 0.9756383 
4 0.5733212 (lo'h 0.7448011 (10' -0.3688148 (lo'i) 
5 -0.1362191 (10~^) -0.5577240 (10' b -0.3313365 (10^) 
6 -0.8942067 (10~^) 0.3784578 (10" 0.6258881 (10^) 
7 0.4474397 (10~^) -0.2139334 (10' -b 0.4890854 (10^) 
8 0.8780627 (10-4) 0.9097420 (10" •') -0.5658045 (10%) 
9 -0.9418456 (10-4) -0.2553999 (10" -2) 0.1727291 (10^) 
10 -0.2567257 (10-4) 0.3585889 (10" -3) -0.3444626 (10^) 
11 0.1093968 (10-3) 0.5134755 (10^) 
12 -0.6554758 (10-4) -0.5992493 (10^) 
13 0.8540782 (10-4) 0.5574897 (10^) 
14 -0.4792208 (10-4) -0.4150660 (10^) 
15 0.5769265 (10-4) 0.2457613 (10^) 
16 -0.2512460 (10-4) -0.1137941 (10^) 
17 0.1687978 (10-4) 0.3993733 (lof) 
18 -0.3996161 (10-5) -0.1004597 (10^) 
19 0.1473744 (10-5) 0.1622933 (10^) 
20 -0.9882355 (10-7) -0.1272686 
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Table Dl. (Continued) 
Case 7 Case 8 Case 9 
™ N = 20 N = 20 N = 10 
0 0.8631304 0 .7060737 0. ,1353601 (10^ ) 
1 0.2955943 0, .2897584 -0. ,1015432 (10^ ) 
2 -0.3587787 -0 .1726271 0. ,2292788 (10^ ) 
3 -0.5018490 (10 1) -0, .1156227 (10~^ ) -0. 5681657 (10^ ) 
4 0.1744873 -0, .7313169 (lo'i) 0. 1245061 (lof) 
5 0.3137253 0. 4394530 (lo'i) -0. 2129723 (10%) 
6 -0.4604673 0. 1563135 0. 2648421 (10%) 
7 -0.4451020 -0. 7196915 -0. 2280419 (10^ ) 
8 0.1214071 (10^ ) 0. ,2721181 (10^ ) 0, 1283593 (lof) 
9 -0.4638502 (10^ ) -0. ,7660941 (10^ ) -0. 4250468 (10^ ) 
10 0.2654412 (lof) 0. 1610764 (lof) 0. 6296252 
11 -0.8732594 (lO^ ) -0. 2585984 ( l o h  
12 0.1822933 (10^ ) 0. 3124044 (10%) 
13 -0.2669604 (10^ ) -0. 2695464 (lof) 
14 0.2885992 (10^ ) 0. 1435041 (lof) 
15 -0.2352710 (103) -0. 1416533 (lob 
16 0.1447414 (10^ ) -0. 4992263 (10^ ) 
17 -0.6593683 (10^ ) 0. 4849815 (10^ ) 
18 0.2123352 (10^ ) -0. 2376762 (10^ ) 
19 -0.4369380 (10^ ) 0. 6559704 
20 0.4389908 -0. 8295229 (lo'i) 
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Table Dl. (Continued) 
Case 10 Case 11 Case 12 
™ N = 18 N = 16 N = 20 
0 0.1032280 (10^) 0 .7620206 0 .5976276 
1 0.1217027 (10^) 0 .1110538 (10^) 0 .8918715 
2 -0.4826827 (10^) -p, ,1676311 (10^) -0, .1204257 (10^) 
3 -0.3156929 (10^) 0. .3347689 (10^) 0, .2990194 (10^) 
4 0.4819940 (10%) -0. .1786762 (10^) -0, .9249671 (10^) 
5 0.1336649 (10)3) 0. .1101204 (10^) 0, .2609076 (lof) 
6 -0.2130184 (10*) -0. .6894387 (10^) -0. .4571353 (10%) 
7 0.9692995 (10^) 0. ,3060283 (10*) -0. ,4786223 (lof) 
8 -0.2604680 (lof) -0. ,9019289 (lof) 0. ,6020527 (10^) 
9 0.4711770 (10^) 0. 1827112 (10^) -0. 1978639 (10*) 
10 -0.5963394 (lof) -0. 2628161 (10^) 0. 3721891 (10*) 
11 0.5250146 (10^) 0. 2727940 (lof) -0. 4231704 (10*) 
12 -0.3025566 (lof) -0. 2041348 (lof) 0. 2458079 (10*) 
13 0.8925217 (10*) 0. 1079265 (10^) 0. 2269284 (10^) 
14 0.1139724 (10*) -0. 3840695 (10*) -0. 1444956 (10*) 
15 -0.2196100 (10*) 0. 8282918 (10^) 0. 8156502 (10^) 
16 0.8281778 (10^) -0. 8204865 (10%) 0. 1242103 (10^) 
17 -0.1188954 (10^) -0. 3678207 (10^) 
18 0.1170692 (10^) 0. 1853844 (10^) 
0.3927834 (10 ) 
0.2603839 (10^ ) 
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APPENDIX E: 
COMPUTER PROGRAM TO CALCULATE MOISTURE CONTENTS IN SOIL COLUIINS 
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C CCMPUTATION OF MOISTURE CONTENTS IN SOIL COLUMNS 
C 
IMPLICIT REAL (A-H.Q-S)•INTEGERI1-PJ 
DIMENSICK N(33).0(33«10J«C(33* SO)•W(33«10)•WCC33»10)• 
lT*ATi33)•COL(33)«APP(33I.OAV(33)*V(33) 
1 FORMATCl2»10F7«3> 
2 FCRMATCim 
3 FORMAT(10X,I2,SX.10F7.3) 
4 FORMAT{• •) 
5 FORMAT!10X.4F7.3) 
6 FCRMATfll) 
7 FORMATC2X.10F7.0) 
11 FORMAT (10X.I2.5X.10F7.0,F7.1) 
12 FORMAT (I2.10F7.5) 
1001 FORMAT*I1F7.IJ 
1002 FORMATfl1F7.4I 
WRITE<6.Z) 
READ(S*1002)(OAV(I>•1=1.33) 
REAO(S.1C01)(APP(1)*X=1.33) 
R£AO(5.1001) (V(I).I=1.33J 
DO 10 1=1.33 
REAO(5.1 )N(I).(0(I.J)•J=l.10) 
10 *RITE<6,2)N<I1,(D(I.J),J=1.10) 
19 SR!TE<6.2) 
READ(5.1C01)(COL(I).1=1.33) 
DC 20 1=1.33 
READ(S«7)(CC1.J)•J=1.101 
20 WRITE(6.11)N(1).(C(l.J).J=l.10).COL(l) 
kRITE(6,4) 
*RITE(6.4) 
UW=.08S2 
US=.079 
0W=.9S7 
DO 30 1=1,33 
IF(I-2)31.32,31 
31 IF(I-3)34.32.34 
32 XS=A. 
GO TC 35 
34 XS=4.13 
IF<I-4)35.37.35 
37 DO 38 J=]»10 
38 *(I.J)=0.0 
GO TC 30 
35 SUM=0.0 
CO 70 J=l,10 
C(I,J)=C(I,J)/(l.-(.000001*C(I.J)/6.)) 
70 SLM=SUM+ALOG(C(I.J)) 
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T*AT(I)=<COLCIl-APPf Ii)/V(I) 
CC=(UW*Dk$XS*T*AT(11)*(SUM/10.) + (XS*US*DAV(I)) 
CC=EXP(CCj 
«PI TEf6«7JCQ 
00 28 J=l,10 
A=C(1.J) 
*(f.J)=(*LOG(CO/A)/(U**DW*XS))- ((US*D(I,J))/(U**DW)) 
28 CONTINUE 
30 CONTINUE 
P=1 
17 SUM1=0.0 
SUH2=0«0 
SUM3=0.0 
SUM4=0.0 
DO 50 J=l,10 
PP=P+1 
p P P = p + 2  
IF(P-4)40.41.40 
41 WC(P.J)=(W(P,J)+*(PP.J)+W(PPP.J)}/2« 
GO TC 42 
40 *C(P,J)=(W(P.J)+W(PP,J)+*(PPP.J))/3. 
42 WRITE (6.5)W(P.J),*(PP.J).W(PPP.J).WC(P.J) 
SUM1=SUM1+W(P.J) 
SUM2=SUM2*W(PP»J} 
SUM3=SUM3+W(PPP,J) 
50 SUM4=SLM4+WC(P.J) 
SUM1=SUM1/10. 
SUM2=SUM2/10. 
SUM3=SUM3/10. 
SUM4=SUM4/10. 
WRITE (6.5)SUM1.SUM2.SUM3.SUM4 
WRÎTEC6.4S  
PN=(P+2)/3 
51 WRITE(7*12) PN»(WCCP«J)«J=l«10) 
P=P+3 
IFCP-34H7.8,17 
8 REAO(5«6)NN 
IF(NNjl9,9.19 
9 STOP 
END 
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APPENDIX F: 
CALCULATED VALUES OF MOISTURE FLOW, BULK DENSITY AND 
MOISTURE CONTENT IN SOIL COLUMNS 
155 
Table Fl. Values of moisture contents by calculation and by weighing 
in the 1.1 and I.IM columns 
Moisture contents in 1.1 columns (gm water/gm dry soil) 
Counting Column 2 Column 4 Column 6 Average 
station Calc- Actual Gale. Actual Gale. Actual Gale. Actual 
1 (top) 0.162 0.058 0.137 0.052 0.149 0.075 0.150 0.062 
2 0.210 0.146 0.230 0.154 0.235 0.181 0.225 0.160 
3 0.249 0.207 0.271 0.209 0.237 0.217 0.252 0.211 
4 0.217 0.226 0.214 0.228 0.233 0.232 0.221 0.229 
5 0.242 0.242 0.235 0.241 0.255 0.245 0.244 0.243 
6 0.231 0.247 0.245 0.249 0.251 0.253 0.243 0.250 
7 0.235 0.253 0.255 0.256 0.248 0.257 0.246 0.255 
8 0.276 0.257 0.261 0.261 0.245 0.261 0.260 0.260 
9 0.237 0.262 0.248 0.265 0.256 0.266 0.247 0.264 
10 0.251 0.267 0.238 0.271 0.262 0.274 0.250 0.270 
Moisture contents in I.IM columns (gm water/gm dry soil) 
Counting Column 8 Column 10 Column 14 Average 
station Calc. Actual Calc. Actual Calc. Actual Calc. Actual 
1 (top) 0.166 0.088 0.140 0.062 0.206 0.082 0.171 0.077 
2 0.204 0.167 0.189 0.135 0.162 0.172 0.185 0.158 
3 0.207 0.192 0.228 0.185 0.234 0.203 0.223 0.193 
4 0.218 0.202 0.214 0.195 0.232 0.218 0.221 0.205 
5 0.233 0.229 0.225 0.210 0.221 0.229 0.227 0.222 
6 0.248 0.244 0.209 0.220 0.239 0.238 0.232 0.234 
7 0.251 0.249 0.206 0.226 0.250 0.245 0.235 0.240 
8 0.244 0.252 0.220 0.231 0.260 0.249 0.241 0.244 
9 0.247 0.255 0.217 0.232 0.226 0.251 0.230 0.246 
10 0.242 0.261 0.217 0.237 0.242 0.259 0.234 0.252 
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Table F2. Density values in gm/cc determined by gamma-ray attenuation 
and used for calculating moisture contents along soil columns 
Counting 
station 
0.8 columns 
26 Ave. 
0.9 columns 
17 30 Ave. 
1 (top) 0.763 0.811 0.805 0.793 0.899 0.902 0.900 0.900 
2 0.799 0.783 0.788 0.790 0.872 0.879 0.891 0.880 
3 0.786 0.772 0.769 0.776 0.867 0.888 0.904 0.886 
4 0.789 0.770 0.774 0.778 0.903 0.899 0.889 0.897 
5 0.784 0.791 0.773 0.783 0.880 0.917 0.881 0.893 
6 0.775 0.802 0.759 0.779 0.939 0.917 0.948 0.935 
7 0.810 0.793 0.807 0.803 0.905 0.900 0.903 0.903 
8 0.834 0.852 0.831 0.839 0.897 0 . 8 9 3  0.889 0.893 
9 0.790 0.799 0.822 0.904 0.892 0.879 0.903 0.891 
10 0.872 0.830 0.874 0.859 0.948 0.927 0.894 0.923 
1.0 columns 1.1 columns 
station 5 32 33 Ave. 2 4 6 Ave. 
1 (top) 1. 003 0.991 1.000 0.998 1.100 1.074 1.097 1.090 
2 0. 990 1.002 0.987 0.993 1.111 1.071 1.102 1.095 
3 1. 006 0.986 1.027 1.006 1.089 1.104 1.114 1.102 
4 0. 994 1.019 0.981 0.998 1.076 1.102 1.119 1.099 
5 1. 028 0.983 1.004 1.005 1.130 1.114 1.069 1.104 
6 0. 992 1.040 1.008 1.013 1.107 1.099 1.112 1.106 
7 0. 979 0.984 1.019 0.994 1.112 1.101 1.108 1.107 
8 0. 973 1.020 0.997 0.997 1.100 1.112 1.081 1.098 
9 1. 010 0.995 0.998 1.001 1.088 1.098 1.094 1.093 
10 1. 028 0.983 0.983 0.998 1.089 1.128 1.105 1.107 
Counting 1.2 columns 0.9M columns 
station 16 24 27 Ave. 12 13 21 Ave. 
1 (top) 1.212 1.186 1.205 1.201 1.370 1.368 1.362 1.367 
2 1.198 1.208 1.203 1.203 1.281 1.287 1.279 1.282 
3 1.181 1.204 1.198 1.194 1.189 1.164 1.173 1.175 
4 1.200 1.193 1.186 1.193 1.059 1.062 1.050 1.057 
5 1.188 1.213 1.184 1.195 0.952 1.010 0.991 0.984 
6 1.187 1.210 1.213 1.203 0.921 0.925 0.946 0.931 
7 1.212 1.198 1.213 1.208 0.897 • 0.914 0.892 0.901 
8 1.206 1.208 1.209 1.208 0.892 0.889 0.902 0.894 
9 1.210 1.202 1.188 1.200 0.895 0.918 0.920 0.911 
10 1.208 1.181 1.202 1.197 0.956 0.874 0.896 0.909 
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Table F2. (Continued) 
Counting l.OM columns I.IM columns 
station 9 11 22 Ave. 8 10 14 Ave. 
1 (top) 1.406 1.398 1.384 1.396 1 -416 1.438 1.415 1.423 
2 1.335 1.336 1.333 1.335 1 .404 1.381 1.400 1.395 
3 1.213 1.223 1.214 1.217 1 .297 1.288 1.321 1.302 
4 1.125 1.101 1.121 1.116 1, .188 1.183 1.205 1.192 
5 1.039 1.019 1.039 1.032 1 .114 1.119 1.122 1.118 
6 1.026 1.014 1.026 1.022 1, .093 1.090 1.098 1.094 
7 0.989 0.999 0.988 0.992 1. 106 1.087 1.105 1.099 
8 1.013 0.998 1.015 1.009 1. 121 1.086 1.098 1.102 
9 0.994 1.018 1.001 1.007 1. ,082 1.102 1.042 1.075 
10 0.997 1.030 1.007 1.011 1. 062 1.108 1.079 1.083 
Counting 0.9H columns l.OH columns 
station 18 25 31 Ave. 23 28 29 Ave. 
1 (top) 1.436 1.432 1.430 1.433 1. 416 1.434 1.445 1.432 
2 1.432 1.426 1.421 1.426 1. 427 1.442 1.446 1.438 
3 1.400 1.405 1.393 1.399 1. 429 1.440 1.436 1.435 
4 1.287 1.306 1.292 1.295 1. 417 1.398 1.382 1.399 
5 1.144 1.155 1.174 1.158 1. 309 1.287 1.273 1.290 
6 1.077 1.059 1.071 1.069 1. 180 1.190 1.135 1.168 
7 0.983 0.942 0.985 0.970 1. 076 1.076 1.066 1.073 
8 0.892 0.895 0.925 0.904 1. 005 1.013 1.028 1.015 
9 0.903 0.938 0.879 0.907 1. 012 0.972 1.004 0.996 
10 0.941 0.936 0.911 0.929 0. 965 0.983 1.021 0.990 
Counting I.IH columns 
station 15 19 20 Ave. 
1 (top) 1.423 1.447 1.448 1.439 
2 1.445 1.447 1.462 1.451 
3 1.453 1.443 1.443 1.446 
4 1.433 1.420 1.432 1.428 
5 1.372 1.389 1.381 1.381 
6 1.240 1.253 1.244 1.246 
7 
8 
1.125 
1.141 
1.141 
1.106 
1.166 
1.126 
1.144 
1.124 
9 1.141 1.103 1.117 1.120 
10 1.135 1.160 1.090 1.128 
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Table F3. Evaporative potentials and average flow rates through soil 
columns 
Days 
Evaporative Flow rates (gm/day) 
Columns 
(gm/day) 0.8 0.9 1.0 1.1 1.2 
0.5 19.7 4.6 3.7 7.9 7.3 7.1 
1.5 17.8 2.4 2.7 2.8 3.0 2.5 
2.5 20.6 1.6 2.2 2.1 2.5 3.9 
4.5 18.3 1.2 1.4 1.9 2.0 2.3 
6.5 17.2 1.1 1.5 1.9 2.1 2.7 
7.5 18.1 0.9 1.1 1.4 1.6 2.2 
9.0 15.8 0.8 1.1 1.4 1.6 2.3 
11.5 15.0 0.8 1.1 1.3 1.6 2.1 
14.5 0.7 0.9 1.1 1.3 2.0 
18.0 13.1 0.7 1.1 1.2 1.5 2.1 
21.5 14.8 0.8 1.1 1.2 1.5 2.0 
25.0 15.0 1.0 1.0 1.1 1.4 2.0 
29.0 14.3 0.8 1.1 1.1 1.5 2.5 
32.5 15.5 0.9 1.3 0.9 1.4 1.9 
35.0 15.7 0.9 1.2 1.0 1.4 2.1 
38.5 10.1 0. 7 1.0 1-0 1.4 1.6 
41.5 17.3 0.9 1.1 1.1 1.6 1.8 
45.0 12.9 0.6 0.9 0.9 1.3 1.4 
51.5 11.6 0.7 0.9 0.9 1.2 1.3 
58.5 11.3 0.6 0.8 0.9 1.1 1.1 
69.5 — 0.6 0.7 0.8 0.9 0.9 
Flow rates (gm/day) 
Days Columns 
0.9M 0.9H l.OM l.OH I.IM I.IH 
0.5 
1.5 
2.5 
4.5 
6.5 
7.5 
9.0 
11.5 
14.5 
18.0 
21.5 
25.0 
10.5 
2.9 
2 . 6  
1.9 
1.3 
1.9 
1.4 
1.6 
1.3 
1.5 
1.5 
1.6 
10.7 
2 . 8  
2.9 
2.5 
2.5 
2 . 0  
2 . 0  
2 . 2  
1.7 
1.7 
1.6 
1.8 
9.8 
3.2 
3.0 
2 . 0  
1.7 
2.1 
1.6 
1.5 
1.2 
1.4 
1.3 
1.0 
8 . 2  
2 . 6  
2.5 
2 . 2  
2 . 2  
1.8  
1.4 
1.7 
1.3 
1.5 
1.5 
1.9 
7.1 
2 . 8  
2 . 8  
2 . 2  
2 . 2  
1.7 
1.5 
1.5 
1.6 
1.3 
1.2 
1.5 
7.8 
2.7 
2 . 6  
2 . 1  
1.7 
1.4 
1.4 
1.3 
0.9 
1.0 
1.0 
1.0 
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Table F3. (Continued) 
Flow rates (gm/day) 
Days Columns 
0.9M 0.9H l.OM l.OH I.IM I.IH 
29.0 1.5 2.1 1.0 2.1 1.3 0.9 
32.5 1.3 2.2 0.8 1.5 1.3 0.8 
35.0 1.4 2.7 1.4 1.6 1.2 0.8 
38.5 1.4 1.6 1.0 1.4 1.1 0.8 
41.5 1.6 1.8 1.2 1.6 1.3 0.9 
45.0 1.2 1.4 0.9 1.4 1.1 . 0.7 
51.5 1.1 1.2 0.8 1.3 1.1 0.7 
58.5 1.0 1.0 0.7 1.1 1.0 0.7 
69.5 0.7 0.8 0.6 0.9 0.8 0.6 
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Table F4. Uncorrected , calculated moisture contents in soil columns at 
1, 2, 6, 34 , 41 and 77 days 
0 .8 columns 
Counting Column 1 
station 1 day 2 days 6 days 34 days 41 days 77 days 
1 (top) 0.198 0.191 0.129 0.170 0.210 0.148 
2 0.246 0.244 0.230 0.175 0.169 0.122 
3 0.247 0.250 0.246 0.205 0.224 0.195 
4 0.281 0.283 0.294 0.250 0.250 0.219 
5 0.269 0-283 0.276 0.242 0.295 0.231 
6 0.299 0.272 0.296 0.302 0.316 0.252 
7 0.271 0.279 0.288 0.295 0.310 0.227 
8 0.303 0.281 0.315 0.388 0.334 0.282 
9 0.308 0.318 0.313 0.414 0.374 0.292 
10 0.271 0.303 0.332 0.425 0.410 0.261 
Column 3 
1 (top) 0.199 0.159 0.091 0.094 0.127 0.035 
2 0.271 0.221 0.235 0.216 0.272 0.170 
3 0.327 0.332 0.262 0.243 0.260 0.273 
4 0.241 0.270 0.274 0.310 0.275 0.167 
5 0.292 0.304 0.284 0.314 0.280 0.268 
6 0.244 0.287 0.308 0.348 0.331 0.212 
7 0.242 0.244 0.331 0.332 0.294 0.231 
8 0.277 0.221 0.358 0.352 0.369 0.287 
9 0.316 0.290 0.359 0.416 0.360 0.324 
10 0.300 0.323 0.395 0.438 0.473 0.340 
Column 26 
1 (top) 0.204 0.192 0.170 0.095 0.145 0.165 
2 0.273 0.249 0.220 0.259 0.228 0.196 
3 0.298 0.260 0.273 0.259 0.248 0.213 
4 0.293 0.269 0.261 0.270 0.273 0.175 
5 0.258 0.285 0.305 0.309 0.304 0.221 
6 0.282 0.309 0.307 0.332 0.344 0.266 
7 0.263 0.294 0,327 0.390 0.352 0.254 
8 0.237 0.270 0.271 0.338 0.306 0.223 
9 0. 305 0.266 0.306 0.369 0.375 0.303 
10 0.317 0.285 0.359 0.424 0.464 0.317 
0. 8 column average 
1 (top) 0.200 0.181 0.130 0.120 0.161 0.116 
2 0.264 0.238 0.228 0.217 0.223 0.163 
3 0.291 0.280 0.261 0.235 0.244 0.227 
4 0.272 0.274 0.276 0.277 0.266 0.187 
5 0.273 0.291 0.288 0.288 0.293 0.240 
6 0.275 0.289 0.304 0.328 0.330 0.243 
7 0.259 0.272 0.315 0.339 0.319 0.237 
8 0.273 0.257 0.315 0.360 0.337 0.264 
9 0.310 0.292 0.326 0.399 0.370 0.306 
10 0.296 0.304 0.362 0.429 0.449 0.306 
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Table F4. (Continued) 
0.9 columns 
Counting Column 7 
station 1 day 2 days 6 days 34 days 41 days 77 days 
1 (top) 
2 
3 (Column 7 was dropped on the floor 17 days into the 
4 experiment. This caused changes in the soil density 
5 and moisture distributions that could not be corrected. 
6 Consequently, column 7 data were not included in the 
7 results.) 
8 
9 
10 
Column 17 
1 (top) 0.253 0.189 0.177 0.201 0.171 0.163 
2 0.262 0.271 0.271 0.318 0.278 0.258 
3 0.254 0.258 0.288 0.252 0.255 0.199 
4 0.258 0.280 0.286 0.258 0.257 0.228 
5 0.279 0.301 0.291 0.233 0.299 0.225 
6 0.282 0.290 0.301 0.334 0.317 0.242 
7 0.328 0.360 0.331 0.382 0.352 0.265 
8 0.336 0.323 0.350 0.373 0.369 0.258 
9 0.344 0.377 0.378 0.405 0 .427  0.268 
10 0.372 0.387 0.397 0.442 0.453 0.282 
Column 30 
1 (top) 0.231 0.207 0.187 0.167 0.162 0.113 
2 0.266 0.257 0.275 0.221 0.241 0.252 
3 0.259 0.260 0.275 0.251 0.275 0.266 
4 0.285 0.254 0.310 0.298 0.298 0 .278  
5 0.282 0.284 0.297 0.373 0.324 0.244 
6 0.264 0.288 0.304 0.322 0.301 0.224 
7 0.272 0.301 0.347 0.369 0.335 0.241 
8 0.305 0.354 0.346 0.388 0.388 0.238 
9 0.293 0.318 0.350 0.361 0.368 0.239 
10 0.336 0.379 0.404 0.430 0.465 0.265 
0.9 column average 
1 (top) 0.242 0.198 0.182 0.184 0.167 0.138 
2 0.264 0.264 0.273 0.269 0.260 0.255 
3 0.256 0.259 0.282 0.252 0.265 0.233 
4 0.271 0.267 0.298 0.278 0.277 0.253 
5 0.280 0.293 0.294 0.303 0.312 0.235 
6 0.273 0.289 0.303 0.328 0.309 0.233 
7 0.300 0.331 0.339 0.375 0.343 0.253 
8 0.320 0.339 0.348 0.380 0.378 0.248 
9 0.318 0.348 0.364 0.383 0.397 0.254 
10 0.354 0.383 0.401 0.436 0.459 0.274 
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Table F4. (Continued) 
1.0 columns 
Counting Column 5 
station 1 day 2 days 6 days 34 days 41 days 77 days 
1 (top) 0.245 0.226 0.184 0.190 0.184 0.113 
2 0.280 0.290 0.280 0.271 0.264 0.240 
3 0.270 0.292 0.294 0.241 0.248 0.232 
4 0.305 0.294 0.293 0.262 0.265 0.225 
5 0.283 0.288 0.296 0.288 0.288 0.209 
6 0.338 0.334 0.330 0.339 0.306 0.269 
7 0.319 0.314 0.349 0.300 0.325 0.243 
8 0.324 0.333 0.341 0.356 0.348 0.234 
9 0.354 0.361 0.380 0.352 0.374 0.222 
10 0.381 0.420 0.408 0.391 0.406 0.262 
Column 32 
1 (top) 0.244 0.191 0.171 0.135 0.144 0.141 
2 0.265 0.299 0.245 0.217 0.260 0.242 
3 0.275 0.270 0.280 0.245 0.272 0.236 
4 0.262 0.259 0.264 0.271 0.284 0.239 
5 0.279 0.293 0.295 0.279 0.307 0.227 
6 0.305 0.274 0.306 0.292 0.320 0.233 
7 0.296 0.338 0.320 0.321 0.316 0.253 
8 0.316 0.312 0.305 0.364 0.330 0.219 
9 0.342 0.346 0.339 0.422 0.364 0.261 
10 0.349 0.361 0.362 0.435 0.418 0.253 
Column 33 
1 (top) 0.241 0.215 0.202 0.132 0.197 0.179 
2 0.278 0.270 0.261 0.243 0.253 0.240 
3 0.250 0.263 0.275 0.289 0.288 0.230 
4 0.293 0.298 0.306 0.306 0.321 0.255 
5 0.298 0.305 0.313 0.344 0.334 0.262 
6 0.295 0.308 0.300 0.343 0.332 0.242 
7 0.315 0.321 0.326 0.344 0.292 0.236 
8 0.338 0.334 0.320 0.376 0.368 0.274 
9 0.338 0.348 0.322 0.394 0.389 0.267 
10 0.351 0.369 0.337 0.429 0.439 0.254 
1.0 column average 
1 (top) 0.243 0.211 0.186 0.152 0.175 0.144 
2 0.275 0.286 0.262 0.243 0.259 0.241 
3 0.265 0.275 0.283 0.259 0.270 0.233 
4 0.287 0.284 0.287 0.279 0.290 0.240 
5 0.287 0.295 0.301 0.304 0.310 0.233 
6 0.313 0.305 0.312 0.325 0.319 0.248 
7 0.310 0.324 0.332 0.322 0.311 0.244 
8 0.326 0.326 0.322 0.365 0.349 0.242 
9 0.345 0.352 0.347 0.389 0.376 0.250 
10 0.360 0.383 0.369 0.418 0.421 0.256 
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Table F4. (Continued) 
1.1 colunms 
Counting Column 2 
station 1 day 2 days 6 days 34 days 41 days 77 days 
1 (top) 0.261 0.235 0.227 0.218 0.245 0.162 
2 0.269 0.255 0.284 0.267 0.250 0.210 
3 0.280 0.283 0.300 0.276 0.299 0.249 
4 0.259 0.301 0.266 0.285 0.278 0.217 
5 0.275 0.328 0.299 0.305 0.296 0.242 
6 0.272 0.281 0.301 0.325 0.309 0.231 
7 0.318 0.337 0.352 0.345 0.344 0.235 
8 0.326 0.333 0.339 0.369 0.360 0.276 
9 0.318 0.341 0.366 0.388 0.364 0.237 
10 0.345 0.355 0.389 0.448 0.458 0.251 
Column 4 
1 (top) 0.274 0.216 0.144 0.157 0.151 0.137 
2 0.281 0.266 0.264 0.273 0.282 0.230 
3 0.262 0.284 0.276 0.276 0.281 0.271 
4 0.275 0.282 0.270 0.299 0.300 0.214 
5 0.273 0.257 0.288 0.308 0.311 0.235 
6 0.270 0.288 0.320 0.337 0.337 0.245 
7 0.284 0.302 0.314 0.336 0.339 0.255 
8 0.273 0.288 0.284 0.358 0.354 0.261 
9 0.296 0.297 0.331 0.385 0.385 0.248 
10 0.295 0.302 0.331 0.438 0.427 0.238 
Column 6 
1 (top) 0.260 0.239 0.233 0.195 0.217 0.149 
2 0.261 0.281 0.275 0.290 0.287 0.235 
3 0.278 0.278 0.294 0.277 0.273 0.237 
4 0.287 0.296 0.306 0.312 0.301 0.233 
5 0.314 0.299 0.341 0.329 0.312 0.255 
6 0.304 0.307 0.298 0.334 0.323 0.251 
7 0.328 0.338 0.330 0.348 0.341 0.248 
8 0.335 0.379 0.351 0.371 0.369 0.245 
9 0.367 0.393 0.379 0.402 0.404 0.256 
10 0.383 0.385 0.398 0.448 0.462 0.262 
1.1 column average 
1 (top) 0.265 0.230 0.201 0.190 0.205 0.150 
2 0.270 0.267 0.274 0.277 0.273 0.225 
3 0.273 0.282 0.290 0.276 0.284 0.252 
4 0.274 0.293 0.281 0.299 0.293 0.221 
5 0.288 0.294 0.309 0.314 0.306 0.244 
6 0.282 0.292 0.307 0.332 0.323 0.243 
7 0.310 0.326 0.332 0.343 0.341 0.246 
8 0.311 0.333 0.325 0.366 0.361 0.260 
9 0.327 0.344 0.358 0.392 0.384 0.247 
10 0.341 0.347 0.373 0.445 0.449 0.250 
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Table F4. (Continued) 
1.2 columns 
Counting Column 16 
station 1 day 2 days 6 days 34 days 41 days 77 days 
1 (top) 0.256 0.259 0.274 0.263 0.247 0.142 
2 0.278 0.275 0.298 0.261 0.265 0.204 
3 0.304 0.301 0.320 0.306 0.265 0.252 
4 0.308 0.285 0.305 0.294 0.287 0.230 
5 0.324 0.319 0.297 0.294 0.311 0.245 
6 0.319 0.320 0.325 0.320 0.316 0.255 
7 0.330 0.310 0.326 0.338 0.328 0.259 
8 0.320 0.324 0.322 0.322 0.337 0.247 
9 0.318 0.351 0.352 0.390 0.397 0.224 
10 0.349 0.401 0.374 0.401 0.408 0.231 
Column 24 
1 (top) 0.284 0.281 0.255 0.253 0.254 0.158 
2 0.289 0.313 0.294 0.270 0.263 0.227 
3 0.287 0.290 0.279 0.255 0.257 0.237 
4 0.303 0.306 0.312 0.296 0.285 0.228 
5 0.301 0.278 0.314 0.305 0.319 0.260 
6 0.292 0.314 0.309 0.332 0.321 0.219 
7 0.299 0.342 0.309 0.328 0.308 0.221 
8 0.333 0.328 0.336 0.328 0.338 0.245 
9 0.353 0.322 0.370 0.385 0.397 0.239 
10 0.363 0.380 0.381 0.436 0.420 0.240 
Column 27 
1 (top) 0.245 0.227 0.214 0.178 0.206 0.101 
2 0.262 0.255 0.258 0.264 0.243 0.215 
3 0.270 0.265 0.257 0.260 0.263 0.224 
4 0.275 0.294 0.284 0.283 0.268 0.219 
5 0.279 0.303 0.301 0.295 0.284 0.252 
6 0.278 0.291 0.294 0.286 0.294 0.232 
7 0.280 0.307 0.320 0.298 0.303 0.207 
8 0.308 0.298 0.298 0.317 0.321 0.239 
9 0.308 0.300 0.330 0.329 0.329 0.234 
10 0.325 0.327 0.327 0.337 0.357 0.232 
1.2 column average 
1 (top) 0.262 0.255 0.248 0.231 0.236 0.134 
2 0.276 0.281 0.283 0.265 0.257 0.215 
3 0.287 0.286 0.285 0.273 0.261 0.238 
4 0.295 0.295 0.300 0.291 0.280 0.226 
5 0.301 0.300 0.304 0.298 0.305 0.252 
6 0.296 0.308 0.310 0.313 0.310 0.235 
7 0.303 0.320 0.318 0.322 0.313 0.229 
8 0.320 0.317 0.319 0.323 0.332 0.244 
9 0.326 0.324 0.351 0.368 0.374 0.232 
10 0.346 0.369 0.361 0.391 0.395 0.234 
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Table FA. (Continued) 
0.9M columns 
Counting Column 12 
station 1 day 2 days 6 days 34 days 41 days 77 days 
1 (top) 0.266 0.244 0.233 0.216 0.239 0.215 
2 0.257 0.231 0.228 0.220 0.233 0.178 
3 0.279 0.249 0.261 0.250 0.265 0.215 
4 0.284 0.274 0.302 0.289 0.297 0.202 
5 0.286 0.282 0.304 0.333 0.326 0.250 
6 0.277 0.256 0.324 0.316 0.328 0.236 
7 0.286 0.334 0.321 0.366 0.360 0.248 
8 0.250 0.271 0.305 0.355 0.354 0.230 
9 0.268 0.334 0.369 0.433 0.387 0.255 
10 0.235 0.315 0.342 0.437 0.395 0.245 
Column 13 
1 (top) 0.251 0.236 0.219 0.233 0.225 0.154 
2 0.235 0.247 0.243 0.246 0.233 0.218 
3 0.281 0.254 0.273 0.253 0.228 0.206 
4 0.268 0.265 0.288 0.262 0.278 0.209 
5 0.271 0.264 0.293 0.280 0.277 0.219 
6 0.294 0.319 0.317 0.327 0.304 0.230 
7 0.274 0.338 0.333 0.350 0.315 0.244 
8 0.302 0.330 0.333 0.378 0.374 0.241 
9 0.315 0.329 0.367 0.375 0.421 0.268 
10 0.325 0.392 0.424 0.470 0.467 0.281 
Column 21 
1 (top) 0.244 0.242 0.241 0.217 0.216 0.154 
2 0.239 0.250 0.242 0.230 0.215 0.166 
3 0.270 0.260 0.266 0.244 0.252 0.197 
4 0.284 0.301 0.286 0.279 0.282 0.204 
5 0.310 0.297 0.302 0.271 0.289 0.221 
6 0.318 0.306 0.303 0.289 0.277 0.207 
7 0.314 0.331 0.304 0.369 0.337 0.280 
8 0.326 0.342 0.338 0.352 0.363 0.256 
9 0.363 0.361 0.354 0.391 0.394 0.290 
10 0.381 0.409 0.434 0.464 0.438 0.290 
0.9M column average 
1 (top) 0.254 0.241 0.231 0.222 0.226 0.174 
2 0.244 0.242 0.238 0.232 0.227 0.188 
3 0.277 0.255 0.267 0.249 0.249 0.206 
4 0.279 0.280 0.292 0.277 0.286 0.205 
5 0.289 0.281 0.300 0.295 0.297 0.230 
6 0.296 0.294 0.315 0.310 0.303 0.224 
7 0.291 0.335 0.319 0.361 0.337 0.257 
8 0.292 0.314 0.325 0.361 0.364 0.242 
9 0.315 0.341 0.363 0.400 0.401 0.271 
10 0.313 0.372 0.400 0.457 0.434 0.272 
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Table F4. (Continued) 
l.OM columns 
Counting Column 9 
station 1 day 2 days 6 days 34 days 41 days 77 days 
1 (top) 0.252 0.245 0.226 0.169 0.153 0.127 
2 0.254 0.250 0.229 0.218 0.191 0.149 
3 0.265 0.249 0.245 0.237 0.226 0.196 
4 0.266 0.267 0.251 0.203 0.223 0.178 
5 0.284 0.275 0.266 0.243 0.224 0.173 
6 0.301 0.278 0.292 0.211 0.216 0.173 
7 0.325 0.343 0.306 0.258 0.253 0.220 
8 0.322 0.353 0.311 0.258 0.235 0.215 
9 0.312 0.332 0.307 0.259 0.251 0.166 
10 0.342 0.334 0.307 0.234 0.235 0.208 
Column 11 
1 (top) 0.246 0.241 0.232 0.209 0.185 0.149 
2 0.244 0.248 0.244 0.223 0.224 0.189 
3 0.261 0.252 0.256 0.255 0.226 0.208 
4 0.282 0.275 0.275 0.239 0.239 0.198 
5 0.256 0.275 0.260 0.249 0.259 0.178 
6 0.259 0.276 0.279 0.264 0.239 0.227 
7 0.316 0.324 0.309 0.275 0.234 0.211 
8 0.289 0.303 0.288 0.280 0.269 0.186 
9 0.313 0.329 0.292 0.293 0.301 0.211 
10 0.335 0.355 0.312 0.315 0.333 0.222 
Column 22 
1 (top) 0.257 0.252 0.251 0.240 0.256 0.152 
2 0.254 0.270 0.274 0.247 0.249 0.226 
3 0.299 0.264 0.283 0.261 0.247 0.227 
4 0.254 0.298 0.276 0.265 0.253 0.212 
5 0.294 0.296 0.295 0.273 0.277 0.208 
6 0.299 0.313 0.304 0.292 0.277 0.245 
7 0.296 0.315 0.301 0.334 0.317 0.222 
8 0.324 0.313 0.338 0.370 0.339 0.239 
9 0.338 0.352 0.343 0.367 0.387 0.242 
10 0.362 0.366 0.386 0.401 0.404 0.234 
1. OM column average 
1 (top) 0.252 0.246 0.236 0.206 0.198 0.142 
2 0.251 0.256 0.249 0.229 0.221 0.188 
3 0.275 0.255 0.261 0.251 0.233 0.210 
4 0.267 0.280 0.267 0.236 0.238 0.196 
5 0.278 0.282 0.274 0.255 0.253 0.186 
6 0.286 0.289 0.292 0.256 0.244 0.215 
7 0.312 0.328 0.305 0.289 0.285 0.218 
8 0.312 0.323 0.313 0.302 0.281 0.213 
9 0.321 0.338 0.314 0.307 0.313 0.206 
10 0.346 0.352 0.335 0.317 0.324 0.221 
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Table F4. (Continued) 
I.IM columns 
Counting Column 8 
station 1 day 2 days 6 days 34 days 41 days 77 days 
1 (top) 0.268 0.265 0.239 0.228 0.215 0.166 
2 0.261 0.233 0.228 0.247 0.233 0.204 
3 0.272 0.285 0.261 0.259 0.261 0.207 
4 0.295 0.280 0.242 0.305 0.267 0.218 
5 0.284 0.288 0.263 0.323 0.206 0.233 
6 0.284 0.294 0.266 0.308 0-337 0.248 
7 0.302 0.301 0.300 0.321 0-339 0.251 
8 0.315 0.262 0.283 0.327 0.348 0.244 
9 0.294 0.303 0.311 0.381 0.369 0-247 
10 0.330 0.349 0.324 0.415 0.429 0.242 
Column 10 
1 (top) 0.249 0.219 0.218 0.171 0.192 0.140 
2 0.259 0.249 0.226 0.223 0.228 0.189 
3 0.287 0.271 0.265 0.263 0-269 0.228 
4 0.281 0.285 0.252 0.246 0.271 0.214 
5 0.294 0.279 0.298 0.277 0.265 0.225 
6 0.263 0.270 0.292 0.274 0.269 0.209 
7 0.287 0.286 0.296 0.281 0.264 0.206 
8 0.308 0.310 0.305 0.334 0.266 0.220 
9 0.293 0.316 0.307 0.301 0.284 0.217 
10 0.302 0.328 0.326 0.322 0.294 0.217 
Column 14 
1 (top) 0.255 0.242 0.253 0.232 0.227 0.206 
2 0.265 0.248 0.210 0.214 0.208 0.162 
3 0.266 0.272 0.254 0.279 0.267 0.234 
4 0.275 0.284 0.270 0.295 0-291 0.232 
5 0.298 0.300 0.269 0.311 0.298 0-221 
6 0.302 0.309 0.282 0.262 0.295 0.239 
7 0.323 0.306 0.308 0.330 0.317 0.250 
8 0.298 0.297 0.298 0.344 0.358 0.260 
9 0.362 0.346 0.325 0.376 0.378 0.226 
10 0.321 0.320 0.307 0.391 0.413 0.242 
I.IM column average 
1 (top) 0.257 0.242 0.237 0.210 0.211 0-171 
2 0.262 0.243 0.221 0.228 0.223 0.185 
3 0.275 0.276 0.260 0.267 0.265 0.223 
4 0.284 0.283 0.255 0.282 0.276 0.221 
5 0.292 0.289 0.277 0-303 0.290 0.227 
6 0.283 0.291 0.280 0-281 0-301 0.232 
7 0.304 0.298 0.301 0-311 0.307 0.235 
8 0.307 0.289 0.295 0.335 0.324 0.241 
9 0.316 0.322 0.314 0-353 0.344 0.230 
10 0.318 0.332 0.319 0.376 0.379 0.234 
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Table F4. (Continued) 
0.9H columns 
Counting Column 18 
station 1 day 2 days 6 days 34 days 41 days 77 days 
1 (top) 0.250 0.252 0.256 0.249 0.216 0.160 
2 0.264 0.249 0.262 0.252 0.230 0.181 
3 0.264 0.259 0.286 0.262 0.246 0.177 
4 0.287 0.296 0.292 0.267 0.260 0.199 
5 0.298 0.312 0.306 0.271 0.279 0.209 
6 0.298 0.302 0.310 0.294 0.279 0.239 
7 0.313 0.306 0.306 0.307 0.332 0.226 
8 0.320 0.322 0.324 0.359 0.366 0.249 
9 0.335 0.332 0.328 0.360 0.423 0.260 
10 0.333 0.374 0.344 0.428 0.426 0.288 
Column 25 
1 (top) 0.271 0.267 0.238 0.243 0.219 0.219 
2 0.265 0.255 0.251 0.266 0.267 0.206 
3 0.263 0.258 0.250 0.285 0.267 0.213 
4 0.255 0.259 0.273 0.303 0.288 0.239 
5 0.272 0.272 0.282 0.304 0.318 0.240 
6 0.270 0.294 0.282 0.296 0.321 0.225 
7 0.306 0.327 0.325 0.343 0.355 0.260 
8 0.290 0.308 0.323 0.388 0.386 0.245 
9 0.269 0.331 0.313 0.363 0.387 0.269 
10 0.243 0.289 0.304 0.396 0.389 0.281 
Column 31 
1 (top) 0.248 0.244 0.247 0.249 0.232 0.181 
2 0.243 0.261 0.261 0.249 0.256 0.191 
3 0.290 0.378 0.299 0.275 0.261 0.226 
4 0.295 0.298 0.318 0.270 0.251 0.203 
5 0.297 0.303 0.300 0.268 0.271 0.213 
6 0.322 0.326 0.302 0.313 0.302 0.225 
7 0.311 0.330 0.316 0.326 0.339 0.204 
8 0.316 0.339 0.360 0.357 0.335 0.255 
9 0.350 0.352 0.355 0.392 0.419 0.209 
10 0.356 0.354 0.401 0.459 0.453 0.236 
0.9H column average 
1 (top) 0.256 0.254 0.247 0.247 0.222 0.187 
2 0.257 0.255 0.258 0.256 0.251 0.193 
3 0.272 0.265 0.278 0.274 0.258 0.205 
4 0.279 0.284 0.294 0.280 0.266 0.214 
5 0.289 0.296 0.296 0.281 0.289 0.221 
6 0.297 0.307 0.298 0.301 0.301 0.230 
7 0.310 0.321 0.316 0.326 0.342 0.230 
8 0.309 0.323 0.336 0.368 0.362 0.250 
9 0.318 0.338 0.332 0.372 0.410 0.246 
10 0.310 0.339 0.350 0.427 0.423 0.268 
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Table F4. (Continued) 
l.OH columns 
Counting Column 23 
station 1 day 2 days 6 days 34 days 41 days 77 days 
1 (top) 0.279 0.244 0.256 0.251 0.258 0.175 
2 0.267 0.245 0.250 0.249 0.262 0.213 
3 0.263 0.264 0.277 0.271 0.262 0.199 
4 0.260 0.260 0.275 0.251 0.261 0.205 
5 0.266 0.255 0.285 0.257 0.280 0.203 
6 0.277 0.263 0.328 0.277 0.295 0.214 
7 0.272 0.286 0.290 0.302 0.308 0.181 
8 0.242 0.318 0.337 0.315 0.310 0.198 
9 0.251 0.309 0.336 0.372 0.357 0.229 
10 0.323 0.356 0.368 0.474 0.429 0.322 
Column 28 
1 (top) 0.262 0.258 0.243 0.201 0.195 0.177 
2 0.261 0.251 0.245 0.242 0.239 0.234 
3 0.284 0.254 0.275 0.284 0.274 0.257 
4 0.268 0.263 0.280 0.295 0.307 0.258 
5 0.281 0.271 0.297 0.308 0.312 0.266 
6 0.262 0.258 0.289 0.309 0.303 0.246 
7 0.263 0,266 0.323 0.360 0.348 0.257 
8 0.265 0.274 0.326 0.373 0.350 0.260 
9 0.275 0.336 0.388 0.439 0.442 0.264 
10 0.294 0.308 0.404 0.574 0.589 0.346 
Column 29 
1 (top) 0.253 0.265 0.242 0.264 0.256 0.181 
2 0.266 0.267 0.257 0.259 0.274 0.221 
3 0.267 0.243 0.258 0.264 0.262 0.218 
4 0.288 0.267 0.285 0.282 0.269 0.219 
5 0.281 0.284 0.294 0.298 0.292 0.207 
6 0.304 0.288 0.306 0.335 0.320 0.228 
7 0.307 0.283 0.281 0.306 0.301 0.197 
8 0.283 0.311 0.311 0.338 0.328 0.222 
9 0.315 0.340 0.325 0.364 0.353 0.211 
10 0.309 0.336 0.360 0.404 0.396 0.232 
l.OH column average 
1 (top) 0.265 0.256 0.247 0.238 0.236 0.178 
2 0.265 0.254 0.251 0.250 0.258 0.223 
3 0.271 0.254 0.270 0.273 0.266 0.225 
4 0.272 0.263 0.280 0.276 0.279 0.227 
5 0.276 0.270 0.292 0.287 0.295 0.226 
6 0.281 0.270 0.307 0.307 0.306 0.229 
7 0.280 0.279 0.298 0.323 0.319 0.212 
8 0.263 0.301 0.325 0.342 0.330 0.227 
9 0.280 0.328 0.350 0.392 0.384 0.235 
10 0.309 0.334 0.377 0.484 0.471 0.300 
Table F4. (Continued) 
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I.IH columns 
Counting Column 15 
station 1 day 2 days 6 days 34 days 41 days 77 days 
1 (top) 0.271 0.254 0-227 0.189 0.165 0-134 
2 0.262 0.265 0.249 0.254 0.236 0-177 
3 0.273 0.264 0.243 0.235 0.227 0.160 
4 0.278 0.255 0.260 0.265 0.240 0.200 
5 0.266 0.251 0.264 0.222 0.203 0.209 
6 0.268 0.295 0.246 0.213 0.217 0.099 
7 0.298 0.263 0.288 0.224 0.241 0.180 
8 0.278 0.268 0.280 0.183 0.175 0.230 
9 0.263 0.273 0.284 0.237 0.223 0.141 
10 0.255 0.278 0.282 0.206 0.220 0.190 
Column 19 
1 (top) 0.260 0.251 0.245 0.185 0.178 0.167 
2 0.278 0.275 0.240 0-263 0-255 0.251 
3 0.282 0.267 0.257 0.268 0.268 0.244 
4 0.264 0.266 0.248 0.258 0.264 0-232 
5 0.258 0.266 0.254 0.262 0.269 0.226 
6 0.267 0.260 0.260 0.283 0.278 0-212 
7 0.274 0.299 0.269 0.283 0.304 0-230 
8 0.297 0.285 0.282 0.316 0.309 0.257 
9 0.284 0.253 0.266 0.325 0.303 0.230 
10 0.257 0.263 0.261 0-291 0-317 0.236 
Column 20 
1 (top) 0.284 0.278 0.245 0.220 0-207 0.184 
2 0.255 0.234 0.243 0.253 0.241 0.220 
3 0.259 0.260 0.245 0-253 0.240 0.202 
4 0.283 0.265 0.255 0.275 0.251 0.216 
5 0.277 0.264 0.257 0.254 0.279 0.241 
6 0.247 0.255 0.247 0.248 0.253 0.214 
7 0.253 0.293 0.240 0-206 0.249 0.216 
8 0.262 0.253 0.233 0.270 0.266 0.178 
9 0.282 0.290 0.267 0.229 0.285 0.198 
10 0.303 0.273 0.286 0.336 0.353 0.230 
I.IH column average 
1 (top) 0.271 0.261 0.239 0.198 0.184 0.162 
2 0.265 0.258 0.244 0.257 0.244 0.216 
3 0.272 0.263 0.248 0.252 0.245 0.202 
4 0.275 0.262 0.255 0.266 0.252 0.216 
5 0.267 0.260 0.258 0-246 0.251 0.225 
6 0.261 0.270 0.251 0.248 0.249 0.175 
7 0.275 0.285 0.266 0.238 0-265 0.208 
8 0.279 0.269 0.265 0.256 0.250 0.222 
9 0.276 0.272 0.272 0-264 0.271 0.190 
10 0.272 0.272 0.276 0.278 0.296 0.219 
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APPENDIX G: 
YIELDS AND STANDS OF MAIZE IN 1974, 1975 AND 1976 EXPERIMENTS 
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Table Gl. Yields of maize in kg/ha for different treatments in field 
experiments in 1974, 1975 and 1976 by blocks 
April 18 , 1974, planting 
Treatment 
Block 
1 2 3 4 5 6 
SRCU 7916 9463 9649 8831 9633 8806 
SRCO 9053 9586 8787 9262 9568 9558 
TRCO 8421 9168 9317 8900 9016 8166 
FCO 7646 8662 8526 8733 9251 8190 
May 15, 1974, planting 
SRCU 7082 8511 7672 8561 8238 7164 
SRCO 8012 8-21 7685 8426 8289 7334 
TRCO 6301 7905 7251 8407 7945 7906 
FCO 7203 8278 8359 8172 8038 8295 
May 13, 1975, planting 
SRCU 5950 6829 6120 6390 5009 4017 
SRCD 5787 5775 6358 6358 6829 5655 
SRCO 5335 7105 5222 5731 6396 3892 
SRNC 5053 5988 5392 5593 5655 3515 
TRCO 2015 5988 4099 5003 3339 3446 
TRNC 1783 5599 4262 4042 2523 3283 
FCO 4687 4199 6892 4193 5480 3935 
FNC 3841 4613 4061 4576 4074 2278 
May 3-4, 1976, planting 
SRCU 4463 5436 4205 4431 3559 4500 
SRCD 5078 4814 5078 3283 4086 6195 
SRCO 6013 4896 5367 4143 6270 3496 
SRCOD 3433 5605 5291 5097 5216 4174 
SRCOP 5436 5825 4224 4325 4557 4632 
SRCUN 3979 4946 4557 4356 4419 2222 
TRCO 5210 6101 4971 3571 4287 3327 
FCO 5053 5046 4990 4745 4984 4833 
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Table G2, Stands of maize in plants/ha for different treatments in field 
experiments in 1974, 1975 and 1976 by blocks 
April 18 , 1974, planting 
Treatment Block 
1 2 3 4 5 6 
SRCU 52143 55014 55970 52383 54296 51426 
SRCO 54296 55253 55492 54535 55970 54774 
TRCO 51904 53339 54057 50708 51426 49273 
FCO 38031 46403 40423 49991 46881 45446 
May 15, 1974, planting 
SRCU 54296 55253 56449 55253 56210 54296 
SRCO 58841 58362 57166 60754 59797 58123 
TRCO 56210 57405 55253 57645 56210 56210 
FCO 55731 57166 58123 56688 57405 57166 
May 13, 1975, planting 
SRCU 54535 48555 49273 53578 50469 45924 
SRCD 50469 53339 50947 56210 50230 49751 
SRCO 59797 62668 62668 60515 62428 54535 
SRNC 49034 53578 45685 54296 44728 41858 
TRCO 59797 59080 57645 59558 57166 58123 
TRNC 38749 42815 43532 47599 36596 44968 
FCO 60037 54057 56927 58362 56449 54774 
FNC 44011 38031 42815 52143 37074 29899 
May 3-4, 1976, planting 
SRCU 44728 44968 47360 46881 48316 49512 
SRCD 41619 42097 47599 45924 51426 48795 
SRCO 54057 51904 56449 54057 54535 55014 
SRCOD 52861 50947 54535 45924 53818 53818 
SRCOP 51904 51426 50469 48077 51665 52383 
SRCUN 42337 50469 43054 44489 44489 49512 
TRCO 50708 53578 51665 50708 50947 53339 
FCO 50708 49991 51665 51665 50708 53100 
