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NONCROSSING PARTITIONS, TAMARI LATTICES, AND PARABOLIC
QUOTIENTS OF THE SYMMETRIC GROUP
HENRI MU¨HLE
ABSTRACT. The Tamari lattices and the noncrossing partition lattices are impor-
tant families of lattices that appear in many seemingly unrelated areas of mathe-
matics, such as group theory, combinatorics, representation theory of the symmet-
ric group, algebraic geometry, and many more. They are also deeply connected
on a structural level, since the noncrossing partition lattice can be realized as an
alternate way of ordering the ground set of the Tamari lattice.
Recently, both the Tamari lattices and the noncrossing partition lattices were
generalized to parabolic quotients of the symmetric group. In this article we inves-
tigate which structural and enumerative properties survive these generalizations.
1. INTRODUCTION
1.1. Noncrossing Partition Lattices. The noncrossing partition lattice NCn was in-
troduced in the 1970s by G. Kreweras as a subposet of the lattice of all set parti-
tions of [n]
def
= {1, 2, . . . , n} ordered by dual refinement via a certain “noncrossing”
property [20]. It turns out that the noncrossing partition lattices appear in many
seemingly unrelated areas of mathematics, such as representation theory, group
theory, algebraic geometry, probability theory and many more; see [1, 23, 36] for
surveys.
There is an intriguing way to realizeNCn as a partial order on (certain) elements
of the symmetric groupSn. Wemay orderSn by taking prefixes of minimal length
factorizations of permutations into transpositions. Then, NCn can be viewed as a
principal order ideal generated by a long cycle [7].
1.2. Tamari Lattices. The Tamari lattice Tn was introduced in the 1960s byD. Tamari
as a partial order onwell-balanced parenthesizations of a string of length n+ 1 [39].
Since then the Tamari lattices have become one of the most popular objects of
study in lattice theory, geometry, topology, and combinatorics. For a comprehen-
sive survey on the different aspects, applications and appearances of the Tamari
lattices we refer the interested reader to [27], and to the references therein.
One of the many ways to realize Tn as a concrete partial order is the following.
The symmetric group Sn may be partially ordered by inclusion of inversion sets,
the so-called weak order, and Tn arises as the restriction of this order to the set of
231-avoiding permutations [6, Theorem 9.6(ii)]. In fact, this construction realizes
Tn as a quotient lattice of the weak order on Sn [28].
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1.3. Tamari Lattices and Noncrossing Partition Lattices are Deeply Connected.
It is quickly shown that the cardinality of Tn and NCn is given by the nth Cata-
lan number, and there are many bijections between the ground sets of different
realizations of Tn and the set of noncrossing partitions of [n].
It is perhaps a bit surprising that there also is a deep structural connection be-
tween the two families of lattices. The Tamari lattices are instances of so-called
congruence-uniform lattices, i.e. they may be constructed from the singleton lattice
by successive doublings of intervals. N. Reading explained how to order the el-
ements of a congruence-uniform lattice in an alternate way [33, Section 9-7.4].
If Alt(Tn) denotes this alternate order of Tn, then [30, Theorem 8.5] implies that
Alt(Tn) is isomorphic to NCn.
1.4. Parabolic Quotients of the Symmetric Group. This article is about a recent
generalization of Tn to so-called parabolic quotients of Sn. Recall that Sn is gen-
erated by the set of adjacent transpositions (i, i + 1) for 1 ≤ i < n. If we fix
J ⊆ [n− 1], then the set
{
(j, j+ 1) | j ∈ J
}
generates a (parabolic) subgroup ofSn.
The parabolic quotient S
J
n is the set of minimal length representatives in the right
cosets of Sn by this subgroup.
We may still order the elements of SJn by inclusion of inversion sets, and it was
shown in [26, Theorem 1.1] that we can define a parabolic Tamari lattice T Jn as the
restriction of this order to the set of permutations in SJn that avoid a particular
pattern. Moreover, this definition recovers the classical Tamari lattice in the case
J = ∅.
In a similar way, we can define the set NC Jn of noncrossing partitions of the
parabolic quotient SJn such that we recover the classical noncrossing partitions in
the case J = ∅ [26, Section 4].
1.5. Main Results. The main purpose of this article is to investigate the relation-
ship between T Jn and the poset NC
J
n of parabolic noncrossing partitions ordered
by dual refinement. This article is accompanied by a Sage-script that implements
most of the objects defined in this article. It can be obtained from the following
location.
https://www.math.tu-dresden.de/~hmuehl/files/sage/parabolic_tamari.sage
Our first main result concerns the structure of the poset of parabolic noncross-
ing partitions.
Theorem 1.1. Let n > 0 and let J ⊆ [n− 1]. The posetNC Jn is a ranked meet-semilattice,
where the rank function is given by the number of bumps. It is a lattice if and only if J = ∅
or J = [n− 1].
For two integers a, b let us write [a, b]
def
= {a, a+ 1, . . . , b}. (In particular, [a, b] =
∅ if a > b.) In a first draft of this article we were able to prove a formula for the
cardinality of NC
[r+1,n−1]
n for all 0 ≤ r < n via the theory of hypergeometric series.
C. Krattenthaler observed that the formula in question also enumerates certain
ballot paths. If we interpret these paths as order ideals in the parabolic root poset,
we may use the bijection from [26, Theorem 5.2] to establish the following result
bijectively.
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Theorem 1.2. Let n > 0, and let r ∈ {0, 1, . . . , n − 1}. For k ∈ {0, 1, . . . , r}, the
number of [r+ 1, n− 1]-noncrossing partitions with exactly k bumps is given by
(1) R(n, r, k)
def
=
(
n
k
)(
r
k
)
−
(
n− 1
k− 1
)(
r+ 1
k+ 1
)
.
Moreover, the cardinality of NC
[r+1,n−1]
n is given by
(2) C(n, r)
def
=
n− r+ 1
n+ 1
(
n+ r
r
)
.
In view of Theorem 1.1 the numbers R(n, r, k) count exactly the elements of
NC
[r+1,n−1]
n having rank k.
Theorem 4.2 in [26] describes an explicit bijection between the ground sets of T Jn
and NC Jn. We use this connection to prove the following results on the structure
and the topology of T Jn .
Theorem 1.3. For all n > 0 and all J ⊆ [n − 1], the parabolic Tamari lattice T Jn is
congruence uniform and trim.
Theorem 1.4. Let n > 0 and let J ⊆ [n− 1]. The order complex of T Jn with least and
greatest element removed is homotopic to a sphere if and only if J = ∅ or J = [n − 1].
Otherwise it is contractible.
Since Theorem 1.3 implies that T Jn is congruence uniform, it follows that it ad-
mits an alternate order of its ground set, and it is natural to ask whether this al-
ternate order can be described via parabolic noncrossing partitions. The following
result characterizes the cases in which Alt
(
T Jn
)
is isomorphic to NC Jn.
Theorem 1.5. Let n > 0 and let J ⊆ [n− 1]. The alternate order of T Jn is a subposet of
NC Jn, and we haveAlt
(
T Jn
) ∼= NC Jn if and only if either J = [n− 1] or J = [n− 1] \ [a, b]
for 1 ≤ a ≤ b ≤ n− 1.
1.6. Further Results. As we proceed with proving Theorems 1.1–1.4 we obtain
a number of other results that in our opinion deserve being mentioned in this
introduction.
The first auxiliary result is a general lattice-theoretical one. Recall that a lattice
is extremal if it has the same number of join- and meet-irreducible elements, and
there exists a maximal chain whose length equals this common value. A lattice is
left modular if it has a maximal chain consisting of left-modular elements.
Theorem 1.6. In a semidistributive lattice the notions of extremality and left-modularity
are equivalent.
The remaining auxiliary results again concern the parabolic Tamari lattices.
In particular, we explicitly describe the poset of join-irreducibles and the Galois
graph of T Jn .
Theorem 1.7. Let n > 0 and let J = [n− 1] \ {j1, j2, . . . , jr}. Set j0 = 0. The poset of
join-irreducible elements of T Jn consists of r connected components, where for i ∈ [r] the
ith component is isomorphic to the direct product of a ji − ji−1-chain and an n− ji-chain.
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If we set J = ∅, then Theorem 1.7 states that the poset of join-irreducible el-
ements of the classical Tamari lattice Tn is a union of n − 1 chains of lengths
1, 2, . . . , n − 1. This result is probably known to experts, but we have not been
able to find an explicit reference.
The join-irreducible elements of T Jn are those permutations with a unique de-
scent (a, b), and we abbreviate them by xa,b. (There are a few restrictions depend-
ing on J which values of a and b are admissible; see Corollary 4.4.)
Theorem 1.8. Let n > 0 and let J = [n− 1] \ {j1, j2, . . . , jr}. Set j0 = 0. The Galois
graph of T Jn is isomorphic to the directed graph whose vertices are the join-irreducible
elements of T Jn , and there exists a directed edge xa,b → xa′,b′ if and only if xa,b 6= xa′,b′ ,
and
• either there exists a unique index s ∈ [r] such that a, a′ ∈ [js−1 + 1, js] and
a ≤ a′ < b′ ≤ b,
• or there exist two different indices s, s′ ∈ [r] such that a ∈ [js−1 + 1, js] and
a′ ∈ [js′−1 + 1, js′ ] such that s
′ < s and js < b
′ ≤ b.
F. Chapoton has observed an interesting connection between the generating
function of the Mo¨bius function of NCn and a certain polynomial defined on the
order ideals of the triangular poset of all transpositions of Sn [8, 9]. This con-
nection has now been proven, and we present a generalization of it to parabolic
quotients of Sn. In the following conjecture, H
J
n(s, t) is a polynomial that is de-
fined on the order ideals of a particular partial order on the transpositions of S
J
n,
and M
J
n(s, t) is the generating function of the Mo¨bius function of Alt
(
T Jn
)
. The
precise definitions follow in Section 6.
Conjecture 1.9. Let n > 0 and let J = [a, b] ⊆ [n− 1], and let r = n+ a− b− 2. The
following identity holds if and only if a and b are such that r ∈ {0, 1, . . . , n− 1}:
H
J
n(s+ 1, t+ 1) =
(
1+ (s+ 1)t
)r
M
J
n
(
(s+ 1)t
(s+ 1)t+ 1
,
t+ 1
t
)
.
1.7. Organization of the Article. We recall the basic poset- and lattice-theoretical
notions in Section 2, and we prove Theorem 1.6 in Section 2.4.
We properly define parabolic noncrossing partitions in Section 3, and prove
Theorems 1.1 and 1.2 in Sections 3.1 and 3.2, respectively.
In Section 4 we recall the definition of parabolic quotients of the symmetric
group, and of the parabolic Tamari lattices. We prove Theorem 1.7 at the end of
Section 4.3, and Theorems 1.3 and 1.4 in Section 4.4. We conclude this section with
the proof of Theorem 1.8 in Section 4.5.
The alternate order of a congruence-uniform lattice is formally defined in Sec-
tion 5, and we also prove Theorem 1.5 there.
We conclude this articlewith explaining the history and the background of Con-
jecture 1.9 in Section 6.
2. POSETS AND LATTICES
2.1. Basic Notions. Let P = (P,≤) be a partially ordered set, or poset for short.
The dual poset is the poset P∗
def
= (P,≥). Throughout this article we only consider
finite posets.
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Two elements x, y ∈ P form a cover relation if x < y and there does not exist
z ∈ P with x < z < y. In that case, we usually write x⋖ y. An interval of P is a set
[x, y]
def
= {z ∈ P | x ≤ z ≤ y}.
An element x ∈ P is minimal in P if y ≤ x implies y = x for all y ∈ P. An
element is maximal in P if it is minimal in P∗. If P has a unique minimal element
0ˆ and a unique maximal element 1ˆ, then it is bounded.
A chain of P is a subset of P in which every two elements are comparable, and
an antichain ofP is a subset of P in which no two elements are comparable. A chain
is saturated if it can be written as a sequence of cover relations, and it is maximal if
it is saturated and contains a minimal and a maximal element.
A rank function of P is a function rk : P → N which satisfies rk(x) = 0 if and
only if x is a minimal element, and rk(x) = rk(y)− 1 if and only if x⋖ y. A poset
that admits a rank function is ranked. In other words, rk(x) is one less than the
cardinality of any saturated chain from a minimal element to x.
An order ideal of P is a subset X ⊆ P such that for every x ∈ X and every y ≤ x
follows y ∈ X. An order filter of P is a subset X ⊆ P such that for every x ∈ X and
every y ≥ x follows y ∈ X.
If for all x, y ∈ P there exists a least upper bound x ∨ y (the join), then P is a
join-semilattice. If for all x, y ∈ P there exists a greatest lower bound x ∧ y (the
meet), the P is a meet-semilattice. A poset that is both a join- and a meet-semilattice
is a lattice. Note that every finite lattice is bounded.
2.2. Congruence-Uniform Lattices. A lattice congruence is an equivalence relation
Θ on L such that for all x, y, u, v ∈ L with [x]Θ = [u]Θ and [y]Θ = [v]Θ holds
[x ∨ y]Θ = [u ∨ v]Θ and [x ∧ y]Θ = [u ∧ v]Θ. The set Con(L) of all lattice con-
gruences on L forms a distributive lattice under refinement. If x ⋖ v in L, then
we denote by cg(x, y) the smallest lattice congruence of L in which x and y are
equivalent.
An element j ∈ L \ {0ˆ} is join irreducible if whenever j = x ∨ y, then j ∈ {x, y}.
Let J (L) denote the set of join-irreducible elements of L. If L is finite, and j ∈
J (L), then there exists a unique element j∗ ∈ L with j∗ ⋖ j. We write cg(j) as
a short-hand for cg(j∗, j). We may dually define meet-irreducible elements, and
denote the set of such elements byM(L).
Theorem 2.1 ([11, Theorem 2.30]). Let L be a finite lattice, and let Θ ∈ Con(L). The
following are equivalent.
(1) Θ is join irreducible in Con(L).
(2) Θ = cg(x, y) for some x⋖ y in L.
(3) Θ = cg(j) for some j ∈ J (L).
A consequence of Theorem 2.1 is the existence of a surjective map
cg∗ : J (L)→ J
(
Con(L)
)
, j 7→ cg(j).
A finite lattice is congruence uniform if the map cg∗ is a bijection for both L and L
∗.
Remark 2.2. It follows from [10, Theorem 5.1] that congruence-uniform lattices are
precisely the finite lattices that can be obtained from the singleton lattice by a finite
sequence of interval doublings.
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Let E (L) = {(x, y) ∈ L× L | x⋖ y} denote the set of cover relations of L. If L
is congruence uniform, then Theorem 2.1 implies the existence of a map
(3) λ : E (L)→ J (L), (x, y) 7→ j,
where j is the unique join-irreducible element of L with cg(x, y) = cg(j).
In general, a map f : E (L)→ P is an edge-labeling of L, where P is an arbitrary
poset. If C : x0 ⋖ x1 ⋖ · · · ⋖ xs is a saturated chain, then we use the following
abbreviation:
f (C)
def
=
(
f (x0, x1), f (x1, x2), . . . , f (xs−1, xs)
)
There is a nice characterization of cover relations in a congruence-uniform lat-
tice which have the same label under λ. Two cover relations (u, v), (x, y) ∈ E (L)
are perspective if either v ∨ x = y and v ∧ x = u or u ∨ y = v and u ∧ y = x.
Lemma 2.3 ([13, Lemma 2.6]). Let L be a congruence-uniform lattice with labeling λ.
For (u, v) ∈ E (L) and j ∈ J (L) holds λ(u, v) = j if and only if (u, v) and (j∗, j) are
perspective.
We have the following corollary.
Corollary 2.4. For any saturated chain C of a congruence-uniform latticeL, the sequence
λ(C) does not contain duplicate entries.
Proof. Let C : x0 ⋖ x1 ⋖ · · ·⋖ xs be a saturated chain of L, and pick some index i
such that λ(xi, xi+1) = k. It follows from Lemma 2.3 that xi ∨ k = xi+1. Thus, for
any j > i we conclude that k ≤ xi+1 ≤ xj and xj ∨ k = xj ⋖ xj+1. Lemma 2.3 then
implies that λ(xj, xj+1) 6= k, and we are done. 
2.3. Semidistributive Lattices. A finite lattice L = (L,≤) is meet semidistributive
if for any three elements x, y, z ∈ L with x ∧ y = x ∧ z it follows that x ∧ (y ∨ z) =
x ∧ y. We may define join-semidistributive lattices dually. A lattice that is both meet
and join semidistributive is simply called semidistributive.
Theorem 2.5 ([10, Theorem 4.2]). Every congruence-uniform lattice is semidistributive.
The converse is not true, as for instance the example in Figure 1 shows. Wemay
check that the two highlighted join-irreducible elements are mapped by cg to the
same lattice congruence.
Semidistributive lattices have another characteristic property, namely that ev-
ery element can be represented canonically as the join of a particular set of join-
irreducible elements. More precisely, let L = (L,≤) be a finite lattice. A subset
X ⊆ L is a join representation of z ∈ L if z =
∨
X. A join representation X of z is
irredundant if there is no proper subset of X that joins to z. For two irredundant
join representations X,Y of z we say that X refines Y if for every x ∈ X there exists
some y ∈ Y with x ≤ y. A join representation of z is canonical if it is irredundant
and refines every other join representation of z. We remark that every canonical
join representation is an antichain consisting of join-irreducible elements.
Theorem 2.6 ([11, Theorem 2.24]). A finite lattice is join semidistributive if and only if
every element admits a canonical join representation.
Figure 2 shows a lattice that is not join semidistributive, because the top element
does not have a canonical join representation. (There are two minimal join repre-
sentations of the top element: the three atoms, and the two highlighted elements,
but none of these sets refines the other.)
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FIGURE 1. A semidistributive lattice that is not congruence uniform.
FIGURE 2. A lattice that is not join semidistributive.
Let us recall that the set of canonical join representations of any finite lattice is
closed under taking subsets.
Proposition 2.7 ([31, Proposition 2.2]). Let L = (L,≤) be a finite lattice, and let
X ⊆ L. If
∨
X is a canonical join representation, and X′ ⊆ X, then
∨
X′ is also a
canonical join representation.
If L is congruence uniform, then we can use the labeling from (3) to compute
the canonical join representation of the elements of L.
Theorem 2.8 ([13, Proposition 2.9]). Let L = (L,≤) be a congruence-uniform lattice.
The canonical join representation of x ∈ L is
{
λ(y, x) | y⋖ x
}
.
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Let us collect another fact about semidistributive lattices concerning the num-
ber of join- and of meet-irreducible elements.
Lemma 2.9 ([10, Lemma 3.1]). In a semidistributive latticeL holds
∣∣J (L)∣∣ = ∣∣M(L)∣∣.
Meet-semidistributive lattices admit a nice bijection from their join- to their
meet-irreducible elements.
Theorem 2.10 ([11, Theorem 2.56]). Afinite latticeL = (L,≤) is meet-semidistributive
if and only if for all j ∈ J (L) the set {x ∈ L | j∗ ≤ x, j 6≤ x} has a greatest element;
denoted by κ(j).
Since every upper cover of κ(j) must be greater than j, we conclude that κ(j) ∈
M(L), and j∨ κ(j) = κ(j)∗. Moreover, ifL is congruence uniform, then Lemma 2.3
implies that λ(j∗, j) = λ
(
κ(j), κ(j)∗
)
.
Lemma 2.11 ([11, Lemma 2.57]). Let L = (L,≤) be a finite lattice, and let j ∈ J (L)
such that κ(j) exists. For any x ∈ L we have x ≤ κ(j) if and only if j 6≤ j∗ ∨ x.
2.4. Trim Lattices. Let L = (L,≤) be a finite lattice. The length of a chain is one
less than its cardinality. Let ℓ(L) denote the maximal length of a maximal chain of
L, and call this the length of L. For every finite lattice L holds
ℓ(L) ≤ min
{∣∣J (L)∣∣, ∣∣M(L)∣∣}.
If all these three quantities are the same, i.e. when
∣∣J (L)∣∣ = ℓ(L) = ∣∣M(L)∣∣
holds, then we call L extremal [21]. It follows from [21, Theorem 14(ii)] that any
finite lattice can be embedded as an interval into an extremal lattice. Consequently,
extremality is not inherited to intervals. We will now explain how to strengthen
extremality such that we obtain a lattice property that is inherited to intervals.
An element x ∈ L is left modular if for all y, z ∈ L with y < z holds that
(y ∨ x) ∧ z = y ∨ (x ∧ z).
If L has a maximal chain of length ℓ(L) consisting entirely of left-modular ele-
ments, then L is left modular. An extremal, left-modular lattice is called trim [41].
It was recently shown that every extremal semidistributive lattice is already
trim.
Theorem 2.12 ([42, Theorem 1.4]). Every extremal semidistributive lattice is trim.
Figure 2 shows the smallest extremal lattice that is not left modular. It has only
one chain of maximal length, but the highlighted element on this chain is not left
modular. We can prove the analogue of Theorem 2.12 for left-modularity.
Theorem 2.13. Every left-modular semidistributive lattice is trim.
Proof. Let L = (L,≤) be a left-modular lattice with left-modular chain C : 0ˆ =
x0⋖ x1 ⋖ · · ·⋖ xn = 1ˆ. We consider the following surjective map:
γ : J (L)→ [n], j 7→ min{i | j ≤ xi}.
Now suppose that L is not extremal, which means that
∣∣J (L)∣∣ > n. In particu-
lar, γ is not injective, and we may find two join-irreducible elements j1, j2 ∈ J (L)
with γ(j1) = i = γ(j2). Observe that none of j1 and j2 equals xi. (If xi is itself join
irreducible, then its unique lower cover is xi−1, which means that every other join-
irreducible element is either below xi−1 or not below xi at all, and can therefore
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not be labeled by i.) Also, none of j1 and j2 equals xi−1, because they are labeled
by i.
Assume that j1 < j2. There certainly exist indices s, t with 0 ≤ s ≤ t ≤ i − 2
such that xs ≤ j1 and xt ≤ j2. We choose s and t maximal with these properties.
(We cannot have xi−1 < j2 < xi, because xi−1 and xi form a cover relation in L.) If
s = t, then we have
j2 = (j1 ∨ xi−1) ∧ j2 = j1 ∨ (xi−1 ∧ j2) = j1 < j2,
which is a contradiction. If s < t, then we conclude from j2 ∈ J (L), that there
exists q < j2 with xt < q. (This follows, because j2 is an upper bound for both j1
and xt.) We find that
j2 = (q ∨ xi−1) ∧ j2 = q ∨ (xi−1 ∧ j2) = q < j2,
which is a contradiction. It follows that j1 and j2 are incomparable.
Let z = j1 ∨ j2, and assume that z < xi. By definition we have j1, j2 ≤ xi
and j1, j2 6≤ xi−1 and it follows that j1 ∨ xi−1 = xi = j2 ∨ xi−1. Since L is join
semidistributive, we find xi−1 ∨ (j1 ∧ j2) = xi, which implies j1 ∧ j2 6≤ xi−1.
The left-modularity of xi−1 implies
z = (j1 ∨ xi−1) ∧ z = j1 ∨ (xi−1 ∧ z).
If we set y = xi−1 ∧ z, then we see that y and j1 are incomparable.
If j1 ∧ xi−1 = j2 ∧ xi−1, then by meet-semidistributivity we have j1 ∧ xi−1 =
xi−1 ∧ (j1 ∨ j2) = xi−1 ∧ z = y, which implies y ≤ j1. This contradicts the previous
paragraph, so we conclude that j1 ∧ xi−1 6= j2 ∧ xi−1. If j1 ∧ j2 = j1 ∧ xi−1, then
we have j1 ∧ j2 ≤ xi−1, which we have already ruled out. We conclude that the set
{j1 ∧ j2, j1 ∧ xi−1, j2 ∧ xi−1} consists of three distinct elements.
Now j1 is an upper bound of j1 ∧ j2 and j1 ∧ xi−1, but since j1 is join irreducible
(and j1 and j2 are incomparable), we conclude that (j1 ∧ j2)∨ (j1 ∧ xi−1) < j1. Since
xi−1 is left modular, we obtain
j1 = xi ∧ j1 =
(
(j1 ∧ j2) ∨ xi−1
)
∧ j1 = (j1 ∧ j2) ∨ (xi−1 ∧ j1) < j1,
which is a contradiction. We therefore conclude that j1 ∨ j2 = xi.
Now let X ⊆ L be the canonical join representation of xi. By definition X refines
each of {j1, j2}, {j1, xi−1}, {j2, xi−1}.
Let q ∈ X. Since X refines {j1, xi−1} we have q ≤ j1 or q ≤ xi−1. Since
∨
X = xi
at least one element of X must not lie below xi−1, and we can assume without
loss of generality q is such an element. Therefore, we have q ≤ j1 and q 6≤ xi−1.
Since q belongs to a canonical join representation it must be join irreducible, which
implies that γ(q) = i. Without loss of generality we may thus assume that q = j1,
which means that j1 ∈ X. Analogously, since X refines {j2, xi−1} we may assume
that j2 ∈ X. Since xi = j1 ∨ j2 this means that X = {j1, j2}. Since none of j1 and j2
is below xi−1 we see that X does neither refine {j1, xi−1} nor {j2, xi−1} so it cannot
be a canonical join representation of xi, which is a contradiction.
We conclude that L is extremal, and therefore trim. 
Proof of Theorem 1.6. This follows from Theorems 2.12 and 2.13. 
There is a natural way to order the join- and the meet-irreducible elements of
an extremal lattice L. Let C : x0 ⋖ x1 ⋖ · · ·⋖ xs be a maximal chain of L of max-
imal length. Since L is extremal, we conclude that
∣∣J (L)∣∣ = s = ∣∣M(L)∣∣. Now
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we can label the join-irreducible elements by j1, j2, . . . , js and the meet-irreducible
elements by m1,m2, . . . ,ms such that
(4) j1 ∨ j2 ∨ · · · ∨ ji = xi = mi+1 ∧mi+2 ∧ · · · ∧ms.
(We can always order some of the irreducible elements of a lattice in such a way,
the extremality of L guarantees that this is an ordering of all irreducibles.)
With the help of this ordering we may follow [21, Definition 2(b)] and define
the Galois graph of L (see also [42, Section 2.3]). This is the directed graph G(L)
with vertex set [s], where i → k if and only if i 6= k, and ji 6≤ mk.
Remark 2.14. By construction, G(L) is acyclic, which allows for the definition of
the Galois poset of L (by taking the transitive and reflexive closure). The Galois
graph may be used to characterize extremal lattices [21, Theorem 11], and from
this point of view the Galois poset plays the same role in Markowsky’s Represen-
tation Theorem of finite extremal lattices as the poset of join-irreducibles plays in
Birkhoff’s Representation Theorem for finite distributive lattices [3].
If L is an extremal, congruence-uniform lattice we may use the labeling (3) to
define another ordering of the join-irreducible elements. In particular, we pick
once again a maximal chain C of L of maximal length and we order the join-
irreducible elements according to the order they appear as labels on C.
Lemma 2.15. Let L be an extremal, congruence-uniform lattice, and fix a maximal chain
C of maximal length. The ordering of J (L) andM(L) coming from (4) agrees with the
order in which the join-irreducible elements appear in λ(C).
Proof. Let C : x0⋖ x1⋖ · · ·⋖ xs be a maximal chain of maximal length, and fix the
order j1, j2, . . . , js of the join-irreducible elements given by (4). It follows that x1 =
j1, and therefore λ(x0, x1) = j1. Now let k ∈ [s] and suppose that λ(xi−1, xi) = ji
for all i ≤ k. Let λ(xk, xk+1) = j. By Corollary 2.4 we know that j ∈ J (L) \
{j1, j2, . . . , jk}. By construction we know further that xk+1 = xk ∨ jk+1, and it fol-
lows from Lemma 2.3 that xk+1 = j ∨ xk. In particular, we have j ≤ xk+1 and
j 6≤ xk as well as jk+1 ≤ xk+1 and jk+1 6≤ xk. If j 6= jk+1, then we necessarily have
that
∣∣J (L)∣∣ > s, which is a contradiction. We conclude that j = jk+1, and the
statement follows by induction. 
Corollary 2.16. Let L be an extremal, congruence-uniform lattice of length s, in which
the join- and meet-irreducible elements are ordered as in (4) with respect to some maximal
chain of maximal length. For i ∈ [s] we have mi = κ(ji).
Proof. Let C : x0 ⋖ x1 ⋖ · · ·⋖ xs be the desired maximal chain of maximal length.
Lemma 2.15 implies that λ
(
(ji)∗, ji
)
= λ(xi−1, xi) = λ(mi,m
∗
i ). The claim now
follows from the definition of κ(ji). 
Corollary 2.17. Let L be an extremal, congruence-uniform lattice of length s, in which
the join- and meet-irreducible elements are ordered as in (4) with respect to some maximal
chain of maximal length. For i, k ∈ [s] we have ji 6≤ mk if and only if i 6= k and
jk ≤ (jk)∗ ∨ ji.
Proof. This follows from Corollary 2.16 and Lemma 2.11. 
Corollary 2.18. Let L be an extremal, congruence-uniform lattice, in which the join-
irreducible elements are ordered as in (4). If jk ≤ ji, then there there is a directed edge from
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(A) An extremal lattice that
is not congruence uniform.
4
3 1
2
(B) The Galois graph
of the lattice in Fig-
ure 3a.
4
3 1
2
(C) Another directed
graph defined by
the join-irreducible
elements of the lattice
in Figure 3a.
FIGURE 3. The Galois graph of an extremal lattice that is not con-
gruence uniform.
i to k in the Galois graph of L. In particular
(
J (L),≤
)∗
is a subposet of the Galois poset
of L.
If L is extremal and congruence uniform, then Corollary 2.17 implies that we
may view G(L) as a directed graph with vertex set J (L), where we have an edge
from ji → jk if and only if jk ≤ (jk)∗ ∨ ji. For extremal lattices that are not con-
gruence uniform, this construction in general yields a directed graph that is not
isomorphic to G(L).
Consider for instance the extremal lattice in Figure 3a. This is the smallest ex-
tremal lattice that is not congruence uniform. It has a unique maximal chain of
maximal length, and the corresponding order (4) of the join- and meet-irreducible
elements is indicated by the labels below and above the nodes, respectively. The
corresponding Galois graph is shown in Figure 3b. The directed graph on the ver-
tex set [4] with a directed edge i → k if and only if i 6= k and jk ≤ (jk)∗ ∨ ji is
shown in Figure 3c.
2.5. Poset Topology. There is a natural way to associate a simplicial complex with
a finite poset P = (P,≤). The order complex ∆(P) is the simplicial complex whose
faces are the chains of P . If P has a least, or a greatest element, then ∆(P) is
always contractible. If P is bounded, then we denote by P
def
=
(
P \ {0ˆ, 1ˆ},≤
)
the
corresponding proper part.
The Mo¨bius function of P is the function µP : P× P → Z which is inductively
defined by µP (x, x)
def
= 1 for all x ∈ P, and by
µP (x, y)
def
= − ∑
z∈P : x≤z<y
µP (x, z),
for all x, y ∈ P. If P is bounded, then we define theMo¨bius number of P by µ(P)
def
=
µP (0ˆ, 1ˆ). It follows from a result of P. Hall that the Mo¨bius number of P equals the
reduced Euler characteristic of ∆(P); see [38, Proposition 3.8.5].
Let us recall two results concerning the topology of certain kinds of lattices. The
first one follows from [24, Theorem 8] and [6, Theorem 5.9].
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Theorem 2.19. Let L be a left-modular lattice. The order complex ∆(L) is homotopic to
a wedge of µ(L)-many ℓ(L)− 2-dimensional spheres.
Proposition 2.20 ([25, Proposition 2.13]). Let L be a meet-semidistributive lattice with
n atoms. If the join of all atoms of L is 1ˆ, then µ(L) = (−1)n. Otherwise, we have
µ(L) = 0.
3. PARABOLIC NONCROSSING PARTITIONS
3.1. Parabolic Set Partitions. Let n > 0. A (set) partition of [n] is a collection
P = {P1, P2, . . . , Ps} of pairwise disjoint, nonempty subsets of [n], called parts,
such that their union is all of [n]. We write a ∼P b if a, b ∈ Pi for some i ∈ [s]. If
a ∼P b for a < b such that there is no c ∈ [a+ 1, b− 1]
def
= {a+ 1, a+ 2, . . . , b− 1}
with a ∼P c, then we call (a, b) a bump of P. Let Πn denote the set of all partitions
of [n].
Wemay partially order the elements of Πn by dual refinement, i.e. we set P1 ≤dref
P2 if and only if every part of P1 is contained in some part of P2. It is well known
(and easy to verify) that the poset (Πn,≤dref) is a lattice.
For J = [n− 1] \ {j1, j2, . . . , jr} we consider the following partition of [n]:
B(j)
def
=
{
{1, 2, . . . , j1}, {j1 + 1, j1 + 2, . . . , j2}, . . . , {jr + 1, jr + 2, . . . , n}
}
,
and we call the parts of B(J) the J-regions. A partition P ∈ Πn is J-parabolic
1 if
i ∼P j implies that i and j belong to different J-regions. Let Π
J
n denote the set of all
J-parabolic partitions. Figure 4 shows the poset
(
Π
{1,2,4}
5 ,≤dref
)
.
We will represent a J-parabolic partition P ∈ ΠJn by the following combinatorial
model. We draw n dots labeled by 1, 2, . . . , n on a straight line, and highlight the
J-regions by grouping the corresponding dots together. For any bump (a, b) of P
we draw an arc connecting the dots labeled by a and b, such that this arc leaves a
at the bottom, passes below all dots in the same J-region as a, then proceeds above
all the remaining dots between a and b, and finally enters b at the top.
Proposition 3.1. For all n > 0 and all J ⊆ [n− 1], the poset
(
Π
J
n,≤dref
)
is an order
ideal of
(
Πn,≤dref
)
. In particular,
(
Π
J
n,≤dref
)
is a meet-semilattice.
Proof. Let P ∈ ΠJn, and let P
′ ≤dref P. By definition, any two integers i, j ∈ [n] with
i ∼P j belong to different J-regions. Therefore, if i ∼P′ j, then i and j still belong to
different J-regions, and we conclude P′ ∈ ΠJn.
Let P1, P2 ∈ Π
J
n, and let P be the meet P1 ∧ P2 in
(
Πn,≤dref
)
. Since P ≤dref P1,
we conclude from the first paragraph that P ∈ ΠJn, and it must thus be the meet in(
Π
J
n,≤dref
)
. 
Now let us call a J-parabolic partition P ∈ ΠJn J-noncrossing if it satisfies the
following two conditions.
(NC1): If two distinct bumps (a1, b1) and (a2, b2) of P satisfy a1 < a2 < b1 <
b2, then either a1 and a2 lie in the same J-region, or b1 and a2 lie in the same
J-region.
1The reason for this nomenclature will hopefully become clear after Theorem 4.3.
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FIGURE 4. The poset (Π
{1,2,4}
5 ,≤dref). The highlighted elements
are not {1, 2, 4}-noncrossing.
(NC2): If two distinct bumps (a1, b1) and (a2, b2) of P satisfy a1 < a2 < b2 <
b1, then a1 and a2 lie in different J-regions.
Let us denote the set of all J-noncrossing partitions by NC Jn, and let us write
NC Jn
def
=
(
NC Jn,≤dref
)
. If J = ∅, then all J-regions are singletons, and condi-
tions (NC1) and (NC2) restrict to the condition that there can be no four indices
a1 < a2 < b1 < b2 such that (a1, b1) and (a2, b2) are bumps. It is straightforward
to check that this is equivalent to the classical definition of noncrossing partitions as
introduced in [20].
We also say that two bumps (a, b) and (c, d) are J-compatible, if the J-parabolic
partition whose only bumps are (a, b) and (c, d) is J-noncrossing.
Proposition 3.2. Let n > 0 and let J = [n− 1] \ {j1, j2, . . . , jr} and define J
′ = [n− 1] \
{n− j1, n− j2, . . . , n− jr}. We have the following isomorphisms of posets:(
Π
J
n,≤dref
) ∼= (ΠJ′n ,≤dref), and (NC Jn,≤dref) ∼= (NC J′n ,≤dref).
Proof. By sending J to J′ we essentially reflect the diagram for a J-parabolic par-
tition across a vertical axis. Therefore, the map i 7→ n− i + 1 is a bijection from
Π
J
n to Π
J′
n , which preserves the refinement order. This map also preserves the J-
noncrossing property. 
Proposition 3.3. For all n > 0 and all J ⊆ [n− 1], the poset NC Jn is a meet-semilattice.
Proof. Let P1, P2 ∈ NC
J
n and consider P = {P1 ∩ P2 | P1 ∈ P1, P2 ∈ P2} \ {∅}.
We quickly see that P ≤dref P1, and therefore every bump of P corresponds to a
sequence of bumps of P1, and likewise for P2. If P /∈ NC
J
n, then it must contain two
bumps that do not satisfy Condition (NC1) or (NC2). In that case, we can find two
bumps of P1 that also do not satisfy Condition (NC1) or (NC2), which contradicts
P1 ∈ NC
J
n. We conclude that P ∈ NC
J
n.
Note that P is the meet of P1 and P2 in
(
Π
J
n,≤dref
)
. Consequently, it must be
the meet of P1 and P2 in NC
J
n, too. 
We now show thatNC Jn is ranked. To do so, we need two easy lemmas.
Lemma 3.4. Any order ideal of a ranked poset is a ranked poset itself.
Proof. Let P = (P,≤) be a ranked poset with rank function rk. Let X ⊆ P be
an order ideal of P . By definition, if x ∈ X is minimal in (X,≤), then x is also
minimal in P , and if x⋖ y in (X,≤), then we also need to have x⋖ y in P . Thus,
the poset (X,≤) inherits the rank function from P . 
14 HENRI MU¨HLE
Lemma 3.5. Let P ∈ ΠJn have two bumps (a, b) and (c, d) which are not J-compatible.
If there is a J-region containing any of the sets {a, c}, {a, d}, {b, c}, or {b, d}, then no
Q ∈ ΠJn with P ≤dref Q is J-noncrossing.
Proof. Let P,Q ∈ ΠJn with P ≤dref Q. Suppose that there are two bumps (a, b) and
(c, d) in P that are not J-compatible. By construction we have a ∼Q b and c ∼Q d.
Let Q1 be the part of Q that contains a and b, and let Q2 be the part of Q that
contains c and d.
If there is a J-region that contains any of the sets {a, c}, {a, d}, {b, c}, or {b, d},
then Q1 6= Q2, and in particular there must be a bump (a
′, b′) in Q1 and a bump
(c′, d′) in Q2 that are not J-compatible. Therefore, Q is not J-noncrossing. 
Proposition 3.6. For all n > 0 and all J ⊆ [n− 1], the poset NC Jn is ranked.
Proof. It is well known (and easy to verify) that
(
Πn,≤dref
)
is ranked by the func-
tion that assigns to P its number of bumps. By Proposition 3.1 and Lemma 3.4 we
conclude that
(
Π
J
n,≤dref
)
is ranked by the same rank function.
We want to show that the same is true forNC Jn. Clearly,NC
J
n has the trivial par-
tition into singleton blocks as a least element, and this partition has zero bumps.
Now take two elements P, P′ ∈ NC Jn, which satisfy P⋖dref P
′. Let k denote the
number of bumps of P, and let k′ denote the number of bumps of P′. We certainly
have k < k′, since these partitions are distinct as elements of Π
J
n. Assume that
k′ > k+ 1. This means that there exists Q ∈ ΠJn \ NC
J
n with P⋖dref Q <dref P
′. In
view of the first paragraph, we conclude that Q has exactly k + 1 bumps. There
are essentially two options.
(i) There exists a bump (a, b) in P, which is subdivided into two bumps (a, c)
and (c, b) of Q. Since all other bumps are preserved, and Q /∈ NC Jn, there must be a
common bump (i, j) of P and Q which is not J-compatible with (a, c) or (c, b). First
assume that (a, c) and (i, j) are not J-compatible. (The case that (c, b) and (i, j) are
not J-compatible can be treated in a similar fashion.) This may only happen in one
of the following situations.
(ia) Let a < i < c < j. By (NC1) we conclude that a, i, and c lie in different J-
regions. If b < j, then (a, b) and (i, j) are also not J-compatible, which contradicts
P ∈ NC Jn. Therefore, we must have j < b. We observe that (i, j) is not J-compatible
with both (a, c) and (c, b). By definition we have a ∼P′ c ∼P′ b and i ∼P′ j. If j and
b lie in the same J-region, then Lemma 3.5 implies P′ /∈ NC Jn; a contradiction. If j
and b lie in different J-regions, then there exists a part of P′ that contains the set
{a, i, c, j, b}. Consider the partition P′′ ∈ ΠJn which has all the bumps of P, except
that (i, j) is split into (i, c) and (c, j). Since P ∈ NC Jn, it follows that P
′′ ∈ NC Jn,
and since a 6∼P′′ i, we conclude that P ⋖dref P
′′ <dref P
′. This contradicts the
assumption that P and P′ form a cover relation in NC Jn.
(ib) Let i < a < j < c. By (NC1) we conclude that i, a, and j lie in different J-
regions. Since c < b, we conclude that (a, b) and (i, j) are not J-compatible, which
contradicts P ∈ NC Jn.
(ic) Let a < i < j < c. By (NC2) we conclude that a and i lie in the same J-region.
Lemma 3.5 implies that P′ /∈ NC Jn; a contradiction.
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(id) Let i < a < c < j. By (NC2) we conclude that a and i lie in the same
J-region. Lemma 3.5 implies that P′ /∈ NC Jn; a contradiction.
(ii) There exist two vertices a, b with a 6∼P b such that (a, b) is a bump of Q,
which is not J-compatible with a common bump (i, j) of both P and Q.
(iia) Let a < i < j < b. By (NC2) we conclude that a and i lie in the same
J-region. Lemma 3.5 implies that P′ /∈ NC Jn; a contradiction.
(iib) Let a < i < b < j. By (NC1) we conclude that a, i, and b lie in different
J-regions. In view of Lemma 3.5 we only need to consider the case where b and j
lie in different J-regions. By definition we have a ∼P′ b and i ∼P′ j. Since P
′ ∈ NC Jn
we conclude that there exists a part of P′ that contains the set {a, i, b, j}. Consider
the partition P′′ ∈ ΠJn which has all the bumps of P, except that (i, j) is split into
(i, b) and (b, j). Since P ∈ NC Jn, it follows that P
′′ ∈ NC Jn, and since a 6∼P′′ i, we
conclude that P⋖dref P
′′ <dref P
′. This contradicts the assumption that P and P′
form a cover relation in NC Jn.
(iic) Let i < a < b < j. This is analogous to (iia).
(iid) Let i < a < j < b. This is analogous to (iib).
We have thus shown that k′ = k+ 1, and the proof is complete. 
Proposition 3.7. Let n > 0 and J ⊆ [n− 1]. The poset NC Jn has a greatest element if
and only if J = ∅ or J = [n− 1].
Proof. If J = [n − 1], then NC Jn consists of a single element, namely the discrete
partition, which is at the same time the least and the greatest element of NC Jn. If
J = ∅, then the full partition consisting of the single part [n] belongs to NC Jn, and
is thus the greatest element of NC Jn.
Now conversely, suppose that J ( [n − 1] is nonempty. We can in particular
find two J-regions B and B′, where at least one of them contains more than one
element. Let B = {a1, a2, . . . , as} and B
′ = {b1, b2, . . . , bt} and suppose without
loss of generality that s > 1 and s ≥ t. Consider on the one hand the J-noncrossing
partition P whose only bumps are (a1, b1), (a2, b2), . . . , (at, bt). If Q is a maximal
element of NC Jn with P ≤dref Q, then we have ai ∼Q bi for all i ∈ [t], and by
definition of J-parabolic set partitions we conclude that as 6∼Q b1. On the other
hand, consider the J-noncrossing partition P′ whose only bump is (as, b1). If Q
′ is
a maximal element of NC Jn with P
′ ≤dref Q
′, then we also have as ∼Q′ b1, and by
construction ai 6∼Q′ bi for i ∈ [t]. We conclude that Q 6= Q
′, which implies that
NC Jn has more than one maximal element. 
We may now conclude the proof of Theorem 1.1.
Proof of Theorem 1.1. Proposition 3.3 states that NC Jn is always a meet-semilattice,
and Proposition 3.7 states that it has a top element if only if J = ∅ or J = [n− 1].
The standard lattice-theoretic argument that every finite meet-semilattice with a
greatest element is a lattice (see for instance [33, Lemma 9-2.4] for the dual state-
ment) concludes the proof. The fact that NC Jn is ranked follows from Proposi-
tion 3.6. 
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FIGURE 5. The non-Sperner poset NC
{1,2,4,5}
6 .
Remark 3.8. It was shown in [37, Section 2] that the latticeNC∅n admits a symmetric
chain decomposition, which in particular implies that it has the strong Sperner
property; i.e. for any k the sum of the k biggest rank numbers equals the sum of
the cardinalities of the k biggest antichains. For arbitrary J, however, this property
fails. Consider for instance the posetNC
{1,2,4,5}
6 shown in Figure 5. Its biggest rank
number is nine, while it has an antichain of size eleven. (This antichain consists of
all elements of rank two, together with the two maximal elements of rank 1.)
3.2. On the Zeta Polynomial of NC Jn. We conclude this section with a conjecture
on the zeta polynomial of NC Jn. Recall that the zeta polynomial of a poset P is the
polynomial ZP with the property that for any natural number q the evaluation
ZP (q) equals the number of multichains of P of length q− 1. We pose the follow-
ing conjecture for the case that J is a final segment of [n− 1].
Conjecture 3.9. Let n > 0, and let r ∈ {0, 1, . . . , n− 1}. We have
Z
NC
[r+1,n−1]
n
(q) =
(n− r)(q− 1) + 1
n(q− 1) + 1
(
n(q− 1) + r
r
)
.
By Proposition 3.2 the zeta polynomial of NC
[n−r−1]
n is given (conjecturally) by
the formula in Conjecture 3.9, too. In fact, we conjecture that these are the only
cases, where the Z
NC Jn
has only real roots.
By definition ZP (2) yields the cardinality of P . We support Conjecture 3.9 with
Theorem 1.2, which establishes the q = 2-case.
3.3. Parabolic Root Posets. After we have posted a first version of this article to
the arxiv, wewere informed byC. Krattenthaler that the formula for the cardinality
of NC
[r+1,n−1]
n which appears in Theorem 1.2 also counts certain lattice paths [18].
This connection enables us to prove Theorem 1.2 in a short and bijective fashion.
To that end let us define the root poset of Sn by
(
T(n),E
)
, where
T(n)
def
=
{
(i, j) | 1 ≤ i < j ≤ n
}
,
and (i, j) E (k, l) if and only if i ≥ k and j ≤ l. Let us abbreviate the set of adjacent
transpositions by S(n).
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FIGURE 6. The nine elements of B4,2 (arranged according to their
number of valleys) with their corresponding order ideal of the
parabolic root poset of S
{3}
4 inscribed.
Let J = [n− 1] \ {j1, j2, . . . , jr}, and define
S
J
n
def
=
{
(ji, ji + 1) | i ∈ [r]
}
.
The parabolic root poset of SJn is the order filter of the triangular poset
(
T(n),E
)
generated by SJn. A J-nonnesting partition is an antichain in the parabolic root poset.
We denote the set of all J-nonnesting partitions of S
J
n by NN
J
n.
Proposition 3.10. Let n > 0, and let r ∈ {0, 1, . . . , n− 1}. We have
∣∣∣NN[r+1,n−1]n
∣∣∣ = n− r+ 1
n+ 1
(
n+ r
r
)
.
Proof. First of all, for r ∈ {0, 1, . . . , n− 1} let Bn,r denote the set of all lattice paths
from (0, 0) to (r, n), which use only vertical and horizontal unit steps, and which
stay weakly above the line x = y. (These paths are usually called ballot paths.)
For r ∈ {0, 1, . . . , n − 1} the parabolic root poset of S
[r+1,n−1]
n consists of the
transpositions (i, j) with 1 ≤ i ≤ r and i < j ≤ n. If we identify the transposition
(i, j) with the point (i− 1/2, j− 1/2) in the first quadrant of the real plane, then
p ∈ Bn,r traces out an order ideal of the parabolic root poset of S
[r+1,n−1]
n . The
maximal elements of such an order ideal form an element of NN
[r+1,n−1]
n , and this
correspondence is clearly bijective. Now [17, Corollary 10.3.2] implies that the
number of such lattice paths is n−r+1n+1 (
n+r
r ). 
Figure 6 illustrates Proposition 3.10 for n = 4 and r = 2.
18 HENRI MU¨HLE
Proof of Theorem 1.2. Theorem 5.2 in [26] states that
∣∣NC Jn∣∣ = ∣∣NN Jn∣∣, and Propo-
sition 3.10 states that
∣∣NN Jn∣∣ = n−r+1n+1 (n+rr ). This establishes the second claim of
Theorem 1.2.
Let f : NC Jn → NN
J
n denote the bijection described in the proof of [26, Theo-
rem 5.2]. Then, f sends the bumps of P ∈ NC Jn to the minimal elements of the
complement of the order ideal generated by f (P) ∈ NN Jn. The bijection described
in Proposition 3.10 sends these minimal elements to valleys of the lattice path,
i.e. subpaths of length two consisting of a horizontal unit step followed by a ver-
tical one. Therefore, for k ∈ [0, r] the number of lattice paths in Bn,r with k valleys
corresponds bijectively to the [r + 1, n− 1]-noncrossing partitions with k bumps,
and their number is determined in [17, Theorem 10.14.1] to be(
n
k
)(
r
k
)
−
(
n− 1
k− 1
)(
r+ 1
k+ 1
)
as desired. 
We may use the elements of NC
[r+1,n−1]
n to establish the following recursion.
Proposition 3.11. For n > 0 and r ∈ [n− 1], the numbers C(n, r) defined in (2) satisfy
the following recursion
C(n, r) =
r−1
∑
k=0
C(k, k− 1)C(n− k− 1, r− k− 1) +
n−1
∑
k=r
C(k, r− 1).
Proof. Let r > 0, and let X consist of all elements of NC
[r+1,n−1]
n in which {1} is a
singleton part and let Xk consist of all elements of NC
[r+1,n−1]
n which contain the
bump (1, k). Then, we clearly have
NC
[r+1,n−1]
n = X ⊎ X2 ⊎ X3 ⊎ · · · ⊎ Xn.
By construction we see that ∣∣X∣∣ = ∣∣∣NC[r,n−2]n−1
∣∣∣.
Now fix k ∈ {2, 3, . . . , n}. Since we consider only [r + 1, n− 1]-noncrossing par-
titions, we notice that the bump (1, k) breaks any element of Xk into two pieces:
piece A, which lives on the vertices {2, 3, . . . , k− 1}, and piece B, which lives on
the vertices {k, k + 1, . . . , n}. If k ≤ r, then piece A can be viewed as an element
of NC∅k−2, and piece B can be viewed as an element of NC
[r−k+1,n−k]
n−k+1 . If k > r, then
piece A can be viewed as an element of NC
[r,k−3]
k−2 , while piece B is empty.
By induction and the arguments in the previous paragraph, we obtain the fol-
lowing for r > 0:
C(n, r) = C(n− 1, r− 1) +
r
∑
k=2
C(k− 2, k− 3)C(n− k+ 1, r− k+ 1)
+
n
∑
k=r+1
C(k− 2, r− 1)
=
r
∑
k=2
C(k− 2, k− 3)C(n− k+ 1, r− k+ 1) +
n+1
∑
k=r+1
C(k− 2, r− 1)
NONCROSSING PARTITIONS, TAMARI LATTICES, AND PARABOLIC QUOTIENTS 19
=
r−2
∑
k=0
C(k, k− 1)C(n− k− 1, r− k− 1) +
n−1
∑
k=r−1
C(k, r− 1)
=
r−1
∑
k=0
C(k, k− 1)C(n− k− 1, r− k− 1) +
n−1
∑
k=r
C(k, r− 1).

4. PARABOLIC TAMARI LATTICES
4.1. The Symmetric Group. The symmetric group Sn is the group of all permu-
tations of [n]. It is naturally generated by the set {s1, s2, . . . , sn−1} of all adjacent
transpositions, i.e. si
def
= (i, i+ 1) for i ∈ [n− 1]. For w ∈ Sn let us write wi instead
of w(i) for all i ∈ [n]; and let us call the string w1w2 · · ·wn the one-line notation of
w. The inversion set of w ∈ Sn is
inv(w)
def
=
{
(i, j) | 1 ≤ i < j ≤ n,wi > wj
}
.
A descent of w is an inversion (i, j) such that wi = wj + 1. We denote by des(w) the
set of all descents of w.
Inversion sets give rise to a partial order on Sn; the (left) weak order, which is
defined by u ≤L v if and only if inv(u) ⊆ inv(v). Let us write Weak(Sn) for the
poset (Sn,≤L). The cover relations in Weak(Sn) can be described nicely in terms
of descents. More precisely, we have u⋖L v in Weak(Sn) if and only if there exists
s ∈ Swith v = su, or equivalently if and only if inv(v) \ inv(u) =
{
(i, j)
}
for some
descent (i, j) of v.
According to [4, Theorem 3.2.1], the poset Weak(Sn) is a lattice, and there exists
thus a greatest element wo with one-line notation n(n− 1) · · · 1. Let e denote the
identity permutation.
4.2. Parabolic Quotients. Now let J ⊆ [n− 1]. The parabolic subgroup (Sn) J is
the subgroup ofSn generated by the transpositions (j, j+ 1) for j ∈ J. The parabolic
quotient of Sn with respect to J is the set S
J
n of minimal-length representatives of
the right cosets of Sn by (Sn) J. In other words, we have
S
J
n
def
= {w ∈ Sn | wj < wj+1 for all j ∈ J}.
Any w ∈ Sn can be factorized uniquely as w = wJ · wJ, where w
J ∈ SJn and wJ ∈
(Sn) J; see [4, Proposition 2.4.4]. Since S
J
n is itself a set of permutations we may
consider the poset Weak(SJn), which is, in view of [5, Theorem 4.1], isomorphic to
the interval [e,wJo] in Weak(Sn).
4.3. Parabolic Tamari Lattices. Let J = [n − 1] \ {j1, j2, . . . , jr}. We separate the
J-regions in the one-line notation of a permutation in SJn by vertical bars.
Lemma 4.1 ([26, Lemma 3.1]). If w ∈ SJn, then the one-line notation of w has the form
w1 < · · · < wj1 | wj1+1 < · · · < wj2 | · · · | wjr+1 < · · · < wn.
Now let us say that w ∈ SJn contains a (J, 231)-pattern if there exist three indices
i < j < k in different J-regions such that wk < wi < wj and wi = wk + 1. Any
permutation in S
J
n that does not contain a (J, 231)-pattern is (J, 231)-avoiding. Let
20 HENRI MU¨HLE
12|3|45
12|4|35 13|2|45
12|5|34 13|4|25 14|2|35 23|1|45
13|5|24 23|4|15 14|3|25 15|2|34 24|1|35
14|5|23 23|5|14 24|3|15 15|3|24 25|1|34 34|1|25
24|5|13 15|4|23 25|3|14 34|2|15 35|1|24
34|5|12 25|4|13 35|2|14 45|1|23
35|4|12 45|2|13
45|3|12
FIGURE 7. The weak order on S
{1,4}
5 . The highlighted permuta-
tions are not
(
{1, 4}, 231
)
-avoiding.
us denote the set of all (J, 231)-avoiding permutations bySJn(231). It follows from
[26, Lemma 3.8] that for every w ∈ SJn there exists a maximal (J, 231)-avoiding
permutation pi↓(w) ∈ S
J
n with pi↓(w) ≤L w.
If we define the parabolic Tamari lattice T Jn to be the poset Weak
(
S
J
n(231)
)
, then
the next result states that pi↓ : S
J
n → S
J
n(231) is a surjective lattice map from
Weak(SJn) to T
J
n .
Theorem 4.2 ([26, Theorem 1.1]). For all n > 0 and all J ⊆ [n− 1], the poset T Jn is a
quotient lattice ofWeak(SJn).
The next result establishes that the sets S
J
n(231) and NC
J
n are in bijection.
Theorem 4.3 ([26, Theorem 4.2]). For all n > 0 and all J ⊆ [n− 1], there exists an
explicit bijection Φ from S
J
n(231) to NC
J
n. This bijection sends descents of w ∈ S
J
n to
bumps of Φ(w) ∈ NC Jn.
Figure 8 shows the parabolic Tamari lattice T
{1,4}
5 , where each element is la-
beled by its corresponding J-noncrossing partition as well.
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12|3|45
12|4|35 13|2|45
12|5|34 14|2|35 23|1|45
14|3|25 15|2|34 24|1|35
15|3|24 25|1|34 34|1|25
15|4|23 34|2|15 35|1|24
35|2|14 45|1|23
45|2|13
45|3|12
FIGURE 8. The parabolic Tamari lattice T {1,4}5 . Themaximal chain
constructed in the proof of Proposition 4.11 is highlighted. The
elements are additionally labeled by the corresponding {1, 4}-
noncrossing partitions of [5].
Let us briefly describe the map Φ−1. Let P ∈ NC Jn, and let P¯ be the unique part
of P containing 1; suppose that P¯ = {i1, i2, . . . , is} with i1 = 1. We want to create
a permutation w = Φ−1(P) ∈ SJn(231) with wi1 = wi2 + 1 = wi3 + 2 = · · · =
wis + s− 1, where wi1 is as small as possible. Essentially, wi1 equals the number
of all dots below all the arcs in P¯ plus the number of all dots below any arc that
starts in the same J-region, but to the left of some element of P¯. We determine the
missing values of w inductively, by considering P \ P¯ as an element of NC J
′
n′
for
some appropriate n′ < n.
Corollary 4.4. Let n > 0 and let J = [n − 1] \ {j1, j2, . . . , jr}. Let Pa,b ∈ NC
J
n be
the J-noncrossing partition with the unique bump (a, b), and suppose that a ∈ {js−1 +
1, js−1 + 2, . . . , js} for s ∈ [r] and b > js. (Here we set j0 = 0.) The (J, 231)-avoiding
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x2,3
x2,4 x1,3
x2,5 x1,4
x1,5
x3,5
x3,4
FIGURE 9. The poset Weak
(
J (T
{1,4}
5 )
)
.
permutation xa,b
def
= Φ−1(Pa,b) is given by
xa,b(i) =


i, if i < a or i > b,
a+ b− js, if i = a,
a+ b− js + k, if i = a+ k for k ∈ [js − a],
a+ k− 1, if i = js + k for k ∈ [b− js].
Corollary 4.5. The elements xa,b defined in Corollary 4.4 are precisely the join-irreducible
elements of T Jn , and their inversion sets are given by
inv(xa,b) =
{
(k, l) | a ≤ k ≤ js, js + 1 ≤ l ≤ b
}
.
Example 4.6. Let n = 8 and j1 = 3, j2 = 5, j3 = 6. The permutation x2,6 is given by
the one-line notation 1 5 6 | 2 3 | 4 | 7 8.
Corollary 4.7. Let n > 0 and J ⊆ [n − 1], and let xa,b, xa′,b′ ∈ J
(
T Jn
)
. We have
xa,b ≤L xa′,b′ if and only if a and a
′ belong to the same J-region and a′ ≤ a < b ≤ b′.
Proof. By definition we have xa,b ≤L xa′,b′ if and only if inv(xa,b) ⊆ inv(xa′,b′). The
claim then follows from Corollary 4.5. 
We may use this result to describe the poset of irreducibles of T Jn . We illustrate
Theorem 1.7 in the case n = 5 and J = {1, 4} in Figure 9.
Proof of Theorem 1.7. By Corollary 4.7 we conclude that for xa,b ≤L xa′,b′ to hold
it is necessary that a and a′ belong to the same J-region. This accounts for the r
connected components of Weak
(
J (T Jn )
)
, since a can be chosen from any but the
last J-region, and there is a total of r+ 1 J-regions.
Now suppose that a lies in the ith J-region, which means that a takes any of the
values {ji−1 + 1, ji−1 + 2, . . . , ji}. For any choice of a, we can pick one element
b ∈ {ji + 1, ji + 2, . . . , n} to obtain a join-irreducible xa,b. Observe that when-
ever a is not minimal and b is not maximal within their respective sets we have
xa,b ≤L xa−1,b and xa,b ≤L xa,b+1. This makes it clear that the i
th component
of Weak
(
J (T Jn )
)
is isomorphic to the direct product of a ji − ji−1-chain and an
n− ji-chain. 
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4.4. The Proofs of Theorems 1.3 and 1.4. It is now high time to prove Theo-
rems 1.3 and 1.4. This is done in several steps. The first step exploits the fact that
congruence-uniformity is preserved under passing to sublattices and quotients.
Proposition 4.8. For all n > 0, and all J ⊆ [n− 1] the lattice T Jn is congruence uniform.
Proof. Theorem 10-3.7 in [32] states that Weak(Sn) is congruence uniform. The-
orem 4.3 in [10] implies that congruence-uniformity is preserved under passing
to sublattices and quotient lattices. Thus, by definition, Weak(SJn) is congruence
uniform. Theorem 4.2 states that T Jn is a quotient lattice of Weak(S
J
n), and thus
also congruence uniform. 
As an immediate consequence of Theorem 4.3, we obtain an explicit description
of the canonical join representations in T Jn . Recall that, by construction, an element
of S
J
n(231) is join irreducible in T
J
n if and only if it has exactly one descent. It
follows from Corollary 4.5 that
J
(
T Jn
)
=
{
x ∈ SJn(231) | x = xi,j for some 1 ≤ i < j ≤ n in different J-regions
}
.
As a consequence, we can enumerate the join-irreducible elements of T Jn and
explicitly describe canonical join representations.
Proposition 4.9. Let n > 0, and let J = [n− 1] \ {j1, j2, . . . , jr}. We have
∣∣∣J (T Jn )
∣∣∣ = r∑
k=1
(jk − jk−1) · (n− jk),
where j0 = 0.
Proof. In view of Theorem 4.3 it is enough to count the number of elements of NC
J
n
with precisely one bump. Now, the only condition is that this bump does not occur
between elements of the same J-region. Therefore, each of the jk− jk−1 elements in
the kth J-region can be connected by a bump with every element that succeeds the
kth J-region; and there are n − jk such elements. The claim follows by summing
over k. 
Proposition 4.10. The canonical join representation of w ∈ T Jn is determined by the set
of bumps of Φ(w).
Proof. Let u ⋖L v be a cover relation of T
J
n . By construction, there is a unique
descent (i, j) ∈ des(v) with (i, j) /∈ inv(u). It follows that the labeling λ from (3)
labels the cover relation u⋖L v of T
J
n by xi,j.
Theorem 2.8 then implies that the canonical join representation of w ∈ T Jn is{
xi,j | (i, j) ∈ des(w)
}
. Since Φ sends the descents of w to the bumps of Φ(w), the
claim follows. 
The case J = ∅ of Proposition 4.10 was previously described in [29, Exam-
ple 6.3]. Let us now move to the proof of the second part of Theorem 1.3.
Proposition 4.11. For all n > 0 and all J ⊆ [n− 1], the parabolic Tamari lattice T Jn is
trim.
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Proof. From Proposition 4.8 and Theorem 2.5 follows that T Jn is semidistributive,
and Lemma 2.9 thus implies that
∣∣J (T Jn )∣∣ = ∣∣M(T Jn )∣∣. In view of Theorem 2.12 it
therefore suffices to show that ℓ
(
T Jn
)
=
∣∣J (T Jn )∣∣.
Let J = [n − 1] \ {j1, j2, . . . , jr}. Proposition 4.9 implies that the cardinality of
J
(
T Jn
)
is given by
(5) f (n, J)
def
=
r
∑
k=1
(jk − jk−1) · (n− jk),
where j0 = 0.
It remains to exhibit a maximal chain of T Jn whose length is given by the formula
in (5). We apply induction on r. If r = 0, then there is a unique J-region, and SJn
thus consists only of the identity permutation. It follows that T Jn is the singleton
lattice, which is trivially trim.
Now let r > 0, and let wa,b be the permutation whose one-line notation is
(6)
1 . . . (j1 − a) (j1 + b− a+ 1) (j2 − a+ 2) . . . j2 | (j1 + 1− a) (j1 + 2− a) . . .
(j1 + b− a) (j1 + b− a+ 2) . . . (j2 + 1− a) | j2 + 1 . . . n.
for a ∈ [j1] and b ∈ [j2 − j1]. It is quickly verified that wa,b ∈ S
J
n(231) for all
admissible choices of a and b. Moreover, for fixed a and for all b ∈ [j2 − j1 − 1] we
have wa,b ⋖L wa,b+1, and for all a ∈ [j1 − 1] we have wa,j2−j1 ⋖L wa+1,1. It follows
that the set
{e} ∪ {wa,b | 1 ≤ a ≤ j1, and 1 ≤ b ≤ j2 − j1}
is a maximal chain in the interval [e,wj1,j2−j1 ] in T
J
n of length j1(j2 − j1).
Let us abbreviate x1 = wj1,j2−j1 , which has the one-line notation
(j2 − j1 + 1) (j2 − j1 + 2) . . . j2 | 1 2 . . . (j2 − j1) | j2 + 1 . . . n.
In particular, if r = 1, then j2 = n, and x1 = w
J
o. We conclude that T
J
n has length
f (n, J) = j1(n− j1), which proves the induction base.
If we now repeat the above process with the first and the third J-region, we
obtain the permutation x2 given by
(j3 − j1 + 1) . . . j3 | 1 . . . (j2 − j1) | (j2 − j1 + 1) . . . (j3 − j1) | (j3 + 1) . . . n
after j1(j3− j2) steps. As before, any element created in this process is by construc-
tion (J, 231)-avoiding.
We can therefore repeat this process another r − 2 times, and end up with an
element xr given by
(n− j1 + 1) . . . n | 1 . . . (j2 − j1) | (j2 − j1 + 1) . . . (n− j1).
We have thus shown that the interval [e, xr ] in T
J
n has length
j1 · (j2 − j1) + j1 · (j3 − j2) + · · ·+ j1(n− jr) = j1 · (n− j1).
The interval [xr ,w
J
o] in Weak(S
J
n) is clearly isomorphic to Weak(S
J′
n′
) with n′ =
n − j1 and J
′ = [n′ − 1] \ {j2 − j1, j3 − j1, . . . , jr − j1}. (Simply forget the first j1
entries.) If an element in [xr ,w
J
o] contains a (J, 231)-pattern, then this can only
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happen within the last n− j1 positions, which implies that the interval [xr ,w
J
o] in
T Jn is isomorphic to T
J′
n′
. By induction, this interval has length
f (n′, J′) = j′2 · (n
′ − j′2) + (j
′
3 − j
′
2) · (n
′ − j′3) + · · ·+ (j
′
r − j
′
r−1) · (n
′ − j′r)
= (j2 − j1) · (n− j2) + (j3 − j2) · (n− j3) + · · ·+ (jr − jr−1) · (n− jr).
It follows that T Jn has length
j1 · (n− j1) + f (n
′, J′) = f (n, J)
as desired. 
Proof of Theorem 1.3. This follows from Propositions 4.8 and 4.11. 
Corollary 4.12. Let C be the maximal chain constructed in the proof of Proposition 4.11,
and let λ be the labeling from (3). The labels appearing on C are pairwise distinct, and
they induce a total order of J
(
T Jn
)
given by the following cover relations:
xa,b⋖


xa,b+1, if b < jt,
xa−1,jt−1+1, if a > js−1 + 1, b = jt,
xjs,jt+1, if a = js−1 + 1, b = jt, b < n,
xjs+1,js+1+1, if a = js−1 + 1, b = n, s < r;
where a ∈ {js−1 + 1, js−1 + 2, . . . , js} and b ∈ {jt−1 + 1, jt−1 + 2, . . . , jt} for 1 ≤ s <
t ≤ r+ 1. (Again we have j0 = 0 and jr+1 = n.)
Proof. By definition, the map λ assigns to each cover relation u⋖L v the unique
j ∈ J
(
T Jn
)
such that cg(u, v) = cg(j). Since C is a maximal chain of length f (n, J)
in T Jn , it is also a maximal chain inWeak(S
J
n), and it follows that any cover relation
u⋖L v on C is mapped to xi,j, where
{
(i, j)
}
= inv(v) \ inv(u), and (i, j) ∈ des(v).
This also implies that the entries in λ(C) are pairwise distinct. Since T Jn is trim, we
conclude that all join-irreducibles of T Jn appear as labels along C.
For a ∈ [j1] and b ∈ [j2 − j1] let wa,b be the element whose one-line notation is
(6). It follows from the proof of Proposition 4.11 that the first j1(j2 − j1) + 1 ele-
ments of C are precisely e,w1,1,w1,2, . . . ,wj1,j2−j1 . Now by construction we obtain
λ(e,w1,1) = xj1,j1+1, and
λ(wa,b,wa,b+1) = xj1−a+1,j1+b+1
for b < j2 − j1. For a < j1 we have
λ(wa,j2−j1 ,wa+1,1) = xj1−a,j1+1.
We conclude that the first j1(j2 − j1) labels appearing on C (in that order) are
xj1,j1+1, xj1,j1+2, . . . , xj1,j2 ,
xj1−1,j1+1, xj1−1,j1+2, . . . , xj1−1,j2 ,
...,
..., . . . ,
...
x1,j1+1, x1,j1+2, . . . , x1,j2 .
By following the construction of C we see that the adjacent elements in the result-
ing order of the join-irreducible elements are precisely determined by the condi-
tions given in the statement. 
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Example 4.13. Let n = 5 and J = {1, 4}. This means that j1 = 2 and j2 = 3. The
total order of the join-irreducibles according to Corollary 4.12 is
x2,3, x1,3, x2,4, x2,5, x1,4, x1,5, x3,4, x3,5.
Remark 4.14. The join-irreducible elements of T ∅n are precisely the transpositions
(i, j) for 1 ≤ i < j ≤ n, and the total order defined in Corollary 4.12 is exactly the
lexicographic order on these transpositions.
We remark that this order corresponds to the so-called inversion order of wo
with respect to the linear Coxeter element. This correspondence does not hold in
general, as can be verified for instance in the case n = 5 and J = {1, 4}, which
is illustrated in Figure 8. (We refer readers unfamiliar with these notions to [26,
Section 6.2].)
It remains to prove Theorem 1.4.
Proof of Theorem 1.4. Let n > 0 and J ⊆ [n − 1]. Theorem 1.3 states that T Jn is a
congruence uniform, trim lattice and is thus by definition also left modular. In
view of Theorem 2.5 it is also (meet) semidistributive. Therefore, we conclude
from Theorem 2.19 and Proposition 2.20 that the order complex of the proper part
of T Jn is either contractible or homotopic to a sphere; and that it is contractible if
and only if the atoms of T Jn do not join to w
J
o.
If J = [n− 1], then T Jn is the singleton-lattice, which yields µ
(
T Jn
)
= 1. Let now
J = [n− 1] \ {j1, j2, . . . , jr} for r > 0. The atoms of T
J
n are the elements xjk ,jk+1 for
k ∈ [r]. The canonical join representation of wJo is by construction
Γ =
{
x1,j2 , xj1+1,j3 , . . . , xjr−1+1,n
}
.
Therefore, the join of all atoms of T Jn is w
J
o if and only if Γ is precisely the set of
atoms. This is equivalent to r = n− 1, j1 = 1 and ji = ji−1 + 1 for i ∈ {2, 3, . . . , r},
which is in turn equivalent to J = ∅. 
4.5. The Galois Graph of T Jn . We have seen in Proposition 4.11 that T
J
n is a trim
lattice. Therefore it can be represented by its Galois graph (defined at the end of
Section 2.4). Since T Jn is also congruence uniform, it follows from Corollary 2.17
that we can view the Galois graph as a directed graph on the set of join-irreducible
elements of T Jn .
Let us recall the following useful characterization of inversion sets of joins in
weak order.
Lemma 4.15 ([22, Theorem 1(b)]). Let x, y ∈ Sn. The inversion set inv(x ∨ y) is
the transitive closure of inv(x) ∪ inv(y), i.e. if (a, b), (b, c) ∈ inv(x) ∪ inv(y), then
(a, c) ∈ inv(x ∨ y).
Proof of Theorem 1.8. By definition, the vertex set of G
(
T Jn
)
is [K], whereK =
∣∣J (T Jn )∣∣,
and there exists a directed edge i → k if and only if ji 6≤ mk, where the join- and
meet-irreducible elements are ordered as in (4). Since T Jn is congruence uniform,
Corollary 2.17 states that there is a directed edge i → k in G
(
T Jn
)
if and only if
jk ≤ (jk)∗ ∨ ji. We may therefore view G
(
T Jn
)
as a directed graph on the vertex set
J
(
T Jn
)
.
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x1,5
x1,3
x1,4
x2,3 x3,5
x2,5
x3,4
x2,4
FIGURE 10. The Galois graph G
(
T {1,4}5
)
.
Now pick xa,b, xa′,b′ ∈ J
(
T Jn
)
such that a ∈ {js−1 + 1, js−1 + 2, . . . , js} and a
′ ∈
{js′−1 + 1, js′−1 + 2, . . . , js′} for s, s
′ ∈ [r]. It thus remains to determine when
(7) xa′,b′ ≤ (xa′,b′)∗ ∨ xa,b
holds. For simplicity, let us write p = xa′,b′ , q = xa,b, and p
′ = (xa′,b′)∗. Let z =
p′ ∨ q. By definition inv(p′) ∪ inv(q) ⊆ inv(z), and it follows from Corollary 4.5
that inv(p′) = inv(p) \
{
(a′, b′)
}
. We conclude that (7) holds if and only if (a′, b′) ∈
inv(z), which by Lemma 4.15 is either the case if (a′, b′) ∈ inv(q) or if there exists
c ∈ [n] such that either (a′, c) ∈ inv(p′) and (c, b′) ∈ inv(q) or vice versa.
Let us first consider the case where a and a′ belong to the same J-region, i.e. s =
s′. There are two cases.
(i) Let a ≤ a′. If b′ ≤ b, then Corollary 4.7 implies that p ≤L q, and we see
that (7) holds. If b < b′, then Corollary 4.5 implies that (a′, b′) /∈ inv(q). From
Corollary 4.5 we conclude that (c, b′) /∈ inv(q) for any c, and (a′, c) ∈ inv(q)
implies c ∈ [js + 1, b] and (c, b′) ∈ inv(p′) implies that c ∈ [a′ + 1, js]. It follows
that (a′, b′) /∈ inv(z), and thus (7) does not hold.
(ii) Let a > a′. If b ≤ b′, then Corollary 4.7 implies that q <L p, and we see that
(7) fails. If b > b′, then Corollary 4.5 implies that (a′, b′) /∈ inv(q). Once again,
we conclude from Corollary 4.5 that (a′, c) /∈ inv(q) for any c, and (a′, c) ∈ inv(p′)
implies c ∈ [js + 1, b′ − 1] and (c, b′) ∈ inv(q) implies that c ∈ [a, js − 1]. It follows
that (a′, b′) /∈ inv(z), and thus (7) does not hold.
Let us now consider the casewhere a and a′ belong to different J-regions, i.e. s 6=
s′. There are two cases, and both times Corollary 4.5 implies that (a′, b′) /∈ inv(q).
Moreover, we conclude from Corollary 4.5 that (a′, c) /∈ inv(q) for any c, and
(a′, c) ∈ inv(p′) implies c ∈ [js′ + 1, b
′ − 1] and (c, b′) ∈ inv(q) implies c ∈ [a, js]
and js < b
′ ≤ b.
(i) Let s < s′. It follows that js < js′ + 1, and we conclude that (a
′, b′) /∈ inv(z),
and thus (7) does not hold.
(ii) Let s > s′. This means that a′ < a. If a < b′ ≤ js, then we have (c, b′) /∈
inv(q) for any c, and therefore (7) does not hold. If js < b′, then we may choose
c = a to conclude that (a′, b′) ∈ inv(z), and see that (7) holds. 
In [42, Theorem 5.5] it was shown that the complement of the undirected Galois
graph of an extremal semidistributive lattice L is precisely the 1-skeleton of the
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so-called canonical join complex of L. This is the simplicial complex whose faces
are canonical join representations of L. By Proposition 4.10 the canonical join rep-
resentations in T Jn are precisely the J-noncrossing partitions. We thus have the
following corollary (which may also be verified directly).
Corollary 4.16. If there exists a directed edge from xa,b → xa′,b′ , then Φ(xa,b) and
Φ(xa′,b′) are not J-compatible.
5. THE ALTERNATE ORDER OF T Jn
5.1. The Alternate Order of a Congruence-Uniform Lattice. The labeling λ of
a congruence-uniform lattice L = (L,≤) from (3) gives rise to an alternate way
of ordering the elements of L. This order was first considered by N. Reading in
connection with posets of regions of simplicial hyperplane arrangements under
the name shard intersection order; see [33, Section 9-7.4]. For x ∈ L let
x↓
def
=
∧
y∈L : y⋖x
y,
and define
(8) Ψ(x)
def
=
{
λ(u, v) | x↓ ≤ u⋖ v ≤ x
}
.
The alternate order of L is the poset (L,⊑), where we have x ⊑ y if and only if
Ψ(x) ⊆ Ψ(y). We usually write Alt(L) for this poset.
A congruence-uniform lattice L = (L,≤) has the intersection property if for ev-
ery x, y ∈ L there exists z ∈ L such that Ψ(z) = Ψ(x) ∩Ψ(y). It is quickly verified
that if L has the intersection property, then Alt(L) is a meet-semilattice [25, Propo-
sition 4.7].
5.2. The Alternate Order of T Jn . Figure 11 shows the alternate order of T
{1,4}
5 .
We have additionally represented the elements of T
{1,4}
5 by their corresponding
{1, 4}-noncrossing partitions. We observe that this poset is isomorphic to NC
{1,4}
5 ,
since for w ∈ T
{1,4}
5 the set Ψ(w) consists of all pairs (i, j) such that there exist a
sequence of bumps in Φ(w) connecting i and j.
We now want to characterize the cases, where the alternate order of T Jn is iso-
morphic to NC Jn. Let us define the following set for w ∈ S
J
n:
(9) X(w) =
{
xi,j | i ∼Φ(w) j
}
,
where xi,j is the unique element of J
(
T Jn
)
with des(xi,j) =
{
(i, j)}.
Lemma 5.1. For u, v ∈ SJn(231)we have Φ(u) ≤dref Φ(v) if and only if X(u) ⊆ X(v).
Proof. Let xi,j ∈ X(u). By definition, this means i ∼Φ(u) j. If Φ(u) ≤dref Φ(v), then
we conclude that i ∼Φ(v) j, which means xi,j ∈ X(v).
Now let i ∼Φ(u) j, which implies xi,j ∈ X(u). If X(u) ⊆ X(v), then we conclude
that i ∼Φ(v) j. In particular, each part of Φ(u) is contained in some part of Φ(v),
which means that Φ(u) ≤dref Φ(v). 
Proposition 5.2. Let n > 0 and let J ⊆ [n− 1]. For all w ∈ SJn(231) holds Ψ(w) ⊆
X(w).
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12|3|45
23|1|45 34|1|25 45|1|23 13|2|45 14|2|35 15|2|34 12|4|35 12|5|34
24|1|35 25|1|34 34|2|15 45|3|12 35|1|24 45|2|13 14|3|25 15|4|23 15|3|24
35|2|14
FIGURE 11. The alternate order of T {1,4}5 . This is also the poset NC
{1,4}
5 .
Proof. Let us for a moment consider the poset Weak(SJn). Let u, v ∈ S
J
n with
u⋖L v such that (i, j) ∈ des(u). If (i, j) /∈ des(v), we can quickly check that there
are three options: (i) (k, j) ∈ des(v) for k < i, (ii) (i, k) ∈ des(v) for j < k, or (iii)
(i, k), (k, j) ∈ des(v) for i < k < j.
Now fix xi,j ∈ Ψ(w). By definition this means that there exists a cover relation
u⋖L v in T
J
n with w↓ ≤L u and v ≤L w such that cg(u, v) = cg(xi,j). In the present
setting this means exactly that inv(v) \ inv(u) =
{
(i, j)
}
, where (i, j) ∈ des(v).
Without loss of generality we choose this cover relation so that v is maximal.
If (i, j) ∈ des(w), then we conclude from Theorem 4.3 that (i, j) is a bump of
Φ(w), and thus xi,j ∈ X(w) by construction.
If (i, j) /∈ des(w), then we have in particular v <L w, and the reasoning in the
first paragraph implies that along any maximal chain from v to w the descent (i, j)
gets “extended” (cases (i) or (ii)) and/or “subdivided” (case (iii)), until we are left
with a sequence (k0, k1), (k1, k2), . . . , (ks−1, ks) of descents of w such that k0 = i and
ks = j. We conclude i ∼Φ(w) j, and thus xi,j ∈ X(w) by construction. 
Proposition 5.3. Let n > 0, and let J ⊆ [n − 1]. It holds Ψ(w) = X(w) for all
w ∈ SJn(231) if and only if either J = [n− 1] or J = [n− 1] \ [a, b] for some integers
a, b ∈ [n− 1] with a ≤ b.
Proof. If J = [n − 1], then the only element of SJn is the identity, and we have
Ψ(e) = ∅ = X(e). Now suppose that J = [n − 1] \ [a, b] for some a ≤ b. Let
w ∈ SJn(231)with des(w) =
{
(p1, q1), (p2, q2), . . . , (ps, qs)
}
.
It follows from Proposition 5.2 that Ψ(w) ⊆ X(w). We therefore just need to
show the reverse inclusion, and we pick two integers i, j with i ∼Φ(w) j. By defi-
nition, there exists a sequence of integers k0, k1, . . . , kr such that i = k0 and j = kr ,
and (kl−1, kl) is a bump of Φ(w) for all l ∈ [r]. In particular, all the kl lie in different
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J-regions. Theorem 4.3 implies that (kl−1, kl) is a descent of w for all l ∈ [r], which
yields (i, j) ∈ inv(w).
If r = 1, then (i, j) is itself a bump of Φ(w), and we have in fact (i, j) ∈ des(w).
Proposition 4.10 implies that xi,j belongs to the canonical join representation of w.
It follows that xi,j ∈ Ψ(w).
Consider the permutation v(r), which arises from w by swapping the entries in
position kr−1 and kr, i.e. v
(r) = (kr−1, kr) · w. Clearly, we have w↓ ≤L v
(r) ⋖L w.
Since Weak(SJn) is an order ideal in Weak(Sn), we conclude that v
(r) ∈ SJn. We
claim that we also have v(r) ∈ SJn(231). The assumption that J = [n− 1] \ [a, b]
implies that every J-region, except perhaps the first and the last are singletons. In
particular, wkr−1 is the only element in its J-region. By construction we have
des
(
v(r)
)
=
(
des(w) \
{
(kr−1, kr)
})
∪
{
(kr−2, kr)
}
.
In order to conclude that v(r) ∈ SJn(231), we need to show that v
(r)
c < v
(r)
kr
for
all c ∈ [n] with kr−2 < c < kr. If such a c belongs to a J-region strictly between
the J-regions containing kr−2 and kr−1, then we conclude from the assumption
w ∈ SJn(231) that
v
(r)
c = wc < wkr−1 = v
(r)
kr
.
If c belongs to a J-region strictly between the J-regions containing kr−1 and kr, then
we conclude from the assumption w ∈ SJn(231) that
v
(r)
c = wc < wkr < wkr−1 = v
(r)
kr
.
If c belongs to the same J-region as kr−1, then by assumption c = kr−1. (This
follows since every J-region, except for possibly the first and the last, is a singleton,
and kr−1 does not lie in the last J-region.) It follows that
v
(r)
c = v
(r)
kr−1
= wkr < wkr−1 = v
(r)
kr
.
We conclude that v(r) does not contain a (J, 231)-pattern, and thus v(r) ∈ SJn(231).
Now consider the permutation v(r−1), which arises from v(r) by swapping the
entries in position kr−2 and kr, i.e. v
(r−1) = (kr−2, kr) · v
(r). By construction we
have
des
(
v(r−1)
)
=
(
des
(
v(r)
)
\
{
(kr−2, kr)
})
∪
{
(kr−3, kr)
}
.
As before we can show that v(r−1) ∈ SJn(231), and that w↓ ≤L v
(r−1) ≤L w. After
r− 2 of these steps we obtain a permutation v(2) ∈ SJn(231)with w↓ ≤L v
(2) ≤L w
and (k0, kr) ∈ des
(
v(2)
)
. The permutation v(1) = (k0, kr) · v
(2) can again be shown
to be (J, 231)-avoiding, and we still have w↓ ≤L v
(1) ≤L w. Thus
λ
(
v(1), v(2)
)
= xk0,kr = xi,j,
which implies xi,j ∈ Ψ(w) as desired.
Now suppose that J = [n − 1] \ {j1, j2, . . . , jr} for r ≥ 1 cannot be written in
the form J = [n− 1] \ [a, b] for some a ≤ b. In particular, r ≥ 2 and there exists
k ∈ [r− 1] such that jk+1 > jk + 1. Consider the three J-regions
R = {jk−1 + 1, jk−1 + 2, . . . , jk},
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1|23|4
2|13|4 1|24|3
3|12|4 2|14|3 1|34|2
4|12|3
4|13|2 3|24|1
4|23|1
(A) The parabolic Tamari lattice T
{2}
4 .
1|23|4
2|13|4 1|24|3 4|12|3 1|34|2 3|12|4
2|14|3 4|13|2 3|24|1 4|23|1
(B) The alternate order of T
{2}
4 .
FIGURE 12. The parabolic Tamari lattice T
{2}
4 and its alternate order.
R′ = {jk + 1, jk + 2, . . . , jk+1},
R′′ = {jk+1 + 1, jk+1 + 2, . . . , jk+2}.
(If k = 1, then we set jk−1 = 0 and if k = r− 1, then we set jk+2 = n.) In particular,
|R′| = jk − jk−1 > 1. Consider the parabolic noncrossing partition P ∈ NC
J
n whose
only bumps are (jk, jk + 1) and (jk + 1, jk+1 + 1). By construction the permutation
w = Φ−1(P) satisfies
w = 1 2 . . . jk − 1 jk + 2 | jk + 1 jk + 3 . . . 2jk − jk−1 + 1 | jk 2jk − jk−1 + 2 . . . n.
We conclude that
w↓ = 1 2 . . . jk − 1 jk | jk + 1 jk + 3 . . . 2jk − jk−1 + 1 | jk + 2 2jk − jk−1 + 2 . . . n.
Hence, the weak order interval [w↓,w] consists of six elements, where besides w↓
and w we have
p1 = 1 2 . . . jk − 1 jk + 1 | jk jk + 3 . . . 2jk − jk−1 + 1 | jk + 2 2jk − jk−1 + 2 . . . n,
p2 = 1 2 . . . jk − 1 jk | jk + 2 jk + 3 . . . 2jk − jk−1 + 1 | jk + 1 2jk − jk−1 + 2 . . . n,
p3 = 1 2 . . . jk − 1 jk + 2 | jk jk + 3 . . . 2jk − jk−1 + 1 | jk + 1 2jk − jk−1 + 2 . . . n,
p4 = 1 2 . . . jk − 1 jk + 1 | jk + 2 jk + 3 . . . 2jk − jk−1 + 1 | jk 2jk − jk−1 + 2 . . . n.
By assumption p3, p4 /∈ S
J
n(231), which implies that the interval [w↓,w] in T
J
n con-
sists of the four elementsw↓, p1, p2,w. Consequently, Ψ(w) =
{
xjk,jk+1, xjk+1,jk+1+1
}
.
However, by construction we have X(w) =
{
xjk,jk+1, xjk+1,jk+1+1, xjk,jk+1+1
}
, which
finishes the proof. 
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1
2
3 4
4 3
1
2
(A) A congruence-uniform lattice.
∅
{1} {2} {3} {4}
{3, 4}
{1, 2, 3, 4}
(B) The alternate order of the
congruence-uniform lattice in Fig-
ure 13a.
FIGURE 13. A congruence-uniform lattice whose alternate order
is not ranked.
Let us illustrate a situation in which Ψ(w) ( X(w) by considering n = 4 and
J = {2}. Figure 12a shows the poset T
{2}
4 , and Figure 12b shows the correspond-
ing alternate order. We observe that NC
{2}
4 has one extra cover relation, namely
the one between Φ(4|12|3) and Φ(3|24|1). We conclude the proof of Theorem 1.5.
Proof of Theorem 1.5. Lemma 5.1 states that Φ(u) ≤dref Φ(v) if and only if X(u) ⊆
X(v). Proposition 5.3 states that X(w) = Ψ(w) if and only if either J = ∅ or
J = [n− 1] \ [a, b] for some 1 ≤ a ≤ b ≤ n− 1. This proves the claim. 
We have shown in Proposition 3.6 that the poset NC Jn is ranked, and Proposi-
tion 5.3 implies that it contains Alt
(
T Jn
)
as a subposet. Computational evidence
suggests that the alternate order of Alt
(
T Jn
)
is ranked, too.
Conjecture 5.4. For all n > 0 and all J ⊆ [n− 1] the alternate order of T Jn is ranked.
We remark that the alternate order of a congruence-uniform lattice need not be
ranked in general. Consider for instance the congruence-uniform lattice in Fig-
ure 13a. Its alternate order is shown in Figure 13b.
We conclude this section with the following conjecture, which we have verified
by computer for n ≤ 6.
Conjecture 5.5. For all n > 0 and all J ⊆ [n − 1] the lattice T Jn has the intersection
property. Consequently Alt
(
T Jn
)
is a meet-semilattice.
Theorem 1.5 supports Conjecture 5.5, because we may conclude the following
result.
Proposition 5.6. Let n > 0 and J ⊆ [n− 1]. If J = [n− 1] or J = [n− 1] \ [a, b] for
1 ≤ a ≤ b ≤ n− 1, then T Jn has the intersection property.
Proof. In the given case we have seen in Proposition 5.3 that for w ∈ SJn(231) we
have X(w) = Ψ(w). Now let u, v ∈ SJn. It follows from Proposition 3.3 that there
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exists a J-noncrossing partition P whose set of bumps is precisely X(u) ∩ X(v),
namely P = Φ(u) ∧Φ(v). We conclude that z = Φ−1(P) satisfies
Ψ(z) = X(z) = X(u) ∩ X(v) = Ψ(u) ∩Ψ(v)
as desired. 
6. PARABOLIC CHAPOTON TRIANGLES
In this section we want to describe a conjectural enumerative connection be-
tween the alternate order of T Jn and the parabolic root poset of S
J
n.
6.1. The Case J = ∅. Let us rest for a moment, and focus on the case J = ∅.
Moreover, let us abbreviate NCn
def
= NC∅n , NNn
def
= NN∅n , and Sn(231)
def
= S∅n (231).
It is well known that for all n we have∣∣Sn(231)∣∣ = ∣∣NCn∣∣ = ∣∣NNn∣∣,
and this common cardinality is the nth Catalan number Cat(n)
def
= 1n+1 (
2n
n ). See
for instance [14, Exercise 2.2.1.4], [20, Corollaire 4.2], and [34, Remark 2] for proofs
that each of these objects is enumerated by Cat(n).
We may also define the cluster complex of Sn to be the flag simplicial complex
∆(n) whose faces are collections of pairwise noncrossing diagonals of a convex
n+ 2-gon. We may identify the diagonals of our convex n + 2-gon in a partic-
ular way with the elements in the set −S(n) ⊎ T(n). (We do not need to know
exactly how this identification works, and we refer the interested reader to [1, Sec-
tion 5.2.2].) An old result of J. Segner states that the number of facets of ∆(n) is
also given by Cat(n) [35].
F. Chapoton was probably first to observe a deep enumerative connection be-
tween the noncrossing partition lattice, the root poset and the cluster complex. To
formulate this connection, he defined the following polynomials, which we call
the M-triangle, H-triangle, and F-triangle, respectively:
Mn(s, t)
def
= ∑
u,v∈NCn
µNCn(u, v)s
rk(v)trk(u);(10)
Hn(s, t)
def
= ∑
A∈NNn
s|A|t|A∩S(n)|;(11)
Fn(s, t)
def
= ∑
F∈∆(n)
s|F∩T(n)|t|F∩(−S(n))|.(12)
These polynomials interact in a way that was conjectured (in a more general set-
ting) in [8, Conjecture 1] and [9, Conjecture 7.1]. The first equation was later
proven in [40, Theorem 2], while the second was proven in [2, Theorem 1.1].
Theorem 6.1. For n > 0 we have
Hn(s+ 1, t+ 1) = s
n−1Fn
(
1
s
,
1+ (s+ 1)t
s
)
=
(
1+ (s+ 1)t
)n−1
Mn
(
(s+ 1)t
(s+ 1)t+ 1
,
t+ 1
t
)
.
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We are aware of two generalizations of the H-, M-, and F-triangles, see [1, Defi-
nition 5.3.1] and [12]. In the first case, an analogue of Theorem 6.1 was conjectured
in [1, Conjecture 5.3.2], and it was proven in [40, Theorem 2], and in [15,16,19,43].
In the second case, an analogue of the first equation is proven in [12, Corollary 6.3],
and an analogue of the second equation is conjectured in [12, Conjecture 6.4].
6.2. The Case J 6= ∅. Observe that we have generalized the posets NCn and(
T(n),E) to parabolic quotients of Sn. It is therefore natural to try and general-
ize the M-triangle and the H-triangle as well, and see to what extent Theorem 6.1
holds.
Let us go ahead and define parabolic H-triangle in the obvious way:
H
J
n(s, t)
def
= ∑
A∈NN Jn
s|A|t|A∩S
J
n|.
By definition, it is clear that H∅n (s, t) coincides with Hn(s, t) as defined in (11).
The obvious candidate for defining a parabolic M-triangle would be to simply
take the generating function of the Mo¨bius function of NC Jn. However, computa-
tional evidence suggests that this is not the right way to proceed. Instead, we take
the generating function of the Mo¨bius function of Alt
(
T Jn
)
, so that the parabolic
M-triangle is
M Jn(s, t)
def
= ∑
u,v∈SJn(312)
µ
Alt
(
T Jn
)(u, v)srk(v)trk(u).
Note that as of present it is not proven that Alt
(
T Jn
)
is ranked for all J; see Con-
jecture 5.4. Computational evidence, however, suggests that this should be the
case, and we are willing to accept this for now. Theorem 1.5 in conjunction with
Proposition 3.6 supports this claim, by showing that Alt
(
T Jn
)
is ranked for certain
choices of J.
Theorem 1.5 also implies that M∅n (s, t) coincides with the classical M-triangle
defined in (10), by stating that the alternate order of T ∅n is isomorphic to the lattice
NC∅n . The first proof of this fact has appeared in [30, Theorem 8.5].
Conjecture 1.9 relates the parabolic H- and M-triangles, and has been verified
for n ≤ 6. Observe that for a ≤ b the parameter r in Conjecture 1.9 describes
exactly the size of [n− 1] \ J. Therefore, the case J = ∅ can be obtained by setting
a = b+ 1, and it recovers precisely the H = M-case of Theorem 6.1.
We are currently not aware of a parabolic generalization of the cluster complex
of Sn, but we may use the correspondence from Theorem 6.1 to define a parabolic
F-triangle:
F
J
n(s, t)
def
= srH Jn
(
s+ 1
s
,
t+ 1
s+ 1
)
.
A priori F
J
n(s, t) is just a rational function. We conjecture, however, that it is a
polynomial in the situation of Conjecture 1.9.
Conjecture 6.2. Let n > 0 and let J = [a, b] ⊆ [n− 1], and let r = n+ a− b− 2. The
function F
J
n(s, t) is a polynomial if and only if a and b are such that r ∈ {0, 1, . . . , n− 1}.
It is an intriguing open question to give a combinatorial definition of F Jn(s, t) in
terms of a particular combinatorial realization of the parabolic cluster complex.
Let us end this section with two small examples.
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Example 6.3. Let n = 6 and J = {1, 2, 3}. The parabolic H-, M-, and F-triangles can
be computed to be the following:
M
{1,2,3}
6 (s, t) = 10s
2t2 − 24s2t+ 14s2 + 9st− 9s+ 1;
H
{1,2,3}
6 (s, t) = s
2t2 + 3s2t+ 6s2 + 2st+ 7s+ 1;
F
{1,2,3}
6 (s, t) = 14s
2 + 5st+ t2 + 24s+ 5t+ 10.
It is quickly verified that Conjecture 1.9 is satisfied.
Now let n = 4 and J = {1, 3}. The parabolic H-, M-, and F-triangles can be
computed to be the following:
M
{1,3}
4 (s, t) = s
2t2 − 2s2t+ s2 + 4st− 4s+ 1;
H
{1,3}
4 (s, t) = s
2 + st+ 3s+ 1;
F
{1,3}
4 (s, t) = (5s
2 + st+ 6s+ 1)/s.
We observe right away that F
{1,3}
4 is not a polynomial. Moreover, we have
(
1+ (s+ 1)t
)
M
{1,3}
4
(
(s+ 1)t
(s+ 1)t+ 1
,
t+ 1
t
)
=
(s2t2 + 4s2t+ 2st2 + s2 + 10st+ t2 + 6s+ 6t+ 6)/
(
1+ (s+ 1)t
)
,
and
H
{1,3}
4 (s+ 1, t+ 1) = s
2 + st+ 6s+ t+ 6.
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