This paper illustrates the coupling of water quality model components in High Level Architecture (HLA), a computer architecture for constructing distributed simulations. HLA facilitates interoperability among different simulations and simulation types and promotes reuse of simulation software modules. It was originally developed for military applications but the platform is finding increasing applicability for civilian purposes. The models from the Water Quality Analysis Simulation Program (WASP5) were implemented in HLA to extend its Monte Carlo uncertainty analysis capabilities. The models include DYNHYD (hydrodynamics), EUTRO (phytoplankton and nutrient dynamics) and TOXI (sediment and micropollutant transport). The uncertainty analysis investigated the impact of errors in the hydrodynamic parameters (weir discharge and roughness coefficients) and boundary conditions (upstream and tributary discharge) on the uncertainty in the water quality output variables. It was found that the contribution of the hydrodynamic parameter error to the water quality output uncertainty is comparable to that obtained from the error in the water quality parameters. The error in the boundary condition input data is also an important contributor to model uncertainty.
Introduction
A large project (involving approximately 30 scientists) is currently underway at the UFZ -Centre for Environmental Research, Germany, to develop a river basin management system for the Saale river (approximately 24,079 km 2 ), the largest German tributary of the Elbe river. The system being developed uses computer technology and integrates models from the natural sciences (hydrology, land surface sediment and nutrient transport, floodplain habitat, river hydrodynamics and water quality), macro-economics (input-output models) and social sciences (weighted multi-criteria decision support) (Rode et al. 2002) .
This paper concentrates on the river hydrodynamics and water quality aspects. The Water Quality Analysis Simulation Program (WASP5) developed by the U.S. Environmental Protection Agency (Ambrose et al. 1993 ) is used for the river modelling. The program is divided into three models: DYNHYD (hydrodynamics), EUTRO (eutrophication) and TOXI (sediment and micropollutant transport). Conventionally, the sequence of simulations is to first run DYNHYD for all the time steps and store the hydrodynamic results in a file for subsequent simulations with EUTRO and TOXI. Information flows unidirectionally from DYNHYD to EUTRO or TOXI.
In order to investigate the effects hydrological parameters and input data have on water quality variables, the flow of information needed to be extended to include data transfer between all three models after each consecutive time step. The High Level Architecture (HLA) was used as a platform to easily couple the three models into one system and to allow control of information between the models after each time step.
HLA is computer architecture for constructing distributed simulations. It facilitates interoperability among different simulations and simulation types and promotes reuse of simulation software modules (Kuhl et al. 1999) . HLA can support virtual, constructive and live simulations from a variety of application domains.
The core of the HLA is the run-time infrastructure (RTI) which implements a set of services that precisely specifies the interoperability-related actions that a simulation may perform, or be asked to perform, during a simulation execution. The RTI starts and stops a simulation execution, transfers data between interoperating simulations, controls the amount and routing of data that is passed, and coordinates the passage of simulated time among the simulations. Within the HLA, a set of collaborating simulations is called a federation, each of the collaborating simulations is a federate, and a simulation run is called a federation execution. Figure 1 provides a conceptual view of a HLA federation. Federates that adhere to the rules can exchange data defined using an object model template; those services are provided at run time by the RTI (Petty 2002) .
HLA has been implemented for a broad spectrum of applications. For example:
• communication and synchronization media for modelling of hybrid systems (e.g., water level control in a two-tank system) (Borshchev et al. 2002) ; • modelling and simulation of processes associated with software system acquisition activities which concerns the funding, management, engineering, system integration, deployment and long-term support of large software systems (Choi and Scacchi 2001 ); • developing multi-agent systems for applications in mobile robotics (Das and Reyes 2002 ); • providing online/real-time location information of streetcars for the public transportation company in Magdeburg, Germany (Klein 2000) ; • determining traffic reduction schemes using spacebased quantization (Lee and Zeigler 2002) ; and • designing simulation environments for human training (especially military personnel) (Maamar 2003) .
The authors are not aware of any HLA applications in the field of water resources management. It is one goal of this paper to investigate the applicability of HLA for the coupling of river models into one modelling system.
A second goal of the paper is to explore the effect uncertainty in both the hydrodynamic parameters and boundary conditions has on the water quality output variables. Uncertainty reflects gaps in information when abstracting observable phenomena in a model since models are only simplified representations of the real-world systems. Some important sources of error which can contribute to the overall uncertainty in the model output are: i) error in analytical methods used to obtain the input data for the model, such as discharge values used as boundary conditions; ii) errors are also present in the parameter setting since parameters may have a certain range depending on the study in which they were determined (e.g., in the laboratory or in different waters) and may not exactly represent the value that should be used for the study site of interest; and iii) error due to uncertainty in model structure-since all models are simplified representations of reality, not all processes, even if their contribution to the system is minute, will be included in the model description causing a variation between reality and simulated results. The equation formulation may not describe the process exactly due to assuming simplifications and derivations from empirical studies (which also possess a certain degree of uncertainty). Structural uncertainty is the most difficult to quantify (Dubus et al. 2002) and will not be considered in this study.
Hence, uncertainty incorporates the notion of randomness. One cannot say with certainty what the value of a random variable will be, but only quantify the likelihood that it will be within some specific range of values. Hence, uncertainty analysis compares the characteristics of probability distributions between model inputs and outputs. If these outputs serve as inputs for additional models, errors may propagate across several models.
Most uncertainty analysis studies are focused only on the effect parameters have on the variables due to the difficulties in measuring or deriving the parameter values. Only some studies implement both the parameters and the input data into their uncertainty analyses. Aalderink et al. (1996) investigated the uncertainty in heavy metal concentrations in the River Vecht caused by uncertainties in the parameters, boundary conditions and initial concentrations related to the fate of the heavy metals. They found that the error in the boundary concentrations can affect the output variability as much as the uncertainty in the parameter settings but initial conditions had little effect on output uncertainty. Using a precipitation-runoff model, Nandakumar and Mein (1997) also found significant contributions to output uncertainty from error in both parameters and input data (precipitation and evaporation). 60 Lindenschmidt et al. An important advantage in implementing the HLA modelling platform is the ease of performing uncertainty analysis on several models in a synchronized modelling system. The analyses are not limited to a certain set of parameters, variables and initial and boundary conditions of a certain model, but are extended to a set consisting of parameters across numerous models. The error propagating through several models can then be followed and the error resulting from a particular sequencing of model simulations can be assessed. This allows us to see how the errors in the input data from the hydrodynamic model DYNHYD affect the output from the water quality models EUTRO and TOXI.
The implementation of the Monte Carlo Analysis (MOCA) was pursued for the uncertainty analysis. Two MOCAs were carried out: one with only varying parameters and a second with both the uncertainty in the parameters and the boundary conditions being considered.
Study Site and Model Setup
The Saale river is the second largest tributary of the Elbe river (after Vlatava, Czech Republic) with a length of 413 km. For this study only the lower 90-km course of the Saale between the city of Halle and the confluence is considered (see Fig. 2 ). This portion of the Saale flows through a lowland area which is used extensively for agriculture.
The flow of the lower Saale is heavily regulated with six lock-and-weir systems in the studied portion to aid ship navigation. The mean discharge at Calbe, 20 km upstream from the confluence, is 115 m 3 /s. The most frequent discharge is approximately 60 m 3 /s and the mean annual highest and lowest discharges are 374 and 44 m 3 /s, respectively. Longitudinal profiles of the mean velocity and water stages for these corresponding discharges are shown in Fig. 3 . These variables plus the water volumes and interfacial flows of each discretized unit are the DYNHYD output which is transferred as input to EUTRO and TOXI.
Long-term time series of chlorophyll a and suspended solids, two important water quality constituents investigated in this study, are given in Fig. 4 for the sampling station at Trotha. The water quality of the lower Saale river has been improving in the last 10 years which is evident in the decreasing trend of the chlorophyll a values. Since German reunification (3 October 1990), wastewater treatment plants have progressively been extended and refurbished, the percentage of households connected to a sewerage system has increased and many decrepit industries with outfalls into the river have shut down. The sediment transport seems to have remained at a constant level.
The uncertainty analysis was carried out with the WASP5 model for the calibrated time frame 5 to 16 June 2001. The hydrodynamic model DYNHYD was discretized using 188 channel elements approximately 500 m in length and 189 nodes connecting the channel elements (see von Saleski et al. 2004 for details). Crosssectional profiles every 100 m were available for the model description of the river's morphology. Discharges from the tributaries Salza, Schlenze, Wipper, Fuhne and Bode and the system inflow at Trotha and outflow at the confluence served as boundary conditions of the system. Mean discharges of the tributaries are 1.0, 0.18, 2.45, 1.13 and 14.3 m 3 /s, respectively. Velocity and water stages are included as initial conditions and approximately correspond to those values shown in Fig. 3 for the most frequent discharge. The discretization units for EUTRO and TOXI correspond to the discretization implemented for the hydrodynamic modelling. Boundary and initial conditions are at the same locations as for the hydrodynamic model and are given for all the water quality state variables. Field measurements and model simulations for oxygen and suspended sediments are compared in Fig. 5 which shows good agreement between the two (Lindenschmidt et al. 2003 ). An exception is the underestimate of suspended solids at Wettin, due to the uncertainty in the field sampling at that location.
Methodology

Water Quality Analysis Simulation Program (WASP5)
The modelling package used for the simulation of the river water quality is WASP5, developed by the U.S. Environmental Protection Agency (Ambrose et al. 1993) . It is written in the FORTRAN programming language and consists of three models: i) DYNHYD-calculates the hydrodynamics of a water body, ii) EUTRO-simulates phytoplankton and nutrient dynamics, and iii) TOXI-computes sediment and micropollutant transport. Figure 6 illustrates the typical sequence of the dynamic (varying with time) simulations. In the original version of WASP5 a simulation of the hydrodynamics is first run for T days (t1, t2, … tn). The output from DYNHYD is stored in a file which is later retrieved from EUTRO and TOXI for their simulations of T days.
The DYNYHD simulation requires the following input: i) river morphology data including cross-sectional profiles from which hydraulic radii can be calculated, ii) longitudinal profiles to determine lengths and surface areas of the discretized units, iii) boundary conditions 62 Lindenschmidt et al. b a which include the discharges from tributaries and the river inlet and outlet of the system, iv) initial conditions consisting of estimates of the water stages and current velocities at the beginning of the simulation, and v) the two parameters-river bottom friction coefficient, n, according to Manning, and weir discharge coefficient, α. The river is discretized using a "link-node" scheme in which:
i) the links calculate the transport of water described by the equations of motion:
where af is the frictional acceleration; ag is the gravitational acceleration along the longitudinal axis, x; aw is the wind stress acceleration along the longitudinal axis (not required in this study); ∂U/∂t is the mean velocity; is the local inertia term, or the velocity rate of change with respect to time, t; and ∂U/∂x is the convective inertia term, or the rate of momentum change by mass transfer; and ii) the nodes calculate the storage of water described by the continuity equation:
where B is the channel width; H is the water surface elevation (head); ∂H/∂t is the rate of water surface elevation change with respect to time, t; and ∂Q/∂x is the rate of water volume change with respect to distance, x. The discharge, Q, is additionally related to the two parameters n and α by:
where A is the cross-sectional area of the water flow, b is the weir breadth, h is the depth between weir crest and upper water level and r is the hydraulic radius.
The calculated flows, Q, volumes, V, and water column depths, d, of each discretized unit is determined which together with the mean velocities, U, are stored in the *.HYD file for subsequent simulations with the models EUTRO and TOXI. These two models require Q to calculate the advective transport of substances through the system, V to convert simulated masses to concentrations, and U and d to compute processes such as reaeration in EUTRO and sedimentation and volatilization in TOXI. A mass balance equation is used to account for all material entering and leaving the system by direct and diffuse loading, advective and dispersive transport, and physical, chemical and biological transformations (see Ambrose et al. [1993] for further details).
The substances modelled in EUTRO include:
i) organic matter in the form of carbonaceous biological oxygen demand (C-BOD), phytoplankton chlorophyll a (Chla) and total organic phosphorus and nitrogen (OP and ON), ii) dissolved oxygen (O2), and iii) the nutrients ammonium (NH4 + ), nitrate (NO3 -) and inorganic phosphorus (IP).
Transformations include degradation and mineralization processes which are described by first-order kinetics. Phytoplankton growth uses Monod kinetics for nutrient limitation and light functions that include lightsaturated and inhibited growth. Temperature dependence is also included for each process based on the Arrhenius equation. Sinks include sedimentation of the substances and sources are point and non-point loadings, nutrient fluxes from the sediments and reaeration of the water body with oxygen from the atmosphere.
TOXI uses the same transport equation as EUTRO. The substances transported are any combination of three dissolved and three particulate substances. The transformations include ionization, equilibrium sorption, volatilization, hydrolysis, photolysis, oxidation, biodegradation and an extra second-order reaction. Sinks are sedimentation of the particulate phases of the substances. Point and non-point loadings, resuspension of particulate matter from the bottom sediments and diffusion of dissolved substances from the sediment pore water constitute possible sources to the system. The process in EUTRO directly affected by the DYNHYD output, U and d, is reaeration of oxygen in the waterbody from the atmosphere via the water surface. The change of the oxygen concentrations in the water, O2, with time dO2/dt is related to the reaeration coefficient, k2, and the deviation of O2 from the theoretical oxygen saturation concentration, O2(sat), in the water:
In EUTRO flow-induced reaeration, k2(20°C), at 20°C is described by three different equations depending directly on the average velocity, U, and inversely on average depth, d, of the water. For this reach of the Saale river, the O'Connor-Dobbins equation is appropriate (Ambrose et al. 1993; Chapra 1997) :
Reaeration is very sensitive to water temperature, WT, which is given as a model input function. Multiplication with a temperature coefficient, θ , adjusts k2 to the actual temperature of the water:
The interfacial flows, Q, and volumes, V, of each discretized unit are used to compute, respectively, the mass transport and concentrations of each constituent in both EUTRO and TOXI. Other variables in EUTRO are also affected by the water flow but not directly by parameters calculated from the hydrodynamic variables (such as k2 from U and d described above), but indirectly by the change in oxygen concentrations. These include oxidation of organic matter, sediment oxygen demand, mineralization of organic phosphorus and nitrogen, nitrification and phytoplankton growth.
High Level Architecture (HLA)
The WASP5 models were successfully implemented in the HLA platform. Each model, DYNHYD, EUTRO and TOXI, comprise a federate in HLA (see Fig. 1 ). Figure 7 shows the sequence reconfiguration of the WASP5 simulations in HLA. The hydrodynamic output data from DYNHYD is not stored in a file but is transferred immediately after each time step for consecutive simulations of the same time step in EUTRO and TOXI. The process is repeated for the next time step until tn is reached.
Since the WASP5 modelling system is written in FORTRAN and the HLA is written in C++, a wrapper for each model (DYNHYD, EUTRO and TOXI) needed to be implemented to transmit the RTI functions between the models and the RTI. The wrapper is a dynamic link library (DLL) written in the C++ programming language that contains the calls for the RTI functions. The WASP5 models, written in FORTRAN, can read the compiled versions of these calls found in the DLL allowing the models to communicate with one another via the RTI.
Due to the networking capabilities in HLA, the DYNHYD simulations were run on a different computer than that on which the RTI and EUTRO and TOXI were executed. However, the computational time requirement for DYNHYD is far greater than those of EUTRO and TOXI (approximately 95% of the total time) so a significant time savings was not attained by computer networking. The computational time savings in a networked system would be optimal only if the process time on each computer is equally distributed.
An important advantage of the HLA platform is the control of the simulation time sequence. Each simulation time step for all the models coupled to the RTI can be individually sequenced. Having control of the sequence allows exchange of data between models for each time step. For example, when simulating time step 2 for a model, all the data from all other models from time step 1 can be gathered for the simulation. The results from this time step can then be transferred to other models for their simulation of time steps 2 or 3. One difficulty with the HLA time sequencing is the inability of the RTI clock to reset to its original starting value during continuous execution. It is required, though, that after each MOCA run the time step be reset to 1 so that the model simulations all again begin at t1, but with a different parameter setting. Hence, three counters needed to be implemented to track the different execution loops: i) a global HLA counter for the synchronization of the federate processes, ii) a local counter for the number of days simulated, and iii) a local counter for the number of model runs in the MOCA.
Uncertainty analysis and the Monte Carlo method.
A common and very informative method for determining uncertainty in models is the Monte Carlo Analysis (MOCA). First, probability distributions with specific characteristics (e.g., the range for uniform distributions and the mean and standard deviations for normal distributions) are determined from the scientific literature and from one's own modelling experience. The model is then run many times (perhaps thousands of times) with sets of input values randomly selected from these distributions. A distribution of output values is then obtained.
Standardizing the input and output normal distributions using the coefficient of variation CV (= standard deviation/mean) allows interpretation of the behaviour of error propagation through the modelling process and the contribution of the error of each input value to the overall uncertainty in the model predictive outcome.
The MOCA is implemented in WASP5 using the HLA environment. N sets of the parameters n and α are created by randomly selecting values from the distribution. The sequence is then repeated N times using the corresponding parameter sets. The repeated DYNHYD simulation induces a variability in the output values V, U and d which are transferred to EUTRO and TOXI. This variability is propagated through the EUTRO and TOXI simulations and their outputs (e.g., oxygen in EUTRO and suspended solids in TOXI) will also result in a particular probability distribution. This MOCA analysis was repeated to include the variation in the hydrodynamic boundary conditions, which are the flow discharges of the tributaries and the inflow (at Halle; see Fig. 2 ) and outflow (at the confluence) to the lower Saale river.
Results and Discussion
Uncertainty Analysis with only DYNHYD Parameters
Monte Carlo Analyses with 1500 simulations were run, once with the values of the DYNHYD input parameters α and n1 … n6 uniformly distributed and again with the values normally distributed. The statistical characteristics (range, mean and standard deviations) of the distributions are given in Table 1 and were established from an earlier calibration exercise (von Saleski et al. 2004 ) and comply with the ranges found in the literature. A daily time step for 14 days was chosen for the simulations, which are based on previously calibrated DYNHYD, EUTRO and TOXI models of the lower Saale (selected results were shown in Fig. 3 and 5) .
Calbe weir (Saale, km 20) was chosen for the following analysis since the sensitivities of the parameters to the variables tended to increase with the distance downstream along the river. Figure 8 shows where a longitudinal profile of the sensitivity of discharge, resuspension velocity and settling velocity on the suspended solids is shown. Sensitivities are minimal at the simulation starting point at Trotha (Saale, km 89) and increase towards the confluence (Saale, km 0). The sensitivities level off in the lower third of the studied course. The Calbe weir was also chosen to determine the impact the weir has on parameter uncertainties.
The distributions of the DYNHYD flow at Calbe averaged over all the simulated days are given in Fig. 9 for both the uniform and normal distributed MOCAs. The discharges at Calbe vary substantially due to the different degrees of water acceleration and deceleration induced by varying weir discharge and bottom friction coefficients (α and n, respectively). Also, the distributions of the discharge follow closely the distributions of the input parameters α and n (uniformly or normally distributed). This tendency occurs in all the variables of the models, hence hereafter, only the distributions of the variables obtained from the MOCA simulations using normally distributed α and n will be shown. The distributions for velocity and depth, two variables that are transferred to the EUTRO and TOXI simulations, are given in Fig. 10 and 11 for the upstream and downstream gauges at the Calbe weir, respectively. The distributions for the lower gauge closely resemble the distributions of the input parameters α and n. However, the ranges and standard deviations of both U and d for the upper gauge are very narrow compared to the lower gauge. This is due to the damming effect of the weir which restricts the velocity and water stage to a very narrow range. The flow velocities increase abruptly downstream from the weir when the damming effects are surpassed. Mean velocities increase from 0.46 m/s (upper gauge) to 0.53 m/s (lower gauge). The variation in depth for the lower gauge is 25 cm, which is approximately ±6% of the mean of 1.93 m. A summary of the means, standard deviations and coefficients of variation (CV) are given in Table 1 . A large CV indicates a higher uncertainty in the corresponding parameter or variable. The large CVs of U and d for the lower weir gauge compared to the upper gauge also cause the CV of the reaeration coefficient, k2, to be larger than the CV for k2 at the upper gauge. The CV between the upper and lower gauges for all other studied variables did not differ significantly.
Although the variations in k2 were large for the lower gauge, the O2 concentrations did not follow suit as would be expected. This is due to the high oxygen saturation (95%) during this sampling period. The more saturated the water is with oxygen, the less effect k2 has on the oxygen concentrations (see equation 4). Distributions of O2 for the upper and lower gauges at Calbe weir are shown in Fig. 12 . Additional O2 is transferred to the water as shown in the shift in the mean from 9.24 (upper gauge) to 9.32 mg/L (lower gauge). The upper range of the O2 distribution for the lower gauge appears to be cut off at 9.4 mg/L. This is the 100% saturation concentration of in the water at this temperature and will not be exceeded. Oversaturation is unlikely for the conditions on hand, and is only simulated if algal growth is very high.
The mean suspended solids also increases slightly as the water passes over the weir (see Fig. 13 ). This is due to the increased sedimentation in the backed-up deeper and slower moving water upstream from the weir. A modelling exercise of the lock-and-weir system shows that there is increased resuspension immediately downstream from the weir which causes the suspended solids concentration in the water to increase.
Both chlorophyll a (Chla) and inorganic phosphorus (IP) have large CVs. Phosphorus is the limiting nutrient during this sampling period and its transport will have a larger effect on phytoplankton growth than nitrogen.
Uncertainty Analysis Comparison between DYNHYD and EUTRO Parameters
A MOCA comparison was also made between the effects: i) the two DYNHYD parameters have on EUTRO variables (this study), ii) the four most identifiable EUTRO parameters have on these variables (see Schlehf and Lindenschmidt, In press) (the most identifiable parameters are the parameter combination which is most sensitive to the system as a whole and has the least dependency and co-linearity between them [Reichert and Vanrolleghem 2001] )-these parameters are the nitrification rate, mineralization rate of phosphorus, phytoplankton respiration rate and half-saturation constant for nitrogen; and iii) all 21 EUTRO calibration parameters have on these variables (see Schlehf and Lindenschmidt, In press) .
A comparison of the CVs of the EUTRO variables obtained by varying only the two DYNHYD parameters or varying only four or all of the EUTRO parameters is given in Fig. 14 . For most variables, there is an increasing trend in the CVs when more parameters are implemented in the MOCA. This is due to the increase in the number of varying parameters in the model which leads to an increased spread in the distributions of the simulated results. An exception is nitrate due to the very high NO3
-concentrations (>4 mg/L) found in the water. Hence, this substance reacts more to the water transport than to biological factors (see equation 3). Little reaction was found in the C-BOD and ON variables when using only the four most identifiable parameters for the MOCA. The parameters influencing C-BOD and ON are only sensitive to these variables and are not very identifiable to the system in its entirety. The variability in O2 and Chla is approximately the same for the MOCA using the four identifiable EUTRO parameters and the MOCA using the two DYNHYD parameters. Hence, uncertainty in the hydrodynamic parameters can contribute a significant amount of uncertainty in the water quality modelling. This implies that the parameters characterizing the morphology of the river can contribute almost as much variability in the water quality constituents as the biological factors. This shows the significant impact morphological effects may have on the water quality of a river this size.
Uncertainty Analysis with DYNHYD Parameters and Boundary Conditions
The MOCA with the normal distributed parameter settings was repeated and extended with a normal distribution setting for the variation in the flow discharges at the boundaries. Flows are calculated from current velocity profiles along the cross-section of the river and the main sources of error in the calculations are (Herschy 1995): i) current meter reading (up to ±4%; Waterways and Navigation Bureau, Magdeburg, Germany, pers. comm.), ii) mean flow calculations using a velocity-area method (up to ±4%), and iii) stage-discharge relationship (up to ±2%).
Assuming the covariance between the errors is negligible, a maximum error range of up to ±10% can occur in the discharge input data. This error range is justified when comparing the flows calculated from the Calbe gauge with those calculated from the gauge at Grizehne, which is 3 km downstream of Calbe. There are no significant water withdrawals or emissions between the two locations. The daily flows from each gauge are shown for 2001 in Fig. 15 , with the percentage difference in the flow values. It is quite clear that the deviations fluctuate 68 Lindenschmidt et al. between -10% and +10%. There also appears to be a systematic error since the Calbe values are higher than those at Grizehne for base flow conditions, whereas the reverse occurs during flooding. For each MOCA run, every discharge value was incremented or decremented with a deviation selected from a normal distribution (mean = 0.0; range from -0.1 to +0.1; standard deviation = 0.05, which corresponds to the distribution having approximately 90% of the values lying within this range). An example of the variations around the input data is shown for the flow boundary at the confluence in Fig. 16 . Each box-whisker bar represents the 1500 data values used for the Monte Carlo runs.
The means of the distributions of the hydrodynamic output variables Q, U and d remained approximately the same, when compared to the parameter-only MOCA (see Table 1 ). The standard deviations, and hence the coefficient of variations, approximately doubled for all variables at the Calbe gauge, which is to be expected since more factors are now being varied in the model causing a larger range in the output variables. For the lower gauge, only the CV for Q doubled with the CVs of U and d remaining unchanged. This indicates the buffering potential the weirs have on the variation in current velocity and water stages as water flows through the system. The means of the distributions for all the EUTRO variables also remain approximately the same for both gauges at Calbe. An exception is k2 with a slight decrease of 7% for the upper gauge. Surprisingly, all CVs decrease at both gauges by as much as a factor of two for all the variables with the exception of NH4 + , whose CV increased by a factor of ten. This is primarily due to the input of the Bode river, the largest and most immediate upstream tributary from the Calbe weir, that has a diluting effect of the river water, since its concentrations of the sampled substances are lower than in the Saale river. The exception is ammonium, which has concentrations up to five times of those found in the Saale. Hence, dilution of substances will decrease the deviation of the simulated output distributions; concentrating will increase the deviation.
Conclusions
The WASP5 modelling system was successfully embedded in the HLA environment. Considerable savings in programming expenditure with model coupling using this architecture was realized compared to conventional programming techniques.
The extended uncertainty analysis shows that for water quality issues, errors in the hydrodynamics modelling can propagate and accentuate in the water quality modelling. For certain water quality constituents, the contribution of uncertainty from the hydrodynamic parameters, which also describes the morphological characteristics of the river, can be quite significant.
The uncertainty in the flow readings used as input for the boundary conditions also has an effect on both the hydrodynamic and water quality variables. The variation of the former tended to increase with increased variation in the boundary conditions. The variation on the water quality constituents depends also on the concentration of the corresponding substance loading from the tributaries. Dilution effects by the tributary tended to decrease the variation in the water quality variables. When the concentrations in the tributaries are higher than in the main river, the output variations increased.
The variation in the weir discharge and roughness coefficients increased the variation in mean velocity upstream from the weir and water stage downstream from the weir. The variations in the boundary flows were buffered by the weirs. Differences in the variations in the water quality constituents between upstream and downstream gauges at a weir were not significant.
