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The quantum groups GL,(n) and X,(n) are defined as pairs of Hopf algebras, 
and it is shown they are absolutely connected. When 4 is a root of 1, some quantum 
analogue of the Frobenius map and some related finite quantum groups are 
introduced and their simplicity is studied. 6 1992 Academic Press, Inc. 
INTRODUCTION 
Let G be an algebraic alline group over a field k. There are two Hopf 
algebras naturally associated with G. One is A = O(G), the Hopf algebra of 
functions on G, or the Hopf algebra representing G. The other is 
U = by(G), the hyperalgebra of G, or the Hopf algebra of distributions on 
G [DG, II, Sect. 4, 6.11 (the universal enveloping algebra of the Lie algebra 
of G if k has characteristic zero). These Hopf algebras are combined with 
each other by two canonical Hopf algebra maps 
x: U+ A’, $:A-+U’ 
which are adjoint with each other, where ( )’ denotes the dual Hopf 
algebra [S, Sect. 6.21. The map x is always injective. The map II/ is injective 
if and only if G is connected [Tl, 0.3.1(g)]. 
Let us regard G as the triple (A, U, ( , )), where ( , ) denotes the 
pairing (a, x> =x(a)(x) = ~%)(a), a E U, x E A. This viewpoint will be 
convenient when we deal with quantizations of algebraic afflne groups. 
Let G= GL(n). It is known that both Hopf algebras A= O(G) and 
U = by(G) admit natural quantizations A, and U,, qe k”. The Hopf 
algebra A, is generated by the entries of a universal n x n q-matrix and the 
inverse of its q-determinant [M, Sect.1.6; FRT; T2, Sect. 21. The Hopf 
algebra U, was first introduced by Drinfel’d [Dl] and Jimbo [J] in case 
q is not a root of 1, and then constructed by Lusztig [L] in its general 
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form as a q-analogue of the Kostant form [K]. It is implicit that there is 
a canonical pairing on U, x A,, i.e., there are canonical Hopf algebra maps 
1: U,-+ A$ *:A,+U; 
adjoint with each other. We will define GL,(n) as the triple (A,, U,, ( , )). 
(Note that when q = 1, A, reduces to A, but U, is slightly bigger than U, 
since U, includes some grouplike elements). In general, we define a 
quantum group over k (or over a commutative ring) to be a pair of two 
Hopf algebras with a Hopf pairing between them (Section 1) (cf. [Mj], 
too). 
In this paper, we state basic properties of CL,(n) and &C,(n) as pairs of 
Hopf algebras. It is almost trivial that algebraic groups GL(n) and XL(n) 
are connected (or irreducible). One of our main results (Section 4) tells that 
the quantum groups G&(n) and SL,(n) are connected over arbitrary 
commutative rings. This means the map $: A, -+ Ui is injective. 
(When the base ring is a field of characteristic zero and q is not a root of 1, 
there is another representation-theoretic proof CUTS]). Our proof uses a 
triangular decomposition of GL,(n) and reduces to the case of triangular 
quantum groups. 
In the classical case, the map x: U + A0 is injective, while its quantiza- 
tion x: U, + Ai is not necessarily injective. However, we show (Section 2) 
there is a nice characterization of U, by means of A, if n = 1. It is a 
q-analogue of the construction hy(G,) yielding a rather easy description of 
U, (of G&(l)), especially when q is a root of 1 (see Examples 2.6, 2.7). 
In last two sections (Sections 5 and 6) we study G&(n) and S&(n) at 
roots of 1 over a field k. Let 1 ( > 1) be the order of q2 and put q = q’ 
(= + 1). We show (Section 5.2 and Proposition 5.3) there is a canonical 
homomorphism of quantum groups over k 
F: G&(n) -+ G&(n) 
(a q-analogue of the Frobenius map) if I is odd. (The A-part of F exists if 
we replace q by 4’ even if 1 is even. However, this corresponds to no Hopf 
algebra map of the U-parts). Roughly speaking, F sends a q-matrix 
X= (xii) to the q-matrix X(‘)= (xf,) (an q’-matrix if 1 is even). The map F 
commutes with the quantum determinant, i.e., we have 
det,(X(‘)) = (det,(X))‘, 
and F induces a homomorphism X,(n) + X,(n). 
We construct (Sections 5.4 and 5.5) some finite quantum subgroups 
GLk’l(n) and SLk’l(n) (I arbitrary). (Their U-parts are constructed by 
Lusztig [L2].) These subgroups are slightly bigger than the kernel of F if 
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I is odd. When 9 = 1 (then 1 is odd), these finite quantum groups have 
degenerate Hopf pairings, hence we can introduce some smaller quantum 
finite groups GLifl(n) and X:“(n) with non-degenerate Hopf pairings. 
We say a finite quantum group is tight if it has a non-degenerate Hopf 
pairing (i.e., if the maps x and $ are isomorphisms). If q = - 1, then 
GLL’](n) and X;‘](n) are tight, and if v] = 1, then GLiO(n) and SL:fl(n) are 
tight. In Section 6, we determine all their tight quotient quantum groups. 
We regard a usual (abstract) finite group as a constant tight quantum 
group. Our main result (Theorem 6.4.3) tells that every quotient tight 
quantum group of the above quantum groups is either constant or a 
quotient by a central constant subgroup, if n > 2 or I> 2. In the exceptional 
case (n, I) = (2, 2), there are more tight quotients (Theorem 6.4.5). There is 
the largest central constant subgroup C of SLta(n) which consists of 
matrices q’l with gin = 1. Hence C is cyclic of order the greatest common 
divisor of n and 1. As a corollary, it follows that the quotient tight quantum 
group SLifl(n)jC is simple tight, i.e., it has no non-trivial quotient tight 
quantum group if q = 1, while SLb”(2)/{ f I} is simple tight if v] = - 1 and 
1 is odd. (Note that I is odd in both cases). 
During preparation of the paper, the author found some overlap of 
materials with [PW] such as triangular decomposition (Section 3.6), the 
q-analogue of the Frobenius map, and related finite quantum groups. The 
relevant proofs are omitted in the text in order to avoid redundancy. 
1. QUANTUM GROUPS AS PAIRS OF HOPF ALGEBRAS 
We work over a commutative ring in Sections 14, and over a field in 
Sections 5 and 6. We follow Sweedler’s book [S] for generalities on 
coalgebras and Hopf algebras. The comultiplication and the counit of a 
coalgebra will be denoted by A and E, and the sigma notation 
A(c)=c c(,,Qc,,, 
((.I 
will be used in some places. The antipode of a Hopf algebra will be denoted 
by S. 
The concept of a subcoalgebra and a Hopf subalgebra is subtle when we 
work over a commutative ring. As a subcoalgebra of a coalgebra C over a 
commutative ring R, we mean a submodule D such that (i) D @ P + CO P 
is injective for any R-module P (0 denoting OR) and (ii) A(D) c D 0 D. 
(D @ D + CQ C is injective by (i).) It follows that D, is a subcoalgebra of 
C, (= TO C) for any base extension R -+ T. 
The concept of a Ho&pairing was ‘introduced in [T3, p. 151 and plays 
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a role in quantum group theory (see [ FRT, Mj ] ). We recall the concept 
below. Let A and U be Hopf algebras over R. A linear map 
is called a Hopf pairing if we have 
(i) (ah x> =& (4 x~~~)(~~ -q2,>, 
(ii) (4 XY> =I&, (q,,, x>(q2,, y>, 
(iii) (1, x) = E(X), 
(iv) (a, 1) = E(U) 
for a, b E U, x, y E A. (It follows that 
(v) (4 f-w)) = <S(a), x>.) 
These conditions imply that the maps 
x: U+ A*, $:A--+U*, 
where x(u)(x) = $(x)(u) = (a, x), are algebra maps. If R is a field, these 
give rise to Hopf algebra maps 
x: U+ A’, $:A+U’ 
which are adjoint with each other [S, Sects. 6.0 and 6.21. Conversely, such 
a pair of Hopf algebra maps determines a Hopf pairing. 
By a quantum group over a commutative ring R, we mean a triple 
G=(A, u, ( , >I, 
where A and U are Hopf algebras over R, and ( , ) is a Hopf pairing on 
U x A. We will write A = A(G) and U = U(G). The quantum group G is 
connected if the algebra map 
$:A+U* 
is injective. 
Let Gi= (Ai, UJ (i= 1,2) be quantum groups over R. By a morphism 
G, + G,, we mean a pair 
f = (f:f.)Y 
where f : A, + A, and f.: U, -+ U2 are Hopf algebra maps such that 
<f.(a), x > = (4 f-(x) >? UE lJl,x~A2. 
The quantum groups over R form a category. 
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Let G = (A, U) be a quantum group. If U’ is a Hopf subalgebra of U and 
J a Hopf ideal of A such that (U’, 1) = 0, then G’ = (A/J, U’) inherits the 
structure of a quantum group. Such a quantum group is called a quantum 
subgroup of G. 
If R + T is a homomorphism of commutative rings, we have a quantum 
group over T 
G,= (A.3 u,) 
(with A,= TO A, etc.) by base extension. If G’ is a quantum subgroup of 
G, then Gk can be regarded as a quantum subgroup of G,. 
In Section 3, we will define GL,(n), our main object of study, as a quan- 
tum group over R, = Z[q, qP ‘1 (with q an interminate), as well as its 
quantum subgroups S&(n), T:(n), and T;(n). If we are given a 
homomorphism of commutative rings RO + R, we have a quantum group 
GL,(n), over R and its quantum subgroups 5X,(n),, T:(n),. In this 
notation, we consider q means the image of q in R. Thus these quantum 
groups are associated with the pair of R and its unit q. 
2. QUANTUM G, 
Here is the simplest and a typical example of quantum groups. The mul- 
tiplicative group over R, = Z [q, q- ‘1 is represented by the Hopf algebra 
A = R,[X, X-l], 
where X is a group-like element. To quantize it, let 
U,=K[T, T-l], 
where K= Q(q) and T is a group-like element. Define a Hopf pairing on 
U, x A, by setting ( T, X) = q. The quantum multiplicative group GL,( 1) 
is defined as a form of the quantum group over 
G&t 1 )K = (Ata UK). 
Let U be the R,-subalgebra of U, generated by 
i-nTpqn-iT-I 
qi-q-i 
K 
T and 
(n 2 0). 
The elements [ z], T [ 11 (n > 0) form a free R,-base for U [L2, 
Lemma 2.211. One sees U is a Hopf algebra form of U, (cf. [L2, 
Prop. 4.81). In fact, we have 
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(2.1) 
Here and in the following, the Gaussian polynomial [;I, is defined by the 
substitution T= qm in [ z]. (Equation (2.1) follows from [L2, 2.3, (g9), 
(glo)], and (2.2) follows from (2.1). Note that C4fiT] = [ ‘;‘I in Lusztig’s 
notation.) 
The pair of Hopf algebras A and U gives rise to a quantum group 
G&( 1) over R, with the induced Hopf pairing. (Note that (U, A) c R,.) 
It is easy to see G&(l), is connected for any base extension R, + R. 
The Hopf algebra U is a q-analogue of the hyperalgebra hy(G,). We will 
clarify the meaning in the following. The dual R,-module A* is an 
A-module in a natural way. If we view T and [T] as elements in A * via 
x: U-+ A*, we have 
Xc. T = qcT, F[;]=[“y (cEZ,nEN). 
Recall that hy(G,) is the R,-subalgebra consisting of all elements a in A* 
such that (X- 1)“. a = 0 for some n > 0, and it has a free R,-base ( fi), 
n 3 0, where 
(See [T4, p. 1841.) We quantize the polynomial (X- 1)” as follows: 
2.3. DEFINITION. We put 
n-l 
qs,-l(x)= n (X-q*i+l-” )= f [z] (-l)“P-“, n&l. 
i=O “=O 4 
This is (X- 1)” if q= 1. 
For i = 0, 1, let Cci) be the R,-submodule of all a in A* such that 
+6,(X). a = 0 for some m > 0 with m = i mod 2. (Note that 4, divides 4, if 
n < m and n = m mod 2). The R,-module Cci) is identified with the union of 
the dual R,-coalgebras (A/($,(X)))* (m > 0, m E i mod 2). Hence it has an 
R,-coalgebra structure. If q = 1, we have C(O) = C(l) = hy(G,). 
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2.4. LEMMA. The elements T’ Cnci] (0 < i< n) form a free R,-base for 
w(bzw)))*. 
Here, we regard T and [z] as elements in A*. 
Proof. First, we claim these elements belong to (A/#,(X)))*. In fact, by 
(2.1) or by [L2,2.3, (g4)], we have 
,ql+m-nTm+l [nT1] if n>O 
=o if n =O. 
Hence 
i (XmqV-n).Ti T [ 1 =O n-i (Odi6n). j=i 
This implies the claim. To see they form a free base, consider the 
(n+l)x(n+l)matrix 
Since this is invertible as an upper triangular matrix with invertible 
diagonal entries, the assertion follows. Q.E.D. 
We will compare C (O), C(l) with U. Note that x : U -+ A* is injective, 
since so is xK. One sees U is a h/(2)-graded algebra if we let 
deg(T)= 1, (mod 2). 
Let U(j) be the ith component (i = 0, 1). It follows from the above lemma 
that Cci) is the image of Uci), hence we have 
x. u= U(O)@UU) = , c(O) @ CC’) c A *. 
This is an isomorphism of coalgebras, since so is xK. The fact that x is an 
algebra map means we have 
c(i)c(i) c c(i+i) in A* (i, jE Z/(2)). 
Hence we have the following conclusion. 
2.5. PROPOSITION. (a) The direct sum C”‘@ C(I) is a subalgebra of A*. 
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(b) The coalgebra and algebra structures on C”‘@ C”’ make it into a 
Hopf algebra over R,. 
(c) The algebra injection x : U + A* induces an isomorphism of Hopf 
algebras U N C(O) @ Cc1 ‘. 
This allows us to identify GL,,( 1) = (A, C’o’@ C”‘), where the pairing 
arises from the inclusion C(O) @ C(I) -+ A* (which is identified with x). Let 
R be a commutative R,-algebra (with q denoting the image of q in R). This 
viewpoint will be convenient to specify GL,( 1 )R = (AR, CE’ @ C$‘), since 
C$) can be regarded as an R-submodule of (A,)* (i = 0, 1). (But note that 
xR: C$‘@ Ct’ + (AR)* is not necessarily injective.) 
2.6. EXAMPLE. Assume q2 = 1 in R. We have 
d,- l(X) = w-4’-m)m, 
hence 
[3,=Y(1+m)‘.(r) (m,nEN). 
It follows that 
[~=(yT)“(~ intAR)*. 
This allows us to identify C$‘= T’hy,(G,,,) in (AR)*. Hence, we have 
u, = R< T) 0 hy,(G,), 
where R(T) denotes the group Hopf algebra of a group (T) of order 2. 
2.7. EXAMPLE. Let R be a field. 
(i) If q is not a root of 1, we have 
UR= R[T, T-‘1 
and x is injective. 
(ii) If q is a root of 1, we have 
UR = R< T> 0 hy,(G,J 
and T has order 2 times the order of q2. The map x is injective if q has even 
order, but has Hopf kernel R( T”) of rank 2 if q has odd order m. 
These facts follow by specifying C(R) (i = 0, 1) in each case. We leave it to 
the reader. 
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3. G&(n) AND S&(n) 
Construction of the quantum group G&,(n) and its quantum subgroups 
X.,(n) and T$(n) will be given. Let R, = Z[q, q-l]. 
3.1. A(GL,(n)) [D2, M, T2, FRT, PW, TT] 
An n x n matrix Z with entries in an &,-algebra is called a q-matrix if it 
satisfies the following conditions: 
(a) If (a,, . . . . a,) is a row or a column of Z, we have 
ajai = qaiaj (1 di<j<n). 
(b) If (F 5;) is a 2 x 2 minor of Z, we have 
bc = cb, da-ad=(q-q-‘)bc. 
This is equivalent to saying that the n2 x n2 matrix (Z@Z)(Z@Z) 
commutes with the q-twist 
z,=qCE,QEij+ 1 E,QEji+(q-4-l) C Eii@Eii (3.1.1) 
I 
with matrix units E,. 
i#j icj 
Let M,(n) be the &-algebra defined by generators xij (1~ i, j < n) and 
the relation which tells that X= (xii) is a q-matrix. It is a polynomial 
algebra in xii relative to an arbitrary total ordering [PW, (1.3.5.1)]. This 
means if wi, . . . . wN (N = n’) is an arbitrary arrangement of xii (1 < i, j < n), 
then the monomials ,;(I) . . NJ?“‘), e(i) E N, form a free &-base. ([PW] 
works over a field, but its arguments hold over commutative rings.) 
If R, -+ R is a base extension, we obtain a polynomial algebra M,(n), 
over R. It is easy to see it has no non-zero divisor if R is an integral 
domain. 
There is a bialgebra structure on M,(n) such that 
” 
d(X,)= C XikQXkjY &(XJ = 6,. 
k=l 
The q-determinant of X is defined to be 
det,(W (or WI,)= 1 (-q)-‘(B)~lo(l)...~n~(n), 
LT E S” 
where I( ) denotes the number of inversions. It is a central group-like 
element in M,(n), and the localization M,(n)[det;‘] becomes a Hopf 
algebra, i.e., has an antipode. We define 
A(GL,(n)) = M,(n)[det; ‘1. 
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One sees det, is a non-zero divisor in M,(n), for any commutative 
R,-algebra R. It follows that the canonical map M,(n),-+A(GL,(n)), is 
injective. (In other words, M,(n) is a subbialgebra of A(GL,(n)) in the 
sense of Section 1.) 
3.2. U(GL,(n)) [Dl, J, L] 
Let K= Q(q). Let U, be the K-algebra defined by generators gi, g;’ 
(1 <idn), ej,f, (1 <j<n) and the relations 
gi gi ’ =g,:‘g,= 1, gi gk = gk gi, 
giejg;' =q6Yp6i.,+1 ej, gifig,~l=q~61,+*l.,+Ifi, 
ejfi-fiejEsjl 
gjgJ<'l- gJ"gj+ 1 
4-e 
ej e, = el ej, f;f1=f,f; if lj-- II > 1, 
eje,-(q+qp’)eje,ej+e,e,2=0, 
fi’fl-(q+q-‘)fjfrfi+f,f,2=0 if [j-Z1 = 1. 
(1 <i,k<n, 1 <i, Z<n in the above). 
There is a Hopf algebra structure on U, such that we have 
d(gi)=giOgi, d(ej)= 1 @ej+ejOgjg,~+‘l, 
d(fi)=g~“gj+~Of,+fj019 
4gJ = 1, .s(ej) = I = 0, 
(3.2.1) 
(3.2.2) 
(3.2.3) 
(3.2.4) 
(3.2.5) 
s(gi)= g;‘, S(e,) = -ejg,-‘gj+ 19 s(fi) = -gj gJ<‘l sj. 
(Our coalgebra structure is opposite to CL]). 
The Hopf algebra U, has the following Lusztig form U. Let U be the 
R,-subalgebra of U, generated by gi, [ $1, ejN), fjN' (1 < i < n, 1 < j < n, 
0 < N), where 
fJ” 
flN'= [N,! 
N qs-rp with [N]! = n ~ 
.s=l cl-4P 
(See Section 2 for [ $1.) The structure of U is fully studied in [L2]. We 
have a triangular decomposition 
u=u-@uQ@u+ (with @ over R,), (3.2.6) 
where U” (resp. U+, resp. U-) is the R,-subalgebra generated by gi, [ $1 
(resp. ejN), resp. fj!“‘). (To compare with [L2, Thm. 4.51, note that 
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which are elements in U”.) Each of U”, U+, and U- is a free R,-module 
and we have U, = KQR, U. We see U is a Hopf algebra form of UK by 
(2.1), (2.2), and 
d(ejN)) = 5 q-v(N-v) ej”)Q gJg,<", e/!N-v), 
tJ=O 
"=O 
We define U(GL,(n)) to be the Hopf algebra U. 
3.3. The Pairing on U(GL,(n)) x A(GL,(n)) 
Let U = U(GL,(n)) and K = Q(q). There is a representation 
LY : U, + M,(K) defined by 
4 gi) = t qS%, a(ej)=Ej,j+ 1, dfj) = Ej+ 1.j 
s=l 
with matrix units E,. One sees a(U) c M,(R,). Let us write 
a(a) = 1 ag(a) E,, aE U, 
i,i 
with aii E U*. If we put Z = (av), an n x n matrix with entries in the algebra 
U*, one checks that (ZQI)(IQZ) commutes with the q-twist zq (3.1.1). (It 
was necessary for this purpose to use the opposite coalgebra structure to 
[Ll].) We can extend X~H aij into an R,-algebra map M,(n) + U*. The 
adjoint map U + M,(n)* is also an R,-algebra map. This follows easily by 
noting 
aii(ab) = i aik(a) akj(b), aii(l)=dii (a, b E U). 
k=l 
In particular, the group-like element det, in M,(n) goes to an algebra map 
U -+ R. which is always invertible (since U has an antipode). The algebra 
map extends to 
A(GL,(n)) = M,(n)[det;‘] + U* 
yielding a Hopf pairing between U= U(GL,(n)) and A(GL,(n)). This 
pairing is characterized by the identities: 
< gi, xk,) = sk,q6tk, ([~],Xk,)=61h6ki6ik> 
( ejN’, xkl) = 61N sjk sj+ 1,/y U-jN’, xk/) =61N sj+ I,ksjl 
(1 <i, k<n, 1 <j<n,O<N). 
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The data in Sections 3.1-3.3 give rise to a quantum group GL,(n) 
over R,. 
3.4. XL,(n) 
Let U(SL,(n)) be the R,-subalgebra of U(GL,(n)) generated by g,g,;‘, , 
-1 g, gj+ , , ejN), fj“” (1 <j-y n, 0 d N). It is a direct summand &-sub- 
module containing all [I”%+‘] [LZ], and is a Hopf subalgebra. It is easy 
to see 
(U(SL,(n)), det, - 1) = 0. 
Hence, if we let A(SL,(n))=A(GL,(n))/(det,- l), this gives rise to a 
quantum subgroup X,(n). 
The q-determinant can be regarded as a homomorphism of quantum 
groups G&(n) --+ GL,( 1) consisting of 
A(GL,(l)) (=R,[X,X-‘])~A(GL,(~)),XH~~~, 
and U(GL,(n)) -, U(G&(l)), 
ecN) H a,,, fjN’ H do,, gi w T, I [;I-[J 
with the canonical generators T, [i] for U(GL,( 1)) (Section 2). The quan- 
tum subgroup Z,(n) is identified with the kernel of this homomorphism. 
3.5. T;(n) 
Upper and lower triangular q-matrices form quantum subgroups T:(n) 
and T;(n). In the decomposition (3.2.6), Uo@ U+ and U- @ U” are Hopf 
subalgebras of U ( = U(GL,(n))) (direct summand R,-submodules). These 
Hopf subalgebras give rise to quantum subgroups T:(n) and T;(n), 
together with Hopf ideals (x,, i>j) and (xii, i<j) of A(GL,(n)). 
Diagonal q-matrices form a quantum subgroup of GL,(n) or X.,(n). It 
is identified with the direct product of n or n - 1 copies of GL,( 1). 
3.6. Triangular Decomposition 
This means the product map 
T;(n) x T,-(n) + GL,(n) 
which consists of 
(a) d:A(GL,(n))~A(T,f(n))OA(T,-(n)), 
(b) mult: U( T,’ (n)) @ U( T; (n)(n)) -+ U(GL,(n)) 
(0 over R,). The map of (b) is surjective (3.2.6) and the map of (a) is split 
injectiue [PW, (11.1.1.1 )]. This fact will play a role in the next section. 
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4. CONNECTEDNESS 
We show quantum groups CL,(n) and SL,(n) are absoutely connected 
(or irreducible) (Theorems 4.4 and 4.11). This means for any commutative 
R,-algebra R, the quantum groups over R, GL,(n), and SL,(~Z)~ are 
connected, i.e., having injective $ : AR -P (U,)*. First we show T,‘(n) are 
absolutely connected (Theorem 4.3). Then we use the triangular decom- 
position (Section 3.6) to deduce the assertion. 
We deal with T:(n). (The case of T;(n) is similar). Let Y= ( yU) be the 
generating matrix for A(T:(n)). It is upper triangular. Let g,, [ $1, and 
ejN) (1 < s < n, 1 Q t < n, 0 < N) be the canonical generators for U( T: (n)). 
There are elements eii (1 < i < j 6 n) in U( T,’ (n)) such that 
ei=ej,;+,, Ce+ ejkl, = eik if i<j<k, 
where [x, yly=xy -qyx. The divided powers ey’= [A’]!-’ e: belong to 
U( Tl (n)) [L2, Lem.l.61. One verifies easily 
de,=l@ev+ C (1-q2)ei~Og,g~P’e,i+eVG0g,g,~‘. (4.1) 
i-cscj 
For upper triangular matrices 
M= (WC j)), <i< jGny Mi,j)E N, 
NE (N(i, A), <iG j<n, N(i, i)EZ, N(i, j)E N (i< j) 
we define elements e(M) in U(T:(n)) and yN in A(T,(n)) as 
ew) = e(m.. . ewI) 7 YN = yN” . . . yN1, 
where 
ew’l = ef,M(““H . . . eyJy+ 11) gi [ 1 M(i, i) ’ 
YN~ = y$Tisi) . , . y;(La) (1 <i<n). 
Note that y,,, . . . . ynn commute with each other and are units, since 
det, Y= y,, . .. y,, is invertible. The set of all yN form a free R,-base for 
A(TJ(n)). The following identity is a key to prove T:(n) is absolutely 
connected. 
4.2. PROPOSITION. Let 
(eW), y”) = fi N(k’ k, [ 1 ’ n sMCi.j). N( , ’k-1 M(k,k) 4 i<j 
4X11147/2-9 
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First, we use this identity to prove: 
4.3. THEOREM. The quantum groups T:(n) are absolutely connected. 
Proof. Let us work over a commutative R,-algebra R. Let C cN yN be 
in the kernel of 
$: A(T,+(n)), -, (u(T,‘(n))R)*. 
By multiplying by a suitable power of y ,, . . . y,,, we can assume N(i, j) E fV 
for all 1 < i < j < n, if c,,, # 0. Choose an element N, among N with c,,, # 0 
so that N,(l, l)+N,(2,2)+ ... + N,Jn, n) has the largest value. Then it 
follows from Proposition 4.2 that 
0 = (ecNO), c ‘N YN > = cNo, 
a contradiction. Similarly, T;(n) is absolutely connected, too. Q.E.D. 
4.4. THEOREM. The quantum group GL,(n) is absolutely connected. 
Proof: Let R be a commutative R,-algebra. We have a commutative 
diagram 
4GL,(n))R d A(T,+(n))R04T;(n))R 
I 
II, 
I 
i+si- 
(U(GL,(n)),)* mult* CU(T:(n))RO u(TJ(n))Rl*7 
where $’ denote the $-maps for T:(n). Similarly as in the above proof, 
one sees $ + 0 $ - is injective. Since A is injective (Section 3.6), it follows 
that I++ is injective. Q.E.D. 
We proceed to prove the identity in (4.2). Let A =A( T,‘(n)) and 
U = U( T,’ (n)) in the following. There is a measuring action [S, p. 1393 
where we use the sigma notation (Section 1). 
4.5. LEMMA. y,-eej,N)=e'$p') (i<j,O<N). 
Proof: We have 
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since 
It follows from (4.1) that y,, - eU vanishes unless s = t or t = j. Hence it is 
enough to sum up over all (si, . . . . sN- r) of the form (i, . . . . i, j, . . . . j) with 
p - 1 copies of i and N - p copies of j (1 < p < N). Since 
y, - eii = qe,, y, - eil = 1, yjj-eii=q-‘e,i, 
it follows that 
y,-eL!)= [N]!-’ f q2p-1--Ne~p1=e~!-1)s 
p=l 
Q.E.D. 
4.6. LEMMA. (ek"),yr)=d,, (i<j,M,NEN). 
Proof It follows from Lemma 4.5 that 
y!J - e:Y = 
e!~-w 
O’I 
if MdN 
otherwise. 
Hence (ei!“), yt) = ( yr - e:!), 1) = CC?,,,,. Q.E.D. 
The quantum group T,‘(n) has two copies of T,‘(n - 1) as quantum sub- 
groups, and there are corresponding projections T:(n) -+ Tz (n - 1). More 
precisely, let A’ (resp. A”) be the Hopf subalgebra of A generated by y, 
and yikl for j, k < n (resp. for 1 < i, k). Let U’ (resp. U”) be the Hopf sub- 
algebra of U generated by g,, [ $1, ejN) for s < n, t < n - 1 (resp. for 1 < s, 
1 < t). The pairs (A’, U’) and (A”, U”) together with the induced pairings, 
form quantum groups isomorphic to T: (n - 1). Recall the definition of 
homomorphisms of quantum groups (Section 1). 
4.7. PROPOSITION. There are Hopf algebra maps 
nA, : A + A’, nA” : A + A”, 
IT,.: U-P U’, 71”“: u+ U” 
such that the following pairs form homomorphisms of quantum groups : 
(A,, u,) (~.d7ind) , (A, u) (in4w) , (A,, u,), 
(A,,, u,,) (w.incl.) , (A, u) (idw) , (A,,, u,,), 
and that the composites of the homomorphisms are the identities. 
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Proof. It is enough to define rc,,, and 7~~~ as 
7143 - id on A’, 
Xx( Yin) = 6, (i<n), 
rr”,=id on U’, 
7tu,(g,)= 1, ?ru, = n,,(e(;Y_),) =0 (0 < NJ, 
and nASS and rrUSS similarly. One checks easily that these Hopf algebra maps 
satisfy the required properties. Q.E.D. 
Note that the proposition means we have 
(a, x> = (nuda), x> if aeiJ,xEA’, 
= <a, n,&) > if acU’,xEA 
(and similar identities for U” and A”). 
Let B’ (resp. B”) be the subalgebra of A generated by yin and y,’ (resp. 
by yn and y;‘) for 1 d idn. Let v’ (resp. V”) be the subalgebra of U 
generated by g,, [ “,“I, and eif,“’ (i < n) (resp. by g,, [g], and e!y’ (1~ i)). 
Note that V’ is N”- l-graded if we let 
deg(ei:)) = (0, . . . . h, . . . . 0), 
deg(g,) = deg ([ I> g = (0, . . . . 0). 
4.8. LEMMA. (i) (Z@ xA8) d(x) = x 0 1 if x E B’. 
(ii) (Z@ nU.) d(a) = a@ gi’ ...gz:\ ifaE V’ ofdegree (s,, . . . . sapI). 
Proof: It is enough to check the identities for the canonical generators. 
Part (i) is easy, and to see (ii) one can discuss over K= Q(q) and take g, 
or e, as a. In the latter case, use (4.1). Q.E.D. 
4.9. LEMMA. We have 
(ab,xy)=(a,x)(gi’...gF:‘,b, y) 
lj”aE V’ of degree (s ,,..., s,-~), bEU’, XEB’, and yeA’. 
Proof. If c E U, we have 
@,x)=C ( c, xc,,)<4 ~,&p))) = Cc, x> db) 
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by Lemma 4.8(i). Hence 
Cab, XY> = 1 Gql)b(l)? xxq,)b(2)~ Y> =c (ql)v x)(q,,h Y>s 
This equals 
c (%P x)(nu,(q2)) b, Y> = (a, x>(g;‘... &r:b, Y> 
by Lemma 4.8(ii). Q.E.D. 
The following identity is proved in the same way. Note that no gradation 
is required. 
4.10. LEMMA. We have (ub,xy)=(u,x)(b,y) if UEU’, bEV”, 
x E A”, and y E B”. 
We are ready to prove Proposition 4.2. 
Proof of Proposition 4.2. We use induction on n. First, we apply 
Lemma 4.10 to identify 
(ec”), y”) = (ec”n). . .ec”2), yNn.. . yN2)(e(MI), yN1), 
where the induction hypothesis is applied to evaluate the first factor. Hence 
we have only to evaluate the second factor 
(M(n)). . . (‘+m)) eln g1 e12 [ 1 N(l)... M(1) ’ yll 
where M(i) = M( 1, i) and N(i) = N( 1, i). Note that we have 
N(n)... Yin N(l)- Yll -4 X,<,N(i)N(j) N(1). . . N(n) Yll Yin . 
We can apply Lemma 4.9 to yield 
(M(n)). . . (W2)) 
e1, 
g1 
e12 [ 1 N(n). . . M(1) ) ylfl N(l) Yll 
ew(n- 1) . . . eww g1 
l,n-I 12 [ 1 W-l)... M(1) 3 Y1.h1 
The first factor is dMC,), NCnj by Lemma 4.6, and the second factor is seen to 
equal 
qXi~n N(i) M(n) (Mn- 1)) . . . (M(2)) 
e1,.-1 e12 
Hence the assertion follows from the induction hypothesis. Q.E.D. 
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Finally, we show Z,(n) is absolutely connected. This follows similarly 
as in the classical case. Let us generalize the notion of a homomorphism of 
quantum groups. Let R be the base ring. By a weak morphism of quantum 
groups over R, G, -+ G2, we mean a pair of R-linear maps 
f’: NG,) --t A(G,), f.: WC,)-+ U(GJ 
such that we have 
(f.(a), x > = (09 f’(x) >Y UE U(G,), XEA(G,). 
(Compare with Section 1). If we have another weak morphism 
(h’, A.): G, + G2, it is easy to see the pair (f’ * h’,f, * h.) is also a weak 
morphism G, + GZ, where (f’ * h’)(x) = C~‘(X,~,) h’(x(,,) [S, p. 691. 
4.11. THEOREM. SL,(n) is absolutely connected. 
Proof: Recall that the quantum determinant gives rise to a 
homomorphism of quantum groups GL,(n) + GL,( 1) (Section 3.4). On 
the other hand, there is a homomorphism of quantum groups 
GL,( 1) -+ GL,(n) given by 
XH 
X-’ 
1 i .I. . . 1 
Let (f’, f.): GL,(n) + GL,(n) be the composite homomorphism. One sees 
easily that the weak morphism 
(f’ * id, f. * id): GL,(n) + GL,(n) 
factors through the quantum subgroup SL,(n). Let the induced weak 
morphism be (h’, h.) : GL,(n) + SL,(n), which is the identity on &5,(n). 
Over any commutative R,-algebra R, we have a commutative diagram 
&q(n)), “, Cw%/(mJ* 
I 
h‘ 
I 
(h.)* 
NGL,(n)), --% CVGL,(n))d* 
in which h’ is split injective. Hence the assertion follows from the connec- 
tedness of GL,(n), (Theorem 4.4). Q.E.D. 
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5. GL,(n) AT ROOTS OF 1 
In the last two sections (Sections 5 and 6) we work over a fixed field k. 
Let q be a root of 1 in k other than & 1. The quantum groups GL,(n)k and 
SL,(n)k will be denoted by GL,(n) and Z,(n) for simplicity. 
Let 1 (> 1) be the order of q2 (not of q), and put 
Thus q = + 1, where v] = 1 (resp. - 1) if and only if q has order 1 (resp. 21). 
Note that the case q = 1 occurs only if 1 is odd. 
We construct a quantum analogue of the Frobenius map (Sections 5.1 
and 5.2 and Proposition 5.3) 
F= (F’, F.): GL,(n) + GL,(n) 
when I is odd. (If 1 is even, there is some difficulty). 
We construct some finite quantum groups GLk’l(n) (I arbitrary) and 
GLiO(n) (when r] = 1) (Section 5.4). (Compare with [L2]). Its properties 
will be studied in Section 6. 
5.1. Case n= 1 and I Odd 
Let us write 
- - 
GL,( 1) = (A, U), GL,U) = (A, U), 
- - 
where A = k[X, X-‘1 and A = k[X, X-‘1 with X, B group-like. Denote by 
T and [c] (resp. T and [c] ) the canonical generators for U (resp. 0) 
(Section 2). Let 
which is a Hopf algebra map. Let i,(X) be the polynomial d,(X) 
(Definition 2.3) relative to q. 
5.1.1. LEMMA. (a) 4,-i(X) = $,_ ,(A”). 
(b) C::l, = C%‘l, (M Na 0). 
(c) [“;“],=O unless 11 v (M, v>O). 
Proof: (a) Since 1 is odd, we have q = $ and 
In- 1 
4,-1(X)= n w-q 
2i+l~‘~)=(x~--l-~)~=~,_,(x’). 
i=O 
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(b), (c) These follow from (a), since 
= (-l)‘X’(M~‘)=~M~l(X’). Q.E.D. 
51.2. PROPOSITION. There is a Hopf algebra map F. : U + u such that 
(a) F.(T) = T, 
(b) F.[A] = [c], F.[ c] =0 unless 11 v. 
The pair (F’, F.) gives rise to a homomorphism of quantum groups 
GL,( 1) -+ GL,( 1). 
Proof: Recall we have 
u = c(O) @ c(l), DC p)@p) 
with C(‘)c,4*, c(i)cA* (P ro osi ion 2.5). Since En - 1 3 n - 1 mod 2, it p ‘t’ 
follows from Lemma 5.1.1(a) that (F’)* maps C(j) into Cci). These maps 
(i = 0, 1) give rise to a Hopf algebra map F. : U + 0. To verify identities 
(a), (b), it is enough to evaluate at X“’ (M> 0). The assertion will follow 
by using Lemma 5.1.1(b), (c). Q.E.D. 
Assume 1 is even. Then q = - 1. If we modify 
in (b), we see the pair (F’, F.) gives rise to a quantum group 
homomorphism GL,( 1) + GL _ 1 ( 1). On the other hand, we can also regard 
F’ as a Hopf algebra map A(GL,( 1)) + A(GL,(l)), and the observation in 
Section 5.2 shows that this signature (1 = $) is necessary for general n. 
There is no group-like element g in U(GL,( 1)) such that (g, 8) = ( T, X’) 
( = rl= - 1). Hence there is no quantum group homomorphism 
GL,(l) + GLI( 1) whose A-part is F’. This is the difficulty which occurs 
when 1 is even, as we mentioned. 
5.2. I;‘: A(GL,r(n)) + A(GL,(n)) (1 Arbitrary) 
The construction of this Hopf algebra map is given by Parshall-Wang 
[PW, I, Sect. 71 independently of the author, in case rl= 1 (hence 1 is odd). 
In order to avoid redundancy, we omit proofs. The following results can be 
proved in a similar method as theirs. (Note that -#= (-q)l to prove 
Lemma 5.2.4 inductively.) 
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5.2.1. LEMMA. Let X= (xv) be a q-matrix with entries in some k-algebra. 
Then XL and x,, commute or anti-commute with each other. 
5.2.2. PROPOSITION. Zf X is a q-matrix, then Xc’) = (xl) is an $-matrix. 
5.2.3. LEMMA. Let X and Y be q-matrices such that each entry of X com- 
mutes with each entry of Y. (Then XY is also a q-matrix [M] ). We have 
(xyp = X(0 yC') 
5.2.4. LEMMA. Zf X is a q-matrix, we have 
IX(‘)l,r= 1x1;. 
5.2.5. COROLLARY. If X is an invertible q-matrix, then XC’) is an inver- 
tible $-matrix with 
X(r)-’ = (X-1)(0. 
It follows from Proposition 5.2.2 and Lemma 5.2.3 that there is an 
injective bialgebra map 
F’: M,/(n) -+ M,(n), XH XC’), 
where X and X denote the canonical generating matrices for M,,(n) and 
M,(n). Lemma 5.2.4 means that 
F’(det,r) = det:. 
Hence an injective Hopf algebra map 
F’: A(GL,r(n)) -P A(GL,(n)) 
is induced by localization. The image is contained in the center if v = 1, the 
case studied in [PW]. Note that q’= q if I is odd. 
Let gi, [z], ejN), fjN’ (resp. gi, [$I, I$~‘, fjN’) (1 <i<n, l< j<n- 1, 
0 6 N) be the canonical generators for U(GL,(n)) (resp. U(GL,(n))). 
5.3. PROPOSITION. Assume 1 is odd. 
(a) There is a Hopf algebra map 
I;.: U(GL,(n)) -+ U(GL,(n)) 
such that we have 
(i) F.ki) = Ei, 
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(ii) F.[fi] = [c], F.(ejlN)) = FjN), F.(fj’N)) =fjN), 
(iii) F.[f] = F. (“I - (e, ) F.(fj”)) = 0 unless I 1 v. 
(Compare with [Ll, Prop. 7.51.) 
(b) The pair (F’, F.) gives rise to a homomorphism of quantum groups 
GL,(n) + G&(n). 
Proof: Let U= U(GL,(n)) and U= U(GL,(n)). Let U”, U’ and Do, 
0’ be the subalgebras defined above (3.2.7). The Hopf algebra map 
F.: U” + 0’ is well defined by Proposition 51.2. One sees the algebra maps 
F.: U’ + 0’ are well defined by verifying relations (dlt(dS), (fl)-(f5) of 
[L2, 2.31. By noting we have 
F.[V:]=[‘t;] or 0 
according to II t or not, one sees relations (hl)-(h6) of [L2,2.3] are also 
preserved. Hence the algebra map F. is well defined. One has to prove 
W’.(a)) = (F.;.oF.)Ma)) 
and 
(a, xlj.> = (F.(a), Xii> (1 <i,j<n) 
for a in U. Here X= (xii) and 8= (Xii) denote the generating matrices for 
A(GL,(n)) and A(GL,(n)). We know both equalities hold on U” by 
Proposition 5.1.2. Hence it is enough to prove the equalities at ejN) and 
fj”‘. This follows from an easy calculation by using (3.2.7). Q.E.D. 
5 4 GL[“(n) and GIL’“(n) . . 
We cinstruct these “r;,ite quantum groups. Compare with [PW, L2]. Let 
G&(n) = (A, U) with canonical generating matrix X for A, and use the 
notations above Proposition 5.3. 
5.4.1. DEFINITION (I Arbitrary). (a) Let UC’] be the subalgebra of U 
generated by g: (1 <i<n), ej,fj (1 <j<n). 
(b) Let A 
(iZ.i)). 
r” be the quotient algebra of A by the ideal (xy - 1, XL 
UC” is a Hopf subalgebra of U and has a base 
(p(i, j), v(i, j)<l, N(s)<21), 
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where fi,. are defined in a similar manner as eii (above (4.1)) by using 
[x, y&l = xy-q-‘yx, and the products are taken _ relative to the 
lexicographical ordering (see [L2, Thm. 5.61 and note that g, has order 21. 
(Example 2.7)). 
AC” is a quotient Hopf algebra of A. To see this, note that the defining 
relation for AC’] tells that X(‘) is diagonal and A’(‘) = X(‘)-‘, and use 
Lemma 5.2.3 and Corollary 5.2.5. Since the defining relation yields that 
det: is invertible, AC’] . 1s in fact a quotient algebra of M,(n). Since xz’- 1 
is central and xb (i # j) commutes or anti-commutes with x,, 
(Lemma 5.2.1), it follows that AC” has a base 
fl xici,j) (A( i, i) < 21, A( i, j) < I if i # j), 
i, i 
where the product is taken relative to an arbitrary fixed total ordering. In 
particular, UC’] and AC” have the same dimension 2”. I”‘. 
5.4.2. PROPOSITION. The pair (A , [I1 UC’]) gives rise to a finite quantum 
subgroup GL[‘l(n) of GL (n) 4 9 * 
Proof: One sees (a,~)=0 if aE{gF,ej,fr} and x~{x~~-l,x~~ 
(s # t)} by an easy calculation (cf. Proof of Proposition 5.3). The elements 
g,?, ej, fj span a subcoalgebra C of UC’], and the elements x E A with 
(C, x) = 0 form an ideal containing x:i - 1, xi, (s # t). Hence x: U + A* 
maps C into A [‘I*, therefore UC’] into A[‘]*. Q.E.D. 
5.4.3. If I is odd, the composite 
GLb’](n) + GL,(n) 2 GL,(n) 
factors through the quantum group 
Ha,, . . . . ~,I/(~: - 11, UT, 3 ..a, ~l/(~t - 1)) 
with ci, zi group-like and (a,, zj) = $0. Thus GLk”(n) is bigger than the 
kernel of F. 
5.4.4. Let q = 1, i.e., I is odd and q has order 1. The elements gie UC” 
and x!. E AC’] (1~ i < n) are central group-like of order 2, and we have II 
(gf- 1, x)=0= (a, xii- 1) (x E A[‘], a E UC”). 
We put 
A afl = A [‘l/(x!. - 1) II 9 u’fl= @/(g!- 1) I 7 
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which are quotient Hopf algebras of dimension l”2. One sees the pair 
(A ufl, ULfl) with the induced Hopf pairing gives rise to a finite quantum 
group GLacn(n) 4 . 
5.5. The previous constructions are compatible with the quantum 
determinant. The q-determinant can be regarded as a homomorphism of 
quantum groups (Section 3.4) 
det, : GL,(n) -+ GL,( 1). 
Lemma 5.2.4 means the Hopf algebra map F’ commutes with the q- and 
q/-determinants. If 1 is odd, we have a commutative diagram of quantum 
groups over k 
GL,(n) -% GL,(n) 
Idetq Idcl, 
GL,(l+ GL,(l). 
It follows that F induces a homomorphism 
F: SL,(n) -, SL,(n). 
We can construct finite quantum groups SLk’l(n) (I arbitrary) and 
SLi”((n) (when q = 1) just as in Section 5.4. To be precise, SLi”(n) has the 
subalgebra generated by gi g,;ll, g ;‘gi+ 1, ei, fi (1~ i < n) as the U-part, 
and the quotient algebra of A [‘I by the ideal (det,- 1) as the A-part. Both 
parts have dimension 2”- ’ . I”- ‘. The construction of SL:Q(n) will be 
obvious. 
6. NEARLY PRIMITIVES AND SIMPLICITY 
Let the notations such as k, q, 1, and 1 be as in Section 5. 
Let G be a finite quantum group over k. This means both A(G) and 
U(G) are finite dimensional. We say G is tight if the Hopf pairing is 
non-degenerate. This is equivalent to saying x : U(G) 3 A(G)* or 
$: A(G) 1 U(G)*. We show GLL’l(n) and SLi’I(n) (resp. GLtO(n) and 
SLiO(n)) are tight if q = - 1 (resp. if 9 = 1). In addition, we will determine 
all their quotient tight quantum groups. 
6.1. Nearly Primitiues 
Let C be a coalgebra over k with coradical filtration Ci, i2 0 [S, p. 1851. 
Assume C is pointed [S, p. 1573, i.e., C,, is spanned by the group-like 
elements G(C). For g, h in G(C), we put 
Pg,JC)= {XEC( d(x)=g@x+xxh} 
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((g, h)-primitives or nearly primitives). It is easy to see 
Pg,,(C)nG=k(g-h). 
Let Pb,h(C) be a k-subspace of P&C) such that 
Pg,h(C)=Pk,h(C)Ok(g-h). 
Then we have [TW] 
C,=C()@ 
( 
0 %h(C) . 
&hEG(C) > 
In general, a coalgebra map f: C + D is injective if so is the restriction on 
Ci [T5, p. 1497, lines l-51. Hence we have: 
6.1.1. LEMMA. Let f: C + D be a homomorphism of coalgebras over k. 
Assume C is pointed. rf the restrictions off on G(C) and on Pg,h(C) 
(g, h E G(C)) are injective, then the map f is injective. 
Let H be a pointed Hopf algebra. Then G(H) is a group and we have 
Pg.,(H) = gf’l,g-dH) = PI,,,-WI g. 
Hence, if we take a complement P;,,(H) for k( 1 -g) in P,,,(H), we have: 
6.1.2. PROPOSITION. Let H be a pointed Hopf algebra. 
(a) Hl= {kO(Og.G(H)P;,g(H))}OkG(H). 
(b) A Hopf algebra map f: H + L (with another Hopf algebra L) is 
injective if the restrictions on G(H) and on P,,,(H) (g E G(H)) are injective. 
Let us write 
GLk’l(n) = (A[“, UC”), SLk’l(n) = (A’[‘], UC’]) 
and use the notations in Proposition 5.3 and Section 5.4. (U’r’] is a 
Hopf subalgebra of UC” and A’[‘] is a quotient Hopf algebra of A[‘] 
(Section 5.5)). 
By definition (Section 3.2), g: (1 6 i d n) are group-like, and ej, fi 
(1 <j< n) are nearly primitives. Since UC” and UC’] are generated by 
these elements, they are pointed. (In fact, U(GLk”(n)) is pointed.) We have 
(see below Definition 5.4.1) 
G(U”“)= {g”, . . . g> 1 0 < si < 21}, 
G( UC”) = {g;’ . . . gz 1 0 6 si -c 21, s1 + ... + s, = 0 (mod 21)). 
481/147/2-10 
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Let H denote the pointed Hopf algebra UC” or I?J’~‘~. We describe all 
non-trivial nearly primitives P;,,(H) (g E G(H)). If g = gj g,-:, (1 6 j < n), 
there are at least two linearly independent non-trivial nearly primitives 
ej, & The following theorem tells that they exhaust all non-trivial nearly 
primitives. 
6.2. THEOREM. Let H be either Uc13 or UC” (1 arbitrary). We have 
PI, ,W) = 
k(l - g)OkejOkg.tj if g= gjg,T'l (1 <j<n) 
41 -g) otherwise. 
Proof: We have a triangular decomposition 
H=H-@HoOH’ 
(see (3.2.6) and below Definition 54.1). The Hopf subalgebras H- @Ho 
and Ho Q H+ are graded over 
P=Na,O ... @NC&, (a free commutative semigroup) 
ifwegivedegreesOtog,* (l<i<n),andocjtoej,fi(l<j<n).ForaEP, 
let H; 0 Ho and Ho@ H,f be the cr-component. One sees H becomes a 
P x P-graded coalgebra (but not a graded bialgebra) if we put 
H,I,=H,@Ho@H; (a, BE P). 
This means 
AH,, = @ Ha., ,j’ 0 Ha.,, 8-. 
O!=a’+u” 
p=fl’+f?” 
For g, h E G(H), P,,(H) is a P x P-graded subspace. To say x E H,, is a 
nearly primitive (i.e., in P,,(H) for some g, h) implies that A(x) is in 
H,,pQHo,o+Ho,oQH.,p. It is not so difficult to see this implies that a = 0 
or b = 0, and that all nearly primitives in Ho,8 are contained in 
Ho @ P(HB+ ), where P(HB+ ) consists of x E Hl with 
A(x)=l@x+xOgp, 
where gB = nj (gig,<],)“’ if B = cj sjaj. (A similar fact holds for H,,.) 
To determine P(HB+), let x = c,M”’ + ... + c,M”) with c, E k and 
ordered monomials MC’) in eii relative to the lexicographical ordering, of 
degree /I (1 G t < r). Let j, be the minimum of j such that eij appears in 
MC’) for some i and t, and let i. be the minimum of i such that eiio appears 
in MC’) for some t. Let N, be the multiplicity of eiojo in Mu), and write 
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MC’) = y, . e$, . z,. By using (4.1), one sees d(x) has a homogeneous 
component of the form 
where N= max(N,), the sum is taken over all t with N, = N, and y,, h, are 
some group-like elements. It follows that x should be of the form ce! if 
XEP(H+) (hence /?=N(q+ ... 
R 
+ mj-,)). If j-i2 1, d(er) contains the 
terms e, @ (gig;’ )“esi (i < s < j). Hence j - i = 1. Noting N < I, it follows 
easily from (3.2.7) that ey is a nearly primitive only if N= 1. We conclude 
P(H;) = 
kei if p=ai(l <i<n) 
0 otherwise. 
Since Ho = kG(H), this allows us to describe all nearly primitives in Ho,p. 
Similarly we can determine all nearly primitives in H,,,. The assertion 
follows from this. Q.E.D. 
When q = 1, we put 
We have 
GL;O(n) = (A IQ, Ualn), SLta(n) = (Afna, U’“O). 
G(ULg)= (g”, . . . g; 1 0 < si < I}, 
G(U”‘4)= {g”, .-.gS:I O<si<Z,sl+ . . . +s,zO(modI)} 
(with gj the image of gi) and the non-trivial nearly primitives in Ufa and 
U’ kfl are described just as in Theorem 6.2. 
6.3. PROPOSITION. If q = - 1, GLi’l(n) and SLk’l(n) are tight. If q = 1, 
GL’O(n) and SLrfl(n) are tight. 4 4 
Proof: Make an n-dimensional vector space with base u,, . . . . v, into a 
right A [‘I-comodule via 
The composite 
&I,)= 5 uic3xjj (1 <j<n). 
i= I 
UC/’ & A[“* p’. M,(k), 
where p* denotes the representation associated with p, is simply the restric- 
tion of the fundamental representation a (Proof of Proposition 3.3). If 
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rl= - 1 (i.e., if q has order 21), one checks easily that cc is injective on 
G( UC’]) = ( g,, . . . . gn) and on P,,,(U[“)=k(l- g)@ke,@kgf; with g= 
gig,<‘, (Theorem 6.2). It follows from Proposition 6.1.2 that x is injective. 
If q= 1, note that x (hence a, too) factors through U[” = Ut’l/( gf - 1). It 
follows by the same arguments that x : U a0 + A Ifl * ( cA[“*) is injective. 
Since the dimensions of UC’] and A [I1 (resp. of Uacn and A iir3) are the same, 
the assertion for GLk”(n) (resp. GLin(n)) follows. One can prove S~5k’~(n) 
(resp. SLiO((n)) is connected in the same way as Theorem 4.11. Hence it is 
tight, too, if rl= - 1 (resp. 1). Q.E.D. 
6.4. Simplicity 
Welixn>l andput 
r= GL”l(n) 4 if II=-1, Z-= G,!,““(n) 4 if q=l, 
r’ = SLC’l(n) 4 if q=-1, r’ = SLua(n) Y if r~=l. 
These are tight finite quantum groups so that we can write 
r= (u*, u), rf = (ut*, uf), 
where U= UC” or Uaa, U’ = Ulc’l or U’Ifl in the previous notation. 
The group of k-points, T(k), is defined to be G(U) or Alg,( U*, k). (T’(k) 
is defined similarly.) We have 
r(k) (=G(U))= (g,> x ... x (g,L 
where gi have the same order as q (i.e., 21 if rl= - 1, and I if rl= 1). Z”(k) 
is the subgroup of T(k) generated by gj g,:+‘r (1 <i < n). We can regard 
T(k) as the group of all diagonal n x n matrices with entries powers of q. 
(Use T(k) N Alg,JU*, k) to see this.) 
An element g = gy . . . gz in T(k) is central in U if and only if gejg-’ 
(=PSJ+’ ej) = ej for all 1 < j < n, i.e., si = . . . = s, modulo order of q. Let Z, 
be the subgroup of all central elements g in T(k), and let Z’,l = T’(k) n r,. 
We have: 
6.4.1. LEMMA. The group r, is cyclic generated by g, . . . g, with the 
same order as q. The order of r,l is the greatest common divisor of n and the 
order of q. 
We can think that Z, consists of matrices q’Z with the identity matrix I. 
If G is a finite group, we regard G as a tight quantum group with 
structure 
A(G) = U(G)*, U(G) = UGI, 
where k[G] is the group Hopf algebra of G. 
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Hence, T(k) (resp. T’(k)) can be identified with a quantum subgroup of 
f (resp. r’). 
For a subgroup G of f,, we define the quotient quantum group f/G as 
A(f/G) = U(f/G)*, U(f/G)= iJ/(g- 1, geG). 
Since G consists of central group-like elements, we have 
U(f/G) = U- Q k[T(k)/G] @ U+ 
with U* the f-parts of U, and Theorem 6.2 can be extended to U(T/G). 
If G c r,l, we can construct f I/G similarly. 
We are interested in quotient tight quantum groups of r and r’. T/G 
and T’/G are such examples. 
Let r be the quotient group of T(k) by the condition 
g+ . . . =g; 
and let r’ be the image of T’(k). It is easy to see 
i=- 2/(21)x (;2/(2))fl-l, i=’ N (‘z/(2))“- l if ‘I=-1, 
F- N Z/(I), i=‘= (1) if q=l. 
6.4.2. LEMMA. There is a surjective homomrophism of quantum groups 
Ir:r-+i= 
whose U-part vanishes at ej, fi (1~ j < n). This yields K: r’ + P’. 
Proof Since both r and i= are tight finite, the homomorphism n: is 
determined by its U-part. One verifies easily that the quotient Hopf algebra 
of U by the ideal (ei, fj, 1 <j < n) is identified with the group Hopf algebra 
k[i=]. Q.E.D. 
6.4.3. THEOREM. Assume n > 2 or I > 2. Let 
be a surjective homomorphism of tight quantum groups over k. (By surjective, 
we mean its U-part is surjective.) Then either 4 factors through n (A is a 
quotient group of F in this case), or 4 is the projection r+ T/G for some 
subgroup G of r,. The same assertion holds for r’, too. 
Before proceeding into the proof, we state a consequence. If r, + i= 
(resp. ri + P) is surjective, it follows that r/r, (resp. r’/r,l) has no 
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non-trivial quotient tight quantum group. We may call it a simple tight 
quantum group. 
6.4.4. COROLLARY. Assume n > 2 or I > 2. Let C be the cyclic group of 
all n x n matrices of the form q’l with gin = 1. (C = Z,! in the previous 
notation). 
(a) SLin(n)/C is simple tight zfn = 1. 
(b) SL32)/{ +I} is simple tight tf n = - 1 and if 1 is odd. 
In fact, ri + P’ is surjective precisely in the above cases. In addition, 
r, + i= is surjective if q= 1 and if n and 1 are relatively prime. However, 
r/r, becomes isomorphic with F/r; in this case. 
In the following, we will identify every tight quantum group with its 
U-part. In particular this means we think 4 is a surjective Hopf algebra 
map U = u(r) + U(d). 
Proof of Theorem 6.4.3. We begin with some observations available to 
both r and r’. 
(i) Zf &ei) or qS(fj) equals zero, then d( g;g,<*i) = 1. This follows from 
(3.2.3) by noting q* # 1. 
(ii) Assume 4( gjgJ;21) = 1. Then &ei) = r$(fi) = 0 zf lj- iI = 1, and 
&ej) = #(J;) = 0 if l> 2. This follows by using (3.2.2) and noting q4 # 1 if 
I> 2. 
(iii) Zf #(ej) = d(h) = 0 f or some 1~ j < n, then 4 factors through 71. 
This follows from (i), (ii). 
(iv) Zf $( g) = 1 for some group-like element g outside Zc (or Z,l), then 
d(ej) = d(fj) = 0 for some 1 ,< j< n. Hence (iii) is the case. (This follows 
easily). 
(v) Assume n > 2 or l> 2. Zf $(ej) or &fi) is zero for some 1 < j < n, 
then 4(ej) = 4(&.) = 0 for that j. This follows from (i), (ii). Hence (iii) is the 
case. 
Assume 4 does not factor through n. Let G be the group kernel of 
4: Z(k) + A(k). It is contained in r, by (iv). (We deal with the case of I’. 
The case of r’ is similar.) We have &ej) # 0, b(h) # 0 for all 1~ j < n by 
(v). Let 
be the induced homomorphism. We claim it is an isomorphism. We will 
apply Proposition 6.1.2 to show the Hopf algebra map 4: U(T/G) + U(A) 
is injective. Let H= U(T/G). Then 4 is injective on the group-likes G(H). 
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To verify the injectivity on the nearly primitives, we assume first the 
elements gj g,:>, (1 < j < n) are distinct in T(k)/G ( = G(H)). Then we have 
if g = Sj g,Y+‘I, and trivial otherwise. One sees the elements 1 -g, ej, and gf, 
have distinct weights relative to the conjugate action by T(k)/G (or 
T’(k)/G). (Let gj- 1 g,:’ or gj+ i g,;12 act if n > 2, and let gig];“, act if 
I > 2). It follows that 4 is injective on P,, g (H) with g = gj g,;ll. Hence 4 is 
injective by Proposition 6.1.2. Next, assume gj g,:+il (1 < j < n) are not dis- 
tinct in T(k)/G. One sees this occurs only if n = 3, I= 3, and r~ = 1. For 
g=g,g;‘=g,g;’ (in W)/G), Pi,,(H) has a base I- g, el, e,, gf,, gf2 
of weights 1, q*, q*, qp2, qp2 relative to the conjugacy by g. It is easy to 
see 4 is injective on ke, @ ke, and on kfl 0 kf2 (use (3.2.3)). Hence 4 is 
injective on P,,,(H), and we can apply Proposition 6.1.2 again. Q.E.D. 
If (n, I) = (2,2), there are quotient tight quantum groups of other forms. 
Note that q has order 4. The kernel of T(k) -+ P is the subgroup of r, of 
index 2, and i=’ = T’(k)/r,‘. In addition, e, and fi have distinct weights 
relative to the conjugacy under g, and the same weight relative to g, g;l. 
Hence we have: 
6.4.5. THEOREM. Let (n, I) = (2, 2). 
(a) Let A be a quotient tight quantum group of GLb*](2). Either A is 
of the form described in Theorem 6.4.3, or U(A) is one of the four quotient 
Hopf algebras 
(of dimensions 16, 16, 8, 8, respectively). 
(b) Let A’ be a quotient tight quantum group of SLk2’(2). Either A’ is 
of the form described in Theorem 6.4.3, or U(A’) is the quotient Hopf algebra 
U’l(cel+&fli) (with g=g,g;‘) f or some c, dE k with (c, d) # (0,O) (of 
dimension 4). 
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