The local momentum space expansion for the real vector field is considered. Using Riemann normal coordinates we obtain an expansion of the Feynman Green function up and including terms that are quadratic in the curvature. The results are valid for a non-minimal operator such as that arising from a general Feynman type gauge fixing condition. The result is used to derive the first three terms in the asymptotic expansion for the coincidence limit of the heat kernel without taking the trace, thus obtaining the untraced heat kernel coefficients. The spacetime dimension is kept general before specializing to four dimensions for comparison with previously known results.
I. INTRODUCTION
Since the introduction of the local momentum space method into quantum field theory in curved spacetime by Bunch and Parker [1] , the technique has been used in a variety of different applications. The original application was to consider the renormalization of interacting quantum fields [2] [3] [4] [5] [6] and to study the renormalization group behaviour of gauge theories in curved spacetime [7, 8] . It has also been used in part to calculate the dependence of the one loop effective action on the scalar curvature and demonstrate curvature induced asymptotic freedom [9, 10] . It has been used to study the Wigner function in curved spacetime [11] , and to obtain an expansion of the effective action at zero [12] and finite temperature [13, 14] .
The application to Kaluza-Klein theory was given in [15] [16] [17] . More recently it has been used to investigate quantum gravitational effects on gauge coupling constants [18, 19] , and directly related to the present paper was one of the methods used to calculate heat kernel coefficients for non-minimal operators [20] .
The purpose of the present paper is to extend the local momentum space technique for the Green function to the case of real vector fields with a general gauge parameter. These results can be used to check the possible gauge dependence in calculations, and can in some cases be used to justify the standard choice of the Feynman gauge. We will also generalize some of the results of [20] to the case of the untraced heat kernel coefficients for the real vector field for a non-minimal operator. Most previous attention has focussed mainly on the case of traced heat kernel coefficients. (See for example, [21] [22] [23] [24] [25] [26] .) An exception is [27] for electromagnetism in four spacetime dimensions, and [28] where general, but extremely lengthy, expressions are given for the untraced coefficients. The results that we quote below agree with those of [20] when the trace is taken, and are valid for any spacetime dimension.
The four dimensional special case reproduces the results of [27] and [21] .
As a particular application of our results we will re-examine the anomalous trace of the stress-energy-momentum tensor, T µν , for the quantized Maxwell field, and comment on the R controversy. The regularization and renormalization of T µν for the Maxwell field has a long and controversial history which is briefly reviewed in [29] . Of particular relevance to the present paper are [27, [30] [31] [32] [33] . We will comment more on this in Secs. V and VI.
The outline of our paper is as follows. Sec. II sets out a review of the general formalism that we use to obtain the local momentum space expansion of a general Green function.
Expressions are obtained for the first few terms, including all those necessary to compute the first three untraced heat kernel coefficients. In Sec. III we specialize to the real vector field and evaluate the first three heat kernel coefficients. A number of limiting cases of physical interest are presented and comparison is made with some previously known results as a check on the calculations. In Sec. IV we consider the local momentum space expansion for the Maxwell field. Sec. V applies our results to the evaluation of the trace anomaly for electromagnetism and comments are made on the interpretation in Sec. VI where our results are discussed briefly. The calculations are quite lengthy and some of the more cumbersome results are given in the appendices.
II. GENERAL FORMALISM
Consider a generic Bose field ϕ i (x). Here i represents any type of indices. In the case we will look at the index will be a vector field index, but the formalism does not require this and we can be more general at this stage. Suppose that we use ∆ i j to represent the relevant differential operator for the field ϕ i . We choose a Riemannian spacetime metric, take the spacetime dimension to be N, and adopt the curvature conventions of [34] . For the case of the real vector field that is the focus of this paper we have
Here q is some real parameter that comes from the gauge fixing in the quantum theory, and Q µ ν is some function of x with the indicated transformation properties under general coordinate transformations. In the special case of Maxwell theory, Q µν = R µν which leads to considerable simplifications. We will keep Q µν general at this stage.
The heat kernel K i j (x, x ′ ; τ ) for the differential operator ∆ i j is a solution to The usual Green function G i j (x, x ′ ) in (2.5) is related clearly to the auxiliary Green function
The relation between the auxiliary Green function and the heat kernel is
which can be recognized as a one-sided Laplace transform [35] . The inverse of this, giving the heat kernel in terms of the auxiliary Green function, can be obtained as
Here c is chosen to be a real constant smaller than the lowest eigenvalue of the differential operator ∆ i j and the contour is closed in the right hand side of the complex s-plane. It is easily verified, using (2.5), that the heat kernel obeys (2.2). The boundary condition (2.3) follows by using the expansion of the Green function in terms of eigenfunctions of the operator ∆ i j . We will be interested in the case where 
12)
When there is no ambiguity we will omit the component indices i and j and deal with the coefficients in (2.10) as matrices. Without loss of generality we can assume A βα = A αβ . The method that we will adopt makes use of the local momentum space approach of Bunch and
Parker [1] to calculate the auxiliary Green function in (2.6). Introduce normal coordinates at the point x ′ with x µ = x ′µ + y µ . The coefficients in (2.10) can all be expanded about
These are not the most general possibilities for these expansions, but are sufficient to deal with the vector field case of the present paper. The absence of a linear term in y α in (2.14)
can be understood as a consequence of the fact that in examples of interest to quantum field theory A αβ depends only on the spacetime metric whose expansion in Riemann normal coordinates has the first non-trivial term quadratic in y α . (See the result in (2.11) for the vector field and the expansion for g µν in (3.8) .) The absence of a zeroth order term in (2.15) arises because B α involves the connection whose Riemann normal coordinate expansion begins at order y α . (See the expression for the vector field in (2.12) and the expansion for Γ λ µν in (3.9) .) The Green function, that obeys (2.6), is Fourier expanded as usual, The aim now is to use (2.10) making use of the expansions (2.14)-(2.16) in (2.6) and use the local momentum space expansion (2.17) for the auxiliary Green function. The factors of y µ 1 · · · y µn that occur in these expansions can be dealt with by using 18) followed by partial integrations with respect to p to remove derivatives from the exponential factor. The following result is obtained (indices i and j suppressed)
The next step is to assume an expansion for G(p; s) that is
We will define G 0 (p; s) by 
The terms of order p
The equations that we have found for the different orders can be solved recursively. We first solve for G 0 using (2.21) for a given A µν 0 . This then determines G 2 from (2.22) and G 3 from (2.23). G 4 is found from (2.24) and the knowledge of G 0 and G 2 . It is clear how higher order terms could be obtained, although with increasing algebraic complexity.
Because of (2.22) we can immediately write down
where
26)
Obviously it is not strictly necessary to split the terms in G 2 up as we have done but it does prove helpful in doing so in order to demonstrate the source of various terms in the heat kernel coefficients, as well as to isolate any sources of calculational error.
Similarly from (2.23) we have
Finally from (2.24) we have
36)
37)
38)
We will consider a direct link between the expansions we have been considering and the heat kernel coefficients defined in (2.4) in the following section.
III. HEAT KERNEL COEFFICIENTS
If we take x µ → x ′µ in (2.9) and then substitute the local momentum expansion (2.17)
we have
It is now possible to see that if we use the expansion (2.20) then
The proof of this assertion makes use of a rescaling of s → τ −1 s followed by
The crucial feature that makes (3.2) true is that G 0 as defined in (2.21) obeys the scaling
When calculating the heat kernel coefficients it is advantageous to adopt a local orthonormal frame by introducing the N-bein e a µ (x). This is defined so that
The inverse N-bein e a µ (x) satisfies
so that
Spacetime indices are raised and lowered with the spacetime metric g µν and its inverse as usual; orthonormal frame indices, that we use the indices a, b, c, . . . for, are raised and lowered with the Kronecker delta. Any tensor can be referred back to the orthonormal frame by converting its spacetime indices to orthonormal frame indices with suitable Nbeins. The advantage of using the N-bein formalism is that it avoids the use of the bivector of geodetic parallel displacement that plays a role in DeWitt's [36] calculation of the heat kernel coefficients. We will comment more on this point later.
A. Riemann normal coordinate expansions
In order to obtain the expansion of the Green function in Riemann normal coordinates we will need the expansions for the metric tensor, Christoffel symbol, and N-bein. These are, using x µ = x ′µ + y µ with x ′µ viewed as the origin of the Riemann normal coordinate system, 
The N-bein e a µ (x) is defined in terms of e a µ (x ′ ) by parallel transport along the geodesic that connects the origin x ′µ to x µ . This is how the expansions in (3.10) and (3.11) were calculated (using (3.9)). It also explains the relationship between the N-bein formalism and the bivector of geodesic parallel displacement. The orthonormal frame components of a vector field A µ (x) are given by
This must be the same as we find at the point x ′ if the N-bein, or equivalently the tangent space basis vectors, are defined through parallel transport. This gives the relation
Combining (3.12) and (3.13) shows that
The expression e a µ (x)e a ν (x ′ ) can be interpreted as the bivector of geodesic parallel displacement. There is an obvious inverse relation to (3.14). There is no need to use the bivector of geodesic parallel displacement explicitly if the N-bein formalism is adopted. We will return to this in Sec. IV.
We can write the Green function as Here we have used 20) and defined
Note that we have been careful to symmetrize the second term of (3.16) in µ and ν. Also, if we assume that Q νµ = Q µν is symmetric, then Q ab = Q ba will also be symmetric. The semicolon on the N-bein denotes the spacetime covariant derivative rather than the full covariant derivative which must vanish. So for example,
The full covariant derivative of e a µ involves the spin connection (ω µ ) ab . The full covariant derivative of e a µ is given by
Making use of (3.21) gives
This last result can be used to eliminate the spacetime covariant derivatives in (3.18) and (3.19) in terms of the spin connection and its derivatives which allows some simplifications in obtaining the Riemann normal coordinate expansions of B and C, although the results in (3.18) and (3.19) can be used equally well. The expansion of (ω µ ) ab in Riemann normal coordinates can be shown to be
All curvature terms appearing on the right hand side of (3.25) are evaluated at the origin x ′ of the Riemann normal coordinate system.
This gives sufficient results to evaluate the expansion of A, B, C in Riemann normal
coordinates and to read off the coefficients needed in the expansion of the Green function as described in Sec. II. The necessary results are summarized in Appendix A.
B. Auxiliary Green function expansions
From (2.21) if we use (A1) it can be seen that (with e a µ evaluated at
where we have defined
We now use this result in (2.25)-(2.28) along with the relevant expressions for A, B, C taken from (A1),(A5) and (A8). The result turns out to be given by
As usual, all terms on the right hand side are evaluated at the origin of RNC, x ′ . It is advantageous to do the tedious calculations here and in what follows with Cadabra [37, 38] .
The much lengthier expressions for G 3 and G 4 are given in Appendix B.
C. Laplace transforms and momentum space results
The aim now is to use the results for the terms in the expansion of the Green function found in (3.26), (3.29) and (B2) to find the first three heat kernel coefficients. The result for G 3 is not needed here, although it will be needed in Secs. IV and V. From our results it is clear that we first need to evaluate the inverse Laplace transform of powers of S in (3.27) and T in (3.28). We will define
where we will take
and define
It is now possible to set up a recursion relation that allows us to calculate L nm in terms of
For L 11 we find
This is sufficient for determining the necessary inverse Laplace transforms when n, m = 0.
If m = 0 we have
In a similar way, when n = 0 we have
We have therefore reduced the evaluation of L nm into a simple recursive procedure.
From the results found for L nm it should be clear that when the momentum integration is considered we encounter more complicated expressions than is found in the non-minimal case when q = 0 and a single exponential factor is obtained. We now encounter expressions
(terms with an odd number of momenta will integrate to zero.) It is now necessary to consider convergence of this expression. The exponential factor ensures convergence as p → ∞. As p → 0 the integrand behaves like p 2n−2k and there is a factor of p N −1 from the volume element. The integral in (3.38) is only convergent at the lower limit if 2k < 2n + N. In cases where 2k ≥ 2n + N the integral in (3.38) will diverge. However the overall expression for the heat kernel coefficient cannot diverge. This means that there will be integrals that separately diverge but that when combined are convergent. The situation is completely analogous to
where a and b are both assumed to be positive (or to have positive real parts if they are complex). The integral on the right hand side exists since the integrand vanishes exponentially fast as τ → ∞ and is integrable around τ = 0 because of the difference of the two exponentials. If we split up the integral in (3.39) into two separate integrals then each integral will diverge at the lower limit; yet the combined expression in (3.39) is convergent and is easily seen to be given by
We will discuss this in more detail below.
By symmetry we must have
for some coefficients J(k, n; τ ). Here δ µ 1 ···µ 2n is expressed as the sum of products of n Kronecker deltas with all possible pairings of indices. For example,
We also have the recursive result that
where theμ k means that the index corresponding to k is omitted from the sum. There are (2n − 1) terms in the sum. For later use we record that
By contracting both sides of (3.40) with δ µ 1 µ 2 , and making use of (3.41) it can be seen that
This gives us a reduction formula that we can use to reduce J(k, n; τ ) to J(0, n ′ ; τ ) for some n ′ < n provided that the original expression is convergent. Noting that 43) completes the recursive definition for J(k, n; τ ).
If the original expression (3.40) is not convergent then we can only reduce J(k, n; τ ) to J(k ′ , 0; τ ) for some 1 ≤ k ′ < k which is a divergent integral. However as already mentioned there must be another expression of a similar structure such that the combined expression is convergent, analogous to the simple result in (3.39). The calculation of E 2 involves
It is possible to show that, assuming N = 2,
In the special case of N = 2 it is possible to evaluate the integral in the first line directly and to show that the result agrees with what is obtained by taking the limit of (3.44) as N → 2. The fact that J(1, 0; τ ) and J(1, 0; (1 − q)τ ) only occur in the combination
which is given by the finite expression (3.44) is a useful check on any calculation.
The calculation of E 2 also involves J(2, 0; τ ) and J(2, 0; (1 − q)τ ). This time the finite result does not simply involve the difference. Instead we find that
where 46) assuming N = 2, 4. In the special cases of N = 2, 4 a direct evaluation of the integrals occurring on the left hand side of (3.45) agrees with taking the limit of (3.46). (Both limits are of course finite as expected.)
Because the expression for G 0 in (3.26) does not involve the curvature explicitly, we would expect that the result for the first heat kernel coefficient E 0 µν should agree with that found in flat spacetime. The relevant expression is the k = 0 case of (3.2).
From (3.2) with k = 0, and using the expression (3.26) for G 0 ab we have
The definition of L nm in (3.30) has been used here. Next we use (3.34) and (3.35) to find
The momentum integration is performed using (3.38) and (3.40) to find
The Kronecker delta that arises in the integration has been used to reduce the N-bein terms to δ ab . Now use the recursion relation in (3.42) with (3.43) to find
This is in complete agreement with a simple flat spacetime calculation as expected.
With k = 1 in (3.2) we have
where G 2 ab is given by (3.29) . This is still sufficiently simple to do by hand. The steps are identical to those that we have just described for E 0 above. We will leave out the intermediate steps and simply give the end result after changing from the local orthonormal basis back to the coordinate basis, which is
analogously to the definition of R = R λ λ . The coefficients in this expression are given for a general spacetime of dimension N by
55)
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The results for N = 2 must be found by taking the limit of these expressions as N → 2.
The results in this special case are
58)
59)
60)
For the physically interesting case of N = 4 we find
63)
65)
67) In the second equality for each term we have written the result in terms of the variable
that was used in [21] .
Finally we give the first terms in the expansion about q = 0:
71)
72)
73)
In the q = 0 limit we recover the result for the non-minimal vector field.
F. E 2 µν expression
With k = 2 in (3.2) we have
where G 4 ab is given by (B2). This is clearly rather a lengthy expression to deal with by hand. However the basic method is exactly the same as that which we have described for the lower heat kernel coefficients. Cadabra [37, 38] can be used efficiently to deal with the necessary algebraic complexity. The result turns out to be
+T 223 Q µν .
(3.76)
Q is as defined in (3.53). The coefficients appearing in (3.76) are somewhat lengthy and are given for general spacetime dimensions in Appendix C.
The N = 4 results are also a special case, and coincide with taking the N → 4 limit of (C2)-(C24).
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94)
96)
97)
98)
For evaluating the divergent part of the one-loop effective action only the trace of the heat kernel coefficient is involved. It is straightforward to see from (3.76) that there are 10 independent terms that can be given as
The coefficients t 21 , . . . , t 210 are given in terms of the coefficients T 21 , . . . , T 223 defined in (3.76) and given explicitly in (C2)-(C24). They are
101)
102)
103)
104)
105)
106)
107)
108)
These results were given in [20] with slightly different notation.
As a check on our results we can take the q → 0 limit of these coefficients which should
give the result for the trace of the minimal vector field. (See for example [39] .) It can be shown that
111) 
115)
116)
117)
118)
119)
where we keep the first two terms in the expansion of (3.101)-(3.110) about q = 0. The q = 0 results agree with that for the minimal operator as they should.
In the physically interesting case of N = 4 we find, using the definition (3.70) for com- 
125) The results for the coefficients that do not involve total derivatives agree with [21] . The terms with total derivatives were not needed by [21] and the result here agrees with the evaluation of [20] . Only those terms that involve total derivatives involve the logarithm; thus, the logarithm does not enter into the divergent part of the effective action.
IV. FEYNMAN GREEN FUNCTION EXPANSIONS
In quantum field theory the Feynman Green function, rather than the auxiliary Green function of Sec. III B, is the relevant Green's function for developing perturbation theory.
This is obtained as in (2.7) by taking s = 0 in the auxiliary Green function. This relates T to S with a factor of 1/(1 − q) according to our definitions in (3.27) and (3.28). The expressions for the components of the Green function expansions given in Sec. III B simplify
considerably. In addition, we need to be careful if we want to evaluate G µν from G ab because of the presence of the N-bein factors in (3.15) . It is necessary to use the expansion (3.10) of the N-bein factor of e a µ (x) about the origin of the RNC system at x ′ to obtain the correct terms in the Green function expansion. In addition, we will specialize to the case of Maxwell electromagnetism by taking
This too leads to a simplification of terms from the more general results that we have been considering.
We will define γ as in (3.70) as in [21] . The result for G 2 is
For G 3 we have
3)
The expression for G 4 is still lengthy and is
As a check on either expressions for G 4µν we can calculate the E 2µν coefficient for N = 6
from the pole that arises in dimensional regularization [40] . This comes from taking the normal coordinate momentum space expansions, letting y → 0 and replacing
Here δ αβγµνλ and δ αβγλ are totally symmetrized sums of ordinary Kronecker deltas taken over all distinct index pairs as defined above. The result for E 2µν is one half of the result of this calculation. It takes the form
The coefficients here can be shown to agree with those found in Sec. III F when we let N = 6.
In the case q → 0, which implies that γ → 0, we recover the result for the minimal vector field in agreement with the general results given by [39] for example.
V. TRACE ANOMALY FOR MAXWELL FIELD
As an application of the results found above we will discuss the trace anomaly for the Maxwell field at one loop order. The classical action for the electromagnetic field is
with F µν the usual field strength. To this must be added the gauge fixing condition, that we take to be
and the associated ghost action,
With these choices the one-loop effective action, if computed using the normal assumptions [4] , reads
where ∆ µ ν takes the form of (2.1) with
The special form for Q µ ν given here allows great simplification, the root cause being that the Green function for the electromagnetic and ghost fields are related by a Ward identity [21, 31, 41] . The divergent part of Γ (1) proves to be important in the evaluation of the renormalized stress-energy-momentum tensor. Using the heat kernel expansion and dimensional regularization, with the spacetime dimension N = 4 + ǫ, it follows that the pole part of Γ (1) is given by
Here we have used (3.100) with (3.101)-(3.110) for the vector operator and the well known heat kernel coefficient for scalars given by DeWitt [36] (or the more general expressions given by Gilkey [39] ). The vector coefficients have been simplified using (5.5) and (5.6). (Note that γ = q/(1 −q) = ξ −1 here.) This result agrees with that given by [27] and by [21] . Only the coefficient of R depends on the gauge fixing condition, and it can be ignored because it only contributes a total derivative to the integrand in (5.7); there is no contribution from the R term in (5.7) to the trace anomaly as will be discussed below.(This must be the case if the anomaly is universal because we could choose to work with a Riemannian manifold without boundary for which we can safely ignore integrals of total derivatives. Contributions from the R term to boundary contributions in the trace anomaly is a separate issue that we do not consider here.)
In order to remove the pole terms in the one loop effective action (5.7) it is necessary to include quadratic curvature counterterms to the usual Einstein-Hilbert gravitational action.
We will take
Here all of the coupling constants are regarded as bare quantities that can be expanded in terms of renormalized ones plus counterterms. We will concentrate on dimensional regularization here, so that all counterterms are expanded as a series of poles as N → 4. If we wish to discuss spacetimes of dimension higher than 4 then higher order curvature invariants must be added to (5.8) . For the Maxwell theory there will be no renormalization of λ and κ.
We adopt the viewpoint that the expectation value of the stress-energy-momentum tensor should be defined from the semi-classical Einstein equations. These read
Because of the necessity for the quadratic terms in S G defined in (5.8) there is a contribution to T µν not only from the matter field part of the action, but also from the quadratic curvature terms in (5.8). It follows that 
If we concentrate on just the trace, it is clear that formally without any consideration of regularization that in four dimensions the trace of (5.14) vanishes. However this is a bit too glib because it is not clear that after regularization we have T M ax µ µ = 0. The reason is that with N = 4 + ǫ we have
In order that we end up with zero for this result it is necessary, but not obvious, that F µν F µν not have a pole as ǫ → 0. We will use the local momentum space expansion in the next subsection to show that F µν F µν is finite and hence that T M ax µ µ = 0 as ǫ → 0.
A. Proof that T M ax µ µ = 0 as ǫ → 0
Writing F µν F µν in terms of the gauge field results in
In order to evaluate this expression we define the right hand side using the coincidence limit of a point separated expression, familiar from point splitting regularization. Specifically we define
The symmetrization here ensures that the relation T µνλσ = T λσµν evident from (5.17) holds after regularization. The square brackets in this subsection are used to denote that the coincidence limit x → x ′ is taken, in conformity with standard point splitting regularization notation [42, 43] . We choose to relate all expressions to the origin of normal coordinates x ′ to facilitate calculations. Because the Christoffel connection vanishes at x ′ we have
Because of the presence of the factor of ǫ in (5.15) we only need to evaluate the pole part of T µνλσ and we can do this by using the local momentum space expansion of the Green function found in Sec. IV. It is easy to see from (5.20) that the pole part required for N → 4 is given by
Here G 3 is given by (4.3) and G 4 is given by (4.4). It is worth remarking that this result can also be obtained by an application of Synge's theorem [42] [43] [44] [45] . The calculation of (5.21) although straightforward enough is somewhat lengthy. The pole part makes use of the standard results from dimensional regularization,
The result for the pole part of T µνλσ turns out to be
Using this result we can now evaluate the pole part of F µν F µν using (5.16) to be
This last line follows after a bit of calculation. This means that F µν F µν is finite as ǫ → 0, and hence from (5.15) T M ax µ µ = 0 as claimed. It is worth remarking that had the term in G 3 in (5.21) been neglected a non-zero pole term involving R would have resulted.
B. Trace anomaly
Having just established that T M ax µ µ = 0, it follows from (5.12) that
Suppose that we write
27)
Here α 1 , α 2 , α 3 are coupling constants that contain a finite part and the pole term necessary for renormalization as discussed at the start of Sec. V. Under an infinitesimal conformal transformation described by the factor δω(x), we have
The infinitesimal change in the inverse metric is
The conformal transformation of g is
It is easy to establish the identity
This means we can concentrate on the conformal behaviour of I 1 , I 2 , I 3 in (5.26)-(5.28). the following result is obtained
If we look first at the classical theory, so that α 1 , α 2 and α 3 are finite expressions that describe the coupling to the quadratic curvature terms, then S quad is only conformally invariant for N = 4 if the coefficient of the R term vanishes. This requires the coupling constants to satisfy the constraint (choosing N = 4)
In the quantum theory a natural requirement is to demand that the renormalized coupling constants also satisfy this constraint, although ultimately this is only something that could be determined by observation. The associated counterterms for a λφ 4 theory satisfy this to at least two-loop order (see [40] for example), so this is a reasonable, although not compulsory, requirement. It also means from the renormalization group that the constraint will hold at all energy scales.
There are now several things to notice with the result (5.33) . First of all if we look at the terms in the first line that involve the curvature squared terms, as we let N → 4 only the pole parts of α 1 , α 2 and α 3 will contribute. This part of the expression is directly related to the counterterms in the effective action that were necessary to renormalize it. If no counterterms are required (which is not the case in general) these terms would make no contribution in the N → 4 limit. For the coefficient of the R term, if we assume that (5.34) holds for the renormalized parameters, then the coefficient of the R term for N = 4 is determined solely by the α 2 and α 3 counterterms. An important point is that even if we include a R counterterm in the renormalization of the effective action it does not contribute to the trace anomaly since its conformal change vanishes at N = 4. To put it another way, the R term in the heat kernel coefficient that determines the R counterterm in the effective action at one-loop order does not necessarily correspond to the R term in the trace anomaly.
The counterterms for α 1 , α 2 , α 3 are easily found from (5.7). A short calculation using these counterterms and (5.33) shows that
This is in complete agreement with Brown and Cassidy [30] who established it in the Feynman gauge using dimensional regularization and a heat kernel method, and with Duff [46] .
Our result has been established in a way that shows independence of the gauge parameter and agrees with the result established by Endo [27] and implicit in [21] .
VI. DISCUSSION
In Sec. V we showed that the conformal anomaly for the Maxwell field could be found using our expansions and gave agreement with previously known results. Our demonstration kept the gauge parameter general and it was shown that the result was independent of this parameter. We also showed that the result was not given by the traced heat kernel coefficient for the vector field as, in agreement with [27] , the term that involved R did depend on the gauge parameter. The origin of the trace anomaly was the quadratic terms necessary to renormalize the effective action, and these turn out to be gauge parameter independent in four spacetime dimensions; our results for the necessary counterterms agree with previously known results [21, 27] . Brown and Cassidy [30] give a formal proof that the one loop effective action is independent of ξ; however it is clear from Sec. V that this assumes that total derivatives are discarded. The result that is found for the trace anomaly does agree By taking x = x ′ in (3.16) it can be seen that
Here e a µ appearing in (A1) is understood to be evaluated at the origin of Riemann normal coordinate. We will omit the spacetime argument x ′ except when it is necessary to distinguish it from x.
We now need to evaluate the next terms in the Riemann normal coordinates expansions of (3.16). We use (3.8) and (3.11) to find
Again e a µ appearing in (A1) is understood to be evaluated at the origin of Riemann normal coordinates. If we like the notation can be simplified by replacing the repeated spacetime indices with those for the orthonormal frame. Strictly speaking the result in (A2) should really be symmetrized in α and β; however as the result will always be contracted with a symmetric expression we will not explicitly write out the symmetrized expression.
For the next two terms in the expansion of (A µν ) ab we find 
with a similar note about symmetrization in the indices α, β, γ, δ.
The first three terms in the Riemann normal coordinate expansion for (B µ ) ab are (with a similar warning about symmetrization) 
For (C) ab we need to expand Q ab as well as the geometric terms in (3.19) . The results
The last term should really be symmetrized in α and β as discussed above for the other coefficients.
Appendix B: Expression for the auxiliary Green function
For G 3 we use (2.29)-(2.32), with the relevant expressions for the expansion coefficients given in (A3),(A6)and (A9) to find
The results for S and T are given in (3.27) and (3.28) respectively.
Lastly we turn to the much lengthier expression for G 4 . We use (2.33)-(2.39) along with the result for G 0 in (3.26) and the relevant expressions for A, B, C given in Appendix A. 
