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ABSTRACT
Deriving the strength and direction of the three-dimensional (3D) magnetic field in the solar atmosphere
is fundamental for understanding its dynamics. Volume information on the magnetic field mostly relies on
coupling 3D reconstruction methods with photospheric and/or chromospheric surface vector magnetic fields.
Infrared coronal polarimetry could provide additional information to better constrain magnetic field reconstruc-
tions. However, combining such data with reconstruction methods is challenging, e.g., because of the optical-
thinness of the solar corona and the lack and limitations of stereoscopic polarimetry. To address these issues,
we introduce the Data-Optimized Coronal Field Model (DOCFM) framework, a model-data fitting approach
that combines a parametrized 3D generative model, e.g., a magnetic field extrapolation or a magnetohydrody-
namic model, with forward modeling of coronal data. We test it with a parametrized flux rope insertion method
and infrared coronal polarimetry where synthetic observations are created from a known “ground truth” phys-
ical state. We show that this framework allows us to accurately retrieve the ground truth 3D magnetic field of
a set of force-free field solutions from the flux rope insertion method. In observational studies, the DOCFM
will provide a means to force the solutions derived with different reconstruction methods to satisfy additional,
common, coronal constraints. The DOCFM framework therefore opens new perspectives for the exploitation
of coronal polarimetry in magnetic field reconstructions and for developing new techniques to more reliably
infer the 3D magnetic fields that trigger solar flares and coronal mass ejections.
Subject headings: polarization – Sun: corona – Sun: magnetic fields
1. INTRODUCTION
Solar flares and coronal mass ejections (CMEs) are driven
by the evolution of current-carrying magnetic fields in the so-
lar corona (e.g., Forbes 2000; Priest 2003; Schrijver et al.
2005; Shibata & Magara 2011; Aulanier et al. 2012). Deriving
the three-dimensional (3D) properties of such non-potential
magnetic fields is critical for identifying the mechanism(s)
driving flares and CMEs, as well as for understanding and
predicting their evolution (e.g., Bateman 1978; Hood & Priest
1981; Antiochos et al. 1999; Kusano et al. 2012; Pariat et al.
2017). Hence, measuring the strength and direction of the 3D
magnetic field in the solar coronal volume is fundamental.
Magnetic field information in the solar corona is mostly
derived from the inversion of off-limb polarization measure-
ments associated with the Zeeman and Hanle effects (e.g.,
Harvey 1969; Casini & Judge 1999; Lin et al. 2004; Cen-
teno et al. 2010). The Zeeman effect creates a frequency-
modulated polarization signal sensitive to both the strength
and direction of the magnetic field. Due to the large Doppler
widths of coronal emission lines and the wavelength squared
scaling, the Zeeman effect in the corona is better observed
with infrared (IR) spectral lines (e.g., Judge 1998; Penn
2014). However, the coronal magnetic field is weak, with typ-
ical values of 1 to 10 Gauss, except right above solar active
regions where it can reach up to a few 100 Gauss (e.g., Kuhn
et al. 1996; Lin et al. 2000). The corresponding fraction of
circular polarization in IR lines, such as the Fe XIII lines, is
thus only expected to be of the order of 10−4 (equivalent to a 1
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Gauss magnetic field strength; e.g., Querfeld 1982; Plowman
2014). Accurately measuring the Zeeman-induced polariza-
tion signal in the corona is therefore a challenging task that
will require large aperture telescopes, such as the Large Coro-
nagraph (1.5 meter) on the COronal Solar Magnetism Obser-
vatory (COSMO; Tomczyk et al. 2016) or the 4-meter Daniel
K. Inouye Solar Telescope (DKIST; see Keil et al. 2011, and
references therein).
The Hanle effect is the second main mechanism exploited
for diagnosing the solar coronal magnetic field. This process
modifies the polarization of spectral lines in the presence of a
magnetic field (e.g., Hanle 1924; Sahal-Brechot et al. 1977;
Bommier & Sahal-Brechot 1982; Arnaud & Newkirk 1987).
As opposed to the Zeeman effect, the Hanle effect is a de-
polarization mechanism. It therefore requires the prior ex-
istence of polarization by means of other physical processes
such as, e.g., radiation scattering (e.g., Charvin 1965). Sen-
sitivity of the Hanle effect to the magnetic field can range
from a few milli-Gauss to several hundred Gauss depending
on the choice of spectral line and the strength and direction
of the magnetic field (e.g., Bommier & Sahal-Brechot 1982;
Raouafi et al. 2016). The Hanle effect is hence a powerful
tool for probing the coronal magnetic field, as confirmed by
theoretical (e.g., Judge et al. 2006; Rachmeler et al. 2013,
2014; Dalmasse et al. 2016) and observational (e.g., Ba¸k-
Ste¸s´licka et al. 2013; Morton et al. 2016; Gibson et al. 2017;
Karna et al. submitted) studies with, e.g., off-limb coronal po-
larimetry in the IR Fe XIII lines. Note, though, that routine
measurements of coronal polarization are currently limited to
the IR Fe XIII lines with the Coronal Multi-channel Polarime-
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ter (CoMP; Tomczyk et al. 2008) for which the Hanle effect
operates in the saturated regime (e.g., Casini & Judge 1999).
In practice, it means that the measured linear polarization is
sensitive to the magnetic field direction but not its strength.
Coronal polarimetry with other spectral lines, such as the IR
He I 10830 Å or the UV H I Ly α lines, will be necessary to
further obtain Hanle diagnostics sensitive to the coronal mag-
netic field strength (e.g., Raouafi et al. 2016).
While the Zeeman and Hanle effects offer powerful diag-
nostics of the coronal magnetic field, determining the actual
3D coronal magnetic field from coronal polarimetry remains
a true challenge. In addition to the previously discussed limi-
tations, the solar corona is optically thin at most wavelengths.
It follows that the measured polarization signal is the integra-
tion of all the plasma emission along the line of sight (LOS).
Consequently, it is in general not possible to invert the po-
larization maps into 2D maps of the magnetic field. Further-
more, it is difficult to extract individual magnetic field data
at specific positions along the LOS, even with stereoscopic
measurements whether used on their own or combined with
3D magnetic field extrapolation methods (e.g., Kramar et al.
2013, 2016). In particular, one of the main challenges with
stereoscopic polarimetry relies on the limited amount of in-
formation that can be retrieved from the data, either due to a
limited range in magnetic strength sensitivity at a given wave-
length, or the lack of it for, e.g., the linear polarization signal
measured for the Fe XIII lines. The latter is only sensitive
to the magnetic field direction and further possesses both a
90◦ and 180◦ ambiguity (saturated regime of the Hanle effect;
Judge 2007; Plowman 2014).
Volume information on the vector magnetic field in the so-
lar corona thus mostly relies on the approximate 3D solution
obtained by coupling surface magnetic field maps (so-called
vector magnetograms), derived from photospheric and/or
chromospheric polarimetry, with 3D magnetic field recon-
struction methods. 3D techniques for reconstructing the solar
coronal magnetic field from surface measurements are either
of the nonlinear force-free field (NLFFF; e.g., van Ballegooi-
jen 2004; Wheatland 2007; Wiegelmann & Inhester 2010;
Valori et al. 2010; Contopoulos et al. 2011; Malanushenko
et al. 2012; Amari et al. 2013; Yeates 2014) or the magneto-
hydrodynamics (MHD; e.g., Mikic´ et al. 1999; Inoue et al.
2011; Feng et al. 2012; Zhu et al. 2013) type.
These reconstruction methods differ by the equations
solved, the implemented algorithms, and their treatment of
the vector magnetograms as boundary conditions (e.g., full vs.
LOS vector, pre-processing to create more force-free bound-
ary conditions). As a consequence, the 3D, current-carrying,
magnetic field solution and its properties can strongly vary
from one method to the other. For instance, De Rosa et al.
(2009), DeRosa et al. (2015) and Yeates et al. (2018) reported
variations between reconstruction methods that can reach up
to 200% for the ratio of free to potential magnetic energy, as
well as for relative magnetic helicity, which are key ingredi-
ents for producing solar flares and CMEs (e.g., Low 1996;
Forbes et al. 2006; Tziotziou et al. 2012; Zuccarello et al.
2018). Even the magnetic topology, which can also play a
key role on the stability of the 3D magnetic field configu-
ration (e.g., Gorbachev & Somov 1989; Somov & Verneta
1993; Savcheva et al. 2016), can be strongly affected by the
choice of reconstruction method. This can make it difficult
to determine the role of magnetic topology in the triggering
of solar flares, in particular for events for which some recon-
struction methods may produce a flux rope prior to the flare
(e.g., Amari et al. 2018) when others only produce sheared
arcades (e.g., Jiang et al. 2016).
The present paper is the first in a series that investigates the
possibility of improving the reliability of 3D magnetic field
reconstructions by further exploiting coronal polarimetry. The
methodology we propose and the tools we use are described
in Section 2. Section 3 presents the test-case for which we
test and prove the concept of our approach, using a known
“ground truth” 3D magnetic field to create synthetic observa-
tions. The results of our analysis are reported in Section 4.
Section 5 discusses the applicability, limitations and perspec-
tives of our approach. Our conclusions are summarized in
Section 6.
2. METHOD
2.1. Summary of approach
The general framework we propose to couple existing
3D magnetic field reconstructions with coronal polarimet-
ric observations is the Data-Optimized Coronal Field Model
(DOCFM). It is a model-data fitting approach of the 3D re-
construction of the coronal magnetic field. The DOCFM is
built on the three following general bases:
1. A generative 3D magnetic field model (i.e., extrapo-
lation/reconstruction) parametrized through its electric
currents. This can be done either at the photospheric
boundary (e.g., by means of the transverse magnetic
field or the force-free parameter) or in the volume (e.g.,
for flux rope insertion methods; e.g., van Ballegooijen
2004; Titov et al. 2014, 2018). The generative model
then creates the physical state of the corona (e.g., mag-
netic field, plasma pressure, density, temperature).
2. Forward modeling of coronal polarimetry, in particular
to address the fact that the solar corona is optically thin
and the lack and limitations of stereoscopic coronal po-
larimetry.
3. Finding the set of parameters that minimize a cost
function (or maximize a likelihood function as in Dal-
masse et al. 2016), here the mean squared error between
the polarization signal predicted for the magnetic field
model and the real polarization data.
Figure 1 presents a general chart of the DOCFM approach.
Previous work has demonstrated the sensitivity of polariza-
tion signals in coronal cavities to the 3D magnetic field ge-
ometry (e.g., Judge et al. 2006; Ba¸k-Ste¸s´licka et al. 2013;
Rachmeler et al. 2013, 2014). Our main focus is thus on ex-
ploiting coronal cavities and their IR polarimetric signatures
as observed by CoMP to constrain the 3D magnetic field that
precedes CMEs. The parametrized 3D magnetic field model
we choose to work with is the flux rope insertion method
of van Ballegooijen (2004) briefly presented in Section 2.2.
This method uses the LOS measurement of the photospheric
magnetic field and an analytical model to produce a coronal
flux rope. It is particularly useful for studying coronal cavi-
ties, which are likely associated with 3D magnetic flux ropes
in weak field regions where the LOS magnetic field is still
well-enough above the noise level while the transverse field
is not. The flux rope insertion method is thus better suited
for studying such structures than more traditional extrapola-
tion techniques for which flux ropes arise from the electric
currents associated with the photospheric transverse magnetic
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Fig. 1.— General sketch of the DOCFM framework.
field measurements, and which would likely fail to retrieve
the flux ropes when such measurements are too noisy. Our
choice of synthetic coronal polarimetric data is IR polarimetry
in the 10747 Å Fe XIII-I line, synthesized with the codes of
the FORWARD1 IDL package (see Section 2.3; Gibson et al.
2016). For the minimization, we use an iterative implementa-
tion of the Radial-basis-functions Optimization Approxima-
tion Method (Dalmasse et al. 2016) described in Section 2.4.
2.2. Generative magnetic field model
In the the strong field regions of the solar corona, the plasma
β, i.e., the ratio of plasma pressure to magnetic pressure, is
relatively low (about 10−4 to 10−2; e.g., Gary 2001). In this
low-β environment, all non-magnetic forces (e.g., kinematic
plasma flow pressure, gravity) are dominated by the mag-
netic ones and can thus be neglected. As a consequence, the
Lorentz force vanishes (i.e., the magnetic pressure force is
compensated by the magnetic tension force) and the coronal
magnetic field can be modeled as a force-free field, such that
∇ × B(r) = 4pi
c
j(r) = α(r)B(r) , (1)
where c is the speed of light, B(r) is the vector magnetic field,
j(r) is the electric current density and α(r) is the force-free
parameter. α(r) = 0 refers to the potential field solution, while
constant-α solutions are the so-called linear force-free fields
(e.g., Alissandrakis 1981). In the most general case, α(r) is
constant along individual magnetic field lines, but varies from
one field line to the other, which corresponds to the NLFFF
solutions (see, e.g., review by Wiegelmann & Sakurai 2012).
Several NLFFF methods have been developed to solve for
Equation (1) and extrapolate, or reconstruct, the 3D coronal
magnetic field from 2D photospheric magnetic field measure-
ments as a bottom boundary condition (see, e.g., Grad & Ru-
bin 1958; Amari et al. 2006; Wheatland 2007; Valori et al.
1 http://www.hao.ucar.edu/FORWARD/
2010; Inoue et al. 2012; Malanushenko et al. 2012; Wiegel-
mann et al. 2012; Titov et al. 2018, to cite a few). In this
paper, we use the flux rope insertion method of van Balle-
gooijen (2004). Such a choice is motivated by the fact that (1)
our main focus is on applying the DOCFM approach to coro-
nal cavities, which are density-depleted regions likely associ-
ated with a 3D magnetic flux rope (e.g., Ba¸k-Ste¸s´licka et al.
2013; Gibson 2015), and (2) the flux rope insertion method is
already a parametrized 3D generative model. The flux rope
possesses two parameters, which are the axial flux (i.e., the
magnetic flux along the flux rope axis), Φ, and the poloidal
flux per unit length (i.e., the magnetic flux per unit length in
the direction perpendicular to the flux rope axis), F.
To apply the flux rope insertion method (van Ballegooi-
jen 2004), a potential field source surface (PFSS) extrapola-
tion is first computed from LOS photospheric magnetograms.
EUV data of, e.g., solar filaments (see, e.g., Su et al. 2011;
Savcheva et al. 2012), are then used to determine the photo-
spheric feet and path of the flux rope. A field-free (i.e., zero-
magnetic field), 3D thin channel is created along the flux rope
path in the potential field. The parametrized 3D flux rope is
then inserted into that field-free thin channel, thus producing a
magnetic field configuration containing a flux rope, but which
is out of equilibrium. The magnetic field is then driven to-
wards a quasi-force-free state by means of magnetofrictional
relaxation (more details on the flux rope insertion method can
be found in, e.g., van Ballegooijen 2004; Bobra et al. 2008;
Savcheva et al. 2016). The entire flux rope insertion proce-
dure is performed in terms of modifying and evolving the vec-
tor potential, A (defined by B = ∇ × A), through the induc-
tion equation and using hyperdiffusion to smooth gradients in
the force-free parameter (Yang et al. 1986; van Ballegooijen
et al. 2000). The advantage of performing the relaxation with
the vector potential is that it automatically ensures that the
solenoidal condition for the magnetic field (i.e., ∇ · B = 0) is
numerically satisfied.
For all flux rope insertions produced in this paper, the mag-
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netofrictional relaxation is applied without any diffusion for
the first 100 steps. Then, hyperdiffusion is used until 6 × 104
relaxation steps have been performed, at which point the re-
laxation is stopped and stable NLFFF models are obtained.
2.3. Forward modeling of coronal polarimetry
As mentioned Section 1, the solar corona is optically thin
and stereoscopic observations of the coronal polarization are
currently not available. In addition, the linear polarization
measured in the Fe XIII lines is sensitive to the direction of
the coronal magnetic field but not its strength. Hence, off-limb
coronal polarimetry as measured by CoMP provides a LOS-
integrated signal that cannot be inverted into a 2D plane-of-
sky (POS) magnetic field that could be directly plugged in the
3D magnetic field model. To couple such coronal polarimet-
ric data with coronal magnetic field reconstruction models,
we must instead rely on a model-data fitting approach. The
latter requires a means to produce synthetic coronal observa-
tions from a given magnetic field model cube and observing
position.
To produce synthetic coronal polarimetric data, we use the
FORWARD IDL suite (Gibson et al. 2016). FORWARD is
a package for multiwavelength coronal magnetometry that
is integrated into the SolarSoft2 (Freeland & Handy 1998)
IDL toolset. It is designed to create synthetic observables
and compare them to coronal data (a full description is pro-
vided in Gibson et al. 2016). In particular, FORWARD em-
ploys the Coronal Line Emission (CLE) polarimetry code de-
veloped by Casini & Judge (1999) to synthesize full Stokes
(I,Q,U,V) line profiles for visible and IR forbidden lines in-
cluding, but not limited to, the Fe XIII lines routinely ob-
served by the CoMP and used in the analyses performed in
this paper. Stokes I corresponds to the integrated total line
intensity. Stokes (Q,U) are the two components of the linear
polarization. And Stokes V is the circular polarization.
2.4. Optimization of flux-rope parameters
To find the set of parameters minimizing the mean squared
error (MSE) between the predicted polarization signal for the
magnetic field model and the real data, we use an iterative im-
plementation of the Radial-basis-functions Optimization Ap-
proximation Method (ROAM; e.g., Dalmasse et al. 2016).
ROAM relies on evaluating a cost function3 (hence, the gen-
erative magnetic field model and synthetic observables) for a
sparse sample of model-parameter values, approximating the
sparse cost function sample with a series of radial basis func-
tions (RBF) to obtain an analytical form for the cost function
as a function of the model-parameter values, and computing
an estimate of the best-fit parameters by minimizing the ana-
lytical form of the cost function (the more detailed procedure
is provided in Section 2 of Dalmasse et al. 2016).
The generative magnetic field model we use to test the ap-
plicability and accuracy of the DOCFM approach only has
two parameters (cf. Section 2.2). ROAM was developed
to be a fast and efficient optimization method for higher-
dimensional optimization problems, i.e., with a number of
parameters at least equal to 3. Thus, in practice, there exists
other optimization methods that would be faster and more effi-
cient (i.e., requiring fewer model evaluations) than ROAM for
2 http://www.lmsal.com/solarsoft/
3 In essence, minimizing a cost function can be seen as maximizing a (log)-
likelihood. ROAM can therefore be used equivalently for maximizing a log-
likelihood as in Dalmasse et al. (2016) or minimizing a cost function as in
this paper.
the optimization problem at hand. However, the goal of this
paper is to show the applicability of the complete DOCFM
framework, which we developed to be general enough to be
used with generative magnetic field models having a large
number of parameters and for which ROAM is better suited.
The latter is the motivation behind the use of ROAM in this
investigation.
Let p be the number of (model)-parameters, x =
(x1, x2, ..., xp) a vector parameter in the p-dimensional param-
eter space, and S = {xi={1,...,n}} a random sample of n indepen-
dent vector parameters (i.e., x j,ik , x
i
k for all k). As shown by
the tests performed in Dalmasse et al. (2016), the estimate of
best-fit parameters obtained with the ROAM can be sensitive
to the choice of sample of vector parameters, i.e., to the choice
of S . On the other hand, the mean best-fit vector parameter
obtained by averaging the best-fit vector parameters computed
by applying ROAM with different samples, actually provides
a good approximation of the true best-fit vector parameter.
We use the latter result to build an iterative implementation of
ROAM that gives an estimate of the best-fit vector parameters
that is quasi-independent of the sample choice. Our iterative
application of ROAM is based on adaptive refinement, such
that refinement is performed in the region where the best-fit
vector parameter is likely to be. The algorithm is as follows:
1. Let R refer to both the refinement level and iteration
number, such that R = 0 corresponds to the un-refined
starting grid.
2. Choose boundaries, ((xmin1 , x
max
1 ), ..., (x
min
p , x
max
p )) =
((xmin,R=01 , x
max,R=0
1 ), ..., (x
min,R=0
p , x
max,R=0
p )), to define
the parameter space region where to search for the pa-
rameter values minimizing the MSE.
3. Use latin hypercube sampling (LHS; e.g., McKay et al.
1979; Iman et al. 1981) to create 3, randomly chosen,
sparse samples, (S R1 , S
R
2 , S
R
3 ) of n vector parameters for
the parameter space region of interest. The 3 samples
are chosen with the constraint that the 3n vector param-
eters are all different.
4. Combine the latin hypercube samples to pro-
duce the 7 samples, (S ′1, S
′
2, S
′
3, S
′
4, S
′
5, S
′
6, S
′
7) =
(S R1 , S
R
2 , S
R
3 , S
R
1 + S
R
2 , S
R
1 + S
R
3 , S
R
2 + S
R
3 , S
R
1 + S
R
2 + S
R
3 ).
5. Apply ROAM to the 7 samples, (S ′d=1,...,7), to
obtain 7 estimates of best-fit vector parameters,
(xbf,R(S ′1), ..., x
bf,R(S ′7)), at the R-th iteration.
6. Compute the optimization solution vector defined as
the mean best-fit solution, µR = (µR1 , µ
R
2 , ..., µ
R
p), and its
standard deviation vector, σR = (σR1 , σ
R
2 , ..., σ
R
p), at the
R-th iteration
µRk =
1
7
7∑
d=1
xbf,Rk (S
′
d) (2)
σRk =
√√
1
7
7∑
d=1
(
xbf,Rk (S
′
d) − µRk
)2
, (3)
7. Compute the parameter-space boundaries where refine-
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TABLE 1
Ground-truth parameter values
Flux rope model ΦGT (Mx) FGT (Mx cm−1)
Low-height Low-twist (LL) 2.50 × 1020 −1.00 × 108
Low-height Mild-twist (LM) 2.50 × 1020 −4.00 × 109
Low-height High-twist (LH) 2.50 × 1020 −1.00 × 1010
Mid-height Low-twist (ML) 5.00 × 1020 −1.00 × 108
Mid-height Mild-twist (MM) 5.00 × 1020 −4.00 × 109
Mid-height High-twist (MH) 5.00 × 1020 −1.00 × 1010
High-height Low-twist (HL) 7.50 × 1020 −1.00 × 108
High-height Mild-twist (HM) 7.50 × 1020 −4.00 × 109
High-height High-twist (HH) 7.50 × 1020 −1.00 × 1010
Note. — Each model is used to produce a set of coronal polarimetric
observations to be fitted, as if we were applying the DOCFM to 9 differ-
ent cavity systems in observational applications. Such a choice allows us
to show that the robustness and success of the DOCFM framework are
independent of the choice of parameter values for the ground truth 3D
magnetic field.
ment is needed according to
xmin,R+1k =
(λ − 1) xmin,Rk + min
(
xbfk (S
′
1), ..., x
bf
k (S
′
7)
)
λ
(4)
xmax,R+1k =
(λ − 1) xmax,Rk + max
(
xbfk (S
′
1), ..., x
bf
k (S
′
7)
)
λ
, (5)
where λ > 1 is the shrinkage coefficient. It is a user-
specified scalar that controls the speed at which the
refining region shrinks; larger λ values lead to slower
shrinkage.
8. Repeat steps 3 through 7 for the refined region until a
convergence criterion is met (e.g., σRk and/or the refin-
ing region are sufficiently small).
3. TEST-CASE
3.1. Ground-truth magnetic fields
With this series of papers, our goal is to investigate the pos-
sibility of improving the reliability of 3D magnetic field re-
constructions by further exploiting coronal polarimetry. The
primary goal of this investigation is to prove the concept of
the methodology and characterize the uncertainties that are
both inherent to the limited amount of information contained
in the polarimetric data (see Section 1) and the limitations of
the optimization algorithm (described in Section 2.4). To that
end, we begin by creating a “ground truth” solution, which is
a full representation of the coronal physical state (magnetic
field, density, temperature, pressure) created from a genera-
tive model. With this ground truth solution, we can forward
model synthetic coronal data that will be used in the place of
true observations. The point of such an approach is to test the
capability of the DOCFM framework for a problem where the
solution is fully known.
Limitations due to the ability of the generative model to re-
produce a given magnetic field will be addressed in our second
paper in this series (Paper II). For these reasons, the ground-
truth magnetic fields we use in this paper are created with
the reconstruction model we use, i.e., the flux rope insertion
method briefly described in Section 2.2.
To produce a ground-truth magnetic field with the flux rope
insertion method, we first need a photospheric magnetic flux
distribution and a flux rope path (see Section 2.2). Figure 2
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Fig. 2.— Top: Photospheric magnetic flux distribution (grey scale) and flux
rope path (blue line) and feet (blue circles) used to prove the concept of the
DOCFM approach with the flux rope insertion method, as given from Fan
(2012) MHD simulation. The magnetic field is in units of Gauss. Bottom:
Top view of selected 3D magnetic field lines for ground-truth model LM
which parameter values are reported in Table 1.
displays the photospheric magnetogram and flux rope path se-
lected for our investigation. The boundary condition is cho-
sen to be consistent with that of flux-rope MHD model of Fan
(2012), which we will use in Paper II to further test the ro-
bustness of our approach. For consistency, we computed the
PFSS from the flux distribution displayed in Figure 2 with
the source surface set at ≈ 6R, which is far enough from
the photosphere to allow most of the arcade magnetic field to
be closed. To create the ground-truth, current-carrying mag-
netic field, we then insert a flux rope with axial flux, ΦGT,
and poloidal flux per unit length, FGT. Figure 2 displays
the ground-truth solution defined by the set of parameters,
ΦGT = 2.5 × 1020 Mx and FGT = −4 × 109 Mx · cm−1, which
produces a low-lying, mildly-twisted, left-handed flux rope
referred to as model LM.
To show that the DOCFM approach works regardless of the
choice of ground-truth parameters, (ΦGT,FGT), and validate
it, we consider 8 additional ground truth solutions that are
reported in Table 1. Each one of the 9 chosen flux ropes is
used to create a set of coronal polarimetric observations to
be fitted, as if we were applying the DOCFM framework to
finding the 3D magnetic field of 9 different solar coronal cav-
ities. In particular, we produce low-height, mid-height and
high-height ground truth flux ropes with different degrees of
magnetic twist by choosing different axial and poloidal flux
values.
3.2. Synthetic data
Our application of the DOCFM framework has a focus on
the exploitation of off-limb coronal polarimetry as obtained
by the CoMP instrument in the Fe XIII-I line (10747 Å;
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Fig. 3.— Coronal polarimetric observations in the Fe XIII-I line synthesized with FORWARD for the ground-truth model LM which parameter values are
reported in Table 1. The flux rope axis is aligned with the LOS. The total line intensity (Stokes I), the two components of the fraction of linear polarization
(Q/I and U/I), and the fraction of circular polarization (V/I) are displayed together with the fraction of linear (L/I =
√
Q2 + U2/I) polarization and the azimuth
(AZ = 0.5 tan−1(U/Q)). Notice the darkening in the central part of the flux rope and the dark lagomorphic shape in the L/I signal, which are typical signatures
expected in the L/I signal associated with flux ropes closely aligned with the LOS (e.g., Ba¸k-Ste¸s´licka et al. 2013; Rachmeler et al. 2013).
Tomczyk et al. 2008). For our analysis, we use Stokes I,
Q, U and V images synthesized with FORWARD (see Sec-
tion 2.3). We further considered Stokes L =
√
Q2 + U2 and
Stokes AZ = 0.5 tan−1(U/Q) images, which provide an alter-
nate representation of the linear polarization and have been
shown to provide useful diagnostics of the coronal magnetic
field (e.g., Ba¸k-Ste¸s´licka et al. 2013; Rachmeler et al. 2014;
Gibson et al. 2017; Karna et al. submitted). Each synthetic
Stokes image is generated with a field of view (FOV) set to
y × z = [0.5R, 1.7R]2 (y and z being the plane-of-sky coor-
dinates) and x = [−0.79, 0.79]R in the LOS direction. The
POS and the LOS are respectively covered with 1922 and 161
grid points. The resulting spatial resolution is ≈ 6.0′′ × 6.0′′
in the POS, and ≈ 9.4′′ along the LOS. The forward calcu-
lations of the Stokes parameters are limited to a radial range
of [1.03, 1.7]R, where 1.03 corresponds to the lower limit of
CoMP FOV. Our choice of spatial resolution of 6.0′′ is only
slightly lower than that of CoMP (4.5′′) to allow us to main-
tain a relatively low computational time per set of Stokes pa-
rameters (about 15 minutes on a Linux workstation with an
Intel Xeon E5-2630 v4 processor).
Forward modeling of coronal polarimetric observables re-
quires a 3D magnetic field model and also a plasma model,
because the density and temperature are involved in the for-
mation process of any emission line. However, most NLFFF
generative models, such as the flux rope insertion one, dis-
regard the plasma and only provide a 3D magnetic field solu-
tion. In the DOCFM framework, we therefore need to provide
a plasma model if the magnetic field reconstruction model
does not include one. For a FFF, the plasma solution com-
patible with the force-free assumption is a spherically sym-
metric hydrostatic atmosphere. If we further assume that the
atmosphere is isothermal with coronal temperature, Tc, then
the plasma density and pressure are
n(r) = nc exp
(Rc
h
· Rc − r
r
)
(6)
h =
2kBTcR2c
GMcmp
(7)
P(r) = 2n(r)kBTc , (8)
where r is the radial distance to the center of the Sun (in cm),
Rc is the radius of the solar coronal base, nc = n(Rc) is the
plasma density at the coronal base (in units of cm−3), n(r) is
the coronal plasma density (in units of cm−3), h is the scale
height (in cm), kB = 1.38 × 10−16 erg K−1 is Boltzmann con-
stant (in CGS units), G = 6.67× 10−8 cm3 g−1 s−2 is the grav-
itational constant (CGS units), Mc is the solar plasma mass at
Rc (in g), mp = 1.67 × 10−24 g is the proton mass, and P(r) is
the plasma pressure (in dyne cm−2).
Equations (6) – (8) define the plasma model we specify with
each magnetic field model we compute in this paper. Assum-
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ing that the coronal base is at ∼2 Mm above the photosphere,
then we have Rc ≈ R = 6.96 × 1010 cm (the solar radius)
and Mc ≈ M = 1.99 × 1033 g (the solar mass). We set
Tc = 1.46 × 106 K and nc = 1.82 × 108 cm−3 in accordance
with the values observed at the base of the 3D MHD simu-
lation of Fan (2012) for consistency with Paper II (cf. Sec-
tion 3.1). The resulting coronal polarimetric observations for
the ground-truth model LM described Section 3.1 are shown
in Figure 3.
3.3. Mean squared error diagnostics
In the DOCFM framework, the 3D magnetic field solution
is obtained by minimization of an MSE between predicted and
real polarization signals. Let Y be a Stokes-related image,
i.e., Y can be any of {Q/I,U/I,V/I, L/I, AZ}. Working with
images of polarization fraction is here motivated by the fact
that Stokes I, Q, U and V all have dependencies on the plasma
density (e.g., Casini & Judge 1999) and that working with
ratios of these quantities reduces the sensitivity to the plasma
density. YGT is a Stokes-related image associated with the
ground-truth magnetic field, i.e., any of the images shown in
Figure 3. For the i-th vector parameter, xi, the mean squared
error, χ2Y(x
i), between the predicted (Y(xi)) and ground-truth
images, is
χ2Y(x
i) =
∑
l
(
Yl(xi) − YGTl
)2
, (9)
where l is the l-th pixel of the Y image. The final MSEs we
consider are then
χ2QUV (x
i) = wQ/Iχ
2
Q/I(x
i) + wU/Iχ
2
U/I(x
i) + wV/Iχ
2
V/I(x
i)(10)
χ2QU(x
i) = wQ/Iχ
2
Q/I(x
i) + wU/Iχ
2
U/I(x
i) (11)
χ2LAZV (x
i) = wL/Iχ
2
L/I(x
i) + wAZχ
2
AZ(x
i) + wV/Iχ
2
V/I(x
i) (12)
χ2LAZ(x
i) = wL/Iχ
2
L/I(x
i) + wAZχ
2
AZ(x
i) , (13)
where the wY coefficients are used to force the individual
MSEs to similarly contribute to the overall MSE. Such a
choice is motivated by the fact that, Q/I, U/I, V/I, L/I,
and AZ vary on very different scales, i.e., ∼ 10−2 for
(Q/I,U/I, L/I), ∼ 10−4 for V/I, and ∼ 1 − 102 for AZ
(see e.g., Judge et al. 2006; Rachmeler et al. 2013; Gibson
et al. 2017). By tuning the wY coefficients, we can make
sure that the overall MSE is sensitive to the individual MSE
possessing the smallest scale and not dominated by the one
with the largest scale. The values used for our analysis are
(wQ/I ,wU/I ,wL/I ,wAZ ,wV/I) = (5.4 × 10−2, 6.1 × 10−2, 4.5 ×
10−2, 1.7 × 10−3, 7.5 × 103).
CoMP is currently the only instrument realizing daily ob-
servations of coronal emission line polarization in the IR Fe
XIII lines. Unfortunately, the signal-to-noise ratio for the cir-
cular polarization (Stokes V) is too small for CoMP to allow
its routine measurement. Although this limitation should be
resolved by DKIST or the proposed COSMO telescope (Tom-
czyk et al. 2016), we use the χ2QU MSE to test whether the
linear polarization signal associated with the Fe XIII lines
contains sufficient information to fully constrain the coronal
magnetic field in our model-data fitting approach. Finally, al-
though observations of the linear polarization actually provide
Stokes Q and U, insights at the actual 3D coronal magnetic
field are better obtained from the visual inspection of Stokes
L and AZ. The MSEs with Stokes L and AZ are chosen to
investigate which of (L, AZ) or (Q,U) provides the most use-
ful numerical constraints in our application of the DOCFM
framework.
3.4. Error analysis
To characterize the uncertainties in our model-data fitting
approach of the 3D reconstruction of solar coronal magnetic
fields, we compute the following errors
Φ =
∣∣∣∣∣∣ΦBF − ΦGTΦGT
∣∣∣∣∣∣ (14)
F =
∣∣∣∣∣∣FBF − FGTFGT
∣∣∣∣∣∣ (15)
B =
√
1
N
∑
m
(‖BBFm ‖ − ‖BGTm ‖
‖BGTm ‖
)2
(16)
B−angle =
√
1
N
∑
m
θ2m (17)
B−CWL = sin−1
(∑
m ‖BBFm ‖ sin (θm)∑
m ‖BBFm ‖
)
(18)
J =
√
1
N
∑
i
(‖jBFm ‖ − ‖jGTm ‖
‖jGTm ‖
)2
(19)
J−angle =
√
1
N
∑
m
α2m (20)
J−CWL = sin−1
(∑
m ‖jBFm ‖ sin (αm)∑
m ‖jBFm ‖
)
(21)
Efree =
∣∣∣∣∣∣Efree(BBF) − Efree(BGT)Efree(BGT)
∣∣∣∣∣∣ (22)
Hr =
∣∣∣∣∣∣Hr(BBF) − Hr(BGT)Hr(BGT)
∣∣∣∣∣∣ (23)
Y =
√
1
N′
∑
l
(
YBFl − YGTl
)2
, (24)
where the subscript m runs over the grid points of the 3D
magnetic field computational domain, N is the number of grid
points, Efree and Hr respectively are the free magnetic energy
and the relative magnetic helicity as computed in Bobra et al.
(2008), the subscript l runs over the pixels of the synthetic
Stokes image Y = {I,Q,U,V}, N′ is the number of pixels in
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TABLE 2
Optimization results vs. iteration number
for ground-truth model LM with χ2QUV minimization
R ΦBF (Mx) σΦ (Mx) FBF (Mx cm−1) σF (Mx cm−1)
0 2.55 × 1020 2.58 × 1019 −5.53 × 108 1.73 × 1010
1 2.51 × 1020 3.66 × 1018 −3.93 × 109 2.84 × 109
2 2.51 × 1020 8.09 × 1017 −3.65 × 109 5.61 × 108
3 2.50 × 1020 2.46 × 1017 −4.00 × 109 2.18 × 108
Note. — µ = (ΦBF,FBF) and σ = (σΦ, σF) are the mean and stan-
dard deviation values computed from the seven best-fit vector parameters
obtained at each iteration of ROAM, as defined by Equations (2) and (3)
in Section 2.4. The ground-truth model LM is defined by (ΦGT,FGT) =
(2.50 × 1020 Mx, −4.00 × 109 Mx cm−1).
the synthetic Stokes image, and
θm = sin−1
(‖BBFm × BGTm ‖
‖BBFm ‖ ‖BGTm ‖
)
(25)
αm = sin−1
(‖jBFm × jGTm ‖
‖jBFm ‖ ‖jGTm ‖
)
. (26)
Φ, F, B, J , Efree and Hr are relative errors. Y is in units of
parts per million (ppm). B−angle, B−CWL, J−angle, and J−CWL
are angles in units of degrees. Note that B−CWL and J−CWL
are CW-like (CWL) angles defined in the spirit of Equations
(13) and (14) of Wheatland et al. (2000).
4. RESULTS
4.1. Optimization results
To apply the DOCFM approach, we fix the un-refined
starting parameter space grid to Φ(Mx) × F(Mx cm−1) =
[1020, 1021] × [−5 × 1010,+5 × 1010]. Four models with axial
fluxes spanning four orders of magnitude (1019, 1020, 1021,
1022) were first run to restrict the axial flux, Φ, to a range of
values always strong enough to produce a flux rope above the
polarity inversion line, and low enough to ensure that the flux
rope insertion (Section 2.2) can lead to a stable flux rope (sta-
ble in the sense that the flux rope does not erupt during the
magnetofrictional relaxation stage; cf. Section 2.2). For the
optimization steps with ROAM, we use 3 LHS of 24 points
at each iteration, resulting in the computation of 72 flux rope
models per iteration. For each iteration, the 72 flux rope mod-
els are generated (including the magnetofrictional relaxation
phase; see Section 2.2) in parallel using the high-performance
computing (HPC) resources of the CALMIP4 supercomputing
center, which provides us with the advantage that one iteration
has an elapsed time equivalent to the generation of one flux
rope model only. For the computation of the new boundaries
where refinement is to be done at each iteration (see Equa-
tions (4) and (5)), we set the shrinkage coefficient to λ = 2.
Table 2 reports the optimization results obtained when ap-
plying the DOCFM approach to reconstructing the 3D mag-
netic field of the flux rope model LM from the minimization
of the χ2QUV MSE defined in Equation (10). It shows that con-
vergence towards a best-fit solution is achieved in only 4 ap-
plications (i.e., R = 3 iterations) of the optimization procedure
described in Section 2.4, which corresponds to 288 model
evaluations. The best-fit solution, as computed from Equa-
4 https://www.calmip.univ-toulouse.fr/
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TABLE 3
Optimization results for all mean squared error tests
for ground-truth model LM
Minimized ΦBF σΦ FBF σF
MSE (Mx) (Mx) (Mx cm−1) (Mx cm−1)
χ2QUV 2.50 × 1020 2.46 × 1017 −4.00 × 109 2.18 × 108
χ2QU 2.50 × 1020 1.32 × 1017 −3.93 × 109 8.85 × 107
χ2LAZV 2.50 × 1020 2.17 × 1017 −4.00 × 109 1.85 × 108
χ2LAZ 2.50 × 1020 9.12 × 1016 −3.98 × 109 4.75 × 107
Note. — µ = (ΦBF,FBF) and σ = (σΦ, σF) are the mean and stan-
dard deviation values computed from the seven best-fit vector parameters
obtained after R = 3 iterations of ROAM, as defined by Equations (2) and
(3) in Section 2.4. The ground-truth model LM is defined by (ΦGT,FGT) =
(2.50 × 1020 Mx, −4.00 × 109 Mx cm−1).
tion (2), is obtained for ΦBF = 2.50 × 1020 Mx ± 2.46 × 1017
and FBF = −4.00 × 109 Mx cm−1 ± 2.18 × 108, while the
ground-truth parameters for model LM are (ΦGT,FGT) =
(2.50 × 1020 Mx, −4.00 × 109 Mx cm−1). Our model-data
fitting approach is therefore able to accurately retrieve the
ground-truth parameters of the flux rope model LM.
Table 2 further details the mean, µ = (ΦBF,FBF), and stan-
dard deviation,σ = (σΦ, σF), values computed from the seven
best-fit vector parameters obtained at each iteration of ROAM,
as defined by Equations (2) and (3). The standard deviation
value reflects the disagreement between these seven best-fit
vector parameters. The table shows that the standard devia-
tion tends to display very high values at the first application
of the optimization procedure and progressively decreases as
the number of iteration increases. For the first few itera-
tions, this is because the seven best-fit vector parameters can
strongly depend on the sparse sample used to apply ROAM
(cf. Dalmasse et al. 2016). As the optimization procedure
is iterated, this disagreement decreases and the seven best-fit
vector parameters eventually converge towards the same so-
lution, which only marginally depends on the sparse sample
used with ROAM. Therefore, the proposed iterative imple-
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TABLE 4
Optimization results vs. ground-truth parameters for χ2QUV minimization
Flux rope model ΦGT (Mx) ΦBF (Mx) σΦ (Mx) FGT (Mx cm−1) FBF (Mx cm−1) σF (Mx cm−1) R f
LL 2.50 × 1020 2.50 × 1020 3.46 × 1016 −1.00 × 108 −1.08 × 108 2.43 × 107 5
LM 2.50 × 1020 2.50 × 1020 2.46 × 1017 −4.00 × 109 −4.00 × 109 2.18 × 108 3
LH 2.50 × 1020 2.50 × 1020 2.86 × 1017 −1.00 × 1010 −0.98 × 1010 1.35 × 108 3
ML 5.00 × 1020 5.00 × 1020 3.46 × 1016 −1.00 × 108 −1.02 × 108 6.79 × 106 4
MM 5.00 × 1020 5.00 × 1020 3.14 × 1016 −4.00 × 109 −4.03 × 109 1.21 × 107 3
MH 5.00 × 1020 5.00 × 1020 7.48 × 1016 −1.00 × 1010 −1.00 × 1010 1.48 × 107 3
HL 7.50 × 1020 7.50 × 1020 3.19 × 1017 −1.00 × 108 −0.93 × 108 3.05 × 107 3
HM 7.50 × 1020 7.49 × 1020 6.36 × 1017 −4.00 × 109 −3.95 × 109 1.26 × 107 3
HH 7.50 × 1020 7.50 × 1020 2.24 × 1017 −1.00 × 1010 −1.00 × 1010 4.02 × 107 3
Note. — µ = (ΦBF,FBF) and σ = (σΦ, σF) are the mean and standard deviation values computed from the seven best-fit vector parameters obtained at
the final iteration of ROAM, R f , as defined by Equations (2) and (3) in Section 2.4.
mentation of ROAM (see Section 2.4) makes it more robust
against the choice of sparse sample used to apply it.
The results reported in Table 2 also show that the poloidal
flux parameter, FBF, is systematically associated with a much
higher standard deviation than the axial flux parameter, ΦBF,
and requires more iterations for the seven best-fit vector pa-
rameters to converge towards a consistent solution. From the
analysis of the approximated MSE (shown in Figure 4), we
find that this is related with the fact that the minimum region
is very flat and extended, and hence poorly defined for the
poloidal flux as compared with the axial flux. The latter is
explained by the fact that, within the setup considered in this
work, the set of polarimetric data exploited to reconstruct the
3D coronal magnetic field is much more sensitive to the axial
flux of the flux rope than to its poloidal flux. These polariza-
tion data thus provide stronger constraints on the former than
on the latter. This, however, only applies to the setup consid-
ered in this paper and would require additional investigations
to determine whether it is true regardless of, e.g., the flux rope
axis orientation with regard to the LOS-direction.
The optimization results for all MSE tests for this ground-
truth model LM are presented in Table 3, after R = 3 it-
erations. At intermediate iteration steps (not shown here),
we do not systematically find a one-to-one correspondence
between the seven best-fit vector parameters obtained from
the χ2LAZV -minimization and those obtained from the χ
2
QUV -
minimization. This can be explained by the fact that the two
datasets bring constraints on the 3D coronal magnetic field
in different forms, which results in different MSE surfaces
and shapes that ROAM necessarily approximates differently.
However, the spread of these seven best-fit vector parame-
ters remains very similar regardless of the iteration number
and dataset used. Once convergence is achieved, the dif-
ferences between the solution, (ΦBF,FBF), from the χ2LAZV -
minimization and that from the χ2QUV -minimization are only
marginal. For the tests and setup considered in this paper,
we thus do not find any clear evidence that performing the
optimization with the {L/I, AZ,V/I} dataset provides a partic-
ular advantage or disadvantage over using the {Q/I,U/I,V/I}
dataset. Further investigations with different LHS distribu-
tions and magnetic field models are required to determine
whether this is a general trend.
Table 3 further compares the optimization results obtained
when only the linear polarization signal (i.e., {L/I, AZ} or
{Q/I,U/I}) is used with the DOCFM approach. It shows
that, once convergence is achieved, the solution obtained from
minimizing χ2QU (resp. χ
2
LAZ) is only marginally different from
the solution obtained when minimizing χ2QUV (resp. χ
2
LAZV ).
While it does not mean that it will always be the case in mod-
eling and/or observational studies, we find that the fraction of
linear polarization and the azimuth together contain enough
information to constrain the 3D coronal magnetic field. This
is a combination of the van Vleck effect (Van Vleck 1925)
and magnetic flux component along the LOS. Both produce
extinctions in the linear polarization signal that carry infor-
mation about both the POS and LOS magnetic field compo-
nents (as already described in previous studies; see, e.g., Ba¸k-
Ste¸s´licka et al. 2013; Rachmeler et al. 2014; Gibson et al.
2017; Karna et al. submitted), and hence about the coronal
electric current system. Such signatures are enough to con-
strain the original 3D magnetic field and retrieve its ground-
truth parameters with the DOCFM method.
Finally, the results of applying the DOCFM approach to
all 9 flux rope ground-truth models reported in Table 1 are
presented in Table 4 for χ2QUV minimization. It shows that our
model-data fitting method is able to accurately retrieve the
ground-truth parameters of each flux rope model, regardless
of their values. The analysis of these 9 tests as a function
of iteration number and dataset used for the χ2 minimization
confirms all our previous findings.
4.2. 3D magnetic field comparison
We now focus on the qualitative and quantitative compari-
son of the 3D magnetic field solution obtained by the DOCFM
method and the actual ground-truth magnetic field. Figure 5
displays the 3D magnetic field lines for the flux rope model
LM (panel (a)) and the DOCFM solution (panels (b) to (e),
which parameter values are reported in Table 3) obtained
from each χ2 minimization defined by Equations (10) – (13).
The flux rope field-lines from the DOCFM solutions were all
integrated from the same selected starting footpoints as the
ground-truth magnetic field lines. As one can see from the
colored arrows, differences exist between the DOCFM solu-
tion and the ground-truth magnetic field lines (i.e., compare
panels (b – e) to panel (a)). However, these differences are
very small and the 3D magnetic field is – qualitatively – very
well recovered, regardless of the dataset used to perform the
χ2 minimization. The latter is further confirmed by the one-to-
one comparison of the 3D vector magnetic field in the volume
as defined per Equations (16) – (18) and reported in Table 5.
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(a) Ground-truth 3D magnetic field
model LM
(b) Best-fit solution from χ2
QUV
(c) Best-fit solution from χ2
QU
(d) Best-fit solution from χ2
LAZV
(e) Best-fit solution from χ2
LAZ
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Fig. 5.— Top view of the selected field-lines from (a) the ground-truth magnetic field model LM (see Table 1 for its parameter values) and (b – e) the
optimization solutions (reported in Table 3) associated with the χ2QUV , χ
2
QU , χ
2
LAZV , and χ
2
LAZ MSEs defined in Equations (10) – (13). The field-lines from the
DOCFM solutions were all integrated from the same selected starting footpoints as the ground-truth magnetic field lines. A few colored arrows have been added
to emphasize regions where magnetic field lines are different from the ground-truth magnetic field ones.
TABLE 5
Best-fits vs. ground-truth 3D magnetic field
for flux rope model LM
Error Upper value from the 4 solutions obtained
with χ2QUV , χ
2
QU , χ
2
LAZV and χ
2
LAZ
Φ 4.47 × 10−4
F 1.64 × 10−2
B 5.34 × 10−4
B−angle 2.44 × 10−2
B−CWL 4.08 × 10−2
J 3.13 × 10−2
J−angle 1.38
J−CWL 1.93 × 10−1
Efree 1.38 × 10−3
Hr 1.09 × 10−3
I 1.26 × 10−5
Q 2.40 × 10−5
U 1.66 × 10−5
V 1.70 × 10−7
Note. — All  are errors defined by Equations (14) – (24). Φ,
F, B, J , Efree and Hr are relative errors. I , Q, U and V are
Stokes errors in ppm. B−angle, B−CWL, J−angle and J−CWL are
angle errors in degrees. For brevity and because values are very
similar regardless of the nature of the minimized MSE, only the
largest errors found are displayed.
TABLE 6
Best-fits vs. ground-truth 3D magnetic field
for χ2QUV minimization
Error Upper value from the solutions obtained
for all flux rope types of Table 4
Φ 1.41 × 10−3
F 7.64 × 10−2
B 1.19 × 10−3
B−angle 5.41 × 10−2
B−CWL 9.01 × 10−2
J 5.52 × 10−2
J−angle 1.34
J−CWL 3.41 × 10−1
Efree 2.88 × 10−3
Hr 1.99 × 10−3
I 3.08 × 10−5
Q 5.98 × 10−5
U 5.24 × 10−5
V 4.18 × 10−7
Note. — All  are errors defined by Equations (14) – (24). Φ,
F, B, J , Efree and Hr are relative errors. I , Q, U and V are
Stokes errors in ppm. B−angle, B−CWL, J−angle and J−CWL are
angle errors in degrees. Results are representative of the errors
obtained from minimizing all the other MSEs considered in the
paper. For brevity and because values are very similar regardless
of the flux rope type, only the largest errors found are displayed.
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Fig. 6.— Comparison between Stokes-related images for the ground-truth magnetic field model LM (see Table 1 for its parameter values) and for the solution
obtained from the χ2QUV MSE defined in Equation (10).
Indeed, we find that the relative error for the magnetic field
strength is below 0.06%, hence very low, while the error on
the magnetic field direction is below 0.05◦ (whether analyzed
from Equation (17) or Equation (18)).
The high accuracy on retrieving the ground-truth 3D mag-
netic field translates into a good accuracy for all magnetic
field-related quantities considered in this paper. The errors
on the electric current density strength and direction (Equa-
tions (19) – (21)) are larger than for the magnetic field, as one
would expect since the electric current density is related to
the gradients of the magnetic field and spatial derivatives tend
to enhance errors. However, the errors remain marginal since
the electric current density strength is recovered with a rela-
tive error lower than 4% and its direction with an error lower
than 1.4◦. Similarly, we find good results for global quantities
such as the free magnetic energy and the relative magnetic he-
licity, which are recovered with a relative error below 0.2%.
The same is true for the synthetic polarization data (Table 5)
and their related quantities (e.g., L/I, V/I and AZ shown Fig-
ure 6), for which the errors are typically 103 times smaller
than the actual polarization signal.
The very high quality of these results is agnostic to the min-
imized MSE (Table 5) and flux rope model used to produce
the ground-truth synthetic observations (Table 6). We there-
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fore conclude that the DOCFM approach allows us to accu-
rately retrieve the 3D coronal magnetic field when the coro-
nal polarization dataset to be fitted originates from a solution
of the generative model (here, the flux rope insertion method).
The DOCFM framework thus opens new perspectives for cou-
pling photospheric magnetic field data to coronal polarimetry
in 3D reconstruction of the solar coronal magnetic field.
5. DISCUSSION
As previously mentioned, DOCFM is a framework we pro-
pose to couple existing 3D magnetic field reconstructions with
coronal polarimetric observations. It is a model-data fitting
approach of the 3D reconstruction of the coronal magnetic
field. It combines a parametrized generative magnetic field
model, forward modeling techniques, and an optimization
method for finding the magnetic field parameters that mini-
mize the differences between the real data and synthetic ob-
servables predicted for the magnetic field model.
Although we applied and tested the DOCFM approach us-
ing the flux rope insertion method and coronal polarimetry,
it should be emphasized that the proposed framework was
developed in a way that is agnostic to the generative mag-
netic field model, the type of coronal data used to constrain
the 3D magnetic field (off-limb and on-disk), and the opti-
mization method (although ROAM was specifically designed
for the DOCFM to be tractable even with computationally-
heavy generative models having 3 parameters or more). The
DOCFM is thus general enough to be used with any type of
generative magnetic field model, whether it is, e.g., an ex-
trapolation method (including flux rope insertion; Wheatland
et al. 2000; van Ballegooijen 2004; Wiegelmann 2004; Valori
et al. 2005; Amari & Aly 2010; Contopoulos et al. 2011; Titov
et al. 2014), an MHD model (e.g., Mikic´ et al. 1999; Inoue
et al. 2011; Feng et al. 2012; Zhu et al. 2013), or even an an-
alytical one. The only constraint is that the generative model
must be parametrized either through, e.g., its magnetic field or
its electric currents. Similarly, DOCFM can be used with any
type of solar data, both off-limb and on-disk, provided that
it can be forward modeled. This is the case for, e.g., white-
light/EUV/X-ray imaging or radio polarimetry through, e.g.,
the FORWARD IDL suite (see Gibson et al. 2016, and refer-
ences therein).
In this paper, we showed that the DOCFM framework is
applicable and allows one to accurately retrieve the 3D coro-
nal magnetic field when the coronal synthetic observations
are created from a known ground-truth physical state solu-
tion of the parametrized generative model. It should be em-
phasized, though, that DOCFM does not guarantee that the
obtained solution will be the true, 3D, coronal magnetic field
in both observational and – more general – modeling appli-
cations. Indeed, the ability of the DOCFM to provide the
true coronal magnetic field entirely depends on the ability
of the generative model to reproduce the true coronal mag-
netic field. That point will be addressed and further dis-
cussed in Paper II (in preparation). Thus, the DOCFM method
is to be seen as a tool to directly include more observa-
tional constraints in extrapolations/reconstructions of the 3D
coronal magnetic field, with the goal of obtaining better so-
lutions. At this point, it should be mentioned that apply-
ing the DOCFM approach with un-parametrized extrapola-
tion/reconstruction methods can be achieved without modi-
fying the generative model technique, as long as parametriza-
tion is achieved through, e.g., the photospheric vector mag-
netic field. The DOCFM approach therefore opens interesting
new perspectives for investigating whether it may help dif-
ferent extrapolation methods to converge towards much more
similar solutions, as well as for developing new reconstruc-
tion techniques to more accurately and robustly derive the 3D
coronal magnetic field and its properties (e.g., 3D distribution
of coronal electric currents, magnetic topology, free magnetic
energy, relative magnetic helicity) by combining photospheric
and coronal data.
In the investigations presented here, the orientation of the
flux rope with regard to the LOS was not considered as a pa-
rameter to be fitted, although it might affect the fitting results.
Current observational applications of the DOCFM approach
with off-limb coronal data and a flux rope insertion method
requires the use of on-disk data, e.g., magnetogram and EUV
emission, prior to (resp. after) the passage at the West (resp.
East) limb to determine both the photospheric feet and inser-
tion path of the flux rope. Then, the cube containing the 3D
magnetic field model can either be rigidly rotated to the limb
for fitting the off-limb coronal data or evolved by means of
a photospheric flux transport model to take into account the
evolution due to both differential rotation and granular mo-
tions (see e.g., Yeates et al. 2007, and references therein).
In both cases, the orientation of the flux rope axis with re-
gard to the LOS should thus be very well constrained. Note
also that potential fitting issues due to uncertainties on the flux
rope orientation with regard to the LOS would be completely
removed in the case of fitting on-disk coronal data and/or us-
ing multi-viewpoint simultaneous observations taken 90 de-
grees apart (i.e., , typically when the ESA/Solar Orbiter will
be in quadrature with Earth, thus providing photospheric vec-
tor magnetograms and EUV flux rope data from atop, while
Earth will be providing off-limb coronal observations of the
flux rope from the side).
Finally, we recall that the forward modeling of coronal po-
larimetry (and most other coronal data) requires a 3D plasma
density and temperature model (Gibson et al. 2016), which is
not provided by NLFFF extrapolation/reconstruction models
such as the one used in this paper but could be provided by
MHD models. Although using ratios of Stokes images (e.g.,
Q/I instead of Q) should help reducing the dependency of the
Stokes-related images, and hence of the DOCFM solution, to
the plasma density model, it may not completely suppress it.
For this reason, future investigations with more complex and
realistic plasma density and temperature models will be re-
quired to fully characterize the sensitivity of the DOCFM 3D
magnetic field solution to the plasma model. Such investi-
gations will be particularly useful to determine how complex
and realistic the plasma model really needs to be to reliably
apply the DOCFM framework in observational studies. On
the other hand, plasma solutions derived from tomographic
inversions (e.g., Frazin 2000; Frazin et al. 2005; Kramar et al.
2009; Barbey et al. 2013; Guennou et al. 2012; Huang et al.
2012) and/or line intensity ratios may provide a good solution
to that problem in observational applications.
6. CONCLUSIONS
Deriving the 3D magnetic field in the volume of the solar
atmosphere is critical for improving our understanding of so-
lar activity and evolution (see reviews by e.g., Forbes et al.
2006, and references therein). Most present solar magnetic
field data rely on the inversion of 2D photospheric and chro-
mospheric polarization measurements (e.g., Lagg et al. 2017).
Such data only provide surface vector magnetic fields at the
lowest layers of the solar atmosphere. 3D models, e.g., in
Data-Optimized Coronal Field Model 13
the form of NLFFF and/or MHD solutions (see review by
e.g., Wiegelmann et al. 2014, and references therein), coupled
to photospheric and/or chromospheric surface vector magne-
tograms are then required to construct an approximate 3D
magnetic field solution in the solar corona. Unfortunately,
the inferred 3D solution and its properties can strongly de-
pend on the chosen 3D reconstruction method (De Rosa et al.
2009; DeRosa et al. 2015; Yeates et al. 2018). On the other
hand, coronal polarization data could provide additional in-
formation to better constrain the 3D coronal magnetic field
(e.g., Casini & Judge 1999; Rachmeler et al. 2013; Gibson
et al. 2017). However, combining them with 3D reconstruc-
tion methods is not straightforward. In particular, such mea-
surements cannot – in general – be inverted into 2D maps of
vector magnetic fields that could be directly integrated into re-
construction methods (see e.g., line-of-sight integration issue
and limitations of stereoscopic measurements in Section 1).
In this paper, we introduced the Data-Optimized Coronal
Field Model (DOCFM), a new framework for coupling ex-
isting 3D magnetic field reconstruction techniques with coro-
nal polarimetric data. The DOCFM is a model-data fitting
approach of the 3D magnetic field reconstruction problem.
It relies on the parametrization of 3D reconstruction meth-
ods through their electric currents (e.g., surface parametriza-
tion at the photosphere or volume parametrization) and the
fine-tuning of the electric current-related parameters such that
the polarization signal predicted for the magnetic field model
(i.e., through forward modeling; Gibson et al. 2016) matches
the real polarization data.
By applying it with the flux rope insertion method of van
Ballegooijen (2004) and IR coronal polarimetry in the Fe XIII
lines as observed by the CoMP, we have demonstrated the
applicability of the DOCFM methodology. We showed that
coronal polarimetric data contain enough information to con-
strain the 3D coronal magnetic field solution when coupled
with a parametrized 3D flux rope insertion method. While it
does not guarantee that the inferred magnetic field solution
is the true coronal magnetic field in observational applica-
tions, the DOCFM approach provides a means to force coro-
nal magnetic field reconstructions to satisfy additional, com-
mon, coronal constraints. This framework therefore opens
new perspectives for the exploitation of coronal polarimetry
in 3D reconstructions of the solar coronal magnetic field.
Ideally, the application of the DOCFM methodology re-
quires simultaneous measurements of photospheric and/or
chromospheric vector magnetic fields viewed near solar disk
center and off-limb coronal polarization. The Earth’s vantage
point alone does not permit co-spatial and co-temporal obser-
vations of this type. The upcoming ESA/Solar Orbiter space
mission will enable such opportunities when Solar Orbiter
will be in quadrature with Earth. Additionally, the DKIST
will be sensitive enough to measure Zeeman-induced, coronal
circular polarization at the limb (e.g., Keil et al. 2011). Co-
ordinated observations between Solar Orbiter and the ground-
based CoMP and DKIST will then provide unique datasets to
compare 3D magnetic field reconstruction methods and more
reliably infer the 3D properties of the coronal magnetic field
that trigger solar flares and CMEs.
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