Experiments on phase and generalized synchronization of two coupled, nonidentical chaotic electrochemical oscillations are presented. We adapt measures of characterizing synchronization of a non-phase-coherent chaotic behavior and compare its properties and physicochemical mechanism to those of a phase-coherent behavior. Phase synchronization sets in along with the onset of generalized synchronization for the non-phasecoherent oscillations in contrast to phase-coherent oscillations in which the phase synchronization usually occurs at a weaker coupling strength. Synchronization of coupled chaotically oscillating systems has received considerable recent interest ͓1͔. Most studies are done with phase-coherent oscillations in which phase and amplitude are easily defined and in which the variance of instantaneous periods is small yielding a relatively narrow peak in the Fourier transform ͓2͔. In such systems phase synchronization ͑bounded phase difference ͓1͔͒ occurs at much smaller coupling strengths ͓3͔ than identical ͓4͔ or generalized synchronization ͑continuous functional relationship between attractors͒ ͓5͔. There are many experimental examples of coupling and forcing of phase-coherent chaotic systems in physics ͓6͔, chemistry ͓7͔, and biology ͓8,9͔.
Synchronization of coupled chaotically oscillating systems has received considerable recent interest ͓1͔. Most studies are done with phase-coherent oscillations in which phase and amplitude are easily defined and in which the variance of instantaneous periods is small yielding a relatively narrow peak in the Fourier transform ͓2͔. In such systems phase synchronization ͑bounded phase difference ͓1͔͒ occurs at much smaller coupling strengths ͓3͔ than identical ͓4͔ or generalized synchronization ͑continuous functional relationship between attractors͒ ͓5͔. There are many experimental examples of coupling and forcing of phase-coherent chaotic systems in physics ͓6͔, chemistry ͓7͔, and biology ͓8,9͔.
However, many systems are non-phase-coherent and a principal frequency is not easily defined; they exhibit higher complexity and can have more than one characteristic time scale ͓10͔. Examples are seen in lasers ͓11͔, fluid flow ͓12͔, and chemical oscillations ͓13͔. Multiple time scales are inherent in physiologic dynamics ͓14͔. Non-phase-coherent oscillations can be a sign of dysfunction. Highly irregular oscillations with a broad power spectrum have been reported for spontaneously hypertensive rats ͓15͔. Non-phasecoherent systems impose two challenges. First, the definitions of instantaneous phase and amplitude are not straightforward; several approaches have been proposed using wavelets ͓11,15,16͔, an external nonlinear locking device ͓13͔, or a method based on curvature of the trajectory in state space ͓10͔. Second, the synchronization differs from the phase-coherent case; theoretical and simulation studies have shown that phase and generalized synchronization can both occur at strong coupling strengths in systems with nonphase-coherent attractors ͓10͔, in systems with large heterogeneities ͓17͔, or in the coupling of disparate oscillators ͓18͔.
In this paper we compare synchronization of coupled nonphase-coherent and phase-coherent chaotic systems using two laboratory model systems from electrochemistry. The first is iron electrodissolution which exhibits bistability, periodic oscillations, and chaos depending on parameters such as applied potential, external resistance, and rate of mass transfer to the surface ͓19͔. In the parameter range considered in this paper the electrodissolution undergoes complex chaotic behavior for which standard methods of phase definitions fail. Phases of the oscillations are calculated with a method based on trajectory curvature ͓10͔, and a measure of phase synchronization ͓9͔ is obtained as a function of the coupling strength. Generalized synchronization is quantified with a test of functional relationship between the two coupled systems using an algorithm based on a method of false neighbors ͓20͔. The coupling strength at which phase and generalized synchronization occurs is determined and compared to results obtained with the coherent chaotic electrodissolution of nickel ͓7͔.
A standard three-compartment electrochemical cell consisting of two iron working electrodes ͑1-mm diameter each with 2-mm spacing͒, a Hg/Hg 2 SO 4 /K 2 SO 4 reference electrode, and a Pt mesh counter-electrode was used. ͑A schematic of the experimental setup can be found in Ref. ͓7͔ .͒ The applied potential ͑V͒ of both electrodes was held at the same value. The electrodes were connected to the potentiostat through two individual parallel resistors ͑R ind ͒ and through one series collective resistor ͑R coll ͒ which furnishes a global coupling of strength = R coll / R tot , where R tot = R coll + R ind / 2 is kept constant. For = 0, the external resistance furnishes no additional coupling; for = 1, maximal external coupling is achieved ͓7͔.
Both relatively slow and fast cycles are seen in the current time series and the reconstructed attractor shows no obvious center of rotation as shown in Figs. 1͑a͒ and 1͑b͒, respectively. The phase ͓͑t͔͒ can be defined using the derivative of the Hilbert transform H͑t͒ of the current i͑t͒
Osipov et al. have previously proposed the use of a twodimensional phase space based on derivative component coordinates ͓10͔. Although there is no unique center of rotation in the phase space using the Hilbert transform ͓21͔ ͓Fig. 1͑c͔͒, a unique center is found using the derivative of both coordinates ͓Fig. 1͑d͔͒; thus Eq. ͑1͒ can be used for the definition of phase. The extent of phase coherence can also be seen in the return times of the time series data. While for the phase-coherent chaos of Ni electrodissolution the oscillations have similar return times ͑±10% ͒ ͓see Fig. 2͑a͔͒ , for the non-phase-coherent chaos of iron dissolution ͓see Fig. 2͑b͔͒ oscillations with very small and large periods occur. It is also seen in the figure that this behavior is stationary; the large changes are not due to drift but due to a dynamic process.
͑We have also confirmed the stationarity of oscillations with a wavelet-based method ͓22͔; the wavelet analysis shows only small fluctuations in characteristic frequencies but no long-term drift͒. Without added coupling ͑ =0͒ the two-electrode results are shown in Fig. 3 . The current of electrode 1 vs electrode 2 ͓Fig. 3͑a͔͒ does not show any obvious correlation. Phases are obtained with Eq. ͑1͒ and phase differences defined as ⌬͑t͒ = 1 ͑t͒ − 2 ͑t͒. The magnitude of phase differences tends to increase with time ͓see Fig. 3͑b͔͒ ; however, large fluctuations from a straight line occur due to the strong nonphase-coherent feature of the chaotic oscillations. ͑These fluctuations are much smaller for the phase-coherent chaotic Ni electrodissolution ͓7͔.͒ The histogram of the cyclic phase differences ͑⌬ mod 2͒ ͓Fig. 3͑c͔͒ is flat, indicating no favored phase difference and no significant inherent coupling at = 0 through the electrolyte. A synchronization index can be used to quantitatively characterize the extent of phase synchronization ͓9͔; the value of expresses the sharpness of the maximum in the cyclic phase difference distribution and is obtained as
where S is the Shannon entropy of the cyclic phase differ-
is the number of bins in the histogram of cyclic phase differences in Fig. 3͑c͒ , p i is the fraction of data points in the ith bin͒, and S max is the maximum entropy ͑flat distribution͒. takes on values from 0 to 1 as the distribution changes from flat to a delta function. For = 0 in Fig. 3͑c͒, = 0 .008.
Generalized synchronization can be characterized with a quantity that expresses a continuous functional relationship between the attractors of the two systems ͓5͔. Continuity was difficult to prove ͑even for two identical systems͒; however, a robust algorithm based on false nearest neighbors has been proposed to characterize functional relationships between signals ͓20͔. The method was developed to determine optimal embedding dimension and time delay. Nevertheless, as we shall see below, it provides an efficient way to characterize generalized synchronization as well. At any time t * the phase points of electrode one and two are x 1 ͑t * ͒ and x 2 ͑t * ͒. The nearest neighbors of these two points, x 1 ͑t 1 ͒ and x 2 ͑t 2 ͒, respectively, are determined ͑with the software package OPENTSTOOL ͓23͔͒. Functional relationships are assumed to exist if both ͉x 2 ͑t * ͒ − x 2 ͑t 1 ͉͒ Ͻ ␦ and ͉x 1 ͑t * ͒ − x 1 ͑t 2 ͉͒ Ͻ ␦ are fulfilled, where ␦ = 0.7 mA. The reconstruction of the attractors was done using the method of time delays with the current ͓i͑t͔͒ signal of the electrodes; reconstruction parameters ͑time delay, = 0.015 s and embedding dimension, m =4͒ were determined in such a way to avoid false neighbors ͓20͔. The functional relationship between the electrodes is characterized by the fraction of phase points P that passes the false neighbor test. An example is shown in Figs. 3͑d͒ and 3͑e͒ . The large distances between the phase points at t * ͑circles͒ and at t 1 and t 2 ͑triangles͒, respectively, show that there is no functional relationship between the two phase points at t = t * . The analysis of the whole time series at = 0 gives P = 0.004, i.e., only a small fraction ͑0.4%͒ of the phase points passes the false neighbor test. Now we consider the addition of fairly strong coupling ͑ = 0.6, Fig. 4͒ . With this added coupling there is a remarkable change in the synchronization properties of the oscillations. Although identical synchronization ͑corresponding to the diagonal line͒ in the i 1 ͑t͒ vs i 2 ͑t͒ plot ͓Fig. 4͑a͔͒ is not present, there is correlation between the currents of the electrodes. The phase differences ͓Fig. 4͑b͔͒ are nearly constant with some phase slips ͑these are related to sharp peaks in time series for which state space reconstruction is inaccurate͒. The histogram of cyclic phase differences ͓Fig. 4͑c͔͒ has a maximum near zero; antiphase oscillations are practically not observed, i.e., the probabilities at − and differences are almost zero. The synchronization index has a large value = 0.412; our previous studies showed that phase synchronization is established when Ͼ 0.1− 0.2 ͓7͔. Thus, we see that the phases of the oscillations are correlated and at = 0.6 phase synchronization has set in. The phase points of the attractors shown in Figs. 4͑d͒ and 4͑e͒ pass the nearest-neighbor test. Note that the corresponding phase points ͑shown in triangles and circles͒ reside on different parts of the two attractors; such a mapping is indicative of generalized synchronization. The analysis gave P = 0.456 showing that about half of the phase points pass the false neighbor test.
The synchronization index and the fraction of data points that pass the neighbor tests ͑P͒ are shown as a function of the coupling strength in Figs. 5͑a͒ and 5͑b͒. The figures show a similar trend with a large increase in the values of and P between = 0.4 and 0.6. ͑There is small increase of these quantities for Ͻ0.4.͒ These results imply that phase and generalized synchronization occur in a parallel way in the system as the coupling strength is varied.
Similar experiments with two chaotic systems with varying coupling strength were carried out with nickel electrodissolution ͓7͔. In this system the chaotic attractor is phase coherent and phase synchronization was previously shown to occur at = 0.06. In Figs. 5͑c͒ and 5͑d͒ and P are shown as a function of coupling strength. Phase synchronization sets in at = 0.06 at which coupling strength increases considerably. Generalized synchronization sets in at about = 0.5 as shown by the large increase of P. Thus, for phase-coherent chaotic oscillations, phase and generalized synchronization are distinct processes occurring at weak and strong coupling strength, respectively.
Depending on the coherence of the chaotic attractor three types of transitions have been proposed-from unsynchronized to both phase and generalized synchronized states ͓10͔. For phase-coherent attractors the zero Lyapunov exponent ͑LE͒ is associated with the phase dynamics and phase synchronization occurs at weak coupling shortly after the zero LE becomes negative and generalized synchronization occurs at the strong correlation of amplitudes at large coupling; apparently, the transition seen in Ni electrodissolution belongs to this category. For chaotic attractors with intermediate phase diffusion the transition takes place via an interior crisis. For strongly non-phase-coherent attractors phase synchronization is a manifestation of generalized synchronization and phase synchronization occurs only after one of the positive LE passes to negative values, i.e., transition to generalized synchronization. In this case phase locking is possible only with strong correlations of the amplitudes. Iron electrodissolution was shown to fall into this category; the measures for phase and generalized synchronization followed the same trend of variations.
Although detailed differential equation models of chaotic nickel and iron oscillations are not available, the general mechanism for the development of oscillations is known. Chaotic nickel dissolution with a phase coherent attractor can develop through period-doubling bifurcations and the system can be modeled with three variables: potential, and NiO and NiOH surface coverages ͓24͔. However, to capture the basic dynamical features of iron dissolution at least four variables are required ͓25͔; one of them is a slowly varying salt layer thickness. It is likely that this slow variable contributes to the large phase incoherent character of the oscillations.
Two main routes to phase and generalized synchronization have been confirmed in laboratory experiments with electrochemical systems. Depending on the phase-coherent features, phase and generalized synchronization can be independent or highly correlated processes. The robustness of the analysis method applied here can be useful for characterizing other physical, chemical, and biological systems that are composed of oscillations with different degrees of coherence. For example, in an analysis of rat electroencephalographic signals ͓26͔ measures of phase and generalized synchronization exhibited similar trends that imply underlying nonphase-coherent dynamics.
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