Abstract: Head motion during Computed Tomographic (CT) brain imaging studies can adversely affect the reconstructed image through distortion, loss of resolution and other related artifacts. In this paper, we propose a marker based innovative approach to detect and mitigate motion artifacts in three dimensional cone-beam brain CT systems without using any external motion tracking sensor. Motion is detected using correlations between the adjacent projections. Once motion is detected, motion parameters (i.e. six degrees-of-freedom of motions) are estimated using a numerical optimization technique. Artifacts, caused by motions, are mitigated by using a modified form Feldkemp-Davis-Kress (FDK) algorithm which uses the estimated motion parameters in back-projection stage. The proposed approach has been evaluated on a modified three-dimensional Shepp-Logan phantom with a range of simulated motions. Simulation results demonstrate a quantitative and qualitative validation of motion detection and artifacts mitigation technique.
Introduction
Patient movement remains as one of the fundamental source of problem in most computer tomographic imaging application. It is assumed that subject under investigation remains stationary during X-ray data acquisition process. In clinical situation this is an unrealistic assumption. Patient movement has frequently been reported in most CT applications [1] . In brain imaging, even with substantial head restraint, some amount of motion is inevitable, especially in less cooperative patient like children. Patient motion plays a significant role in causing artifacts such as blurring, doubling and loss of resolution in the reconstructed images which often prevent accurate diagnosis of diseases [2] [3] [4] [5] [6] [7] [8] . Therefore, it is imperative to detect and compensate or to even eliminate motion artifacts for diagnostic purposes.
While CT imaging systems have been improved over the past several years, there still remains a need to detect and mitigate for motion artifacts in clinical follow-up of neurological patients with multiple sclerosis, tumors, stroke, etc., in which failure to detect motion artifacts often lead to misdiagnosis of diseases. Over the past few years several methods have been reported to detect and correct motion artifacts using external sensor. Goldstein et al. [9] proposed a device that uses a triad of three incandescent lights affixed on patient's head while viewed by two position sensitive detectors. Fulton et al. [10] and Beache et al. [11] also proposed similar approaches that use infrared reflector, while using a mechanical motion tracker comprising a base which houses the electronics and a multiply-jointed light weight arm. On the other hand, several other approaches solely based on Sinogram/Linogram information, such as a motion correction method based on cross-correlation of summed horizontal and vertical sinogram of successive projection [12] , a motion estimation based upon a parabolic fitting of the peak of correlation function of the sinogram/linograms of projections [13, 14] , have been proposed and evaluated in the literature. It must be noted that motion detection using external sensors could cause systematic biases in the reconstructed images [15] and Sinogram/Linogram approaches suffer from the common disadvantages of depending upon the resolution, sampling, noise characteristic, as well as the activity distribution of the scanned data set [9] . Moreover, Sinogram approach often fails to detect motion in case of abrupt and large head motion. Therefore, unlike using only sinogram/linogram information of the projections, we propose a marker based system to quantify head motions and mitigate motion artifacts during reconstruction process. Without using any external optical motion tracking sensors, our proposed method estimates six degrees of freedom of head motions from projection of four markers by using a numerical optimization technique. Mitigation of motion artifacts is achieved by using a modified form of FDK algorithm, which uses the estimated motion parameters in back projection stage. The proposed method uses the OSCaR-02 [16] implementation steps for efficient FDK based 3D reconstruction. In this paper, we have also derived a modified form of X-ray projection equation of [17] and [18] , to incorporate all possible form of real life head motions (rotation and translation) in the 3D Shepp-Logan phantom. We have verified our technique on a modified three-dimensional Shepp-Logan phantom with a known set of motions. Simulation results validate our motion detection and artifacts mitigation technique. This paper is organized as follows. In Section 2, we give a brief description of the modified 3D Shepp-Logan Phantom. In Section 3, we derive the modified form of X-ray projection equation of that Phantom. In Section 4, we describe briefly the FDK based 3D reconstruction using OSCaR-02 implementation steps. In Section 5, we describe how we have simulated motion artifacts. In Section 6, we discuss a correlation based motion detection technique. In Section 7, we discuss how we have estimated motion parameters using our marker-based system. In Section 8, we describe the implementation of modified FDK algorithm. In Section 9, we give a quantitative and qualitative analysis of our simulation results. And finally a brief conclusion is drawn in Section 10.
3D Shepp-Logan phantom with markers
A three-dimensional version of the Shepp-Logan phantom is considered as the typical simulation model in 3D-CT imaging reconstruction field [19] . In this paper, the modified 3D Shepp-Logan model of Figure 1 is adopted for our simulations. The model consists of four markers and ten superimposed ellipsoids with different attenuation coefficients (CT values). In practical situation, the markers need to be attached on a head in such a way that their positions will always be linearly independent and their projections on the X-ray detector plate will never cross each other in case of any practical head motion. The geometric locations, sizes and CT values of the ellipsoids used in the model are listed in Table 1 . CT values of water and air are 0 and −1000Hu respectively, while that of the bone varies from +100 to more than +1000. In our simulation, the CT values of the ellipsoids are chosen to simulate the soft tissue, bone and other matters located in the head.
Modified X-Ray projection equation of 3D Shepp-Logan phantom
In circular cone-beam CT system the source-detector pair is rotated in a circular orbit about z-axis by angle β, where β varies from 1 to 360 degree with a suitable step size, w.r.t. Y-axis and the ray integrals, projections, are measured on the detector plane as shown in Figure 2 . The X-ray projection, R β ( ), of the modified 3D Shepp-Logan Phantom is derived by the following sets of equations. The Cone-beam X-ray transform is a collection of ray integrals measured through every points ( ) in a object.
A ray in a three-dimensional space is described by the intersection of two planes [20] .
where θ and γ are two rotations of the ( ) axis. The first rotation is θ degree about z-axis to give ( )-axes and the second rotation is about the t-axis by an angle of γ. The projection value of this ray through an ellipsoid, E, is the length of the line segment going through E multiplied by the CT number (ρ) of that ellipsoid. According to the linearity of the radon transform [21] , a projection of an object consisting of ellipsoids is just the summation of the projections of all individual ellipsoids. The description of an ellipsoid, E, as listed in Table 1 , can be obtained by rotations, , ψ and ξ, about , and axis respectively and translation from the origin to the ( , , ) position. In matrix form this transition is given by the following Equation (2):
where: R 11 = cos ψ cos − cos ξ sin sin ψ R 12 = cos ψ sin + cos ξ sin sin ψ R 13 = sin ψ sin ξ R 21 = − sin ψ cos − cos ξ sin cos ψ R 22 = − sin ψ sin + cos ξ cos cos ψ R 23 = cos ψ sin ξ R 31 = sin ξ sin R 32 = − sin ξ cos R 33 = cos ξ. However, for simulating motion, we further need to modify the above Equation (2) to incorporate rotation and translation about the origin of the phantom. This modification is given by the following Equation (3): 
where:
. Now from Equation (1), we derive the following parametric form of equations of a ray (4):
where: λ is the parameter,
is a point on the ray and ( ) = (sin θ cos γ − cos θ cos γ − sin γ) is the direction cosine vector. Now substituting Equation (5) into Equation (4) we get the following quadratic equation in terms of λ: where:
The length of the line segment inside an ellipsoid is the absolute value of the difference between the two roots of this equation, if roots exist. Note that A > 0. Therefore the X-ray transform of the characteristic function of the ellipsoid is:
Now using Equation (7) and the linearity property of Radon transform, X-ray projections of our 3D Shepp-Logan phantom are created for every rotation angle β of step size 1°. Some of these achieved projections (motion free ideal case) are plotted in Figure 3 .
3D reconstruction using OSCaR-02 based FDK implementation
The Feldkamp-Davis-Kress (FDK) algorithm is the most widely used algorithm for cone-beam volume reconstruction. Because of its simple one-dimensional filtration and parallel implementation, the FDK algorithm and its variations can be implemented efficiently. The FDK algorithm falls in to the framework of the well-known filtered back projection (FBP) [22] . In practice, the cone-beam data acquired by the flat panel detector are row-wisely filtered with a suitable reconstruction filter and followed by a 3D back projection for volume reconstruction. The necessary geometric parameters, listed in Table 2 , are carefully chosen to keep the cone-beam angle within the acceptable range so that it will minimize the artifacts due to large cone beam angle. In this paper, we adopt the following steps from OSCaR-02 for efficient FDK based 3D reconstruction. Several slices of the reconstructed 3D Shepp-Logan volume are shown in Figure 4 .
Steps to implement FDK Algorithm:
1. Input Projection data.
2. Input SDD, SAD and desired reconstruction grid ( ). 
Simulating motion artifacts
In our simulation we have used 360 projections (i.e. sourcedetector pair rotates with a step size of 1°and at every source-detector position a projection is created). Each projection consists of 256 × 256 X-rays. The reconstruction grid size is of 256 × 256 × 256 pixels. This is a computational intensive process. In order to make execution time faster we have used GPU processor and Matlab inbuilt GPU functions in our simulation. To give an idea of computational requirement, we have given a comparison of execution times (performed in two different machines) in Table 3 . GPU has reduced the execution time significantly compared to the CPU alone execution. We simulated several motions on the 3D phantom during Xray data acuisition process by using six degrees of freedoms of head motion, three translational ( ) and three Table 5 . Translational motion given to the Phantom during scanning of projections at 260°, 270°, and 280°.
Step Step 
Motion detection
The idea behind our motion detection originated from the fact the correlation-coefficients between adjacent projections, which are taken only step size of 1°apart, are very high. If the object under investigation suffers from any kind of motion then the value of the correlation-coefficients of some of the adjacent projections will drop depending upon the amount and position of the motion. Using the following Equation (8), we calculated the correlation-coefficients for motion free case, and Translational, Rotational and Combined motion corrupted cases. Figures 8, 9 , 10 and 11, the plots of correlation-coefficient (C ) of these four different cases, validate our assumption. Once the locations of the motions are detected, the following marker based technique is used to estimate the six-degrees-of-freedom (three translational and three rotational parameters) of head motions. 
C = (A − A(B − B)
(A − A) 2 (B − B) 2 (8)
Estimate motion parameters using markers
The idea behind our marker based system is to estimate motion parameters without using any external motion tracking sensors. The proposed system, which is implemented in circular cone-beam CT assembly, as shown in Figure 1 and Figure 12 , uses four markers to estimate rotational and translational parameters (six degrees of freedom) of motion. Number of markers and their linear independence are the two necessary conditions for finding the motion parameters. Coordinates of markers ( , where = 1 2 3 4), as shown in Figure 12 and Figure 13 , and their corresponding projection (¯ ¯ ¯ , where = 1 2 3 4) on detector plate, as shown in Figure 14 , are known for motion free ideal case. In case of any head motion during CT scan, the markers and their corresponding projections will shift from their ideal positions, as shown in Figures 12, 13 & 14. Where ( , where = 1 2 3 4) and (¯ ¯ ¯ , where = 1 2 3 4) are the coordinates of shifted markers and their corresponding projections respectively. However, the relative distances between the markers, as shown in Equations (9) and (10), will always remain constant because of the rigid body structure. The new positions of the projections of markers are known from the detector plate but the new positions of the markers are not known. In this proposed system, the new positions of the shifted markers are estimated from an iterative numerical optimization technique which minimizes the differences between the known relative distances among the marker positions and the corresponding relative distances among the estimated markers positions.
∀ > where = 1 2 3 and = 2 3 4. The coordinates of the markers projection on detector plate can easily be found by following the simple image processing steps of Figure 16 . Once the coordinates of markers projection are known we can apply the following numerical optimization steps to estimate the markers coordinates after motion. The first step in our numerical optimization technique is to find the shifted markers approximate positions, ( , where = 1 2 3 4). As shown in Figure 17 , the approximate position of the shifted marker1 can be found by drawing a line, which is parallel to the line between the projections (¯ 1¯ 1¯ 1 ) and¯ 1¯ 1¯ 1 , from its ideal marker position to the shifted line. The intersection point,¯ 1¯ 1¯ 1 , is the approximate position of the shifted marker1. The generalized formula for finding the approximate positions of the shifted markers is given by (11).
where SDD is the distance between source and detector. After finding the approximate marker positions ( ), we need to calculate the relative distances, , between them using Equation (12): If these relatives distances, , are close to the (relative distances between the ideal marker positions), then our approximation is good. Otherwise, we need to vary the positions of the approximate markers positions along their corresponding shifted lines so that their relative distances become very close to the ideal distances, . Once we reach within our error limit, in other words, when
where = 1 2 3 4. After finding the shifted marker positions ( ), we can easily extract the motion parameters from the following Equation (14) Since the marker coordinates are linearly independent for any form of practicle head motion, solution of (14) will always exist. After finding the location of motion (i.e. the source-detector positions where motion occured during CT scan) and the parameters of head motions, the following OSCaR-02 based implementation of modified FDK algorithm is applied to mitigate motion artifacts during reconstruction process.
OSCaR-02 based implementation of modified FDK algorithm
The idea behind our modified FDK algorithm is to mitigate motion artifacts by correcting the position of every reconstruction voxel in the back-projection stage according to the motion information acquired in the previous section. Using the location of motions (β , which can be found from the correlation between the adjacent projections), the transformation matrix (T , which consists of the rotational parameters of motion, as shown in Equation 15) , and the translational parameters of motions, we correct the position of every voxel during reconstruction process. In this paper, we adopt the following OSCaR-02 based implementation steps to implement the modified FDK algorithm.
In case of motion,
Steps to implement modified FDK Algorithm: 
Simulation Results

Simulation of motion parameter estimation
To estimate the motion parameters efficiently with reasonable accuracy, we choose some approximated line segment, L, of the shifted line around ( ), as shown in Figure 17 , for our iteration. L could be chosen based on the distance between ideal and shifted marker projections. After choosing L, we divide the length into N equal parts for our iteration. Obviously, large values of N will produce better accuracy. The iteration is performed in several stages. In the first stage, using L, we try to find the closest possible coarse solution (i.e coordinates of the shifted marker position). After getting the closest possible coarse marker positions, we choose a smaller length, half of previous length (L/2), around the estimated coarse marker position and divide it again by N equal parts for the next iteration. The process is repeated until we reach the desired Error margin (we used Error Margin = 0.001, N = 150 and L = 2 cm, 3.5 cm and 5 cm for Translational, Rotational and combined motion corrupted cases respectively). If the process doesn't converge, we need to increase L and the number of iteration. The performance of our proposed marker based estimator is tested with all the above motion corrupted cases. Table 7 shows the coordinates of actual marker positions (before and after motion) and the corresponding estimated marker positions (after motion) for different source-detector positions where the translational motions are given. In most cases the estimated coordinates are within 0.1 mm of their corresponding actual coordinates. The estimated translational motion parameters (which are calculated from the coordinates of estimated and actual marker positions of Table 7 ) and the given translational motions are shown side by side in Table 8 . In Tables 9 and 10 , we have shown similar comparisons of actual and estimated marker coordinates and the estimated and given motion parameters, respectively for rotational motion corruption case. Table 11  and Table 12 show the similar parameters of motions for combined motion corruption case. From our simulation results it can be observed that the estimated translation motion parameters are within less than 1.5% of the actual values and estimated rotational parameters are within less than 0.01% of the actual values.
Simulation results of artifacts mitigation
Now to demonstrate the efficacy of our proposed artifact mitigation technique, we apply the estimated motion parameters to the back-projection stage of our modified FDK algorithm and reconstruct the 3D image from the above different cases of motion corrupted projections data sets. In Figures 18, 19 , and 20, we plotted the axial, coronal and sagittal slices of reconstructed volume of motion corrupted case, motion compensated case, and motion free case side by side. From these plots it can be inferred that the motion artifacts have significantly been reduced by our Marker Based Artifacts Mitigation (MBAM) approach. In order to assess the accuracy of motion correction, the motion free study is treated as gold standard. We particularly choose the axial slice at = −2 5 cm for our comparison. The mean square error (MSE) of the motion compensated and uncompensated slices (normalized) are calculated with respect to motion free slice (normalized). For combined motion corruption case, MBAM approach reduced means square error in the axial slice from 0.0155 (without motion correction) to 0.0051, i.e. by a factor of 3.0341. While that for translational motion corrupted axial slice from 0.0103 to 0.0035 and for Rotational motion corrupted axial slice from 0.0073 to 0.0047. The improvement in accuracy can also be observed in the intensity profile of Figures 21(a) , 21(b) and 21(c). In the left column, we plotted the one pixel wide intensity profiles of the axial slices at = −2 5 cm of the above motion corrupted cases and motion compensated cases against the motion free case keeping Y fixed at 129 th position while X varies from 1 to 256. In the right column, we plotted the similar intensity profiles keeping X fixed at 131 st position while Y varies from 1 to 256. We chose this particular X, Y positions so that maximum intensity variation could be observed. From Figure 21(a-c) , it is evident that motion correction using MBAM approach resulted in a profile very close to that of motion free case.
Discussion and Conclusion
In our simulation we have considered that the initial marker positions (i.e. the coordinates of ideal motion free makers) are known. This assumption can be justified as because the initial position of a marker can easily be calculated from the distance between the source and the marker (which can be measured physically from the system) and the projection coordinate of that corresponding marker. Using the simple geometry of Figure 13 , we can write:
where: = 1 2 3 4; = markers coordinate; ¯ ¯ = markers projection coordinate; = measured distance between the source (0,0,0) and markers. Using Equations (16) and (17) we can easily find the initial coordinates of the ideal motion free markers. In this paper, we have designed and implemented an innovative Marker Based Artifacts Mitigation (MBAM) system to compensate motion artifacts in FDK based 3D cone-beam brain imaging system without using any external motion tracking sensor. The location of motion (i.e. the location of source-detector pair where motion has occurred during data acquisition time) is first detected by using a simple correlation-based technique. Once motion is detected, the parameters of motion (six degrees-of-freedom of motion) for any form of possible head motions are estimated by using our marker-based system. After estimating motion parameters, a modified FDK algorithm is used to mitigate motion artifacts. Simulation results demonstrate that the proposed MBAM has requisite accuracy, resolution and range. From the simulation results, it can also be claimed that our proposed method could mitigate motion artifacts originated from abrupt and large variation of head motion. We have verified our system on synthetic data set. In other words, all of our efforts have been tested only on a mathematical phantom (i.e. on an ideal condition). However, the practical situation is more complex. We need to consider several factors such as geometric calibration, quantum noise, detector blurring, additive system noise, processing of projection (offset-gain and defect correction), log normalization, data redundancy weighting (such as Parkers weighting) and smoothing filter operation for successful reconstruction. In our future endeavor, efforts will be made to implement the MBAM on a real life data set, so that the clinical significance of this technique can be established.
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