Introduction
Clustering algorithms, with their associated heatmaps and dendrogram representations, are nearly inseparable from microarray-based papers. But while these graphical depictions of huge microarray datasets can be visually impressive, they also raise a number of questions. How should they be interpreted? What types of problems should clustering be applied to? Are there alternative approaches to clustering? How can a biologist identify a poor or inappropriate use of clustering from a wellfounded application?
What is clustering?
Clustering algorithms are a part of the more general field of "unsupervised pattern recognition". These algorithms are capable of finding patterns in data (pattern recognition) without any prior information about the structure or organization of the data (unsupervised).
Given the immense popularity of clustering algorithms, it might be surprising to realize that unsupervised pattern recognition is a very small field. The overall field of pattern recognition is mainly comprised of algorithms that involve prior information about the data: so called "supervised pattern recognition". For example, in the major text on pattern recognition (1), only a single chapter is dedicated to unsupervised algorithms! While there are many varieties of clustering algorithms, they can basically be grouped into two major classes: hierarchical algorithms and portioning algorithms. These two differ in terms of the basic assumptions they make about the underlying data. Both types of algorithm are frequently used in microarray data-analysis.
A hierarchical algorithm assumes that there is an ordered structure -somewhat like a ranking -inherent to the dataset.
These ordered structures are usually represented by the "dendrograms" (Figure 1) . Ordering can either be calculated by splitting the entire dataset into successively smaller groups (divisive hierarchical clustering) or by successively aggregating individual data-points into larger groups (agglomerative hierarchical clustering). For a variety of reasons, agglomerative hierarchical clustering can be extremely computationally intensive, and is unmanageable for some very large datasets.
Partitioning algorithms, by contrast, do not posit any specific ordering of the dataset. Instead, they assume that the number of distinct groups within the dataset is known a priori. While a number of techniques have been designed to estimate this cluster-number in advance, in general, selection remains somewhat arbitrary and usually needs to be guided by some knowledge of the underlying dataset. Once the number of clusters is determined, partitioning algorithms work in a straight-forward way. They first randomly assign data-points to different clusters. Next, they try moving points one-byone from one cluster to the next, seeking to improve the "separation" of the clusters from one another. Once the algorithm reaches a stage where moving a point from one cluster to another cannot improve separation, it stops.
Hypothesis -28
Clustering Algorithms -REVIEW Two very common partitioning algorithms are kmeans clustering and self-organizing maps.
While partitioning algorithms are much less computationally demanding than hierarchical algorithms, they are also acutely sensitive both to the number of clusters selected and to the initial random assignment.
Clustering algorithms have been reviewed extensively elsewhere, and this brief introduction only provides a few key details. The classic text on statistical pattern-recognition, Duda & Hart, includes a lucid overview of clustering algorithms (1).
Several excellent reviews discussing the mathematics of unsupervised pattern-recognition from a biological perspective are available (2-7). Further, clustering has been employed in a wide range of research fields (8) (9) (10) (11) (12) . Finally, a number of groups have proposed methods aimed at improving the visualization (13, 14) or accuracy (14-18) of clustering algorithms, or at providing techniques for validating (19) (20) (21) (22) the performance of these algorithms on microarray data.
How is clustering misused?
Misuse #1: Clustering "pre-selected" datasets The strength of clustering algorithms is their ability to find patterns in data without employing prior knowledge of the dataset. As such, if a dataset has been pre-selected (filtered), the results of the clustering algorithm become much less useful.
For example, consider a microarray experiment examining the response of various cell-lines to some treatment. Clustering this dataset might identify groups of genes with a similar behaviour across the various cell-lines. However, if the microarray data are first subjected to a statistical analysis to identify genes that differ between the cell-lines, then clustering will add no additional information.
Instead, clustering is now a visualization method, not a method for revealing new biological insights. Indeed, in such cases, it is often acceptable to order the data manually in an appropriate way, rather than to employ clustering algorithms (23).
Hypothesis -29
Clustering Algorithms -REVIEW Thus, it is often inappropriate to use clustering when a visualization technique is needed.
Misuse #2: Clustering to detect differential expression Often clustering algorithms are used to identify genes that are differentially expressed between two conditions. For example, if a cell-line is treated with either a drug or a control and microarrays run for each condition, some groups will cluster the resulting data.
This approach is flawed for two reasons. First, clustering algorithms will find groups in random data -in other words they are not capable of making statistical assessments about reproducibility. Second, clustering algorithms can miss small, but replicable, effects, particularly when multiple classes (e.g., multiple drugs) are being considered. Thus clustering algorithms lack both specificity and sensitivity for the detection of differential expression.
In fact, a wide variety of extremely wellestablished statistical techniques exist to solve this problem. Simple techniques like t-tests and ANOVAs (F-tests) are often appropriate when combined with multiple-testing adjustments (24) . More complex Bayesian methods are also available (25, 26) .
Misuse #3: Clustering to recapitulate a biological trend
Consider a time-course microarray experiment, where the effect of some drug on transcript levels is assessed across a range of time-points. This data might then be clustered, with the aim of showing both the reproducibility of the microarray analysis and the biological groupings of specific time-points. Clustering is in fact an appropriate way of demonstrating both results, but most such analyses have two key flaws.
First, it is essential that the complete dataset be used (Misuse #1) or the conclusions drawn will only be true for the small subset of changed genes rather than for the entire cell. Using only pre-selected differentially expressed genes will turn the cluster-analysis into a mere visualization, and prevent new conclusions from being drawn.
Second, it is not sufficient to show a perfect or near-perfect clustering as evidence that a known biological trend could be recapitulated from RNA-level data.
Some assessment of the chance that this could occur at random is required. Not doing so is somewhat analogous to showing data without error-bars. There are a variety of techniques available for assessing "cluster homogeneity", but perhaps the most common is the "adjusted Rand Index" (16) . Just as a p-value should be associated with most claims of differential expression, so too should Rand Index values be associated with claims that microarray clusters have recapitulated a known biological trend.
Misuse

#4:
Unverified clustering reproducibility In any study using partitioning algorithms there are two elements that must be discussed for the work to have credibility. First, it is critical that the selection of the number of subsets be justified on some basis -be it prior biological knowledge, empirical assessment of the data using some external criteria, or use of a sizedetermination metric. Without this information it becomes unclear to what extent observed effects are merely artifacts of parameter-choice (27) .
Secondly, it is equally critical that any partitioning algorithm be repeated (iterated) many times to help ensure that an appropriate solution was found. This is particularly important for complex datasets. A simple analogy may help clarify the importance of this often-omitted step. Consider a simple method of trying to find the highest point on the earth: start at a random point and keep walking successively higher until you can see no higher point in the distance. If one starts near a mountain-range this approach will work well, but if one starts in a flat region this approach will work poorly.
Partitioning algorithms work in something like this manner, and thus it is always necessary to iterate k-means or SOM clustering many times (often tens of thousands). If the same "highest point" is found several times, then one can have some confidence that this is indeed the peak, although even this is not guaranteed. Thus, this step is critical. Unfortunately when this step is not reported in a manuscript, it is often unclear if the authors omitted to mention this part of the analysis in the text, or if they actually omitted performing the analysis entirely.
Hypothesis -30
How can clustering be used appropriately? Use #1: Clustering to predict class assignment One of the classic uses of clustering algorithms is to predict new properties of a gene, based on its co-clustering partners. This was first done by Hughes et al. in yeast, where a panel of 300 yeast microarray experiments was clustered (28) . Each cluster was then tested for functional homogeneity using a statistical algorithm. Many clusters were found to be highly enriched for genes with a particular biological function, such as RNA-binding. Uncharacterized genes within these clusters were then predicted to also have this function, and in a number of cases Hughes et al. verified these predictions experimentally. Clustering can thus be used to predict function or properties through enrichment-analysis.
Use #2: Clustering to bootstrap other analyses
One of the assumptions underlying many clustering analyses is the idea that co-expressed genes are also co-regulated. This idea has been extensively exploited by Nir Friedman's group to predict novel transcription-factor binding-sites.
Their approach was elegant: genes were clustered together based on expression profiles. The promoter regions of the resulting clusters were then analyzed for known or novel DNA motifs that might represent transcription-factor binding-sites (29, 30) . Again, some of the predictions were experimentally verified. This approach has since been applied to human datasets (31) , and the algorithm has been adapted to accommodate experimental transcription-factor binding (ChIP-chip) data (32).
Use #3: Data integration
In theory, clustering analyses can be exploited for merging disparate types of data. For example, gene-expression measures from disparate technologies such as microarrays and SAGE can be combined together using clustering algorithms (33) . Similarly, broadbased data-integration techniques employing supervised pattern recognition techniques have also been proposed (34) .
Conclusions
Clustering algorithms can be a critical tool for the analysis of complex, multi-dimensional datasets. Despite the problems noted here, it is likely that unsupervised analysis approaches will only become more important as high-throughput experiments become a standard part of molecular biology. As such, developing the ability to detect poorly applied clustering techniques is a valuable skill.
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