Abstract: An iterative method to optimize non-linear production processes is described. In contrast to classical design-of-experiment methods, it starts with a small number of experiments, based on which a preliminary data-based model is developed. From this model a vector of process parameters with (potentially) improved performance is calculated. The results of the experiment carried out with these new process parameters enlarge the database and result in an improved process model. The iteration is stopped if the requirements of the product properties are fulfilled. The method is applied to the selective laser sintering process of titanium powder. The goal of the optimization is to produce a ring with a prescribed geometry.
INTRODUCTION
Optimizing a process with respect to a large number of operating parameters is a complex, time consuming, tedious and sometimes risky task. In practical applications, the procedure is often based on trial and error, hopefully supported by the mental model of a skilled operator. More systematic approaches are one-factorat-a-time experimentation and experimental design. These concepts work well for reproducible processes with known interactions [1] , but they tend to fail if the result of the process depends on the process parameters in a non-linear way. These methods require an unpredictable and-from a practitioner's point of view-a large number of experiments. Classical design of experiments is often considered too expensive in computational and engineering efforts and has therefore, at best, a modest impact in industry. In biotechnology [2] , pharmacy and chemistry, these methods seem to be more popular.
Systematic approaches for process optimization will be more readily accepted in industry if the procedures follow the production engineer's intuitive understanding. This includes the use of models (mental, data-based or physical models) and of the concept of stepwise refinement, which can be interrupted as soon as the result is satisfactory.
Complementary to experimental design there is a wide range of model-based methods of process optimization. Rangwala and Dornfield [3] use neural networks, while Monostori and Egresits [4] base their method on neuro-fuzzy techniques for modelling turning and milling processes. Tisza [5] integrates numerical models and expert knowledge for modelling the metal forming process and Dong and McAvoy [6] use neural networks for modelling strong non-linearities.
Section 2 presents the technology of selective laser sintering (SLS). This technology is used to exemplify the optimization process that is the subject of this paper. In section 3, a finite element (FE) model of the SLS process is described. Section 4 introduces neural feedforward networks and neuro-fuzzy inference systems, and section 5 describes the role of process models. The optimization procedure is described in section 6 and the application and experimental verification is given in section 7.
SELECTIVE LASER SINTERING
Selective laser sintering is a solid free-form fabrication technique. It builds three-dimensional objects (like dies for injection moulding) directly from computer aided design (CAD) files. The parts are fabricated layer by layer out of a powder selectively fused by pulsed laser radiation. The materials suitable for SLS are metals, ceramics, polymers and their mixtures. The SLS process can be divided into two steps (see Fig. 1 ). At first, the laser beam selectively scans the powder surface according to the information contained in the CAD files. Under the radiation, the powder partially melts. The liquid formed by the molten material binds the surrounding powder and solidifies when the laser beam is switched off or is guided to another point of the powder bed. Once the scanning is finished, a new layer of powder is deposited and the scanning starts again. The obtained part has a rigid but porous structure. The loose powder can be removed and recycled.
Small powder particles tend to melt earlier and more completely than big ones under the laser radiation. The surface tension of the droplets leads to the accumulation of the liquid phase at the contact points of the large, solid grains. This process is called the 'necking phenomenon' because the bondings between the particles usually look like necks.
The SLS process involves a large number of process parameters that are supposed to be adjusted by the operator. Most of these parameters are related to the laser, such as the average power input, the pulse duration, the pulse repetition rate, the scanning speed and the hatching distance between adjacent scans. Other parameters are related to the powder used, such as the grain size or the relative proportions of the components. In this context, a systematic and reliable optimization procedure is therefore highly desirable.
FINITE ELEMENT MODEL OF SELECTIVE LASER SINTERING
The physical phenomena involved in the SLS process are very complicated and even the simplest models lead to non-linear systems of three-dimensional partial differential equations. The process description chosen here is based on the computation of four different fields:
(a) the temperature Tðt, xÞ, (b) the specific enthalpy uðt, xÞ, (c) the density &ðt, xÞ and (d) the sintering potential Èðt, xÞ, which are to be found at any time t and at any point x in the powder bed. The sintering potential is a nonstandard variable, which is required for an accurate description of the SLS process. It relates to the type of bindings between the powder grains. Its value is normalized: È ¼ 0 in a loose powder and È ¼ 1 in a sound solid. Every thermal property of the powder bed (like the thermal diffusivity) is a function of È. Moreover, the shape of the sintered part and its geometrical features are generated at the end of the simulation by processing the sintering potential and by determining its isosurfaces. The modelling of the process leads to a system of four three-dimensional partial differential and algebraic equations [7] . They govern the evolution of the four fields described above.
3.1 A system of equations for the temperature and the specific enthalpy
The temperature and the specific enthalpy are related by a non-linear state law:
T ¼ ðuÞ ð 1Þ Fig. 1 Schematic representation of the SLS process where is a non-decreasing and real-valued function. The quantity 1= 0 ðuÞ has a physical meaning. It represents the specific heat C p of the material. Since tabulated values of C p as a function of temperature can be easily found in the literature (see reference [8] ), the relation 1= 0 ¼ C p is useful to construct . The time evolution of the temperature and the specific enthalpy is governed by the heat equation. This relation allows for energy conservation and reads
where div and r are, respectively, the usual divergence and gradient operators and k denotes the thermal conductivity. In principle, k is a function of the temperature itself. In the present case, the thermal conductivity also depends on the local values of the density and of the sintering potential:
It is assumed that the thermal conductivity k can be presented as a linear function of the sintering potential and the thermal conductivity of the bulk material k bulk ðTÞ (see reference [8] ):
where powder > 0 is the ratio between the conductivity of loose powder and the bulk conductivity and sintered > 0 is the ratio between the conductivity of completely sintered material and the bulk conductivity. These are assumed to be temperature independent. Typical values are powder ¼ 0:01 and sintered ¼ 0:6. The state law (1) and the heat equation (2) are valid for any time and at any point, but they need to be completed by boundary conditions along the border AE of the powder bed. These conditions are
where n is the outward normal to the border AE, T amb is the ambient temperature, ! 5 0 is a transfer coefficient and Q is a source term allowing for laser activity. In the current study ! ¼ 0 was used because the influence of cooling the surface AE with ambient atmosphere is negligible. If the point x 2 AE is located inside the laser spot at time t, Qðt, xÞ ¼ I (I being the laser intensity in W/m 2 ). Otherwise Qðt, xÞ ¼ 0.
Density and sintering potential evolution
The evolution law for the density of the powder bed is usually determined by balancing the capillary and viscous forces in the molten material formed under laser radiation. The simplest models (see reference [9] ) lead to an equation of the form
where & 1 is the bulk material density (representing the highest density the powder bed can reach) and a is the so-called 'densification rate'. This last parameter depends on temperature. In Frenkel [9] it is shown that the densification rate a depends on the temperature through the ratio between the surface tension coefficient and the melt viscosity ". However, it is not needed to solve equation (5) . Here, the model for the thermal conductivity does not depend on the density. Therefore, the problem for the temperature T is decoupled from the problem for &.
On the other hand, the sintering potential È changes only when the temperature has reached a sintering threshold T sint , which has been determined experimentally to be T sint ¼ 1573 K. The sintering potential È grows exponentially towards its maximum value È ¼ 1:
where b is a temperature-dependent coefficient. The following model is proposed to describe the behaviour of b:
The system of evolution, equations (2), (5) and (6), together with the state law (1), the boundary condition (4) and the constitutive equation (3) for k are solved numerically. The space discretization is based on finite elements (FEs), and the time discretization uses finite differences (FDs). Because of the non-linearity of the state law (1), simple FD schemes in time are inefficient. More sophisticated techniques such as the Chernoff method [10] need to be used. The typical scale of the source term Q in the boundary condition (4) is also a serious issue for the numerical scheme. The source term Q jumps from zero to quite a large value over a small distance of some hundred micrometres, corresponding to the radius of the focused laser beam. For accuracy reasons, the region where Q is non-zero needs to be covered with at least ten finite element nodes. To avoid an uncontrolled growth in the number of nodes in the entire computational domain (with a linear size of some 10 cm), it is necessary to use locally refined meshes. Since the refined zone of the mesh has to be adapted at each time step to fit with the laser location, it was decided to use a non-standard FE method combined with a mortaring technique [11] because it has the advantage of avoiding a global contamination of the mesh at each remeshing step.
NEURAL NETWORKS AND NEURO-FUZZY INFERENCE SYSTEMS

Feedforward networks
Neural feedforward networks perform a non-linear transformation of m-dimensional input data into n-dimensional output data:
The most prominent feedforward network type is the multiplayer perceptron, but there is a wide range of alternative network paradigms [12] . All of them contain internal parameters, which are determined by minimizing the learning error Q with respect to a set of leaning data consisting of J pairs of input and output vectors fðx j , y j Þ, j 2 ½1, Jg:
Since the network's output depends on the free parameters in a non-linear way, parameter optimization is an iterative procedure. A large number of algorithms have been developed in the last two decades to speed up this process [12, 13] and to make it less prone to being trapped in local minima of the learning error function. Hornik [14] rigorously proved for multiplayer perceptrons that any Borel-measurable function can be approximated to any desired degree of accuracy, provided that a sufficient number of internal parameters are available.
The bias-variance dilemma of statistical modelling also arises with feedforward networks. A small learning error requires a detailed model with a large number of internal parameters, but usually such a network will not perform well when confronted with new data. On the other hand, a parsimoniously parameterized model will show a rather large learning error. Therefore the number of free parameters has to be carefully balanced with the number of available learning sets and the noise level of the data. Overparameterization of a model is detected by validation with new data.
Sugeno inference systems
It is rather difficult to include explicit expert knowledge in classical neural feedforward networks. This fact leads to an increased number of datasets required to specify a model to a given level. An interesting alternative are adaptive neuro-fuzzy inference systems [15] ormore specifically-Sugeno fuzzy models [16] , which can be interpreted as a set of quantitative fuzzy rules and are therefore 'readable' to experts. where x j are the components of the input vector y, B are fuzzy sets in the antecedent, y is a vector of output variables and p k is either a constant vector (for a Sugeno model of order zero) or a linear function of x (for a model of order one). In the following only models of order zero are discussed because of their readability and their more parsimonious parameterization. In practice, expert knowledge is used to segment each of the N input axes in sections to which a linguistic variable is attributed. Every partition is-again by expert knowledge-attributed a constant. Thanks to the underlying fuzzy system, transitions between one partition and its neighbours are smooth. With this initial set a gradienttype non-linear optimization algorithm is started with a minimum summed squared error as a target. The risk of being trapped in local minima is smaller than with feedforward networks, since the parameters are preset by expert knowledge.
THE PROCESS MODEL AND ITS INVERSE
A process model transforms a vector of process parameters x (dimension m) into a vector of product properties y (dimension n) (see Fig. 2 ):
In practical applications the process model f is not explicitly known. If N experiments are carried out, f is defined at N mesh points. An estimate for f is required for interpolation between the mesh points. This concept is feasible only if the mesh points are dense enough to assume smoothness of f in between:
For f , an adequately defined input-output structure has to be chosen. Approximation rather than interpolation is required if the experiments are corrupted with noise. Q, the number of parameters in the model, should be significantly lower than N, the number of experiments. Then, equation (12) is an overdetermined system of (non-linear) equations for the model parameters, which can be solved in a least-squares sense.
There is a wide spectrum of methods for interpolation and approximation, ranging from simple multivariate polynomial approximation [17] , to Lagrange-based methods [18] , splines [19] and nurbs [20] . Neural feedforward networks are still another option, and in this study Sugeno models [21] are used. All of them have to cope with the bias-variance dilemma [17] . The model should fit the data in a least-squares sense (bias error) and avoid modelling the noise present in the data (variance error). For a successful generalization and in order to avoid overfitting, a certain learning error should be accepted, the level of which can be determined by validation procedures.
However, it is not the process model f that is required, but its inverse f ÿ1 (see Fig. 3 ). This is evident from the fact that the user defines desired product properties and optimizing a process means to answer the question: 'Which process parameters are required to produce the desired product properties?' Obviously, if a solution to the question does exist, it is ambiguous for m > 1. From the process engineer's point of view this leaves room for another criterion: a natural choice is to minimize the distance between the solution and the centre of the process window. As a consequence, the process inverse is no longer an analytical function, but can be determined only with an iterative procedure.
THE PROCESS OPTIMIZATION PROCEDURE
The process optimization procedure described below is a systematic version of the corresponding manual approach. A skilled operator carries out some initial experiments. Based on these results an additional experiment is planned: its result is expected to be closer to the target than previous ones. In any case the new result carries additional information, which is used to improve the mental model of the operator, leading to a better choice for new process parameters and eventually to a better result in the next iteration step. The procedure is stopped if the operator is satisfied with the product. Figure 4 describes the optimization procedure.
It is assumed that an initial set of experiments has been carried out. The process model f is therefore known at some discrete mesh-points. In order to find an optimum vector of process parameters the following procedure is suggested:
1. Select the experiment that is closest to the desired product properties as a starting point. (In the case of n > 1, distance is defined in a Euclidian sense, with all product properties normalized to ' ¼ 1.) 2. Develop the model locally into a Taylor series. The curved hyper-surface of the Sugeno model is replaced by a linear model, which is a good approximation around the current set-point. 3. Invert the linear local model. 4. Calculate an improved operating point. If the solution is ambiguous take the one that is closest to the previous operating point. 5 . Carry out the corresponding experiment. 6. Add the new result to the database and adjust the (global) Sugeno model. 7. Go to step 2 with the last experiment as the current set-point. Leave the iteration if consecutive operating points do not differ significantly.
In contrast to classical design-of-experiments approaches the iterative optimization starts with a small set of initial experiments. The initial, rather coarse, process model f is established and afterwards refined on demand. Additional experiments are carried out where the process optimum is supposed to be. This strategy leads to a rather small number of required experiments. Fig. 2 Visualization of a process model with two process parameters x 1 , x 2 and a single product property y.
The approximating surface approximates the mesh points with a small learning error Fig. 3 The process model and its inverse
In general, for every one of the n components of y Ã , the equation
defines an m-dimensional hyper-plane. Intersecting the n hyper-planes with n linear local approximations of the Sugeno surfaces (each of them m-dimensional) leads to a linear system of equations, which can be underdetermined if m > n. In order to select one specific solution the distance to the previous operating point is minimized (see Fig. 5 ).
CASE STUDY
The procedure described in section 6 is applied to the process of selective laser sintering of a hollow cylinder sintered from titanium powder (see Fig. 6 ). The desired product properties are some of the geometrical dimensions of the part:
(a) the inner radius of the ring r ¼ 0:3 mm, (b) its outer radius R ¼ 1:2 mm and (c) its depth D ¼ 0:6 mm. Other aspects like surface quality, density or mechanical properties have not been taken into account, since the number of targets may not exceed the number of degrees of freedom, which is 3 in this feasibility study:
(a) the laser power P, (b) the inner radius r L and the outer radius R L of the laser scan (see Fig. 7 ) and (c) the beam velocity v.
To avoid long and costly sintering experiments and to circumvent problems related to experimental perturbations leading to noisy data, it was decided to test the optimization procedure on the virtual process. Virtual selective laser sintering is performed by means of the FE simulation described in section 3.
Such a tiny part is at the very limit of the technology, since the grain size is on the order of 30 mm. In spite of that, it was chosen as a first step, in order to keep the simulation time short. An example of results obtained after simulating the SLS process with given operating parameters is shown in Fig. 8 .
Since the search space (P, r L , R L , v) is fourdimensional a minimum of five virtual experiments would be needed to establish a linear model. In order to include presumed process non-linearities 17 virtual experiments have been carried out. Their process vectors were randomly distributed over the process window. No attempt was made to establish process models with fewer experiments. Compared to the target product dimensions (0.3/1.2/0.6 mm), the most promising of the 17 virtual experiments resulted in product dimensions (0.21/1.01/ 0.5 mm). This virtual experiment was chosen as the starting point of the optimization. After four iterations the optimization procedure was stopped, with the result (0.28/1.20/0.58 mm), because it was considered to be close enough to the target. For the sake of clarity the third component of the product properties has been omitted in Fig. 9 .
Although it is not within the scope of this study a physical experiment has been carried out with the process parameters calculated from the virtual optimization process. The result is satisfactory, although this experiment is rather a test of the FE model and not of the optimization procedure.
CONCLUSIONS
The selective laser sintering process of titanium powder was modelled with non-standard finite elements (FEs) and finite differences (FDs). The heat transfer in three dimensions and the non-linear behaviour of the specific enthalpy and of the thermal diffusivity with respect to the temperature have been taken into account. The use of the additional variable called 'sintering potential' ensures a reliable description of the sintering process and of the shape of the obtained part.
Geometrical dimensions of a small, hollow cylinder were defined as desired product properties. Based on 17 FE-FD calculations, an invertible numerical model (a neuro-fuzzy adaptive inference system of the Sugeno type) was developed. This neural model enabled the Fig. 7 The predefined laser scanning strategy Fig. 8 The shaded area corresponds to the domain, which was consolidated under the action of the laser. It was reconstituted from the sintering potential and shows the region that was heated above 1573 K. This domain consists of a union of small tetrahedrons (the finite elements) and can be considered as a prediction of the shape of the obtained part Fig. 9 Process optimization in the plane of the product properties r and R adjustment of the four process parameters with regard to target values of three product properties. A procedure was developed that suggests process parameter values for four consecutive FE experiments. The optimization process was stopped after a total of 21 experiments. Although a strict comparison with the classical design of experimental procedures has not been carried out, this number is considered to be rather competitive. A next step would be to integrate the physical process into the optimization loop. The optimization process would proceed in two phases. The cheap virtual process would first be optimized until the limits of the FE model are reached. Based on this preliminary process optimum, only a few runs of the expensive physical process would be needed to reach the final goal.
