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Several authors have suggested using first-order logic over the real numbers to
describe spatial database applications. Geometric objects are then described
by polynomial inequalities with integer coefficients involving the coordinates
of the objects. Such geometric objects are called semialgebraic sets. Similarly,
queries are expressed by polynomial inequalities. The query language thus
obtained is usually referred to as FO+poly. From a practical point of view,
it has been argued that a linear restriction of this so-called polynomial model
is more desirable. In the so-called linear model, geometric objects are described
by linear inequalities and are called semilinear sets. The language of the queries
expressible by linear inequalities is usually referred to as FO+linear. As part
of a general study of the feasibility of the linear model, we show in this paper
that semilinearity is decidable for semialgebraic sets. In doing so, we point
out important subtleties related to the type of the coefficients in the linear
inequalities used to describe semilinear sets. An important concept in the
development of the paper is regular stratification. We point out the geometric
significance, as well as its significance in the context of FO+linear and
FO+poly computations. The decidability of semilinearity of semialgebraic
sets has an important consequence. It has been shown that it is undecidable
whether a query expressible in FO+poly is linear, i.e., maps spatial data-
bases of the linear model into spatial databases of the linear model. It follows
now that, despite this negative result, there exists a syntactically definable
language precisely expressing the linear queries expressible in FO+poly.
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1. INTRODUCTION
Following the seminal work by Kanellakis, Kuper, and Revesz [15] on constraint
query languages with polynomial constraints, various researchers have introduced
and studied geometric database models and query languages within this framework
[13, 19]. We adopt the formalism of [19], which we shall call the polynomial
spatial database model, in which both geometric objects and queries are described
using polynomial inequalities. The geometric objects of this model are called semi-
algebraic sets, and its query language is referred to as FO+poly.
Recently, several authors [1, 2, 4, 13, 15, 25, 26] discussed linear spatial
database models which can be seen as linear restrictions of the polynomial database
model. These linear models allow users to define relational databases, which may,
besides conventional data, contain linear geometric data objects, which suffice for
the majority of applications encountered in GIS, geometric modeling, and spatial
and temporal databases [18, 20]. Furthermore, data structures and algorithms
have been developed to efficiently implement a wide variety of operations on these
sets [5, 8, 10, 12, 22]. Geometric objects described by linear inequalities are called
semilinear sets, and the restriction of FO+poly using only linear inequalities is
referred to as FO+linear. Not all linear queries (i.e., mappings between spatial
databases describable in the linear model) expressible in FO+poly can be described
in FO+linear, however [1, 26]. In the context of our investigation of the feasibility
of the linear spatial database model as a restriction of the polynomial database
model [25, 26], we focus here on the decidability of semilinearity for semialgebraic
sets. This is by no means a trivial problem, since it is possible to describe semilinear
sets by nonlinear formulae, as is illustrated in Example 2.4.
In order to give an accurate solution to this problem, we point out that there are
two natural ways to define the linear spatial database model as a restriction of the
polynomial database model. A minimalistic approach consists of restricting the
degree of the polynomials used in the polynomial model, yielding semilinear sets
described by linear constraints with integer coefficients. In this model, semialgebraic
polytopes are semilinear only if their corner points have rational coordinates. If, on
the other hand, we want all semialgebraic polytopes to be semilinear, we have to
take a maximalistic approach which consists of considering linear constraints with
real algebraic coefficients. (Observe that an algebraic number can be described
finitarily by a univariate polynomial with integer coefficients and an interval with
rational end points in which this polynomial has precisely one root.)
We first prove that semilinearity for semialgebraic sets is decidable in the maxi-
malistic case, and we provide an FO+poly expression for the corresponding
decision query. Next, we prove that semilinearity for semialgebraic sets is decidable
in the minimalistic case, too. However, we also prove that in this case there is no
FO+poly expression for the corresponding decision query. Finally, we deduce
from these decidability results that, both in the minimalistic and the maximalistic
case, there exists a syntactically definable query language that precisely expresses all
linear queries expressible in FO+poly. Earlier, three of the present authors [26]
showed that it is undecidable whether an FO+poly expression computes a linear
query.
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In the proof of the decidability results, the notion of regular stratification plays
a key role and is of interest in its own right. Therefore, we digress on the geometric
significance of this technique, as well as on several of its computational aspects,
mainly in the context of FO+linear and FO+poly.
The remainder of this paper is organized as follows. In Section 2, the polynomial
and linear spatial database models are reviewed. In Section 3, the notion of regular
stratification is introduced. In Section 4, the key lemma of the paper is presented.
In Section 5, geometrical and computational aspects of regular stratification are
studied in more detail, and the properties obtained are used the derive the main
decidability results. In Section 6, the implications of these results are examined,
and, in Section 7, the practical relevance of this work is discussed. Two appendices
have been added, which can be read at the reader’s discretion. Appendix A contains
the detailed proof of the key lemma of the paper presented in Section 4. Appendix B
outlines an alternative method to derive the decidability results of Section 5. This
method makes use of definability results in logic and was kindly suggested to us by
an anonymous referee of the extended abstract of this paper, presented at the 16th
ACM SIGACT-SIGMOD-SIGART Symposium on Principles of Database Systems.
2. PRELIMINARIES
We first review the polynomial model. The polynomial model is described using
the first-order language of the ordered field of the real numbers (R, , +, _, 0, 1),
i.e., the language (, +, _, 0, 1). The first-order formulae of this language are
called real formulae. Seidenberg [23] and Tarski [24] showed that every real
formula can effectively be transformed into a quantifier-free real formula. As a
consequence, it is decidable whether a real sentence is valid in the ordered field of
the real numbers. Every real formula .(x1 , ..., xn) with free real variables among
x1 , ..., xn defines a geometrical figure [(x1 , ..., xn) | .(x1 , ..., xn)] in n-dimensional
Euclidean space Rn. Point sets defined in this way are called semialgebraic sets.
A spatial database scheme S is a finite set of relation names. Each relation name
R has a type which is a pair of natural numbers [m, n], where m denotes the
number of nonspatial columns and n the dimension of the single spatial column
of R. A database scheme has type [m1 , n1 , ..., mk , nk] if the scheme consists of
relation names, say R1 , ..., Rk , respectively of type [m1 , n1], ..., [mk , nk].
A syntactic spatial database instance is a mapping I assigning to each relation
name R of a database scheme S a syntactic spatial relation I(R) of the same type.
A syntactic spatial relation of type [m, n] is a finite set of tuples of the form
(v1 , ..., vm ; .(x1 , ..., xn)), with v1 , ..., vm nonspatial values of some domain U, and
.(x1 , ..., xn) a real formula with n free variables. The semantics of a syntactic
database instance I over a database scheme S is the mapping I assigning to each
relation name R in S the semantic spatial relation I(I(R)). Given a syntactic
spatial relation r, the semantic spatial relation I(r) is defined as t # r ([(t .v1 , ..., t .vm)]
_[(x1 , ..., xn) | t ..(x1 , ..., xn)]), apossibly infinitesubset of Um_Rn.
Example 2.1. The example in Fig. 1 shows a spatial database containing
geographical information about Belgium.
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Regions
Name Geometry
Brussels ( y13) 7 (x11) 7 ( y12) 7 (x10)
Flanders ( y17) 7 (5x& y78) 7 (x&14y &150) 7 (x+ y45) 7
(3x&4y &53) 7 (c(( y13) 7 (x11) 7 ( y12) 7 (x10)))
Wallonia ((x&14y &150) 7 ( y12) 7 (19x+7y375) 7 (x&2y15) 7
(5x+4y89) 7 (x13)) 6 ((&x+3y5) 7 (x+ y45) 7
(x&14y &150) 7 (x13))
Cities
Name Geometry
Antwerp (x=10) 7 ( y=16)
Bastogne (x=19) 7 ( y=6)
Bruges (x=5) 7 ( y=16)
Brussels (x=10.5) 7 ( y=12.5)
Charleroi (x=10) 7 ( y=8)
Hasselt (x=16) 7 ( y=14)
Lie ge (x=17) 7 ( y=11)
Rivers
Name Geometry
Meuse (( y17) 7 (5x& y78) 7 ( y12)) 6
(( y12) 7 (x& y=6) 7 ( y11)) 6
(( y11) 7 (x&2y=&5) 7 ( y9)) 6
(( y9) 7 (x=13) 7 ( y6))
Scheldt (( y17) 7 (x+ y=26) 7 ( y16)) 6
(( y16) 7 (2x& y=4) 7 ( y14)) 6
((x9) 7 (x7) 7 ( y=14)) 6
(( y14) 7 (&3x+2y=7) 7 ( y11)) 6
(( y11) 7 (2x+ y=21) 7 ( y9))
FIG. 1. Example of a (linear) spatial database.
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In the polynomial model, we consider a query of signature [m1 , n1 , ..., mk , nk]
 [m, n] to be a mapping from instances of a spatial database scheme of type
[m1 , n1 , ..., mk , nk] to instances of a spatial database scheme of type [m, n] that
can be regarded in a consistent way both at the syntactic and semantic level and
is computable at the syntactic level.
In this context, we define the query language FO+poly as the language obtained
by adding to the language of real formulae the following: (i) a totally ordered
infinite set of variables called nonspatial variables, disjoint from the set of real
variables, (ii) atomic formulae of the form v1=v2 , with v1 and v2 nonspatial variables,
(iii) atomic formulae of the form R(v1 , ..., vm ; x1 , ..., xn), with v1 , ..., vm nonspatial
variables, x1 , ..., xn real variables, and R a relation name of type [m, n], and,
finally, (iv) universal and existential quantification of nonspatial variables. A query
of signature [m1 , n1 , ..., mk , nk]  [m, n] is definable in FO+poly if there exists
an FO+poly formula . with m free nonspatial variables and n free real variables such
that, for every input database instance of signature [m1 , n1 , ..., mk , nk], [(v1 , ..., vm ;
x1 , ..., xn) | .(v1 , ..., vm , x1 , ..., xn)] evaluates to the corresponding output database,
which is of type [m, n].
In this paper, the nonspatial part of a spatial database will play no role and will,
therefore, no longer be considered. In the same spirit, only purely spatial queries
will be considered, i.e., queries of signature [0, n1 , ..., 0, nk]  [0, n].
Example 2.2. Assuming that S is a relation of type [0, 2], i.e., a semi-algebraic
set in the plane, the FO+poly-formula
(_x1)(_y1)(_x2)(_y2)(_x3)(_y3)(_*)(_+)(_&)(S(x1 , y1) 7 S(x2 , y2) 7 S(x3 , y3)
7 *0 7 +0 7 &0 7 *+++&=1 7 x=*x1++x2+&x3
7 y=*y1++y2+&y3)
defines the convex-closure query of signature [0, 2]  [0, 2] which associates with
S its convex closure.1
From the polynomial model, a linear spatial database model can be obtained by
only considering real formulae containing linear polynomials. There are two natural
ways to achieve this restriction:
1. a minimalistic approach, in which only the degree of the polynomials
involved is restricted to 1, as a consequence of which all the linear polynomials
considered have integer coefficients. The real formulae to which this restriction gives
rise will be called Z-linear formulae,2 and the semialgebraic sets that can be defined
with them Z-semilinear sets. Linear queries in the context of Z-semilinear sets will
be called Z-linear and the corresponding restriction of FO+poly will be denoted
FO+linear-Z. Semi-algebraic polytopes3 are Z-semilinear only if their corner points
have rational coefficients; and
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1 Let SRn. The convex closure of S is the smallest convex set of Rn containing S.
2 Notice that Z-linear formulae are precisely the first-order formulae of the language (, +, 0, 1).
3 A polytope is the convex closure of a finite set of points.
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2. a maximalistic approach, in which the linear polynomials considered may
have arbitrary real algebraic coefficients. For distinction, we speak about A-linear
formulae, A-semilinear sets, A-linear queries, and the query language FO+linear-A.
All semialgebraic polytopes are A-semilinear.
For use in the proof of the main result, we also consider R-linear formulae, in
which the coefficients may be arbitrary real numbers, and, correspondingly, R-semi-
linear sets. All polytopes are R-semilinear. Similarly, we consider R-real formulae,
in which the coefficients may be arbitrary real numbers, and, correspondingly,
R-semialgebraic sets.
Example 2.3. The spatial database shown in Fig. 1 is a linear spatial database.
Example 2.4. Let a and b be two positive real numbers and consider the real
formula
(x+a)2+ y2=b2 7 (x&a)2+ y2=b2 7 z0 7 z4.
The above formula, though nonlinear, represents an R-semilinear set in three-dimen-
sional Euclidean space R3 for all possible choices for a and b and can, therefore, be seen
as describing a linear spatial database consisting of a single relation S of type [0, 3].
Indeed, the above formula describes the intersection of two parallel cylinders with
radius b and height 4, one with central axis x=&a 7 y=0 and the other with
central axis x=a7 y=0. The intersection is either empty (if a>b) or the line
segment x=0 7 y=0 7 z0 7 z4 on the z-axis (if a=b) or the set described by
(x=07 y=&- b2&a2 7 z0 7 z4) 6 (x=0 7 y=- b2&a2 7 z0 7 z4),
consisting of two line segments parallel to the z-axis (if a<b).
For example, if a=4 and b=5, then S is the set described by
(x=0 7 y=&3 7 z0 7 z4) 6 (x=0 7 y=3 7 z0 7 z4),
which is Z-semilinear. (The projection of this set on the xy-plane is shown in Fig. 2.)
FIG. 2. Projection of the Z-semilinear set of Example 2.4 on the xy-plane.
540 DUMORTIER ET AL.
If a=1 and b=2, then S is the set described by
(x=07 y=&- 3 7 z0 7 z4) 6 (x=0 7 y=- 3 7 z0 7 z4),
which is A-semilinear, but not Z-semilinear.
Finally, if a=4? and and b=5?, then S is the set described by
(x=0 7 y=&3? 7 z0 7 z4) 6 (x=0 7 y=3?7 z0 7 z4),
which is R-semilinear, but not A-semilinear.
Queries of signature [m1 , n1 , ..., mk , nk]  [0, 0] are called Boolean queries, because
the sets [( )] and [ ] can be seen as encoding the truth values true and false, respec-
tively. Since both these sets are semilinear, every Boolean query induces a linear query
(in any of the approaches considered).
Example 2.5. The following FO+linear-Z formula defines a Boolean query
(and hence a linear query in any of the approaches considered) of signature
[0, 2]  [0, 0] deciding whether S is convex:
(\x1)(\y1)(\x2)(\y2)(\x3)(\y3)(S(x1 , y1) 7 S(x2 , y2)
7 2x3=x1+x2 7 2y3= y1+ y2 O S(x3 , y3)).
Observe that the convex-closure query (Example 2.2) induces a linear query (in
any of the approaches considered), which was shown to be inexpressible in FO+
linear-Z [26].
Throughout the paper, we use vector notation to denote points. In this notation,
equalities and inequalities of formulae should be interpreted coordinate-wise. Hence,
c(p=0) indicates that some coordinates of p are nonzero, whereas p{0 indicates
that all coordinates of p are nonzero. The product p .q denotes p1q1+ } } } + pnqn .
Line segments are denoted using square brackets. A reversed bracket indicates that
the corresponding end point does not belong to the line segment. For example,
]p, q] is the half-open half-closed line segment between p and q, which contains p,
but not q. We also use some topological notation. If S is a subset of n-dimensional
Euclidean space, then S denotes the closure of S, and S denotes the boundary of
S within its affine support.4
3. REGULAR STRATIFICATION
The notion of regular stratification of an R-semialgebraic set [3, 11, 17, 28] plays
a key role in the technical development of this section.
First, we define regular points. Intuitively, a regular point of an R-semialgebraic
set is a point of that set in which, locally, i.e., in some neighborhood of that point,
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4 Let SRn. The affine support of S is the smallest affine subspace of Rn containing S. An affine
subspace of Rn is a translation of a linear subspace of Rn. For example, the affine subspaces of R3 are
R3 itself, all planes of R3, all lines of R3, and all points of R3.
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FIG. 3. The semialgebraic set of Example 3.1.
the set looks like an algebraic variety (which can be described by equations only)
which has a tangent space5 in p.
Example 3.1. Consider the semialgebraic set
S=[(x, y) | x2+( y&1)2<4 6 x2+( y&1)2=9
6 ( y=1 7 3x5) 6 (x=5 7 y=5)]
in the plane, shown in Fig. 3, which consists of a closed disk, a circle to which a
closed line segment has been attached, and an isolated point.
The regular points of S are the points in the interior of the disk, the points of
the circle with exception of the point (3, 1), the points of the open line segment, and
the isolated point. In a sufficiently small neighborhood of a point in the interior of
the disk, the set S looks like the whole plane, which happens to be also the tangent
space in that point. In a sufficiently small neighborhood of a point of the circle
different from the point (3, 1), the set S looks like the circle x2+( y&1)2=9.
The tangent space in that point is the corresponding tangent to the circle. In a
sufficiently small neighborhood of a point in the open line segment, the set S looks
like the line y=1, which happens to be also the tangent space in that point. Finally,
in a sufficiently small neighborhood of the isolated point, S looks like that isolated
point, which happens to be its own tangent space. In any neighborhood of a point
on the boundary of the disk or the other end point of the line segment the S does
not look like an algebraic variety, and, therefore, these points are not regular.
We now formalize the intuition given above.
542 DUMORTIER ET AL.
5 A formal definition of the tangent space in a regular point of a set will be given after Definition 3.2.
The notion is a generalization to arbitrary dimensions of tangent line to a curve and tangent plane to
a surface.
Definition 3.2. Let S be an R-semialgebraic set of Rn and let p be a point of
S. The point p is a regular point of S if there exists a neighborhood V of p, and
polynomials with real coefficients P1 , ..., Pk in n real variables, such that6
dP1
dx
(p), ...,
dPk
dx
(p)
are linearly independent and S & V=[x # V | P1(x)= } } } =Pk(x)=0].
If S and p satisfy the above conditions, then, locally around p, S is an (n&k)-
dimensional algebraic variety which has an (n&k)-dimensional tangent space at p,
defined by the system of k linear equations
dP1
dx
(p) .x=0, ...,
dPk
dx
(p) .x=0.
We say that S has dimension n&k in p and call the maximum of these numbers
the overall dimension of S, denoted dim(S).
Now, let S be an R-semialgebraic set, and let Reg(S) be the set of those regular
points of S in which S has dimension dim(S). It is well known that the connected
components of Reg(S) are R-semialgebraic [11, 17]. These are called regular strata.
To S&Reg(S), which is again R-semialgebraic and of strictly lower dimension than
S, we apply the same procedure and continue until no more points are left. Since
the dimension of the remaining set decreases strictly after each pass, this process is
bound to stop. Upon completion of this process, every point of S is now part of one
of the finitely many regular strata that have been generated, all of which are
pairwise disjoint. We have thus constructed a finite partition called the regular
stratification of S.
Example 3.3. We consider again the semialgebraic set S of Example 3.1, shown
in Fig. 3. In Example 3.1, we observed that the set of regular points of S consists
of the interior of the disk, the circle without the point (3, 1), the open line segment,
and the isolated point. Only in the points of the interior of the disk does S have
dimension 2. They form the only stratum in the first layer of the regular stratifica-
tion. The complement of the first layer with respect to S, say S 1, consists of the
boundary of the disk, the wider circle, the closed line segment attached to it, and
the isolated point, and has overall dimension 1. Its set of regular points consists of
the boundary of the disk, the wider circle without the point (3, 1), the open line
segment, and the isolated point. Only in the regular points of the two circles and
the line segment does S1 have dimension 1. The boundary of the disk, the wider
circle without the point (3, 1), and the open line segment are therefore the three
strata of the second layer of the regular stratification. Each of the remaining three
points constitute a stratum in the third and final layer of the regular stratification
of S.
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6 For a function f : Rn  R, and a point p of Rn, (df dx)(p), the gradient of f, also denoted as {f (p),
is defined as (fx1)(p), ..., (f xn)(p)).
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FIG. 4. Graphical illustration of the meaning of the FO+linear-Z expression in Lemma 3.4.
If S is an R-semi-linear set, then, locally around a regular point p, S will coincide
with its tangent space at p. This observation leads us to the following result.
Lemma 3.4. Let S be an R-semilinear set of Rn. The FO+linear-Z expression
S(x) 7 (_=)(={0 7 (\y)(\z)(S( y) 7 x&= yx+= 7 S(z) 7 x&=zx+=
O (_u)(2u=y+z 7 S(u)) 7 (_v)(v=2x& y 7 S(v))))
defines the linear query returning the regular points of S.
Proof. Figure 4 illustrates what the above FO+linear-Z expression means: a
point x satisfies the expression if there exists a neighborhood V of x such that S & V
is closed under taking midpoints and symmetric with respect to x.
If x is a regular point of S, then there exists a neighborhood V of x such that
S & V can be described by linear polynomial equations, whence S coincides with its
affine support T within V. By choosing V convex and symmetric with respect to x,
it is immediately seen that S & V=T & V is convex (whence closed under taking
midpoints) and symmetric with respect to x.
Conversely, let x be a point of S which has a neighborhood V such that S & V
is closed under taking midpoints and symmetric with respect to x. We first show
that S & V is convex. Let y and z be different points of S & V, and let L be the open
line segment between y and z. Since S & V is closed under taking midpoints, we
may conclude that each point y+*(z&y), for which * is a dyadic number7 strictly
between 0 and 1, belongs to S & V. Hence, S & V & L, which is R-semialgebraic, is
dense in L, whence at most finitely many points of L do not belong to S & V.8
However, a point of L which does not belong to S & V is then inevitably the
midpoint of two points of L which do belong to S & V, a contradiction. We must
thus conclude that S & V & L=L, whence S & V is convex. Let T be the affine
support of S & V, and suppose dim(T )=k. Let x, y1 , ..., yk be an affine basis of T
with y1 , ..., yk in S & V. Since S & V is convex and symmetric with respect to x, the
closed k-dimensional parallelopipedon P with midpoint x spanned by corner points
y1 , ..., yk is fully contained within S & V. Clearly, P is a neighborhood of x and
P=P & T=P & S. Hence, locally around x, S coincides with T, whence x is a
regular point of S. K
Using a previous result of three of the present authors [26], we can sharpen
Lemma 3.4 as follows.
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7 A dyadic number is a finite sum of negative integer powers of 2.
8 An R-semialgebraic set has a finite number of connected components [3].
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Proposition 3.5. Let S be an R-semilinear set of Rn. There exists an FO+linear-Z
expression computing the linear query returning Reg(S), the set of regular points at
which S has dimension dim(S).
Proof. In [26], an FO+linear-Z formula dim(S, d ) was exhibited which, for a
semialgebraic set S, is true if and only if d=dim(S). Now, if p is a regular point
of S, then S has dimension dim(S) at p if and only if, for each neighborhood V
of p, dim(S & V)=dim(S). Using this observation, it is now straightforward to
construct an FO+linear-Z expression returning the regular points of an R-semi-
linear set S at which S has dimension dim(S). K
Hence, the subsequent layers of regular points encountered during a regular
stratification of a semilinear set are again semilinear (in any of the approaches
considered) and can effectively be computed (if the set is A- or Z-semilinear). We
now give two examples of the regular stratification of a semilinear set.
Example 3.6. Consider the semilinear set
S=[(x, y, z) | (0x3 7 0 y37 0z3)
6 (3x57 y=1 7 z=0) 6 (x=5 7 y=5 7 z=0)]
in three-dimensional space, shown in Fig. 5, which consists of a closed filled cube
to which a closed line segment has been attached, and an isolated point.
The set of regular points of S consists of the interior of the cube, the open line
segment, and the isolated point. Only in the points in the interior of the cube does
S have dimension 3. They form the only stratum in the first layer of the regular
stratification. The complement of the first layer with respect to S, say S1, consists
of the faces of the cube, the closed line segment attached to it, and the isolated
point, and it has overall dimension 2. Its set of regular points consists of the six
open faces of the cube, the open line segment, and the isolated point. Only in the
points of the open faces does S1 have dimension 2. The open faces of the cube are
therefore the six strata of the second layer of the regular stratification. The comple-
ment of this second layer with respect to S 1, say S2, consists of the edges of the
FIG. 5. The semilinear set of Example 3.6.
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FIG. 6. The semilinear set of Example 3.7.
cube, the line segment attached to it, and the isolated point, and it has overall
dimension 1. Its set of regular points consists of the 12 open edges of the cube with
the exception of the point (3, 1, 0), the open line segment, and the isolated point.
Only in the said points of the open edges and in the points of the open line segment
does S2 have dimension 1. The two open line segments in which the point (3, 1, 0)
divides one of the edges of the cube, the 11 remaining open edges, and the open line
segment are therefore the 14 strata of the third layer of the regular stratification.
The remaining eight corner points, the end points of the line segment meeting the
cube, and the isolated point each constitute one of the 11 strata in the fourth and
final layer of the regular stratification of S.
Example 3.7. Consider the semilinear set
S=[(x, y) | (3x& y>27 y>1 7 x+2y<10)
7c(x3 7 y2 7 x y) 7c(1 y3 7 x=3)]
in the plane, shown in Fig. 6, which consists of an open triangle, out of which a
closed triangle and a closed line segment have been cut. Each point of S is regular,
whence S is the only regular stratum in the regular stratification of S.
4. KEY LEMMA
To obtain the results announced earlier, we define the property for point sets
called Property SL.
Definition 4.1. Let SRn. We say that S has Property SL if, for every point
p of S , there exists a neighborhood V of p such that, for every point q of V,
1. if q is in S, then ]p, q[ is fully contained within S; and
2. if q is not in S, then ]p, q[ is disjoint from S.
We claim the following.
Proposition 4.2. Let S be an R-semialgebraic set. The set S is R-semilinear if
and only if it has Property SL.
The proof of this claim is very technical, and therefore deferred to Appendix A,
which can be read at the reader’s discretion. To allow the reader to skip Appendix A,
we include in this section a sketch of the proof of the ‘‘if,’’ which is the interesting
546 DUMORTIER ET AL.
File: 571J 162513 . By:XX . Date:19:05:99 . Time:13:58 LOP8M. V8.B. Page 01:01
Codes: 3015 Signs: 2201 . Length: 52 pic 10 pts, 222 mm
part of the claim. The proof technique, which uses regular stratification, is of interest
in its own right and forms the basis of some of the more algorithmic techniques in
Section 5.
Before doing so, however, we wish to give the reader a better understanding of
Property SL.
First, we invite the reader to convince himself or herself that R-semilinear sets
have Property SL, e.g., by verifying this property for the R-semilinear sets in
Example 3.6, Fig. 5, and in Example 3.7, Fig. 6.
Second, we illustrate that non-R-semilinear R-semialgebraic sets do not have
Property SL.
Example 4.3. Consider S1=[(x, y) | x07 y0 7 x2+ y2=4] (Fig. 7, left)
and S2=[(x, y) | 0x3 7 0 y3 7 x2+ y2{4] (Fig. 7, right). The set S1 is
a quarter circle, and the set S2 is a filled square with a quarter circle cut out. Both
are non-R-semilinear semialgebraic sets. The set S1 fails Property SL, since no open
line segment connecting two different points of S1 is contained within S1 . The set
S2 fails Property SL, since each open line segment connecting two different points
of the cut out quarter circle meets S2 . Observe that the cutout quarter circle
belongs to S 2 . K
Third, and finally, we illustrate that a non-R-semialgebraic (whence non-R-semi-
linear) set can have Property SL.
Example 4.4. Consider ZR, the set of all integer numbers. Since Z consists
of an infinite number of connected components, Z cannot be R-semialgebraic (see,
e.g., [3]). Clearly, Z has Property SL. Hence, Z is an example of an unbounded
non-R-semialgebraic set having Property SL. K
A bounded set having Property SL is necessarily R-semilinear, however.
Proposition 4.5. A bounded set having Property SL is R-semilinear.
Proof. Let SRn be a bounded set. We show by induction on the dimension
of S that S is R-semilinear. If S is zero-dimensional, then S consists of a finite num-
ber of points, whence S is trivially R-semilinear. Now, assume that, for some k,
0k<n, each bounded subset of Rn with Property SL of dimension at most k is
R-semilinear, and let S be (k+1)-dimensional. By Property SL, there exists, for
each point p of S , a neighborhood Vp , which we can assume to be an n-dimensional
FIG. 7. The nonsemilinear semialgebraic sets of Example 4.3.
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hypercube, such that S & Vp is either the (generalized) cone from p on (S & Vp),
if p is in S, or that set with p removed, if p is not in S. Since Vp , the boundary
of the hypercube Vp , is obviously R-semilinear, it has Property SL (see also
Lemma A.3). Since, clearly, the intersection of two sets with Property SL has
Property SL (see also Lemma A.1), (S & Vp) has Property SL. Since, moreover,
this set is at most k-dimensional, the induction hypothesis applies, whence it is
R-semilinear. Since the (generalized) cone from a point on an R-semilinear set is
always R-semilinear, S & Vp is R-semilinear. Clearly, S p # S Vp . Since S is both
closed and bounded, it is compact,9 whence there exist finitely many points of S ,
say p1 , ..., pm , such that S mi=1 Vpi . Consequently, S=
m
i=1 (S & Vpi ) is a finite
union of R-semilinear sets, and, therefore, R-semilinear. K
The above proof only works for the bounded case, as it uses compactness, and
it is highly nonconstructive, for the same reason.
We now turn to the proof of the ‘‘if ’’ part of Proposition 4.2. This proof hinges
on the following lemma.
Lemma 4.6. A set which is topologically open within its affine support, and whose
topological boundary within its affine support can be decomposed into a disjoint union
of sets, each of which is topologically open within its affine support, is R-semilinear.
Proof. Let S0 Rn. Let T0 be the affine support of S0 and assume that S0 is
open within T0 . Let S0 be the topological boundary of S0 within T0 . Assume,
furthermore, that S0 is the disjoint union of S1 , ..., Sm , that T1 , ..., Tm are the affine
supports of S1 , ..., Sm , respectively, and that, for i=1, ..., m, S i is topologically open
within Ti . We prove that S0 is R-semilinear.
For i=0, ..., m, let Hi1 , ..., Hiki be (n&1)-dimensional hyperplanes the intersec-
tion of which equals Ti . For i=0, ..., m and j=1, ...ki , let Pij be the partition of Rn
consisting of the hyperplane Hij and the two open half-spaces it delineates. Let P
be the coarsest common refinement of Pij , 0im and 1 jki . Clearly, each
cell10 of P can be obtained by choosing, for each i=0, ..., m and for each
j=1, ..., ki , one cell of Pij , and then taking the intersection of the chosen cells.
Hence, P is a finite partition of Rn whose cells are open convex polyhedra11 and,
therefore, R-semi-linear. Thus, it suffices to show that S0 is a union of such cells.
Thereto, let p be a point of S0 . For i=0, ..., m and j=1, ..., ki , let H pij be either Hij ,
if p is in H ij , or the open half-space delineated by Hij that contains p. Then,
p # ,
m
i=0
,
ki
j=1
H pij .
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9 A subset of a topological space is called compact if each cover by open sets can be reduced to a
finite cover. A subset of Rn is compact precisely if it is closed and bounded.
10 We use the term cell to refer to an element of a partition (which is a subset of the set being parti-
tioned).
11 A convex polyhedron is a finite intersection of closed half-spaces. (Notice that the polytopes are
precisely the bounded convex polyhedra.) An open convex polyhedron is the topological interior of a
convex polyhedron within its affine support.
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FIG. 8. The set S in Example 4.7.
By the observation above, the right-hand side of the above containment is the cell
of P containing p, which we shall denote as Np . Now suppose that Np also contains
a point, say q, not belonging to S0 . By the convexity of Np , [p, q] is fully contained
within Np . Since S0 is open in T0 , there exists a point r{p on [p, q] such that (i)
[p, r[ is fully contained within S0 , and (ii) r is not in S0 . Consequently, r is in S0 .
Let Si , 1<im, be the set in the decomposition of S0 to which r belongs. Clearly,
Si and S0 are disjoint. Moreover, p is not in Ti . Indeed, if p were in Ti , then [p, r[
would be fully contained in Ti . Since Si is topologically open within Ti , it follows
that [p, r[ would intersect Si . Hence, [p, r[ would contain points outside S0 , a
contradiction. Since p is not in Ti , there exists j, 1 jki such that p is not in Hij .
Of course, r is in Hij and, therefore, not in H pij , whence it is not in Np , a contradic-
tion. We may thus conclude that Np is fully contained in S0 .
Finally, S0=p # S0 Np . K
We illustrate the construction in the above proof.
Example 4.7. Let S0 be the set S of Example 3.7. Clearly, S0 is open within its
affine support T0 , which is the entire plane. We now consider S0 , the topological
boundary of S0 (within T0), shown in Fig. 8.
Clearly, S is the disjoint union of the eight open line segments and the seven
points defining them, indicated in Fig. 8. They constitute the sequence S1 , ..., Sm
(whence m=15) in the proof of Lemma 4.6. The respective affine supports of these
15 sets, T1 , ..., Tm , are the lines supporting the eight line segments and the seven
points, supporting themselves. Clearly, Si is open within Ti , 1im, whence the
conditions of Lemma 4.6 are met.
In the two-dimensional plane, hyperplanes are lines. The six lines shown in Fig. 9
suffice to describe each of the affine supports T0 , T1 , ..., Tm as an intersection of
these lines. Indeed, T0 , which is the entire plane, is the empty intersection of lines.
Next, T1 , ..., T8 are precisely these six lines. Finally, each of the seven points,
T9 , ..., T15 , is the intersection of two lines which support noncollinear line segments
meeting in that point.
The six lines shown in Fig. 9, together with the open half-planes they delineate,
induce a partition of the entire plain, consisting of 12 points, 31 open line segments
or half-lines, and 20 open regions. In Fig. 9, these regions have been identified by
numbers. By construction, all 63 members of the induced partition are semilinear
sets.
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FIG. 9. The lines describing the affine supports T0 , T1 , ..., Tm of S0 , S1 , ..., Sm , respectively, described in
Example 4.7. The numbers indicate the open regions in the induced partition.
The closing argument of the proof of Lemma 4.6 is that S0 is the union of some
members of the induced partition, and, thereby, also semilinear. Indeed, we see in
this example that S is the union of the open regions 13, 14, 15, 17, 18, and 19, all
of which are filled polygons, and the open intervals separating them.
We are now ready to sketch the proof of the ‘‘if ’’ part of Proposition 4.2.
Sketch of the proof of the ‘‘if ’’ part of Proposition 4.2. First, it is shown that
the class of R-semialgebraic sets having Property SL is closed under difference,
complementation, finite union, and intersection, and taking topological closure,
boundary, and interior.
Next, the strata of the first regular layer of S, say S10 , ..., Sl0 , are considered. It
is shown that S10 , ..., Sl0 are open with respect to their affine supports and have
Property SL. As a consequence, S&Reg(S)=S& li=1 Si0 has Property SL,
whence the same reasoning can be reiterated on all subsequent regular layers. Thus,
each subset of S in the regular stratification of S is open within its affine support
and satisfies Property SL.
Let S10 , ..., Sm0 be the entire regular stratification obtained. To prove Proposi-
tion 4.2, it suffices to show that, for i=1, ..., m, Si0 satisfies all criteria of Lemma 4.6.
Since Si0 satisfies Property SL, it follows from the observations made at the beginning
of this proof sketch that Si0 , the topological boundary of Si0 within the affine
support of Si0 , also satisfies Property SL. Hence, the reasoning made above for S
can be repeated for Si0 , whence Si0 can indeed be decomposed into a disjoint
union of sets, say Si1 , ..., Siki , each of which is open within its affine support (and
satisfies Property SL). K
So, first, a regular stratification of the set S under consideration is obtained. This
process has already been illustrated in Examples 3.3, 3.6, and 3.7. Second, it is
shown that each member of the regular stratification obtained satisfies the condi-
tions of Lemma 4.6. Thereto, it is shown that the the regular stratification of the
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topological boundary (within the affine support) yields the required decomposition.
The reader is invited to verify that the decomposition of S0 considered in
Example 4.7 is actually the regular stratification of S0 .
5. DECIDABILITY RESULTS
In this section, we bootstrap our key lemma in the previous section (Proposi-
tion 4.2) to obtain our main decidability results, namely that (i) A-semilinearity of
a semialgebraic set defined by a real formula is decidable by an FO+poly formula
and (ii) Z-semilinearity of a semialgebraic set defined by a real formula is decidable,
but not by an FO+poly formula. These results are in part based on properties of
the decompositions constructed in the proof of the ‘‘if ’’ part of the key lemma and
the decidability of the validity of real sentences. Unfortunately, the techniques used
in that proof cannot readily be translated in FO+poly, as they involve connected-
ness.12 Therefore, we are going to devise an algorithm which is based on the techniques
used in the proof of the ‘‘if ’’ part of the key lemma but avoids considering connected
components.
This section is organized as follows. In Subsection 5.1, we review the proof of the
‘‘if ’’ part of Proposition 4.2 in conjunction with the proof of Lemma 4.6 to arrive
at a notion of relative decomposition. Relevant properties of relative decompositions
are studied, and an algorithm generating a relative decomposition is proposed. In
Subsection 5.2, relative decompositions are used to show that R-semilinear semi-
algebraic sets are A-semilinear, as a consequence of which Property SL (which can
easily be expressed in FO+poly) can be used to decide whether a semialgebraic set
defined by a real formula is A-semilinear. To obtain this result, the bounded case
is considered first, which is then bootstrapped to the general case. Finally, in
Subsection 5.3, the technique developed in Subsection 5.2 is reviewed to obtain that
Z-semilinearity is decidable. However, we also show that Z-semilinearity cannot be
decided by an FO+poly formula.
5.1. Relative Decompositions
In order to arrive at the announced notion of relative decomposition, we first
review the proof of the ‘‘if ’’ part of Proposition 4.2 in conjunction with the proof
of Lemma 4.6.
Let S be the R-semilinear set under consideration. First, the regular stratification
S10 , ..., Sm0 of S is obtained. Then, Lemma 4.6 is applied on each of these sets. For
each i=1, ..., m, the regular stratification S i1 , ..., S iki of Si0 is obtained in the proof
of this lemma. Clearly, the set C=[Sij | 1im 7 0 jmi] is a finite cover of
mi=1 S i0=S, but not necessarily a partition of S , since, unlike S10 , ..., Sm0 ,
S10 , ..., Sm0 need not be disjoint.
Let P be the coarsest partition of S in connected sets open within their affine
supports for which each member of C is a union of members of P.
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FIG. 10. The semilinear set of Example 5.1.
Any finite cover D of S by connected sets open within their affine supports for
which (i) each member of C is a union of members of D and (ii) each member of
D is a union of members of P will be called a decomposition of S relative to S. The
decomposition C will be called the canonical decomposition of S relative to S.
We illustrate the notion of ‘‘relative decomposition’’ by two examples.
Example 5.1. Consider the semilinear set
S=[(x, y) | (&2<x<4 7 &2< y<4 7 x{1
7 c(x<1 7 y=&1) 7 c(x>1 7 y=1)) 6 (x=&2 7 y=1)]
in the plane, shown in Fig. 10. Clearly, S is the 6_6 square centered around the
point (1, 1).
The reader is invited to verify that the canonical decomposition C consists of the
four open rectangles in Fig. 10, the 4_4 open edges delineating them, their 4_4
corner points, and the point (&2, 1). We see that C contains 29 different sets.
To obtain the partition P from C, the three overlapping line segments for which
x=1 must be replaced by the three line segments, the end points of which are
(1, &2), (1, &1), (1, 1), and (1, 4), respectively. Similarly, the line segment with end
points (&2, &1) and (&2, 4) is split in two open line segments by the point
(&2, 1). Thus, P contains 30 sets.
Both C and P are by definition decompositions of S relative to S. Since P can
be seen as being obtained from C by splitting in two 3 of the vertical line segments,
there exist 23=8 different decompositions of S relative to S.
Example 5.2. Consider the semilinear set
S=[(x, y, z) | ( y=0 7 x{1) 6 (x=1 7 2y+z=3 7 z1)]
in three-dimensional space, shown in Fig. 11.
The reader is invited to verify that the canonical decomposition C consists of the
two open half-planes in which the plane y=0 is divided, the line y=0 7 x=1, the
open half-line x=1 7 2y+z=3 7 z>1, and the point (1, 1, 1), five sets in total.
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FIG. 11. The semilinear set of Example 5.2.
Clearly, the partition P consists of the two open half-planes in which the plane
y=0 is divided, the three open half-lines y=0 7 x=17 z<3, y=0 7 x=1 7
z>3, and x=1 7 2y+z=3 7 z>3, the open interval between the points (1, 1, 1)
and (1, 0, 3), and the points (1, 1, 1) and (1, 0, 3), eight sets in total.
Since P can be seen as being obtained from C by splitting in two the line and
the half-line, there exist 22=4 different decompositions of S relative to S.
The following property motivates the notion of ‘‘relative decomposition.’’
Proposition 5.3. Let SRn be an R-semilinear set and let C be the canonical
decomposition of S relative to S. Let TC be the set of the affine supports of the members
of C. Let D be any decomposition of S relative to S, and let TD be the set of the affine
supports of the members of D. Let H be a finite set of (n&1)-dimensional hyperplanes.
Each member of TC is an intersection of members of H if and only if each member
of TD is an intersection of members of H.
Proof. Suppose that each member of TC is an intersection of members of H.
Let P be the finest decomposition of S relative to S, and let TP be the set of the
affine supports of the members of P. Then, by definition of P, each member of TP
is also an intersection of members of H. We show that each member of TD is an
intersection of members of H. Thereto, let T in TD be the affine support of D in
D. Since D is open within T, and since D is a finite union of members of P, at least
one of these sets must also have T as its affine support. Hence, T is the intersection
of members of H.
Conversely, suppose that each member of TD is an intersection of members of H.
We show that each member of TC is an intersection of members of H. Thereto, let
T in TC be the affine support of C in C. Since C is open within T, and since C is
a finite union of members of D, at least one of these sets must also have T as its
affine support. Hence, T is the intersection of members of H. K
Thus, we may conclude that all decompositions of S relative S will do equally
well in the final part of the proof of our key lemma (i.e., partitioning the entire
space such that S is a finite union of cells).
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Given a semialgebraic R-semilinear set, we now provide an algorithm, implemen-
table in FO+linear-Z, whose output defines one such decomposition.
Algorithm 5.4.
Input: A semialgebraic R-semilinear set S of Rn.
Output: A finite sequence S 1, ..., S k of subsets of Rn.
Method :
1. Initialize i to 0;
2. Increment i ;
3. Let S i=Reg(S );
4. If S&S i is not empty, repeat Steps 25 with S replaced by S&S i ;
5. If S i&S i is not empty, repeat Steps 24 with S replaced by S i&S i.
We illustrate Algorithm 5.4.
Example 5.5. We consider again the set S of Example 5.1, shown in Fig. 10. If
we apply Algorithm 5.4 to S, we find that S1 consists of the four open rectangles
in Fig. 10. Thus, S&S1 consists of the single point (&2, 1). Clearly, S2=S&S1,
and S&S1&S 2 and S2&S 2 are both empty. We next have to consider S1&S1,
which is the boundary of S. Clearly, S3=Reg(S1&S1) consists of the 13 open line
segments contained in this boundary. Thus, S1&S1&S3 consists of the total 10
end points of these open line segments. Clearly, S4=S 1&S1&S3, and S1&S1&S3
&S 4 is empty, whence Algorithm 5.4 terminates.
Now, let D consist of the connected components of S 1, S 2, S3, and S4. From a
straightforward verification using the results in Example 5.1, it follows that D is a
decomposition of S relative to S.
Notice that D is different from both C, the canonical decomposition of S relative
to S, and P, the disjoint decomposition induced by C.
Example 5.6. We consider again the set S of Example 5.2, shown in Fig. 11. If
we apply Algorithm 5.4 to S, we find that S 1 consists of the two open half-planes
in which the plane y=0 is divided. Thus S&S1 consists of the closed half-line x=1
7 2y+z=37 z1. Clearly, S2=Reg(S&S1) is the corresponding open half-line.
Thus, S&S1&S2 consists of the single point (1, 1, 1). Clearly, S3=S&S1&S2, and
S&S1&S2&S3 and S3&S3 are both empty. Next, we have to consider S2&S2,
which again consists of the single point (1, 1, 1). We may thus conclude that
S4=S3. Finally, we have to consider S1 &S1 , which is the line y=0 7 x=1.
Clearly, S 5=S1&S1 , and S1 &S1&S5 is empty, whence Algorithm 5.4 terminates.
Now, let D consist of the connected components of S 1, S 2, S3, S 4, and S5. Using
the results in Example 5.2, we see that D=C, whence D is a decomposition of S
relative to S.
The observations made in Examples 5.5 and 5.6 are generalizable.
Proposition 5.7. Let S be a semialgebraic R-semilinear set of Rn. Let D be the
set of all connected components of sets in the output of Algorithm 5.4 applied to S.
Then D is a decomposition of S relative to S.
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Proof. In the first call of Step 3 of the algorithm, and in all successive calls of
Step 3 by Step 4, the subsequent layers of the regular stratification of S are returned;
their connected components are the members of the regular stratification of S, which
are the first strata of the regular stratifications of their respective closures. Let S i be a
layer in the regular stratification of S as obtained in the algorithm, and let S i1 , ..., S
i
li
be the connected components of S i. Clearly, S i&S i= lij=1 S
i
j &S
i
j . In the calls of
Step 3 by Step 5, a regular stratification of S i&S i is computed, whereas in the
proof of Proposition 4.2, regular stratifications of S ij &S
i
j , 1 jli , are obtained.
Obviously, p is a regular point of S i&S i if and only if, for each j=1, ..., li such that
p is in S ij &S
i
j , p is a regular point of S
i
j &S
i
j . Using this observation, we can show
that the regular stratification of S i&S i is the coarsest partition of S i&S i in con-
nected sets open within their affine supports for which each member of the regular
stratification of S ij &S
i
j , 1 jli , is a union of members of that partition. (The
proof is a straightforward but tedious structural induction on the layers in the
regular stratifications considered and is omitted here.) We may thus conclude that
D, the set of all connected components of sets in the output of Algorithm 5.4,
satisfies all criteria to be a decomposition of S relative to S. K
The decomposition D will be called the algorithmic decomposition of S relative
to S.
5.2. A-semilinearity of Semialgebraic Sets is Decidable
We intend to use Proposition 5.7 and the fact that Algorithm 5.4 can be
implemented in FO+linear-Z (whence certainly in FO+poly) to show that semi-
algebraic R-semilinear sets are A-semilinear, as a consequence of which Property
SL (which can easily be expressed in FO+poly) decides whether a semialgebraic
set is A-semilinear. To prove this, we first consider bounded semialgebraic sets.
Lemma 5.8. Let S be a bounded semialgebraic R-semilinear set of Rn and let D
be a decomposition of S relative to S. Then all the affine supports of the members of
D are A-semilinear.
Proof. We first observe that it suffices to prove Lemma 5.8 for the algorithmic
decomposition D of S relative to S. Indeed, Let T be the set of all the affine
supports of the members of D. If all members of T are A-semilinear, they are
finite intersections of A-semilinear (n&1)-dimensional hyperplanes. Let H be the
set of all these hyperplanes. By Proposition 5.3, the affine support of a member
of any other decomposition is an intersection of members of H, whence it is also
A-semialgebraic.
Thus, let D be the algorithmic decomposition of S relative to S. The members of
D are the connected components of the sets S 1, ..., S k in the output of Algorithm 5.4
applied to S.
Let S0 be the union of the zero-dimensional sets in the output of the algorithm,
which is also the union of all members of D consisting of a single point. We shall
call these points special points. Since Algorithm 5.4 can be implemented in FO+
linear-Z (whence in FO+poly), S1, ..., Sk are semialgebraic. Since it can be decided
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in FO+linear-Z whether a semialgebraic set is zero-dimensional, i.e., consists of
isolated points only [26], S0 is semialgebraic. Clearly, all members of D consisting
of a single point are the intersection of S 0 and a suitable semialgebraic neighbor-
hood of that point and must therefore be semialgebraic, too. Thus, each special
point can be described by a real formula. By the TarskiSeidenberg quantifier
elimination theorem [23, 24], it follows that the coordinates of that point can be
described using univariate polynomials with integer coefficients. By definition, it
follows that these coordinates must be real algebraic numbers.
Now, let D be a member of D, and let T be the affine support of D. We claim
that T is the affine support of a set of special points. Since these special points have
real algebraic coordinates, it then follows that the standard techniques from analyti-
cal geometry to obtain a system of linear equations describing their affine support
T only generate real algebraic coefficients. Consequently, T is A-semilinear, as
required.
We prove the above claim by induction on the dimension of D.
For the basis of this induction, we observe that, if D is zero-dimensional, the
claim becomes trivial.
Now assume that the claim holds for all members of D of dimension at most d,
0d<dim(S).
Let D be a (d+1)-dimensional member of D. Since D is bounded and open
within its affine support T, it follows that T is also the affine support of D. Let
D1 , ..., Dr be the members of D contained in D, and let T1 , ..., Tr be their respec-
tive affine supports. By the induction hypothesis, we know that T1 , ..., Tr are the
respective affine supports of some subsets S 01 , ..., S
0
r of S
0. Clearly, D=ri=1 Di ,
whence T is also the affine support of ri=1 T i , whence T is also the affine support
of ri=1 S
0
i , a subset of S
0. K
We next wish to prove that Lemma 5.8 also holds for unbounded semialgebraic
R-semilinear sets. In order to prove this generalization, we introduce the notion of
a bounding box.
Definition 5.9. Let S be an R-semilinear set of Rn. Let D be a decomposition
of S relative to S. A bounding box for S with respect to D is an open parallelotope13
P which intersects each member of D.
Definition 5.9 implies that, given an R-semilinear set S, each bounded member D
of a decomposition D of S with respect to S is fully contained within any bounding
box for S with respect to D. (This can be shown by a straightforward inductive
argument on the dimension of D.) Consequently, a bounded R-semilinear set S is
fully contained within any bounding box of S with respect to any decomposition of
S relative to S, as one might intuitively have desired.
We present three examples illustrating Definition 5.9 for unbounded semilinear
sets.
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13 A set SRn is a parallelotope if there exist real numbers l1h1 , ..., lnhn such that S=
[(x1 , ..., xn) | l1x1h1 7 } } } 7 lnxnhn]. An open parallelotope is the interior of a parallelotope
within its affine support.
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FIG. 12. The semilinear set of Example 5.11.
Example 5.10. Consider again the unbounded semilinear set S of Example 5.2,
shown in Fig. 11, and the decompositions D=C and P of S relative to S that were
obtained. The open 4_4_4 cube P centered around 0 intersects all five members
of the decomposition D=C, and is therefore a bounding box of S with respect
to D. However, P is not a bounding box of S with respect to P, since P does not
contain the point (1, 0, 3).
From Example 5.10, we learn that a bounding box with respect to one relative
decomposition is not necessarily a bounding box with respect to another relative
decomposition.
Example 5.11. Consider the semilinear set S=[(x, y) | x0 7 0<2yx] in
the plane, shown as the heavily shaded angular sector in Fig. 12.
The reader is invited to verify that the algorithmic decomposition D of S relative
to S consists of the open angular sector, the two open half-lines in the boundary
of the angular sector, and the angular point.
Now, let P be the open 2_2 square centered around 0, shown in lighter shading
in Fig. 12. Since P intersects all four members of D, P is a bounding box for S with
respect to D.
Example 5.12. Consider the semilinear set S=[(x, y) | &1x& y1] in the
plane, shown as the heavily shaded strip in Fig. 13.
The reader is invited to verify that the algorithmic decomposition D of S relative to
S consists of the open strip and the two lines delineating it, none of which is bounded.
Now, let P again be the open 2_2 square centered around 0, shown in lighter
shading in Fig. 12. Since P intersects all three members of D, P is a bounding box
for S with respect to D.
Bounding boxes can be computed in FO+linear-Z. The first part of the proof of
this is a construction, which is illustrated in Examples 5.15 and 5.16. We recom-
mend the reader to go through the proof of Proposition 5.13 below together with
these examples.
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FIG. 13. The semilinear set of Example 5.12.
Proposition 5.13. Let S be a semialgebraic R-semilinear set of Rn. Let D be the
algorithmic decomposition of S relative to S. Then there exists an FO+linear-Z
expression computing a linear query returning a bounding box for S with respect to D.
Proof. Let E1 , ..., E2n be all the affine subspaces of Rn that are intersections of some
of the (n&1)-dimensional coordinate hyperplanes of Rn. (We consider Rn itself to
be the intersection of the empty collection of coordinate hyperplanes.) Let
S1, ..., S k be the sets in the output of Algorithm 5.4 applied to S. Let, for i=1, ..., k
and j=1, ..., 2n, S 0ij be the set of isolated points of S
i & Ej , and let S 0E=
k
i=1 
2n
j=1 S
0
ij .
Since Algorithm 5.4 can be implemented in FO+linear-Z, and since the query return-
ing the isolated points of a semialgebraic can be expressed in FO+linear-Z [26], it
follows that S 0E can be computed from S in FO+linear-Z. Notice that S
0, the set of
special points, is guaranteed to be contained in S 0E , since R
n is among E1 , ..., E2n .
Let R be the set of all positive real numbers r for which S0E is fully contained within
the open 2r_ } } } _2r n-dimensional hypercube centered around 0. Clearly, R can be
computed from S 0E in FO+linear-Z. It can easily be seen that R is an open half-line of
R. Let r0 be the value of the boundary point (i.e., the infimum of R), let r1=r0+1 (thus,
r1 is in R), and let P be the open 2r1_ } } } _2r1 n-dimensional hypercube centered
around 0. We claim that P is a bounding box for S with respect to D.
To prove our claim, we must show that P intersects each member D of D. Since P
is open, it suffices to show that P intersects D . Let D0=D, D1 , ..., Dr be the members
of D contained in D , and let T0 , T1 , ..., Tr be their respective affine supports. Clearly,
D =rb=0 Db . Let d=min1br dim(Db). Choose b, 1br, such that dim(Db)=d.
Since Db has strictly lower dimension than Db , it follows that Db is empty, whence
Db=Tb . We now distinguish two cases:
1. If d=0, then Db S0S 0E P, whence D & P{<.
2. If d>0, then Db=Tb is a d-dimensional affine subspace of Rn. Consequently,
there exists an (n&d)-dimensional subspace Ej of Rn, 1 j2n, such that
Db and Ej meet in a single point. Let Si, 1ik, be a set in the output of Algorithm
5.4 for which Db is a connected component of Si. Then Db & Ej , which consists of
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a single point, is disconnected from the rest of S i & Ej . This point is therefore an
isolated point of S i & Ej , whence it is in S 0E P. We conclude that Db & P{<,
whence D & P{<. K
Example 5.14. Consider again the semilinear set S of Example 5.2, shown in
Fig. 11. In Example 5.6, we found that Algorithm 5.4 applied to S generates an
output of five sets. The set S1 consists of the two open half-planes in which the
plane y=0 is divided and contributes the point (0, 0, 0) to S 0E . The set S
2 is the
open half-line x=1 7 2y+z=3 7 z>1. It contributes the point (1, 0, 3) to S 0E .
The set S 3 consists of the single point (1, 1, 1), which is in both S 0 and S 0E . The
set S4 equals S 3. Finally, S5 is the line y=0 7 x=1, which contributes the point
(1, 0, 0) to S 0E . We find S
0
E=[(0, 0, 0), (1, 0, 3), (1, 1, 1), (1, 0, 0)].
Hence, the set R of all positive real numbers such that the open 2r_2r_2r cube
centered around 0 fully contains S 0E consists of all real numbers strictly greater
than 3. Hence, r0=3, r1=4, and 2r1=8. The bounding box we find is the open
8_8_8 cube P centered around 0.
By the argument towards the end of the proof of Proposition 5.13, we can find
the set S 0E also by considering the members of the decomposition obtained, rather
than the sets in the output of the algorithm, albeit not in FO+linear-Z nor
FO+poly. We use this observation to simplify the exposition in Examples 5.15
and 5.16.
Example 5.15. Consider again the semilinear set S of Example 5.11, shown in
Fig. 12. In Example 5.11, we observed that the algorithmic decomposition D of S
relative to S consists of the open angular sector, the two open half-lines in the
boundary of the angular sector, and the angular point. This last point is the only
point the members of D contribute to S 0E , so S
0
E=[(0, 0)].
Hence, the set R of all positive real numbers such that the open 2r_2r square
centered around 0 fully contains S 0E consists of all strictly positive real numbers.
Hence, r0=0, r1=1, and 2r1=2. The open 2_2 square P centered around 0 is the
bounding box shown in Fig. 12.
Example 5.16. Consider again the semilinear set S of Example 5.12, shown in
Fig. 13. In Example 5.12, we observed that the algorithmic decomposition D of S
relative to S consists of the open strip and the two lines delineating it. The open
strip contributes the point (0, 0) to S 0E , the upper line the points (&1, 0) and (0, 1),
and the lower line, the points (0, &1) and (1, 0). We find S E0 =[(0, 0), (&1, 0),
(0, 1), (1, 0)].
Hence, the set R of all positive real numbers such that the open 2r_2r square
centered around 0 fully contains S 0E consists of all real numbers strictly greater
than 1. Hence, r0=1, r1=2, and 2r1=4. The open 4_4 square P centered around
0 is the bounding box shown in Fig. 13.
We can now easily generalize Lemma 5.4.
Lemma 5.17. Let S be a semialgebraic R-semilinear set of Rn and let D be a
decomposition of S relative to S. Then all the affine supports of the members of D
are A-semilinear.
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Proof. If S is bounded, Lemma 5.17 follows from Lemma 5.8.
If S is unbounded, we first observe, as in the proof of Lemma 5.8, and for the
same reason, that it suffices to prove Lemma 5.17 for the algorithmic decomposi-
tion of S relative to S.
Let P be a bounding box for S with respect to D computed from S in FO+
linear-Z (Proposition 5.13). Clearly, S & P is R-semilinear as it is the intersection of
two R-semilinear sets. Moreover, S & P is semialgebraic, as it can be computed
from S in FO+linear-Z (whence in FO+poly).
Let DP be the algorithmic decomposition of S & P relative to S & P. By
Lemma 5.8, all the affine supports of the members of DP are A-semilinear.
Now, let D be a member of D, and let T be the affine support of D. By Defini-
tion 5.9, D & P is not empty and must be connected. By a straightforward but
tedious inductive argument, similar to the inductive argument in the final part of
the proof of Proposition 5.7, it follows that D & P is a member of DP . Since D is
open within T, and since P is open within Rn, D & P is open within T, and, therefore,
T is also the affine support of D & P. Lemma 5.17 now immediately follows. K
Lemma 5.17 can be sharpened to Proposition 5.18.
Proposition 5.18. Let S be a semialgebraic R-semilinear set of Rn and let D be
a decomposition of S relative to S. Then all members of D are A-semilinear.
Proof. Let T be the set of all the affine supports of the members of D. By
Lemma 5.17, all members of T are A-semilinear. Hence, there exists a finite set H
of (n&1)-dimensional A-semilinear hyperplanes such that each member of T is an
intersection of members of H. Consider the finite partition of Rn induced by these
hyperplanes and the half-spaces they delineate. Obviously, all cells of this partition
are A-semilinear. Each member of D is the union of all cells with which it has a
non-empty intersection, and is therefore A-semilinear, too. K
Corollary 5.19. Every semialgebraic R-semilinear set is A-semilinear.
We are now ready to state and prove our first main result.
Theorem 5.20. Let S be a semialgebraic set. The set S is A-semilinear if and only
if it has Property SL. Moreover, A-semilinearity of a semialgebraic set defined by a
real formula is decidable by an FO+poly formula.
Proof. The first statement in Theorem 5.20 is an immediate consequence of
Proposition 4.2 and Corollary 5.19. The second statement follows from the first,
because the corresponding Boolean decision query of type [0, n]  [0, 0] can
easily be expressed in FO+poly using Property SL, and the validity of real sentences
in R is decidable. K
It is important to note that the truth of the first statement in Theorem 5.20 is not
revealed by the proof of Proposition 4.2, because Definition 3.2 of a regular point
does not specify anything regarding the type of coefficients in the polynomials
involved. To obtain this information, we made a more thorough study above of the
decomposition process outlined in the proof of Proposition 4.2.
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5.3. Z-Semilinearity of Semialgebraic Sets Is Decidable
We now put to use the results of Subsection 5.1 a second time to show that
Z-semilinearity of a semialgebraic set is decidable, too. Then, we show that the
corresponding decision query cannot be expressed in FO+poly, however.
First, we summarize the results we obtain if we apply the same line of argument
as in the first part of this section to Z-semilinearity instead of A-semilinearity.
Proposition 5.21. Let S be an A-semilinear set of Rn, and let D be a decomposi-
tion of S relative to S. Let S0 be the union of all zero-dimensional members of D. The
following properties hold :
1. if S is bounded, then S is Z-semilinear if and only if all points in S0 have
rational coordinates;
2. if S is unbounded, and P is a Z-semilinear bounding box for S with respect
to D, then S is Z-semilinear if and only if S & P is Z-semilinear; and
3. S is Z-semilinear if and only if all members of D are Z-semilinear.
Proof. We first observe that it suffices to prove Proposition 5.21 for the algo-
rithmic decomposition D of S relative to S. The result can then be generalized to
arbitrary decompositions using Proposition 5.3.
Let T be the set of the affine supports the members of D.
First, suppose that S is bounded. We recall that Algorithm 5.4 can be implemented
in FO+linear-Z. Hence, if S is Z-semilinear, the sets in the output of the algorithm
are also Z-semilinear. Since it can be decided in FO+linear-Z whether a semi-
algebraic set is zero-dimensional [26], it follows that S0 is Z-semilinear. Hence, all
the points in S 0 must have rational coordinates.
Conversely, suppose that all points in S 0 have rational coordinates. Then S 0 is
Z-semilinear. As in the proof of Lemma 5.8, it can now be shown that all members
of T are Z-semilinear. As in the proof of Proposition 5.18, it can now be shown
that all members of D, as well as S, are Z-semilinear.
Next, suppose that S is unbounded. Of course, if S is Z-semilinear, then, since
P is Z-semilinear, S & P is Z-semilinear.
Conversely, suppose that SP=S & P is Z-semilinear. Let DP be the algorithmic
decomposition of S & P relative to S & P, and let S 0P be the corresponding set of
special points. By Property 1, all points in S 0P have rational coordinates. From this,
we deduce as above that all members of DP are Z-semilinear. As in the proof of
Lemma 5.17, we can show that, for each member D of D, D & P is a member of DP
with the same affine support as D. Thus, all members of T are Z-semilinear, from
which we deduce as above that all members of D, as well as S, are Z-semilinear. K
Proposition 5.21 yields a decidability criterion for Z-semilinearity, provided that
rationality of a real algebraic number is decidable, which we show next.
Lemma 5.22. Suppose a real algebraic number is given by a univariate polynomial
equation with integer coefficients and an open interval with rational endpoints which
contains that algebraic number as only solution of the equation. It is decidable whether
that real algebraic number is rational.
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Proof. It is an easily provable consequence of Eisenstein’s irreducibility criterion
that any rational root of a polynomial anxn+ } } } +a0 with integer coefficients can
be written as rs with r and s relatively prime, r | a0 , and s | an . (This result is called
the rational root theorem in [21].) Hence, there are only a finite number of rational
numbers for which the conditions defining the algebraic number have to be verified. K
We can now finally prove our second main result.
Theorem 5.23. It is decidable whether a semialgebraic set defined by a real
formula is Z-semilinear.
Proof. Let S be a semialgebraic set of Rn. First, we verify whether S satisfies
Property SL. If S does not satisfy Property SL, it is not R-semilinear (Proposi-
tion 4.2), whence certainly not Z-semilinear; else it is A-semilinear (Theorem 5.20).
If S is bounded, which can be decided in FO+linear-Z, we compute the set S0
of all special points corresponding to the decomposition of S relative to S consisting
of all connected components of the sets in the output of Algorithm 5.4 applied to S. By
Proposition 5.21, it now suffices to decide whether all points in S 0 have rational
coordinates.
If S is unbounded, we compute from S a bounding box P for S with respect to
D (Proposition 5.13). By enumeration, we find the least integer k such that P is
fully contained within the open 2k_ } } } _2k n-dimensional hypercube Pk centered
around 0. Clearly, Pk is a Z-semilinear bounding box for S relative to D. We
compute the set S 0Pk of all special points corresponding to the decomposition of
S & Pk relative to S & Pk consisting of all connected components of the sets in the
output of Algorithm 5.4 applied to S & Pk . By Proposition 5.21, it now suffices to
decide whether all points in S 0Pk have rational coordinates. K
However, the Boolean query deciding the Z-semilinearity of a semialgebraic set
is not expressible in FO+poly.
Theorem 5.24. The Boolean query of type [0, n]  [0, 0] deciding the Z-semi-
linearity of a semialgebraic set is not expressible in FO+poly.
Proof. Assume to the contrary that there exists a sentence _ in the first-order
language (, S, +, _, 0, 1), with S an n-dimensional predicate, such that, for each
possible interpretation of S as a semialgebraic set, _ is true if and only if this inter-
pretation is a Z-semilinear set of Rn.
Now, let x1 , ..., xn be real variables not occurring in _, and transform _ into a
real formula .(x1 , ..., xn) by replacing each subformula S( y1 , ..., yn) in _, with
y1 , ..., yn variables bound in _, by the subformula (x1= y1 7 } } } 7 xn= yn). Hence
.(x1 , ..., xn) evaluates to true if and only if the evaluation of (x1 , ..., xn) is a point
with rational coordinates. Now, let (x) be the real formula .(x, ..., x). Then [x | (x)]
is the set of all rational numbers, which is not semialgebraic, a contradiction. K
The decidability results in this section were obtained by making a more thorough
study of the decomposition process outlined in the proof of Proposition 4.2.
We wish to point out that the road we chose to take is by no means the only one
possible. An anonymous referee of the extended abstract of this paper, presented at
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the 16th ACM SIGACT-SIGMOD-SIGART Symposium on Principles of Database
Systems, kindly suggested an alternative method based on decidability results in
logic. An outline of this method is given in Appendix B.
Although this alternative method is much shorter, we decided to hold on to our
method, not merely for reasons of uniformity, but because we believe that the
concepts, techniques, and algorithms we developed are of interest on their own.
Indeed, these concepts, techniques, and algorithms touch deeply upon the structure
of semilinear sets and, due to their geometric significance, supersede the scope of
the present paper. As a matter of fact, some of the techniques in the present paper
have already been used successfully by three of the present authors [27] in a recent
study of the expressiveness of a linear query language which is considerably richer
than FO+linear.
6. DISCUSSION
We first discuss some philosophical consequences of our results.
A first consequence of the results in the previous section is that, whenever a real
formula .(x) defines an A-semilinear (a Z-semilinear) set, an equivalent A-linear
(Z-linear) formula can effectively be computed. First, Property SL is verified to find
out whether .(x) defines an A-semilinear set (Theorem 5.20). If necessary, it is
verified whether .(x) defines a Z-semilinear set (Theorem 5.23). In the case of a
positive answer, all A-linear (Z-linear) formulae (x) are enumerated until the real
sentence (\x)(.(x )  (x)) is true in R, which is decidable. Because .(x) is already
known to define an A-linear (a Z-linear) set, such a formula (x) must be found.
A second consequence of the results in the previous section concerns A-linear and
Z-linear queries. We recall the result proved by three of the present authors [26].
Theorem 6.1. It is undecidable whether an FO+poly-expression induces an
A-linear (a Z-linear) query.
Our results show, however, that there exists a syntactically definable query language
which expresses precisely the A-linear (Z-linear) queries expressible in FO+poly.
Syntactically, this query language is just FO+poly. However, another semantics is
given to FO+poly expressions. This semantics is obtained by modifying the
standard output of an FO+poly expression as follows: all semialgebraic sets
represented in the standard output that are not A-semilinear (Z-semilinear) are
replaced by the empty set. With respect to the A-linear (Z-linear) queries express-
ible in FO+poly, the language thus obtained is sound (it returns linear outputs on
linear inputs) as well as complete (it does not modify the standard semantics of
linear FO+poly queries). Notice that this result does not contradict Theorem 6.1,
in the same way that the existence of a syntactically definable query language which
is sound and complete for the domain-preserving calculus queries in the relational
model does not contradict the undecidability of domain preservation for arbitrary
calculus queries.
For A-linear queries, the above new semantics of an FO+poly expression can be
expressed by an FO+poly expression in the standard way. As a consequence, there
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exists a recursively enumerable subset of FO+poly which expresses precisely the
A-linear queries expressible in FO+poly, according to the standard semantics of
FO+poly. Whether a similar result holds for the Z-linear queries is still open.
(Because of Theorem 5.24, the argument used for A-linear queries fails for Z-linear
queries).
Finally, the asymmetry between both decidability results (A-semilinearity being
expressible in FO+poly, and Z-semilinearity being not expressible in FO+poly)
and some of their consequences emphasize the necessity of properly distinguishing
these two notions of semilinearity.
7. PRACTICAL RELEVANCE
Of course, the query language complete for the A-linear (Z-linear) queries
described in the previous section, is very artificial and not practically useful. Also,
it is not clear to which extent the techniques introduced in this paper will be helpful
to find more practical complete query languages. Nevertheless, our results show
that an A-linear-complete (a Z-linear-complete) query language exists, and, there-
fore, show that it is reasonable to search for a more practical such language, using
whatever tools one deems fit for this purpose.
Furthermore, the techniques developed to derive our results also have more
immediate ramifications in that they can be used to show that certain Z-linear
queries can be expressed in FO+linear-Z.
The first example concerns special points which, recently, have also been considered
by other researchers (Grumbach and Kuper, e.g., call them significant points [16]).
Example 7.1 (Corners of a polygon). Let S be a closed filled polygon in the
plane. Then (S&Reg(S))&Reg(S&Reg(S)) is the set of all corner points of this
polygon. By our results, this set can be computed in FO+linear-Z. This technique
can, of course, be generalized to higher dimensional simplices and higher dimen-
sional spaces.
It must be noted, moreover, that not only the special points, but also the one-
dimensional members of a relative decomposition are of interest. In computer
graphics, the union of all these one-dimensional sets is called the wire frame [14],
which is used to render three-dimensional figures. A special case is exhibited in the
following example.
Example 7.2 (Wire frame of a polyhedron). Let S be a closed filled polyhedron
in three-dimensional space. Then (S&Reg(S))&Reg(S&Reg(S)) is the wire frame
of S. As in Example 7.1, the wire frame can be computed in FO+linear-Z. Again,
the computation of wire frames can be generalized to higher dimensional polyhedra
in higher dimensional spaces.
APPENDIX A: PROOF OF KEY LEMMA
The purpose of this section to give a rigorous proof of the key lemma of this
paper, which states that an R-semialgebraic set is R-semilinear if and only if it
satisfies Property SL For convenience, we reiterate Property SL.
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Definition 4.1. Let SRn. We say that S has Property SL if, for every point
p of S , there exists a neighborhood V of p such that, for every point q of V,
1. if q is in S, then ]p, q[ is fully contained within S; and
2. if q is not in S, then ]p, q[ is disjoint from S. K
First, we observe that having Property SL is preserved under several operations.
Lemma A.1. Having Property SL is preserved under set difference, complementa-
tion, finite intersection, and finite union.
Proof. 1. Difference. Let S1 , S2 Rn both have Property SL. Let p be in
S1&S2 . Obviously, p is then also in S 1 . We now distinguish two cases.
First, if p is in S 2 , then we choose a neighborhood V of p such that Defini-
tion 4.1 is satisfied with respect to both S1 and S2 . A straightforward verification
then suffices to see that Definition 4.1 is also satisfied with respect to S1&S2 .
Second, if p is not in S 2 , then we choose a neighborhood V of p such that
Definition 4.1 is satisfied with respect to S1 and such that V & S 2=<. Again, a
straightforward verification then suffices to see that Definition 4.1 is also satisfied
with respect to S1&S2 .
2. Complementation. Let SRn have Property SL. Obviously, Rn satisfies
Property SL. Hence, the complement of S, Rn&S, satisfies Property SL.
3. Intersection. Let S1 , S2 Rn both have Property SL. Then S1 & S2=S1&
(Rn&S2) has Property SL.
4. Union. Let S1 , S2 Rn both have Property SL. Then S1 _ S2=Rn&
((Rn&S1) & (Rn&S2)) has Property SL. K
Lemma A.2. Having Property SL is preserved under taking topological closure,
boundary, and interior.
Proof. 1. Closure. Let SRn have Property SL. To show that S has property
SL, let p be in S =S . Let V be a convex neighborhood of p showing that S has
Property SL at p. Let q be in V. We consider both possibilities:
(a) q is in S . Then there must exist a sequence (qm)m0 in S & V such that
limm   qm=q. Since S has Property SL, we have, for all m0, that ]p, qm [ is
fully contained within S, whence, in the limit, ]p, q[ is fully contained within S .
(b) q is not in S. We have to show that ]p, q[ is disjoint from S . Therefore,
assume to the contrary that both sets have the point r in common. Since r is in S ,
there must exist a sequence (rm)m0 in S such that limm   rm=r. Since r is on the
open line segment between p and q, there exists *>0 such that q=p+*(r&p). Let,
for m0, qm=p+*(rm&p). Obviously, limm   qm=q. Since q is not in S , there
must exist m00 such that qm0 is not in S. Since S has Property SL, we have
that ]p, qm0 [ is disjoint from S. Hence, rm0 , which by construction is on this line
segment, does not belong to S, a contradiction.
2. Boundary. Let SRn have Property SL. The the topological boundary of
S equals S & Rn&S, and, therefore, has Property SL.
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3. Interior. Let SRn have Property SL. The the topological interior of S
equals Rn&Rn&S, and, therefore, has Property SL. K
Using some of the above preservation properties, we can easily show the ‘‘only
if ’’ of Proposition 4.2.
Lemma A.3. Each R-semilinear set has Property SL.
Proof. First, we observe that closed half-spaces obviously have Property SL. As
a consequence, convex polyhedra must have Property SL, by Lemma A.1, and open
convex polyhedra must have Property SL, by Lemma A.2. Finally, each R-semi-
linear set, which is a finite union of open convex polyhedra (see, e.g., [25]), must
have Property SL, again by Lemma A.1. K
We next state and prove two more lemmas which we need to show the ‘‘if ’’ part
of Proposition 4.2, which is the more interesting direction of this result.
Lemma A.4. A regular stratum of an R-semialgebraic set having Property SL is
contained in an affine subspace within which it is topologically open.
Proof. Let SRn be an R-semialgebraic set having Property SL, and let S i be
a regular stratum of S.
Let p be a point in Si . By Definition 3.2, we know there exist polynomials with
real coefficients P1 , ..., Pk in real variables, k=n&dim(S), such that
dP1
dx
(p), ...,
dPk
dx
(p)
are linearly independent and S & V=[x # V | P1(x)= } } } =Pk(x)=0] (1). Let T be
the (n&k)-dimensional tangent space of S at p, defined by the system of k linear
equations
dP1
dx
(p) .x=0, ...,
dPk
dx
(p) .x=0. (2)
Without loss of generality, we may assume that V shows that S has Property SL
at p.
By the Implicit Function Theorem, there exist k coordinate positions, say the
first k for simplicity of notation, there exists an open convex neighborhood W1 of
( p1 , ..., pk) in Rk and an open convex neighborhood W2 of ( pk+1 , ..., pn) in Rn&k
with W=W1_W2 V, and there exist analytic functions f1 , ..., fk such that
S & W=[x | x1=f1(xk+1 , ..., xn), ..., xk= fk(xk+1 , ..., xn), (xk+1 , ..., xn) # W2]. (3)
Consequently, the system of k linear equations (2) defining T can be rewritten as
x1=
f1
xk+1
( pk+1 , ..., pn) .xk+1+ } } } +
f1
xn
( pk+1 , ..., pn) .xn ,
{ b b (4)xk= fkxk+1 ( pk+1 , ..., pn) .xk+1+ } } } + fkxn ( pk+1 , ..., pn) .xn .
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Now let q be any point of S & W different from p. By Property SL, the convexity
of W, and the defining properties of p and q, [ p, q] is fully contained within S & W.
Necessarily, a line segment through p which is fully contained in S is also fully
contained in the tangent space T of S at p, whence in particular q is in T. Thus,
we have shown that S & W is fully contained in T. We next show that, also, T & W
is fully contained in S. Thereto, let r be any point of T & W. Then (rk+1 , ..., rn) is
in W1 . By (3), there is a unique point s in S & W for which sk+1=rk+1 , ..., sn=rn .
Since S & W is fully contained in T, it follows that s is in T. By (4), r is the only
point of T for which rk+1=sk+1 , ..., rn=sn . Hence r=s, whence r is in S. We may
thus conclude that S & W=T & W, as a consequence of which all points in S & W
are regular and must belong to S i . Another consequence of S & W=T & W is that
S & W is topologically open within T.
By analytic continuation, i.e., by making the above argument for all points p in
Si and by considering that the constructed neighborhoods overlap, we see that (i)
Si is fully contained in T, and that (ii) Si is topologically open within T. K
Lemma A.5. A regular stratum of an R-semialgebraic set having Property SL is
an R-semialgebraic set which also has Property SL.
Proof. Let SRn be an R-semialgebraic set having Property SL, and let S i be
a regular stratum of S. It is well known that Si is R-semialgebraic [11, 17].
By Lemma A.4, there exists an affine subspace T of Rn such that Si is contained
in T and Si is topologically open within T. Obviously, S i is also contained in T. We
show that Si has Property SL.
Thereto, let p be a point of Si . If p is a point of Si , then there exists a
neighborhood V of p such that S & V=Si & V=T & V. Using this neighborhood V,
it is immediately seen that Si has Property SL at p. Thus suppose p is not in Si . Let
V be a convex neighborhood of p showing that S has Property SL at p. Let q be
in V. We distinguish two cases:
1. The point q is in Si . Then there exists a neighborhood WV of q such that
S & W=Si & W=T & W. Let r be a point on ]p, q[. Then there exists *, 0<*<1,
such that r=p+*(q&p). Let X=[p+*(s&p) | s # W]. Then X is a neighborhood
of r. By applying Property SL, it is easily seen that S & X=T & X, whence r is
regular and S has maximal dimension at r. Thus, Si _ ]p, q[, which is connected,
is a superset of Si consisting only of regular points of S in which S has maximal
dimension. By definition of regular stratum, Si _ ]p, q[=Si , whence ]p, q[ is fully
contained within Si .
2. The point q is not in Si . If q is not in S, then, by Property SL, ]p, q[ is
disjoint from S, whence disjoint from Si . Similarly, if q is not in T, ]p, q[ is disjoint
from T, whence disjoint from Si . Thus suppose q is in S & T. We again distinguish
two cases:
(a) Each neighborhood of q contains points of S outside T. Then there must
exist a sequence of points (qm)m0 in S & V not belonging to T such that
limm   qm=q. Let r be on ]p, q[. Then there exists *, 0<*<1, such that r=p+
*(q&p). Let, for m0, rm=p+*(qm&p). Clearly, rm is not in T, and limm   rm=r,
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whence each neighborhood of r contains points of S outside T. Hence, r cannot
belong to Si . We have thus proved that ]p, q[ is disjoint from Si .
(b) Some neighborhood of q contains no points of S outside T. Let WV be
such a neighborhood; thus, S & W=T & W, and q is a regular point of S in which
S has maximal dimension. Let Sj{Si be the regular stratum to which q belongs.
By an argument similar to the one used in Case 1, we can show that the open line
segment between p and q is fully contained in Sj , whence it is disjoint from S i .
We may thus conclude that Si has Property SL. K
We are now ready to prove the ‘‘if ’’ part of Proposition 4.2.
Lemma A.6. Each R-semialgebraic set with Property SL is R-semilinear.
Proof. Let SRn be an R-semialgebraic set with Property SL. Let S1 , ..., Sl be
the (pairwise disjoint) regular strata of S. By Lemmas A.4 and A.5, there exist affine
subspaces T1 , ..., Tl of Rn such that, for i=1, ..., l, (i) Si is an R-semialgebraic subset
of Ti which is topologically open within Ti , and (ii) Si has Property SL. By
Lemma A.1, S& li=1 S i is an R-semialgebraic set having Property SL. We can
thus recursively do the same procedure on S& li=1 S i . Since dim(S&
l
i=1 Si)
<dim(S), the recursion stops, and we obtain a decomposition of S as a disjoint
union of sets S1 , ..., Sm , for which there exist affine subspaces T1 , ..., Tm of Rn such
that, for i=1, ..., m, (i) Si is an R-semialgebraic subset of Ti which is topologically
open within Ti , and (ii) Si has Property SL. It suffices to show that S1 , ..., Sm are
R-semilinear.
Thereto, let 1im, and consider Si . By Lemma A.2, Si , the topological
boundary of Si within Ti , which is also R-semialgebraic, has Property SL. Thus, we
can repeat the above reasoning and decompose Si as a disjoint union of sets each
of which is topologically open within its affine support (and which has Property
SL). It now follows immediately from Lemma 4.6 that Si is R-semilinear. K
From Lemmas A.3 and A.6, our final result is now immediate.
Proposition 4.2. Let S be an R-semialgebraic set. The set S is R-semilinear if
and only if it has Property SL.
APPENDIX B: ALTERNATIVE APPROACH TO MAIN RESULTS
The two principal decidability results in Section 5 (Theorems 5.20 and 5.23) can
alternatively be obtained using the well known fact that the real ordered field
(R, , +, _, 0, 1) and the real ordered group (R, +, 0, 1) have ‘‘definable choice
functions’’; for any definable set, one can definably choose an element in it (e.g.,
[3]). More formally, if .(x) is a satisfiable real formula, i.e., S=[x | .(x)] is not
empty, one can construct a real formula .$(x) such that S$=[x | .$(x)] is a singleton
subset of S. Moreover, it is possible to construct this formula in such a way that (i)
.$(x) is Z-linear if .(x) is Z-linear and (ii), whenever .(x) and (x) define the
same set S, .$(x) and $(x) define the same singleton subset S$ of S. In geometrical
terms, the above translates as follows: in a nonempty semialgebraic set, one can
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choose deterministically a point with real algebraic coordinates in an algorithmic
manner; if, moreover, the set is Z-semilinear, then the point has rational coordinates.14
Using this result, we prove Theorems 5.20 and 5.23.
Theorem 5.20. Let S be a semialgebraic set. The set S is A-semilinear if and only
if it has Property SL. Moreover, A-semilinearity of a semialgebraic set defined by a
real formula is decidable.
Proof. It suffices to show that, if S is a semialgebraic R-semilinear set, then S
is A-semilinear. Since S is semialgebraic, there exists a real formula .(x) defining
S. Since S is R-semilinear, there also exists an R-linear formula (x) defining S. Let
%(*, x) be the real formula obtained from  by replacing each coefficient in  by
a real variable. Hence, there exists a vector r of real numbers such that (x)#
%(r, x). Next, let #(*) be the formula (\x)(.(x)  %(*, x)). This formula is
satisfiable, since #(r) is true. Let a be the unique vector of real algebraic numbers
such that #$(a) is true. Clearly, the formula  #%(a, x) is an A-semilinear formula
defining S. K
Theorem 5.23. It is decidable whether a semialgebraic set defined by a real
formula is Z-semilinear.
Proof. Assuming that we have already decided that S is A-semilinear, we
produce by enumeration an A-linear formula .(x) defining S. Let %(*, x) be the
real formula obtained from . by replacing each coefficient in . by a real variable,
and let a be the vector of real algebraic numbers such that .(x)#%(a, x).
Let #(*) be the formula (\x)(.(x)  %(*, x)). This formula is satisfiable, since
#(a) is true. Let q be the unique vector of real algebraic numbers such that #$(q) is
true. Notice that the formula #$(*) can effectively be computed.
We now claim that S is Z-semilinear if and only if q is a vector of rational
numbers. Lemma 5.22 then yields the desired result.
Clearly, if q is a vector of rational numbers, then .~ (x)#%(q, x) is a Z-linear
formula defining S, whence S is Z-semilinear.
Conversely, if S is Z-semilinear, then let (x) be a Z-semilinear formula defining
S. Consider the formula (\x)((x)  %(*, x)). Using quantifier elimination [6], it
can be seen that the above formula is equivalent to a Z-linear formula /(*). Hence,
/$(*) is also Z-linear. Since #(*) and /(*) clearly define the same semialgebraic set,
it follows that #$(*) and /$(*) both define q. Since /$(q) is true, it follows that q is
a vector of rational numbers. K
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14 To see this, let S be a semialgebraic set. If S is discrete (which is decidable [26]), then choose a
point of S based on minimality of coordinates. From the observation that Z-linear formula permit quan-
tifier elimination [7], it is readily seen that, if S is Z-semilinear, this point will have rational coordinates.
If S is not discrete, then at least one of its projections on the coordinate axes is not discrete. Let Si be
the projection on the first such coordinate axis (according to the standard order of the coordinates),
say xi . Since Si is not discrete, Si contains an open interval, and, therefore, a point whose coordinate
is a rational number. Let q be the first such rational number in some enumeration of the rational
numbers. The intersection of S and the hyperplane xi=q has strictly lower dimension than S and is
Z-semilinear whenever S is. The procedure above is now repeated for this lower dimensional set.
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