Abstract-A simple mapping is derived, which describes the behavior of a peak current-mode controlled boost converter operating chaotically. The invariant density of this mapping is calculated iteratively and, from this, the power density spectrum of the input current at the clock frequency and its harmonics is deduced. The calculation is presented, along with experimental verification. The possibility of a novel application of chaos-amelioration of power supply interference-is discussed.
I. INTRODUCTION

I
N a previous publication [1] we presented the idea that chaos, a naturally occurring phenomenon in switch-mode power supplies, might be used to improve their electromagnetic compatibility (EMC). We illustrated this proposal with some measurements. In the present paper we show how to calculate the power density spectrum (PDS), at the clock frequency and its harmonics, of the input current of a currentmode controlled boost converter operating chaotically. This work builds mainly on [2] - [4] , in which we derived an exact two-dimensional (2-D) mapping in closed form that describes the behavior of this converter. The requirement for low output voltage ripple in practical designs leads to a circuit that is well described by a simpler one-dimensional (1-D) mapping, derived in this paper. We calculate its invariant density and, from this, the periodic components in the PDS of the inductor current are found. We then confirm experimentally and numerically the validity of the model and our PDS calculation.
We also discuss briefly the implications for EMC improvement by chaos. The electromagnetic interference requirements for switch-mode power supplies are, in essence, that the input current PDS should be less than a specified frequencydependent level. Hence, our demonstration that chaos can be exploited to reduce spectral peaks, significantly in some cases, leads us to propose EMC compliance by chaos.
II. THE SIMPLIFIED MAPPING
A 2-D mapping that describes the boost converter in Fig. 1 was presented in [2] . Another 2-D version, taking into account inductor and capacitor parasitics, appears in [5] .
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Publisher Item Identifier S 1057-7122(99)09263-6. The mapping that describes a boost converter as it is usually designed, however, can be simplified to a 1-D version that, nonetheless, captures the features of interest in the behavior of the real circuit. In order to derive this 1-D mapping, we make the following assumptions.
1) The capacitor voltage is sufficiently close to a constant that the inductor current waveform can be approximated by a linear ramp at all times. This requires that where is the clock period. In practical circuits, is sufficiently large for this to be valid. 2) All components are ideal.
3) The clock pulses are of infinitesimal duration and period . With these assumptions, the power circuit can be modeled in the simplified form shown in Fig. 2 . The switch is controlled by feedback. It closes when a clock pulse arrives and opens at the instant when reaches the reference current . The inductor current is sketched in Fig. 3 (5) can be written in the simplified form (6) Since for a boost converter . Note that the switching times can be recovered from (6) and (7) When , the sequence will be chaotic with each lying between 0 and . The mapping (6) , and scaled versions of it, have been studied in several contexts, most notably by Rényi [6] 
III. APPROXIMATION OF THE MEAN STATE VARIABLES
In order to use the mapping (6), we need to know the value of and, hence, there remains the problem of relating , the mean output voltage, to known quantities in the circuit. We obtain an estimate of by assuming that is closed on average for a time per clock cycle and is constant. Here, is to be interpreted as the mean duty factor of . On average (8) where is the load resistance shown in Fig. 1 . This assumes that the current through the diode is either zero (for a fraction of the time) or (for a fraction of the time). When is closed, rises at a rate of for a time , on average. When is open, falls at a rate for a time . In terms of the mean current rise and fall and (9) Eliminating and between (8) and (9) gives (10) which can be solved for by selecting the real root . Hence, can be found.
IV. THE POWER DENSITY SPECTRUM OF THE INDUCTOR CURRENT We now calculate the PDS of the current through the inductor from the invariant density of the mapping . To this end, we first discuss the autocorrelation function of the current and calculate its Fourier transform under certain assumptions. We then apply Birkhoff's Ergodic Theorem [9] to calculate the periodic component of the PDS and obtain results both for periodic and chaotic operation of the converter.
Recall that the PDS, which we will write as , is the generalized Fourier transform of the autocorrelation function Experimental and numerical evidence suggests that we can write the inductor current as so that the current splits into a periodic and nonperiodic component. We now extract the periodic component by considering (11) 
at
, where is the clock angular frequency. Define for arbitrary integer . Then
Under the assumptions 1) is Lebesgue integrable (and therefore possesses a Fourier transform) and 2) for all , integer , we deduce that By considering each of the components of in turn, and using assumption 2), this reduces to Hence, the PDS is where, by [8, ths. 11.9 and 11.10] we have (12) Our assumptions lead us to conclude that is obtained by the addition of two functions, namely, a sum of functions at harmonics of the clock frequency and a continuous function that corresponds to broadband noise. Specifically, we claim that there are no function peaks except those at the harmonics of the clock frequency.
Under assumption 1) of Section II, is a sequence of Dirac functions of alternating sign and area . Using the dimensionless time , the situation is then as illustrated in Fig. 4 .
The integration property of Fourier transforms also applies to the transformation in (11), provided is finite. Using the time shift property of Fourier transforms, , and the fact that , (11) becomes (13) where is the integer part of ; the factor represents integrating twice; and the factor , which is the difference between when the switch is closed and, when it is open, sets the vertical scale correctly. The time is the total time taken for on-and-off switchings of and is therefore defined as Defining the integers as equation (13) can be rewritten (14) Brute force calculations of the PDS can be carried out by finding the squared modulus of the sum of this series for large . The expression simplifies when , corresponding to the clock frequency or its harmonics. In this case, (14) becomes (15) There are now two remaining problems: 1) calculation of the asymptotic behavior of and 2) evaluation of the sum in (15). Both of these can be addressed by using the ergodicity of the invariant density , of the mapping , in conjunction with Birkhoff's Ergodic Theorem [9] . Given an expanding mapping which preserves the ergodic measure with density on (16) for (Lebesgue) almost all initial conditions and for any integrable function which maps to . Here, is the th iterate of .
In order to apply the theorem we therefore need to calculate the invariant density of . This is the normalized density of iterates of the mapping over the interval and its calculation is described in the Appendix.
The asymptotic behavior of is such that and , the mean time between successive off-on transitions of , can be calculated from (16) (17)
Since
, we can evaluate the sum in (15) in the same way where the second equality follows from the fact that is normalized. Hence (18) which allows us to calculate the PDS at the th harmonic of the clock frequency.
It is now interesting to compare chaotic and periodic operation of the boost converter under the same conditions, i.e., with the same . Experimentally, this can be achieved by removing the feedback loop in Fig. 1 and, instead, driving the switch periodically, using a pulse generator with the mark-tospace ratio set so that the mean output voltage is the same as in the chaotic case. Starting from (15), this is equivalent to setting and Hence,
Eliminating between (9) gives and so the PDS for periodic operation is (20)
V. RESULTS
The approximate , using twenty iterations of the scheme described in the Appendix, for , is shown in Fig. 5 . Equation (17) can now be used to calculate as a function of . A plot of against is shown in Fig. 6 . Note that at . Using the invariant density and (18), we can calculate the PDS as explained in the previous section. It is also possible, although slower, to estimate this by brute force (14) and, for the purposes of comparison, this was also carried out. In Fig. 7 , these two calculations are compared with each other and also with the results from an experimental waveform. 1 The experimental details are given in the next section.
It is interesting to note how the PDS at a given harmonic of the clock frequency varies with , and this is displayed in Fig. 8 for the fundamental and the second, fifth, and tenth harmonics. For a comparison of chaotic with periodic operation, see Fig. 9 . This shows how the calculated spectral peaks at and vary with when the converter is allowed to operate chaotically and when it is forced to operate periodically, being the same in each case. For the fundamental and the second harmonic, the PDS is always less in the chaotic case. This is usually but not always so for the other harmonics considered.
VI. EXPERIMENTAL RESULTS
The peak-current controlled boost converter shown in Fig. 1  was built using , mH, F, V, V, reference current A, and clock period s. The total inductor series resistance , the being a current sensing resistor. With these parameter values the circuit behaved chaotically. The output voltage had a chaotic ripple of peak-topeak amplitude V. Assumption 1) of Section II requires that , which is satisfied by our values for which . An analogue-to-digital converter was used to monitor the inductor current . A section of the experimental current waveform, sampled at 40 kHz, is shown in Fig. 10 . An experimental version of the mapping given in (6) was reconstructed from the turning points of a rather longer portion of this waveform and is shown in Fig. 11 . The shape is exactly that expected from the theoretical mapping, (6), confirming that the 1-D approximation is appropriate. The value of that applies to this converter can be estimated in several ways. These include the following.
1. By definition, Effective . The actual value of was 10.45 0.06 V. The mean voltage drop across was measured as 1.4 0.06 V and, hence, the effective V. The measured value of was V and the drop across the diode was 0.8 0.1 V, hence, the effective V. These results give . 2. The gradients, with standard errors, of the three negative slope portions of the experimental mapping in Fig. 11 were found by least squares fit, giving a second experimental estimate of . 3. Equation (10), derived from an approximate model of the circuit neglecting parasitic resistances, has the three roots , , and V, the first two of which can be rejected since they are negative. This gives . Finally, the discrete-time analogue of (14) was calculated for a time series consisting of experimental samples of according to where , with the sampling interval. The number of switch transitions that occur in the time of samples is so, for a direct comparison, a brute force calculation (14) was also carried out for this . The results are displayed in Fig. 12 and it can be seen that there is a good measure of agreement between and the brute-force calculation.
VII. DISCUSSION
The simplified 1-D mapping is adequate for practical versions of a chaotically operating boost converter. As published in [11] for a different nonlinear circuit, the invariant density of this mapping can be derived. From this, the power density spectrum of the input current can be calculated, confirming an assertion we made in [12] , that "the parameters at which subharmonics and chaos commence can be predicted accurately, as can the frequencies emitted from the power supply." Measurements verify the accuracy of our calculations, which may therefore be used with confidence as a design tool in the specification of boost converter circuits where the EMC targets are tightly controlled. One important application is in high power-factor single-phase rectifiers for mains power supplies, e.g. [13] .
A recent publication [14] sets out the conditions for the existence of robust chaos, which is characterized by the absence of periodic windows and coexisting attractors in some region of parameter space. Note that the mapping has a single chaotic attractor for and, hence, the boost converter described here is robustly chaotic.
Although the full circuit description results in a 2-D mapping, we believe that the practical benefits of extending the analysis to this case are minimal, particularly in view of the extra theoretical and computational difficulties this would raise. There could, however, be an advantage to examining the sensitivity of the spectrum to the nearly 1-D approximation.
Another extension of this work would involve calculating the continuous part of the PDS away from the clock frequency and its harmonics . Our results may, of course, be applicable to other physical systems that can be described by a piecewise-linear 1-D mapping.
VIII. CONCLUSION
We have shown that spectral peaks of the input current in a boost converter in chaotic operation can be calculated. The predictions are in satisfactory agreement with measurements on a practical circuit. The calculation method may, therefore, be adopted by engineers for design purposes.
APPENDIX
The Perron-Frobenius operator related to the mapping (6) is defined by For the expanding map , its invariant density can be calculated as the limit where , with being any nonnegative function with integral one (e.g., a constant). This is illustrated in Fig. 13 , in which , but the scheme converges for any . The obvious choice for is therefore otherwise which is clearly normalized. The axis is split into three intervals, labeled ; and . The densities on and are mapped by uniformly and with equal weighting 2 onto and , where , but the density on is mapped onto The first approximation to then comprises the sum of these three densities. To calculate from , the same procedure is used, except that this time there are eight subintervals to be considered, and . All the intervals except have been treated before and are dealt with in the same way again; is mapped to . The sum of these eight densities gives .
A computer program was written to iterate the Perron-Frobenius operator times and plot the result.
Note that this algorithm does not require the mapping to have a finite number of Markov partitions [10] . It can also be modified to calculate the invariant densities of any piecewiselinear mapping, provided that the densities on each interval are mapped with a weighting factor equal to the modulus of the reciprocal of the gradient of the mapping in each interval.
