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GEODESIC FLOWS AND THE MOTHER OF ALL CONTINUED FRACTIONS
CLAIRE MERRIMAN
Abstract. We extend the Series’ [11] connection between the modular surface M = PSL(2,Z)\H, cutting
sequences, and regular continued fractions to the slow converging Lehner and Farey continued fractions with
digits (1,+1) and (2,−1). We also introduce an alternative insertion and singularization algorithm for Farey
expansions and other non-semiregular continued fractions, and an alternative dual expansion to the Farey
expansions so that dxdy
(1+xy)2
is invariant under the natural extension map.
1. Introduction
The connection between the geodesics on the modular surface M = PSL(2,Z)\H and ergodic theory
allows us to use geometry to prove dynamic and number theoretic properties of the continued fraction map
and to use continued fractions to classify geodesics on the modular surface. Series [11] established explicit
connections between a subset of the geodesic flow on H, a geodesic coding by cutting sequences, and regular
continued fraction dynamics using a cross section of the geodesic flow on T1M. We apply the same geodesic
coding, but different cross section, to describe the slow Lehner and Farey expansions.
The group PSL(2,Z) acts on the upper half plane H = {x+ iy : y > 0}∪ {∞} by Mo¨bius transformations(
a b
c d
)
z = az+bcz+d which preserve the hyperbolic metric ds
2 = dx
2+dy2
y2 . We also define the Farey tessellation
F made of ideal hyperbolic triangles whose edges are the images of iR under the PSL(2,Z) action. That is,
two rational numbers pq ,
p′
q′ are connected with a hyperbolic geodesic if and only if pq
′ − p′q = ±1. This is
equivalent to two rational numbers being connected if and only if they are adjacent in some Farey sequence
Fn = { pq : 0 ≤ q ≤ n}.
The tessellation F breaks a geodesic γ on H into segments with one segment for each triangle the geodesic
crosses. The segment crosses two sides of the triangle, and we label it L or R, according to whether the
vertex shared by the sides is to the left or right of the geodesic. This labeling corresponds to whether π(γ)
wraps counterclockwise or clockwise around the cusp of M and is invariant under the PSL(2,Z) action.
These geodesics γ are lifts of geodesics γ¯ on M, which are uniquely determined by infinite two-sided cut-
ting sequences . . . Ln−1Rn0Ln1 . . . . This sequence of positive integers (ni)
∞
i=−∞ gives the regular continued
1/2 2/31/3 3/2 5/34/3-1/2-2/3 -1/3-3/2-5/3 -4/3 0-1-2 1 2
Figure 1. The Farey tessellation up to level 3. The edges of the ideal triangles are images
of iR under the PSL(2,Z) action on H.
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fraction expansion of the forward and backwards endpoints of some lift γ
(1.1) γ∞ = n0 +
1
n1 +
1
n2 + . . .
= [n0;n1, n2, . . . ], γ−∞ =
− 1
n−1 +
1
n−2 + . . .
= −[n−1, n−2, n−3, . . . ].
Shifting along the cutting sequences corresponds to a two-fold cover of the natural extension of the regular
Gauss map T on [0, 1)2 defined by
T ([n0;n1, n2, . . . ], [n−1, n−2, . . . ]) = ([n1;n2, n3, . . . ], [n0, n−1, n−2, . . . ]).
The slow down of this shift corresponds to the natural extension of the Lehner Gauss map. Some different
approaches for coding the geodesic flow on T1M were considered by Arnoux in [1], Katok and Ugarcovici in
[6], and Moeckel in [9]. Heersink [4] also considered the geodesic flow on M to classify the distribution of
periodic points of the Farey tent map, which is conjugate to the Lehner Gauss map by x 7→ x+ 1.
Lehner introduced the Lehner expansions on [1, 2] using the farthest integer map [8]. This paper describes
the Lehner expansions and their dual continued fraction expansions using the geodesic flow on T1M.
Theorem 1 (Section 5). Our classification of geodesics γ¯ on T1M with cutting sequence . . . Ln−1Rn0Ln1 . . .
depends on whether or not n0 = 1. In the one line notation give in (2.1) and (3.1), if n0 = 1, γ¯ has a lift
on H with forward endpoint
γ∞ = [[(2,−1)n1−1(1,+1)(2,−1)n2−1(1,+1) . . . ]]
and backwards endpoint
γ−∞ = 〈〈(1,+1)(2,−1)n−1(1,+1)(2,−1)n−2−1 . . .〉〉
when n−1 ≥ 2 and
γ−∞ = 〈〈(1,+1((1,+1)(2,−1)n−1−1(1,+1)(2,−1)n−2−1 . . .〉〉
when n−1 = 1. When n0 > 1, γ¯ has a lift on H with endpoints
γ∞ = [[(2,−1)n1−1(1,+1)(2,−1)n2−1(1,+1) . . . ]],
γ−∞ = 〈〈(1,+1)(2,−1)n−1(1,+1)(2,−1)n−2−1 . . .〉〉.
Dajani and Kraaikamp [3] call the Lehner expansions the mother of all semiregular continued fractions
because insertion and singularization algorithms described in Section 2 take the Lehner expansions to any
other semiregular continued fraction. In Section 3, we define an alternate insertion and singularization
algorithm that converts between the Farey expansions and non-semiregular continued fractions. We also
describe the geodesic flow on the modular surface and its tangent space in Section 4 using a nonstandard
fundamental and a different cross section of the geodesic flow on T1M. The connection between Lehner and
Farey expansions and the cutting sequences is in Section 5. We describe several results that follow from this
construction in Section 6 and give an alternate dual continued fraction expansion in Section 7.
2. Lehner expansions
Lehner [8] showed that every irrational number x ∈ [1, 2) has a unique continued fraction expansion of
the form
(2.1) x = a0 +
ǫ0
a1 +
ǫ1
a2 +
ǫ2
. . .
= [[(a0, ǫ0)(a1, ǫ1)(a2, ǫ2) . . . ]],
where (ai, ǫi) ∈ {(2,−1), (1,+1)}. Every rational number has two or four finite expansions corresponding
to the fact that 2 − 11 = 1 and 2 − 11+11
= 2 − 12 = 1 + 12 = 1 + 11+11
. Lehner [8] requires that the final
ǫi−1
ai
= +12 for unique finite expansions of rational numbers. These continued fractions are generated by the
transformation
L : [1, 2]→ [1, 2], L(x) :=
{
1
2−x if x ∈ [1, 32 ),
1
x−1 it x ∈ [ 32 , 2]
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called the Lehner-Gauss map. We get (ai, ǫi) =
{
(2,−1) if Li−1(x) ∈ [1, 32 ),
(1,+1) if Li−1(x) ∈ [ 32 , 2].
The map L is conjugate to the Farey map
τ : [0, 1]→ [0, 1], τ(x) =
{
x
1−x if x ∈ [0, 12 )
1−x
x if x ∈ [ 12 , 1],
as L = T ◦ τ ◦ T−1 where T (x) = x + 1. Ito [5] showed that τ is ergodic and has σ-finite invariant measure
dx
x . As a result, L is ergodic with σ-finite invariant measure
dx
x−1 .
Dajani and Kraaikamp [3] describe the insertion and singularization algorithm to convert from a regular
continued fraction expansion
x = 1 +
1
n1 +
1
n2 + . . .
= [1;n1, n2, . . . ], ni ∈ N,
to the corresponding Lehner continued fraction. By repeatedly applying this algorithm, we get
(2.2) [1;n1, n2, . . . ] = [[(2,−1)n1−1(1,+1)(2,−1)n2−1(1,+1) . . . ]],
where (2,−1)t means the digit (2,−1) appears t times. Note that when n1 = 1, we get
[1; 1, n2, . . . ] = [[(1,+1)(2,−1)n2−1(1,+1) . . . ]]. Looking at the finite expansions again, this rule gives
1 +
1
n
= [[(2,−1)n−1(1,+1)]] = [[(2,−1)n−2(1,+1)(1,+1)]] = 1 + 1
n− 1 + 11
, n ≥ 2,
corresponding to [[(2,−1)(1,+1)]] = 2− 11+1 = 1+ 11+1 = [[(1,+1)(1,+1)]]. However, we can replace the final
(1,+1)(1,+1) with (2,−1), producing four possible expansions.
3. Farey continued fractions
Dajani and Kraaikamp [3] call the dual continued fraction expansion the Farey continued fraction expan-
sion. These continued fractions have the form
(3.1) y =
f0
b0 +
f1
b1 +
f2
. . .
= 〈〈(f0/b0)(f1/b1)(f2/b2) . . .〉〉 = 〈〈(b0, f0)(b1, f1)(b2, f2) . . .〉〉,
where (bi, fi) ∈ {(2,−1), (1,+1)} for y ∈ [−1,∞). The Gauss map for the Farey expansions is
F (x) :=

−1
x − 2 if x ∈ [−1, 0)
0 if x = 0
1
x − 1 if x ∈ (0,∞) .
Dajani and Kraaikamp [3] show that F is ergodic with σ-finite invariant measure with density 1x+1 − 1x+2 =
1
(x+1)(x+2) .
Converting from regular to Lehner continued fractions uses an insertion algorithm based on the identity
(3.2) A+
ǫ
B + ξ
= A+ ǫ+
− ǫ
1 +
1
B − 1 + ξ
,
as described by Kraaikamp in [7]. However, this algorithm does not allow 11−ξ , which occurs in the Farey
continued fractions. Thus, we need to define a new insertion algorithm based on the identity
(3.3) A+
ǫ
B + ξ
= A− ǫ+ ǫ
1− 1
B + 1 + ξ
.
We use this new insertion and singularization algorithm to prove:
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Proposition 2. Let −1 < y with regular continued fraction expansion ±[n0;n−1, n−2, . . . ], where n0 = 0
when −1 < y < 1. Then the following algorithm produces the Farey expansion of y.
(1) Let −1 < y < 0. If n−1 = 2, move to n−2.
(a) If n−1 = 1, use identity (3.2). If n−2 = 1, we have
1 +
1
1 +
1
n−3 + . . .
= 2− 1
n−3 + 1 + . . .
.
If n−2 > 1, we have
1 +
1
n−2 + . . .
= 2− 1
1 +
1
n−2 − 1 + . . .
.
(b) If n−1 > 2, use identity (3.3) to get
n−1 +
1
n−2 + . . .
= n−1 − 1 +
1
1− 1
n−2 + 1 + . . .
.
Applying the identity repeatedly gives
−[0;n−1, n−2, . . . ] = 〈〈(−1/2)(1/1)(−1/2)n−1−2(−1/(n−2 + 1)) . . .〉〉.
(2) Let 0 < y and k be the first index where nk > 1. Use identity (3.3) to get
nk +
1
nk−1 + . . .
= nk − 1 +
1
1− 1
nk−1 + 1+ . . .
.
Applying the identity repeatedly gives
[0; 1, ...1, nk, nk−1, . . . ] = 〈〈(1/1)k+1(−1/2)nk−1(−1/(nk−1 + 1)) . . .〉〉,
[1; 1, ...1, nk, nk−1, . . . ] = 1 + 〈〈(1/1)k(−1/2)nk−1(−1/(nk−1 + 1)) . . .〉〉,
since there were already k − 1 copies of (1/1) and we inserted two more.
(3) For y > 1, apply (2) then use identity 3.3 to get
1 +
1
1 + z
=
1
1− 1
2 + z.
Repeat with the next digit that is not (1/1) or (−1/2).
Summarizing, we have three cases to consider, corresponding to the intervals (−1, 0), (0, 1) and (1,∞).
(a) 1 < y,: y = n−1 +
1
n−2 +
1
n−3 + . . .
= 〈〈(1/1)(−1/2)n−1(1/1)(−1/2)n−2−1 . . .〉〉.
(b) 0 < y < 1,: y =
1
n−1 +
1
n−2 + . . .
= 〈〈(1/1)(1/1)(−1/2)n−1−1(1/1)(−1/2)n−2−1 . . .〉〉.
(c) −1 < y < 0,:
y =
− 1
n−1 +
1
n−2 + . . .
=
{
〈〈(−1/2)n−2+1(1/1)(−1/2)n−3−1 . . .〉〉 if n−1 = 1
〈〈(−1/2)(1/1)(−1/2)n−1−2(1/1)(−1/2)n−2−1 . . .〉〉 if n−1 > 1.
An irrational number x has an eventually periodic regular continued fraction expansion if and only if it is
the root of a quadratic equation, called a quadratic irrational. Combining this fact with the above algorithm
gives
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Corollary 3. If x is a quadratic irrational, then the Farey expansion is eventually periodic.
The Farey continued fractions allow us to construct an invertible natural extension of the Lehner map L,
L : [1, 2)× [−1,∞)→ [1, 2)× [−1,∞) defined by
L(x, y) =
(
ǫ0(x)
x− a0(x) ,
ǫ0(x)
y + a0(x)
)
=
{
( −1x−2 ,
−1
y+2) if x ∈ [1, 32 ),
( 1x−1 ,
1
y+1) if x ∈ [ 32 , 2).
On the continued fraction expansions, L acts as the shift map
L ([[(a0, ǫ0)(a1, ǫ1) . . . ]], 〈〈(b0, f0)(b1, f1) . . .〉〉) = ([[(a1, ǫ1)(a2, ǫ2) . . . ]], 〈〈(a0, ǫ0)(b0, f0) . . .〉〉) .
Dajani and Kraaikamp also showed that the invariant measure for L has density 1(x+y)2 .
It will be helpful to define Ω = [1, 2) × [−1,∞) and consider the extension L˜ of L to Ω˜ := Ω × {−1, 1}
defined by
L˜(x, y, ǫ) := (L(x, y),−ǫ0(x)ǫ).
4. Cutting Sequences and M
4.1. The group PSL(2,Z) and M = PSL(2,Z)\H. We consider the group generated by S(z) = 2z−3z−1 =
2− 1z−1 and T (z) = z + 1. Since T−2ST (z) = −1z , this group is PSL(2,Z). We take
F = {z ∈ H : 1 6 Re z 6 2, |z − 1| > 1, |z − 2| > 1}
as the fundamental domain for M = PSL(2,Z)\H. This fundamental domain comes from applying T to
the fundamental domain Series [11] used to describe the regular continued fractions with cutting sequences,
which agrees with the fact that L(x) is conjugate to the slow down of the regular Gauss map by x+ 1. The
element S takes [1 + i, 3+i
√
3
2 ] to [
3+i
√
3
2 , 2 + i] and T takes [1 + i,∞] to [2 + 1,∞]. The resulting quotient
space M = π(H) is the usual modular surface, homeomorphic to a sphere with a cusp at π(∞), and cone
points at π(3+i
√
3
2 ) and π(1 + i).
We take
∆ = ST (F ∪ S(F) ∪ S2(F)) = {z ∈ H : ∣∣z − 32 ∣∣ 6 12 , ∣∣z − 54 ∣∣ > 14 , ∣∣z − 74 ∣∣ > 14}(4.1)
to be the fundamental cell of a tessellation of H. It follows from the fact that PSL(2,Z)(iR) gives the Farey
tessellation that:
Lemma 4. PSL(2,Z)0 = Q ∪ {∞}.
We denote by A the set of geodesics γ in H with endpoints satisfying
(γ∞, γ−∞) ∈ S := ((1, 2)× (−∞, 1)) ∪ ((−2,−1)× (−1,∞)) .
Lemma 5. Every geodesic γ¯ on M lifts to H to a geodesic γ ∈ A.
Proof. The action T glues the line [1 + i,∞] to [2 + i,∞], and S glues [1 + i, 3+i
√
3
2 ] to [
3+i
√
3
2 , 2 + i]. Thus,
without loss of generality, we can take γ¯ to be a positively oriented geodesic arc in F in one of the following
cases:
(1) connecting [1 + i,∞] to [1 + i, 3+i
√
3
2 ]
(2) connecting [1 + i,∞] to [ 3+i
√
3
2 , 2 + i]
(3) connecting [1 + i, 3+i
√
3
2 ] to [2 + i,∞]
(4) connecting [ 3+i
√
3
2 , 2 + i] to [2 + i,∞].
In the first case, γ−∞ < 0 < 1 < γ∞ < 3. The transformation a(z) = T−3ST (z) = −1 − 1z gives −2 <
a(γ∞) < −1 < 1 < a(γ−∞). Thus, a(γ) gives a lift of γ¯ in A. In the second case, γ−∞ < 0 < 1 < γ∞ < 2 is
in A. For the third, 0 < γ−∞ < 2 < 3 < γ∞, which is moved to A by T−⌊γ∞⌋+1(z) = z − ⌊γ∞⌋+ 1. Finally,
in the fourth case, 1 < γ−∞ < 2 < 3 < γ∞ again is moved to A by T−⌊γ∞⌋+1(z) = z − ⌊γ∞⌋+ 1. 
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4.2. Cutting sequences and continued fraction expansions. The coding of geodesics γ¯ on M is the
same as the coding for the regular continued fractions. For the Lehner and Farey continued fractions, we
choose the lift γ ∈ A instead of ±((1,∞)× (−1, 0)). An oriented geodesic γ in H is cut into segments as it
crosses triangles in the Farey tessellation F. Each segment of the geodesic crosses two sides of a triangle in
the tessellation. If the vertex where the two sides meet is on the left, we label the segment L, if it is on the
right we label it R. This can be thought of as γ turning left or right as it crosses the triangle.
Proposition 6. [11, Section 1.2] Every geodesic γ¯ on M other than the line from π(∞) to π(i) to π(∞)
lifts to a geodesic γ in H. These geodesics have cutting sequence . . . Ln−1Rn0Ln1 . . . described above. Since
different lifts of γ¯ differ by covering translations which leave the Farey tessellation invariant and preserve
orientation, the labels of a segment and hence the cutting sequences are independent of the lift chosen.
Since Mo¨bius transformations preserve the hyperbolic measure, a map M : S → S induces a map on A.
Hyperbolic geodesics are uniquely determined by their endpoints, so we can describe maps from A to itself
by the action on the endpoints. Thus, we will use both M(γ∞, γ−∞) and M(γ). Consider the set X of unit
tangent vectors based on π(±[1, 2]) that point along geodesics in π(A). We will use X as a cross-section of
the geodesic flow on the unit tangent bundle T1M. However, we can identify the tangent vectors with their
base points ξγ , since both the vector and ξγ are uniquely determined by γ.
In the case of Lehner continued fractions, the first digit of the continued fraction expansion of γ∞ is
determined by whether γ turns left or right when crossing the triangle with vertices {1, 32 , 2} (for 1 ≤ γ∞ < 2)
or {−1,− 32 ,−2} (for −2 < γ∞ ≤ −1). To every geodesic γ ∈ A we associate the positively oriented geodesic
arc [ξγ , ηγ ], where
ξγ :=
{
γ ∩ [1, 2] if 1 ≤ γ∞ < 2
γ ∩ [−1,−2] if −2 < γ∞ ≤ −1
and ηγ :=
{
γ ∩ [a0 + ǫ0, 32 ] if 1 ≤ γ∞ < 2
γ ∩ [−a0 − ǫ0,− 32 ] if −2 < γ∞ ≤ −1,
with (a0, ǫ0) = (a0(γ∞), ǫ0(γ∞)). That is, ξγ is where the geodesic enters the cell and ηγ is the next place γ
crosses an edge in the Farey tessellation. This construction gives an alternate definition of X as the collection
of unit tangent vectors based at π(ξγ) pointing along π(γ) and π(ηγ) is the base point of the first return of
the geodesic flow to the cross section X . The cross section of the geodesic flow for the regular continued
fractions is the set of unit tangent vectors based at π(iR) pointing along π(γ) whose cutting sequence changes
from L to R or from R to L at π(iR). Thus, the regular continued case considers geodesics with endpoints
in ±((1,∞) × (−1, 0)) and unit tangent vectors based on iR which point along γ. Then the first return to
the cross section of the geodesic flow lifts to the next place where the cutting sequence changes type and the
last place where γ crosses a vertical side of the Farey tessellation.
We consider γ∞ = ǫ[[(a0, ǫ0)(a1, ǫ1), . . . ]], γ−∞ = −ǫ〈〈(a−1, ǫ−1)(a−2, ǫ−2) . . .〉〉, where ǫ = sign γ∞ and
(γ∞, γ−∞) ∈ S. We define ρ(z) = 1ǫa0−z and ρ¯ = ρ× ρ. Thus,
ρ¯ (γ∞, γ−∞) = (−ǫǫ0[[(a1, ǫ1)(a2, ǫ2) . . . ]], ǫǫ0〈〈(a0, ǫ0)(a−1, ǫ−1) . . .〉〉) .(4.2)
Note that ρ¯ takes the geodesic arc ǫ[1, 2] to the arc −ǫǫ0[1,∞], and it takes the geodesic ǫ[a0 + ǫ0, 32 ] to
−ǫǫ0[1, 2].
Since a geodesic is uniquely defined by its endpoints, ρ¯ acting on S induces a well defined action on A.
Since the endpoints of the geodesic also uniquely determine ξγ and the unit tangent vector pointing along
γ, ρ¯ also induces a map on X .
Theorem 7. The map ρ¯ : S → S is invertible, and the diagram
S S
Ω˜ Ω˜
ρ
J J
L˜
commutes, where J : S → Ω˜ is the invertible map defined by
J(x, y) := sign(x)(x,−y, 1) =
{
(x,−y, 1) if x ∈ [1, 2) , y < 1
(−x, y,−1) if x ∈ (−2,−1] , y > −1.
The final coordinate of J and L˜ keeps track of whether ρ is orientation reversing.
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-2 -1 1 3/20 ρ(γ-∞) 2ρ(γ∞)γ∞γ-∞
ξγ
ηγ
ρ(ηγ) ξ (γ)



R
L
L
R
RL
Figure 2. γ (solid) has cutting sequence . . . LRL2RξγLηγL . . . , ρ¯(γ) (dashed) has cutting
sequence . . . LRL2Rξρ¯(γ)Rηρ¯(γ)R
2 . . .
-2 -1 1 3/20 ρ(γ-∞) 2ρ(γ∞) γ∞γ-∞ γ-∞
ξγ
ηγ
ρ(ηγ)=ξ (γ)



Figure 3. γ (solid) has cutting sequence. . . LRL2RξγRηγR
2 . . . , ρ¯(γ) (dashed) has cutting
sequence . . . LRLξρ¯(γ)Lηρ¯(γ)L . . .
Proof. Let x = ǫ[[(a0, ǫ0)(a1, ǫ1) . . .]], y = −ǫ〈〈(a−1, ǫ−1)(a−2, ǫ−2) . . .〉〉 with ǫ ∈ {±1}, so that (x, y) ∈ S.
Then we have
J ◦ ρ¯(x, y) = J
(
1
ǫa0 − x ,
1
ǫa0 − y
)
=
( −ǫǫ0
ǫa0 − x,
ǫǫ0
ǫa0 − y ,−ǫǫ0
)
,
L˜ ◦ J(x, y) = L˜(ǫx,−ǫy, ǫ) =
(
ǫ0
a0 − ǫx ,
ǫ0
a0 − ǫy ,−ǫǫ0
)
. 
Corollary 8. The measure dxdy(x+y)2 is L invariant.
Proof. We use the fact that the invariant measure for the geodesic flow on T1H is
dαdβdθ
(α−β)2 where α, β ∈ R
denote the endpoints of the geodesic γ(u) through u ∈ T1M and t is teh distance between the base point of
u and the midpoint of γ(u). We use J to push forward this measure and project to the (x, y) coordinates to
get the invariant measure for L. 
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-1-3/2-2 0γ
-∞γ∞
ηγ
ξγ


Figure 4. Geodesic with cutting sequence . . . L2RξγRηγR . . .
5. Connection with cutting sequence and regular continued fractions
Series [11] described an explicit relationship between the cutting sequence of a geodesic and the regular
continued fractions. The algorithms described in Sections 2 and 3 allow us to translate from the cutting
sequence of the regular continued fraction expansion and the Lehner and Farey continued fraction expansions.
For the Lehner and Farey continued fractions, we read the cutting sequence one letter at a time. If the
letter is the same as the previous (letter to the left), the digit is (2,−1), if it is different than the previous
letter, the digit is (1,+1).
5.1. Lehner continued fractions. We look at the cutting sequence for the Lehner continued fractions.
When γ∞ ∈ [1, 2), we have the sequence . . . RξγRn1−1Ln2 . . . and the regular continued fraction expansion
[1;n1, n2, . . . ].
(A): 1 ≤ γ∞ < 32 , then n1 > 1. The first letter after ξγ is R, which is the same as the previous
letter, so the first digit is (2,−1). In fact, each of the n1 − 1 R’s correspond to the digit (2,−1), so
the Lehner continued fraction expansion starts [[(2,−1)n1−1 . . . ]. Next, we get an L corresponding
to (1,+1) followed by Ln2−1 corresponding to (2,−1)n2−1. Continuing in this way, we get γ∞ =
[[(2,−1)n1−1(1,+1)(2,−1)n2−1(1,+1) . . . ]], as in equation (2.2).
(B): 32 < γ∞ < 2, then n1 = 1. The cutting sequence is now . . . L
n−2Rn−1L1RξγL
n2 . . . , and
the first letter after ξγ is different from the previous. Thus, as in equation (2.2), we get γ∞ =
[[(1,+1)(2,−1)n2−1(1,+1)(2,−1)n3−1(1,+1) . . . ]].
For −2 < γ∞ < −1, the same procedure holds, with L’s and R’s reversed.
5.2. Farey continued fractions. We read the Farey continued fraction expansion of γ−∞ from right to
left starting at ξγ . To more easily see the connection to the cases in Section 3, we consider ǫ = −1 and
γ−∞ > −1.
(a): 1 < γ−∞. We get the cutting sequence . . . Ln−1Rn0+1Lξγ . . . (the ǫ = +1 case is shown in Figure
2). Since we are reading from right to left, we start with the final L, which differs from the previous
letter, so the first digit is (1,+1). Next we have Rn0+1 corresponding to (2,−1)n0(1,+1). Following
this procedure, we get the Lehner expansion 〈〈(1,+1)(2,−1)n0(1,+1)(2,−1)n−1−1 . . .〉〉 as in Section
3.
(b): 0 < γ−∞ < 1. We get the cutting sequence . . . Rn−2Ln−1RLξγ . . . , as in the dashed line in Figure
3. Again, we start with L which differs from the previous letter. Now the preceding letter R also
differs from the previous, giving (1,+1)(1,+1) followed by Ln−1 and (2,−1)n−1−1(1,+1). Continuing
this process gives the Lehner expansion 〈〈(1,+1)(1,+1)(2,−1)n−1−1(1,+1)(2,−1)n−2−1 . . .〉〉.
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(c): −1 < γ−∞ < 0. We get the cutting sequence . . . Ln−1Rn0−1LLξγ . . . , as in Figure 4. Note the
n0 is the first digit of the regular continued fraction expansion. It helps to split into the case where
n0 = 1 and n0 > 1.
When n0 > 1,: the first L agrees with the previous letter, so the Lehner expansion starts with
(2,−1)(1,+1). Again, Rn0 corresponds to (2,−1)n0−1(1,+1) and we get the Lehner expansion
〈〈(2,−1)(1,+1)(2,−1)n0−2(1,+1)(2,−1)n−1−1 . . .〉〉.
When n0 = 1,: the cutting sequence is . . . R
n−2Ln−1+2ξγ . . . , so we start with n−1+1 letters that
agree with the previous, giving 〈〈(2,−1)n−1+1(1,+1)(2,−1)n−2−1 . . .〉〉.
Again, the case where γ−∞ < 1 corresponds to reversing L’s and R’s.
6. Applications
6.1. Quadratic irrationals.
Lemma 9. If α = [[(a0, ǫ0) . . . (ar−1, ǫr−1)]] ∈ (1, 2), β = −〈〈(ar−1, ǫr−1) . . . (a0, ǫ0)〉〉 < 1, or
α = −[[(a0, ǫ0) . . . (ar−1, ǫr−1)]] ∈ (−1,−2), β = 〈〈(ar−1, ǫr−1) . . . (a0, ǫ0)〉〉 > −1, then
(1) ρ¯ r(α, β) = ǫ(−ǫ0)(−ǫ1) · · · (−ǫr−1)(α, β).
(2) ρ¯ 2r(α, β) = (α, β).
Proof. Note that
ρ¯(α, β) = (−ǫ0ǫ[[(a1, ǫ1) . . . (ar−1, ǫr−1)(a0, ǫ0)]]], ǫ0ǫ〈〈(a0, ǫ0)(ar−1, ǫr−1) . . . (a1, ǫ1)〉〉)
= (−ǫ0ǫ)([[(a1, ǫ1) . . . (ar−1, ǫr−1)(a0, ǫ0)]]],−〈〈(a0, ǫ0)(ar−1, ǫr−1) . . . (a1, ǫ1)〉〉).
Repeated application gives 1. Continuing to apply ρ¯ gives
ρ¯ 2r(α, β) =
(
(−ǫ0)(−ǫ1) · · · (−ǫr−1)
)2
ǫ([[(a0, ǫ0) . . . (ar−1, ǫr−1)]],−〈〈(ar−1, ǫr−1) . . . (a0, ǫ0)〉〉)
= (α, β). 
Proposition 10. A real number α ∈ (1, 2) has a purely periodic Lehner expansion if and only if α is a
quadratic irrational with α¯ < 1. Furthermore, if
(6.1) α = [[ (a0, ǫ0)(a1, ǫ1) . . . (ar−1, ǫr−1) ]],
then
(6.2) α¯ = −〈〈 (ar−1, ǫr−1) . . . (a0, ǫ0) 〉〉.
Proof. In one direction, suppose that α is given by (6.1). Consider the geodesic γ ∈ A with endpoints at
γ∞ = α and γ−∞ = β = −〈〈 (ar−1, ǫr−1), . . . , (a0, ǫ0) 〉〉 < 1. Lemma 9 shows that the geodesic γ is fixed by
ρ2r, so it is fixed by some M ∈ PSL(2,Z), M 6= I. Hence both α and β are fixed by M ; in particular, β = α¯.
In the opposite direction, suppose that Aα2+Bα+C = 0 with gcd(A,B,C) = 1, A > 1, and α¯ < 1. The
quadratic irrationals α, α¯, −α, −α = −α¯, and Mα = aα+bcα+d with M ∈ PSL(2,Z) have the same discriminant.
Since α− α¯ =
√
∆
A < 2 and 2A < 2Aα = −B +
√
∆ < 4A, we find that the number of quadratic irrationals
α with fixed discriminant ∆ = B2 − 4AC and satisfying these restrictions must be finite.
Since L−1(u, v) =
(
− sign(v)ρ(1/u) , sign(v)ρ(−v)
)
, it follows that both components of Lk( 1α ,−α¯) are quadratic
irrationals with discriminant ∆ for every k > 0. Since they satisfy the same kind of restrictions as α above,
there exist k, k′ > 0, k 6= k′ such that Lk( 1α ,−α¯) = Lk
′
( 1α ,−α¯). The map L is invertible, hence there exists
r > 1 such that Lr( 1α ,−α¯) = ( 1α ,−α¯), showing that α must be of the form (6.1) and α¯ of the form (6.2). 
Define the m-tail of a Lehner expansion α = [[(a0, ǫ0)(a1, ǫ1) . . .]] to be
tm(α) = (−ǫ0)(−ǫ1) · · · (−ǫm)[[(am+1, ǫm+1)(am+2, ǫm+2) . . .]].
Proposition 11. Two irrationals α, β ∈ (−1,∞) are PSL(2,Z)-equivalent if and only if there exist r, s > 0
such that tr(α) = ts(β)
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Proof. The proof follows closely the outline of statement 3.3.3 in [11] and Proposition 6 in [2]. In one direction,
if α and β are tail equivalent, then α and β are PSL(2,Z)-equivalent because t1(α) =
1
a0−α ∈ PSL(2,Z). We
can repeat this process to find a suitable M ∈ PSL(2,Z) to move α to β.
Conversely, suppose that gα = β for some g ∈ PSL(2,Z). Fix δ < 1 and consider the geodesics γ, γ′ ∈ A
with γ−∞ = γ′−∞ = δ, γ∞ = α and γ
′
∞ = β. Their cutting sequences are . . . ξγA1A2 . . . and respectively
. . . ξγB1B2 . . . with Ai, Bi either L or R. The geodesics γ
′′ = gγ and γ′ have the same endpoint β. Since
their PSL(2,Z)-cutting sequences in L and R coincide (cf. [11, Lemma 3.3.1]), their cutting sequences also
coincide. Thus, the cutting sequence of γ′′ is of the form ξγ′′ . . . BkBk+1 . . . for some k > 1. As γ and γ′′ are
PSL(2,Z)-equivalent geodesics, their cutting sequences (after equivalent initial points) will coincide, implying
that the cutting sequences of γ and γ′ are of the form . . . ξγA1 . . . ArD1D2 . . . and . . . ξγB1 . . . BsD1D2 . . .
respectively. Along with (4.2), the cutting sequences coinciding imply that tr(α) = ts(β). 
Similarly, the n-tail of a Farey expansion β = 〈〈(f1/b1)(f2/b2) . . .〉〉 is
τm(β) = (−f1) · · · (−fm)〈〈(fm+1/bm+1)(fm+2/bm+2) . . .〉〉.
Proposition 12. The Lehner expansion of an irrational α is eventually periodic if and only if α is a quadratic
irrational.
Proof. The insertion and singularization algorithm implies that quadratic irrationals are eventually periodic
[3, Corollary 1].
In the other direction, if tr(α) is periodic, then gα = ǫ[[(a0, ǫ0) . . . (ar−1, ǫr−1)]] for some g ∈ PSL(2,Z)
and ǫ ∈ {±1}. Proposition 11 gives that gα is a quadratic irrational, hence α is a quadratic irrational. 
Proposition 13. A geodesic γ¯ on M is closed if and only if it has a lift γ ∈ A with purely periodic
endpoints γ∞ = ǫ[[ (a0, ǫ0) . . . (ar−1, ǫr−1) ]] and γ−∞ = −ǫ〈〈 (ar−1, ǫr−1) . . . (a0, ǫ0) 〉〉 < 1 for some ǫ ∈ {±1}
and (−ǫ0) · · · (−ǫr−1) = 1.
Proof. A geodesic γ¯ is closed on M if and only if there exists r such that ρ¯ r(ξγ , uγ) = (ξγ , uγ) for (ξγ , uγ) ∈
X .
In one direction, from Lemma 9, we know that if γ∞ = ǫ[[ (a0, ǫ0) . . . (ar−1, ǫr−1) ]] and
γ−∞ = −ǫ〈〈 (ar−1, ǫr−1) . . . (a0, ǫ0) 〉〉 < 1 for some ǫ ∈ {±1} and (−ǫ0) . . . (−ǫr−1) = 1, then ρ¯ r(γ∞, γ−∞) =
(γ∞, γ−∞). Thus, ρ¯ r(ξγ , uγ) = (ξγ , uγ), and ρ¯ r(ξγ) is also a base point for uγ .
In the other direction, we assume that there exists some r such that ρ¯ r(ξγ) = ξγ . Since ξγ is determined
by (γ∞, γ−∞) = (ǫ[[(a0, ǫ0)(a1, ǫ1) . . . ]],−ǫ〈〈(a−1, ǫ−1)(a−2, ǫ−2) . . .〉〉), we also have that
ρ¯ r(γ∞, γ−∞) = ǫ(−ǫ0) . . . (−ǫr−1)([[(ar , ǫr)(ar+1, ǫr+1) . . . ]], 〈〈(ar−1, ǫr−1) . . . (a−1, ǫ−1) . . .〉〉)
= (γ∞, γ−∞) = (ǫ[[(a0, ǫ0)(a1, ǫ1) . . . ]],−ǫ〈〈(a−1, ǫ−1)(a−2, ǫ−2) . . .〉〉).
Thus, we find (−ǫ0) · · · (−ǫr−1) = 1 and (ai, ǫi) = (ai+r , ei+r) for all i ∈ Z. 
Using the fact that ρ preserves lengths, we find that d(ξγ , ηγ) = d(ρ(ξγ), ρ(ηγ)). If we let ρ(ηγ) = x+ iy,
then
|ρ(γ−∞)− ρ(ηγ)|
|ρ(γ∞)− ρ(ηγ)| =
√
x− ρ(γ−∞)
ρ(γ∞)− x ,
|ρ(γ−∞)− ρ(ξγ)|
|ρ(γ∞)− ρ(ξγ)| =
√
1− ρ(γ−∞)
ρ(γ∞)− 1 .
Since ρ(ξγ) lies on the geodesic sign(x)[1, 2], we find
∣∣x+ iy − sign(x)32 ∣∣ = 12 . We also have that ρ(ηγ) lies
on the geodesic [ρ(γ∞), ρ(γ−∞)] and |x+ iy − 12 (γ∞ + γ−∞)| = 12 (γ∞ − γ−∞). Thus,
x = Re ρ(ηγ) =
2− ρ(γ∞)ρ(γ−∞)
3 sign(x)− ρ(γ∞)− ρ(γ−∞) .
Note that sign(x) = sign(ρ(γ∞)) = −ǫǫ0(γ∞). We find that
(6.3) d(ξγ , ηγ) =
1
2
log
( (
ρ(γ∞) + ǫǫ0(γ∞)
)(
ρ(γ∞) + 2ǫǫ0(γ∞)
)(
1− ρ(γ−∞)
)(
ρ(γ−∞) + ǫǫ0(γ−∞)
)(
ρ(γ−∞) + 2ǫǫ0(γ−∞)
)(
1− ρ(γ∞)
)) .
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7. An alternate dual expansion to the Farey expansions
Schweiger describes continued factions and their dual expansions using Mo¨bius transformations. He
partitions the continued fraction domain into a countable partition B(a1, ǫ1), where the first digit of x ∈
B(a1, ǫ1) is (a1, ǫ1). For each set B(a1, ǫ1), there exists a Mo¨bius transformation MB(a1,ǫ1) that maps
B(a1, ǫ1) bijectively onto the continued fraction domain. Then the dual continued fraction expansions come
from the transpose of the MB(a1,ǫ1).
Based on Schweiger’s definition of a dual Mo¨bius system, generic dual continued fraction pairs have the
form
(7.1)
1
a0 +
ǫ0
a1 +
ǫ1
a2 + . . .
,
f0
b0 +
f1
b1 +
f2
b2 + . . .
,
However, the Lehner expansions have the form
a0 +
e0
a1 +
ǫ1
a2 +
ǫ2
a3 + . . .
.
We use the Mo¨bius system to generate an alternate dual expansion to the Farey expansions.
In this case, we will partition the domain for the Farey expansions into B(1,+1) = [0,∞) and B(2,−1) =
[−1, 0). On each set B(a1, ǫ1), we define the Mo¨bius transformation MB(a1,ǫ1)x =
(−ǫ1a1 ǫ1
1 0
)
x = ǫ1(
1
x − a1).
Then the transpose transformations are NB∗(a1,ǫ1)x =
(−ǫ1a1 1
ǫ1 0
)
x = ǫ1x − a1.
Remark 14. Let T : X → X be a Gauss map defined piecewise by MB(a1,ǫ1) on B(a1, ǫ1). The dual con-
tinued fraction expansion has Gauss map T ∗ : X∗ → X∗ be a Gauss map defined piecewise by NB∗(a1,ǫ1)
on B∗(a1, ǫ1). The dual pairs have one expansion of each form in (7.1). The natural extension of T
is (x, y) 7→ (MB(a1,ǫ1)x,N−1B∗(a1,ǫ1)y) for x ∈ B(a1, ǫ1), while the natural extension for T ∗ is (x, y) 7→
(NB∗(a1,ǫ1)x,M
−1
B(a1,ǫ1)
y) for x ∈ B∗(a1, ǫ1).
Theorem 15. [10, Theorem 1] If the natural extension map T¯ for a Gauss map T is given by the construction
in Remark 14, then the measure dxdy(1+xy)2 is T¯ -invariant .
Now, we define an alternate dual expansion with the Gauss map F ∗ : [ 12 , 1]→ [ 12 , 1] given by:
F ∗(x) =
{
1
x − 1 if x ∈ [ 12 , 23 ],
−1
x + 2 if x ∈ (23 , 1].
Thus, F ∗ is conjugate to L by the map x 7→ 1x and to the Farey map τ by x 7→ 1x+1 . We find that
(ai, ǫi) =
{
(1,+1) if F ∗ i(x) ∈ [ 12 , 23 ),
(2,−1) if F ∗ i(x) ∈ [ 23 , 1],
agreeing with the fact that the Lehner expansion of 1x comes from
Li( 1x ). Similarly, we find:
Proposition 16. The infinite measure dxx(1−x) is F
∗-invariant.
Since the regular continued fraction expansion of numbers in [ 12 , 1] begins with n1 = 1, we can use the same
insertion and singularization algorithms as (2.2).
Next, we construct the natural extension of this alternate expansion, F¯ : [ 12 , 1]× [−1,∞]→ [ 12 , 1]× [−1,∞]
given by:
(7.2) F¯ (x, y) =
(
ǫ0
(
1
x
− a0
)
,
ǫ0
a0 + y
)
=
{
( 1x − 1, 11+y ) if x ∈ [ 12 , 23 ],
(−1x + 2,
−1
2+y ) if x ∈ (23 , 1].
Again, we see that F¯ is conjugate to L by ( 1x , y).
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For the geodesic coding, we define J∗ : S → [ 12 , 1]× [−1,∞)× {±1} by
J∗(x, y) = sign(x)
(
1
x
,−y, 1
)
=
{
( 1x ,−y, 1) if x ∈ [1, 2) , y < 1,
(−1x , y,−1) if x ∈ (−2,−1] , y > −1,
and F˜ : [ 12 , 1]× [−1,∞)×{±1}→ [ 12 , 1]× [−1,∞)×{±1} by F˜ (x, y, ǫ) = (F¯ (x, y),−ǫ0(x)ǫ). As in Theorem
7, we find that J∗ ◦ ρ¯ = F˜ ◦ J∗. Finally, we recover the result from Theorem 15 that:
Theorem 17. The infinite measure dxdy(1+xy)2 is F¯ -invariant .
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