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Abstract 
After providing a simple characterization of Horn functions (i.e., those Boolean functions that 
have a Horn DNF), we study in detail the special class of submodular functions. Every prime im- 
plicant of such a function involves at most one complemented and at most one uncomplemented 
variable, and based on this we give a one-to-one correspondence b tween submodular functions 
and partial preorders (reflexive and transitive binary relations), and in particular between the 
nondegenerate acyclic submodular functions and the partially ordered sets. There is a one-to-one 
correspondence between the roots of a submodular function and the ideals of the associated 
partial preorder. There is also a one-to-one correspondence b tween the prime implicants of the 
dual of the submodular function and the maximal antichains of the associated partial preorder. 
Based on these results, we give graph-theoretic characterizations for all minimum prime DNF 
representations of a submodular function. The problem of recognizing submodular timctions in 
DNF representation is coNP-complete. 
1. Introduction 
The study of Boolean functions has experienced a remarkable progress, due mainly 
to the importance of these functions play in computer science, and in particular in 
artificial intelligence and expert systems. The study of those Boolean functions for 
which some of the fundamental algorithmic questions have polynomial-time solutions 
has undergone a particularly rapid growth. 
Since for a long time the satisfiability problem - one of the core questions of com- 
plexity theory - was known to be solvable polynomially only for the class of quadratic 
functions (2-SAT problems) and the class of functions having a Horn disjunctive nor- 
mal form, these two classes of Boolean functions have been extensively investigated. 
The prominence of Horn formulae in expert systems has also contributed strongly to 
the widespread interest in this class. 
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One of the results of this paper is the characterization of Horn functions by means 
of a simple functional inequality, or equivalently by the fact that a Boolean function is 
Horn if and only if the set of its roots is closed under conjunction. A related property, 
that of submodularity - which proved to be extremely useful in the theory of set func- 
tions - has never been investigated for Boolean functions as far as we know. Submodu- 
lar functions are also important because maximizing a linear function Cy=, cjxj (cj real, 
x, binary) subject to a Boolean equation f(xt, . . . , x,) = 0 can be done in polynomial 
time for a class of functions f equivalent to submodular functions. This follows from 
a result in [6], although that work did not explicitly examine submodular functions. 
This paper establishes the following characterization of submodular functions. A 
Boolean function is submodular if and only if it is both quadratic and Horn, and in that 
case every prime implicant of it involves at most one complemented and at most one 
uncomplemented literal. We show that there is a one-to-one correspondence between 
nondegenerate submodular functions (i.e., submodular functions having no linear prime 
implicants) and partial preorders (transitive and reflexive binary relations). Moreover, 
this correspondence establishes a one-to-one association between partially ordered sets 
and a fundamental type of submodular functions, the nondegenerate acyclic submodular 
functions. 
These results allow the solution of a number of basic problems concerning this class 
of functions: 
l For each nondegenerate submodular function, there is a one-to-one correspondence 
between the roots of the function and the ideals of the associated preorder. 
l For each nondegenerate acyclic submodular function, there is a one-to-one corre- 
spondence between the prime implicants of the dual of the function and me maximal 
antichains of the associated partial preorder; this result is then used for describing 
the dual of an arbitrary submodular function. 
l We state a graph-theoretic characterization of all the minimum prime disjunctive 
normal forms representing a submodular function; this result is then used to show 
that the knowledge of one prime disjunctive normal form of the function allows the 
determination of every minimum prime disjunctive normal form of it. 
l The problem of recognizing submodular functions given in disjunctive normal form 
is coNP-complete . 
l A function becomes submodular when a subset of the variables is complemented if 
and only if an associated signed graph is balanced. 
2. Basic concepts 
A Boolean function f (x1 , . . . ,x,) is a mapping from B” into B, where B = (0, 1). 
If f(x) = 0, the vector x is said to be a root of f. For every variable xi, .?i denotes 
its complement, where 0 = 1 and i = 0. Let {x 1,. . ,x,} be the set of positive literals 
and {Xi,... ,X,} the set of Boolean complements of the variables, or negative literals. 
We sometimes denote xi by xi and Xi by x:. 
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Let P and N be subsets of {1,2,..., n} satisfying P n N = 0. A conjunction of 
literals of the form T = AiCp Xi &_,, Xi is called a term. We usually use multiplicative 
notation to denote conjunctions A. The term T is called positive if N = 0, negative 
if P = 0, Horn if ]N( < 1, co-Horn if (P( d 1, linear if (P U N( = 1 and quadratic if 
(PUN1 =2. 
The dual of a Boolean function f(x) is defined as 
.fd(X) = f(x)> 
where f(y) = 1 if and only if f(J) = 0 for each y E B”, and where X = (Xi ,x2,. . . ,X,). 
If f(x) = I implies g(x) = 1 for all x E B”, we write f <g. An implicant of 
a Boolean function f is a term T such that T d f. A term T absorbs a term T’ 
if T > T’. An implicant T of f is called prime if there is no other implicant of f 
absorbing T. 
A disjunctive normal form (DNF) is a Boolean formula of the form 
where PI , . . . , P,, NI, . . , N, are subsets of the variable set {xi,. . .,x,,} such that Pk n 
Nk = (D for k = l,...,m. 
It is easy to see that every Boolean function f can be represented as a DNF, e.g., 
Vf.@ ,,.._. c,,)=, 4’ ’ . .-en. A DNF representing a function f is called prime if all its terms 
are prime implicants of f. It is called minimum if there is no DNF representation of 
f using fewer terms. 
A Boolean function f is called degenerate if there is an index i and a fixed value c, 
such that x, = ci for every root (XI , . . . ,xn) of f; otherwise it is called nondegenerate. 
Obviously, a nonconstant Boolean function is degenerate if and only if it has a linear 
prime implicant. 
Two terms are said to confEict in the variable xi if x1 is a literal in one of them and 
X, is a literal in the other. If the two terms conflict in exactly one variable, i.e., they 
have the form XiP and .?iQ and P and Q have no conflict, their consensus i defined 
to be the term PQ. The consensus method starts from an arbitrary DNF representation 
of a Boolean function f, and performs the following operations as many times as 
possible: 
Consensus: Add to the DNF a new term representing the consensus of two existing 
terms, unless it is already a term of the DNF, 
Absorption: If a term T of the DNF absorbs a term T’, delete T’. 
The following result plays a central role in the theory and applications of Boolean 
functions [2, lo]. 
Proposition 1. Given any DNF representing a Boolean function f, the consensus 
method terminates bvith a DNF consisting of the disjunction of all the prime implicants 
of J‘. 
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3. Horn functions 
A DNF is called Horn if it consists of Horn terms. A Boolean function f is called 
Horn if it has a Horn DNF representation [4]. Since the consensus of any two Horn 
terms is again a Horn term, the following results from Proposition 1. 
Remark 1. Every prime implicant of a Horn function is Horn. 
Horn functions admit the following remarkably simple characterization by a functional 
relation: 
Theorem 1. A Boolean function f is Horn if and only if its set of roots is closed 
under conjunction, i.e., 
f(v)Gff(x) V fdv) for all X,Y E B”, (1) 
where xy=(xl /\yl,...,x,~y~). 
Proof. Necessity: Let f(x) = V~=,Ti(x) b e a Horn DNF representation of f and x,y 
arbitrary Boolean vectors in B”. Each 1;: is then of the following form: 
Ti(X) = Xy;Xj2 . . ‘Xjl = XjlXj2 . “xj,UZi V Xj,Xjz . ‘Xj,Ci, 
where ai = 0 or 1. Then 
Tidv)=Yjlyj,...YjfCliVj;i,yj2...yjrC(r) 
I;:(V) 
= XjlXj2 "xjfYjlYj2 ” ‘Yj,aiVXj,Xj2”‘XjfYj2”‘yjl~i VXj 2 “‘Xjijj,Yj 2 “‘Yj,ii. 
Hence, 
Ti(Xy)<Ti(x)V Tib) for all i = l,...,m. (2) 
Since (2) must hold for every term Ti of f, inequality (1) follows. 
Suficiency: Assume that a function f is not Horn. Then by Proposition 1, f has a 
prime implicant involving more than one complemented variable. Assume, without loss 
of generality, that X,&x? . . . xk lk is such a prime implicant, where ai E B for every i. 
Then 
f(O,O,a3,...,C(k,Zk+l,...,Z,) = 1 for all z E Bnpk, 
and there exist s, t E Bnek such that 
f(l,o,a, ,..., &,sk+l,..., s,)=o and f(O,1,U3 ,... c(k,tk+l,..., tn)=o. 
Puttingx=(1,O,a3 ,..., ak,Sk+ ,,..., s,)andy=(O,l,a3 ,..., ak,tk+l ,...,&), we obtain 
a violation of (1). 0 
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A Boolean function f(x) is called co-Horn if f(3) is Horn. By Remark 1, every 
prime implicant of a co-Horn mnction is co-Horn, and the following characterization 
of co-Horn functions follows directly from Theorem 1. 
Theorem 2. A Boolean function f is co-Horn if and only if its set of roots is closed 
under disjunction, i. e., 
f (x V y) < f (x) V f(y) for all vectors x, y E B”, (3) 
wherexVy=(nlVyl,...,x,,Vy,). 
Definition 1. A DNF @(xi , . . .,x,,) is called renamable-Horn if there exists a set S c 
{ 1,. . , n} such that C&X’) is Horn; here xs = (xf, . . . ,x,“) and 
x” = X, if i E S, 
Xi if i @ S. 
Polynomial algorithms are known for recognizing renamable-Horn DNFs (see [l]). 
More generally, a Boolean function f is called renamable-Horn if f has at least 
one renamable-Horn DNF representation. The following result is a functional charac- 
terization of renamable-Horn functions, which follows easily from (1). 
Theorem 3. A Boolean function f is renamable-Horn if and only $ there exists a 
vector s in B” such that 
f(xyVxsVys)<f(x)V f(y) for all x,y E B”. (4) 
Indeed, this result follows by choosing s as the characteristic vector of the set S 
appearing in Definition 1. 
4. Submodular functions: Representation 
Submodularity plays a prominent role in the study of set functions (pseudo-Boolean 
functions); therefore, it is quite natural to examine the meaning of this property for 
the special class of Boolean functions. 
Definition 2. A Boolean function is called submodular if
f(xvy)Vf(xy)df(x)vfdv) for all X,Y EB”. (5) 
Given a submodular Boolean function f, let 92 = {x E B”: f (x) = 0) be the set of 
its roots. Then 
x,y E 93 implies that xy E 9 and x V y E W 
and W forms a lattice. 
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Remark 2. The roots of a Boolean function are closed under conjunction and disjunc- 
tion if and only if the function is submodular. 
Corollary 1. A Boolean function is submodular if and only if it is both Horn and 
co- Horn. 
Proof. This follows immediately from the fact that (5) is equivalent to (1) and (3) 
together. 0 
Definition 3. A DNF is called bilinear if every term of it either is linear or is quadratic 
and consists of a positive and a negative literal. A DNF is called pure bilinear if it is 
bilinear and has no linear terms. 
Since the consensus of (pure) bilinear terms is again a (pure) bilinear term, it follows 
from Proposition 1 that every prime implicant of a bilinear DNF is (pure) bilinear. 
Theorem 4. A (nondegenerate) Boolean function is submodular if and only if it has 
a (pure) bilinear DNF representation. 
Proof. By Corollary 1, a Boolean function f is submodular if and only if it is both 
Horn and co-Horn. By Remark 1 and its analog for co-Horn functions, this is equivalent 
to the condition that every prime implicant P of f is both Horn and co-Horn. This 
means that P has at most one positive literal and at most one negative literal, i.e., that 
f is bilinear. The result for nondegenerate functions is similar. 0 
5. Suhmodular functions and partial preorders 
The purpose of this section is to establish a one-to-one relationship between non- 
degenerate submodular functions and partial preorders. We also establish a one-to-one 
relationship between the set of roots of a nondegenerate submodular function and the 
ideals of the associated partial preorder. 
By Theorem 4, each nondegenerate submodular function f has a pure bilinear DNF 
@ on the variables xi , . . . ,x,. We associate with @ a digraph (directed graph) Go = 
(IV, A) having the vertex set W = { 1,. . . , n} and the arc set A = {(i,j): XiXj is a term of 
@}. Applying the consensus method to @ amounts to taking the irreflexive transitive 
closure of Ga. Indeed, loops (i, i) are never generated, no absorption takes place and for 
distinct i, j, k, the consensus of the terms XiXj and xjfk is the term xi?k, corresponding 
to the transitive arc (i, k) of the arcs (i, j) and (j, k). 
We denote the irreflexive transitive closure of Ge by Tf, since by Proposition 1, 
the arcs of Tf correspond precisely to all the prime implicants of f, and therefore 
Tf depends only on f and not on the particular DNF @ representing it. Finally, 
we denote by Pf the reflexive closure of Tf, i.e., the digraph obtained from Tf by 
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adding all the loops (k, k) for k = 1,. . . , n. Obviously, Pf is a partial preorder, i.e., 
a reflexive and transitive binary relation 3 on W. We write i + j when i 5 j and 
i# j. 
So far, we obtained a mapping from the set of nondegenerate submodular functions 
on xi,. . . ,xn into the set of partial preorders on W. Clearly, this mapping is onto, 
because each partial preorder 3 is the image of the function f represented by the 
DNF @ whose terms are the xifj for i + j, and since @ is pure bilinear, f is a 
nondegenerate submodular function by Theorem 4. We show below that the mapping 
is one-to-one, i.e., that Pf = Pg implies f = g. 
Let 5 be the partial preorder Pf for a nondegenerate submodular f. The relation 5 
has a clear meaning for the roots of f. Indeed, i 3 j if and only if ci <cj for every 
root c = (cl,..., c,) of f; in other words, i 5 j if and only if ci = 1 and cj = 0 
together imply S(c) = 1. This is trivial for i = j, and holds for i # j because i 5 j if 
and only if XiXj is a prime implicant of f. 
A set rc{l,..., n} such that i 5 j and j E I imply that i E I is called an ideal 
of the partial preorder Pf. The following theorem gives a one-to-one correspondence 
between the roots of f and the ideals of Pf. 
Theorem 5. Let f be a nondegenerate submodular function. Then f(c) = 0 if and 
only if {i: c, = 0) is an ideal of Pf. 
Proof. We have f(c) = 0 if and only if tic/ = 0 for every prime implicant xi2j of 
f; in other words, if and only if i 5 j implies Ci <cj. This happens precisely when 
{i: ci = 0) is an ideal of Pf. 0 
Now if Pf = Pg for nondegenerate submodular functions f and g, then by Theo- 
rem 5, f and g have the same roots, and therefore f = g. We have therefore established 
the following result. 
Corollary 2. There is a one-to-one correspondence between partialpreorders and non- 
degenerate submodular functions. 
6. Minimum prime DNFs of submodular Functions 
The purpose of this section is to give a simple graph-theoretic characterization of 
all the minimum prime DNFs representing a nondegenerate submodular function. 
Let us consider again the partial preorder Pf. If for two elements i and j both 
relations i li: j and j 5 i hold, then we say that i and j are equivalent. The equivalence 
classes of Pf are also called the strong components of Pf; a similar concept can be 
defined for digraphs in general by saying that two vertices i and j belong to the same 
strong component if and only if there exist a directed path from i to j and one from 
j to i. 
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Let Si,..., SK be the strong components of a digraph D; some of the Si’s may be 
singletons. The condensation D” of D is a digraph whose vertex set is {SI, . . . ,SK}, 
and in which (Si,Sj) is an arc if and only if i # j and for some x E Si and y E Sj 
(x, y) is an arc of D. The condensation PT is a strict poset (an irreflexive transitive 
digraph). Its Hasse diagram consists of all the arcs of PT that are not in the transitive 
closure of other arcs. 
Theorem 6. Let f be a nondegenerate submodular function and @ a DNF rep- 
resentation of it. Then @ is a minimum prime DNF representation of f if and 
only if it is pure bilinear and the associated graph GQ satis$es the following 
conditions: 
1. for each non-singleton strong component Si of Pf, the arcs of GQ joining vertices 
of Si form a directed Hamiltonian cycle of Si; 
2. for each pair of strong components Si # Sj of Pf, Go has at most one arc joining 
Si and Sj; 
3. the condensation of GQ is precisely the Hasse diagram of PT. 
Proof. Necessity: Each minimum prime DNF representation @ of a nondegenerate 
submodular function f consists of prime implicants, each of which has exactly one 
positive and one negative literal. Hence, @ must be pure bilinear. 
The arcs of GQ form a minimum set of arcs whose reflexive-transitive closure co- 
incides with the arcs of Pf. Each Si is a complete digraph, and if an arc of Si is 
in the transitive closure of two other arcs, then the latter arcs must also be in Si. 
Therefore, the arcs of GQ joining vertices of Si must form a minimum strongly con- 
nected subdigraph of Si, i.e., a Hamiltonian directed cycle of Si. Thus, Condition 1 is 
necessary. 
If GQ has two arcs between Si and Sj, then both are directed from Si to Sj or vice 
versa, and each of them is in the transitive closure of the other one and the arcs of Si 
and Sj. This contradicts the minimality of Qi and proves that Condition 2 is necessary. 
For the last condition consider the condensation G& It must contain every arc of 
the Hasse diagram of P;, since such an arc cannot be obtained by transitivity from 
other arcs of PT, and - because of minimality - it must not contain any other arc of 
PT. Thus, Condition 3 is necessary. 
Suficiency: By reversing the arguments above, we see that if Conditions l-3 hold, 
@ is a prime DNF representation of f. Since every GQ satisfying these conditions has 
the same number of arcs, @ must be minimum. 0 
Given a DNF representation of a nondegenerate submodular function f, we can 
construct Pf in polynomial time, and then use Theorem 6 to obtain a minimum prime 
DNF for f in polynomial time. 
Theorem 6 could also be viewed as a corollary of Theorem VII.4 in [5]; the proof 
above is independent and is specific to the class of submodular functions. 
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7. Dualization of submodular functions 
Dualization of a submodular Boolean function (i.e., the determination of all prime 
implicants of the dual Sd of f represented by a DNF) may require exponential time 
in the size of the given DNF, the reason being the possibly exponential size of the 
DNFs of f d. For example, if f is represented by the DNF 
42 
V - XZi-lXZi9 
i=l 
where n is even, then a minimum DNF of f d has 2”/* terms. 
In this section, we first give a combinatorial characterization of the prime impli- 
cants of the dual of a nondegenerate submodular Boolean function f represented by a 
pure bilinear DNF @ whose digraphs Go and Tf are acyclic. Then we generalize this 
characterization to arbitrary submodular functions. 
An antichain of a partial preorder 5 is a set A of elements such that i 5 j for 
i, j E A implies i = j. 
Theorem 7. Let f be a nondegenerate submodular Boolean function such that Tr_ is 
acyclic. Then there is a one-to-one correspondence b tween the prime implicants of 
fd and the maximal antichains of Pf. 
Proof. It follows directly from the definition of fd and of prime implicants, that for 
disjoint subsets P and N of W = { 1,. . . , n}, niEPxi fljEN Xj is a prime implicant of 
f d if and only if fliEp Zi njEN cj = 1 implies f(c) = 0, and P UN is minimal with 
respect to this property. Note that because Tf is acyclic, it coincides with the strict 
poset Pj. Given a maximal antichain A of Pf, let us define 
P = {i $! A: i 4 a for some a E A} 
N = {j $ A:a 4 j for some a E A}. 
We show that T = &--xi njEN Zj is a prime implicant of f d. 
First, P and N are disjoint subsets of W = { 1,. . . ,n} since A is an antichain (if 
iEPnN,thena~i~bforsomea,bEA).Furthermore,AUPUN=WsinceAis 
maximal (any element of W - (A UP UN) could be added to A). Thus, A, P and N 
constitute a partition of W. 
NOW, for each B &A, PUB is an ideal; hence by Theorem 5, niEPUB Ci njENUCA_B) cj 
= 1 implies f(c) = 0. It follows that fliEpCi njEN cj = 1 implies f(c) = 0. On the 
other hand, for each p E P there is some a E A such that p 4 a, and hence (P-{p})U 
{u} is not an ideal. Therefore, by Theorem 5, &(p_lp))u(aI Ci fljCNv(A_la))U1pI ci = 
1 implies f(c) = 1. It follows that fliEp_(pI Ei njCN cj = 1 does not imply f(c) = 
0. Similarly, for each k E N, niEP Ei njEN_(k) cj = 1 does not imply f(c) = 0. 
Therefore, P U N is a minimal set such that niEp Ci fljCN cj = 1 implies f(c) = 0, 
and thus T is a prime implicant of fd. 
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Conversely, given a prime implicant T = niEPXi njcNZj of fd, let us define 
A = W - (P U N). We shall show that A is a maximal antichain. We know that 
fli,P ‘i HjEN J c. = 1 implies f(c) = 0, and P U N is minimal with respect to this 
property. From the implication we get, by Theorem 5, that for every B C A, P U B 
is an ideal. It follows that A is an antichain, for if a 4 b for some a, b E A, then 
P U {b} would not be an ideal. On the other hand, by the minimality of P U N, for 
every element p in P, &p_Ipj Ci njEN cj = 1 does not imply f(c) = 0. Hence, by 
Theorem 5, there exists some B CA for which (P - {p}) U B is not an ideal. If we 
choose p to be a maximal element of P, then P - {p} is an ideal, and hence B # 0 
and p -x b for some b E B. Since for every maximal element p E P there exists 
some a E A such that p + a, the same is also true for the nonmaximal elements of 
P. Therefore, for each p E P, A U {p} is not an antichain. Similarly for each k E N, 
A U {k} is not an antichain. Therefore, A is a maximal antichain. 0 
We have studied the dualization of a nondegenerate submodular f such that Tf is 
acyclic. Another special case is that where Tf has only one strong component; we 
show below that it is easy to dualize f in that case. 
Theorem 8. Let f(xl, . . . , x,) be a nondegenerate submodular Boolean function such 
that Tf has only one strong component. Then f d = I-IF=, x, V ny=, X,. 
Proof. Let @ be a minimum prime DNF representation of f. By Theorem 6, Go is 
a directed cycle on 1,. . . ,n, and therefore we may assume, without loss of generality, 
that @ = xi& Vx& V. . VxnXl. Now the formula for fd follows by a simple induction 
onn. 0 
Let us consider now the problem of dualizing an arbitrary submodular function g 
given by a bilinear DNF representation r. The bilinear DNF I can be decomposed into 
the disjunction of a linear DNF @o (in which each term consists of a single literal), 
and a pure bilinear DNF Qi, such that @O and @ are disjoint (i.e., defined on disjoint 
sets of variables). Let fo be the function represented by @o, and f be the function 
represented by @, so that g = f 0 V f. Let Si, . . . , S,q be the strong components of 
TJ. Choose a minimum prime DNF representation Q of f according to Theorem 6. 
The arcs of GQ are partitioned into disjoint sets Al,. . . , AK, A, where Ai is a directed 
Hamiltonian cycle on Si and A is the set of arcs of the acyclic Hasse diagram of 
the strict poset PT in which each Si is replaced by a representative node selected 
arbitrarily from the variables in S,. Let fi, . . . , fK,h be the nondegenerate submodular 
functions corresponding to these sets of arcs, respectively. Then we obtain the following 
result. 
Theorem 9. Let g be a submodular function represented by a bilinear DNF Then, 
in the notation of the preceding paragraph, 
gd = f;f+f;hd, 
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where fi is the conjunction of the literals in @o, each f” is given by Theorem 8, 
and hd is given by Theorem 7. 
We now describe an algorithm that outputs all the prime implicants of fd for a 
nondegenerate submodular function f on xi , . . . ,x, in polynomial time in n per prime 
implicant of f d, or, in short, an incremental polynomial time algorithm for dualizing 
a nondegenerate submodular function. We remark that the nondegeneracy assumption 
is inessential and is made for convenience, as can be seen from Theorem 9. 
We obtain the digraph Tf of Section 5 in polynomial time, since its number of 
arcs is polynomial in n. We represent Tf by a bipartite graph Bf = (W, ?f’;E), where 
W = {l,...,n}, 77 = {I ,. . .,ri}, and iy E E if and only if (i, j) is an arc of Tf, i.e., 
if and only if XiZj is a prime implicant of f. A minimal vertex cover of a graph is a 
minimal set of vertices meeting every edge of the graph. 
Let @ be the DNF consisting of all the prime implicants of f, corresponding to 
the arcs of Tf or to the edges of Bf. By definition of the dual, the disjunction of 
all the prime implicants of fd is obtained from @ by exchanging disjunctions and 
conjunctions, fully using distributivity, deleting terms involving both xi and .?i, and 
performing absorptions. Thus, the prime implicants of fd correspond to those minimal 
vertex covers of Bf that do not contain both a vertex i and its negation i for any i. 
Let C be a minimal vertex cover of Bf that does not contain both a vertex and its 
negation. We assert that if i and j are equivalent as in Section 5, then C contains both 
i and j or none of them. Indeed, if i E C, then i $! C. Also, the equivalence implies 
that ji E E. Therefore, j must belong to C to cover the edge ji: Similarly, C contains 
both i and J or none of them. 
Let B; be the bipartite graph representing the condensation TF, where we identify all 
vertices in an equivalence class, and also identify their negations. Since T; is transitive 
and acyclic, B; enjoys the analogous properties for a bipartite graph. Since C contains 
only entire equivalence classes or their negations, the condensation transforms it into a 
minimal vertex cover of B;I that does not contain a vertex and its negation, and every 
such minimal vertex cover of Bi can be obtained in this way. We assert that, in fact, 
every minimal vertex cover of BT does not contain a vertex and its negation. Indeed, 
let M be a minimal vertex cover of BT, and assume that A4 contains both a vertex I 
and its negation I. By the minimality of M, there exists a vertex j $ M such that Ij 
is an edge of Bf*, and there exists a vertex K $ A4 such that KJ is an edge of B;. 
Since BT is acyclic, we have J # K, and since it is transitive, KJ is an edge of B;. 
But this edge is not covered by M, a contradiction. 
We conclude that the minimal vertex covers C of B,- that do not contain a vertex and 
its negation (the prime implicants of fd) correspond precisely to the minimal vertex 
covers of Bjf . 
There exists several algorithms in the literature for generating all maximal inde- 
pendent sets of a graph in incremental polynomial time [8,9]. Since the maximal 
independent sets are precisely the complements of the minimal vertex covers, we have 
established the following result. 
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Corollary 3. Dualization of submodular functions can be performed in incremental 
polynomial time. 
Similar arguments could be made to prove that quadratic dualization can be per- 
formed in incremental polynomial time as well. This result is beyond the scope of this 
report and will be explored in detail in a forthcoming paper. 
8. Recognition of submodular functions 
In the special case when f is given by a quadratic DNF (i.e., each term is quadratic 
or linear), then determining whether or not f is submodular is easy, since the prime 
implicants of f are readily obtainable. The function f is then submodular if and only 
if each of the prime implicants is bilinear. 
In contrast to the the numerous powerful characteristics of submodular functions, it 
turns out that it is not easy to know whether a DNF represents a submodular function. 
This is indicated by the following result. 
Theorem 10. The recognition problem for submodularity of a Boolean function given 
by a DNF is coNP-complete. 
Proof. We denote the satisfiability problem in its DNF version by DNF-SAT. Its input 
is a DNF expression @ representing a function f, and the question is “is f satisfi- 
able, i.e., does it have a root?“. The problem DNF-SAT is just the dual form of the 
satisfiability problem and thus is NP-complete [3]. 
In our problem, the input is a DNF expression @ representing a function f, and the 
question is “is f not submodular ?‘. This problem is clearly in NP, since we can guess 
Boolean vectors x,y and verify in polynomial time that they violate (5). We reduce 
DNF-SAT to our problem as follows. 
Given an input Qi to DNF-SAT, representing a function f on xi . . . ,x,, we construct 
an input @’ to our problem, representing a function f’ on xl,. . . ,x,+2 such that f is 
satisfiable if and only if f’ is not submodular. To do so, put 
@‘(Xl ,...,-h,X,+1,&t+2) = ~(~l,.~.,;c,)v~~+l~,+z. 
If f is satisfiable, then there exists some x* such that f(x*) = 0. Let X’ = (x*,0,1) 
and y’ = (x*, l,O). Then f’(x’) = 0, f ‘C_y’) = 0, f’(x’y’) = f’(x*,O,O) = 0 and 
f ‘(x’ V y’) = f ‘(x*, 1,1) = 1. Hence, we conclude that f’ is not submodular. 
Conversely, assume f’ is not submodular. In other words, there exist x’,y’ E Bnf2 
such that f ‘(x’) = f ‘Q’) = 0 but f ‘(x’Vy’)V f ‘(x’y’) = 1. Since f ‘(x’) = f (xi,. . . ,xA)V 
I I 
%+lXn+2 = 0, we must have f (x’,, . . . ,xA) = 0, i.e., f is satisfiable. 0 
In order to make the concept of submodularity less dependent on the particular names 
we chose to give the variables (x or X), we use the following. 
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Definition 4. A function f(xi , . . .,x,) is renamable-submodular if there exists a subset 
SC(1,. . . ,n} such that f(xS) is submodular; here xs = (xf,. . . ,x,“) and 
Xs = xi if i E S, 
1 
Xi if i +Z S. 
The following characterization of renamable-submodular functions is straightforward. 
Theorem 11. A Boolean function f(x) is renamable-submodular if and only if there 
exists a vector s in B” such that 
f(xy v xs v ys) v f(xy v xi V yd) d f(x) v f(y) for all x,y E B”. (6) 
Again, this result follows easily by choosing s as the characteristic vector of the set 
S appearing in Definition 4. 
If we are given a prime, quadratic DNF @, we can easily recognize whether @ 
represents a renamable-submodular function. To this end we construct an undirected 
signed graph GQ = (V,E), where V = (1,. . .,n} and (i,j) E E if and only if the 
quadratic term X:X: is a term of @. If ai = OIj, the sign of (i,j) is negative, otherwise 
it is positive. A signed graph is called balanced if its vertices can be partitioned into 
two parts so that the positive edges join vertices of the same part and the negative 
edges join vertices of different parts. Harary [7] showed that this is true if and only if 
every cycle has an even number of negative edges. We can recognize balanced graphs 
and construct the partition by a straightforward vertex-labeling algorithm. 
Theorem 12. A prime quadratic DNF @ represents a renamable-submodular function 
if and only if the associated signed graph Ge is balanced. 
Proof. Let the DNF @ represent the function f. If GQ is balanced, let S be one of the 
parts in the partition of the vertices. Then @(x’) is bilinear, and hence by Theorem 4, 
f (xs) is submodular, i.e., f is renamable-submodular. The converse is proved in a 
similar way. q 
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