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ABSTRACT
The acoustic mechanism of fricative consonants was studied in the context of three domains:
speech, mechanical models. and theoretical models. All fricative configurations have in common
a small turbulence-producing constriction within the vocal tract. Thus, preliminary experiments
were conducted using a mechanical model having this basic configuration of a constriction in
a tube. Parameters such as constriction area. length. location, and degree of inlet tapering,
and presence of an obstacle, were varied. It was found that acoustically the most significant
parameters are the presence of an obstacle, the length of the front cavity, and the flowrate.
Therefore, configurations in which only these parameters were varied, referred to as the obstacle
and no-obstacle cases, were examined more thoroughly and modeled theoretically.
A source function for the obstacle case was derived from the far-field sound pressure mea-
sured when the obstacle was located in space, downstream of a constriction in a baffle. The
directivity pattern produced by the obstacle in this position was similar to that of a dipole,
as expected. A dipole source located inside a duct is equivalent to a pressure source in a
transmnission-lille model, when only the longitudinal modes of a duct are considered. The filter
function. corresponding to the effect of the duct on such a pressure source, was derived for
the transmission-line representations of two configurations in which the obstacle was located
inside a front cavity of nonzero length. The spectra predicted by this source-filter model, when
compared to the far-field pressure measurements of the equivalent mechanical models, provided
a very close match in both absolute sound pressure level and spectral shape. Thus in this
case the presence of the duct does not significantly alter the sound source, and a simple linear
source-filter model works well.
For the no-obstacle case, it was not possible to derive a source from a free-field measurement,
so the validity of a source-tract model could not be checked directly. Investigation of the pressure
versus flow-velocity power laws showed evidence of source-tract interaction for the no-obstacle
case, but none for the obstacle case.
Spectral measures were developed that characterized the acoustic differences caused by the
different types of sources for the obstacle and no-obstacle cases. Analysis of real speech in terms
of these spectral measures revealed that fricatives are more similar to the obstacle than to the
no-obstacle case. More complex speech-like mechanical models were developed and the acoustic
characteristics of the sounds generated by those models were compared to the characteristics of
speech sounds, again in terms of the spectral measures. Very good models of /s/ and // were
obtained by usilg an obstacle at right angles to the flow and varying the constriction location.
For the fricatives /, f. 0/. in which the constriction is located forward in the tract. the shape
of the constriction was crucial. Constrictions that allowed the jet tocome in contact with a
surface produced sounds that most closely resembled the analyzed eamnples of these fricatives.
For /x/ and // in which the constriction is located 4 to 6 cm back from the mouth, a surface
also caused the mechanical model spectra to become the most like the speech spectra. However,
in general it appears that the constriction shape affects the far-field spectrum less as the front
cavity is lengthened. The model for /s, 8/ appears to be that of a series pressure source,
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located at the teeth. For the fricatives other than /s,3/. a "distributed obstacle", modeled as a
distributed pressure source. may be the dominant acoustic mechanism.
The whistles generated by several configurations were also investigated. Orifice tones oc-
curred for untapered constrictions. at a greater range of constriction sizes than predicted by
previous studies. The frequencies were related to the constriction length. Edgetones occurred
for configurations including an obstacle, at frequencies related to the flowrate and distance to
the obstacle. The occurrence. frequency and amplitude of the whistle tones were affected by
the constriction shape and the presence of a tube surrounding the obstacle.
Edgetones were generated by the /s/- and //-like mechanical models that were similar
acoustically to the whistles produced by a subject with the /s/ and // configurations. An even
more striking parallel between the whistles produced by speech-like models and humans was
found for the typical bilabial whistles produced by //-like configurations. Two constrictions,
reproducing the role of tongue and lips, were necessary to model these whistles. The agreement
in flow range. frequency, and control parameters of the holetones thus produced and the whistles
generated by humans was good enough to suggest that the same acoustic mechanism occurred
in both the models and the human vocal tract.
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c Velocity of sound, = 34480 cm/sec for dry room-temperature air.
p Density of air. = 1.18 x 10- 3g/cm3
v Kinematic viscosity of air, = 0.15 cm 2/sec
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k Propagation constant, = w/c.
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P Sound power, usually total sound power (spatial average).
U DC volume velocity, cc/sec.
V Mean velocity of jet, cm/sec.
Ap Static pressure drop between two points, cm H2 0 or dynes/cm2 .
Ri Incremental flow resistance, g/sec-cm 4
b Friction factor of a pipe.
Re Reynolds number, = Vd/v, where V is a representative linear flow velocity and d is a
representative length; dimensionless.
M Mach number, = V/c, dimensionless.
S Strouhal number, = fV/d, f = frequency, d = relevant dimension, usually diameter of
jet; dimensionless.
I Complex magnitude of current.
V Complex magnitude of voltage.
Z Complex magnitude of impedance, = VII or = p/U.
Y Complex magnitude of admittance, = 1/Z.
Zo Characteristic impedance of an infinitely long tube of area A, = pc/A.
d Diameter of nozzle, cm; also theoretical distance between point sources of dipole.
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Ud Dipole strength, where two point sources, a distance d apart, pulse with volume velocity
U.
S Dipole strength, = Ud; also circumference of duct, cm.
Il Length of entity z, cm.
A, Cross-sectional area of entity , cm2 (except for AT and Ao, see below).
f When used as subscript, refers to front cavity of configuration.
b When used as subscript, refers to back cavity of configuration.
c When used as subscript, refers to constriction of configuration.
m When used as subscript, refers to mouth (downtream opening) of configuration.
g When used as subscript, refers to glottis (upstream opening) of configuration.
o When used as subscript, refers to obstacle of configuration.
1o Distance between constriction and obstacle in configuration.
8 Angle between jet axis and microphone, with origin located at either mouth of tube or
obstacle.
r Distance from mouth of tube or from obstacle to microphone.
b Angle between jet axis and microphone, with origin located at image obstacle.
R Distance from image obstacle to microphone.
As Spectral measure of a single averaged power spectrum: absolute overall amplitude, mea-
sured in dB SPL, found by summing the squares of the sound pressures over the range
500-10200 Hz.
AT Spectral measure of a single averaged power spectrum: total dynamic range, defined as
maximum amplitude minus minimum amplitude, over the range 500-10200 Hz.
Ao Spectral measure of a single averaged power spectrum: low-frequency dynamic range,
defined by maximum amplitude over the range 500-10200 Hz, minus amplitude at 500
Hz.
/S/ The unvoiced bilabial fricative, as in the italicized portion of the word whew.
/f/ The unvoiced labiodental fricative, as in the italicized portion of the word fin.
/0/ The unvoiced dental fricative, as in the italicized portion of the word thin.
/s/ The unvoiced alveolar fricative, as in the italicized portion of the word sin.
// The unvoiced palatal-alveolar fricative, as in the italicized portion of the word shin.
// The unvoiced palatal fricative, as in the italicized portion of the German word ich.
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_ II
/x/ The unvoiced velar fricative, as in the italicized portion of the German word ach.
/h/ The unvoiced glottal fricative, as in the italicized portion of the word her.
/v/ The voiced labiodental fricative, as in the italicized portion of the word live.
/6/ The voiced dental fricative, as in the italicized portion of the word this.
/z/ The voiced alveolar fricative, as in the italicized portion of the word zest.
/./ The voiced palatal-alveolar fricative, as in the italicized portion of the word azure.
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Chapter 1
Introduction and Literature Review
1.1 Introduction
Speech is produced by passing air through the vocal tract. A speaker is able to vary the
volume flow of air through the tract and the position of the articulators, such as tongue and
vocal folds. and by this means vary the acoustic output so as to produce the desired sequence
of sounds. The different speech sounds can be broadly divided into vowels and consonants.
Vowel sounds are periodic and tend to have energy concentrated in the low-frequency regions
(from roughly 50 to 5000 Hz). Contrasting with vowels is the class of consonants known as
fricatives, which are noisy rather than periodic, and tend to have the energy concentrated at
higher frequencies (roughly 3000 to 10000 Hz). The main question addressed in this thesis
is, what controls the nature of these fricative sounds? In other words. what is the acoustic
mechanism for fricative consonants?
An acoustic theory of speech production, developed primarily by Fant (1960), is concerned
with the articulatory-acoustic transformation for all speech sounds. It is in effect based on a set
of simplifying assumptions that allow us to model t acoustical behavior of the vocal tract by
a distributed linear circuit in which sound sources are independent of the system. The circuit
parameters describing the model can then be used to perform synthesis. analysis or recognition
of speech. Our understanding of circuit behavior coupled with the physical basis for the circuit
model allows us to predict the acoustic effect of articulatory or anatomical changes.
When a vowel is being uttered. the vocal tract is relatively unconstricted and the vocal
folds vibrate periodically, causing the volume of air flowing through the glottis to fluctuate
periodically as well. A typical model for production of a vowel treats the vocal tract as a tube
of nonuniform cross-sectional area, in which only plane-wave sound propagation is considered.
Regardless of the shape of the tract at a given cross-section, only the area is incorporated in the
model, a simplification that is justifiable for frequencies below about 5000 Hz. The nonuniform
tube is modeled as a concatenation of short uniform tubes. each of which is represented by a
transmission line. The system is a linear filter for the sound produced by the vocal folds. The
waveform of the glottal volume flow becomes the excitation function for this linear filter, and
is assumed to be independent of the vocal tract configuration (e.g., Flanagan et al., 1975).
For fricative consonants the acoustic mechanism is not as well understood. A fricative is
produced when the vocal tract is constricted somewhere along its length enough to produce a
noisy sound when air is forced through the constriction. Such a constriction is indicated by
an arrow in Fig. 1.1. which shows a schematized midsagittal cross-section of the vocal tract
during production of a typical fricative. // (as in shin). As with vowels, the location of the
constriction affects the timbre of the resulting sound. as can be seen by the following sequence
of fricatives. in which the constriction moves from the lips towards the glottis: /, f, 0, s, s, ,
x. h/. (These phonemes are pronounced. respectively. as the italicized portion of the following
words: whew. fin, thin. sin, shin. German ich, German ach. hit.) In addition. the vocal folds may
vibrate simultaneously. generating a periodic sound at the glottis and nlodulating the airflow
through the constriction. Examples of voicing occur in the minimal pairs /v.f/ and /z.s/ (live,
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Figure 1.1: Diagram of a midsagittal cross-section of the vocal tract during the pro-
duction of the fricative //. The arrow at the tip of the tongue indicates the point of
greatest constriction in the vocal tract.
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life; zip, sip). where the order is voiced, unvoiced.
Due to their profound acoustic effect. these two articulatory parameters, constriction lo-
cation and presence of voicing, are the primary means of classifying fricatives. An additional
feature sometimes used is that of stridency (Jakobsonl. Fant and Halle. 1963) or sibilancy (Lind-
blad. 1980). This feature identifies the fricatives in which the airstream is directed towards an
obstacle such as the teeth downstream of the constricted region, at which, presumably, addi-
tional sound is generated. These fricatives include /z.s, S/., and in some systems /v,f/.
Aerodynamic theories of turbulence are not well worked out. As a result, the effect of
each of these articulatory parameters can be predicted analytically only with difficulty, if at
all. Therefore. fricative models used to date. such as those of Fant (1960) or Flanagan et
al. (1975), are not based on a set of simplifying assumptions applied to a well-understood
physical mechanism. Instead they consist of empirically-based elaborations of the vowel models.
The vocal tract is still represented as a tube of varying cross-sectional area. and again only
plane-wave propagation is considered, but pressure sources are placed at the downstream edges
of the noise-producing constrictions, or at the location of the teeth. The number of such
noise sources and their spectral characteristics are two parameters that Fant and Flanagan et
al. experimented with in efforts to make the model correspond more closely to the physical
situation. Results were somewhat inconclusive. For some fricatives. no one source configuration
provided a match that was equally good across the entire frequency range, and there was no
other criterion with which to judge the physical accuracy of the source representations.
The vowel models based on source-tract independence have been largely successful in ap-
plications such as speech synthesis and in the more basic task of predicting the acoustic effect
of articulatory changes. There is a direct correspondence between the physical action of the
vocal folds and the source function, which makes it possible to modify the source to represent
different patterns of vibration of the vocal cords. Researchers are still working on refining the
vowel model, particularly with regard to such modifications of the source. In recent years, the
tract impedance has been shown to affect the glottal volume flow (Rothenberg, 1981; Fant,
1983). although this is a second-order effect. Our intention is not by any means to suggest
that the problem of modeling vowels is solved. However. it does seem to be an easier problem,
at least initially, than that of modeling fricatives, because the source is fairly localized, and
is located at one end of the tract (by virtue of the high glottal impedance that acoustically
separates the vocal tract and the subglottal portions of the anatomy). Also, the model initially
devised for the voiced source represents the physical situation more accurately, and because of
that it works better alnd is easier to know how to alter.
Both vowel and fricative models were tested by Fant by comparing the predictions of the
models to speech spectra. Due to the inaccessibility of the vocal tract. it is not clear whether
discrepancies found by the comparison are due to failures of the model or an inexact measure-
ment of the configuration. Since the filter functions for vowels and fricatives are derived in the
salne way. and the vowel lmodel is generally more successful than the fricative model. it is clear
that problems with the fricative model must be due to an inaccurate source representation.
The pressure source used in fricative models to date does not derive from specific knowledge
of the sound eneration process, and therefore we do not know how ow to alter it for a different
shape of constriction, or a higher flowrate. We do not know if it interacts with the tract.




1.2.1 General Aspects of Unstable and Turbulent Jets
Techniques such as flow visualization have established that as air exits from a constriction
it forms a jet. which gradually mixes with the surrounding air. The Reynolds number (Re)




where V = a representative flow velocity, usually taken to be that in the center of the con-
striction exit. d = a representative dimension, usually the constriction diameter, and v = the
kinematic viscosity of the fluid, which for air is 0.15 cm 2/sec. As Re increases, an initially
laminar flow will pass through an unstable region and finally become fully turbulent. Turbu-
lent flow is distinguished by irregular. high-frequency fluctuations in velocity and pressure at
a given point in space (Schlichting. 1979). The critical Reynolds numbers. Recit, separating
these regions vary according to the geometry and degree of prior turbulence of the fluid. For a
jet issuing from a circular hole, the unstable region would typically occur for 160 < Re < 1200
(Goldstein, 1976).
The dimensions of a fully turbulent jet in the subsonic range depend only on the constriction
diameter and shape; thus, visually, all jets can be scaled to look the same. Theoretical work
by Lighthill (1954) and others established that the sound generated by jets scales as well, that
is, that the spectral characteristics of the sound generated by a jet depends only on the jet
velocity and diameter.
Sound is generated by the random pressure fluctuations of the turbulent fluid. A good
summary of the theoretical and empirical efforts to describe this sound generation process
may be found in Goldstein (1976). For our purposes, the essential facts are as follows. For
a jet emerging from a constriction of diameter d at Re > Reit, three regions, the mixing,
transition and fully developed regions, can be defined, as shown in Fig. 1.2. From both theory
and experiment it appears that nearly all of the sound power is generated in the mixing and
transition regions, possibly with most of it coming from the mixing region (Goldstein, 1976).
If half of the sound power is assumed to be generated in the mixing region, the total power,
P, generated by the jet is proportional to V8 (where V is the flow velocity), which agrees with
Lighthill's prediction (1952). The total sound power spectrum has a broad peak at about SV/d
Hz, where V is the flow velocity in the center of the jet as it exits the constriction, d is the jet
diameter, and S, the Strouhal number, defined by this equation, is equal to 0.15. (The frequency
of the spectral peak depends on the type of spectrum chosen. The Strouhal number at the peak
is S = 0.15 when the noise spectral density, an equal-bandwidth representation, is plotted;
S = 1.0 for the third-octave spectrum.) The sound pressure measured at a particular point
in the far field will have a similar spectrum. with a peak frequency dependent on the angle
at which the measurement is made. Measurements within the jet itself show that the high-
frequency sound originates closer to the nozzle than does the low-frequency sound (Fletcher
and Thwaites, 1983).
Lighthill described three types of sound sources that are present to varying degress in the
sound produced by turbulent flow: a monopole source, (which is equivalent to a sphere pulsing
in and out). a dipole source (two spheres pulsing in opposite phase). and a quadrupole source.
A monopole source obeys a V4 power law. meaning that the total sound power generated by
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Figure 1.2: Diagram of the mixing transition and fullyturbulnt jet. After Goldstein (1976) ad fully de oped regons o
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a flow monopole increases as the fourth power of the flow velocity V; the dipole source obeys
a V6 power law: the quadrupole source. V8. A equivalent statement is that the efficiency
of conversion of the kinetic energy of the flow into sound is proportional to M = V/c for the
monopole. M3 for the dipole. and AI5 for the quadrupole source (Morse and Ingard. 1968). For
subsonic velocities (l < 1.0) the quadrupole is thus the least efficient source. but its relative
contribution to the total sound generated should become progressively more important as M
increases. Dipole sources occur along rigid boundaries. which exert an alternating force on the
fluid: quadrupole sources exist in free jets. Thus if a jet impinges on an obstacle such as a flat
plate, the sound generation can be modeled by a combination of quadrupole and dipole sources.
It is not well understood how the energy divides between quadrupole and dipole sources in such
a case (Goldstein. 1976).
Finally, air flowing through a constriction can also produce whistles. The acoustic mech-
anism depends on an instability of the jet resulting in a periodic generation of vortex rings.
The sound generated by the vortices acts to increase the oscillations of the jet, thus closing
a feedback loop. This type of mechanism is not limited to a jet emerging from a single con-
striction; it has been shown to operate within the constriction itself (Anderson, 1954; Succi,
1977). when air passes through axial holes in two plates spaced slightly apart (Chanaud and
Powell, 1965), or when air passes around a cylinder (Thomas, 1955). Likewise, it can occur
when a jet strikes a wedge (Powell 1961, 1962; Holger et al 1977, 1980), the edge of a cavity
(Pollack, 1980; Elder et al, 1982), or a ring (Chanaud and Powell, 1965). A given geometry
will often possess a range of Reynolds numbers within which different unstable modes occur.
For example, according to Goldstein. circular jets are unstable when the Reynolds number is in
the range 160 < Re < 1200. If a feedback mechanism is present when such an unstable mode
occurs, a whistle is likely. Whistles are not confined to the unstable region, however. Goldstein
reports the conjecture that a persistent periodic structure may exist in turbulent jets of circular
cross-section, for Re > 1200. The conjecture is borne out by Elder (1982), Succi (1977), and
Fletcher and Thwaites (1983), who all report whistle-like behavior in fully turbulent jets.
For most of the configurations, the unstable behavior is typified by a sequence of stages,
each consisting of a characteristic stable pattern of vortices. The patterns are determined
by the flow velocity and the particular dimensions of that configuration: e.g. diameter and
length of the orifice for an orifice tone, or diameter of the nozzle, and distance from nozzle
to edge, for an edgetone. Within a stage, the frequency of the whistle increases linearly with
flow velocity. Between stages, the frequency jumps abruptly, with hysteresis. If a resonator is
present, the whistle will couple into the resonances. A similar pattern of transitions from stage
to stage will occur, but the frequencies generated within each stage will center on a resonance
frequency. Thus, in order to predict the whistle frequency, the ranges within which the jet will
be unstable, the factors determining which stage will be present, and the factors determining
the frequency within that stage must be established. Such predictions have been made with
varying degrees of theoretical justification for each of the configurations mentioned above. Of
these. we will mention just the three that are relevant. For the orifice tone, the frequency
is near the coincidence of the half-wave resonance frequency due to the orifice itself, and the
feedback frequency, corresponding to intervals at which the jet perturbations are reinforced.
Both frequencies depend on the orifice length and jet velocity (Succi. 1977). The frequency of
the edgetone is the frequency at which the jet flips from one side to the other of the edge. That
frequency is determined by the jet velocity and the distance between the nozzle and the edge.
The frequency of the holetone depends on the distance between orifices and the jet velocity.
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For human whistling it is. of course. much more difficult to measure flow velocity or artic-
ulatory dimensions with precision, making frequency predictions difficult to check. It has been
shown that the typical bilabial whistle is produced with Reynolds numbers between 1400 and
2000, which in view of the irregular shape of the vocal tract. is almost certainly fully turbu-
lent. The range of frequencies extends from 500 to 4000 Hz. and is mostly controlled by the
anterior-posterior position of the constriction formed by the tongue. Since the tongue position
also determines the frequencies of the second and third formants, and since frequency jumps
between those formants have been observed. it appears that the whistle frequency is always
captured by either the second or third formant of the vocal tract (Shadle, 1983). Although
these. observations leave the exact mechanism of the bilabial whistle unclear, it does exhibit
behavior much like that of the mechanical whistles that have been so extensively studied. The
capture behavior common to all whistling configurations makes them particularly ill-suited to
being modeled by a system in which the source and filter are independent.
1.2.2 Acoustic Models of Fricatives and Fricative-Like Configurations
One of the earliest efforts to consider fricative production in terms of the aerodynamics
involved was that of Meyer-Eppler in 1953. He compared sound-pressure vs. flow relationships
for plastic tubes with different-sized elliptical openings. He derived effective-width formulas that
allowed sound-pressure vs. Re plots for different ellipse sizes to coincide, and then used these
derived formulas on data of human subjects uttering fricatives to infer articulatory parameters
from pressure measurements.
It is not clear. however. that Re,it, which Meyer-Eppler defined to be the lowest Reynolds
number at which measurable sound was generated, should be the same for the plastic tubes
and the three fricatives /s, , f/ that Meyer-Eppler studied. First, Re,it is probably lower for
the irregularly shaped vocal tract than for the plastic tubing. Second, sound is most likely
being generated for these three fricatives both when the air passes through a constriction (over
the tongue for /s, / or between teeth and lower lip for /f/) and when the jet of air strikes
an obstacle (the teeth for /s, / or upper lip for /f/). The intensity of the sound generated
may therefore be related more to the distance between the constriction and the obstacle and
the physical properties of the obstacle than to the effective area of the constriction. Since the
tubes he used had a constriction but no obstacle, application of the effective-width formulas
developed for the tubes to the strident fricatives may give misleading results.
Heinz (1958) carried out experiments using a 17 cm tube imbedded in a wooden sphere to
approximate the dimensions and radiation impedance of a vocal tract. By placing a cylindrical
plug with a 0.2 cm diameter axial hole at the mouth and 4 cm back from the mouth, he
approximated the articulatory configurations for fricatives such as // and //, respectively.
He obtained far-field directivity patterns and spectra for a variety of frequencies and flow rates.
As expected. intensity rose with flow rate, except at the half-wavelength resonance of the
constriction. Heinz ascribed the behavior at this resonance to effective movement of the source
relative to the constriction. However, the source he used in calculating the system response
was a localized pressure source that did not change position with flowrate. The source spectra
derived by subtracting the system response from the measured sound spectrum were fairly fiat,
but with dips at resonance frequencies. which Heinz assumed were a consequence of greater
than expected resonance bandwidths due to turbulence losses.
As a first attempt towards including these losses in the model. he calculated the incremental










measurements relating the static pressure drop across the constriction to the flow velocity
through it. Ri was set equal to the slope of this function at a single. intermediate flow velocity.
The second method was based on the conclusion that, at the constriction resonance. the input
impedance of the constriction would reduce to RP. Therefore, the second value of R, could be
based on the values of the frequency and bandwidth of the constriction resonance measured at
the same flow velocity. At the one flow rate used. the R, values computed by these two methods
agreed within 8 percent.
Fant (1960) used a distributed model of the vocal tract to investigate the effects of source
location. source spectrum. and constriction resistance. Concluding that the theory of turbulence
was too undeveloped to be useful, he judged the accuracy of his models by how closely the
predicted spectra matched the spectra measured from the speech of a single subject. Models
for all fricatives used a series pressure source that generated either white noise for /s, , , d/
or integrated white noise (i.e., with a -6dB/octave slope) for /x, f/.
Fant did not attempt to make a physical argument relating the two types of source spectra
to the distinguishing features of the fricatives. The location of the source - whether at tongue
or teeth - is more clearly linked to the place of articulation. The model for /x/, which used
a source located at the tongue., produced the best match of all of the fricatives. For /s/ and
/g/. although sources at both tongue and teeth were used, it appeared that neither location
by itself would provide a good match at all frequencies. Fant suggested that quite possibly /s/
was produced with sources at both locations, with a low spectral level below 1 kHz, but did
not attempt a physical justification for this particular source characteristic. Fant was aware
that changes in the source location would alter the frequencies of the zeros it produced in the
output. but he wrote that this effect would probably prove to be perceptually unimportant.
Flanagan et al. (Flanagan, Ishizaka. and Shipley, 1975, 1980; Flanagan and Ishizaka, 1976)
elaborated on this model by allowing for multiple noise sources, one for each section of the
uniform tube model, with the strength of each source (the variance of the white noise pressure
source) depending on Re of the section (computed from its area and the glottal volume velocity).
A given pressure source was included only if its Reynolds number exceeded the value of Re,it
determined from Meyer-Eppler (1953). The model allows for a dependence of both intensity and
acoustic resistance on flow rate. The sound sources are now distributed throughout the vocal
tract, but the source due to a single section is still localized. Further. the spectral characteristic
of the source is unchanged by flow rate (except for its overall amplitude), which contradicts
findings of Heinz (1958) and Thwaites and Fletcher (1982), among others. Likewise, Rei./t is
constant regardless of upstream conditions or the tract configuration. The method of computing
Re based on the cross-sectional area is not sensitive to the turbulence generated when a jet of
air impinges on an obstacle. This model, like Fant's, assumes linear elements, independence of
source and filter functions, and one-dimensional sound propagation.
1.2.3 Analysis of Fricatives
Efforts to model fricatives, such as that of Fant (1960), and work with mechanical models,
such as that of Heinz (1958), form two approaches to understanding the acoustic mechanisms
involved in fricative production. A third approach is simply through acoustic analysis of spoken
fricatives. Hughes and Halle (1956) examined the fricatives /f. s. / and their voiced counter-
parts, /v, z. /, as produced by three speakers. A 50-ms portion of each fricative was analyzed
by measuring the total alllOunlllt of energy in each 500 z banud between 0 and 10 kIIz. From
these spectra three measurements were derived that could be used to classify the tokens auto-
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matically. and perceptual tests established that the automatic procedure generally worked quite
well, exhibiting the same pattern of errors as the human listeners. However, it appeared much
easier to generalize about the acoustic distinctions between fricatives within a given speaker
than across speakers. To quote from the article (p. 305), "The discrepancies among the spectra
of a given fricative as spoken by different speakers in different contexts are so great as to make
the procedure of plotting these spectra on one set of axes a not very illuminating one. On the
other hand, the differences among the three classes of fricatives (labial, dental, and palatal) are
quite consistent, particularly for sounds spoken by a single speaker" (emphasis added).
Strevens (1960) analyzed a larger set of fricatives, /, f, 0, s, , , x X, h/, but was not
much more successful at describing spectral differences that consistently distinguished between
fricatives. Distinguishing between the three groups of fricatives, defined by front, mid, and back
points of greatest constriction, was possible. Briefly. the front fricatives have the lowest intensity
and the smoothest spectra: the mid fricatives have the highest intensity and significant peaks in
the middle frequency range; back fricatives have medium intensity and a marked formant-like
structure.
Heinz and Stevens (1961) analyzed the fricatives /f. s. s/, matched the spectra with judicious
combinations of two Conjugate-pole pairs and one pair of conjugate zeros, and conducted per-
ceptual tests of the fricatives synthesized from this model. The pole-zero combinations, which
form a simplified transfer function for a localized pressure source in a uniform tube model, were
shown to be perceived as any of the fricatives /0 or f, s, , q/ depending on the frequencies
of the poles. Their perceptual approach yielded generalizations about the acoustic distinctions
between fricatives similar to those found by Hughes and Halle.
Finally, Catford (1977) discussed the difference between "channel turbulence" (that accom-
panying a jet emerging from a constriction) and "wake turbulence" (that produced by a jet
impinging on an obstacle) and presented spectra of the fricatives /, s, / as produced by sub-
jects with and without their upper and lower dentures. Noting that /0/ changes very little,
// somewhat, and /s/ the most between the two conditions, he concluded that the latter two
fricatives have significant wake turbulence generated at the teeth, which adds high frequency
energy to the spectrum. Perhaps this distinction would have proved useful to Strevens.
1.3 Plan of the Thesis
The literature reviewed above draws on a combination of theoretical and empirical ap-
proaches to turbulence, theoretical models of fricatives, and acoustic analysis of fricatives.
Each of these domains offers a different type of explanation and insight, and a different set of
limitations. First, given the irregular shape of the vocal tract. an exact theoretical analysis
is quite difficult and numerical integration techniques would provide little insight, if any. An
empirical approach is thus indicated. Since the vocal tract is relatively inaccessible, the use of
mechanical models, which proved to be so productive for Heinz (1958), is appealing. However,
such an approach requires a separate justification of the applicability of the results to speech.
Theoretical models, such as those developed by Fant (1960), provide useful conceptualizations
of the acoustic mechanisms. However, as we have seen. developing such models directly from
speech data can be difficult since the configuration is not known exactly and cannot be con-
trolled arbitrarily, and because there is no independent check on the success of the model.
Finally, attempts to unravel the acoustic mechanism of fricatives by simply analyzing fricatives
are limited because the distinctions between fricatives are not clearcut and the articulatory
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configuration is difficult both to measure and to vary systematically.
Since many of tile limitations of the previous studies are due to the choice of domain, this
thesis is conducted in three domains: speech, mechanical models, and theoretical models. We
begin by combining knowledge of the basic articulatory configuration common to all fricatives
with a rudimentary consideration of the aerodynamics of turbulence. These lead to a simple
mechanical model. that of a constriction in a tube with the dimensions of a typical vocal tract.
In Ch. 2, the parameters of this model are varied methodically in order to establish which
articulatory parameters have the greatest effect acoustically.
Following this sorting-out process. we arrive at two simplified models, in which the parame-
ters that are varied are those that have the greatest acoustic effect and represent simplifications
of the articulatory differences observed in fricative configurations. These idealized cases are
then theoretically modeled in Ch. 3, and the predicted sound is compared to the actual sound
produced by the mechanical models.
We would like a theoretical model for fricative production that is both physically represen-
tative and tractable. It seems likely that such a model will still include source and resonator
elements corresponding to the sound generated by air flow and the modifications induced on
that sound by the vocal tract. In order to reduce the mathematical complexity and thus perhaps
increase our physical intuition, we will assume. as others have, that the airflow-to-soudl coInv(,r-
sion process can be modeled by a linear system. that the source is independent of the resonator,
and that the three-dimensional motion of turbulence can be modeled as a one-dimensional trans-
mission line. We are therefore seeking a model that is not physically representative in some
fundamental ways. However. these constraints will allow us to establish with some precision
the set of source parameters, such as spectral characteristic and location, that are necessary to
the model. Further, we will be able to explicitly test some of the assumptions on which the
model is based, such as that of no source-tract interaction.
Source-tract interaction in its simplest sense means that the output of the source is influ-
enced by the surrounding tract. Clearly, then, the particular parameters used to define the
source and tract affect whether or not such interaction can be said to occur. We will base
our assessment of interaction on an initial set of source-controlling parameters derived from
the results of Ch. 2 and the previous work with jets reviewed above. By the end of this the-
sis the process of making that assessment will allow us to refine our definition of source-tract
interaction so that it becomes more useful conceptually.
Basing the theoretical models on the mechanical models makes it much easier to check the
accuracy of the theoretical models, but also makes it incumbent on us to justify the application
of the final results to speech. Therefore in Ch. 4 speech is analyzed, in the same way the
mechanical model data were analyzed, and the two types of data are compared. This comparison
allows us to establish whether fricatives exhibit the same extremes of acoustic behavior that
the articulatorily similar idealized cases do. The comparison is then refined by the development
of more complex mechanical models that are designed to mimic the articulatory configuration
of each fricative more closely. Again. the speech and mechanical model results are compared.
At this point. we will be in a position to answer two final questions. First, are we justified
in using simplified mechanical model results to study real speech. that is. do the mechanical
models offer us a usefuil tool for understanding acoustic mechanisms of fricatives? Finally,
depending on that answer, what can we say about theoretical models for each fricative? A
summary of all results and a discussion of these questions is presented in Ch. 5, together with
an assessment of the logical directions in which to proceed from this point.
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Chapter 2
A Constriction in a Tube: Methodology
and Preliminary Experiments
All fricative configurations have in common a constriction located within a duct. In this
chapter we investigate the acoustic and aerodynamic effects of the various parameters describing
such a configuration. The purpose of these preliminary experiments is threefold: to establish a
methodology for use in all experiments involving mechanical models: to derive parameters. such
as flow resistance, that we will need to develop theoretical models in Chapter 3 and to identify
the parameters that affect the sound the most. thereby shortening the theoretical modeling
task.
2.1 Method
Figure 2.1 shows the experimental setup used for all mechanical model experiments. It
consisted of the sound generating system. in which air was forced through a plastic tube con-
taining the configuration under examination, and the sound analysis system, which analyzed
the generated sound and stored the resulting power spectra.
2.1.1 Sound Generating System
The sound generating system was fed by an air tank containing pressurized dry air, and
controlled by a regulator which provided a constant pressure of 15 psi to the rest of the system.
Dry air at room temperature has a speed of sound of 34480 cm/sec (Beranek, 1949); this
value of c was used in all computations. Air passed from the tank through a shutoff valve and
through a flowmeter (Flowrator 3/8-25-G-5/36). Following the flowmeter. a T-junction allowed
measurement of the static pressure by a water manometer. Following the T-junction, the air
passed either directly into the "tract", in the case of the earlier preliminary experiments, or
into a muffler and then into the "tract.
The muffler was used in order to attenuate sound generated in the upstream tubing and
to provide a reflectionless termination for the input end of the "tract". It was constructed of
plywood, and contained two channels for the air to pass around a central body. which was also
made of plywood and tapered on both ends. Both sides of each channel were covered with
foam rubber, tapered to a maximum depth of 5 cm. The inlet and outlet of the muffler were
tapered to allow a gradual transition from a small circular cross-section to two large rectangular
channels. The effect of the muffler was measured by positioning the microphone 42 cm from
the outlet tube., first with andl then without the muffler in place. anl recording the sound at the
same flowrates. The inlet and outlet tubes were of the same inner diameter, 1.11 cm. Figure
2.2 contrasts two such sound pressure spectra at a flowrate near the maximum of those used,
showing that the mnufiler attenuates the peaks by about 20 (lB and smooths out the spectruml
considerably. The curve labeled "room noise" in the figure is the spectrum of the lambient noise,
m(asur(d wlhenI no air was flowing through the syst(m, smoothell by performing logarithnllic
regression.
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Figure 2.3 shows the setup in the area downstream of the muffler in greater dtail. The
"tract" consisted of a tube contaiiing any of a niumber of constrictions and obstacles. The
upstream end. referred to as the "glottis". fit tightly around the outlet tube of the nuffler. The
downstream end - the "mouthl - was either supported by a ring stand or. more commonly, fitted
flush with a plexiglass baffle. A traverse mechanism clamped to the bench allowed obstacles
to be positioned precisely either inside or outside the tract. The microphone was taped to a
rotating arm. which facilitated measurement of directivity patterns. The microphone position,
relative to the "mouth". can be specified by r and 0. as shown. Typically (and, throughout this
thesis. unless stated otherwise) r = 26 cm and 0 = 28. During acoustic experiments fiberglass
was placed over the traverse mechanism, rotating arm, and adjacent areas of the bench in order
to reduce reflections from those surfaces.
A detailed diagram of the "tract" is shown in Fig. 2.4. The tube consisted of a section
of Tygon clear plastic tubing with an inner diameter of 2.54 cm. an outer diameter of 3.18
cm. and usually of length IT = 17 cm. The tubing had a circular cross-section but was not
always perfectly circular since it is slightly stretchy. The stretchiness allowed the tubing to seal
airtight around any object with a circular cross-section and a diameter in the vicinity of the
tube's inner diameter. This property was exploited to connect the tube to the muffler: the first
0.5 cm of the upstream end of the tube was stuffed with concentric rings of smaller diameter
tubing. forming a tight seal around the brass outlet of the muffler (o.d. = 1.27'cm).
The constrictions were cylindrical plugs machined out of aluminum. Those considered in
this chapter possessed either a circular or rectangular axial hole. The plug lengths (Ic) ranged
from 1.0 to 3.0 c; the circular hole diameters (d) used were 0.16. 0.24. 0.32, 0.64 and 0.95
cm. The rectangular holes measured 1.27 cm on the long side and 0.06 or 0.25 cm on the
short side, creating constriction areas (Ac) equal to those of the 0.32 and 0.64 diameter circular
constrictions. A tapped blind hole on the downstream face of each plug allowed placement of
the constriction in the tube with a long screw. These holes were plugged by inset screws after
insertion of the constrictions.
An obstacle was used in some of the experiments. It consisted of a semicircular piece of
aluminum of the same radius as the tube, and 2 mm long. When used. it was downstream of
the constriction a distance lo; a brass rod was threaded into a hole on the downstream face, so
that it could be positioned in the tube by the traverse mechanism. Other relevant parameters
are indicated in Fig. 2.4.
Flowrates between 50 and 690 cc/sec were used, which covered the range used by people
producing fricatives (e.g., 300 to 500 cc/sec; Catford, 1977). For a constriction of cross-sectional
area 0.079 cm2 , the one most commonly used, this resulted in a flow velocity through the
constriction of between Mach 0.02 and 0.25.
2.1.2 Sound Analysis System
The sound analysis system utilized a half-inch condenser microphone (Bruel and Kjaer
4133). which has a flat free-field frequency response (-1 dB for grazing incidence. from 30 Hz
to 40 kHz). At small values of 0 a windscreen was used. The windscreen was tested for its
sound attenuation properties by observing its effect on the spectra of sine waves played over a
loudspeaker. For sine waves in the range 140 to 1990 Hz. it attenuated the peak amplitude by
0.3 dB or less with one exception: at 990 Hz. it attenuated 1. 1 dB. Note that all of these values
were within the ±h2.0 d(B confidence lilnits of anl averaged (n = 16) power sltp(ctrum.
The licrophllone output was amplified (Bruel and Kjaer type 2604) and then fed into a
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specctrll analyzer (Hewlett-Packard 3582A). Data firoml the spectrum analyzer could be trans-
ferred via an LSI 11 to magnetic tape. and from there to a IVAX-11/750, on which further data
analysis was performed.
II1 order to retain absolute sound pressure level information. a reference level was established
for the microphone as described in Appendix A. The computed calibration factor was added to
all spectra during the data analysis. As a result. all graphs shown here give the absolute sound
pressure level, in dB re 0.0002 dyne/cmi, measured at the microphone.
2.1.3 Signal Analysis
The sounds generated by turbulence are essentially random in nature, and therefore are
best characterized by statistical properties such as the mean and standard deviation averaged
over time. To observe the spectral characteristics. it would thus seeml reasonable to perform
Fourier analysis on a long segment of the input signal, and treat the resulting coefficient at
each frequency as the mean value of the amplitude of that frequency component". It turns
out that this is an inconsistent estimator of the mean, in the sense that it does not improve
as the length of the signal being analyzed increases. A better estimate is found by averaging
several finite-duration spectra together, since the expected value of the average is equal to the
true mean value, and the variance of the estimate decreases as the number of averages increases.
This estimator is known as the average power spectrum (Bendat and Piersol, 1971).
The spectrum analyzer performs such an analysis by sampling the input signal 1024 times,
at rate determined by the selected frequency range. computing a DFT of those points, and
combining the DFT coefficients (by squaring, averaging, and taking the square root) with the
previous sets of coefficients to form an RMS-averaged spectrum. These steps are repeated until
the requested number of averages has been obtained. Let us call the input signal z(t), and the
samples forming the mth time record z(n, m), where n = 0, 1,... N - 1. These samples are
spaced a time h apart, giving the entire time record a duration T = 1024 · h. The time h is
determined by the frequency span chosen for the Fourier analysis; h = 1/2f¢, where f = the
cutoff frequency. In order to minimize processing time and maximize accuracy of the output,
the FFT algorithm used by the spectrum analyzer scrambles the 1024 samples (using a special
scrambling algorithm, the details of which need not concern us here) so that a 512-point DFT
may be performed. The DFT results in 256 unique, non-aliased, complex values in the final
spectrum. The cutoff frequency is therefore two times the maximum frequency seen by the user
(Pendergrass and Farnbach, 1978). As a result, the width of each of the 256 frequency bins is
fmaz f_ 1 1fo = = A256 2 256 1024h T
The frequency range most often used extends from 0 to 10240 Hz (thus fnaz = 10240 Hz),
has a frequency spacing fo of 40 Hz, a time record length T of 25 msec, and 24 sec between
samples (h).
If we denote the Fourier transform of the mth record of the input signal by X(k, m), the
average power spectrum at frequency fk = kfo, computed by averaging AM time records, is
then:
M
Px(k) = M i Gxx(k, m), k = 0,1,... .N/4
m=l
where
Gxx(k, n) = X(k. m) X*(k m)
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Sillce the phase of a random process is meaningless. it is not computed.
Increasing the number of averages should remove the random noise. leaving behind a
smoother more representative spectrum. This change is illustrated in Fig. 2.5, which was
derived by using the random noise generator built in to the spectrum analyzer as the input
signal. The increase in accuracy of the estimate can be expressed in terms of the 90 percent
confidence limits corresponding to the number of averages selected. These are given in Table
2.1.
M = number of averages
4 8 16 32 64 128 256
Upper limit dB +4.7 +3.0 +2.0 +1.4 +1.0 +0.7 +0.5
Lower limit dB -2.9 -2.2 -1.6 -1.2 -0.8 -0.6 -0.4
Table 2.1: 90% Confidence Limits for Spectral Amplitude as a Function
From HP Application Note 245-1, 1978.
of Number of Averages.
The increase in accuracy also increases the signal analysis and computation time. The










Figure 2.1: Diagram of tile experimental setup. The tract, whose outer wall is a cylin-
drical tble. is shown in cross section. Tile iIlmensions of the baffle and other details of
tile setull downstreamI of tilhe muffler are given in Fig. 2.3.
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Figulre 2.2: Averaged pressure spectra of the s(
the tract' with and without the muffler. The
regrc sioil to tlle averagetd pressure spcctrum
nulmblr of averages. n, is 16.
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Figure 2.3: Diagram of tle experimcntal setup downstream of tlle Iuffler (top). Ex-
panded view showin placement of soullll-attcnuating fiberglass (bottom). Both sketches


















Figure 2.4: Detailed diagram of the tract". giving relevant dimensions and the terms
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Figure 2.5: Power spectra of white noise. averaged n times. Traces are offset by 20 dB
to show the effect of averaging.
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2.2 Pressure Drop Across a Constriction
As the flowrate through a constriction is increased, the pressure drop across it incrcases in
a nonlinear fashion. The flow resistance of a constriction is primarily a resistance loss due to
this pressure drop Ap at a given volume velocity U. Since Ap is a nonlinear function of U. the
slope of that function at a given point is the incremental resistance of the constriction at that
U (Beranek. 1954). Since in the experiments to be described the AC fluctuations in pressure
and velocity due to a sound wave are small compared to Ap and DC flow U. this incremental
resistance is the loss experienced by the acoustic disturbance (superimposed on the DC flow).
It is therefore useful in modeling the acoustic behavior of a constriction in a duct.
The flow resistance can be easily derived if one has an analytical relationship for Ap as a
function of U. The form of the Ap versus U relationship can be derived theoretically by setting
up an energy eqluation for the movement of fluid from one point to another and computing the
resultant head loss, as done by Binder (1962). The total pressure drop across a constriction is
proportional to the sum of three separately computed head losses, due to the inlet, outlet, and





h = head loss (cm)
V¢ = velocity through constriction (cm/sec)
g = acceleration due to gravity (cm/sec2)
For the outlet, the theoretical fornmulation of li depends only on the duct and constriction areas,
and matches data well. However, for the inlet, K 1 is an empirical constant heavily dependent
on the abruptness of the inlet, and therefore not easy to specify nor to extrapolate to new
shapes. For the straight section, K 1 = bl¢/d2, where d is the constriction diameter, and b,
the friction factor. is a complicated function of velocity and pipe roughness. In different ranges
of the Reynolds number (Re) analytic relationships exist for b, but cannot be solved directly
for that value. Therefore, a different approach is needed in order to derive the incremental
resistance. Ri, from the data.
Rather than consider the above complexities, Heinz (1056) assumed the following form for
Ap:
pU2
A = K 2 -+ K3U (2.2)
where
ptot = pressure drop across constriction, dyne/cm2
U = volume velocity through constriction, cc/sec
K 2 = empirically derived constant, dimensionless
K 3 = empirically derived constant, g/sec-cm 4
AC = cross-sectional area of constriction
K 2 and K 3 are dletermined by curve-fitting procedures on te data for a particular constriction
anl rang( of flowrates. The first term is justifiable on theoretical groundls. since it is equivalent
to the frm of Eqn. 2.1. The second terim is exactly equal to te pressure drop due to the straight
part of t constriction wlicn Re < 200() (laiiiinar flow) roughly equal t that rolp wlicn Re
> 4000 (for siooth pipes). and completely wrong for 2000 < Re < 4000. These ditffering ranges
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are due to the nonlinear relationship between the friction factor b and Re (Binder. 196G2). Tle
physical significance of the term therefore depends heavily on the Reynolds number range over
which the curve-fitting is performed.
Heinz reported K 2 and K 3 values for five constrictions of similar areas and lengths, for
flowrates between 40 and 180 cc/sec. The curves shown in Fig. 2.6a were drawn using the K 2
and K3 values given by Heinz. extrapolating well beyond the original flowrate range of the data.
(The various symbols along each curve represent extrapolated values rather than original data
points, but serve to identify each curve.) In Fig. 2.6b the data are normalized with respect to
area by computing, for each volume velocity U, the corresponding Mach number
UM=
Ac
where Ac = the cross-sectional area of the constriction. This normalization causes the curves for
different cross-sectional areas to approximately superimpose. A difference between constrictions
of different length is still maintained.
Similar data were obtained for the current setup by inserting constrictions of different
lengths, cross-sectional areas, and shapes in the mouth of the tube, and measuring the pressures
at flowrates between 50 and 690 cc/sec. For this measurement. the muffler was left out of the
system. The pressure values used were those generated by a pressure tap 5 cm upstream of the
mouth of the tube.
Figure 2.7a shows a plot of Ap versus the volume velocity U. For the assortmenl of
constriction sizes used, the parameter most affecting the size of the pressure drop was the area of
the constriction. At a given flowrate, the pressure drop increases as the area of the constriction
decreases. The pressure drop also increases as the length of the constriction increases, and
when the constriction shape is changed from circular to rectangular. These last two effects are
more noticeable when the area of the constriction is smaller.
hi Fig. 2.7b the data are again presented in normalized form. The curves generated from
Heinz' data have a slightly smaller slope in general than those measured in this study, but the
same trends with area and length are observed. In view of the extrapolation performed beyond
the original range of U. the data match quite closely.
The following procedure was used to find the optimal values of K 2 and K 3 for each constric-
tion. Assuming the form in Eq. 2.2, we solved for K3 at each flowrate used,. for incremental
values of K2 . For each value of K 2 the mean and standard deviation of K 3 were computed. For
a given constriction. the value of K 2 used was that minimizing the standard deviation of K 3.
The mean value of K 3 computed across all flowrates for the chosen value of K 2 was then used
for K3. These values of 'K2 and K 3 are given together with Heinz' values in Table 2.2.
If the linear term of Eqn. 2.2 does indeed retain the physical significance of the pressure drop
due to the constriction length, K 3 should be proportional to constriction length and inversely
proportional to the square of the constriction area. Both trends are evident for the data .of this
study, although an increase in lenigth does not produce as large an increase in K3 as predicted.
The increase in the standard deviation of K 3 for the smaller areas indicates that the fit is less
accurate in these cases. Since the range of Recynolds numbers used( is higher for the smaller
areas, the decrease in accuracy is problably due to the nonlinearities of the friction factor with
respect to the Reynolds number that occur for Re > 2000. For Heiniz' data the predicted
proportionaitiies are much l(cs accurate. though the trends are still ill tle )re(lictev direction.
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the coefficients appears to differ from the method used here in such a way as to obscure these
relationships of K 3 to lc and AC.
Once an analytical expression has been fit to the pressure-drop data. the incremental resis-
tance follows via simple differentiation:
i a = 2 AP + K3
The coefficients tabulated above were used to compute values of //, which are graphed versus
U in Fig. 2.8 and are used in the remainder of this thesis. Recognize that extrapolation to
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Figre 2.G: a) Curves generated from Hcinz' data for the pressure drop Ap across a
collstriction versus te volllume velocity U through it.
b) Sallle data as in a), plotted agaillst tlhe Macl iiulmber M = V/c. where V = linear
flow velocity = U/A,.
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Figlre 2.7: a) Experimental data for the pressure drop Ap across a constriction versus
the volume velocity rU through it.
b) Samle data as ill a). plotted against the Mach number Al = V/c, where V = linear
flow velocity = U/A,.
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Figure 2.8: Incremental flow resistance of a constriction calculated from differentiation
of Eqn. 2.2. fit to the data of Fig. 2.7.
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In this section we consider stable configurations. with and without an obstacle present, and
unstable configurationls. The word stability' refers not to the characteristics of the sound that
is generated. but to characteristics of the flow. Unstable configurations are those that give rise
to unstable boundary layers: unstable boundary layers are sensitive to acoustic feedback, and
under the right conditions will oscillate, producing whistles.
2.3.1 Stable, No-Obstacle Configurations
Figure 2.9 shows spectra for two constriction diameters, two front-cavity lengths, and a range
of volume velocities. The curves are distinguishable primarily by the frequencies at which the
peaks occur. the bandwidths of the peaks. and the overall amplitudes. The parameter appearing
to control the first two characteristics is the length of the front cavity; the flowrate mainly seems
to control the overall amplitude.
The peak frequencies are in a ratio of 2:1 for If = 3: 6 cm, and correspond roughly to the
quarter-wavelength frequencies of the front cavity, i.e. f = nc/41. n = 1, 3 ..... The bandwidths
of the resonances are smaller for If = 6 cm, and increase with frequency for both front cavity
lengths. The energy for these resonances is primarily stored in the front cavity, and subject
to the various sources of loss in that cavity. As we shall see in Ch. 3, chief among these is
radiation loss out of the mouth of the tube. Since the size of this loss increases with frequency,
it accounts for the increase in bandwidth with frequoncy. Further, since more energy can be
stored in a longer front cavity, the effect of the radiation becomes smaller as the front cavity
grows longer, which accounts for the sharpening of the peaks for If = 6 cm.
The total sound power produced by a free jet is due mainly to that produced in the mixing
region. that is, in the first four diameters downstream of the nozzle. According to Goldstein
(1976). this total power is:
PT V8d2
where d is the diameter of the nozzle, and V is the exit velocity of the jet. The spectrum
of the free jet noise has a broad peak at 0.15V/d. In the vicinity of the peak frequency, the
power increases as the seventh power of the flow velocity; below, as the fifth power; above,
the ninth power. We cannot compare our data directly to these numbers because the sound
produced by the "free-jet" case, when the constriction is at the mouth of the tube, was too
quiet to be measurable in the farfield below 5000 Hz. (Either a larger jet or quieter room is
necessary.) However. we can make a rough comparison using the data for a non-zero front
cavity length by measuring the differences between the amplitudes of the resonance peaks for
sound pressure spectra at different flow velocities. The comparison is rough because we are
working with spectra measured at a single angle. rather than spatial averages, and because
we can only compare amplitudes at the frequencies of the resonances. The use of a single
angle is not a serious problemi because the directivity pattern is quite uniform, particularly at
frequencies below 5000 tIz. for nonzero front cavity lengths. Thus the spectra measured at
a single angle can be expected to show the same flow relationships as spectra averaged over
all angles. The second problem. that of the limitation in frequencies at which we can make
cornparisons. means that we have only isolated comparisons and that we cannot pick our points
of comparison arblitrarily close to the pre(licted peak frequency.
The results are shown ill Table 2.3. Each constriction waIs nmeasure(d for two front-cavity
lengths. Tile extreme flow velocities used are iven ill the table: for each combination of If and
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U .15V/d frcl 201og (P2/pl) n,es
cm cm cc/s Hz Hz dB
0.32 3.2 U1= 260 1540 2000 18 7.6
U2 = 450 2670
6.0 U1 = 230 1360 1200 20 6.9
U2 = 450 2670 4000 18 6.2
0.16 3.2 U1 = 140 - 8750 2000 14 6.0
U72 = 240 15000
6.0 U1 = 140 8750 1200 12 6.1
U2 = 220 13800 4000 10 5.1
Table 2.3: Sound pressure ratios for circular constrictions of diameter d with front cavity of
length If. Amplitudes measured at resonance frequencies f,,,es, as indicated. n,,, is the power
exponent at the frequency fs.
d, U1 is the lowest volume velocity, and [U2 the highest. fres is the frequency of the resonance
at which the measurement was made. Since power is proportional to pressure squared, the
pressure-velocity relationship is
p cV' / 2 d2
P1 V
log lo/(2) = n - V2
20 log to P2 - 20 log lo Pl
10log 10(Vz/t1)
where pi is the sound pressure at flow velocity Vi, and n is the power exponent. In the table,
the power exponents derived from pressure differences measured at the resonance frequencies
are indicated by n,,,e.
For the 0.32 cl diameter constriction, the peak amplitudes follow a seventh power law; for
the 0.16 cm diameter constriction, they follow a sixth power law. Recall that the power exponent
for a free jet decreases gradually front a value of seven at the peak to five at frequencies below
the peak. Since for the smaller constriction the amplitude is measured at a lower frequency
relative to the predicted source spectrum peak, these results are consistent with the free jet
power law.
I1 order to see whether the sound spectra scale by (liatreter as well as by flow velocity,




nearly as possible. the samle linear flow velocity. Although the identical velocity could not be
shown due to limitations of the apparatus. the velocities are roughly equivalent. The curves
show large amplitude differences. with the larger area generally producing the higher amplitude.
For the velocities shown. the V6d 2 proportionality actually predicts the reverse, that is, that
the sound spectra mneasured with the larger area and lower velocity should be slightly lower
in amplitude in each case. Since. from Fig. 2.9 and Table 2.3. the data for each constriction
diameter considered separately exhibited the expected relationship of amplitude to flow velocity,
the differences shown in this figure must be due to the effect of the tube section downstream
of the constriction.
Let us consider how the tube might have this observed effect of increasing the amplitude
of the spectra produced by constrictions with larger areas. The average diameter of a free jet
increases linearly as a function of the numbers of diameters downstream of the nozzle (Goldstein,
1976). This affects excitation of the tube resonances in the following way: a larger diameter jet
will intersect with the walls of the tube nearer to the constriction outlet, whether measured in
absolute terms or in constriction diameters. Thus, if we consider two jets of different diameters
but the same flow velocity, additional sound generation at the walls is more likely for the
larger jet, since it will strike them fewer diameters downstream and therefore with a higher
proportionate velocity.
Figure 2.11 shows the effect of changing the constriction length. For the 2.5 cm constriction,
the bandwidth of the lowest peak is smaller, especially for the higher flowrate shown. From
Section 2.2 and Fig. 2.8, we know that the increased length raises the flow resistance of the
constriction. It also increases the inductance of the constriction. As we shall see in Ch. 3, if
both the resistance and inductance of the constriction increase. the net effect is a decrease in
bandwidth of the front-cavity resonances. The effect is quite small. however. More noticeable
is the effect on the resonance structure. The resonance related to the half-wavelength of the
constriction by f = c/21¢ is predicted to be 13 kHz for If = 1.0 cm, but 6.2 kHz for If = 2.5
cm. As a result, for the 2.5 cm case, both the front-cavity resonance and the constriction
resonance occur at nearly the same frequency, which increases the amplitude around 6000 Hz
quite noticeably.
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Figure 2.9: Averaged power spectra for front-cavity lengths If = 3.2 and 6 cm, and
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Figure 2.10: Averaged power spectra for If = 3.2 and 6 cm and Ac = 0.02, 0.08 and
0.32 c . As nearly as possible. each graph shows the sanle velocity through the
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Figure 2.11: Averaged power spectra for 1¢ = 1.0 and 2.5 cm. For definition of variables,
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2.3.2 Unstable Behavior
Constriction Tapering
The above results utilized constrictions with tapered inlets, and no whistles occurred.
(Whistles were identified both by their distinctive sound and the appearance in the spectrum
of peaks that were high amplitude. very narrow bandwidth, and very steady in frequency com-
pared to the peaks in an audibly non-whistling spectrum.) When an untapercd constriction is
used. whistles occur at low flowrates. Two examples are shown in Fig. 2.12, due to constric-
tions of lengths 1.0 and 2.5 cm positioned at the mouth of the tube. A comparison of the two
lengths reveals that the 2.5 cm constriction whistles dramatically; its spectrum exhibits large
amplitude narrowband components.at 6.2 and 15 kHz. The 1 cm constriction whistles with a
findamental near 12 kHz. In general, the whistle frequency is at the half-wavelength of the
effective length of the constriction. that is, f = c/21. The effective length is the constriction
length , 4, plus an end effect correction due to radiation of 8d,/3wr (Morse, 1976). For Ic = 2.5
cm, a resonance is predicted at 6.22 kHz, which is close to the observed whistle at 6.2 kHz
(particularly given that the measurement resolution bandwidth was 100 Hz). For 1c = 1.0 cm,
the resonance is predicted at 13.55 kHz, and the whistle occurs at 12.9 kHz.
The frequency at which these configurations whistle, plus the fact that the whistles cease
when a tapered constriction is used. make it easy to identify the acoustic mechanism involved.
Specifically, they are "orifice tones" (as described by Anderson 1954, Succi 1977, and others),
and are caused by unstable boundary layers within the constriction itself, which form at the
sharp-edged inlet. Succi identified the length to diameter ratio as a critical parameter that
determined whether or not a given constriction would whistle in this mannler. He found that, of
constrictions with lc/d between 0.25 and 4.0, those with l¢/d = .25 or 4.0 did not whistle, while
those with lc/d between 0.5 and 2.0 did. In the present study, however, untapered constrictions
with ratios from 3.1 up to 8.0 all. whistled. The discrepancy may be due to differences in the
experimental setups, which could, for instance, result in differences in the degree of turbulence of
the air as it enters the constriction. Although the value of tile l¢/d parameter is not sufficient to
predict the presence of whistles. its use still makes sense physically. Viscous forces cause the jet
to expand back to the walls of the constriction. If the flow reattaches, the potentially unstable
length of tile boundary layer is limited, and the feedback loop is broken. Thus, increasing or
decreasing d, either of which increases the viscosity, should limit the ability of the constriction
to whistle (Succi, 1977).
None of the whistles described above occur if the constriction inlet is tapered. Although
humans can produce whistles, abrupt edges in the vocal tract generally do not occur, and thus
the human whistle mechanism must be of a different sort. Therefore. to avoid the generation of
whistles which are not physiologically realizable, all other experiments reported in this thesis
used constrictions with tapered inlets.
Whistles due to Obstacle
The use of an obstacle to investigate the extent of the jet revealed that an obstacle signif-
icantly chanes the character of te sound produced and also can, under some circumstances,
proluce whistles. Since the sound produced varies considerably with distance to obstacle,
flowrate. and( portion of the jet that is occlhded, some simpllification was achieved by using a
sclllicirlllar otl)talc. since an obstacle of this sh;ape occldies half of the jet regardless of its






investigateld by varying the obstacle-constriction distance and the flowratc. Oine goal of this
investigation was to characterize the whistle behavior of the obstacle. The other goal was to
determine stable, non-whistling regions, for experiments to be discussed in the next section and
in Ch. 3.
Two constrictions with the same cross-sectional area and having the shapes of a circle and a
rectangle were used. Tile area was 0.08 cm 2; the circle's radius was 0.318 cm. and the rectangle
was 1.27 by 0.062 cm. When the rectangle was used, the flat edge of the obstacle was parallel
to the long side of the rectangle. For both constrictions, spectra were measured with each of
several obstacle positions. for two constriction positions, at a few flowrates. In addition, the
entire range of flowrates was scanned at a few obstacle positions in order to identify whistling
and non-whistling regions.
Figure 2.13 summarizes the combinations of 1o and U that produce whistles for these two
constrictions, with and without a front cavity. It can be seen that the rectangular constriction
whistled much more readily than the circular one. and that the presence of a surrounding
resonator - the If = 3 cm case - increased the whistling range for both constrictions. Figure
2.14 contrasts typical spectra for the circular and rectangular constrictions. In general, the
rectangle produced louder whistles, and clearer whistles (in the sense of having fewer and more
obvious peaks), as well as whistling over a greater range of distance and flowrates. These
differences arise, presumably, because a flat jet, as produced by the rectangular slot, impinging
on a straight edge will have a more uniform flow velocity along that edge and therefore a more
uniform pattern of vortex generation than a round jet impinging on the same edge will have.
When either the circular or rectangular constriction is located at the mouth of the tube
(lf = 0 cm), an increase in flowrate causes the whistle frequency to increase steadily and then
at some point to jump abruptly upwards. The transition may include situations in which
two whistle peaks are present simultaneously, or in which the whistle warbles between two
frequencies. This behavior is typical of whistles in general. Likewise, as the obstacle is moved
away from the constriction, the frequency of the whistle gradually falls, then abruptly increases
and begins to fall again. This behavior is typical of edgetones.
Small changes in obstacle position can produce complex changes in the whistle patterns.
In Fig. 2.15, shifting lo from 0.41 to 0.38 cm not only increases the main peak frequency
(near 5 kz) and its harmonics by about 9 percent, but introduces new peaks at intermediate
frequencies.
When If > 0 cm, that is, when the constriction and obstacle are within the tube, the general
trend of the whistle frequencies as lo and U are changed is similar to the case where If = 0
cm, but the spectra at comparable points will be quite different. Two examples obtained using
the rectangular constriction are shown in Fig. 2.16. For both the circular and rectangular
constrictions, the presence of the tube stabilized the whistle frequency somewhat and increased
the likelihood that a given configuration would whistle. For the circular constriction, the latter
change was marked. It may be that the tendency of the tube to emphasize the longitudinal
modes serves in this case to reduce the effect of the nonuniformity of the flow velocity along the
obstacle. In general, the amplitude of the whistles was increased when the tube was present,
although the reverse is solmetimes true for particular values of lo and U.
These effects can be seen more clearly by extracting peak frequencies and amplitudes from
the various spectra and presenting thlle together. Figure 2.17 shows plots of the normalized
peak frlquency. the Strouhal nullbelr = fdl/V. versus the orlll;llized (listalce from the
constriction. lo/d. Only the frequency of the highest amplitude )peak was used as the value of
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f in computing . The velocity V was taken to be U/AC. For the circle. d was taken equal to
tile radius of the circle: for the rectangle, d was taken to be the shortest dimension. For the
rectangle. S gradually falls as lo/d increases, and then abruptly increases (e.g., at lo/d = 6 or
9) and begins falling again. This behavior keeps S fairly constant. For the circular constriction,
S is not nearly as constant. To the extent that the whistles occur, we do see the same pattern
of gradual fall and abrupt rise. but this definition of S does not seem to be as powerful a
normalizer as for the rectangular constriction.
Whistles tend to be weakest when they are near a transition. The plot of the peak amplitude
versus lo/d clearly shows an alternation of high and low amplitudes as lo/d increass, and a
drop in amplitude when the tube is added. for the rectangular constriction. For the circular
constriction, the amplitude is apparently enhanced by the presence of the tube.
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Figure 2.12: Averaged power spectra of untapered constrictions of lengths 1.0 and 2.5
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Figure 2.14: Typical spectra for the circular and rectangular constrictions at mouth of
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2.3.3 Stable Obstacle Configurations
Clearly the whistles are substantially different from sound produced without an obstacle.
But outside the whistle range, the sound is different also. Figure 2.18 contrasts spectra gener-
ated by a constriction in a tube with and without an obstacle downstream. When the obstacle
was present. it was 3 cm downstream. well out of the whistle-generating region. The obstacle
increases the amplitude of the spectrum considerably and also increases the dynamic range,
that is, the prominence of both poles and zeros, as evidenced by the size of the amplitude
excursions across the entire frequency range of a given spectrum.
Figure 2.19 shows spectra for the constriction positioned flush with the baffle (If = 0 cm),
and three different distances to the obstacle. As lo increases, the frequencies of the troughs in
the spectra decrease: these frequencies occur approximately at f = nc/210. where n = 1, 2,...,
that is. the half-wavelength resonances of the constriction-oblstacle distance.
Variations in the angle 0 between the jet axis and the microphone also influence the measured
spectra. As 0 increases. the trough frequencies shift and the spectral amplitude generally
decreases (see Fig. 2.20). The amplitude reduction is further demonstrated in terms of the
overall sound level as a function of 0 (see Fig. 2.21).
A source of sound positioned near a baffle will generate reflections and therefore interference
at frequencies related to the distance between source and baffle. This explains the orderly shift-
ing of the minima as a function of both 0 and 10. The amplitude minimum over all frequencies
as a function of 0, which in this case occurs around 90', is related to the characteristics of the
source alone. n fact, it is quite reminiscent of the directivity pattern of a dipole. As will be
discussed more thoroughly in Ch. 3, there is good reason to expect a dipole-like directivity
pattern for sound generated by a jet striking an obstacle.
The smooth curves plotted on Fig. 2.21 constitute the predicted directivity pattern for a
dipole positioned 3 cm from a baffle. They were computed using the expression for the far-field
sound pressure generated by a dipole (Beranek, 1954) and adding a term to represent the image
dipole:
p(r, 0, w) = -Ud [-e- '- 
where
Ud = dipole strength
r = distance between dipole and observer (microphone)
0 = angle between downstream jet axis and r vector
R = distance between image dipole and observer (microphone)
b = angle between downstream jet axis and R vector
lo = distance between dipole or image dipole and baffle
w = 21rf, f = frequency
p = density of air
c = speed of sound in air
Note that R mid ~ are functions of r, 0 and 10.
Since the source strength Ud is unknown, the curves were scaled according to the measured
amplitude at 12'. Further, since p(r. O.w)/lUd increases proportional to frequency squared,
an amplitude computed over the entire frequency range would show the effect of the shifting
minima, which we are not interested in. Consequently, only values between 2 and 3 kHz were
us('d to complutC the theor(tical amplitude. since this range excluded the frequency-shifting
minima due to the resence of the balfle. The amlplitudes for the lmeasllr(l( curves were also
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computed over this range. which is generally in the vicinity of the inaximnuni atplitude of each
spectrum and therefore is the least affected by the ambient noise. Although the measured and
theoretical curves exhibit similarly broad minima around 90() . the theoretical curves extend to
somewhat lower amplitudes. The discrepancy my be due to the noise generated by the jet
itself. which would not be expected to have the directionality of a dipole.
Amplitudes were also computed for the measured data over the range 1500 to 10200 Hz.
Summation over a greater number of frequency bins than for the 2-3 kHz range made the
directivity patterns somewhat smoother, and also made the minimum near 90 shallower, pre-
sumably the effect of the background noise. For either case. the theoretical and measured
curves do not match perfectly, but are close enough to suggest quite strongly that the obstacle
generates a dipole-like source.
2.4 Discussion
In this chapter the aerodynamic and acoustic effects of various parameters describing the
flow and the physical configuration of a constriction in a tube have been investigated. The intent
has been threefold: to establish useful methods with which to obtain and analyze mechanical
model data. to focus on the parameters that are the most important in terms of their acoustic
impact and likelihood of occurrence in fricative production, and to begin to quantify the effects
observed.
The qualitative assessment of the various parameters revealed that the presence of an ob.t -
cle, the length of the front cavity, and the flowrate have the most effect on the sound produced.
Efforts to quantify the effects included the derivation of flow resistance; prediction of the whistle
frequencies for the untapered constriction, and of the resonance and anti-resonance frequen-
cies for the stable obstacle and no-obstacle configurations; and comparison of the no-obstacle
spectra to Lighthill's V8 power law. Prediction of resonance frequencies, indeed of the entire
spectrum, can be made more accurate by using derived data such as the flow resistance and
directivity patterns.
In Chapter 3 we will do just that: derive a more accurate model and compare it to experi-
mental data. In many ways, the data reviewed so far lend themselves to a source-filter model:
we speak of the source characteristic of a free jet. and the tract resonances that are excited by
that jet. A significant class of exceptions is that of whistling, in which the "source' interacts
so strongly with the "filter" as to make it unclear which parts of the configuration and jet
contribute to each theoretical entity. Since it is of interest whether other configurations exhibit
source-tract interaction, whistling cases were specifically excluded from consideration in Ch. 3.
Further simplification was achieved by varying only the parameters identified as most im-
portant (U, If. and presence of obstacle), and freezing the other parameters at values that were
convenient experimentally and, where possible, typical for speech. Hence. the constriction was
tapered (to eliminate the type of whistles that a vocal tract is not likely to produce), of area
0.08 c 2 (approximately the area used for fricatives), circular (minimlul viscosity for its area,
no effective-width formulae necessary), and 1 cm long (minimum length for fricatives. but short
enough to discourage whistle-like behavior). The obstacle, when used, was semicircular, both
because it occluded all parts of the jet regardless of lo and because it approximates the shape
of teeth, the mnost likely obstacle in the vocal tract. It was poitioned 3 cni away fromI the
constriction in order to avoid regionls where whistles could occur. All mneasurenllets were ima(le
at a sinle angle of 28 :. which was chosen fairly near the jet axis to get maxinmunl amplitude,
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but not on it to avoid wind noise.
Two front-cavity lengths. 3.2 and 12 cm. were chosen for two basic reasons. The difference
in front cavity lengths affects the resonance frequency anld bandwidth noticeably. and places
the obstacle in completely different locations relative to the expected standing wave patterns.
Yet even with these differences. the fact that the two lengths are nearly integrally related means
that they have resonances at the same frequency, and thus have at least one spectral feature in
common.
We arrive then at four models total. composed of two constriction positions, each with and
without the obstacle. These will be subject to much scrutiny because they are the essence of
the acoustic mechanism for fricatives. Thus we will refer to them collectively as the idealized
fricative models, or separately as the idealized obstacle and no-obstacle cases.
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Filgre 2.18: Spectra contrasting no-obstacle and non-whistling constriction-obstacle
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Figure 2.19: Spectra for non-whistling constriction-obstacle configurations, showing the
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Figulre 2.20: Spectra for non-whistling constriction-obstacle configurations, showing the
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Figure 2.291: Complete directivity patterns for the constriction-obstacle onfiguration,
lo = 3 cm. If = 0 cm. The microphone is 26 c from the center of the olst.acle. For
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The Idealized Obstacle and No-Obstacle
Cases
3.1 Theoretical Predictions
In this chapter we attempt to develop theoretical models that account for some of the
experimental data in Chapter 2. We restrict our attention to two basic configurations, referred
to as the idealized obstacle and no-obstacle cases. We derive models for these cases in Section
3.1. and compare the predictions of the models to experimental data in Section 3.2. We first
consider models of the sound-generating mechanism (the sources). and then develop models of
the "tract" - the filter - with such sources in it. Such a separation carries an assumption of
source-tract independence, which is assessed via the comparisons made in Section 3.2.
3.1.1 Source Model for Obstacle Case
We begin by considering the first idealized case. that of a jet striking a rigid obstacle inside
a tube. The details of the system were discussed in Section 2.1, and are diagrammed in Figs.
2.1. 2.3 and 2.4. Throughout this chapter the word "tube" refers to the 17 cm length of
plastic tubing. while "tract" refers to the entire assembly of tube. constriction, and obstacle.
"Configuration" is used to refer to the set of dimensions describing a particular tract or tract
model. Other terms denoting particular regions, such as "glottis", back and front cavities, and
"mouth", are defined in Fig. 2.4. with liberal borrowing from vocal tract terminology. In this
chapter, "the obstacle" refers to tile 2 mm thick semicircle of aluminum. mounted with its plane
surfaces perpendicular to the axis of the constriction and the jet, with the center of its edge
intersecting the jet axis 3 cm downstream of the constriction. The constriction is a 0.32 cm
diameter circular hole of length 1 cm, centered in an aluminum plug. The inlet to the hole is
tapered.
Since the lengths of the tube and constriction are constant, the position of the constriction
within the tube determines the lengths of the back and front cavities, those regions between
glottis and constriction and constriction and mouth. Since the tube diameter and constriction-
obstacle distance are constant (2.54 and 3 cm, respectively), different configurations can be
identified by the length of the front cavity alone. In this chapter three values of If were used: 0,
3.2 and 12 cm, creating corresponding back cavity lengths of 16. 12.8 and 4 cm. The obstacle is
therefore suspended in free space (via the rod threaded into its downstreanl face) for If = 0 cm;
flush with the mouth of the tube (and therefore reducing the area of the mouth) for If = 3.2
cm; and 9 cm back from the mouth for If = 12 cm.
When If = 0 cm, the sounld-producing region is not enclosed by the tube. and thus represents
the closest possible approximation to a pure source. We therefore proceeded as d(iagrammed
in Fig. 3.1: first, the data measured for the 0 cm configuration were used to derive a one-
dimensional source: second. transmission-line theory was used to predict the output when the
derived source was located inside the 3.2 and 12 cm configurations: and third. the predictions
were compare(l to data measured for the actual 3.2 and 12 c configurations.
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We begin by considering the sound source. As shown in Chapter 2. the combination of
the tapered inlet and tilhe 3 c constriction-obstacle distance ensure that the configurations
will not whistle at any of the flowrates used. However. the presence of the obstacle does
substantially increase the amnl)litude of the sound produced. heightens the peaks. and introduces
sharp troughs in the spectrum. As a first approximation,. then, we Ineglect sound produced by
the jet. and consider only that produced at the obstacle. Based on the work of Curle (1955)
and others. we assumne that there are flow dipoles at the obstacle due to the net force exerted
by the obstacle on the turbulent air. The orientation of the flow dipoles can be assumed to be
longitudinal since the plane surface of the obstacle can only support forces in the longitudinal
direction.
A flow dipole is a dipole source generated by fluid flow. A dipole source can be modeled
as two out-of-phase simple sources a distance d apart, each generating a volume-velocity U.
However, since both U and d are theoretical, unmeasurable entities, we lump them together
and characterize the flow dipole by a strength S = Ud that depends on flowrate. The combined
parameter S can be determined indirectly, a necessary step towards translating the flow dipole
model into a source that can serve as an excitation function for a transmission-line model.
First, po. the far-field sound pressure generated when If = 0 cm. was measured. (A word on
notation: p, means the far-field sound pressure measured when If = . means the predicted
rather than measured value of the variable y.) Although suspending the obstacle in free space
did eliminate the sound-altering effects of a surrounding tube, the sound recorded was not only
that emahiating directly from the obstacle. since the constriction did reflect and scatter sound
back towards the microphone. The baffle mounted flush with the mouth of the tube (as shown
in Fig. 2.3) controlled the reflections so that the measured sound was that generated by the
jet-plus-obstacle and its reflection in the baffle. If we represent the sound source by a single
dipole, we have the situation shown in Fig. 3.2a. The quantities r, R. 0, d have been defined in
this somewhat inelegant manner in order to correspond to the way in which the measurements
are made. At a distance r that is large compared to d but not compared to lo, the predicted
far-field sound pressure Po is found by combining the far-field pressure expressions for a dipole
and its image dipole:
o (r,0,w) = w2P s [coe-ik' c CO ek R ] (3.1)
47rc R
where
S = dipole strength
r = distance between dipole and observer (microphone)
0 = angle between downstream jet axis and r vector
R = distance between image dipole and observer (microphone)
b = angle between downstream jet axis and R vector
lo = distance between dipole or image dipole and baffle
w = 27rf, f = frequency
p = density of air
c = speed of sound in air
Note that R and X are functions of r, 0 and 1o.
The ternis within square brackets nearly cancel at frequencies where R - r is equal to odd
multiples of a half wavelength. The frequencies of the minima caused by such cancelation are
very sensitive to changes in 0. especially for large 0, or lo. The depths of the minima dcrease
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(i.e., the cancellation becomes less pronounced) as R increases relative to r. As pictured in
Fig. 3.2b, a distribution of such dipole pairs along the y axis. modeling the effect of a finite-
width obstacle. can be comlbinled incoherently by a(ding together te [PoI quantities generated
for each source-image pair. The small frequency shifts in the zeros due to the variations in y
for each pair have the effect of increasing the bandwidths of the minima. particularly at large
values of 0. A graph of po/S versus w for typical values of the parameters is shown in Fig. 3.3.
The effect of the baffle on the source. for a given microphone position. can be thought of
as a filter. with a theoretical transfer function of po(r,O. 0, w)/S(w). We can therefore derive an
estimate of the source function, S, by inverse filtering the measured pressure po(r, 0, w):
po(r. 0, w)
= po(r.O w) (3.2)
The theoretical transfer function in the denominator was derived by using y equal to the width
of the obstacle. 2.54 cm. and three dipoles evenly spaced along the width of the obstacle, that
is. n, = 3.
We now wish to find an equivalent source p, in terms of S. p, will be used to model sound
generation inside the tube only, where only plane waves propagate (for frequencies less than
the first cutoff frequency, which as shown in the next section is 8000 Hz). If we make the
assumption that all of the sound radiated by the flow dipoles excites longitudinal modes of the
tube, we can approximate the spherical sources comprising the dipole by plane-wave sources
of the same strcngth U. The distance d separating them becomes a transmission-line section
of (small) length d. which is represented by an acoustic mass of value pd/A, where A is the
cross-sectional area of the duct. We thus obtain the circuit shown in Fig. 3.4. It is then
straightforward to derive the pressure drop across the circuit, which is then the strength of the
equivalent pressure source:
P =j (A) (Ud)
j(A)( (S )) (3.3)
We now have an expression for the sound source generated by the obstacle in a tube that
depends only on the sound measured when the obstacle is in free space. In Sections 3.1.3 and
3.1.4 we will derive the rest of the transmission-line model in order to compute the transfer
function Joutlp,, where Uo,t is the volume velocity at the mouth of the tube. By combining
this transfer function with Eqn. 3.3 we can test the validity of the various assumptions on
which the model is based, including that of no source-tract interaction.
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ny = number of elements
in y dimension
Figure 3.2: a) Schematic of dipole reflected in baffle, defining R. r, 0. , and 1,.
b) S:hchematic of distribution of dipoles and image dipoles. dfining y and n.
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Figure 3.3: o/S vs. f: predicted far-field pressure due to three dipoles reflected in
baffle, versus freqlency. at three angles. Dipoles are evenly distributed over 2.5 cm
length. all 3.1 cll fromn baffle, alnd are assunmed to be of the saime strelgth alnd coherent.
S. the dipole strength. normalizes bpo. r = 26 cmn. I = 3.1 cm: 0 is shown on the figure.
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3.1.2 Tract Models, General Method
The acoustic behavior of a duct enclosing sound sources canl be imodeled by (listribluted
or luniped networks. which are composed of circuit elements representing the essential prop-
erties of the air and various sources of loss. Tihe distributed network. otherwise known as a
transmission line. is a one-dimensional model: its range of validity depends onl the length of
the individual segments in the transmission line. the frequency of the first cross-mode. and the
approximation of tile hyperbolic impedance elements (Flanagan. 1972). The lumped networks
used here function as low-frequency approximations of the distributed network. They are valid
for sounds whose lhalf-wavelength is greater than the length of the tract, which corresponds to
frequencies less than 1000 Hz.
hi the analysis performed here, the first cross-mode generally is the most stringent limit
for the validity of the distributed network model. For a rigid circular tube of radius a, higher
modes correspond to solutions of the equation
J m(7rq) =0
or 7rqJm-(frq) =mJm(rq)




The first propagating cross mode occurs for a01 = .5861; for the tube radius of 1.27 cm used
in the experiments. the predicted frequency of this mode is 7950 Hz (Morse and Ingard, 1968).
Whether a lumped or distributed network is being considered, the location of the excitation
relative to the output determines the form of the transfer function. If the input is at one end
of the circuit and the output at the other, and there are no side branches. the transfer function
will be all-pole: as shown in Appendix B. the numerator will be a constant and the denominator
will be a function of s, as here:
Uout K
Uin sm + bmlsm- - * + ' + bo
A similar result obtains for a pressure source located at one end of the circuit. When s takes
on a value equal to a root of the denominator (a pole), the function as a whole goes to infinity.
If the source is located elsewhere in the circuit, the transfer function between it and the output
takes the form
Uout sn + a_s n -1 + . + ao
-K
Usource sm + bm-lsm - + ... + bo
Since the numerator is now a function of s also, its roots make the function go to zero, and are
the zeros of the transfer fnction. The poles are the natural frequencies of the entire circuit,
and are excited by a source positioned anywhere in the circuit. The zeros change as the source
location and type change: for a series pressure source. they are the natural frequencies of the
circuit behind the source with the source open-circuited. The behavior near zero frequency,
where the transfer function equals Kao/bo, and at high frequency, where it is Ksn--m, is affected
by the source location also.
There are many ways of deriving the transfer function for a given circuit. Aside from
the well-doculmenlted, formal methods of solving sets of sinmultaneous equations for the desired
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function. it may be easier in sollme cases to solve separately for the numerator and denominator.
The roots of the denominator are the natural frequencies of the entire network with internal
sources set to zero. Ay transfer fnction that is the ratio of an output variable (current or
voltage) to an input variable will have the same natural frequencies. so the most convenient
set of variables can be chosen. For the numerator. we consider the original circuit with source
intact. Suppose that we want the transfer finction of the output current over the source voltage.
as shown in Fig. 3.5. The zeros occur when the part of the circuit on the side of the source away
from the output (labeled "Back Network in the figure) acts to reduce the output current to
zero. For a series voltage source (part a of the figure), this occurs whenl the impedance looking
back from the source is infinite. since all of the source voltage is dropped across Zback without
generating any current. (For a parallel current source. as in Fig. 3.5b, the impedance looking
back must be zero for analogous reasons.) Settilg Zbak = 00 is the same thing as finding the
poles of the Zack function. Therefore. the numerator of the desired transfer function is the
denominator of the impedance looking back at the location of a series voltage source (or the
numerator of the impedance, for a parallel current source).
Since s = a + jw.is complex. the poles and zeros are in general complex. Throughout this
chapter. the coordinates of singularities are referred to by the more descriptive parameters of
resonance frequency f and bandwidth Af, where f = w/27r and Af = a/7r. (If a singularity is
pure real, no bandwidth is given, and f = a/27r.) As shown in Fig. 3.6 for the underdamped
case, these parameters define not only the complex s coordinates, but also the center frequency
and width between 3 dB-down points of the peak (or trough) in the transfer function T(jw).
As singularities move away from the jw axis. as would happen in, for example, a series R-L-C
circuit if R steadily increased. this terminology becomes somewhat misleading. Bandwidth is
no longer a visually accurate concept when a resonance has no discernible peak. However, due
to the usefulness of the concept in the lightly damped cases and the awkwardness that would be
created by constantly changing notation, bandwidth and frequency, as defined above in terms
of a and w. will be used throughout to specify singularities.
A section of duct of essentially the same cross-sectional area throughout can be modeled
by a segment of transmission line with the lumped elements shown in Fig. 3.7. (The model
is invalid for half-wavelengths shorter than the length of the section, and may be restricted
further. as discussed earlier.) The element R represents the loss due to viscosity at the walls
of a section of unit length, G the loss due to heat conductance. while L represents the mass
of air in a unit-length section and C its compliance (see Flanagan, 1972). The section can be
represented by the T-network in c) of the same figure. The argument of each of the hyperbolic
impedances depends on = z = a + j, where z = (R + jwL) and y = (G + jwC). For
small losses. p - w/c and
RL G
a~ 2- + 2- ~ (3.4)
where
L = = per-unit-length inductanceA
A
C = -7 = p)er-unit-length compliance
pc-
R i = per-urnit-length resistance (3.5)1 1A 2 2 
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77 - 1 _WG = S 7 2c- = per-unit-length conductance
A = tube area. cm 2
S = tube circumference. cm
p = air density = 1.18 x 10- 3 gm/cmn3
c = sound velocity = 34480 cm/s
= viscosity coefficient = 1.86 x 10 - 4 dyne-s/cm 2
A = coefficient of heat conduction = 5.5 x 10- 5 cal/cm-s-deg C
77 = adiabatic constant of air = 1.4
Cp = specific heat of air at constant pressure = .24 cal/gm-deg C
If there is no loss. R = G = 0, a = 0, and the hyperbolic impedances reduce to the corresponding
circular functions.
There are two other major impedances not included in the elements described above. The
first one. the radiation load of a piston in an infinite baffle, is modeled by the circuit shown
in Fig. 3.8, and is valid over the entire range of frequencies that the transmission line is. The
impedance is:
s2(MAR1R2CA) + s(MAR1 + MAR2)







a = radius of the mouth opening
At low frequencies (ka < 0.5) the model reduces to a resistance (R1 i R2) and inductance
in parallel: at high frequencies (ka > 5) it reduces to a resistance (R 2) with the value of the
characteristic impedance of air divided by 7ra2 . the area of the mouth opening (Bcranek, 1954).
Not included in the description of the transmission line elements is the flow resistance of
a constriction, which was discussed in Chapter 2. Since in the present experiment the AC
fluctuations in pressure and velocity due to a sound wave are small compared to the static
pressure drop across and volume velocity through the constriction. the incremental resistance
R/ is the loss experienced by the acoustic disturbance (superimposed on the DC flow). The
value of Ri at a given flowrate U is found from
pU
Ri = K A2 K (3.7)
using the values of K2 = 1.0 and K 3 = 8.7 found in Chapter 2 for the constriction of area




Three models of increasing realism and complexity were analyzed. They are shown in Fig.
3.9. Although only the results of Model III are used for the comiparisons made in Section 3.2.
the simpler models increase our understanding of the effects of the different components of the
configurations. For Model I. we assume that the constriction impedance is essentially infinite,
leading to a front-cavity-ollly configuration. In Model II. the constriction is modeled with a finite
impedance and a reflectionless termination. and the front cavity is the same as in Model I. In
Model III. the back cavity and "glottis" are added to Model II. For each model we derive the low-
frequency behavior. using lumped element analysis. and then we extend the frequency range by
using distributed transmission line models. Since analysis of transmission-line networks becomes
computationally more difficult as the number of sections increases, some of the distributed
models were analyzed with the help of a program (TBFDA) that generates the transfer function
for a given area function by solving the plane-wave propagation equations iteratively (Henke,
1966: Hosein. 1983). Since TBFDA models the losses in a way more appropriate for a human
vocal tract than for plastic tubing. only pole and zero frequencies generated by the program
were used. and more accurate bandwidths were calculated separately by considering the effects
of heat conduction. viscosity, radiation. and flow resistance. Further details of the calculations
will be described in Section 3.1.4.
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WHEN Zback = o
WHEN Zback = 0






















































Figure 3.6: Sequence of pole-zero diagrams and plots of transfer function magnitude


















Z, = Z tanh t
Z b = Z csch 
Zo = 'r=Vzy =V(R+iwL)(G+wCC)
Figure 3.7: a) Section of lossy cylindrical duct.
b) One-dimensional Iluppcd-eleienlt equivalent of (luct section.
c) Equivalent T-network for a length I of a uniform tralslnission line.
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Low-Frequency Tract Model I
Model I is derived by approximating the constriction by an infinite impedance. leaving only
the front cavity to be modeled. We beginl with a distributed model of the front cavity and
reduce it in a series of approximations to the low frequency model. First, only two T-sections
are needed. one on either side of the pressure source. since at low frequencies the wavelengths
are much longer than the entire front cavity. Near zero frequency. the associated viscosity and
heat conduction losses. both proportional to /f, approach zero. Likewise. the impedances of
the inductances representing the mass of air in the front cavity are proportional to f and thus
approach zero. Therefore. the two T-sections reduce at low frequencies to one element each: the
compliance of the air in that section of the tube. Only one of these appears in the final circuit,
since at low frequencies the radiation impedance. dominated by the inductance. short circuits
both the radiation resistance and the compliance of the part of the front cavity forward of the
pressure source. We are thus left with the pressure source. the short circuit at the output, and
Cf. the compliance of the cavity between the rigid wall of the constriction and the pressure
source, as shown in Fig. 3.10a. The transfer function
Uot = SC
Pa
has a single zero at 0 Hz, as shown in Fig. 3.10b and c. (The absolute magnitude, using the
actual value of Cf. is shown.)
Low Frequency Tract Model II
When the constriction is modeled by a finite impedance terminated on the upstream end by
a short circuit, the circuit shown in Fig. 3.11 results. The same low-frequency approximations
made for Model I, with the addition of the constriction impedance, reduce the distributed
network for this section of the tract to a series inductance-resistance combination in parallel
with Cf. R models the flow resistance, and L, models the mass of air in the constriction
(since the area of the constriction is relatively small, C, the compliance of the constriction, is
negligible). Without loss (Re = 0), the transfer function is
Ut =s2 + LPaut S ~ f
Ps s
which has a pole at 0 Hz. and zeros. corresponding to the Helmholtz resonance of the constriction
and the front-cavity compliance, at ±(j/2wr) 1/LC. With loss, the transfer function becomes
2 R 1
Ps C s + R/LC
with the singularities:
pole: s = R (3.8)
Lc
R, I R, 2 4
zeros: s = -- --- /





At U = 250 cc/sec, R = 55.97 g/sec-cm4 , and for a constriction-obstacle distance of 3 cm,
the pole occurs at 610 Hz: the zeros have a frequency of 250 Ilz and a bandwidth" of 610
Hz. At zero frequency. the transfer function equals 1/R,. As the frequency increases. it tends
towards sCf. reflecting the fact that there is one more zero than pole ill both Models I and II.
The pole-zero diagrams are shown in Fig. 3.1lb. The transfer fiunction of the case with loss
is shown as a solid line in Fig. 3.11c: on the same raph the transfer function for Model I is
shown dotted. Note that above about 1000 Hz. where the two curves are within 1 dB of each
other, the details of the low-frequency behavior no longer matter.
Low Frequency Tract Model III
At low frequencies the circuit model shown in Fig. 3.12 applies, which adds another resistor
and capacitor to model the "glottis" and back cavity. Without loss (R = 0, Rg = oo), the
transfer function is
Us3 + s(9Cb + C
= Cf
ps s2 +(
which has a zero at 0 Hz, a pole pair due to the Helmholtz resonance of the back cavity and
constriction. and a zero pair due to the combination of all three elements. With loss, the
transfer function becomes:
s+ 2 Rc (CRg+Cf_(RC +Rg) 1
Uout LC+ CfCbLcRg Cf CbLR
= Cf
Ps 5 + SLc±CbRJ4 (+ cR
CbLcRg CbLcRg 
where
Cb = = back cavity compliance
Rg P "glottal" resistance
Ag
Cf = Vf = front cavity compliance
pc2
R, = .Uc2 + K 3 = constriction resistance
Lc = PIC = constriction inductance
A,
At zero frequency, the transfer function equals 1/(Rc + Rg). As the frequency increases, it tends
towards C; again there is one more zero than pole, resulting in the same asymptotic behavior.
When the front cavity is 3.2 cm long, R = 12.7 g/cm4 -sec. U = 250 cc/sec, and Rg =
41.9 g/cni 4-sec. frequencies and bandwidths of the poles and zeros are as follows:
real poles: f = 150, 530 Hz
real zero: f = 50 Hz
zero pair: f = 320 Hz
Af = G620 Hz
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When the front cavity is 12 cm long, for the same U, Rc and Rg, the poles and zeros are:
pole pair: f = 280 Hz
Af = 820 Hz
real zero: f = 100 Hz
zero pair: f = 720 Hz
Af = 450 Hz
These are shown in a pole-zero plot in Fig. 3.12b. The transfer function is shown with sCf
dotted as before in Fig. 3.12c. With this model, the difference in the front and therefore back
cavity lengths affects the frequencies of the poles and zeros. When = 12 cm. Cf and Cb are
about equal; when Lf = 3 cm. Cb is roughly four times bigger than Cf. The larger Cb is, the
smaller its impedance, and the more current it draws relative to Rg. Since loss in a resistance
is proportional to the square of the current through it. this accounts for the smaller amount of
damping of the real zero when the back cavity is larger (If = 3 cm). The Helmholtz resonance
between the constriction and the back cavity increases in frequency when the back cavity is
shortened; simultaneously the effective damping decreases, so that the poles are underdamped
and therefore complex when If = 12 cm, and are overdamped for If = 3 cm.
Summing up the three models. we find that it is not too inaccurate to think about the
low-frequency behavior ill terms of Model I. especially above about 500 Hz. We will, however,
use the more realistic Low-frequency Model III results when we assemble the finl transfer
functions. We turn now to the higher-frequency behavior, using distributed circuits for the
same three models.
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Figure 3.10: Low Frequency Model I.
a) Circuit
b) Pole-zero plot
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Figure 3.11: Low Frequency Model II.
a) Circuit
b) Pole-zero plot
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Figure 3.12: Low Frequency Model m.
a) Circuit
b) Pole-zero plot

































3.1.4 Higher Frequency Models
Model I.
We begin by considering the transilission-line models shown in Fig. 3.13. which are based
onl the same Model I approximation imade in Section 3.1.3. that the constriction impedance is
infinite. When we no longer iiake the low-freqiuency approximation that Z is short-circuiting
the front cavity section downstream of tile pressure source. we obtain two different models. one
for each front cavity length. However. both transfer functions are similar in form. Since the
distance from the back wall to the pressure source is the same in both cases. the numerators
are identical. The denominators have the same form but depend on different values of If. The
most efficient way to find the transfer functions is therefore to solve for the poles and zeros
separately.
Let us first ignore the radiation impedance, that is. assume that ZR = 0. We can solve for
the poles by finding a transfer function of any two variables at opposite ends of the circuit,
since all of these combinations will have the same poles. Following Flanagan's method (1972),






If = length of front cavity
-f = r + jp
2f C2C 2\ L
Cc
The poles satisfy:
coshyflf = 0 (3.9)
~f = (r + J3)I = (2n + 1)7rf = ( + j 2 n = 0, 1, 2,...
j = -a + j(2n + 1)r
21
w
since 3 - -
c
sn -ci j (2n + 1)i, n = 0,1 , 2,...
21!
and the frequencies and bandwidths are:
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These expressions incorporate viscosity and heat conduction. but as yet no loss due to radiation.
To copute the zeros. we need to find te poles of the driving-point impedance Zack looking
back from the pressure source. as described in Section 3.1.3. The driving-point impedance is:
Zback = Zao + Zbo
cosh 70ol
= Z0oo ihsinh 7010
where Zoo = p/Ao, the chlaracteristic impedance of the section of the tube between constriction
and obstacle. Zback = oo00 when




S = rm ± jWm = -oc ± ' m = 0, , 2...
Thus the zero frequencies and bandwidths are




The complete transfer function for this model, excluding radiation loss, is:
Um sinh l010 /Zoo
Ps9 cosh 7flf
Let us now consider a non-zero radiation impedance. This affects the poles only, since
the zeros are due to the resonances of the tube behind the pressure source only. Following
Flanagan's method (1972), we arrive at a modified transfer function
Um 1 cosh 1,l
U cosh + ZRn cosh ( + 7,)'
cosh -t + osinh 7l
Zo
where 7RI = tanh -(ZR/Zo). As in Eqns. 3.9. cosh ( + 7YR) = 0 when
.(2n +1)ir
(' + R)I = 2 + )
Taking the first term of the series
X3 Xs
3 5
a procedure that is valid as long as ZR/Zo < 1, we have
1 zR = aR +/ = zI Zo
aR = Af Re(ZR)
OR = A f Im(ZR )I pc
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Substituting in, this gives us
j·n (1 OR -(a +aR) (2n + 1)7r2
sn (a + ( R)c j( 2 ] (3.12)21
1 + 21
n = 0, 1, 2,...
Flanagan used a relatively simple model for the radiation and thus was able to derive a concise
analytical expression for s,. Although we cannot do that here. the same observations he
made still apply. For a nonzero radiation impedance, both cR and R are greater than zero.
Therefore, the effect of the radiation impedance will be to make the term outside the brackets
in Eqn. 3.12 less than 1. decreasing the imaginary parts of the poles, and to make the real part
of s, more negative, thus increasing the damping.
When is the approximation to the value of 'al valid? ZR _ Zo when ka - 1.0, where a is
the radius of a piston mounted in an infinite baffle. ka = 1.0 corresponds to 4320 Hz for the
If = 12 cm configuration. and 8640 Hz for If = 3.2 cm (the difference is due to the difference
in mouth sizes). In the vicinity of these frequencies, using only the first term of the hyperbolic
tangent series is not as good an approximation as elsewhere in the frequency range. If we
include the first two terms of the series, the expressions for R and OR become:
1A1 n,(, eR) 2 Im(ZR) 2
OR - Af Im(ZR) 1 + ) ( Z ) )
If we assume that both Re(ZR) and Im(ZR) equal 0.9, the value of aR is half as big if the
second term is included. and the value of R is half again as large. This means that leaving out
the second term will result in both real and imaginary parts that are too large. in the vicinity
of ka = 1.0. We will use this fact to assess the effect of this approximation, since in the transfer
functions calculated here, only the first term of the series was used.
We can quantify our predictions about the effect of the radiation by tabulating the fre-
quencies and bandwidths derived for this model. Equations 3.10. 3.12. and 3.11 were used to
calculate the values for, respectively, the poles without radiation, poles with radiation. and the
zeros. Eqn. 3.12 was used by solving for each pole frequency without radiation, computing
'YR at that frequency, and using that value to solve for s. Figure 3.13b shows.a plot of the
bandwidths as a function of frequency for this model. It is clear that the viscosity and heat
conduction losses are insignificant compared to the radiation losses for the poles of the transfer
function.
When the front cavity is 3.2 cm long, the obstacle occludes half of the mouth of the tube. The
plane-wave model does not allow for the probable occurrence of evanescent modes in the vicinity
of the obstacle, and thus the predicted frequencies of the poles are likely to be inaccurate. Since
a theoretical consideration of such effects would mean abandoniing the transmission line model
which is of such great useflness. we will proceed as planned theoretically but check and adjust
results accordling to empirical data.
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2690 13 1850 220
8080 23 6400 2540
POLES If = 12 cm
Sources Viscosity Viscosity
of Loss: Heat Heat
Radiation
f Af f Af
718 7 660 16
2155 12 1990 100
3590 15 3350 260
5030 18 4760 470
6465 20 6210 660
7900 23 7680 790










Table 3.1: Poles and Zeros for Higher Frequlency Model I. If the complex frequency of each
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Model II.
We can now extend the model to include the constriction. terminated with a short circuit
at the inlet as in Section 3.1.3. The constriction affects both frequencies and bandwidths of
the resonances, since it has inductance as well as additional sources of loss, that is. viscosity
and flow resistance. Since we already have the results of Model I, we will sinply compute
the approximate change in the resonance frequencies due to the constriction by neglecting all
sources of loss. and then separately compute the change in the bandwidths by considering the
energy distribution in the front cavity to be the same as for the no-loss situation.
We begin with the resonance frequency computation. using the circuits shown in Fig. 3.14a.
Neglecting losses in the front cavity reduces the impedances from hyperbolic to circular func-
tions, as shown, and sets the radiation impedance to zero. Neglecting losses in the constriction
allows it to be modeled as an inductance. Resonances occur when tile driving-point admittances
looking to right and left at the junction sum to zero, or when
0 -=Y,+Yf
j A1 _ p
= - - J f cotklf, Lc = PA
wLc pc A,
The graph in Fig. 3.14b shows that one of the effects of the constriction is to move resonances
up in frequency. By iterating the above equation, the following frequency changes were found:
If = 3.2: f increment = +54, +18, +... Hz
If = 12: f increment = +51, +18, +11, +8, +... Hz
These increments remained the same when an end effect for the front cavity, inducing the
frequency-lowering effect of radiation, was included. In other words, the iterative method used
to compute the amount of frequency shifting that results from the constriction is the same
whether the initial frequencies include-the effect of radiation or not.
For the zeros, the sum of the admittances is:
0 = - +j tank
wLc pc
Iteration with this equation shows that the zero frequencies increase from 0, 5746, 11493... to
393. 5774, 11510... Hz. For the lowest zero it is actually more accurate to use the value of
250 Hz. as predicted for the lossy low-frequency (Model II) condition in Section 3.1.3. For the
higher-frequency zeros, bandwidths will be computed based on the frequency increments given
above.
With these resonant frequency changes in hand, we can now add loss to the circuit and
compute bandwidths. Loss in the constriction is due to viscosity and flow resistance. The
relative sizes of these two resistances can be compared by using Eqlns. 3.7 and 3.5 for Ri,
the incremental flow resistance, and R,i,,. the frequency-dependent resistance due to viscosity,
respectively. For the 0.318 cm diameter constriction, R,i,, = 0.132 VJ = 2.6 g/s-cm 4 at 400
Hz, and 13.2 /s-cm 4 at 10000 Hz. R = 0.193 x U + 8.9 = 39.8 g/s-cri4 when U = 160 cc/sec,
and 96.4 g/s-cmn4 when LT = 500 cc/sec. Thus Ri is always greater than R,ic across the entire
range of frequency and flowrate used. Therefore, only Ri is used for the constriction.
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We are now in a position to find the bandwidths of the higher-frequency poles and zeros.
In order to do this. we compute
r elnergy stored in front cavity f (3.13)
energy lost per cycle Af
for the front cavity resonances. For a given configuration the stored energy remains the same
regardless of which losses are considered. Consequently. the bandwidths corresponding to dif-
ferent sources of loss canl be computed separately and added together.
If we consider for the moment only losses due to the constriction, we can express both energy
quantities in terms of P0. the pressure at the constriction. Assuming that Po is a maximum at
the constriction outlet (reasonable for de << df and 1, << A such that the constriction impedance
Z, , jwLc + Re). and that we are considering a resonant frequency so that If _ A/4, we have:
peak energy stored, pole = C PJ2 dz
2 C A JPoc6s kx 2 d
2
1 A l 012 If
2 p 2 2
where C is the per-unit-length compliance of the front cavity. For a zero, the integration must
be performed from 0 to instead, where lo is the distance to the pressure source, at resonanice
frequencies for which to = A/2. The change in the final expression turns out to be slight:
1 f tpeak energy stored, zero = IPol2 pc2 2
If we now model the constriction as a resistance RC in series with an inductance L, we have:
1 (U12R
energy lost/cycle = 12 f
1 Po 2 Rc
2 R, + jwLi f
where




1 Af l (1 P0 2 R
( 4 p ) 2 iTi + jwLc i f
AfI R2 + (wL,)2
pc2 Rc
f _pc 2 Rc
A ) (3.14)Q rAfl I (R + (wL)2)
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where I = If in the final expression when the pole bandwidths are being computed. and 1 = o
for the zeros.
A graph of Af vs. f according to Eq. 3.14 is shown in Fig. 3.14c for Re = 55.97 g/sec-cm 4
(U = 250 cc/sec). A comparison of this figure with Fig. 3.13 reveals the effect of the constriction
at all frequencies. The pole and zero frequencies and bandwidths are given in Table 3.2.
Model III
We now incorporate the back cavity and loss at the glottis in the model. Inclusion of the
back cavity should affect the front cavity resonances, and introduce new back-cavity resonances.
Since the constriction area is small relative to the front and back-cavity areas, we expect that
there will be little coupling between front and back cavities. so that the effect on the front-cavity
resonances will be slight and the back cavity resonance frequencies will be approximately equal
to (nc/21b), n = 0, 1. 2.... In the next section we will use the program TBFDA to calculate
the effects of coupling between the cavities explicitly. In this section we will nlodel the losses
in the back cavity and compute their effect on the back cavity resonances.
Losses for the back cavity resonances arise from three sources: viscosity and heat conduction
along the walls of the cavity. loss at the forward constriction, and loss at the glottis. From
the front-cavity calculations we know that the viscosity and heat-conduction losses depend on
frequency but not on cavity length, and therefore we have an idea already of the size of those
losses. Therefore, let us first consider losses at the two constrictions.
The glottal pipe exits abruptly into the back cavity, but has a tapered inlet from the muffler.
Since the muffler presumably absorbs all sound (it actually attenuates sounds about 20 dB in
the 500 to 1500 Hz range, and about 30 dB in the 1.5 kHz to 6 kHz range), the glottal pipe
acts as a reflectionless tube. The abrupt outlet and the change in area from 1 to 5 cm2 indicate
that the impedance looking upstream from the outlet is
pc
Z =- Ag
where Ag = area of the glottal opening. The abruptness of the exit also means that the pressure
is approximately a maximum there. We can thus compute Q as before, with lb = A/2:
lb 1 C pIpeak energy stored = i C JP2 dx
1_ Ib
=C IPocoskxl2 dx2 o
1 Ab l b
2 pc2I 2
where C is the per-unit-length compliance of the back cavity.
energy lost at glottis/cycle = U 2 R2 f
1 Po pcl
2 pc/A 9 Ag f
1 Po 2 Ag
2 pc f
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A fg = cA
7Ablb
If = 3.2: Af = 164 Hz
If = 12: Af =525Hz
Since Zg is constant with respect to frequency. the contribution of glottal losses to Q is also a
constant across the entire frequency range for each lb.
We can now compute the losses at the constriction, using the same expression for stored
energy as above.
energy lost at constriction/cycle = 
1 Po 2 R
2 f RC2 + (wLc)2
So
Af2 7rAbb R2 + (wLc)2 I
_ c
ftot Abb Ag + (WLpc 
Figure 3.15 shows bandwidth vs. frequency for the two back cavity lengths. The loss at the
constriction causes the slight rise in bandwidth below 1 kHz. Losses due to viscosity and heat
conduction are negligible compared to the losses at the entrance and exit of the back cavity.
The area function of the entire tract, including the back cavity was input to TBFDA in
order to generate the frequencies of the back cavity poles and zeros. Since the back cavity
resonances show little effect of radiation impedance, they can be distinguished from the front
cavity resonances by their low bandwidths. Their frequencies, generated by TBFDA, are shown
in Table 3.3. Note that the pole and zero frequencies alternate. This can be proven to be
necessary by the separation property (Potter and Fich, 1963), which states that the poles and
zeros of a driving-point impedance or admittance function must alternate. Due to the position
of the back cavity relative to the input and output of the transfer function, it influences the
system via its driving-point impedance.
Since the back-cavity pole-zero pairs are all closer in frequency than the predicted back-
cavity bandwidths. the small ripples they produce in the transfer function will be obscured. In
the final transfer finction the back cavity resonances are included with the bandwidths shown
in Fig. 3.15, but their effect is much less pronounced than that of the front cavity resonances.
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f Af f Af
610 real
2690 13 1850 220 1900 270
8080 23 6400 2540 6420 2540
POLES If = 12 cm
Sources Viscosity Viscosity Viscosity
of Loss: Heat Heat Heat
Radiation Radiation
Constr.
f Af f Af f Af
610 real
718 7 660 16 710 75
2155 12 1990 100 2000 110
3590 15 3350 260 3360 270
5030 18 4760 470 4760 470
6465 20 6210 660 6210 660
7900 23 7680 790 7680 790









0 0 250 610
5750 19 5770 26
(11490) 27 (11500) 29
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I/ = 3.2 cm
Poles Zeros
If = 12 cm
Poles Zeros
1365 1377 4390 4395






Table 3.3: Frequencies of the poles and zeros predicted when the back cavity is included in
Higher Frequency Model III. The poles and zeros are arranged in pairs to demonstrate the small
differences in frequencies relative to the bandwidths, derived in the text, of approximately 164
Hz for If = 3.2 cm, and 525 Hz, for If = 12 cm.
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Figure 3.13: Higher Frequency Model I.
a) Networks of the front cavity, modeling constriction as a rigid wall.
b) Bandwidth vs. frequlency for Higher Freqllency Model I. Predicted poles are shown
by crosses, predicted zeros by circles. For poles. bandwidths include losees for radiation,
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Figure 3.14: Higher Frequency Model II.
a) Diagram identifying admittances in relation to the tube (front cavity plus constric-
tion), and lossless circuit model, including lumped element for constriction.
b) Admittances vs. frequency. showing the change in resonant frequencies due to con-
striction.
c) Bandwidth vs. frequency when loss is introduced in Model II. Predicted poles are
shown by crosses. predlicted zeros by circles. For poles. bandwidths include losses (Ine to
radliation. viscosity. heat condillction. and flow resistance: for zeros, banlldwid(tlis include
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Figure 3.15: Bandwidth vs. frequency for Higher Frequency Model m for back cavity
resonances. Baildwidths include losses due to glottis and constriction.
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If = 3.2 cm If = 12 cm
Poles Type Zeros Poles Type Zeros
f Af f Af f f f Af
150 real Bound Pair 50 real 280 820 Bound Pair, 100 real
530 real Free Zero 320 625 Free Zero 450 720
1365 185 Bound Pair 1375 185 730 70 Free Pole
1790 265 Free Pole 2010 115 Free Pole
2720 170 Bound Pair 2705 170 3370 270 Free Pole
4055 165 Bound Pair 4045 165 4390 535 Bound Pair 4395 535
5395 165 Bound Pair 5387 165 4870 490 Free Pole
Free Zero 5850 26 Free Zero 5850 26
6110 2340 Free Pole 6330 675 Free Pole
6815 165 Bound Pair 6735 165 7080 790 Free Pole
8112 165 Bound Pair 8080 165 8710 525 Bound Pair 8750 525
9453 165 Bound Pair 9420 165 9220 870 Free Pole
Table 3.4: Complete set of poles and zeros for the final model, obstacle case, U = 250 cc/sec.
3.1.5 Final Models, Obstacle Case
The resonance frequencies for the various higher-frequency models 'have been found by
deriving frequencies for the lossless front or back cavity, and then adjusting the values to
account for radiation, the effect of the constriction, and so on. By proceeding in this manner it
has been possible to see the detailed effects of changes in the configuration and of the different
types of loss. However, the momentary change in area at the location of the obstacle has not
been taken into account for the = 12 cm case, and the influence of the back cavity on front
cavity resonances, though likely to be small, has not been explicitly calculated.
Both of these problems can be handled by judicious use of TBFDA. where the specification
of many short sections of different cross-sectional areas remains computationally feasible. Thus,
TBFDA was used to generate the final transfer functions for the obstacle case, giving us slightly
more accurate results than are possible with Model III. Since the way losses are modeled in
TBFDA runs counter to our application, a no-loss tract - no radiation, no wall loss - was
specified as input to TBFDA. The resonant frequencies it computed were used as input to a
separate program (BAND) that calculated the final set of frequencies and bandwidths using
the Model III losses (as specified by the equations of Section 3.1.4). The values generated
by BAND for U = 250 cc/sec are given in Table 3.4. hi the table, the back-cavity pole-zero
pairs are designated as "Bound Pairs", and the poles and zeros that remain uncanceled are
designiated "Free Pole" or "Firee Zero". Values for other flowrates are given in Appendix C.
The transfer functions for the two configurations have an infinite set of poles and zeros;
the tables above specify only those falling within the 0 to 10 kHz frequency range. A transfer
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function generated from only the listed singularities would have a pronounced upward (or
downward) drift depending on whether there were more zeros than poles (or vice versa) specified.
This drift can be counteracted by either specifying some singularities above 10 kHz. or applying
a correction factor. Since a very large -number of silgularities must be specified in order to
appreciably alter the drift, correction factors were computed for the zeros and for the two sets
of poles in the following manner.
Since the back cavity poles and zeros very nearly cancel, the correction factors for each
would cancel also. Likewise, all of the low-frequency poles and zeros cancel except for one zero.
Therefore, we need only compensate for the higher frequency front-cavity poles. and the front
cavity zeros including one zero near 0 Hz. Let us consider the poles first. A normalized allpole
function consisting of an infinite number of poles evenly spaced in frequency with identical
bandwidths will have the same amplitude at all the troughs, At, of 0 dB. The peaks will
likewise all have the same value - call it Ap - which depends on the bandwidth. The desired
correction function is then determined by the amounts by which the troughs of an allpole
function, consisting of a finite number of poles, deviate from 0 dB, or the amount by which the
peaks deviate from Ap.
Let us rephrase that more precisely. Call the sequence of peaks. from low to infinite fre-
quency, Pi, for i = 1, 2,..., o. and the sequence of troughs ti, i = 1,2,..., oo. Since both
peaks and troughs should have constant (though different) amplitudes. we can use the more
convenient amplitude as the basis of comparison between the correct function and the func-
tion to be corrected. A correction function can thus be computed by generating the transfer
function TN(f) of N poles. where N is finite, and finding the trough amplitudes B(f(ti)) at
each trough frequency f(ti), i = 1,... N. These trough amplitudes are then subtracted from
the correct amplitude At = 0 dB, generating amplitude differences Dt(f(ti)) = At - B(f(ti)).
The correction function is generated by linearly interpolating between the amplitude differences
Dt(f(ti)), i = 1,... ,N, and is valid for frequencies less than f(tN).
Since the poles of the actual transfer function were not evenly spaced and had unequal
bandwidths, the amplitude of the troughs would not necessarily be zero dB, or even necessarily
equal. and the correction function is mnuch more difficult to determine. An approximation to the
correction function was therefore computed by generating a synthetic transfer function which
did have evenly spaced poles of equal bandwidths and using it as described above. The synthetic
transfer function used the actual bandwidth of the lowest frequency pole as the bandwidths
for all poles, and the frequency of the first pole determined the frequency spacing of all higher
poles by:
fn =(2n- )f, n = 2,3,...
Here fi is the peak frequency of the ith pole. For example. for the If = 3.2 cm case, the pole
frequencies used to compute the correction function were 1790, 5370, and 8950 Hz, and all
had the bandwidth 275 Hz. If the poles are spaced far apart. the correction curve will have
noticeable corners due to the linear interpolation. These can be smoothed" by computing
corrections at the frequencies of the peaks (which occur between each trough) also. The correct
peak value Ap was found by specifying a large number of poles (N = 21 for If = 3.2 cm,
N = 38 for If = 12 cm) at frequencies greater than 10 kHz. which was sufficient to correct the
lowest-frequency pole. (The lowest pole was considered corrected when the trough just above
it was within 1 dB of the correct value. 0 dB.) The amplitude of that first peak was then used
as the correct peak value Ap and tile procedure continued as for the troughs. Tile largest error
possible by this mnethod was therefore 1 lB.
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For the zeros the situation was complicated by the unnormralized( real zero near 0 Hz. which
llakes At ullknlown. With a single real zero at 0 Hz an(d all infinlite ilnUnl)ber of colll)l(x conjllgate
pairs occurring at half-wavelengths with the saIme l)aIdwidths. the zeros will all have the ampli-
tuhide A aill the broad maxima between them will all have the amplitude Am. Both amplitudes,
however. depend on the bandwidth used. Therefore. a large number of zeros (N = 28) were
specified in order to generate Az and Am, and then the differences between those amplitudes and
the aniplitudes of the actual transfer function were interpolated to form the correction function.
Figure 3.16a shows the three correction functions used. The pole corrections are to be added,
the zero correction subtracted from the uncorrected transfer function magnitude expressed in
dB. Although the correction functions become very large at high frequencies, they are accurate
for the specified finctions to within 1 dB for frequencies less than the highest-frequency singu-
larity specified. The non-constant bandwidths and non-harmonic resonance frequencies of the
actual transfer functions on which tile correction functions are used decreases the accuracy of
the corrections by an amount that is difficult to determine but is likely to be quite small. Part
b of the samle figure shows the corrected transfer functions generated by the values tabulated
here.
In Section 3.1.1 we discussed a way of deriving a source function ps from the measured
far-field sound pressure po. In Sections 3.1.2 through this section we have derived the transfer
functions Ut/p which when multiplied by the source function will generate Uot. We now
need to convert Uoot to the predicted far-field sound pressures P3 and P12 so that we can compare
them to the measured pressures. We do this by regarding the end of the baffled tube as a simple
source of strength Uot, which is radiating all of its energy into a half-space. The magnitude of




p3 (r, W) =pA(w) pt3(W) pU3(rW)
Ps ( ) fout3 (P)
) Uout(W) fp
PU(w) r
= Pi pO() f p
T3(W)A PoS r
where S = Ud of the dipole source, as defined in Section 3.1.1, and T3(w) is the transfer function
when If = 3.2 cm. The expression for P12 is analogous to that for p3.
As frequency increases, the end of the tube radiates sound less uniformly with respect to
angle. This is characterized by the directivity index for a baffled piston, which is a ratio of
the actual sound intensity at a given angle to the intensity of a simple source. It would be
possible to use the directivity index to correct the high frequency output; however. at 10kHz
the difference on axis is only 3 dB, so this effect will be neglected.
3.1.6 The No-Obstacle Case
We now turn to the second idealized case, that of the constriction in a duct without a
downstream obstacle. Morse and Ingard (1968) proposed that from far away, a jet may be
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viewed as an acoustic line source of length L. with a source strength that varies with position.
where L is the ilcean distance an eddy travels in its lifetime. As pictured in Fig. 3.17. the line
source would be located on the axis of the jet. and would pulse with velocity vr(t). They solved
for the radiated sound power by assuming that the jet was a frozen pattern of flow irregularity
convected with the mean velocity VO. that the velocity fluctuations were correlated along the
entire length L of the jet. and that there was a simple harmonic velocity relation describing v,
along the length L. However. they indicated that a detailed analysis is impossible without the
correlation function for the velocities along the length of the source. Such information is not
currently available.
We could assume a correlation function and solve for the expected output when the assumed
source is inside a tube. However. there are many effects occurring. such as refraction of the
sound by the jet and the detailed distributions of eddy sizes and lifetimes, that make it very
difficult analytically. We could replace the source by a very simple approximation, such as a
distribution of plane sources in a one-dimensional model. But with the still relatively large
number of parameters, such as the strength. spectral characteristics, position, and relative
coherence of the source elements, that cannot be measured (given the present setup) or deduced,
differences between the model and experimental data could have any of a number of causes.
Furthermore, for the no-obstacle case, we do not have far-field measurements of the jet for If = 0
cm, i.e., for a constriction located at the mouth of the model. Deriving a source necessarily
described by more parameters from a measurement already confounded by the effect of the
tube seems so much more speculative than the obstacle case as to be meaningless.
Therefore, no attempt was made to model the source in this case. Nevertheless, we can
investigate the extent of soruce-tract interaction in the following way. If there is no interaction,
then the source depends only on the constriction shape and size, and the flowrate. Therefore, at
a given flowrate we should have identical unknown sources for the two configurations, If = 3.2
and If = 12 cm. As in the obstacle case, these sources will excite the natural frequencies of
the entire tract, which are different for the two configurations, and make up the denominator
of the transfer function from source to output. Let us call this denominator D(s). The roots
of the numerator will depend on source location and type, but in any case will be related to
the part of the tract behind each source. If there is no interaction. the source locations and
types are identical for the two configurations. and therefore the numerators are substantially
the same. Since the source is distributed, we really have many numerators, each corresponding
to a single localized source element. Denoting the source elements by S and each numerator
by Ni, the predicted output for the configuration with If = l would have the form
Pis) = S 1(s)N1 (s) S2(s)N2(s) ± . + S(s)N() (3.15)()- (3.15)
D,(s)
Thus, if we divide the outputs from both configurations by the appropriate allpole functions,
we should find
P3 (s) D3() = P 2(s) D12() = S(s)Nj(s) + S2 (s)N2 (s) + ... + Sn(s)NN(s)
if the sources are identical in the two cases, that is. if there is no source-tract interaction.
We need merely to assemble the appropriate allpole transfer functions. Since this model is
much cruder than in the obstacle case,. we leave out the back-cavity poles that are very nearly
canceled by zeros. We also leave out the poles derived from the low-frequlency models. since the
net number of low-frequency silgularities depends on the unknown source type. Tle procedure
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If = 3.2 cm
fJ f
If = 12 cm
f af
2160 380 730 72






Table 3.5: Poles for the no-obstacle case, U = 275 cc/sec.
for deriving the remaining front-cavity poles is essentially the same as that developed in Sections
3.1.3 through 3.1.5. TBFDA is used to obtain the resonance frequencies for the lossless case,
but this time without the perturbation in the area function induced by the obstacle. The
frequencies are then modified and their bandwidths computed by including radiation, viscosity,
heat conduction and constriction resistance. as before. The resulting poles, computed for the
lowest flowrate of 275 cc/sec, are given in Table 3.5. The corresponding allpole transfer functions
are graphed in Fig. 3.18. Values for the other flowrates are given in Appendix D. In Section 3.2
transfer functions generated from these values will be divided into the spectra of the measured
sound pressures as discussed above.
We now turn once more to measurements of the sound produced by mechanical models.
Comparison of these predictions to the measured spectra will demonstrate how well the source
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Figure 3.16: a) Higher-pole and -zero correction functions. The pole corrections are
added, zero correction is subtracted from the transfer function.
b) Final transfer functions for the obstacle case, predicted Uot/p, , at typical flowrate
of 250 cc/sec.
105
_ Corrections to Obstacle C Transfer Functions
-- ~ Pole Correction. Front Cavity Length - 3.2 cm
.- ... Polo Correscton. Front Cavity Lngth - 12 cm




I I I I I I I I I I I I I I I I I
Final Transfer Functlons
Obstacle Case. U - 250 cc/s _
I I I I I I I I I
- - - -
- - - -
- - - -
- - - - -
- - -











'v 0 sin 2 ( XA2
%<O,'X >L
-Vt ) O<Z<L
A "WAVELENGTH" OF FLOW
IRREGULARITY
ACOUSTIC LINE SOURCE
Figure 3.17: Diagram of the acoustic line source proposed by Morse and Ingard (1968).
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3.2 Comparison of Experimental Data and Theoretical Predictions
3.2.1 Method
The experimental data presented in this section were generated and recorded using essen-
tially the same method as discussed in Chapter 2. That is. air from a pressurized air tank
passed through a flowmeter and muffler and into the tube with the configuration under study;
the sound was picked up by a Bruel and Kjaer microphone. analyzed by an HP spectrum ana-
lyzer, and transfered to a VAX computer for further analysis. However, many more parameters
of the setup were kept constant than in Chapter 2; they are summarized here. As mentioned in
Section 3.1.1, the only constriction used was that with a tapered inlet. 1 cm long, and 0.32 cm
in diameter. It was used in one of three positions inside a 17 cm long. 2.54 cm inner diameter
plastic tube; either flush with the mouth of the tube. 3.2 cm back from the mouth, or 12 cm
back from the mouth. The plexiglass baffle was always used, as was the fiberglass. When the
obstacle was used, it was always positioned 3 cm downstream of the constriction (i.e. 1o = 3
cm) with the aid of the traverse mechanism. The flat edge of the obstacle was horizontal and
aligned so that the center of that edge intersected the axis of the constriction.
The microphone was attached to a pivoting arm of length r = 26 cm with the pivot point
located directly under either the mouth of the tube (for cases with a non-zero front-cavity
length) or the obstacle (for the case where the constriction was flush with the mouth and the
obstacle was 3 cm downstream of the constriction, hanging in free space). Directivity patterns
were measured by recording the spectrum at fifteen different angles, ranging from 12 C to 92 °.
Only data taken at the angle of 28 ° were used in the comparisons of filtered and raw data (in
this case, filtered data refers to the data that was inverse filtered to remove the effect of the
baffle and arrive at the estimated source function, and then filtered to predict the effect of the
surrounding tube).
In the no-obstacle case, sound generated by the constriction when it was at the mouth of
the tube was below the background noise until the microphone was brought to within 6 cm of
the constriction. Since this is within the near field for frequencies under about 5000 Hz, these
data were used only as a general reference and not for detailed analytical comparisons.
The ambient room noise was measured at the beginning of every experimental session.
That noise spectrum was smoothed by performing a logarithmic curve-fitting procedure on it,
in which a and b parameters were found giving the best least-mean-square fit to the following
line:
= alog lof + b
The smoothed spectrum was then subtracted from all of the other raw autopower spectra before
graphing them or using them to derive other finctions. Figure 3.19 shows a typical room noise
spectrum and its smoothed version. Although the curve-fitting procedure does not generate
a perfect fit, it is excellent in the frequency ranges where the measured spectra tend to have
their lowest values and thus require the largest room noise correction. Naturally. when the raw
spectrum (lips below the smoothed room noise (quite possible since the raw autopower spectrum
is the average of a finite mmber of samples), it is pointless to subtract the room noise: in these
cases the raw value is retained. This can result in an unrealistically jagged spectrum in the
lower amplitude ranges.
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3.2.2 Obstacle Case
Source Models
For the 0 cm front cavity plus obstacle configuration, the far-field sound pressure spectrum
was measured at ten flowrates between 160 and 420 cc/sec. Figure 3.20 shows four of these
spectra spanning the range of flowrates. together with a spectrum of the smoothed ambient
noise. All four po curves have the same general shape, with minima near 500 and 6000 Hz (the
lower minimum is presumably at 0 Hz, but is obscured by room noise below 500 Hz). As with
the data presented in Ch. 2 showing the effects of variations in lo and 0, these spectra are
consistent with the dipole model of the source.
For the baffle-obstacle distance of 3 cm, the minimum is predicted to be 6360 Hz, but in
these data it actually falls at 6120 Hz. The difference in the frequency of the minima could
be due to slight errors ill measuring lo or 0 (1 mm or 4 degrees, respectively, would shift the
frequency by 240 Hz), or to some other factor not incorporated in the source model (e.g. the
principle sound generation does not occur at the upstream face of the obstacle, or the mean flow
affects resonant' frequencies slightly). We therefore note that a discrepancy exists, and proceed
to use an inverse filter based ,on a source localized at 1o = 3.1 cm that matches the frequency
of the minimum observed in the data.
After the inverse filtering procedure of Eqn. 3.3 and multiplication by wp/A, we obtain
the predicted pressure source spectra, P, shown in Fig. 3.21a. All spectra show a glitch
around 6 kHz. which indicates that the actual minima are broader than that predicted. Possible
explanations for this are that the noise from the jet itself fills in the zeros, since that (neglected)
source of sound is not localized and is therefore not subject to cancelation at a specific frequency
due to reflection in the baffle; that- the discrepancy is due to the smearing effect of the window
used by the spectrum analyzer; that sound generation at the obstacle is not as perfectly localized
as was assumed; that some scattering occurs even with the baffle: or that the flow dipoles are
not all longitudinal. The first explanation, that noise from the jet fills in the zeros, can be
ruled out by reference to the no-obstacle experiments. The free-jet noise is simply too quiet
to be observable when the microphone is 26 cm from the mouth of the tube. The second
explanation is valid, since the Hanning window will have the effect of smearing the minimum,
making it appear to be less sharp than it is. However. the predicted minimum has a bandwidth
of approximately 300 Hz; since this is considerably larger than the window bandwidth of 60 Hz,
the smearing effect is not large enough to explain the discrepancy. The experiments with non-
zero front cavity lengths should help us decide among some of the other possibilities, since all of
the explanations except that of longitudinal source distribution involve significant amounts of
non-longitudinal propagation of sound. and evanescent modes die out quickly in a tube. Thus,
if the trough due to reflections is also broader than predicted when If is greater than 0 cm, it
becomes likely that the sound source is somewhat distributed.
Recognizing that the slight mismatch of data and hypothesized source model exists, it
seems pointless to allow that mismatch to propagate through the remaining filtering operations.
Therefore, a curve-fitting procedure that would estimate likely values in the region of the glitch
is in order. But what type of curve is appropriate?
Data from numerous experiments have been published showing the overall sound power
spectra for free jets, with a broad peak at 0.2V/d Hz (V = jet velocity at the nozzle, d =
nozzle diameter) and falling off at an increasing rate of roughly -3, -4. and -5 dB/octave in
successive octaves above the peak (Goldstein, 1976). Spectra for jets impinging on an obstacle,
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scaled by size of jet and distance to obstacle, are not available in the literature, since the
spectral characteristic of the sound produced depends heavily on the obstacle shape. However,
for an edgetone configuration, 0.2V/x (x = distance between the jet nozzle and the edge the jet
impinges on) is often given as the characteristic oscillation frequency. In other words, the flow
instabilities will produce a very sharp fundamental at the characteristic frequency when there
are no system resonances to couple into. It is not clear if the spectrum of such a configuration
can be expected to exhibit a peak at the characteristic frequency when the flow is not in an
unstable regime. Therefore, we will first try comparing our data to the free jet spectra. The
predicted peak frequency, 0.2V/d, ranges from 1280 to 3350 Hz, depending on the flowrate,
for the constriction used here. We have built into Pb an w -i dependence relative to po, which
would produce a slope of -6 dB/octave, simply from the way Ps is defined. Thus we should
expect slopes of-9. -10, and -11 dB/oct in the successive octaves above the peak frequencies.
These predictions were checked (somewhat crudely) by plotting pj on a log frequency scale,
as shown in Fig. 3.21b, and fitting straight lines to the data within each relevant octave by
eye. (The small number of points in each band and the variation intrinsic in the data made a
more automatic procedure inadvisable.) The results for four flowrates are shown in Table 3.6.
The minimum and maximum frequencies (fi, f2) and the change in ls (Ap) are given for each
octave.
U .2V/d 1st octave 2nd octave 3rd octave
fi f2 P fi f2 AP fi f2 AP
cc/s Hz kHz kIHz dB kHz kHz dB kHz kHz dB
160 1275 1.3 2.6 -7 2.6 5.2 -13 5.0 10.0 -14
250 1990 2.0 4.0 -9 4.0 8.0 -13
330 2630 2.5 5.0 -9 5.0 10.0 -14
420 3350 3.0 6.0 -9
Table 3.6: Source spectra slopes measured in successive octaves above predicted peak frequen-
cies, from obstacle data.
The slopes definitely increase with increasing frequency, although somewhat faster than
expected. The frequencies of the actual maxima, defined as the maximum amplitude (within
the range of 500 to 10200 Hz) in each source spectrum derived from a measured sound pressure
spectrum, are roughly half the predicted peak values. For the lowest flowrate the true peaks
may well.be obscured in room noise.
If we use the distance to the obstacle, 3 cm, as the value for I, the peak frequencies predicted
by 0.2V/Io are all reduced by a factor of 10 and move so low that they are obscured by the
ambient noise. For U = 420 cc/s, the peak at 1440 Hz is then higher than predicted. It appears
that the obstacle configuration falls inbetween the empirically derived 0.2V/d and 0.2V/lo
scaling rules. The relatively scarce data here are not sufficient to derive a more applicable
rule. Nevertheless, the spectra do exhibit broad peaks which give way to increasingly steep
slopes. Thus it is clear that fitting either a single straight line or a single logarithmic curve will
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ignore significant features of the spectra.
Therefore. an exponential curve fit was used. which found a and b parameters giving the
best least-mean-square fit for the fllowing line:
Ps = ae bf
The regression was performed excluding values below the frequency of 500 Hz (since that
contained the major part of the room noise) and between 5500 and 6700 Hz (since that contained
the glitch). Values were then predicted for the entire frequency range, and a correlation factor
of r2 computed. The dashed lines in Fig. 3.21b and c show the derived curves. The regression
parameter a varies from 80 at the lowest flowrate to 95 at the highest; b varies from -0.0007 to
-0.0004; r2 varies between 0.953 and 0.976. The correlation factor was lowest at the two lowest
flowrates (160 and 190 cc/sec), due to the intrusion of room noise at low frequencies.
Source plus Tract Models
The exponentially-fit source functions were multiplied by the transfer functions obtained
in Section 3.1 to arrive at predicted functions P3 and P12. Figure 3.22 shows the predicted
and measured curves for a front cavity of 3.2 cm (i.e. p3 and p3) at the same four flow rates
used in the previous two figures. The free zero near 6 kHz is never as deep as predicted,
although it deepens somewhat as the flowrate increases and raises the amplitude of p3 relative
to room noise. In this case, the predicted bandwidiil of the zero is, at 24 Hz, significantly
smaller than the analysis window bandwidth, which would tend to smear the minimum. Use
of a restricted frequency range with a analysis bandwidth of 15 Hz (instead of 60 Hz) at the
maximum flowrate of 420 cc/sec lowered the amplitude of the minimum by 9 dB and decreased
the bandwidth accordingly, from approximately 350 Hz to 210 Hz. Thus, for the reduced
frequency range, the observed minimum has an amplitude about 9 dB higher and a bandwidth
9 times larger than predicted. Smaller analysis bandwidths required such a restricted frequency
range that the minimum was no longer observable. It appears, then, that much, but not all, of
the discrepancy in the fit of the free zero is due to the analysis procedure itself.
The functions are not shown below 500 Hz since room noise predominates there. In the
region between 500 and 1500 Hz the two functions generally differ by 3 or 4 dB. Since the
source model and the expression for sound propagation from the mouth of the tube to the
microphone depend on far-field approximations, the predicted function is less accurate in this
range (progressively so as frequency decreases), where the microphone is in the near field (it is
in the near field in order to have the signal not obscured by room noise; the near field portion
is shown in spite of being the near field because it includes the first resonance of the If = 12
cm case). Also. the dimensions of the baffle are on the order of a wavelength in this frequency
range, making its approximation in the model as an infinite baffle less accurate. The functions
also do not match well above the free zero. It is expected that they will diverge around 8 kHz
due to the cross mode, and that the neglected change in the directivity index will make the
predicted curve slightly low in this region. In addition, the approximation made in deriving the
effect of the radiation impedance can be expected to predict too much damping and too large
frequency shifts in the vicinity of 8600 Hz. These factors taken together probably explain the
discrepancy, which begins i the vicinity of the second front-cavity resonance around 6.5 kHz.
In spite of these misilatches. the prediction is actually quite accurate in termrs of spectral
shape and absolute level. At, the two higher flowrates, the peak value of the first resonance is
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underestimated by 4 to 6 dB: this could indicate a small interaction effect. We will consider
this effect in more detail shortly.
We now turn to the 12 cm front cavity case. The predicted-nmeasured comparison for this
case is shown in Fig. 3.23 for a single flowrate of 250 cc/sec. In this case it is clear that the
predicted resonant frequencies are generally too high. The callses for this discrepancy remain
unclear. The approximation to the radiation impedance should be least accurate around 4300
Hz. but it is not clear that the use of additional terms in the series would tend to shift frequencies
downward. If If were actually 12.5 cm. the resonant frequencies would be perfectly predicted,
but such a large error in the length of the front cavity is highly unlikely. The abrupt change of
area in the tube in the vicinity of the obstacle produces non-planar wave fronts which are not
modeled by the one-dimensional transmission line. It may be that the frequency-lowering effect
of the obstacle is actually larger than predicted. Quite possibly several small errors accumulated,
producing a significant discrepancy that can not be attributed to any single cause.
In any event, in order to check the predicted spectra for absolute level, the four lowest
peak frequencies observed in the measured data were substituted for the derived resonance
frequencies. with the bandwidths left at their derived values. This resulted in the graphs shown
in Fig. 3.24. Here. the same things can be said as of the 3.2 cm data: the zeros are not nearly
as sharp as predicted, the high frequency behavior is not accurate, but the overall shape and
level are quite accurate. Note that the predicted bandwidth of the resonance at 4500 Hz is
too large: this is definitely the result of the approximation made in solving for the radiation
impedance. Again, the highest peak's amplitude is not always matched by the prediction, but
the discrepancy in this case - about 2 dB - is too small to consider significant when compared
to the confidence limits of the autopower spectrum.
Comparison of the predicted and measured curves tests the source model, the tract model,
and the assumption of no source-tract interaction simultaneously. We can investigate the ques-
tion of source-tract interaction separately by examining, in the context of the three configura-
tions. a parameter that is an attribute of the source only. In this way we can test whether the
source remains the same regardless of the presence of a tube enclosing the jet and obstacle.
The source spectra increase in overall level and change shape somewhat as the flow velocity
increases. Although the transfer functions are somewhat affected by flow velocity due to changes
in the flow resistance of the constriction, these changes are minor compared to those of the source
spectrum. Thus, the sound pressure-flow velocity relationship mainly reflects changes in the
source. If the source is identical in the three configurations, the pressure-velocity relationship
should be also.
As discussed earlier, one way to characterize the change in sound pressure due to flow
velocity is by the power exponent n, as defined by P oc V' , where P = the total sound power
generated by a flow of velocity V. The exponent n depends on the type of source: n = 4 for a
flow monopole, 6 for a flow dipole, and 8 for a flow quadrupole. Recall from Ch. 2 that
n 20 log 1oP2 - 20 log lo0p
2 20 log lo(V 2/ )
where pi is the sound pressure at flow velocity Vi. The quantity n/2 will be referred to as the
pressure exponent henceforth.
The total sound power can be computed by measuring the sound pressure over a broad
frequency range at several angles with respect to the source, and integrating the spectrum
levels over the surface area of the sphere whose surface intersects the mnicrophone positions.
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The procedure used here was modified in two respects: measurcemnents were made at only one
angle. 280. and only over the 0 to 10 kHz range.
For the I = 3.2 cm and 12 cm configurations, the directivity pattern was very nearly
uniform, so that one angle was representative of the entire 1800. For the If = 0 cm case, the
sound was quite directional. having a minimum for all frequencies around 900, and the minimum
whose frequency depended on 0. Clearly the total power computation is not accurate unless
all minima are included. However. we want a characterization of the source. which need not
require a total power computation. All that is necessary is that the variation of sound pressure
with angle should be essentially the same for all flows.
For a free jet, the size of the power exponent varies with frequency, taking on its maxi-
mum value in the region above the broad spectral peak. Restricting the frequency range of
the computation thus means that the higher-frequency contribution to the exponent, which
is significant, will be ignored. Therefore the measured values of n will be less than the the-
oretical values by an unknown amount, and any conclusions about source type become much
more tentative. However, as with the restriction on the angle of measurement, this restriction
does not affect the comparison between configurations. or our ability to draw conclusions about
source-tract interaction.
Spectral levels were calculated for seven different frequency bins as well as the entire spec-
trum in order to observe general trends with frequency and to be able to relate the exponent
to specific features of the spectra. The frequency range of the bins were chosen so that the
primary peaks and dips in the spectra would fall within a single bin. The first bin, 500 to 1500
Hz, includes the first resonance for the If = 12 cm configuration; the second, 1500 to 2500 Hz,
includes the major resonances for both If = 3.2 and 12 cm: the fifth, 5000-6500 Hz, includes
the zero for all three configurations. Finally, an overall SPL for the range 500 to 10200 Hz was
computed.
The pressure exponents were found by doing a least-mean-squares fit of the form
20 log io0p(V)l = a log 1oV + b
to the data for each frequency bin-configuration combination. The parameter a then corre-
sponds to 20 n/2 for that particular bin-configuration combination. The pressure exponents
for all combinations are plotted as a function of frequency in Fig. 3.25. Each point in the
figure was computed from spectra at ten flowrates, ranging from 160 to 420 cc/sec (2000 to
5330 cm/sec at the constriction exit).
Note that all three curves increase with frequency in a pattern similar to that for free-jet
spectra. The exponents for the three cases are quite similar, and fairly close to 3.0 as expected.
The curves corresponding to If = 3.2 and 12 cm are almost identical except at low frequencies,
where the values for If = 3.2 are higher. This fact reinforces the observation made of the
p3 versus 3 graphs, that the first resonance amplitude increased faster with flowrate than
predicted. For I = 0 cm, both the shape of the curve and the magnitude are slightly different.
At low frequencies, this is apparently due to the slightly lower amplitude of po compared to p3 or
P12, causing some of the ambient noise to be incorporated in the pressure exponent computation
for P0. This does not explain the slight difference in the pressure exponents in the 5 to 6.5 kHz
range, where the spectra for all three configurations dip down to the ambient noise level. Nor
does it explain the (lifference between the exponents for If = 3.2 and 12 cm at low frequencies.
The slight but inexplicable differences are evidence of source-tract interaction, as we have
defined the source anmd tract. It is possible that a somewhat different description of the source,
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for example. including quadrupole sources along with the dipole sources. would prove to be
more indlepend(ent of the tract configuration. Consideration of the no-obstacle case will provide
additional data with which to consider this possibility. It is clear already that the effect is very
small. creating at most a 6 dB error in the prediction of the sound pressure spectrum.
In summary. the plane-wave pressure source is a good model for the sound generated at the
obstacle. the transmission line works well with fairly predictable problems. and there appears
to be very little source-tract interaction. The source model predicts the correct zero frequency
(for nonzero front cavity) which means source location and type are essentially correct. The
zero bandwidth is too low in all cases, indicating that the source should be slightly distributed
(on the order of 1 or 2 mm) longitudinally.
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Figure 3.19: Power spectrum of the
to remove room noise from all data.
ambient noise, with the logarithmic curve fit used
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Figure 3.20: Far-field sound pressure po at four flowrates with regressed room noise.
































Figure 3.21: a) Pressure source Pi, (derived from P0o) at four flowrates, on a linear fre-
quency scale.
b),c) lp at four flowrates, log frequency scale, with exponential curve fits shown by
dashed lines.
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Figure 3.22: Far-field sound pressures for front cavity length I = 3.2 cm. obstacle at
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Figure 3.23: Far-field sound pressures for front cavity length If = 12 cm, obstacle 9 cm
from mouth: measured, P12, versus predicted, P12, at U = 250 cc/sec.
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Figure 3.24: Far-field sound pressures for front cavity length If = 12 cm, obstacle 9 cm
from mouth: measured, P12, versus predicted, P12, with predicted resonance frequencies
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Figure 3.25: Pressure exponents for the three obstacle configurations. Each point rep-
resents the change in sound pressure with respect to flow velocity over the frequency
range indicated by the markings on the line labeled "SPL Bins." The points labeled
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Figure 3.26 shows the spectra generated at three flowrates for the no-obstacle configurations
with If = 0, 3.2 and 12 cm. Since the sound produced was at such a low level for the If = 0
cm case, the microphone was positioned 6 rather than 26 cm from the mouth of the tube. This
meant that the microphone was in the near field for frequencies below about 5 kHz (as opposed
to 1300 Hz for the 26 cm measurements).
Several things are immediately apparent from the graphs. First, for each front-cavity length,
much less sound is produced than in the obstacle case. Second, there are no obvious zeros.
This includes the region around 0 Hz; a low-frequency zero would cause not only an amplitude
decrease there, but would boost all higher-frequency spectral levels. Third, spectra for the
If = 12 cm case are consistently lower in amplitude than the corresponding 3.2 cm spectra.
The allpole filters computed in Section 3.1.6 were used to inverse filter the spectra, p3, and
Pl2n. The results at a single flowrate are shown in Fig. 3.27. The predicted peak frequencies
were slightly inaccurate, resulting in the jaggedness at low frequencies. As in the obstacle case
for If = 12 cm, the resonance frequencies (but not bandwidths) were tweaked to match the
data, resulting in the graphs shown in Fig. 3.28. If the inverse filters are correct and the sources
are identical in the two configurations, we would expect the two curves at each flowrate to be
the same. In the mid range of roughly 3500 to 7000 Hz, they do indeed line up. Above 7000 Hz,
the discrepancies can be attributed to the inaccuracies of the transmission line model in that
range. Below 3500 Hz, the If = 3.2 cm case consistently has higher amplitude. Once again, it
appears that there is more low-frequency energy generated for this configuration.
Figure 3.29 shows the pressure exponents. computed as for the obstacle case, for each
configuration. For If = 0 cm, each point is computed from spectra at eight different flowrates,
ranging from 192 to 383 cc/sec (2430 to 4850 cm/sec). For the other two configurations, each
point is computed from spectra at seven different flowrates, ranging from 275 to 467 cc/sec
(3480 to 5910 cm/sec).
The exponents are not nearly as similar as in the obstacle case. They are also higher at
low frequencies, as is expected, since the theoretical overall pressure exponent is higher for
quadrupole than dipole sources. As in the obstacle case, the exponent for If = 3.2 cm is highest
at low frequencies.
It seems at first glance that this is due to the troughs of the P12n spectra sinking below the
ambient noise level at the lower flowrates. This begs the question, though, since there is no
obvious reason why the spectra should be of higher amplitude when the front cavity is shorter.
We must conclude that more low-frequency sound is generated when the front cavity is 3.2
cm long than when it is 12 or 0 cm. and that this interaction is heightened when there is no
obstacle.
Although we cannot derive source spectra from measurements as we did in the obstacle
case, we can say a few things-about the source in general. The extreme flatness of the spectra
with If = 0 cm support the expectation of a distributed source. A localized source would show
evidence of cancelation due to reflection in the baffle, as was the case when the obstacle was
present. With a distributed source, cancelation is induced at a range of frequencies, and there is
no obvious trough in the spectrum. Further, if plane-wave sources were to be considered, they
would have to be volume-velocity, not pressure sources, due to the lack of a marked minimum
near 0 Hz.
The source of sound is noticeably weaker when no obstacle is present, and has a bigger
pressure exponent. Both characteristics are consistent with the quadrupole sources that we
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would expect in a free jet.
3.2.4 Conclusion
In this chapter we have modeled the sound-production mechanisms for two basic configura-
tions, a constriction in a duct with and without a downstream obstacle. The radiated spectrum
produced when the obstacle is present is well-modeled by measurements of sound produced by
the obstacle in free space used together with a linear plane-wave model of the tube system.
This model could be improved somewhat by distributing the source slightly. A slight degree of
source-tract interaction was observed: the presence of the tube around the obstacle increased
the amplitude of the sound generated at low frequencies.
The no-obstacle case was not explicitly source-modeled due to the extremely low level of
the sound generated. However, inverse filtering by the corresponding allpole transfer functions
revealed that there was again source-tract interaction, more than for the obstacle case, and it
verified that a source model should not include pressure sources and should be distributed.
The mechanical models used are simplified, idealized representations of configurations ac-
tually occurring in speech. In particular, real fricatives are likely to involve constrictions and
obstacles which are spatially less distinct, that is, more distributed, than used in the models.
We therefore turn now to an analysis of real speech and to results from more complex models
designed to test our understanding of the controlling parameters in speech.
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Figure 3.26: Sound pressure. at a distance r from tube mouth, for the no-obstacle cases.
r = 6 cm for If = 0, 26 cm for If = 3.2 and 12 cm.
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Figure 3.27: No-obstacle spectra for If = 3.2
filtered to remove poles.
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Figure 3.28: No-obstacle spectra for If = 3.2 and 12 cm, inverse filtered with resonance
frequencies of filters adjusted to match data, at three lowrates.
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Speech and Speech-Like Models
4.1 Speech Analysis
As stated in the beginning of this thesis, fricatives are thought to be produced by turbulence
generated in the vicinity of a constriction in the vocal tract, and also, in some cases, at an
obstacle downstream of the constriction, such as the teeth. In Chapter 2, experiments with
various shape and dimension parameters in a physical model having the dimensions of the
average vocal tract established that the presence or absence of all obstacle is the single most
significant determiner of the sound produced. Accordingly, in Chapter 3 quantitative models
were developed for two configurations differing only in presence or absence of all obstacle. These
models therefore capture what we believe are the most significant features of fricative-producing
configurations. It is time to check whether this generalization holds.
In this chapter we therefore analyze real speech, and then use those results together with the
information gained in previous chapters to experiment with more complex mechanical models.
These models, designed to explore the parameters that differentiate the various fricatives, test
both the applicability of mechanical model results to speech and our understanding of the
acoustic parameters that control fricative production.
4.1.1 Speech Recording Method
Several studies exist reporting extensive analyses of fricatives, as discussed in Chapter 1.
Fricatives were analyzed in this study in order to be able to subject the real speech to the same
types of analysis procedures as the sounds produced by the mechanical models, so that the two
types of data would be directly comparable.
Five speakers were recorded uttering the six sustained fricatives /. , f, s, , x/ at both
normal and intense levels. This particular set of fricatives was chosen because they encompass
a significant range of place of articulation. from the lips for // to the velum for /x/. [The
phonetic symbols represent, respectively, the consonantal sound in italics in the following words:
whew (approximately), thin, fin, sin, shin, and the German word ach.] Sustained productions
were elicited in order to obtain data as sinlilar as possible to the mechanical model data. Normal
and intense levels were requested in order to obtain. as nearly as possible, two different flowrates
for the same configuration. Undoubtedly the two productions encompass other changes as well.
The speakers (three female: PP. EM. and the author, referred to henceforth as CS; two male:
KS and G) were of varying linguistic background. One was from India (G), one from Canada
(KS). and the rest were from various parts of the United States. No one subject made all of the
fricatives natively, but all were either trained phoneticians or speech researchers familiar with
the phonemes. The fricatives recorded were thuis not phonetically perfect renditions, but did
reflect a systematic place variation for each subject.
The subjects were recorded on a Nakanlichi LX-5 cassette tape recorder in a soundproof
booth. An Altec microphone was suspendled about 20 to 22 cm from the mouth (25 cm for
G) and slightly to onil side so it wouldn't pick up wind noise. Since the subjects' heads were
not restrainlcd, the difierences in distance to nlicrophone were not deemed significant. At the
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start of the recor(ling session for all subjects except G, two calibration signals were recorded.
The signals. a 640 Hz sine wave and white noise. were amplified and played over a loudspeaker.
While being recorded they were also measured with a General Radio 1551-C sound level meter
which was held so that its microphone was next to the Altec. For subject G. a normal /s/
was used as calibration instead. in a similar manner. This procedure allowed the speakers'
recordings to retain absolute intensity level information. Details of the procedure are discussed
in Appendix A. The recordings were analyzed by playing them directly into the HP 3582A
spectrum analyzer, which averaged eight 25-ms windows to generate a 0 to 10 kz power
spectrum of the input signal (see Ch. 2.1 for a complete discussion of the analysis). This
number of averages requires an input signal at least five seconds long.
Phonation in each fricative position was desired in order to obtain a crude estimate of the
allpole vocal tract transfer function for that fricative. Therefore. the subjects' instructions were
to take a breath, hold the fricative as nearly the same as possible for five seconds or more, and
then to freeze their position. draw a.breath. and phonate in that position for five or more
seconds. In some cases, the desired result was achieved: the flowrate necessary for voicing
was low enough that there was no evidence of frication, and the spectrum was, in fact, a good
estimate of the allpole transfer function from glottis to lips. In other cases (depending on both
the fricative and the subject), even gentle voicing produced audible frication, so the resulting
spectrum was that of a voiced fricative, which would presumably incorporate zeros.
The "sound-proof' booth had significant amounts of low-frequency noise due to the close
proximity of the air-conditioning system for a computer room. Therefore, overall SPL values
for the different tokens were computed using amplitudes between 500 and 10200 Hz, since
this excluded the (uninteresting) room noise. The room noise varied over time as fans and
compressors switched on and off, and as the recording level changed. Consequently it was
analyzed separately for each subject. In order to facilitate comparisons, logarithmic curve-
fitting procedures were used on the room noise above 500 Hz in order to smooth out some of
the irregularities. The fitted curve for the room noise of the appropriate subject is shown in
every graph of speech spectra.
4.1.2 Speech Analysis Method
We know that the fricatives are differentiated from each other articulatorily. We assume
that these articulatory differences cause acoustic differences that are observable in the speech
spectra. We will characterize the acoustic differences observed between spectra of different
fricatives by a set of parameters that will be developed in this section. Since we hope that the
acoustic effects of the articulatory differences will be related in some way to the parameters
of the models we have considered to this point. we choose a set of parameters with which
to describe the speech spectra that are relevant in terms of the models but are also related
to parameters used by previous fricative analysis studies. The current data, supplemented
by the previous studies. will allow us to establish a normal range of variation of each of the
parameters. which will later provide a basis with which to judge the success of the mechanical
models developed to imitate each of the fricatives.
The main studies to which these results will be compared are those of Jassem (1962),
Strevens (1960). and Hughcs and Halle (1956). Jassem recorded native speakers of American
English. Swedish and Polish uttering the fricatives of their respective languages in consonant-
vowel contexts. Both Swedish and Polish include the fricatives /, x/. The fricatives were
analyzed by a spectrum section analyzer over the 0 to 9 kHz frequency range. Strevens examnined
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nine fricatives. includingI the six studied here. by making spectrograms of thirteen subjects
uttering sustained unvoi('ced fricatives in isolation. He then used the spectrogranms to identify
regions of significallt energy. Since the original spectrograms are not shown. his classifications
provide less information than we would wish. However. his is the only study that includes the
fricative /X/. Hughes and Halle studied the four English fricatives /f. 0. s. / and their voiced
counterparts in context: speakers read a list of words placing each fricative before and after
the major classes of vowels. The recordings were analyzed by passing a 50-nmsec gated portion
out of the center of each fricative through a wave analyzer and computing the energy density
spectra. The spectra, composed of typically 25 samples spaced over the 0 to 10 kHz range, are
shown separately for each speaker.
The parameters used by these studies have been found to be of use in distinguishing the
fricatives both acoustically and perceptually, and, where the original spectra are not shown,
provide our only basis of comparison with their data. We have an additional aim in this study
of providing a basis-for comparison between speech and mechanical model spectra, and for this
purpose two additional parameters are here introduced.
Let us first consider the articulatory differences between the six fricatives. Figure 4.1 shows
the midsagittal cross-section of the vocal tract during production of each of the six fricatives.
The differences in the place of articulation will change the resonant frequencies. Varying the
place of articulation will also change the resonance amplitudes, due both to shifts of the reso-
nance frequencies relative to any anti-resonances and to the effect of the front-cavity length on
the bandwidths of the front-cavity resonances. These differences can be captured by measuring
the frequencies and amplitudes of spectral peaks, and the overall amplitude.
The source generation mechanism is likely to differ among fricatives, as well. Only /s, A/
have configurations clearly similar to the obstacle case of Ch. 3. /x. q/ would seem at first glance
to behave like the no-obstacle cases. but the path of the air flow along the roof of the mouth,
diagrammed in the second part of Fig. 4.1, seems likely to generate some sound, of a nature
not yet completely known. For /, f, 0/, the places of articulation are all in close proximity;
the acoustic differences are therefore effected by changes in the shape of the constriction and
position of surfaces (such as the lips) that the flow may come in contact with for a short distance
upon exiting from the constriction.
The source differences encountered in Chs. 2 and 3 were controlled by the presence and
location of an obstacle. Although the actual fricatives appear to involve even greater com-
plexities, parameters that captured the acoustic differences due to an obstacle would clearly
contribute to delineation of the fricatives. From Ch. 3 it is clear that an obstacle introduces
free zeros into the spectrum. always including one near 0 Hz, and increases the overall ampli-
tude significantly. The free zeros tend to increase the "dynamic range" of the spectrum, that
is, the total amplitude excursion of an averaged power spectrum across all frequencies. Two
parameters, chosen to measure this dynamic range, are illustrated in Fig. 4.2. They are
AT = Total dynamic range
= dB between minimum and maximum
amplitude of the entire spectrum
Ao = Low-frequency dynamnic range
= dB between low-frequency amplitude and
maximnum aplitude of the entire spectrmn
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IFigure 4.1: Midsagittal view of the vocal tract for the recorded fricatives. After Flanla-
gall (1972), Fant (1960).
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Figure 4.1: (continued) Midsagittal view of the region of the vocal tract in the vicinity
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For both parameters. the relevant amplitudes were measured after the spectrum was smoothed
by hand to eliminate local variation. For Ao, we would ideally measure the low frequency
amplitude very near 0 Hz: since tle room noise obscures the spectrum between 0 and 500 Hz,
the amplitude at 500 Hz was used. In cases where the amplitude at even this frequency was
identical to the room noise. a higher frequency (but in any case less than 1000 Hz), where the
signal clearly rose above room noise. was used.
As shown in Ch. 3. the model for the obstacle case, a pressure source located downstream
of a constriction, will always result in a transfer function with a net zero near 0 Hz. and free
zeros at harmonically spaced higher frequencies. By a similar argument, a volume-velocity
source at the same location will result in a net zero at infinity, and free zeros at different,
but still harmonically-spaced, frequencies. For either source type, slight changes in location
cause large changes in the frequencies of the harmonically related zeros. Thus. distribution
of sources of either type, likely models for the no-obstacle case. can be expected to result in
broader, shallower zeros. In terms of the dynamic range parameters, we therefore expect both
AT and Ao to be larger when there are isolated free zeros within the 0 to 10 kHz range than
when there are not, implying a localized source 2 cm or more (for a pressure source; 1 cm for a
volume-velocity source) from the constriction. Likewise, we expect Ao to be larger when there
is a zero near 0 Hz, implying a pressure source anywhere downstream of the constriction. We
do not expect either parameter to be affected by overall amplitude of the spectrum, except
for cases in which the overall amplitude influences the type of source. (For instance, a whistle
would produce extremely large values of both AT and Ao. and is more likely to occur at lower
flowrates.) We can first check these expectations and, thus, the validity of the parameters,
by obtaining AT and Ao values for the spectra of Ch. 3, that is, Figs. 3.22, 3.24 and 3.26.
(Values of Ao have been omitted for the lowest flowrates of the no-obstacle cases, in which the
low-frequency portions of the signal are obscured in room noise.) The results are given in Table
4.1; to enable comparisons later on, the overall amplitudes, As, are included as well.
The means averaged across all flowrates are indeed higher for the obstacle cases for both AT
and Ao, as expected. The differences between the means were tested for their significance by
performing one-tail t-tests, both within and across the two front-cavity lengths If. The t-tests
showed that the hypotheses
H : AT(obstacle, If = 3 cm) > AT(no obstacle, If = 3 cm)
H 2 : AT(obstacle, If = 12 cm) > AT(no obstacle, If = 12 cm)
H3 : AT(obstacle) > AT(no obstacle)
H4 : Ao(obstacle Ilf = 3 cm) > Ao(no obstacle, If = 3 cm)
H 5 : Ao(obstacle,lf = 12 cm) > Ao(no obstacle, If= 12 cm)
H 0 : Ao(obstacle) > Ao(no obstacle)
are all true with p < .01. This means that both AT and Ao are significantly higher for the
obstacle than the no-obstacle case, for either value of If alone or for both considered together.
In addition. AT is consistently larger than A0 (based on two-tail t-tests p < .01): this may be
due to our inability to measure below 500 Hz, rather than to an intrinsic difference between
the two parameters. AT did not vary significantly with If. For the obstacle case, Ao decreases
as If increases. with a modest significance (.05 < p < .10); this is expected since a longer If
moves the front-cavity resonances down in frequency towards the zero near 0 Hz, decreasing
the amplitude differential betweein the zero and the lowest pole.
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U (cc/sec) = 160 250 360 420
If = 3 cm AT (dB) 45 47 47 48 46.8 1.3
Obstacle Ao (dB) 25 27 30 28 27.5 2.1
As (dB SPL) 54.9 65.5 73.5 77.2
If = 12 cm AT (dB) 43 46 43 43 43.8 1.5
Obstacle Ao (dB) 13 18 21 20 18.0 3.6
As (dB SPL) 53.6 64.1 70.4 75.4
U (cc/sec) = 275 375 470
If = 3 cm AT (dB) 23 25 30 26.0 3.6
No Obstacle Ao (dB) 10 12 11.0 1.4
As (dB SPL) 38.2 48.2 55.6
If = 12 cm AT (dB) 15 25 25 21.7 5.8
No Obstacle Ao (dB) 3 6 4.5 2.1
As (dB SPL) 35.8 43.9 49.2
Table 4.1: Measures of spectral amplitude, As. AT and A, applied to Ch. 3 data. As is
the overall amplitude, found by summing the squares of the sound pressure spectrum over the
range 500 to 10200 Hz. AT and Ao are the. dynamic range measures described in text. j =
mean (dB), averaged over all flowrates: s = estimated standard deviation in dB.
Presumably the dynamic range would decrease if the constriction-obstacle distance Io de-
creased to the point where the first free zero occurred above 10 kHz. That effect is not observable
in the data of Ch. 3, but as we shall see, it is important for fricatives with a more forward
place of articulation, such as /s/.
In summary, for the model data analyzed above, the parameters AT and Ao do detect the
differences in source type encountered. and are only slightly affected by (a) the changes in
resonance frequency due to a varying If. and (b) overall intensity due to variation in flow rate.
We will now therefore use these parameters to compare the speech spectra to the obstacle and
no-obstacle. cases.
4.1.3 Speech Results
Sets of fricative spectra for each of the five subjects are shown in Figs. 4.3 through 4.7. The
amplitude parameters As, AT. and A0. measured for each of these spectra. are given in Table
4.2. Averages of the amplitude parameters across all subjects. for both normal and intense
productions, are given separately in Table 4.3. As we discuss each fricative in turn, we will be
referring to these figures and tables repeatedly.
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As shown in Fig. 4.1. // is produced by forming a constriction. in the shape of a long
narrow slit. at the lips. The spectra all possess a broad peak at low frequencies. centered at
about 2 kHz. and decrease sharply at frequencies below the peak. For some subjects (CS, PP,
KS. EM's intense version) there is a second lower-amplitude peak at high frequencies, roughly
7 to 9 kHz. The overall level, averaged across all subjects. is 44/52 dB SPL for normal/intense
productions. Compared to the values for the other fricatives. as listed in Table 4.2, // is both
the weakest fricative and the one with the greatest variation in sound level. The variation may
be because // is not in the native language of any of the speakers, or because it is produced
with the least and most gradual constriction of the tract. The total amplitude excursion, AT,
is about 24 dB. averaged across all subjects. This is in the range measured for the no-obstacle
case. which matches the way in which is produced (e.g.. see model values for no obstacle in
Table 4.1). For //. Ao is around 12 dB, or again as we would expect for the no-obstacle case.
For some subjects (CS. KS) there are other significant peaks spaced about 1.5 kHz apart.
Comparison with the spectra for the phonated versions (not plotted) shows that these cor-
respond to the first three formants. The pattern remains essentially the same in the intense
versions as well, indicating that neither the vocal tract configuration nor the excitation of these
formants by the turbulence noise have altered significantly.
For three subjects (KS. CS. PP) the difference between the intense and normal versions is
greatest at high frequencies. Since the lower formants do not shift in frequency, it seems likely
that the tract shape has not changed substantially and therefore the energy distribution of the
sound produced at the bilabial constriction shifts upwards in frequency as flowrate increases.
Strevens found // to be the weakest of the nine fricatives he tested. He reported that
energy was visible on the spectrograms between 1.6 and 6.5 kHz. with three peaks visible in
that region. These results are in agreement with the tokens shown here.
/f/
The fricative /f/ is produced by forcing air between upper teeth and lower lip so that it
strikes the upper lip before exiting the mouth (see Fig. 4.1). The spectral shapes evident
here are similar to those for //: two broad peaks. with a trough between them and at low
frequencies. Although the overall amplitude of /f/ is low relative to all of the fricatives, it is
of higher amplitude than // for every speaker except CS, as seen in Table 4.2. The mean AT
is 21.5 dB, which is comparable to that of // (23.6 dB). The mean Ao is 12.0 dB, which is
nearly identical to that of // (11.9 dB).
Formant-like peaks are again visible in the spectra, but this time they are most noticeable
for subject PP and less so for subjects KS and CS. The spectral shape varies a good deal
between speakers. but not within a speaker across their own normal and intense versions.
These results are in agreement with those of Strevens, who found energy in the frequency
ranges of 1500 to 1700 and 7000 to 7500 Hz. Jassem showed spectra sinmilar to those presented
here. with broad peaks and a central trough centered between 4 and 6 kHz. The spectra given
by Hughes and Halle exhibit a greater between-speaker variation. Three of the four speakers
show two broad peaks of approximately equal amplitude. The fourth speaker has a pattern
more like the subjects in this study.
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Int Norm Int Norm IntNorm
// CS 55.4 66.2 28 24 12 18
PP 54.2 55.5 26 20 20 13
EM 27.5 34.0 20 18 0 0
KS 34.2 52.7 29 38 14 16
G 49.1 53.1 17 16 15 11
44.08 52.30 24.0 23.2 12.2 11.6
s 12.53 11.61 5.24 8.79 7.43 7.02
/f/ CS 47.8 59.6 21 19 16 20
PP 59.0 58.3 32 19 19 14
EM 46.5 57.6 21 20 6 4
KS 33.8 56.7 22 26 10 10
G 53.9 59.1 19 16 12 9
#i 48.19 58.26 23.0 20.0 12.6 11.4
s 9.48 1.16 5.15 3.67 5.08 5.98
/8/ CS 38.3 52.6 22 24 6 0
PP 50.5 61.5 20 30 15 18
EM 47.8 53.1 25 21 9 0
KS 35.3 51.9 16 14 3 0
G 51.8 55.9 26 26 16 4
/1 44.74 58.26 21.8 23.0 9.8 4.4
s 7.47 3.94 4.02 6.0 5.63 7.80
Table 4.2: Amplitude Measures As, AT and Ao of Spoken Fricatives /X. f, 0/. As is the overall
Sound Pressure Level, given in dB SPL computed over the range 500 - 10200 Hz in 40 Hz
bins, measured at a distance of approximately 20 cm from speaker's mouth and approximately
30 ° off axis. AT is the total dynamic range, and Ao is the low-frequency dynamic range of the
averaged solud pressure spectnln, both nleasured over 500-10200 Hz. and given in dB. "Norm"
and "IntC refer to the normnal and intense productions of each fricative. CS. PP. EM are female
subjects. KS and G are male subjects. = mean in dB or dB SPL. averaged over all subjects;





The fricative /0/ is produced by forcing air between the upper teeth and tongue tip (see Fig.
4.1). The spectra tend to be very low amplitude. similar to /f/ and // in having two broad
peaks with significant dips. All speakers show the trough between peaks. though at different
frequencies: around 4 kHz for KS. CS. and G. and 6 kHz for EM and PP. Some subjects (CS,
KS. EM) do not show a trough at low frequencies. All speakers show additional formant-like
peaks. which are most jagged for CS. G. The high-frequency part of the spectrum has significant
energy for EM, G, KS.
The mean overall levels place /0/ as second lowest in amplitude of the six fricatives, and
only slightly higher than //. The mean AT is 22.4 dB, comparable to that for // and /f/.
The mean Ao is 7.1 dB, the lowest value of all the fricatives and the one with the greatest
variation.
Strevens listed a few more peaks than were visible here. and defined regions of energy that
are in agreement with the results shown here. He also noted that /0/ has the second lowest
energy level. Jasseni presented only one token for /0/, which is nearly flat (AT = 10 dB) and
at a low level relative to the other fricatives.
/8/
/s/ is produced by holding the blade or tip of the tongue near the alveolar ridge, and aiming
the air jet thu produced towards the lower teeth (see Fig. 4.1). The spectra analyzed here
have in common a general increase in amplitude from low to high frequencies. This is reflected
in the mean A0 , which, at 18.4 dB, is well above the value for the previous three fricatives.
For subject G, the result is a smoothly rising spectrum with a broad peak at 7 kHz. For the
other subjects. formants intrude at different frequencies. All subjects exhibit a relatively high
amplitude for /s/. The mean AT is 20.0 dB, similar to that of the previous three fricatives.
The intense /s/ is simply a higher-amplitude version of the normal /s/ except for subject PP,
for whom the spectrum of the intense version is much smoother than the normal version and
is nearly fiat. This atypical token may be a consequence of the difficulty that PP, alone of the
subjects. had with sustaining a fricative for a full five seconds.
Strevens gives 3.5 kHz as the lowest frequency at which energy is visible on a spectrogram.
PP has a significant peak at 2 kHz, but otherwise the results here are in agreement with Strevens'
description. Hughes and Halle's subjects show the same kind of variation evident here: some
subjects have a smoothly rising spectrum, while others have peaks scattered throughout. The
minimum amplitude does always occur at low frequencies. though. as observed with the present
data. Jassem's subjects all exhibit a relatively sharp peak at 4 kHz, but otherwise a continuous
rise in amplitude from low to high frequencies.
/A/ is produced by placing the blade of the tongue against the posterior part of the alveolar
ridge (see Fig. 4.1). All subjects show a trough at a low frequency. roughly 1 kz. a peak or
two peaks close together around 2 to 5 kHz. and a broad lower amplitude peak around 8 kHz.
Phonation shows that the second. third and fourth formants cluster together to form the major
peak. The overall amplitude is the highest of all the fricatives. as is Ao: the mean AT, at 31.7
dB, is second only to that of /x/.
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/s/ CS 58.5 66.2 22 17 22 16
PP 61.5 66.1 17 15 15 16
EM 58.6 61.1 18 16 16 12
KS 50.9 64.1 18 22 16 20
G 60.2 71.6 28 27 25 26
pi 57.94 65.82 20.6 19.4 18.8 18.0
s 4.13 3.84 4.56 5.03 4.44 5.29
/s/ CS 60.5 70.3 36 30 25 22
PP 56.1 73.2 29 25 23 20
EM 61.8 67.5 34 24 30 22
KS 68.3 72.1 37 36 32 36
G 70.6 79.0 31 35 31 35
Mt 63.46 72.42 33.4 30.0 28.2 27.0
8 5.92 4.26 3.36 5.52 3.96 7.81
/x/ CS 58.9 64.4 33 29 17 14
PP 63.8 63.6 50 48 15 15
EM 59.7 64.2 40 37 20 16
KS 53.9 64.2 27 30 16 26
G 60.5 68.5 34 41 22 26
~t 59.36 64.98 36.8 37.0 18.0 19.4
s 3.58 1.99 8.7 7.91 2.92 6.07
/q/ EM 54.7 65.2 36 30 24 27
Table 4.2: (continued). Amplitude Measures As, AT and AO of Spoken Fricatives /s, s, x/. See
previous page for explanation of parametcrs. 1p = mean value in dB or dB SPL, averaged over
all subjects s = estimated standard deviation (dB).
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AT Ao
ST AT ST AT ST
/0b/ 48.19 12.18 23.6 6.83 11.9 6.82
/f/ 53.23 8.29 21.5 4.50 12.0 5.27
/0/ 49.87 7.80 22.4 4.86 7.1 7.02
/s/ 61.88 5.60 20.0 4.57 18.4 4.62
/§/ 67.94 6.78 31.7 4.67 27.6 5.87
/x/ 62.17 4.03 36.9 7.84 18.7 4.55
Table 4.3: Amplitude Measures As, AT and Ao of Spoken Fricatives, given in dB or dB SPL
computed over the range 500 - 10200 Hz. averaged across normal and intense productions of
all subjects. CS, PP, EM are female subjects, KS and G are male subjects. T = mean (dB or
dB SPL), averaged across all productions of that fricative; ST = estimated standard deviation
(dB).
The onset and offset frequencies given by Strevenl are in rough agreement with the speech
analyzed here. Hughes and Halle's spectra are more enlightening: one subject has a single sharp
peak at 2 kHz. but the others have a cluster of lower-frequency peaks, and some have broad,
lower-amplitude high-frequency peaks. Jassem's subjects have similar characteristics and range
of variation. Hence, variation of the same sort as exists here is evident in Hughes and Halle's
and Jassem's data.
/X/
/x/ is a dorso-velar fricative. which means that it is produced by bringing the posterior part
of the tongue near the velum (see Fig. 4.1). Subject EM produced tokens for // as well, a
dorso-palatal fricative, which is produced with the same part of the tongue held farther forward
in the mouth, near the palate. Subject KS produced an /x/ token very similar to EM's /~/
and dissimilar to the other subjects' /x/ tokens, raising the question of whether there was some
confusion as to which fricative was being requested at the time KS was recorded. For KS's /x/
and EM's //, there is one broad peak centered at 3 kHz, a pronounced dip at 6 kHz, and a
broad upper peak around 8.5 kHz.
The remaining four subjects, CS, PP, EM and G, exhibit similar /x/ tokens. These consist
of three peaks which decrease in amplitude with frequency. described by Strevens as a "formant-
like" structure. They occur at different frequencies for the four subjects: lowest of all for G (the
only male in this grouping), and next lowest for PP. Dips between the peaks are pronounced
at low frequencies and around 6 kHz, with the exception of G, whose spectra do not show the
6 kHz dip.
Overall sound level is the second highest of the six fricatives studied here. The mean AT,
at 36.9 dB. is the highest of the six. The mean Ao. at 18.7 dB., is comparable to that of /s/.
Strevens found // to be the most intense of nine fricatives. and /x/ to be the fourth most
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intense. He found considerable variation in both the sound quality and upper frequency limit
of energy distribution of /x/ tokens. Those that sounded like they had a more back place of
articulation tended to have a lore formnant-like structure. That observation is borne out by a
comparison of EM's /q/ and /x/ spectra. Jassem's data likewise show peaks steadily decreasing
in amplitude with frequency for /x/. and two peaks of nearly the same amplitude centered at
4 kHz for /q/.
Summing Up
In spite of the somewhat unnatural task of sustaining an isolated fricative for several seconds,
the spectra were similar to those in the literature in terms of their relative sound level, the
general spectral shape characteristic for each fricative. and the tremendous variation in spectral
shape to be found between speakers. The speech spectra may thus safely be labeled "typical",
and may be compared to the mechanical model spectra, both in terms of general spectral shape
and level as well as the more detailed parameters AT and Ao.
The purpose of requesting both normal and intense productions was to obtain a variation
in airflow with hopefully all else remaining the same. Subject PP found it difficult to sustain
intense fricatives for five seconds: she tended to use lots of air very quickly and then as little
as possible for the remainder of the five seconds. Not surprisingly, her fricatives showed very
little difference between normal and intense productions. Although the other subjects had no
such difficulty, it is quite likely that their pairs do not represent purely a change of air flow
rate; in other words, they may well be making. other articulatory accommodations, such as
changing the constriction area or tensing the articulators, in order to withstand the increased
intraoral pressures necessary to perform this task. In view of the similarities. for most speakers
and fricatives. between the normal and intense productions, such articulatory changes were not
significant acoustically.
The intense version of each fricative was always accompanied by a higher amplitude than the
normal version, though that difference was not always evenly distributed across all frequencies.
For some fricatives, intense production simply increased the intensity of the entire spectrum,
while for others the spectral shape was modified, e.g. high frequencies increased more than low
frequencies.
In terms of overall sound pressure level, the fricatives clustered into two groups. The low-
amplitude group, consisting of /, f, 0/, had mean levels that were 10 to 15 dB below those
of the high-amplitude group, consisting of /s, , x/. The absolute levels of these two groups
fall within the ranges of the no-obstacle and obstacle values of As. respectively. Generally, the
farther back the point of articulation, the more the formant structure was revealed, and the
higher the amplitude was.
In terms of AT, the fricatives clustered into two groups. / f. 0, s/ had low values of AT,
similar to those of the no-obstacle cases of Ch. 3. /, x. / had higher values, similar to the
obstacle cases. It is somewhat surprising that /s/ should be with the first group, since we
expect the teeth to behave as an obstacle. Evidently this occurs because the front cavity is so
short as to cause the first free zero to occur above 10 kHz. outside the rallge included in the
calculation of AT. Certainly for A0 we see a grouping of /, f, 0/ and /s, s. x, /, with the
latter group having the higher values, closer to those measured for the obstacle cases.
By applying the things we learned from the idealized mechanical models in Ch. 3 to the
articulatory configurations of the fricatives analyzed here, we have been able to predict ninny
of the observed acoustic differences. However. the simple models do not explain fully why AT is
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lower than we expect for /s/. or why /x/ and //. without ani obvious obstacle. have parameter
values similar to the obstalcle cases. We therefore turn to Ilr(' complex mlechanical models in
an effort to address these seemlin inconsistencies.0
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Figure 4.3: Fricative spectra for subject CS (feniale). Each graph contains the normal
(solid line) and intense (dotted line) productions of the fricative shown in that graph,
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Figure 4.6: Fricative spectra for subject KS (male).
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Mechanical models were assembled that incorporated the articulatory features believed to
differentiate the various fricatives. Due to the extremely idealized geometries and the non-
yielding tube walls, it was not expected that these models would produce spectra identical to
real speech. The object was rather to imitate (if somewhat crudely) the spectral shape of real
fricatives by slight alterations in the models' configurations. A certain level of understanding
of the acoustic mechanisms at work could then be achieved, and the results could demonstrate
that study of even such simple models is not that far removed from the complex configurations
of the vocal tract.
As will be seen in this section. we can refine the obstacle/no-obstacle dichotomy by con-
sidering sound generation at surfaces nearly parallel to the jet. Inclusion of this additional
mode of sound generation allows us to group models of the fricatives (and. by implication, the
fricatives themselves) into three classes: /s. s/, where the predominant sources are generated by
an obstacle at right angles to the jet; /, f. 0/, which have sound generation at a surface nearly
parallel to the jet, and a very short front cavity; and / x/. which have sound generation along
the wall of the tube, and a long front cavity. Whistles produced by fricative configurations
involve an entirely different mechanism, and are therefore considered separately. However, the
fricative classes are useful in distinguishing among the whistle mechanisms as well.
The mechanical models discussed here were assembled and measured according to the meth-
ods presented in Chapters 2 and 3. For all spectra shown here, the baffle was always mounted
flush with the mouth of the tube, and the microphone location relative to the mouth of the tube
was always given by r = 26 cm, 0 = 28° (see Fig. 2.3 for the definitions of these dimensions).
4.2.1 Source due to Obstacle: /s/ and //
The X-ray tracings given by Fant (1900) for his subject indicate that the major articulatory
difference between /s/ and // lies in the amount of space between the tongue and teeth. For
/s/, the tongue tip is just behind the teeth, sometimes resting against the lower teeth, and
the tongue blade is held against the alveolar ridge, forming a narrow channel. Only a small
cavity remains between the tongue and teeth. For /s/, the tongue tip is raised, forming a
slightly wider channel against the posterior part of the alveolar ridge. A significantly larger
cavity exists between the tongue and teeth. From the X-ray tracings, it seems possible that the
tongue directs the air towards the lower teeth. Catford (1977) showed spectra of the fricatives
/0, s / produced by subjects with and without their false teeth (both upper and lower sets).
The spectra, reproduced in Fig. 4.8, show clearly that /s/ and // change drastically, losing
much high-frequency energy when the teeth are removed. In contrast, /0/ changes only
slightly. Catford's data show that the teeth contribute substantially to the sound for /s/ and
/9/, and the speech spectra measurements of the previous section showed that. in terms of the
parameters As and Ao, /s/ and // behave most like the idealized obstacle case of Ch. 3 of all
the fricatives. The values of AT grouped //. but not /s/. with the obstacle case as well. With
some reservations concerning /s/. these two sets of data therefore constitute greater evidence
for the assumption made earlier. that the teeth are behaving as an obstacle.
This idea was tested further by constructing models, pictured in Fig. 4.9. which included
an obstacle 1.0 cm from the mouth of the tube. representing the teeth. The dimensions of the
models represent rough approximations to the X-ray data presented by Fant (1960). For /s/,
a circular constriction 1.0 cm in length was located 0.5 cml upstream of the obstacle, with a
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plug. senmicircular in cross-section, filling in some of the space between the constriction and
obstacle. For //. the samle constriction was located 1.5 cm upstreain of the obstacle, and
the space between constriction and obstacle was left empty. The effect of the plug and of the
constriction location were assessed by examining twelve different configurations, consisting of
the four cases of obstacle only, plug only, both, and neither, each at three values of 1, the
constriction-obstacle distance.
Flanagan (1972) showed that if /s/ is modeled by a two-tube model. that is, a back tube
of large cross-sectional area, a shorter front tube of length 2.5 cm having the cross-sectional
area of the constriction, and a pressure source at the mouth, the predicted transfer function
includes a free zero at roughly 3500 Hz. a free pole at 6500 Hz. and bound pole-zero pairs. The
spectrum therefore rises steadily from 3500 to 6500 Hz. The /s/ configuration proposed here
is a four-tube model, with a pressure source located within a short front cavity. Inclusion of
the front cavity introduces front-cavity resonances; for If = 1.5 cm, these quarter-wavelength
resonances will fall at approximately the frequencies f = nc/41, = 3.3, 10. 17,... kHz, where
le = If + 8r/37r is the effective length including the end effect (Morse. 1976). This is more in
keeping with the measured speech spectra, which showed a rather prominent formant around
2 to 4 kHz.
Spectra of the sound generated when air flows through the models are shown in Fig. 4.10
for 1, = 1.5, 1.0, and 0.5 cm. First, as in Ch. 3 inserting the obstacle always increases the
amplitude, whether or not the plug is present. It also induces a minimum at low frequencies,
so that even with the difference in amplitude, both obstacle and no-obstacle cases appear to
coincide near 0 Hz. A trough at higher frequencies, such as was ascribed to the presence of a
free zero in Ch. 3. is only visible for the longer front cavities; when lo = 0.5 cm, the predicted
free zero is considerably above 10 kHz.
As the front cavity is lengthened, the lowest resonance of the front cavity decreases in
frequency. Since the lengthening has the effect of increasing the cavity volume while keeping
the area of the mouth the same, the formant's bandwidth decreases, making the formant more
prominent (alternatively, the damping of a resonance due to radiation decreases as the resonance
frequency decreases). Over the span of If = 1.5 to 2.5 cm, these changes are sufficient to change
the spectral shape from that of smoothly rising, with one small formant. to one possessing a
centralized region of high energy.
For the same reasons, adding the plug increases the bandwidth of the front cavity resonances,
but the main effect of the plug is to generate additional sound. For the 0.5 cm plug the effect
is small: when the plug is used without the obstacle, the amplitude above 6 kHz increases
slightly. When the obstacle is present, the presence or absence of the plug makes virtually no
difference in the spectrum. In speech. likewise, the tongue (which the plug represents) may
touch the lower teeth or not during production of an /s/. By contrast. the tongue tip does
not touch the lower teeth during an /S/; and, indeed, the spectra show that the 1.0 and 1.5
cm plugs used alone generate significantly more sound than the equivalent no-obstacle, no-plug
configurations. and affect the sound significantly in the obstacle-pluhis-plug cases. A reasonable
assumption is that the jet has not widened out enough in the first 0.5 cm to generate much
sound by impinging on the plug. Although the high-energy regions of the model spectra never
become as narrow as that of the speech spectra, it is clear that the model spectra are more
similar to // when the plug is absent.
The peak obvious in Fig. 4.10a. the obstacle-only configuration, is the lowest front-cavity
resonance; the /s/ tokens of CS. EMI and PP show a peak of similar bandwidth and proninence,
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If Configuration As AT Ao
cm dB SPL dBI dB
1.5 Obstacle 62.8 20 20
Obstacle + Plug /s/-like 63.2 22 22
Plug 47.4 14 10
Nothing 45.7 18 10
2.0 Obstacle 66.9 27 27
Obstacle + Plug 66.6 26 26
Plug 61.3 21 21
Nothing 49.8 23 13
2.5 Obstacle //-like 72.2 30 30
Obstacle + Plug 70.2 31 31
Plug 60.8 32 21
Nothing 51.4 26 12
Speech /s/ 61.9 20.0 18.4
// 67.9 31.7 27.6
Table 4.4: Overall Amplitude (As), total dynamic range (AT), and low-frequency dynamic
range (Ao) of the spectra shown in Fig. 4.10, at U = 420 cc/sec. The codes in the "Configu-
ration" column indicate whether there is an obstacle or a plug in the front cavity. When the
obstacle is present, it is 1.0 cm from the mouth of the tube. When the semicircular plug is
present, it fits against the constriction, and is of length (If - 1.0) cm. The values given for
actual speech are repeated from Table 4.3 for ease of comparison.
about 1 kHz lower, and KS shows one about .5 kHz higher. These variations are well within
the range expected for different mouth shapes and sizes, and different production strategies.
Values of As, AT, and Ao are listed in Table 4.4 for each of the spectra shown in Fig. 4.10.
Comparison with Tables 4.2 and 4.3 show that the two models expected to be most /s/- or
/S/-like do, in fact, produce spectra whose parameters fall within the first standard deviations
of the parameter values measured for speech. In terms of these parameters. then, the models
provide very good matches to the articulatory configlratins: The flowrate of 420 cc/sec, which
affects the overall amplitude. falls within the 300 to 500 cc/sec range typical for fricatives. The
absolute level for the //-like nlodel is higher than that of the /s/-like imodel for the same
flowrate. which agrees with the relation of Is/ and // in speech spectra also. Since the /s/-like
mlodel exhibits a relatively low value of AT. which agrees well with that observed in speech, we
must conclude that our initial reservations aboult the validity of the obstacle-case model for /s/
were groundless. Instead it appears that AT is influenced by front cavity length in a way that
could not he established with the models of Ch. 3.
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4.2.2 Short Front Cavity, Source due to Surface: //, /f/, and /0/
The articulatory differences between //. /f/. and /0/ are more subtle. For // the con-
striction is in the shape of a wide slit between the lips. For /f/. the upper teeth and lower
lip direct the air towards the upper lip. For /0/. the tongue is held just under or just behind
the upper teeth. leaving a wide slit for air to flow through. The slight shift in the place of
articulation can be modeled by positioning a constriction at the mouth of a 17-cm tube for //
and 1.0 cm from the mouth (according to Fant's X-ray data) for /f/ and /0/. We know from
Ch. 3 that a circular constriction at the mouth will generate a nearly flat spectrum at too low
a level to be observable above the background noise at 26 cm. Presumably even a 1.0 cm front
cavity will not increase the level substantially. However, these three fricatives. though of low
amplitude, are above the background noise. Therefore, we need to mimic the articulation a
little more closely.
Figure 4.11 shows the different constriction shapes and combinations used. The centered
rectangular slot differs from the centered circular hole of the same area only in the shape
of the constriction. The role of the lips and teeth in providing surfaces at which additional
sound generation may take place is investigated with two different constrictions, the flat-topped
plug where air flows along the wall of the tube. and a two-slot configuration, where a larger
rectangular slot is placed downstream of the smaller slot. These are both contrasted with the
semicircular obstacle, located 0.5 cm from .the centered circular constriction.
Figure 4.12 contrasts the rectangular and circular constrictions positioned 1.0 cm from the
mouth of the tube, at flowrates 330, 420 and 520 cc/sec. The two cases are substantially
the same: both have a broad peak around 5 kHz. corresponding to the quarter-wavelength
resonance of the front cavity (including the end effect), have very low amplitudes overall, and
a very small dynamic range (AT _ 10 dB). The rectangular slot spectra increase less evenly
with flowrate than do the circular spectra. The spectral shape is slightly different, with more
low frequency energy generated by the circular constriction.
The spectra change significantly when the jet impinges on a surface in some way. Figure 4.13
contrasts the two-slot, the fiat-topped-plug, and the obstacle configurations at the flowrates
190. 330, and 520 cc/sec. All three configurations produce higher amplitude sound than
the rectangular or circular constriction alone. The flat-topped plug behaves similarly to the
obstacle, increasing Ao and AT. The two-slot configuration is of comparable amplitude, but has
a greater spectral amplitude at low frequencies. Apparently this configuration does not generate
sound in a way that resembles the action of a pressure source, at least at low frequencies.
We could continue with other shapes. more closely approximating the shape of lips, tongue
and teeth. but it is already clear that the type of articulatory variation that distinguishes these
fricatives produces substantial variation in the spectrum. Further, we have an explanation for
why there is so much variation between subjects on these weak fricatives: clearly when there is
no strong effect, such as that of an obstacle, very small shifts in constriction shape and location
of surfaces near the flow can make a substantial difference in spectral shape.
Considered on an articulatory basis, the flat-topped plug should be closest to /f/, the single
or double rectangular slot(s) should model /0/. and /1/ should be either a slot at the mouth or
a thinner two-slot configuration. Comparison with the speech data shows no such clear pattern.
Table 4.5 lists the values of the three spectral parameters for the spectra presented here, at
U = 330 cc/sec. No singlle confi-guration has a set of parameter vallues that fall within the first
standard deviation of the mean values measured for the fricatives. Due to the large between-






1.0 Circle + Obst. 58.3 25 25
FTP 60.4 24 24
2 Rectangles /0/-like 49.4 14 0
Circle 37.6 5 0
Rectangle 39.5 11 10
Speech /0/ 48.2 23.6 11.9
/f/ 53.2 21.5 12.0
/0/ 49.9 22.4 7.1
Table 4.5: Overall Amplitude (As), total dynamic range (AT). and low-frequency dynamic
range (Ao) of the spectra shown in Fig. 4.13. at U = 330 cc/sec. The codes in the "Configu-
rationr column indicate whether an obstacle is present in the front cavity of the configuration,
and the cross-sectional shape of the constriction. The obstacle, when present, is located 0.5 cm
from the mouth of the tube. FTP refers to the "flat-topped plug" constriction. "2 Rectangles"
refers to the configuration using two rectangular constrictions at the mouth of the tube. The
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indlividual tokens somlewhatt better in ternms of the parameters (see Table 4.2). For instance.
the /0/ tokens of CS. EM and KS have parameter values that are mullch closer to those of the
"/0/-lik" model than are the values averaged over all subjects' /0/ tokens.
Catford's data, showing little difference in spectra of /0/ produced with and without teeth.
indicates that the difference between shape and rigidity of teeth and guln is not highly signifi-
cant. The data here show that the presence of surfaces near the jet is more important than the
exact shape of the constriction.
4.2.3 Long Front Cavity, Source due to Surface: // and /x/
Fant's X-ray tracings show that /x/ is produced by pulling the tongue back against the
velum and soft palate, leaving a long (about 8 cm for his subject) and relatively large-volumed
front cavity. For //, the tongue is more forward. reducing both length and volume of the front
cavity. In both fricatives, the curve of the hard palate towards the alveolar ridge occurs anterior
to the constriction. Tile air is therefore directed along the roof of the mouth, providing a large
surface for additional sound generation.
Accordingly. the mechanical models used to mimic /x/ and //., shown in Fig. 4.14, explore
the differences between two constriction shapes (a centered circular constriction and a flat-
topped plug) and two front cavity lengths (4 and 6 cm). Spectra of the sound generated when
air passes through these models are shown in Fig. 4.15; for purposes of comparison, spectra
generated when If = 1 cm are also included. The constriction shape affects the spectrum more
when it is clobeL to the mouth. For If = 6 cm. the flat-topped plug spectrum is 15 dB higher in
amplitude than the centered circular spectrum in the vicinity of the first resonance. but tapers
down until it is equal in amplitude above 5500 Hz. The frequencies and bandwidths of the
resonances are approximately the same. For If = 4 cm. the amplitude difference has grown to
20 dB at the first resonance. and extends up to 9000 Hz. The frequencies for the resonances
are still similar, but the bandwidths are smaller for the flat-topped plug. For If = 1 cm, the
circular constriction produces a nearly flat spectrum, while the flat-topped plug produces sound
that is 25 dB higher in amplitude over most of the frequency range. The spectral shapes are
obviously quite different.
The spectra produced by the centered circular constriction decrease in amplitude as the
shortening front cavity results in larger losses due to radiation. For all three front cavity
lengths, the flat-topped plug spectra have similar peak amplitudes of about 45 to 50 dB SPL.
The position of the constriction, which presumably generates sources along the wall, will set up
asymmetric wavefronts radiating outward from the wall. When the front cavity is long, these
wavefronts flatten out into plane waves. For the 1 cm front cavity, the recorded sound is mainly
that of the source, whose wavefronts have not become planar. This is another case where the
area function alone is not sufficient to predict the spectrum of the sound that will be produced.
If we now compare the model spectra to the analyzed speech, either constriction located at
6 cm generates resonances with frequencies fairly close to those of the /x/ tokens of G and PP.
EM and CS have resonances at somewhat higher frequencies, making the 4 cm location a better
match. Table 4.6 lists the three amplitude parameters for these models. All three parameters
match much more closely whel the flat-topped plug is used.
Finally, KS's /x/ and EM's /q/, which have a single high-amplitude, high-bandwidth peak
at 3-4 kHz rather than several narrow peaks as do the other /x/ tokens, seem to combine
qualities of the flat-topped plug spectra for If = 4 and 1 cm. Given the variation between
subjects, it seems pointless to draw firIm conclusions on the basis of one or possibly two tokens
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Table 4.6: Overall Amplitude (As), total dynamic range (AT). and low-frequency dynamic
range (Ao) of the spectra shown in Fig. 4.15, at U = 370 cc/sec. The codes in the "Configura-
tion" column refer to the cross-sectional shape of the constriction, whether circular or that of
the flat-topped plug. The values given for actual speech are repeated from Table 4.3 for ease
of comparison.
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of //. We observe. therefore, that the sorts of changes induced in the spectrum by having
the flat-topped plug located so that If is somewhat less than 4 cm are consistent with the /q/
tokens anlalyzed.
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Figure 4.8: Spectra of the fricatives /s. 0. /, recorded by two subjects with and without
their false teeth. Solid line = with all teeth, dotted = with no teeth. Shaded area =
area of overlap of normal and toothless spectrum. (From Catford. 1977)
Note that the missing y-axes (sic) are most likely the log magnitude of the sound
pressure. measured in dB, using a relative scale.
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Figure 4.9: Mechanical models used to mimic /s/ and //. All dimensions are in cm.
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Figure 4.10: Spectra of the sound generated by air flowing through the models of Fig. 4.9,
at flowrate 420 cc/sec.
a). Front-cavity length If = 1.5 cm, distance from constriction to obstacle 1, = 0.5 cm.
b). I = 2.0 cm, = 1.0 cm.
c). If = 2.5 cm, lo = 1.5 cm.
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Figure 4.12: Spectra produced by rectangular and circular constrictions 1.0 cm from
mouth, at the flowrates 330, 420, and 520 cc/sec.
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Figure 4.13: Spectra produced by the two-slot, the flat-topped plug. and the circular
constriction plus obstacle,. each positioned 1.0 cm from mouth, at flowrates 190, 330,
and 520 cc/sec.
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Figure 4.14: Mechanical models used to mimic /x, q/.
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Figure 4.15: Spectra produced by the circular and flat-topped constrictions, located 6,
4. and 1 cm from mouth, at flowrate 370 cc/sec.
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4.2.4 Whistles
The transition from a fricative to a whistle produced with nearly the same articulatory con-
figuration provides additional information about the acoustic mechanisms in operation. Only
/ , s, / can merge into whistles with minor adjustments of airflow and articulator positions.
For // the adjustment is the most profound: for CS (the only subject to record fricative-whistle
transitions) it consisted of pursing the lips to form a more circular opening, and tightening and
pulling them in. while raising the tongue slightly in the mouth. Figure 4.16 shows spectra of /0/
and a bilabial whistle produced during the same breath by making these articulatory adjust-
ments; the phonation recorded following the sustained // is also shown. The whistle couples
into the second formant, which is defined mainly by the tongue position in the anterior-posterior
direction.
In order to test our understanding of the acoustic mechanism that produces the whistle and
to create an experimental model, a mechanical model was designed to mimic the bilabial whistle.
The articulatory changes needed to produce a whistle from a // position can be translated
into mechanical model terms by making the constriction at the mouth of the configuration more
circularly shaped and decreasing the tapere of its inlet, and introducing a second constriction
of similar cross-sectional area behind the first to mimic the raised tongue. Three such models,
which were assembled from constrictions of three different areas, are shown in Fig. 4.17. In
the following discussion, the constriction areas are referred to as At, for the constriction due
to the tongue. and A,m for the constriction at the mouth. Typical values for Am during actual
whistling range from 0.20 to 0.39 cm 2 (Shadle. 1983). Since according to the same study the
transfer functions of the whistle configurations resemble those of a highly rounded /i/ or /u/,
area functions of those vowels can be used to give a typical value for At of 0.3 cm 2. If a smaller
tongue constriction is used, a whistle can still be produced, but it sounds more hissy. We would
thus expect the middle-sized constriction (with an area of 0.32 cm 2) used in the mechanical
models, to mimic human whistling more accurately than the 0.08 or 0.71 cm2 constrictions.
A mechanical model with Am = 0.08 cm2 will not whistle at any flowrate in the range
of 0 to 520 cc/sec. Any other combination of the three constriction areas will whistle for
at least some flowrates in that range. Figure 4.18 shows a typical whistle produced when
At = 0.71 cm 2 and Am = 0.32 cm2. The sharp peak at 1120 Hz is evidence of a quiet but
aurally unmistakable whistle. The distance between constrictions affects the whistle frequency
somewhat: for front cavity lengths of 1.0, 2.0 and 3.0 cm, the whistle occurred at 1160, 1120,
and 1040 Hz, respectively. When the overall tract length was reduced to 16 cm, the 1.0 cm front
cavity length whistled at 1240 instead of 1160 Hz. It seems clear then that the whistles occur
at half-wavelength resonances of the entire tract, which are slightly affected by the location of
the upstream constriction.
For this configuration. the whistle will not occur unless the inlet to the downstream constric-
tion is abrupt. If At is smaller than 0.71 cnlm2 whistles will occur even when the downstream
constriction inlet is tapered. The whistle is somewhat clearer when the downstream inlet is
abrupt.
Figure 4.19 shows the effect of changing the distance between constrictions. If, when At =
0.08 and Am = 0.32 cm 2. The whistle frequency decreases as I increases. though not in a
simIple geometric proportionality. The resonance that the whistle has coupled into is essentially
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the. Hehnholtz resonance of the front cavity and the mouth constriction:
c Am
where A/ is the cross-sectional area of the tube between the constrictions. The amplitude of
the whistle and the degree to which it is distinct from the rest of the spectrum depend on both
flowrate and If. Changes in flowrate for a given configuration cause the whistle frequency to
fluctuate around the resonance. increasing and decreasing the amplitude of the whistle as a
consequence. The differences between the spectra for If = 1.5 cm are evidence of such changes;
clearly the same two flowrates do not produce the same effect when If = 3.0 cm.
When At = 0.32 and Am = 0.71 cm 2. two resonances occur only 300 Hz apart. As shown in
Fig. 4.20, the result is a double-peaked (and double-pitched) whistle. over a range of flowrates.
The figure shows a changeover when an increase in flowrate causes the higher-frequency peak
to assume the higher amplitude. Such frequency jumps have been documented for all types of
mechanical whistles (Chanaud and Powell, 1965), and for humans whistling as well (Shadle,
1983).
The ability of these models to whistle at a wide range of flowrates and constriction sizes,
the relative unimportance of tapering on the downstream constriction, the effect of front cavity
length on the whistle frequency, and the presence of frequency jumps, are all examples of
behavior that are also exhibited by humans whistling. Humans, however, can whistle up to
much higher frequencies; the models top out at 1500 Hz, but humans can whistle as high as
4000 Hz. This is most likely accomplished by decreasing the cross-sectional area of the front
cavity as the tongue is brought forward, thus raising the resonance frequency.
Since the existence and behavior of the whistles are controlled by the same parameters in
the models and in humans. the acoustic mechanism producing whistles in both cases is very
likely the same. As described by Chanaud and Powell (1965), this type of configuration, with
two colinear orifices, gives rise to the hole tone. The jet produced by the upstream constriction
is unstable; the instability is reinforced by reflections from the downstream constriction; a
train of ring vortices is set up, which generates sound that excites and couples into the cavity
resonances.
For /s/ the adjustment necessary to produce a whistle was more subtle than for //. For
CS it consisted of reducing the airflow rate and moving the tip of the tongue very slightly
until a critical whistle-producing location was found. Although such whistles could be repeated
and manipulated in frequency somewhat. they were always quite hissy. Once a good location
for the tongue tip was found, the lips could be moved independently to alter the frequency.
Predictably, a bigger mouth area resulted in a higher whistle frequency. Spectra of a whistled
and regular /s/, and a phonated /s/, are shown in Fig. 4.21. In this case the whistle coupled
into the third formant, at about 2500 Hz.
The /s/-like models developed earlier were tested for their ability to whistle, either with or
without the plug. At low flowrates, when the obstacle was present, somewhat hissy whistles
were generated at the frequency of the first visible resonance, as shown in Fig. 4.22. It is
contrasted with a non-whistling higher flowrate through the same configuration. The whistle
frequency and its hissy quality correspond quite closely to the /s/-whistle produced by subject
CS.
/s/ needed the least adjustment of all: a very slight tongue-tip adjustment and airflow
reduction were sufficient to produce a fairly clear whistle. Figure 4.23 gives an example in
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which the fourth formant was coupled into by the whistle. This was a front-cavity resonance.
as became clear when the tongue was h eld still but the position of the lips was altered. Tile
formant structure changed somewhat from that of a normal / / due to the adjustments necessary
to produce a whistle.
Since the //-like mechanical model whistled at low flowrates. no attempt was made to
duplicate the slight change in position of the tongue tip. Figure 4.24 shows spectra for the
same model at two flowrates. the lower of which produced a whistle. Although the // and //-
like whistle spectra are dissimilar, both whistles occur at a front-cavity resonance, and therefore
the whistle frequencies are controlled mainly by the tongue position. Possibly the additional
peaks in the speech spectrum are due to a larger constriction area in that case, which would
allow back-cavity resonances to become more visible. The whistle is more distinct for both //
and the // model than for /s/ or the /s/ model. This is most likely due to the greater damping
of the whistle formant in the /s/ case.
The whistle mechanism for the /s/ and // models, and thus apparently for the mouth,
is an edge tone. In this case, feedback is set up between the origin of the jet at the tongue
and the edge created by the obstacle/lower teeth. The whistle couples into the nearest cavity
resonance.
Transition from the bilabial fricative to the bilabial whistle involves significant articulatory
change, and results in an acoustically dramatic difference. For the /s/ and // whistles, neither
the articulatory nor acoustic changes are as profound. A lower flowrate through the same
configuration can produce a fricative that is slightly whistly. It is therefore more likely that
/s/- and //-whistles will occur during normal speech, as, for instance, during the transition
into or out of a fricative.
4.3 Discussion
In this chapter, sustained fricatives as produced by five speakers were analyzed and com-
pared to previous studies, to the mechanical model data of Ch. 3, and to more complex me-
chanical models designed to imitate each fricative. Similarities between the tokens analyzed in
this and in previous studies in terms of overall amplitude, peak and trough frequencies, and the
amount of between-speaker variation of these parameters demonstrated that neither the unnat-
uralness of sustained production nor the analysis method impaired the essential characteristics
of the fricatives.
An additional set of parameters that measured the dynamic range of the spectra were
developed, based on the mechanical model work in Chapters 2 and 3, as a way of characterizing
the acoustic differences caused by source generation at an obstacle. Comparison of the speech
and the mechanical model data of Ch. 3 revealed that the fricatives /, f 0/ were most similar
to the no-obstacle case, judging by the overall amplitude and the dynamic range parameters;
/, x/ were most sinlilar to the obstacle case: and /s/. somewhat unexpectedly in view of its
obstacle-like articulatory configuration, had elements of both.
This initial set of comparisons, together with a knowledge of the articulatory configurations
of each of the fricatives, was used to design more complex mechanical models intended to mimic
the fricatives. These models fell into three classes. according to the donlinant source mechanism.
For /s. /, the jet impinges on an obstacle, producing a high-amplitude spectrum with a few
obvious poles and zeros. For /., f, 0/. surfaces nearly parallel to the jet gellerate additional
sound. The result is a relatively low-amplitude spectrum whose shape depends heavily onil the
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exact angle and shape of the constriction and surfaces. For /x. q/. the front cavity is relatively
long, and the soulnd is generated by the action of the jet on the wall of the tube, minlicking
the role of the palate and alveolar ridge. The spectra have a relatively high amplitude with
well-defined resonances. The two latter classes clearly illustrate that knowledge of the area
function alone is not sufficient to predict the resulting sound spectrum.
Comparison of the spectra produced by these more complex models to the fricative spectra
in terms of the various spectral parameters showed that the models for /s, / are very good,
as are those for /, x/. The anomaly noted when /s/ was compared to the models of Ch. 3
disappeared when it was compared to the more realistic model. For /., f, 0/ no models were
found for which all parameter values fell within the first standard deviation of the values found
for speech. However, the partial fits provided by the models that were tried made it clear that
a simple no-obstacle model would not suffice.
From these results we may infer that theoretical models for /s, s/ should consist of a series
pressure source located at the obstacle/teeth. Theoretical models for /c, x/ should include
a distributed pressure source. representing the sound generated along the roof of the mouth.
Theoretical models for /. f, 0/ are likely to include a distributed source as well, of uncertain
type, and may need to include evanescent as well as longitudinal modes due to the shortness of
the front cavity.
Consideration of whistles produced in the /, s, / positions resulted in mechanical models
that whistled at similar frequencies and flowrates, and with the same frequency-controlling
parameters. It is thus possible to infer the whistle mechanism from the mechanical models: /s,
s/ whistles are produced by edgetones, and // whistles are due to holetones.
The principle conclusion is that even highly simplified mechanical models can mimic speech
spectra with a fair degree of success, and thus provide a useful domain in which to explore the
parameters controlling sound production due to turbulence in the vocal tract.
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Figure 4.16: Spectra of bilabial fricative // and whistle, and accompanying phonation,
produced by subject CS.
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Figure 4.18: Spectra produced by mechanical model of bilabial whistle pictured in Fig.
4.17, with At = 0.71, Am = 0.32 cm 2, If = 2 cm, at flowrate 330 cc/sec.
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Figure 4.19: Spectra produced by mechanical model of bilabial whistle pictured in Fig.
4.17, with At = 0.08, Am = 0.32 cm 2, at flowrates 150 and 250 cc/sec.
a) If = 1.5 cm.
b) l i = 3.0 cm.
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Figure 4.20: Spectra produced by mechanical model of bilabial whistle pictured in Fig.
4.17, with At = 0.32, Am = 0.71 cm2 , If = 2 cm, at flowrates 310 and 410 cc/sec.
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Figure 4.22: Spectra of /s/-like mechanical model without plug at flowrates 150 and
250 cc/sec; at 150 cc/sec, the model whistles.
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Figure 4.24: Spectra of //-like mechanical model at flowrates 150 and 190 cc/sec; at
150 cc/sec, the model whistles.
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Chapter 5
Conclusion
5.1 Summary and Discussion of Results
The central goal of this thesis has been to understand the acoustic mechanisms for the
production of fricative consonants. The approach of working in three domains, namely speech,
mechanical models, and theoretical models, has allowed us to choose an appropriate context for
each stage of the work, as well as providing independent checks of many of the basic assumptions.
In particular, the applicability of mechanical model results to speech has been established, and
the assumption of no source-filter interaction has been explicitly tested.
All fricative configurations have in common a small turbulence-producing constriction within
the vocal tract. This basic configuration of a constriction in a tube was investigated by use of a
mechanical model, in which parameters such as constriction area, length. location, and degree of
inlet tapering, and presence of an obstacle, were varied. It was found that acoustically the most
significant parameters are the presence of an obstacle, the length of the front cavity, and the
flowrate. Therefore, configurations in which only these parameters were varied were examined
more thoroughly and modeled theoretically.
A source function for the obstacle case was derived from the far-field sound pressure mea-
sured when the obstacle was located in space, downstream of a constriction which was mounted
flush with a baffle. The directivity pattern produced by the obstacle in this position was similar
to that of a dipole, as expected. A dipole source located inside a duct is equivalent to a pressure
source in a transmission-line model, when only the longitudinal modes of a duct are considered.
The filter function, corresponding to the effect of the duct on such a pressure source, was de-
rived for the transmission-line representations of two configurations in which the obstacle was
located inside a front cavity of nonzero length. The transmission-line model included losses
due to viscosity, heat conduction. radiation and flow resistance. The flow resistance was com-
puted from measurements made for the actual constriction used; the other sources of loss were
predicted theoretically. The spectra predicted by this source-filter model, when compared to
the far-field pressure measurements of the equivalent mechanical models, provided a very close
match in both absolute sound pressure level and spectral shape. Thus a major finding of this
thesis is that the simple linear source-filter model works well in the obstacle case.
For the no-obstacle case, it was not possible to derive a source from a free-field measurement,
so absolute level of the prediction could not be checked. Investigation of the pressure versus flow
velocity power laws showed evidence of source-tract interaction for the no-obstacle case, but
none for the obstacle case. This is in agreement with Heinz' results (1958): he demonstrated
that the power exponent for the no-obstacle case decreased when the constriction was moved
back from the mouth of the tube.
Spectral measures were developed that captured the acoustic differences between the obsta-
cle and no-obstacle cases. Analysis of real speech in terms of these spectral measures revealed
that fricatives are more sinlilar to the obstacle than to the no-obstacle case, again a major find-
ing. More complex speech-like mechanical models were developed and compared to the speech,
again in terms of the spectral measures. Very good Inodels of /s/ and // were obtained by
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using an obstacle at right angles to the flow and varying the constriction location. For the
fricatives /, f, 0/, in which the constriction is located forward in the tract, the shape of the
constriction was crucial. Constrictions that allowed the jet to come in contact with a surface
produced sounds that most closely resembled the analyzed examples of these fricatives. For
/x/ and //, a surface also caused the mechanical model spectra to become the most like the
speech spectra, but in general the effect of the constriction shape lessened as the length of the
front cavity increased.
Because of the theoretical work done on the simple models, some conclusions can be drawn
regarding the best source model for each class of fricatives. For /s. / a series pressure source at
the location of the teeth is needed, with a source function similar to those derived for the obstacle
case. For the fricatives other than /s, /. a "distributed obstacle"' modeled as a distributed
pressure source, may be the dominant acoustic mechanism. Presumably such a source would
be weaker than a localized pressure source at a given flowrate. Note that although a simple
rule can be specified predicting the source distribution from the angle that the obstacle makes
with the jet, the information necessary to use such a rule is not contained in the conventional
cross-sectional area description of the tract.
We have thus established that the series pressure source used by Fant (1960) is correct
for the obstacle case, and presumably also therefore for /s.: /, when placed at the location
of the obstacle. What about the source characteristics? Fant found that the following source
descriptions provided the best match to speech spectra:
/f/ -6 dB/oct between 800 and 10000 Hz, or
-3 dB/oct between 800 and 10000 Hz (better fit)
/s/ 0 dB/oct, 800 to 4000 Hz; -6 dB/oct, 4000 to 10000 Hz
/S/ apical source of 0 dB/oct from 300 to 6000 Hz, or
dental source of 0 dB/oct from 300 to 2000 Hz,
-12 dB/oct from 2000 to 10000 Hz
/x/ -6 dB/oct between 300 and 4000 Hz
If we compare these to the source functions derived in Ch. 3, that is, to Table 3.6, some striking
similarities appear. First, we now know that // should have a dental. not apical source. The
slopes specified by Fant are quite similar to those listed in Table 3.6. For /s/, the constriction
is closer to the teeth than in //, which should cause the peak frequency to be higher. Indeed,
the breakpoint between flat and decreasing slopes, as specified by Fant, is at a higher frequency
for /s/. We cannot at this point comment on Fant's choices for /f/ and /x/.
The whistles generated by several configurations were also investigated. Orifice tones oc-
curred for untapered constrictions, at a greater range of constriction sizes than predicted by
Succi (1977). The frequencies of the tones corresponded to the half-wavelength resonance of the
constriction and its harmonics. Edgetones occurred for configurations including an obstacle, at
frequencies related to the flowrate and distance to the obstacle. They occurred more readily
for a rectangular than circular constriction cross-section. For either shape. placing the obstacle
inside a tube altered the conditions (specified by flowrate nld constriction-obstacle separation)
under which whistles occurred. and the frequency and amplitude of the whistles.
Edgetones were generated by the /s/- and //-like mechanical models that were similar
acoustically to the whistles produced by a subject with the /s/ and // configurations. An even
more striking parallel between the whistles produced by speech-like models and hunmans was
found for the typical bilabial whistles produced by //-like configurations. Two constrictions,
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reproducing the role of tongue and lips, were necessary to model these whistles. The agreement
in flow range, frequency, and control parameters of the holetones thus produced and the whistles
generated by humans was good enough to make it likely that the same acoustic mechanism
occurred in both the models and the human vocal tract.
5.2 Future Work
We are now in a position to reconsider the issue of source-tract interaction. Recall that
in the obstacle case, the source was determined by the location of the obstacle relative to the
constriction. and the flowrate. which is presumably a function of the constriction diameter and
linear flow velocity. That source showed no evidence of interaction with the tract. The no-
obstacle source, which was presumed to be controlled by only the constriction diameter and
flowrate, exhibited some interaction according to the methods used in Ch. 3. The work with
more complex models in Ch. 4, and the experiments using constrictions of different areas in Ch.
2, indicated that sound generation occurs at the walls and sometimes at the mouth of the tube
for the no-obstacle case. For the flat-topped plug, used in Ch. 4. such wall sources are clearly
very significant. Some (though not necessarily all) of the interaction is due to such additional
sound generation.
If we had a way of including in the source specificiation the jet parameters (U, d, and shape
of constriction) and the location of all surfaces contacted by the jet, it appears that that source
would be independent of the tract for all non-whistling cases. The geometry of the tract would
then be included in descriptions of both source and filter, but the acoustic behavior would be
non-overlapping in the two specifications. In this way we can consider separately the tendency
of a wall to react on turbulent fluid leading to the generation of flow dipoles. and its tendency
to act as a resonator for longitudinal waves. Source specification of this sort would eliminate
source-tract interaction of a type that might be termed rigid-body interaction, to indicate the
cause of the additional source generation, or model-dependent interaction, to indicate that the
presence of interaction depends on the completeness of the source model.
For whistles, on the other hand, the sound is generated by an instability combined with
acoustic or aerodynamic feedback. When the whistle couples into a resonance of the cavity,
the features of the geometry giving rise to that resonance are clearly an integral part of both
"source" and "filter". It is thus probably not useful conceptually to use independent source-filter
models for whistles; an oscillator with a dependent source is likely to match the physical reality
better. Developing such an oscillator-based model for the whistle alone. and then extending
the typical obstacle-case source-filter model to include the whistle model. would be a significant
step forwards. A single theoretical model would then be able to predict whistly /s/'s, or
demonstrate the transition from // to a bilabial whistle. just as human vocal tracts do. This
type of interaction should clearly be termed acoustic interaction.
These distinctions should provide a useful framework within which to pursue an obvious
next step, that of developing theoretical models for the more complex speech-like mechanical
models. As in Ch. 3, they should be created in such a way that they can be tested directly
against experimental data for both spectral shape and absolute level. A key element of such a
development will be the source model for the flat-topped plug. It is likely to be expressible as a
distributed pressure source, which means that the location, strength and spectral characteristic
must be determined for each source element, as well as the coherence between elements. For the
/s, / models, the single pressure source at the location of the obstacle can still be used. Since
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the constriction-obstacle distance lo is shorter for /s, / than in Ch. 3. the source characteristic
should be rederived. Aside from providing necessary information for the /s. / model, such
data will allow the establishment of more general relationships between the source fnction, lo,
and the flowrate.
For /. f, 0/ the mechanical models should be improved. Due to the variability of the
subjects and the need for more detailed information, more thorough measurements of speech
should be made first. Correspondences between the speech and mechanical models would be
easier to establish if the sound was recorded simultaneously with measurements of the vocal
tract areas (at least in the region of the lips and teeth) and flowrate; if more tokens were
measured; and if the recording took place in an anechoic chamber. Altering the method of
signal analysis so that long sustained fricatives were not necessary might reduce the between-
subject variability as well.
On whistles, much remains to be done. As with the fricatives, more precise measurements on
humans giving,, simultaneously, articulator positions, flowrate. and the sound pressure, would
allow us to predict the frequency, amplitude, and occurrence of whistles produced by more
complex configurations more precisely. Further work with models to predict the region of
occurrence of the orifice tone, and scale up the edgetone so it could be studied more carefully,
particularly with constriction shapes and obstacle orientations found in the vocal tract, are
indicated. Flow visualization or detailed velocity distribution data would be useful in developing
a theoretical model.
Another direction in which to extend this. work is to consider all instances of sound pro-
duction due to turbulence in the vocal tract, instead of restricting ourselves to the static case
of sustained fricatives. A reasonable way in which to make such an extension is to study in-
creasingly complex dynamic modes of turbulent sound production. First. we have assumed
that a sustained fricative is acoustically nearly identical throughout. It may be that this is
not so, due to changes in the flowrate as the end of the breath nears, to small adjustments
of the configuration, or to, for example, a mechanical vibration of an articulator such as the
uvula induced by the particular combination of flowrate and articulatory configuration. For
this as for all dynamics work, better control of the analysis procedure is essential, so that the
researcher may have complete control of the samples chosen for analysis.
Slightly greater complexities are involved in a consideration of the transition into and out
of fricatives. A detailed look at the sequence of articulatory events would indicate whether the
vocal tract passes through configurations that are whistle-prone, and the degree to which the
articulatory events (e.g., decreasing the area of the constriction and increasing the flowrate) are
consistently coordinated. An obvious candidate for a theoretical model would be a sequence
of models of static configurations. I developing such a model. one must determine the combi-
nation of parameters controlling the amount of sound that is generated, the level above which
this sound is deemed significant, and, in particular, whether the speed of the transition affects
this level.
Stops, affricates. and voiced fricatives involve still more complex dynamic situations. In the
case of stops, turbulence is generated briefly due to a sudden rush of air out of the abruptly
opened mouth. For affricates, the constricted area is not released completely. so that the initial
stop becomes a steady-state fricative. For voiced fricatives, the constriction remains constant
in area, but the amount of air flowing through it varies periodically. As with transitions into
unvoiced fricatives, it becomes important to identify the conlbination of parameters determining
the amount of sound generation due to turbulence. It may well prove that for stops or voiced
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fricatives, in which the flowrate is not constant. more sound is generated for a given configuration
than would be for a static fricative. For voiced fricatives, in which sound is generated at two
distinct locations in the vocal tract, the back-cavity resonances now become important.
Perceptual questions have been avoided in this thesis. They are unnecessary for understand-
ing the acoustic phenomena, but are naturally relevant when considering speech synthesis. For
instance, if the zero due to an obstacle is not audible, it is not particularly important that the
synthesizer reproduce it exactly. A study of confusions between fricatives may well reveal that
the very fricatives whose spectra seemed so similar, and were consequently difficult to model,
are often confused by listeners as well. Likewise, fricatives produced by different speakers that
are acoustically dissimilar may well be perceived as different versions of the same fricative.
The development of a perceptual distance metric for fricative sounds and further refinement
of the parameters used in this thesis for acoustic comparisons would allow us to quantify such
distinctions. Finally, the dynamic characteristics may well aid the perception of each fricative.
Thus, perception studies would tell us what to pay attention to in modeling.
In summary, this thesis has increased our understanding of the acoustic mechanisms of
fricative consonants by the use of mechanical models, theoretical models, and analysis of speech
and human whistling. A search for evidence of source-tract interaction led to a recognition of
the differences between model-dependent and acoustic source-tract interaction, which should
provide a useful conceptual framework with which to evaluate and develop theoretical models.
In the future, this work should be extended in three directions. First, development of theoretical
models, specifically for sound generation along a wall and of whistles, should be continued.
Second, the subject of study, sustained fricatives, can be broadened to include all instances
of turbulence in the vocal tract by consideration of increasingly complex dynamic models.
Mechanical models constitute a useful technique with which to investigate these first two areas.
Third, consideration of perceptual questions would increase the relevance for applications such
as speech synthesis and recognition, and allow us to consider not only the articulatory-to-
acoustic, but also the acoustic-to-perceptual transformation for sounds produced by turbulence




Establishment of an Absolute Reference
Level for the Microphones
The Bruel and Kjaer microphone was calibrated so that its output could be converted to
absolute sound pressure levels by using a General Radio Sound Level meter as a reference.
The sound level meter itself was calibrated by use of a General Radio 1562-A Sound Level
Calibrator. The calibration signals, all of the same amplitude, produced meter readings within
.4 dB of each other over the 125 to 1000 Hz frequency range.
An oscillator and a white noise generator were used in turn to drive an AR-2A loudspeaker.
The Bruel and Kjaer microphone and a General Radio Sound Level meter were positioned 10
cm from the AR-2A, taped together so the centers of the microphones were 2.5 cm apart. The
outputs of the sound level meter and of the Bruel and Kjaer preamplifier fed into the two inputs
of the spectrum analyzer. Then various signals were played and analyzed. and the averaged
power spectra were transfered to the VAX. These signals were: white noise at two amplitudes
13 dB apart, and sine waves (one at a time) at frequencies between 100 and 1200 Hz, at two
amplitudes for each frequency. The amplitudes were chosen to be above the level of the room
noise. Meter readings of the Sound Level meter were taken at the time of the recording to
provide a rough check of the output of the meter.
The two inputs were run through the whole system and a raw overall sound pressure level,
from 0 to 10240 Hz, was found after compensating for the preamplifier and attenuator. Then the
differences between the two inputs for each signal were averaged. Two correction factors were
added to the average difference to arrive at the total correction factor: that resulting from the
Sound Level meter calibration, and a correction for the overlapping bandwidths of the Hanning
window used in the analysis. The latter correction was computed in order to enable comparisons
among spectra generated with different windows or frequency ranges (Beranek, 1954). Since
the ratio of the bandwidths of the Hanning (overlapping) to uniform (non-overlapping) window
remains the same for any frequency range. this correction factor is a constant -1.76 dB, and the
resulting sound pressure level will be based on the width of the bins for the frequency range
used.
The final correction factor had a standard deviation of s = 1.1 dB. The correction factor is
a constant across all frequencies, based upon a calibration performed only at low frequencies.
This is forced upon us by the frequency range of the Sound Level meter calibrator, but is
justified since the Bruel and Kjaer characteristic is extremely flat over the entire frequency
range of interest.
For the speech recordings (see Ch. 4) a similar procedure was used to calibrate the output
of the Altec and tape recorder. In this case only the meter reading of the Sound Level meter
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Appendix B
Relationship of Transfer Function Form to
Network Topology
Consider a transmission line represented by a ladder network in which the series elements
have finite impedance and the shunt elements have finite admittance. We wish to show that,
with no side branches, the transfer function between input and output of like quantities (current
to current or voltage to voltage) is allpole, that is, it is of the form
Iot K
Iin sm + b,-lm- + -I .. + bo
A schematic of the transmission line defining variables is shown in Fig. B.la. It consists
of a terminating impedance Zest and n topologically identical sections, where the ith section
contains a series impedance Zi and a shunt admittance Yi. We are considering the eigenstates
of the circuit only. An eigenstate is a state such that, for some single value of s, every current
in the circuit can be expressed as Ii(s) eSt and every voltage can be expressed as Vi(s) est, with
only the complex amplitudes Ii(s), Vi(s) varying with s. The et term can then be divided
out of every current and voltage. In the following discussion, only the complex amplitudes are
used, and their "(s)" designation is dropped for simplicity.
An allpole transfer function has no zeros, which means that an input that is non-zero at
a given complex frequency must produce an output that is non-zero at that same frequency.
One way to prove that a given transfer function is allpole is to prove the equivalent statement:
assume that the output Ilt is zero. and prove that that assumption implies that the input Iin
must then also be zero. In mathematical notation, when we can prove that (if Iout = 0 then
Iin = 0) is true for a given circuit at all finite frequencies, that is equivalent to proving that (if
Ii, 0 then Iout $ 0) is true for the same circuit, which is the same thing as saying that the
transfer function Io,,t/Ii, is allpole.
The assumption stated at the outset, that Zi oo, Yi $ oo at any finite complex frequency,
is certainly true if all of the series elements are inductors and shunt elements are capacitors,
which forms an equivalent circuit for a lossless transmission line. It is also true for a lossy
transmission line. which we will discuss later. Note that the output element is considered to be
a series element if the output quantity is a current, or a shunt element if the output quantity
is a voltage. Thus, for Fig. B.la, Zout could be represented by an inductor, which obeys the
constraint of Zout oao.
Working backwards through the network shown in Fig. B.la. we can make the following
statements. If I,Ut = 0 then 1Y = 0, since V, = Zout Iout and Zout o. Iy = Y, Vn; since
Yn, oc. ifn = 0, then Iy, = 0. Since Iy, = Iout = 0, I = 0. The voltage drop across Zn is
equal to Vn 1 - V, = V,-1 = Zn I,. Since Z, co, if In = 0, then Vn_1 = 0.
We have shown that if Iout = 0, then I = 0 and Vn_1 = 0. Since all of the sections are of
the same form as the nth section. all of the Ii and Vi equal zero if Iot = 0. In other words,
the only way to have a zero output for this network is for the entire network to be at rest.
Therefore it is not possible for Iin $ 0 when Iot = 0, and therefore Iut/Iin cannot have zeros.
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For a lossy translission line both series and shunt impedances acquire a real component.
All equivalent circuit could be nlodeled( as a resistance and inductanlce in series for the series
elements. and a condluctance and capacitance ill parallel for the shunt elements. The assumption
of Zi $ oo. Yi oo is still met, and thus the proofs above still hold.
When can zeros arise? Suppose that we place an impedance Zback to the left of Ii, as in Fig.
B.lb. Note that Zback is not a single series or shunt element: it is the driving-point impedance
of the entire network in back of the source. A network whose elements obey the constraint of
Zi oo and Yi oo may still have an overall driving-point impedance of
Zdrive = Z1 + 1 = 
z2 -t--
at some frequency. Then Iot = 0 does imply that I1 = 0, but 1 0 Ii,; now. Iin = I + Ibck
Vi = I Z 1 = 0 since I = 0. and Vi, = Ibak Zback = Iin Zback = 0. Therefore we can satisfy all
conditions and have Iin, 0 whenever Zback = 0. In other words, we have a zero in the transfer
function It/Ii, at frequencies where Zbck is a short circuit.
If we consider a cross-variable transfer function, such as ItlVin we have the situation
shown in Fig. B.lc. As before. the assumptions that It = 0 and none of the Zi, Zot, Yi have
poles lead to the conclusion that I = 0. The voltage across Z1 must then equal zero also since
Z1 co, and the voltage across Z1 is the source voltage Vi. Therefore Vi/, = 0.
If we add a back network in parallel with the source as we did for the current source, this
result is unchanged: Vi, = 0. However, if we add a back network in series with the voltage
source, we have the situation shown in Fig. B.ld. Then the voltage across Z1, which must
still equal zero, is equal to Vi, + Vback. Thus Vin = -Vback = Iback Zback. Since Iback = I1 = 0,
the voltage across the back network and therefore the source voltage is nonzero only when
Zback = 00. A current-voltage transfer ratio therefore has the opposite result of the current-
current transfer ratio: a voltage source generates zeros in the transfer function at the frequencies
of the poles of the back network, whereas a current source generates zeros at the frequencies of
the zeros of the back network.
The same reasoning applies to a side branch at any point in the circuit. At the point of
juncture, there are two paths for the current to take. In the case of the current-current transfer
ratio. at any frequency at which Zisde = 0,: out = 0 no matter what value Iin, has. The transfer
function then has zeros as well as poles.
If we wish to consider an output voltage rather than current, the voltage must be defined
across a shunt rather than series element. The necessary assumption for the proof above
becomes Yot o, and the proof proceeds as before. In general, a change in the output
variable changes the assumption about the output impedance; a change in the input variable
changes the frequencies at which zeros occur in the cases where the system is no longer allpole.
185
_ _ Il-·lllllllll*-LI··^-.-·.
- V C Ihll·-·lll_--IYI111111_1 -










Figure B.1: Four network topologies, leading to different transfer function forms. Trans-
fer functions between the indicated in and out quantities for networks a) and c) are








Complete Set of Transfer Functions for the
Obstacle Case
The method of deriving the predicted transfer functions for the two tube configurations
including an obstacle was explained in Chapter 3. Included in Tables C.1. C.1, and C.2 , are
the final values specifying the transfer functions at the three flowrates of 160. 360, and 420
cc/sec. Specifications for 250 cc/sec were given throughout Section 3.1, with the final values
tabulated in 3.1.5. The four flowrates span the range of flowrates used in the experiments, and
are used consistently for comparisons and figures in Section 3.2.
As in Section 3.1, the values here represent the complex coordinates of the poles and zeros.
For a complex singularity s located at al +jwl, the listed value of f = w1/27r. and Af = al/7r.
For a real singularity f = 1a/27r.
As described in Section 3.2. some of the resonance frequencies for the If = 12 cm config-
uration were altered to match the peak values in the experimental data. The values changed
were the first four front-cavity poles, which are distinguishable in the above tables by the lack
of corresponding zeros. At all flowrates, these values were changed to 720, 1920, 3120 and 4680
Hz in order to compute the transfer functions.
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If = 3.2 cm
Poles Zeros
f Af f Af
75 490 53 real
430 390
















If = 12 cm
Poles Zeros
f Af f af














Table C.1: Poles and Zeros for the Obstacle Case, U = 160 cc/sec.
If = 3.2 cm
Poles Zeros






















If = 12 cm
Poles Zeros
















Table C.2: Poles and Zeros for the Obstacle Case, U = 360 cc/sec.
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440 real 90 real
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If = 3.2 cm
Appendix D
Complete Set of Transfer Functions for the
No-Obstacle Case
The method of deriving the predicted transfer functions for the two tube configurations
without an obstacle was explained in Chapter 3. Included in Tables D.1 and D.2 are the final
values specifying the allpole transfer functions at the two flowrates of 375 and 470 cc/sec.
Specifications for 275 cc/sec were given in Section 3.1.6. These three flowrates span the range
of flowrates used in the experiments, and are used consistently for comparisons and figures in
Section 3.2.
As in Section 3.1, the values here represent the complex coordinates of the poles of the
transfer functions. For a complex poles sl located at al + jwl, the listed value of f = wl/27r,
and Af = al/7r. For a real pole, f = al/2r.
As described in Section 3.2, some of the resonance frequencies for the configurations were
altered to match the peak values in the experimental data. For the I/f = 3.2 cm configuration,
the frequency of the second pole was altered at all flowrates from 7410 to 6400 Hz. For the
If = 12 cm configuration, the frequencies of the first six poles were altered at all flowrates from
the values listed above to 680, 2040, 3360,4720, 6040, and 7360 Hz.
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If = 3.2 cm
f f
If = 12 cm
f Af
2160 387 730 70






Table D.1: Poles for the No-Obstacle Case, U = 375 cc/sec.
If = 3.2 cm
f Af
If = 12 cm
f Af
2160 393 730 67






Table D.2: Poles for the No-Obstacle Case, U = 470 cc/sec.
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