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NOMENCLATURE 
a coefficient of discretised equations 
A power law function 
b integrated source term 
D conductance 
e, w, n, s east, west, north and south control volume faces 
E, W, N, S, P east, west, north, south and central primary grids 
J total flux 
p pressure 
Ri residual function 
F mass flux 
P peclet number 
S source term 
u, v Cartesian velocity components 
x, y Cartesian coordinates 
a, a' constants 
r diffusion coefficient 
p density 
¢> scalar transport variable 




Viscous incompressible flows play an important role in both engineering applications 
of hydrodynamics and aerodynamics and also in fundamental fluid dynamics. Numerical 
investigations of such flows are based on the solution of the Navier-Stokes equations. 
Computational studies have been performed for several decades and various methods 
for the solution of incompressible flows have been developed. 
A significant difficulty for incompressible flow calculations occurs since the conti-
nuity equation is given not in a time evolution form, but in the form of a divergence 
free constraint. The pressure, which has no time term, is coupled implicitly with the 
divergence-free constraint on the velocity. This constraint, which is the continuity equa-
tion, prohibits time integration of the incompressible flow equations in a straightforward 
manner [1] [2]. 
Current techniques for the solution of incompressible viscous flows can be categorized 
as: ( a) vorticity /stream-function methods, (b) projection methods, and ( c) artificial 
compressibility methods [1]. These formulations generally lead to indirect solution of 
the discretized continuity equation. This is typically done either by adding "artificial 
compressibility' to the continuity equation or by indirectly satisfying the continuity 
equation with the pressure Poisson equation. Pressure Poisson formulations work very 
well on staggered grids. 
The vorticity /stream-function method [3] solves the vorticity transport equation 
which is constructed by taking the curl of the momentum equation. The terms con-
taining the pressure may be eliminated by using the components of the equation of 
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motion. The method requires the use of vorticity boundary conditions, which are diffi-
cult to implement, and an additional calculation is required if the pressure is desired. 
The projection method is a fractional step method in which an intermediate ve-
locity and pressure are calculated. The intermediate pressure and velocity are then 
corrected sequentially by the pressure gradient and the divergence of the intermediate 
velocity( continuity equation), respectively. New values for pressure and velocity are ob-
tained until the divergence of the velocity vanishes. The SIMPLE and SIMPLER family 
of methods [4) fall in this class. The pressure correction equation plays a very important 
role in these methods, the derivation of which requires the use of the approximate forms 
of the momentum equations and the continuity equation. 
An artificial equation of state P = 8p, is the basis of the method of artificial com-
pressibility [5]. This method differs from the projection method in that the continuity 
equation is not satisfied until a steady-state is reached. Chorin [5] uses central differences 
in space and time to arrive at a scheme designed for steady state solutions. Methods 
for unsteady solutions using artificial compressibility have also been developed by later 
researchers (like Soh and Goodrich [l]). 
Runge-Kutta Method 
An important family of explicit non-linear time-integration algorithms of higher order 
accuracy is provided by the Runge-Kutta methods. Compared with the linear multi-step 
methods, the Runge-Kutta schemes achieve higher order of accuracy by sacrificing the 
linearity of the method but retains the advantages of the one-step methods. In contrast 
the linear multi-step methods achieve higher accuracy by involving multiple time steps 
[6). 
The use of explicit Runge-Kutta methods as time-stepping schemes for the solutions 
of the compressible Euler equations has become popular since the appearance of papers 
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by Jameson et al [7]. Implicit schemes have less restrictive stability requirements than 
explicit schemes but require more extensive calculations to such a degree that their 
use may compensate the gain in a larger stability limit. The severe restriction of the 
conventional explicit methods is relaxed by the enlarged stability region of Runge-Kutta 
methods [8]. 
Current Work 
The present work uses the spatial discretization of the conservation equations based 
on the SIMPLER [4] algorithm in the context of a multi-stage explicit time accurate 
Runge-Kutta algorithm for incompressible flows in primitive variables. The spatially 
discretized governing equations are rewritten and made suitable for integrating explic-
itly in time using the four-stage Runge-Kutta algorithm [9]. The basic principle of the 
new algorithm stems from the fact that pressure is the dominant driving force behind 
incompressible flows and that implicit treatment is required only for the pressure equa-
tion if at all necessary. The discretized Poisson pressure equation is obtained by a direct 
substitution of the fully implicit steady discretized momentum equations into the fully 
implicit discretized incompressible continuity equation, following strictly the procedure 
outlined in the SIMPLER algorithm [4]. 
The SIMPLER algorithm develops, in addition to the fully implicit Poisson equa-
tion for the pressure and the implicit momentum equations, an additional equation for 
the perturbation of pressure called the pressure-correction equation [4]. This pressure-
correction field is used to adjust the imperfect velocity field, obtained by solving the 
non-linear discretized momentum equations, to satisfy mass conservation. Thus, the 
SIMPLER algorithm solves a Poisson equation for the pressure, the momentum equa-
tions for the respective velocity components and a perturbation pressure field through 
the pressure correction field. In all a set of four non-linear equations for 2-D are solved 
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iteratively. 
The current algorithm uses the fully implicit pressure equation of the SIMPLER al-
gorithm exactly but updates the velocities explicitly using the Runge-Kutta algorithm 
without iterations. In the process, the pressure correction equation is eliminated com-
pletely and so are the iterations required to solve the non-linear discretized momentum 
equations resulting in reduced computation time. Both the Crank-Nicolson scheme used 
for the SIMPLER algorithm and the Runge-Kutta scheme used in the new explicit al-
gorithm presented here are second order accurate in time and spatial accuracy is a free 
choice that can be retained in both the algorithms. For this investigation, the power-law 
scheme [4] is used for spatial integration for both the algorithms. 
The details of derivation of the formulation are discussed in Chapter 2 [4] [9]. The 
formulation of the SIMPLER algorithm in conjunction with the Crank-Nicolson time 
integration [4] [10] [11] scheme is also discussed in Chapter 2 for the sake of comparison. 
The algorithms and the corresponding flow-charts are presented in Chapter 3. 
Chapter 4 presents a comparative study of the results produced by both of the 
algorithms. Three problems have been chosen to compare the results produced by both 
the schemes, one in the low Reynolds number regime (internal flow), one in the medium 
Reynolds number regime (internal flow) and one in the high Reynolds number regime 
(external flow), so that the validity of the new scheme could be established over a 
vast range of flows. The last chapter, Chapter 5, presents a comparison between the 
computer time required by both the schemes. 
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2 THEORY 
Governing Equations for SIMPLER Crank-Nicholson Scheme 
Time Integration 
The method of time integration for several schemes including Crank-Nicolson can be 
conveniently stated as: 
!.t <j)dt = [a</J + (1 - a)</J0 ]~t to (2.1) 
where cf> is the quantity to be integrated, and the value of a may be different depending on 
the scheme of choice. All time integrations in the following few sections are performed 
using the above stencil. The value of a = 0.5 in the above equation corresponds to 
the Crank-Nicolson time integration scheme. This scheme makes use of trapezoidal 
differencing to achieve second-order accuracy [12). 
Continuity Equation 
The continuity equation in two-dimensions can be stated as, 
8p 8(pu) 8(pv) 
-+--+--=0 at ax 8y (2.2) 
Now we integrate this over the control volume shown in figure 2.1. Upon integration 
of the first term 1 we get, 
!. t 1Xe 1Yn 8p !.t (8p ) -a dtdxdy ~ -a dt ~x~y = [p - p0 ] ~x~y to Xw Ys t to t (2.3) 
1This term can be dropped for incompressible flow but is retained here for algebraic convenience 
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Figure 2.1 Control volume for the two-dimensional situation 
Upon integrating the second term we get, 
To simplify the above equation the following terms may be introduced -
(pu )eD-Y - Fe' 
(pu)wb.Y Fw' 
(pu)nb.X - Fn, 
(pu )sb.X = Fs 
Therefore using eqns. (2.1) (2.5), eqn (2.4) becomes 
[aFe + (1 - a)F; - aFw - (1 - a)F;] Dot 
= [a(Fe - Fw) + (1 - a)(F; - Fi)] Dot 




l t 1Xe 1Yn (a(apv) dy) dxdt = [a(Fn - F.,) + (1 - a)(F;- F;)] Dot (2.8) to Xw Ys Y 
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Upon collecting all the terms and rearranging, the continuity equation becomes 









The x-component of the Navier-Stokes equations in two-dimensions can be stated as 
where Jux and Juy are the total ( convection plus diffusion) fluxes defined by 




Upon the integration of the momentum equation term by term (as was done for the con-
tinuity equation except for the pressure derivative term which is treated fully implicitly) 
we get 
o ~x~y 
[(pu) - (pu) ] ~t + a(Ju-e - Ju-w + 
Ju-n - Ju-s) + (1 - a)(J;_e - J;_w + 
+(Pw - Pe)~y (2.13) 
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Y-momentum Equation 
The y-component of the Na vier-Stokes equation in two-dimensions can be stated as 
where Jvx and Jvy are the total ( convection plus diffusion) fluxes defined by 
8v 




In a similar fashion, integration of this equation gives 
o ,6,.x,6,.y 





Assuming incompressible flow ( constant density, p ), the first term of eqn.(2.9) goes to 
zero. And since the choice of o is arbitrary, eqn.(2.9), which is the continuity equation, 
can be written as 
po _ po + po _ Fo _ Q 
e w n s 
(2.18) 
(2.19) 
Multiplying eqn (2.18) by aup and eqn (2.19) by (1 - o)u~, and subtracting both from 
eqn (2.13) we have 
o p,6,.x ,6,.y 
(u - u \ !:}..t + a[(Ju-e - Feup) 
-(Ju-w - Fwup) + (Ju-n - Fnup) - (Ju-s 
(2.20) 
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Using the notation in [4] the following simplifications are used to help the algebraic 
manipulation of the conservation equations: 
Similarly, 
where, 
Ju-e - Feup - llu-E( Up - UE) 
Ju-w - Fwup - llu-W( Up - UW) 
Ju-n - Fnup - llu-N( Up - UN) 
Ju-s - FsUp llu-S( Up - Us) 
J o Fo o u-e - e up - -o ( 0 0 ) au-E UP - UE 
J o Fo o u-w - wup 
10 Fo o uu-n - nup 





DeA(jPel) + (I - Fe, 01] 
DwA(IPwl) + [IFw, Oj) 
DnA( IPn I) + [I - Fn, 01] 














- [lo, (1 - o.11P1)5j] 
(2.27) 
(2.28) 
Eqn (2.28) is a statement of the power-law scheme. It is important to mention here that 
power-law is used here for convenience and any spatial interpolation scheme could be as 
well used. 
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Upon substitution of the above quantities ( eqns.(2.21) and (2.22) ), the x~momentum 
equation becomes: 
p(~x~y) 
Up ~t + a( iiu-E + iiu-W + iiu-N 
+iiu-S )up = a(au-EUE + iiu-WUW 
(1 )( -0 + -o + -o + -o ) 0 - - a au-E au-W au-N au-S UP 
+[aSu + (1 - a)S~]~x~y 
Or in short, 
where the coefficients a can be further simplified as, 
p(~x~y) - - - -
au-p = ~t + a( au-E + au-W + au-N + au-S) 
and 
au-W = a(iiu-W) 
The term bu is given by 
-o ) o] p(~x~y) o + au-S up + ~t 'Up 














p(6.xfiy)+ (- +- +- +- ) 6.t a av-E av-W av-N av-S (2.38) 
+ a~_8v5 - (a~-E + a~-w + a~-N 
+ [aSv + (1 - a)Si]6.x6.y (2.39) 
and the other coefficients can be defined in a manner similar to the coefficients in the 
x-momentum equation. 
Governing Equations for the New Explicit Runge-Kutta Scheme 
Time Integration 
A system of ordinary differential equations ( OD Es) can be integrated in time using 
the four-stage Runge-Kutta (RK-4) time stepping scheme to achieve a second-order 
accuracy in time. The spatial discretization, denoted by the residual vector Ri( cp ), is 
written as 
84>· _iv.== R-(/4·) 8t i i lj,Ji (2.40) 
The spatial discretization of the integral form of the equations transforms the system 
of partial differential equations (PD Es) into a coupled set of OD Es. The integration of 




<p(2) <p(O) + ½ ~: R;( <p(l)) 
<p(3) <p(O) + ~ ~: R;( <p(2)) 
<p(4) <p(O) + ~: R;( ef,'3)) 






The continuity equation in two-dimensions in conservation form can be stated as 
(2.47) 
After dropping the unsteady derivative p for incompressible flows, the continuity equa-
tion is integrated over the control volume in figure 2.1 to yield 
(2.48) 
where Fe, Fw, Fn and Fs are the mass flow rates through the faces of the control volume. 
If pu at point e (figure 2.1 is taken to prevail over the whole interface e, we can write 
Fe= (pu)eD:i.y 
Similarly, considering all the interfaces we can write 
Momentum Equations 
Fw = (pu )wD:,.Y 
Fn = (pv )nD:,.x 
Fs = (pv )sD:,.x 
The two dimensional form of the x-momentum equation can be written as 
~( ,,/.,.) aJu-x aJu-y _ S _ ap 







where Ju-x and Ju-y are the total ( convection plus diffusion) fluxes defined by 
Ju-x 




(2.55) - puv-f-ay 
where u and v denote the velocity components in the x and y directions. The integration 
of eqn.(2.53) over the control volume shown in figure 2.1 would give 
a(pu)p at ~x~y + Ju-e - Ju-w + Ju-n - Ju-s = -(PE - PW )~y + Su~x~y (2.56) 
If we now multiply eqn.(2.48) by Up and subtract it from eqn.(2.56) we obtain 
a(pu)p A A at uxuy = 
We can simplify the equation Pven further using the following equations, 
Here the coefficients are 
au-E - DeA(I Pe I)+ [I - Fe, 01] 
llu-W DwA(I Pw I)+ [IFw, OI] 
llu-N - DnA(I Pn I)+ [I - Fn, 01] 










where [Ip, qi] implies the maximum of p and q. The function A is the power-law scheme 
which is defined in eqn.(2.28), and 
(2.66) 
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Dw = fw~Y 
(ox)w 
Dn = rn~X 
(oy)n 
Ds = rs~X 
(c5y)s 
and the Ps are, 
Pe Fe - De 
Pw Fw - Dw 
Pn Fn - -
Dn 
Ps Fs - Ds 








a(pu) Ax Ay - [ ( ) ( ) ( ) ( )] at u u - llu-E Up - UE - llu-W UW - Up + llu-N Up - UN - llu-S Us - Up 
which can be written as, 
where 
llu-p llu-E + llu-W + llu-N + llu-S 
Now equation 2. 75 can be written as 
at) b.xb.y = R;(u) 
~x~y is the volume 'h Therefore we have, 













Applying Runge-Kutta time integration to this we get, 
U(O) - Un (2.81) 
i/1) (0) 1 ~t (0) (2.82) - u +--~(u ) 
4 v'i 
u(2) (0) 1 ~t (1) u + 3\1\Ri(u) (2.83) 
u(3) (o) 1 ~t (2) u + 2 \7\Ri(u ) (2.84) 
u(4) ~t u(O) + vi Ri( u(3)) (2.85) 
un+l - u(4) (2.86) 
Using these equations the velocities can be integrated in time. 
A similar approach can be followed for the y-momentum equation to yield 
(2.87) 
Here the coefficients are derived in a fashion similar to that of the x-momentum equation. 
In the above equation 
av-p = av-E + av-W + av-N + av-S (2.88) 
(2.89) 
It should be noted that these equations have been arrived at from the Na vier-Stokes 
equations and assuming incompressibility. Also, the spatial integration is done exactly 
using the stencil and technique followed in the formulation of SIMPLER. 
Computation of the Pressure Field 
Now we are in a position to solve the momentum equations to obtain the velocities 
for any given pressure field. The Crank-Nicolson or the Runge-K utta time integration 
16 
schemes could be used for this purpose. The merits of each will be discussed in the 
following chapters. The question now is how to obtain the pressure field. 
I I 




I I I I 
L --~--~--+--~-+--~---~--• I 
X I I 
I I 
I I I 
I I I 
I I U I I 
--9--------9----- --9--------9--
1 I I 
I 
I 
Figure 2.2 Control volume for u 
The discretized equation for the calculation of the diffusion coefficient and the mass 
flow rate at the faces of the u c<;mtrol volume as shown in figure 2.2 can be written as 
(2.90) 
Here nb is the number of neighbors, which is four in case of a 2D grid. Similarly the 
momentum equation for v can be discretized as 
(2.91) 
where (pp - PN )An is the appropriate pressure force on a control volume face. The 
momentum equations can be solved only when the pressure field is given or somehow 
estimated. Unless the correct pressure field is employed, the resulting velocity field will 
not satisfy the continuity equation. Such an imperfect velocity field based on the guessed 
pressure p* will be denoted by u"'and v*. The "starred" velocity field will result from 




The correct pressure p is obtained from the following equation 
p = p* + p' (2.94) 
where p' is the pressure correction. The corresponding velocity corrections u' and v' can 
be introduced in a similar manner. 
u = u* + u' 
v = v* + v' 




For algebraic and computational convenience we can now drop the term I: llnbu~b form 
the above equation. It so happens that the converged solution given by SIMPLER does 
not contain any error resulting from the omission of I: anbU~b· This omission would of 
course be unacceptable if it altered the final solution. After the omission of the above 
mentioned terms, the following equation results 
where 
d = Ae e-
lle 
Now we can write the velocity correction formula which is same as eqn.(2.95), 
Similarly for v we have, 
where 









The Pressure-Correction Equation 
Integrating the continuity equation ( eqn.(2.47)) over the control volume (figure 2.1 ), 
and assuming incompressible flow ( constant density, p) the first term of the integral 
would vanish, and hence we get 
[(pu )e - (pu )w]~y + [(pv )n - (pv )s]~x = 0 (2.104) 
If we substitute the expressions of the velocity correction formulas, that is eqns.(2.101) 
and (2.102), for the velocities we get, 
I I I I I -b 
aPpp = aEPE + awpw + aNPN + asps + 
where 
aw 
ap - aE + aw+ aN + as 
b - [(pu*)w - (pu*)e]~y + [(pv*)s - (pv*)n]~x 








An equation for obtaining the pressure field can be derived as follows: The x-
momentum equation, regardless of the time integration scheme, is first written as 
_ L au-nb Unb + b d ( ) 




d = Ae e-
au-e 
(2.113) 
Now we define, 
Now eqn.(2.112) becomes, 
Similarly we can write 
19 
L au-nb Unb + b 
Ue = 
au-e 






Integrating the continuity equation ( eqn.(2.47)) over the control volume (figure 2.1 ), and 
assuming p to be constant (which means the first term goes to zero), we get 
[(pu )e - (pu )w]L\y + [(pv )n - (pv )s]L\x = 0 (2.118) 
Substituting the velocities from eqns.(2.115) and (2.116), and rearranging we get, 
appp = aEPE + aw PW + aNPN + asps + b (2.119) 
where 
aE - Pede~Y (2.120) 
aw - PwdwL\y (2.121) 
aN PndnL\x (2.122) 
as PsdsL\x (2.123) 
ap aE + aw + aN + as (2.124) 
and 
b = [(pu)w - (pit)e]L\y + [(pv)s - (pv)n]L\x (2.125) 
It can be seen that the only difference between the pressure equation and the pressure-
correction equation is the expression for b. Also, the meaning of the coefficients ap, aE, 
aw, aN, as and b depend on the time integration scheme followed. 
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3 NUMERICAL ALGORITHM 
Both the schemes presented in the previous chapters use a displaced or "staggered" 
grid for the velocity components. In a staggered grid, the velocity components are 
calculated for the points that lie on the faces of the control volumes. Thus, the x-
direction velocity u is calculated at the faces that are normal to the x direction. The 
locations for u and v are shown in figure 3.1 by short arrows, while the grid points are 
shown by small circles. The solid lines depict the control volumes. As can be seen in 
the figure, the u locations are staggered only in the x direction, and v locations in the y 
direction respectively. Both the algorithms presented in this work store the variables in 
a staggered grid, that is, the u and v velocities are not stored at the grid points, though 
the pressure is stored at the grid point. 
: : N: : : 
--0--------0--------0--------0--------0--
I I I I I 
I I I I I 
L 
Figure 3.1 Staggered locations for u --+, v t and other o variables 
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As mentioned earlier, no approximations are introduced in the derivation of the 
pressure equation (2.119). Thus, if the pseudo-velocities could be calculated precisely, 
the pressure equation would at once give the precise pressure. 
The Implicit Algorithm based on Crank-Nicolson ( CN) Scheme: 
The Crank-Nicolson time integration scheme is a semi-implicit method, which is given 
by eqn.(2.1) where the value of a is 0.5. The SIMPLER algorithm using Crank-Nicolson 
consists of solving the pressure equation to obtain the pressure field and solving the 
pressure-correction equation only to correct the velocities. The sequence of operations 
can be stated as 
1. Start with a guessed velocity field. 
2. Calculate the Crank-Nicolson unsteady source terms using eqns.(2.36) and (2.39). 
3. Calculate the coefficients of the x-momentum equation using equations (2.23) to 
(2.28) and (2.31) to (2.36) and using a similar expression for the y-momentum 
equation. 
4. Calculate u and v from eqns.(2.114) and (2.116) respectively by substituting the 
values of the neighbor velocities Unb· 
5. Calculate the coefficients for the pressure equation (2.119), and solve it to obtain 
the pressure field. 
6. Using this pressure field, solve the momentum equations (eqn.(2.30) for the x-
component of the Navier-Stokes equations and eqn.(2.37) for the y-component) to 
obtain u* and v*, since the pressure was from a guessed velocity field. 
7. Calculate the mass source term b from eqn.(2.111), and hence solve the p' equation, 
eqn.(2.105). 
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8. Correct the velocity field using the corrections obtained from the pressure correc-
tion equation, using equations (2.101 )-(2.102). 
9. Return to step 3 and repeat until convergence. 
10. Start with a new time level. 
The algorithm is also presented in the form of a flow-chart in figure 3.2. 
Calculate the Crank-Nicolson unsteady 
source terms using eqns (2.36) and (2.39) 
Calculate coefficients of momentum equations 
and hence the hat velocities from 
eqns (2.114) and (2.116) 
Calculate coefficients of pressure equation 
and hence calculate the pressure field. (2.119) 
Using this pressure calculate the starred 
velocities 
Calculate the mass source term b (2.111) 
and hence solve the p' equation. (2.105) 
Correct the velocities using the 
velocity correction formulas (2.101 )-(2.102) 
Advance to the next time step 
Figure 3.2 Flow-chart for SIMPLER based on Crank-Nicolson scheme 
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The Explicit Algorithm based on Runge-Kutta (RK) Scheme 
This algorithm is based on the fact that, if the pressure field is known the momentum 
equations can be solved to obtain the velocities correctly. Therefore we solve the pressure 
equation first and then update the velocities using the Runge-Kutta time integration 
scheme. The sequence of operations can be stated as 
1. Start with a guessed velocity field. 
2. Calculate the coefficients of the x-momentum equation using eqns.(2.62) - (2.65) 
and eqns.(2.76)- (2.77) and similarly for the y-momentumequation using eqns.(2.88) 
- (2.89). 
3. Calculate u and v from eqns.(2.114) and (2.116) respectively by substituting the 
values of the neighbor velocities Unb· 
4. Calculate the coefficients for the pressure equation (2.119), and solve it to obtain 
the pressure field. 
5. Update the velocities using four-stage Runge-Kutta equations (2.41) - (2.46). 
6. Start with a new time level. 
The flow-chart of this algorithm is shown in figure 3.3. It should be noted that we do 
not need to iterate over the momentum equations to get the solution at a new time level. 
The intermediate velocities are updated over the entire domain after each Runge-Kutta 
stage. This ~s done by creating a temporary variable which stores the intermediate 
velocities after every Runge-Kutta stage and the actuall velocities are updated once 
the intermediate velocities are calculated over the entire domain. This ensures that at 
each stage the neighboring velocities are completely updated from the previous stage, 
so that there are no approximations involved. The coefficients remain constant over all 
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the Runge-Kutta stages even though the velocities change. The coefficients are updated 
at every time-step. Such a procedure ( no iterations) implies that the difference in the 
two time levels has to be very small, which means that the time-step has to be small. 
As will be seen in the following chapters, the time-step required by the Runge-Kutta 
time integration scheme is indeed much smaller than that of the Crank-Nicolson time 
integration scheme. The only iterations involved in the Runge-Kutta time integration 
scheme, is the one for the pressure equation. 
Calculate coefficients of momentum equations 
and hence the hat velocities using 
eqns, (2.114) - (2.116) 
Calculate coefficients of pressure equation 
and hence calculate the pressure field. (2.119) 
Update the velocities using the four-stage 
Runge-Kuna equations (2.41) - (2.46) 
(Velocities are updated at each stage, but 
coefficients remain constant) 
Advance to the next time-step 
Figure 3.3 Flow-chart for the new explicit Runge-Kutta scheme 
Implementation Details 
To implement the Runge-Kutta time integration scheme discussed in the previous sec-
tion, an existing FORTRAN program using the Crank-Nicolson time integration scheme 
was chosen. The following changes were made to the program : 
• The spatial discretization subroutines were changed according to the differences 
between equations (2.30) and (2.75), which are the discretized momentum equa-
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tions for the Crank-Nicolson and the Runge-Kutta formulations, respectively. 
• The source term b in the discretized momentum equations also changes, there-
fore the subroutine calculating that term was also changed ( equations (2.36) and 
(2. 77) ). 
• The subroutine calculating the source term m the pressure equation was also 
changed (equation (2.125)). 
• The time integration subroutines were rewritten for the Runge-Kutta time inte-
gration scheme. 
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Table 3.1 Comparison : Crank-Nicolson and Runge-Kutta schemes 
II Crank-Nicolson Runge-Kutta 
1 Start with a guessed velocity field Start with a guessed velocity field 
2 Calculate the Crank-Nicloson 
unsteady source terms, eqn.(2.36) 
and eqn.(2.39) 
3 Calculate the Coeff. of :momentum eqns Calculate the coeff. of momentum eqns 
eqn.(2.31) to eqn.(2.35) and eqn.(2.38) eqn.(2. 76) and eqn.(2. 77) and eqn.(2.88) 
to eqn.(2.89) 
4 Calculate u and v from Calculate u and v from 
eqn.(2.114) and eqn.(2.116) eqn.(2.114) and eqn.(2.116) 
5 Calculate the coefficients for the Calculate the coefficients for the 
pressure equation (2.119), and solve it pressure equation (2.119), and solve it 
to obtain the pressure field. to obtain the pressure field. 
6 Solve the momentum equations (2.30) 
and (2.37) to obtain u* and v*. 
7 Calculate the mass source term 
from eqn. ( 2.111) and solve 
the p' equation, (2.105) 
8 Correct the velocity field using Update the velocities using four-stage 
equations(2.101 )-(2.102) Runge-Kutta equations (2.41 )-(2.46) 
(Note: velocities are updated after every 
stage but the coefficients are held constant) 
9 Return to step 3 and repeat until 
mass convergence is satisfied 
10 Advance in time and return to step 2 Advance in time and return to step 2 
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4 COMPARATIVE STUDY OF THE TWO SCHEMES 
All the test cases presented in this chapter use a Cartesian grid and solve the unsteady 
incompressible Navier-Stokes equations in conjunction with the SIMPLER algorithm. 
The test problems chosen to validate the new formulation are the well known: 
• two-dimensional lid-driven cavity (internal flow) 
• two-dimensional laminar backward-facing step flow (internal flow) 
• flow over a flat-plate at goo incidence (external flow). 
These are important benchmark problems, as they cover a wide range of Reynolds num-
bers, to test the relative accuracy of a newly formulated scheme. All the test problems, 
though simple in geometry, consist of complex flow structures and do not lack important 
interaction between the various flow structures present. These problems as well as the 
results obtained are discussed in the following sections. 
To validate the accuracy of the algorithms, it needs to be tested over a wide range 
of Reynolds numbers. This led to the choice of the problems mentioned above. The 
two-dimensional lid-driven cavity problem is an internal flow with simple boundary con-
ditions for testing the schemes at low Reynolds numbers. The two-dimensional laminar 
backward-facing step problem ranges from low to moderately high Reynolds numbers 
with inlet and outlet boundary conditions. And the external flow over a flat-plate at goo 
incidence is a very high Reynolds number flow with significant unsteady phenomena. 
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moving lid U..id 
L 
Figure 4.1 Two-dimensional lid-driven cavity 
Driven Cavity 
In spite of its idealization, the flow inside a lid-driven cavity has been widely ac-
knowledged as an excellent test case for evaluating numerical schemes. This is due to 
the presence of large streamline to grid skewness over most of the flow domain ( on a 
rectangular grid). Moreover, there exist several relatively large recirculating regions, 
where convection and diffusion are of comparable magnitude. The standard well-known 
laminar steady two dimensional lid-driven square cavity is shown in figure 4.1 will be 
used as our first test ·problem. The Reynolds number is defined by Re = (pU1idL )/ µ, 
where pis the constant density of the fluid, U1id is the speed of the sliding wall, L is the 
length of the square enclosure side wall, and µ is the fluid viscosity. The cavity length 
is chosen to be unity, and a 42 x 42 grid is used which is shown in figure 4.2. 
All calculations start with a unit velocity field in the x-direction and zero in the 
y-direction and a unit pressure field. Since we are interested in a steady state solution, 
each calculation is terminated when the residual c becomes smaller than 10-9 , where 
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Figure 4.2 Grid for driven-cavity 
t is defined as the maximum value of the residuals for the continuity equation, and 
the difference between the u and v-velocities between two successive iterations. No-slip 
boundary conditions are used on all the four walls. All computations are performed 
using a constant time-step of different value for the two algorithms. 
A moderately high Reynolds number, Re = 400, is chosen for the purpose of testing. 
The results of both the schemes are given for the purpose of comparison. The results 
obtained for Re = 1000 are also presented in figs.( 4.6) and ( 4. 7). 
Along the vertical centerline (x = 0.5), the u-velocity is the dominant component, 
and along the horizontal centerline (y = 0.5), the v-velocity is the dominant component. 
Therefore, the accuracy with which the formulation can model these dominant velocity 
components will be analyzed. 


















Driven Cavity (Re = 400) 
Vertical Centerline u profile 
0.0 
• Crank-Nicolson 42x42 
- Runge-Kutta 42x42 




Figure 4.3 Vertical centerline u-profile for driven-cavity at Re = 400 
lines respectively (figures 4.3 and 4.4), we can see that the two schemes predict almost 
the same velocities. The difference in the velocities from the two schemes is observed in 
the fourth decimal place, which cannot be observed in the graphs. Figure 4.5 shows the 
convergence histories ( maximum mass residuals of the continuity equation versus the 
iterations) on a log-log scale for both the schemes. 
Furthermore it can be observed from the plots that the solution predicted from the 
two schemes is not in perfect agreement with the FCM (Flux Corrected Method) solution 
[10]. The FCM (10] solutions are used as a reference for comparison with the present 
schemes. The differences with the FCM solution can be attributed to the significantly 
diffusive nature of the Power-Law scheme for high Reynolds number recirculating flows. 
These conclusions are clearly stated by previous researchers, Wirogo [10] and Leonard 
[13]. The differences with the FCM solution can be observed for both, Re= 400 as well 














Driven Cavity (Re = 400) 
Horizontal Cneterline v profile 
0.4 
• Crank-Nicolson 42x42 
- Runge-Kutta 42x42 





Figure 4.4 Horizontal centerline v-profile for driven-cavity at Re = 400 
grid refinement in order to match the reference centerline u-velocity. The results of such 
a study can be seen in the 102 x 102 grid solution, where the present schemes agree with 
the reference solution closely. The finer grid is used for Re = 400, and the centerline u-
and v-velocities can be seen in figure 4.8 and figure 4.9, respectively. Also shown is a 
vector plot (figure 4.10) of the driven cavity as predicted by the Runge-Kutta scheme. 
For a Reynolds number of 400 the maximum permissible time-step that could be used 
for the Crank-Nicolson time integration scheme was approximately 2 x 10-2 , and that 
for the Runge-Kutta time integration scheme was approximately 6 x 10-3 • These values 
are for the 42 x 42 grid. Hence it can be seen that the Runge-Kutta scheme requires 
a 3.33 times smaller time-step than the Crank-Nicloson scheme for the same grid size. 
The time-steps for Re = 1000 are smaller for both the algorithms. The Runge-Kutta 
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Figure 4.5 Convergence history for driven cavity at Re= 400 
Driben Cavity (Re=1000) 
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Driven Cavity (Re = 1000) 
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Driven Cavity (Re=400) 
Vertical centerline u profile 
M 22X22 reference 
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0.0 L..,._--~-----=iia-__ __._ __ ...J._ _ ~~--.....J 
-0.5 0.0 0.5 1.0 
u-velocity 
Figure 4.8 Vertical centerline tt-profile for driven-cavity at Re = 400 using 
102 X 102 grid 
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Flow Over a Backward-Facing Step 
The simulation of viscous incompressible flow over a backward-facing step has been 
recognized as another excellent test problem for evaluating various schemes. This par-
ticular flow problem represents a simplification of the well known internal flow over a 
sudden expansion found in many important industrial applications. A special character-
istic of this flow is the interaction between two different flow structures, which are the 
primary reverse flow just behind the step and the shear layer emanating form the step 
edge. It has been verified that, both experimentally and numerically, that for a given 
expansion ratio and assumed inlet profile, the re-attachment point of the separated re-
gion is dependent only on the Reynolds number. The schematic diagram of this flow 





... l . i----x----•I 
Figure 4.11 Schematic diagram of the backward-facing step problem 
recirculating regions are also shown in the figure. The Reynolds number is given by: 
Re = Uav9 p(2L) 
µ 
where Uavg is the average inlet velocity and µ is the viscosity of the fluid. 
( 4.1) 
Over the past two decades, both experimental and numerical investigations have 
been performed for this test case. The most notable experimental investigation is the 
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Laser-Doppler measurements of Armaly et. al. [14] which investigated in detail the 
characteristics of this flow for Reynolds number range of 70 ::; Re :::; 8000, covering 
the laminar, transitional and turbulent flows. In Ref [14], Armaly reported that for a 
certain range of Reynolds numbers, there are two other possible secondary recirculating 
regions (II and III) of vastly different strength besides the primary recirculating region 
just behind the step (I). 
The boundary conditions for the step geometry included the usual no-slip velocity 
specification for all solid surfaces, see figure 4.11. The inlet velocity field was specified 
as a flow with a parabolic profile given by u(y) = 12(2y - 1 )(1 - y) for 0.5 ::; y :::; 1.0. 
This produces a maximum inflow velocity of Umax = 1.5 and an average inflow velocity 
of Uavg = l .O. 
In this case too, all calculations start with a unit velocity field in the x-direction and 
zero in they-direction and a unit pressure field. Each calculation is terminated when the 
residual t becomes smaller than 10-9 , where t is defined as the maximum value of the 
residuals for the continuity equation, and the difference between the u and v-velocities 
between two successive iterations. The flow is started impulsively and the time-step is 
held constant during the computations. 
Fig.( 4.12) shows the plot between prim·ary separation lengths versus the Reynolds 
number. The primary separation length is defined as x shown in figure 4.11. Figure 4.12 
is a comparison between experimental values by Armaly et al. [14] and Gartling [15] 
and computational values generated by the schemes presented in this work, by Armaly 
et al. and the Power-Law scheme results by S. Wirogo [10] for three different Reynolds 
numbers (namely Re= 100, Re= 400 and Re= 800). As is evident from the figure, the 
Runge-Kutta and the Crank-Nicolson time integration schemes are in good agreement 
with the other Power-law computational results available. 
Figure 4.13 and figure 4.14 give the streamline plots of the transient development 
of flow using the Crank-Nicolson algorithm at Re = 800. The secondary recirculation 
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Primary Separation Length .vs. Reynolds Number 
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Figure 4.12 Primary separation length versus Reynolds number 
reg10ns (II and III) can be seen in these plots. The grid used was a 172 x 172 grid. 
Following those figures are the streamline plots of the transient development of flow 
using the Runge-Kutta algorithm at Re= 800 at the same time intervals as the Crank-
Nicolson scheme. The plots are shown in figure 4.15 and figure 4.16. As can be observed 
from the plots, both the schemes give approximately the same results for any given time, 
although the Runge-Kutta algorithm uses a much smaller time step. 
The maximum permissible time-step for Crank-Nicolson in this case was approx-
imately 1.0 x 10-2 and that for Runge-Kutta was approximately 5.0 x 10-4, for the 
102 x 42 grid and the Re= 100 case. 
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t=1aec 
Figure 4.13 Crank-Nicolson unsteady development part 1 for Re= 800 
t= 30 sec 
t=100sec 
Figure 4.14 Crank-Nicolson unsteady development part 2 for Re= 800 
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t= 1 sec 
Figure 4.15 Runge-Kutta unsteady development part 1 for Re= 800 
t= 30 sec 
~ ' 
o X ========LJ 
l 
I 
Figure 4.16 Runge-Kutta unsteady development part 2 for Re= 800 
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Flat-Plate at 90° Incidence 
The last case is the simulation of laminar flow at high Reynolds numbers. A flat-
plate in a flow normal to its surface at a very high Reynolds number is simulated. It is 
observed that when bluff bodies are held in a stream of fluid at large Reynolds numbers, 
the streamlines passing near the forward face of a rigid body break away at the sides 
of the body and enclose the fluid in slow and unsteady motion, which is an example 
of boundary-layer separation. Breakaway of the surface streamlines may occur even at 
Reynolds numbers near 10, but it takes particular importance at large Reynolds numbers 
because the streamlines leaving the surface then carry vorticity of large magnitude away 
from the surface [16]. Moreover, for bodies with sharp edges, such as disks and flat-
plates, the pressure gradient would have to be extremely high for a flow to remain 
attached to the rear of the plate. No boundary layer, whether laminar or turbulent, 
can follow the way around the edges of such plates [17]. The flow separates behind the 
plates and there is a periodic shedding of the vortices which causes the Cd to oscillate 
in a smooth sine-wave pattern. 
The total drag on a body placed in a stream of fluid consists of skin friction ( equal 
to the integral of all shearing stresses taken over the surface of the body) and of pressure 
drag (integral of normal forces). The sum of the two is called the profile drag. The 
profile drag does not exist in frictionless flow. In a real fluid drag is finite due to the 
fact that the presence of the boundary layer which modifies the pressure distribution 
on the body as compared with ideal flow [18]. At very high Reynolds numbers the 
contribution of skin-friction drag to the total drag is very small particularly for bluff body 
flows. Therefore the pressure drag will give us a reasonable estimate of the total drag. 
Hence the coefficient of drag ( Cd) for the flat-plate at 90° incidence can be predicted 
approximately by considering only the normal pressure drag. 
Extensive experimental research in the past has shown that the flow around bluff 
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bodies is inherently unsteady as mentioned above. Periodic shedding of vortices has also 
been observed for a certain range of Reynolds numbers. However, in the present work no 
attempt has been made to investigate the instabilities w,hich cause the flow to oscillate. 
The Reynolds number for this flow is defined to be Re = (p ½ L) / µ and is varied 
by changing the velocity ½. Other parameters chosen for the problem are p = 1.0, 
L = 0.03m with a domain size of lm x 1.2m. Here p is the density, ½ is the incident 




where f is the frequency of shedding in Hz. The test case was simulated on a 172 x 172 
stretched cartesian grid shown in figure 4.18 with 10 points on the plate in the streamwise 




Figure 4.17 Schematic of the flat-plate at 90° incidence 
Results of the Crank-Nicolson Time Integration 
Two different values of Reynolds numbers are chosen ( Re = 1. 78 x 106 and Re = 
1 ·x 105 ) for a total of two cases. The grid used is stretched in the region in the vicinity 
of the plate to capture the complex flow field near it. For simplicity, impulsively started 
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Figure 4.18 Stretched grid for the flat-plate case 
assuming the diffusion to be free, the normal velocity profile is adjusted for overall mass 
conservation. All computations are performed using a constant time step. 
The time history of drag is shown in figure 4.19 for Re = l. 78 x 106 • It is evident 
from the figure that after the impulsive start the flow is in a state of development. 
However, after about 0.025 seconds oscillations begin to appear. The flow is developed 
and becomes periodic after about 0.03 seconds. The mean drag coefficient is about 2.35. 
In order to understand the nature of the flow and vortex dynamics, two cycles of the 
drag history are discussed. 
The drag cycles discussed for the Crank-Nicolson(CN) scheme for Re = l.78 x 106 
start from t = 0.11579 secs to t = 0.11919 secs for an elapsed time of 0.0034 secs. The 
period of 0.0034 secs marks two complete cycles of drag coefficient and as shown in 
figure 4.20, points A through I are important instances of time to observe the flow. The 






Flat-Plate Drag .vs. Time 
Mach=0.17 (Re=1.78E6) 
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Figure 4.19 Time history of flat-plate drag coefficient convergence (CN) 
A, E and I denote the instances when vortex shedding happens. The Strouhol number 
calculated for this case is Sr = 6. 724. 
Another dimensionless parameter to estimate the variation pressure is the coefficient 
of pressure. It is defined as Cp = ½~~Sf. The variation of Cp along the plate is shown in 
figure 4.21. It is obvious from the figure that the pressure in front of the plate varies 
negligibly through the entire two cycles of the drag coefficient variation, whereas figure 
4.22 manifests the dramatic variation of the back pressure of the plate which undergoes 
two cycles in synchronization with the vortex shedding cycle. Also, obvious from figure 
4.22 is the mirror image type of distribution of the pressure in time instances A, E and 
I as well as in instances C and G. 
Figures 4.23 to 4.31 depict the streamlines of the flow for points A through I se-
quentially. The complete cycle of vortex shedding can be seen in the figures. As stated 
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Cp at Front of Plate .vs. Location 
Mach=0.17 and Re= 1. 78E6 
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Cp at Back of Plate .vs. Location 
Mach = 0.17 and Re= 1.78E6 
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Figure 4.22 Pressure distribution on the back side of the plate (CN) 
Flat-plate at 90° Incident angle at Mach=0.17 
R0 = 1. 78x1 o• time = 0.11579 ~t = 0.0001 
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Figure 4.23 Condition A: Top-shed, beginning of eddy pressure cycle ( CN) 
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Flat-plate at 90° Incident angle at Mach=0.17 
R.=1.78x101 time=0.11619 ~t=0.0001 
Condition B : Cd= 2.3545 0.1 ..... -------------------, 
0.65 
X 
Figure 4.24 Condition B: Growth of the bottom vortex (CN) 
Flat-plate at 90° Incident angle at Mach=0.17 
R. = 1. 78x1 o• time = 0.11659 ~t = 0.0001 
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Figure 4.25 Condition C: First minimum drag point (CN) 
47 
Flat-plate at 90° incident angle at Mach=0.17 
R. = 1. 78x1 O' time = 0.11699 ~t = 0.0001 
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Condition D: Before bottom vortex shed ( CN) 
Flat-plate at 90° incident angle at Mach=0.17 
R. = 1.78x10' time= 0.11739 ~t = 0.0001 
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Figure 4.27 Condition E: Bottom-shed (CN) 
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Flat-plate at 90° incident angle at Mach=0.17 
R. = 1. 78x101 time = 0.11789 At= 0.0001 
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Figure 4.28 Condition F: Growth of top vortex ( CN) 
Flat-plate at 90° Incident angle at Mach=0.17 
R. = 1. 78x1 o• time = 0.11829 At= 0.0001 







0·8.25 0.3 0.35 0.4 0.45 0.5 0.55 0.6 0.65 
X 
Figure 4.29 Condition G: Second minimum drag point (CN) 
49 
Flat-plate at 90° incident angle at Mach=0.17 
R. = 1. 78x1 o• time = o.11869 at= 0.0001 
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Flat Plate Drag .vs. Time 
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Figure 4.32 Time history of flat-plate drag coefficient convergence ( CN) 
The second value of Reynolds number used was Re = l x 105 • As mentioned before, 
the Reynolds number is varied by varying the inlet velocity. All the other boundary con-
ditions and initial conditions are the same. The time-step is also changed, since it varies 
inversely with the Reynolds number. A higher time-step could be used for this purpose 
since we have a lower Reynolds number. The time-step used for the computations was 
fixed. 
The time history of drag is shown in figure 4.32 for Re= l x 105 • After an impulsive 
start the flow becomes periodic after about 0.6 seconds. The mean drag coefficient is 
still about 2.35. It should be noted that by decreasing the order of the Reynolds number 
we get an increase in the period of the oscillations by the same order. Figure 4.33 shows 
two cycles of the drag coefficient. 
The variation of cP along the front of the plate is shown in figure 4.34. It can be 
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Figure 4.34 Pressure distribution on the front side of the plate ( CN) 
(figure 4.18). The boundary conditions and the initial conditions were also the same. 
Impulsively started uniform flow is assumed at the inlet. The outlet boundary is as-
sumed to be diffusion free and the normal velocity profile is adjusted for overall mass 
conservation. All computations are performed at a constant time step ( though a much 
smaller time-step is needed for Runge-Kutta, the details of which shall be addressed 
later). 
The time history of drag is shown in figure 4.36 for Re = 1. 78 x 106 • In this case too 
the flow is in a development stage after the impulsive start. The flow becomes periodic 
after about 0.03 seconds. The mean drag coefficient is about 2.35. 
The drag cycles discussed for the Runge-Ku tta( RK) scheme for Re = 1. 78 x 106 start 
from t = 0.12309 secs to t = 0.12649 secs for an elapsed time of 0.0034 secs. The period 
of 0.0034 secs marks two complete cycles of drag coefficient and as marked in figure 4.37, 
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Figure 4.35 Pressure distribution on the back side of the plate (CN) 
and I denote the instances when vortex shedding happens. The Strouhal number in this 
case too is the same Sr = 6. 724. As was discussed earlier, these two cycles of the drag 
coefficient actually represent only one cycle of of the vortex shedding. 
Figure 4.38 shows the variation of Cp along the plate. It can be seen that the pressure 
varies negligibly on the front of the plate. Figure 4.39 shows the dramatic variation of 
the back pressure of the plate which undergoes two cycles in synchronization with the 
vortex shedding cycle. The mirror image type of distribution of the pressure in time 
instances A, E and I as well as in instances C and G can be seen in figure 4.39. It is 
clear that both the schemes give approximately the same variation. 
Figures 4.40 to 4.48 depict the streamlines of the flow for points A through I se-
quentially for the Runge-Kutta time integration scheme. One complete cycle of vortex 
shedding can be seen very clearly in these figures similar to the Crank-Nicolson scheme. 
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Figure 4.36 Time history of flat-plate drag coefficient convergence (RK) 
used was Re= l x 105 , which is the same as the one used for the Crank-Nicolson time 
integration scheme. All the other boundary conditions and initial conditions are the 
same. The time-step is also changed, since it varies inversely with the Reynolds number. 
The time history of drag is shown in figure 4.49 for Re = l x 105 • After an impulsive 
start the flow becomes periodic after about 0.6 seconds. The mean drag coefficient is 
still about 2.35. Here too by decreasing the order of the Reynolds number we get an 
increase in the period of the oscillations by the same order. 
The variation of cp along the front of the plate is shown in figure 4.51. It can be 
seen in the figure that the pressure in the front of the plate varies negligibly through the 
entire two cycles of the drag coefficient variation. Figure 4.52 shows the variation of Cp 
along the back of the plate. The mirror image type of variation for instances A, E and 
I and for instances C and G can be seen very clearly. These are in synchronization with 
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Figure 4.39 Pressure distribution on the back side of the plate (RK) 
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Figure 4.40 Condition A: Top-shed, beginning of eddy pressure cycle (RK) 
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Flat-plate at 90D Incident angle at Mach=0.17 
R. = 1.78x1 o• time = 0.12349 At= 0.00001 
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Flat-plate at 90° incident angle at Mach=0.17 
R. = 1.78x10• time= 0.12389 At= 0.00001 
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Figure 4.42 Condition C: First minimum drag point (RK) 
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Flat-plate at 90° incident angle at Mach=0.17 
R. = 1. 78x1 o• time = 0.12434 At = 0.00001 
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Condition D: Before bottom vortex shed (RK) 
Flat-plate at 90° Incident angle at Mach=0.17 
R."' 1.78x10' time= 0.12476 At= 0.00001 
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Figure 4.44 Condition E: Bottom-shed (RK) 
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Flat-plate at 90° incident angle at Mach=0.17 
R. = 1.78x1 o• time = 0.12520 ~t = 0.00001 
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Figure 4.45 Condition F: Growth of top vortex (RK) 
Flat-plate at 90° Incident angle at Mach=0.17 
R0 = 1.78x10' time= 0.12562 ~t= 0.00001 
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Figure 4.46 Condition G: Second minimum drag point (RK) 
60 
Flat-plate at 90° incident angle at Mach=0.17 
R. = 1. 78x1 o• time = 0.12606 At = 0.00001 
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Condition H: Before top vortex shed (RK) 
Flat-plate at 90° incident angle at Mach=0.17 
R • .. 1. 1ax1 o• time = o.12649 At. 0.00001 
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Figure 4.48 Condition I: Top-shed, end of eddy pressure cycle (RK) 
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Flat-Plate Drag .vs. Time 
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Figure 4.49 Time history of flat-plate drag coefficient convergence (RK) 
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Figure 4.52 Pressure distribution on the back side of the plate (RK) 
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Comparison of the Results Predicted by the Two Schemes 
As we saw from the plots before, the two time integration schemes are in good 
agreement with each other. Figure 4.,53 is a comparison of the Cd versus time for both 
the schemes for Re = l. 78 x 106 • The largest time-step that could be used for the Crank-
Nicolson time integration scheme for Re = l. 78 x 106 was approximately 1.0 x 10-4 and 
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Figure 4.53 Flat-plate drag coefficient for the two schemes ( Re = l. 78 x 106 ) 
Figure 4.54 shows a comparison between the coefficient of pressures predicted by 
Runge-Kutta and Crank-Nicolson time integration schemes for instances A and E for 
Re = l. 78 x 106 • Instance A is the point in the vortex-shedding cycle where we have a 
top-vortex shed. On the contrary instance E corresponds to a bottom-vortex shed. The 
mirror image type distribution can be seen in the graphs. 
Figure 4.55 shows the comparison of the drag history between the Crank-Nicolson 
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Figure 4.54 Comparison of the Gp at the back of the plate for the two 
schemes 
Table 4.1 Time-steps used for the schemes 
Reynolds Number Runge-Kutta (sec) Crank-Nicolson (sec) 
1.78 X 106 1.0 X 10-5 1.0 X 10-4 
1.0 X 105 2.0 X 10-5 2.0 X lQ-4 
that the maximum permissible time-step for the Crank-Nicolson time integration scheme 
was approximately 2.0 x 10-4 and for the Runge-Kutta time integration scheme was 
approximately 2.0 x 10-5 • Table ( 4.1) tabulates the time-steps used for both the schemes. 
Figure 4.56 shows a comparison between the coefficient of pressures given by 
Runge-Kutta and Crank-Nicolson time integration schemes for instances A and E for 
Re = 1.0 x 105 • In this case too instances A and E correspond to the top-vortex shed and 
the bottom-vortex shed respectively. The mirror image type distribution is predicted 
here as well. 
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Flat-Plate Drag .vs. Time 
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Figure 4.57 Time history of the flat-plate drag coefficient convergence ( CN 
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Figure 4.58 Time history of the flat-plate drag coefficient convergence (RK 
Re= l.78 x 106 ) 
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It can be observed that there is a period of time in the beginning where there are 
no oscillations in the drag (figure 4.57 and figure 4.58). In this period of time there 
is no vortex shedding, but two symmetric vortices are attached to the plate until one 
of them breaks off and the process of vortex shedding starts. One may falsely assume 
convergence during this period and the actual physics of the flow may still remain to be 
captured. It is also interesting to note that the minimum drag point occurs during this 
period. 
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5 CONCLUDING REMARKS AND RECOMMENDATIONS 
In this study, a new algorithm for solving the unsteady incompressible N avier-Stokes 
equations using the Runge-Kutta time integration was formulated and implemented. 
The central idea was to treat the pressure equation implicitly similar to the Crank-
Nicolson based SIMPLER algorithm but use the explicit multi-stage Runge-Kutta time 
stepping to advance the velocities in time. The N avier-Stokes momentum and continuity 
equations were rewritten and brought to a form where the four-stage Runge-Kutta time 
integration algorithm could be applied to it. The spatial discretization followed the same 
procedure in both cases but the momentum equations were not solved in the Runge-
Kutta scheme. 
One important criterion which needs attention is the time of execution for both 
the schemes - Runge-Kutta and Crank-Nicolson. The following figure and table give a 
comparison of the computations for the driven-cavity problem. Figure 5.1 shows the 
number of iterations versus the time required for a 42 x 42 grid on a log-log scale. The 
following table 5.1 presents the same data. 
It can be inferred from the table and the graph that the Runge-Kutta scheme is faster 
than the Crank-Nicolson scheme. But it should also be kept in mind that Crank-Nicolson 
is an implicit scheme and is capable of a much larger time step than that of Runge-Kutta 
scheme which is an explicit scheme. It was observed that the Crank-Nicolson could 
operate at a time step 10 - 20 times larger than Runge-Kutta. But as we can see from 
the figure and the table, the Runge-Kutta time integration algorithm is approximately 
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Figure 5.1 Execution time comparison for the schemes 
that eventually the Runge-Kutta time integration algorithm would be more appropriate 
for steady as well as unsteady flows. Figure 5.2 shows the plot between time of execution 
versus the simulated time for both the schemes. Table 5.2 gives the data. The above 
conclusions are reinforced by the figure and the table. The results provided in the 
above tables and figures (figure 5.1 and table 5.1) were generated using the 42 x 42 grid 
for the Re = 400 driven cavity problem. As mentioned in the previous chapter, the 
maximum time-step that could be used for the Crank-Nicolson time integration scheme 
was 2.0 x 10-2 and that for the Runge-Kutta time integration scheme was 6.0 x 10-3 _ 
This implies that the Runge-Kutta time integration scheme was using a 3.333 times 
smaller time-step than the Crank-Nicolson time integration scheme. As can be inferred 
form figure 5.2 and table 5.2, the Runge-Kutta time integration scheme reaches a given 
simulated time 8.5888 times faster than the Crank-Nicolson time integration scheme for 
the driven cavity 42 x 42 grid. This conclusion can also be derived form the figure 5.1 and 
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Table 5.1 Execution time for both the schemes 
Number of iterations Runge-Kutta (sec) Crank-Nicolson (sec) 
5 0.58 4.67 
10 0.70 9.68 
50 1.72 42.48 
100 3.01 84.65 
200 5.64 168.60 
convergence 100.27 1204.31 
Table 5.2 Simulation time versus execution time for driven-cavity 
Simulation time (sec) Runge-Kutta (sec) Crank-Nicolson (sec) 
1 4.76 42.96 
4 19.57 169.62 
7 34.74 296.89 
10 50.79 434.15 
convergence 100.27 1204.31 
table 5.1. Since the time required to execute a Runge-Kutta time-step is 27.5714 times 
faster than that of Crank-Nicolson, and the time-step taken is 3.333 times smaller, the 
execution time required to reach a certain simulated time will be 27.5714/3.333 = 8.2715 
times faster for the Rung-Kutta time integration scheme. This is nearly the same value 
we got from figure 5.2 and the corresponding table 5.2. 
Furthermore, the systematic study conducted in the present work results m the 
following conclusions. 
• The new explicit Runge-Kutta scheme is faster than the previously existing Crank-
Nicolson scheme even though the latter is capable of a much larger time steps. 
• The Power-Law scheme used in both the formulations is highly diffusive and as a 
result requires a much finer grid to capture the flow characteristics properly. 
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Figure 5.2 Simulation time comparison for the schemes 
explicit Runge-Kutta time integration in conjunction with the fully implicit pressure 
formulation is a highly viable technique for modeling complex flow structures. But, 
there are also a few limitations to it which could be researched in the future. Following 
are the possible areas of future research or improvements to the formulation discussed. 
• The highly diffusive Power-Law scheme could be replaced by a more accurate 
method such as the second order QUICK scheme (19] (20] or FCM (10]. This 
would enable the use of coarser grids and hence save valuable computer time. 
• The present formulation could be extended to three-dimensional flows as well as 
other grid systems including unstructured grids. 
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