We consider permutations of any given squared matrix and the generalized LU( r ) factorization of the permuted matrix that reveals the rank deficiency of the matrix.
INTRODUCTION
Let A be an n-by-n matrix. We shall consider the generalized LU(r) factorization P, AQ, = LU which will reveal the nearly rank deficiency of A (herein P, and Qr always denote permutation matrices, L unit lower triangular and U upper triangular except for a small r X r block at its last r X r position; see the definition of LU(r) factorization in Section 2 below).
Our main interest is on the nearly singular case. Chan [4] considers the case when the nearly rank deficiency of A is one. In this paper, we extend his results to the case with higher-dimensional rank deficiency. Such a rank revealing (henceforth, RR) IN(r) f ac orization t is faster than either SVD (singular-value decomposition) or RRQR(r) factorization (see Chan [3] and Foster [lo] ) and is important in matrix theory and linear algebra for its wide applications.
One kind of applications of such RR factorization arises from constrained optimization (see Chan [4, 51, Chan and Resasco [7] ). When an equality constrained problem is solved by the Lagrange-multiplier approach, we have a symmetric but not positive definite system with the Hessian in the (1,1) block and the constraints constituting the borders. If the Hessian is singular at the solution, then our RR factorization together with deflated block elimination [7] can be used to solve the problem (Chan [6] ). The following is another application. If the active-set method is used to solve an inequality constrained optimization problem and the problem is (nearly) degenerate at an intermediate iteration, then the RR factorization is essential to make the method successful (Fletcher [9] ). B esi es, d it can also be used to solve least-squares problems following the method proposed by BjGrk [l, 21.
Let T > 1 be the nearly rank deficiency of A. That is, the rth smallest singular value a;, _ r + 1 of A is of small magnitude, and the (r. + I)th smallest singular value a,-r is of order one. We will show that, for this matrix A, there always exists a generalized LU(r) factorization with an T X r position of U. Here "small" means O(a,_,+ l). Chan [4] notes that the usual partial pivoting cannot guarantee to produce small pivots, i.e., to reveal the rank deficiency.
In this paper, we shall concern ourselves with the theoretical questions of the existence of such RRLU(r) f ac orizations but shall also give t a practical (i.e. efficient) algorithm for computing such factorizations.
The following notation will be used throughout. n(A) and det A denote the nullity and the determinant of A, respectively.
A [i,, . . . , i,(j,, respectively. In this paper some lemmas are simple extensions of those in 141, but others are not simple. In Section 2, we outline the ways to find permutations P and Q such that there exists a generalized LU(r) factorization for PAQ. In Section 3, we discuss the exactly singular case; in Section 4, we discuss the nonsingular case, In Section 5, we present an efficient two-pass algorithm, RRLU(r), that utilizes the theories in the previous sections. We give some numerical results to illustrate that the first pass of Algorithm RRLU(r) fails but the second pass succeeds in revealing the nearly rank deficiency of a given nearly singular matrix.
EXISTENCE OF GENERALIZED M(T) FACTORIZATIONS
In this section, we first define the generalized LU(r) factorization of a given matrix A E R"' ", and then we give an equivalence condition for the existence of the LU(r) factorization.
DEFINITION. Let A be an n X n matrix and 0 < r < n. If there exist permutations P, and Qr which, respectively, permute only the first n -T rows and columns of A such that
where Us, E RrXr (not necessary upper triangular), U,, E R("-')x("-') is upper triangular, and L,, E R("-'!x(n-r) is unit lower triangular, then we say that A has a generalized LU(r) factorization.
Note that the generalized LU(0) factorization of A is the usual LU factorization of A (which always exists).
We first prove two lemmas for the fundamental existence theorem.
LEMMA 2.1.
(a) Zf A i-s nonsingular and has a generalized LU(r1 factorization as in (2.0, then we can perturb the submatrix P,AQ,[n-r+ l,...,n] by U, to make A singular with nullity equal to r.
(b) Zf A is singular with nullity r and has a generalized LU(r) factorization (2.1) with U,, = 0, then we can perturb the submatrix P, AQ,[n -r + 1,. . , n] by a nonsingular r X r matrix to make A nonsingular.
Proof. 
Proof.
The "only if" part: Suppose that A,, is singular and rank A,, = k. where S,, and S& are in R'X("-k-').
For the case rank A = n -r: From (i) and (ii), we know that there does not exist A, such that rank S( A,) = n, which is contradictory. Thus A,, is nonsingular.
For the case rank A = n: Since rank A = n, we have rank S,, = n -k -r (full column rank), rank S,, = n-k-r(fullrowrank),andn_2r< k < n -r -1. Thus rankS (A,) >k + ( n -k -r) + (n -k -r) = 2n -k -2r.
From n -2r < k < n -r -1, we have n -r + 1 < 2n -k -2r G n. Therefore, we can change the nullity of A (from 0 to r or vice versa) by perturbing the submatrix A,. This complete the proof. n On the basis of Lemma 2.1 and 2.2, we want to find a submatrix H of A such that if we perturb H, then n(A) is changed either from 0 to r or vice versa.
DEFINITION.
Let C,(r) denote the set of all r x r submatrices of A, where n(A) can be changed (from 0 to r or vice versa) by perturbing the submatrix H of A alone.
When an element H in C,(r) is found, we use permutations, called P and Q, to permute H to the last r X r position of PAQ. In the following we will prove the fundamental theorem on the existence of a generalized LU(r) factorization for PAQ. THEOREM 2.3. Let P and Q be two permutations.
Then PAQ has a generalized LU(r) factorization as in (2.1) if and only if P and Q permute a submatrix H in C,(r) to the last r-by-r position of PAQ.
Proof.
The "only if" part is Lemma 2.1. We prove the "if" part as In the following two sections, we shall establish some subsets of C,(r) which will give further equivalent and sufficient conditions for the existence of the LU(r) factorization of a singular or a nonsingular matrix. This information will lead to a practical algorithm in Section 5.
THE SINGULAR CASE
In this section, let A be a singular matrix with n(A) = r. We shall show how to find P and Q such that PAQ h as a generalized LU(r) factorization (2.1) with U, = 0. First, we need the following two preliminary lemmas. is linearly dependent, which is contradictory. This can be similarly shown for the determinant involving Y. Therefore, C, is nonempty. n Combining Theorem 2.3 and Lemma 3.3, we have the following primary result of this section. 
THE NONSINGULAR CASE
In this section, we assume that A is nonsingular but with r small singular values. We shall show how to find permutations P and Q such that PAQ has a generalized LU(r) f ac t orization (2.1) with such a small U,, E R" r that the factorization reveals the nearly rank r deficiency of A. First, we show that C,(r) is related to r-by-r submatrices of A-' with nonzero determinants. ,...,i,Ij,,...,j,] In other words, we have C,(r) C C,(r).
DEFINITION. Let
Proof.
See appendix. In the following we will show the upper bound for the second term in (4.6) is o-;lo--?,:
abs c
(by the Cauchy-Schwarz inequality) < a, lu"-12 .
The last inequality follows from applying the Binet-Cauchy formula to the matrices is applicable in practical algorithms. In the next section, we propose such an algorithm for finding an element in C,(r), which leads to a generalized W(r) factorization with small U, as bounded by the bound of Theorem 4.5.
ALGORITHM AND EXAMPLES
Suppose the matrix A E Rnx" has nearly rank deficiency r (r > 1) and the quantity [n!/r!(n -r)!]a,_,.+, is sufficiently small, where a, _ r+ i is the rth smallest singular value of A. By using Theorem 4.4 and Theorem 4.5, we
give an efficient algorithm for finding a rank revealing LU(r) factorization for the matrix A.
ALGORITHM RRLU(r).
Given A E R""' with nearly rank deficiency r, I where r > 1 (but r is unknown a priori). Let X rAY = diag(o,, . . . , q,,) be the SVD of A with cri > **a > a,_, * ~"_~+i > 9.. > a;, > 0. This algorithm computes permutations P, Q and a generalized LU(r) factorization of
PAQ

PdPAQ)Ql = [ ::; ;][ ";I' ;I]
with a small Us, = [S,,] E R"', which reveals the rank r deficiency of A.
Step 1: Compute the LU(0) factorization of A by some conventional pivoting strategy (e.g., partial pivoting):
Step 2: Determine a temporary rank deficiency i. Determine the index i (0 < ; < n) such that ltii j 1 < tolerance for all i, j = n -i + 1 . . > n and there exists an'index k E (n -i,. . . , n} with I&,_, k] >: ' tolerance.
Step 3 Step 4:
Determine an element in the set C,(r).
Comment:
Indeed, the maximal elements of the sets (absY,.(j,, . ,j,ll,. . . , r): 1 <j, < ... <jr < n} =y and (1,. . . , n>P = (i,, . . . , i,). It is easily seen that Y,.(ji, . . . ,j,ll, . . . , r) = det R, and X,(i,, . . . , i,ll, . . . , r) = det Rx. Although we cannot prove that both ldet Rrl and ldet Rx1 are larger than (r!(n -r)!/n!)"', a statistical result shows that there is no counterexample in up to a total of about 60,000 randomly generated tested orthonormal matrices Y,. and X, E Rnx' for n = 10,12,. . . ,100 and r = 2,. . . , n/2.
That is, the corresponding submatrix H = A[i,, . . . , i,lj,, . . ,j,l produced by (5.3) is always in C,(r).
Step 5 Therefore, if r 4 n, the total work for Algorithm RRLU (r) is the same as that for RRQR(r) [3, lo] . H owever, Algorithm RRLU(r) has the following practical advantage over RRQR(r).
Chan [4] The upper bound of elements of U, in Theorem 4.5 is 6.098 X lo-'. The theoretical upper bound in Theorem 4.5 is 7.4692 X 10-13. Note that only if the first pass produces a nearly rank deficiency r which is larger than i is the second pass required in order to obtain the correct RRLU(r) can produce small U,, even though the conventional partial-pivoting LU factorization fails to do so.
CONCLUSION
The main contribution of this paper is to extend the theory of Chan 141 for rank revealing LU factorizations to the general case when the nearly rank deficiency is greater than one. We have also proposed an efficient two-pass algorithm for finding an RR LU(r) factorization which usually succeeds in the first pass, thus taking $" + 0(n2) flops. If the first pass fails (i.e., r # F), then the current efficient implementation of the second pass, taking another $" flops, finds RRLU(r) f ac orizations t for all of our 60,000 test problems.
In comparison, Algorithm RRQR( ) r needs 97~" flops in the first pass and O(n') flops in the second pass. The rank deficiency of most randomly generated nearly singular matrices can be detected by the first pass of both algorithms. Therefore, for the square matrix A, Algorithm RRLU(r) is in most cases twice as efficient as RRQR(r). In the extreme case that the first pass fails and step 4 also fails to find an element in C,(r) (which never happened in our tests), we can switch to Algorithm RRQR(r) of [4, 71 as a last resort. This hybrid strategy can take advantage of both the efficiency of Therefore, we have n(W) z r.
Next we need to show that n(W) < r. After row subtractions on the matrix w= -1 -s,,mjltl ...
-s,,mj,i, ... ' .
-Gm,,,,., -Srlm,,zr ... 1 -krm,,,,
Thus rank W = rank W > r(r. -l), which implies n(W) < r and A -2 i Slkei,e,: =n(W) =r.
I=1 k=l
Therefore, C,(r) c C,(r). 4
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