This paper shows that a test for heteroskedasticity within the context of classical linear regression can be based on the di¤erence between Wald statistics in heteroskedasticity-robust and nonrobust forms. The test is asymptotically distributed under the null hypothesis of homoskedasticity as chi-squared with one degree of freedom. The power of the test is sensitive to the choice of parametric restriction used by the Wald statistics, so the supremum of a range of individual test statistics is proposed. Two versions of a supremum-based test are considered: the …rst version does not have a known asymptotic null distribution, so the bootstrap is employed to approximate its empirical distribution. The second version has a known asymptotic distribution and, in some cases, is asymptotically pivotal under the null. A simulation study illustrates the use and …nite-sample performance of both versions of the test. In this study, the bootstrap is found to provide better size control than asymptotic critical values, namely with heavy-tailed, asymmetric distributions of the covariates. In addition, the use of well-known modi…cations of the heteroskedasticity consistent covariance matrix estimator of OLS coe¢ cients is also found to bene…t the tests'overall behaviour.
Introduction
When testing the assumption of homoskedasticity in the context of classical regression, researchers often lack information about the structure of the conditional variance of the dependent variable. A number of tests in the literature can be gathered within a unifying approach, under which homoskedasticity is nested in a continuous skedastic function of a linear combination of regressors functions. Such is the case, e:g:, of the well known Glejser (1969) and Godfrey (1978) /Breusch-Pagan (1979) tests, either in their original versions or with subsequent robustness and small sample improvements, as proposed by Koenker (1981) , Godfrey (1996) , Godfrey and Orme (1999) , Machado and Santos Silva (2000) or Im (2000) .
Testing the assumption of homoskedasticity against a speci…c alternative is advantageous if the latter coincides with the data generating process (DGP) in case of heteroskedasticity. However, given the frequent lack of information about the variables causing variance heterogeneity, a pure signi…cance test of conditional homoskedasticity may be preferable to more oriented procedures. In this respect, the White (1980) test clearly constitutes the benchmark of an approach that assumes no formal structure about the skedastic process.
As shown by Godfrey and Orme (1999) , the fact that White's test can use many degrees of freedom (df), even for parsimonious models, can have undesirable consequences for the test size and power in small samples. Consequently, it seems useful to try and devise testing procedures more conserving on df's. One possibility is to impose constraints on the coe¢ cients of the arti…cial regression given in White (1980, eq. 2) , e:g:, excluding squares and cross-products from this regression. Or, for instance, a test with one df can be obtained by replacing White's regressors with the squared predicted value of the dependent variable (Anscombe 1961) .
As shown below, a heteroskedasticity test with one df also results by taking the di¤er-ence between Wald statistics for restrictions on regression parameters, in heteroskedasticityrobust and nonrobust forms.
(1) In line with the results of Godfrey (1996, Appendix 1), the performance of this test is found to be sensitive to the choice of the parametric restrictions on which the Wald statistics are based. Indeed, as with all procedures that entail a reduction of the number of df's used by White's test, the present approach incurs the risk of loss of generality relative to the latter and, e:g:, loss of consistency against some heteroskedastic alternatives.
This loss of generality can be attenuated if one takes, as a test statistic, the supremum of several tests from a range of di¤erent parametric restrictions. In what follows, two versions of this supremum-based approach are presented: the …rst version, easy to implement through arti…cial OLS regressions, does not have a known asymptotic null distribution, so the bootstrap is employed in order to assess its behaviour and enable meaningful conclusions from its use in applied work. The second version has a known asymptotic distribution and, in some cases, is asymptotically pivotal under the null. However, as illustrated in a brief Monte Carlo exercise, its asymptotic distribution constitutes a poor approximation to the test distribution in …nite samples, so the bootstrap should also be used in this case. This small simulation study indicates that, in some situations, the …rst version of the supremum-based procedure can outperform conventional tests, including
White's test.
The remainder of the paper is organized as follows: the general regression model and notation are presented in Section 2, with the main theoretical results included in Sections 3 and 4. Section 5 presents the Monte Carlo exercise and Section 6 concludes. Proofs and algebraic derivations are included in the Appendix.
Model and Notation
The regression model is y i = x 0 i + " i , i = 1; : : : ; n, where f(x 0 i ; " i ) ; i = 1; : : : ; ng denotes a sequence of independent not necessarily identically distributed (i.n.i.d.) random vectors, such that x i (k 1, k < n) and the scalar " i satisfy E (" i jx i ) = 0. The variables y i and x i are observable, while the error term, " i , is not. denotes a k 1 vector of unknown parameters to be estimated. In this setting, conditional heteroskedasticity is allowed for, generally expressed as E " 
with 2 > 0 and ! (x 0 i ) denoting an unspeci…ed, possibly parametric, skedastic function of x i . The sequence f(x 0 i ; " i ) , i = 1; : : : ; ng is assumed to satisfy regularity conditions that 3 permit the application of asymptotic theory. Throughout this text, uniform boundedness of the following moments of products of " i and components of x i is assumed: formally, the positive constant is supposed to exist, such that E (sup j"
, with 0 q 1 + : : : + q k 8 and q 1 , : : :, q k 0. This general condition is assumed to hold even if not mentioned explicitly. It implies White's (1980) Assumptions 2 (a) and 3 (a), and the …rst part of Assumption 5; White's remaining Assumptions are also supposed to hold, together with additional conditions incidentally presented in the next Sections.
In matrix notation (1) can be written as E ("" 0 jX) = 2 diag (! i ; i = 1; : : : ; n) 2 ,
where " (" 1 ; : : : ; " n ) 0 and X is the conventional n k full rank matrix of observations on the vector of covariates, x. As a convenient normalization, let p lim n!1 n 1 P n i=1 ! i = 1. Let b denote the OLS estimator of , providing residuals e i y i x 0 i b, i = 1; : : : ; n. The usual (homoskedasticity-valid) and heteroskedasticity-robust covariance matrix estimators for b are denoted, respectively, by
with D e denoting an n n diagonal matrix with typical diagonal element e 2 i , i = 1; :::; n, and s
i . The White's test is a test of the null hypothesis (H 0 ) that consists of the nonredundant restrictions of
White's "direct test for heteroskedasticity"is obtained as nR 2 from the regression of e 2 i on a constant term and the nonredundant terms in x i x 0 i , where R 2 denotes the usual coe¢ cient of determination. As is well known, this statistic is asymptotically distributed under H 0 as chi-squared with, at most, k (k + 1) =2 df's.
Next, consider a vector function, r ( ), where r ( ) : R k ! R j denotes a vector of j (< k) functionally independent, continuously di¤erentiable, functions of . The j 1 vector of restrictions, r ( ) = 0, will henceforth be termed auxiliary restriction. Let R ( ) @r ( ) =@ 0 , the j k Jacobian of r ( ) with respect to . Functional independence 4 in r ( ) ensures full row rank of R ( ) for all .
De…ne the n j matrix T X (X 0 X) 1 R (b) 0 . Then, the Wald statistics associated with the test of the auxiliary restriction, in nonrobust (W N R ) and robust (W R ) forms can be written, respectively, as
The following de…nitions will also be used in the ensuing text:
with existence of probability limits ensured by White's (1980) Assumptions 2 and 3.
As shown by White (1980, Theorem 1), X = 2 p lim n!1 (n 1 X 0 X), so, accordingly,
i 0
3 Di¤erence Between Wald Statistics
The following Lemma can be established:
If the auxiliary restriction is false, that is, r ( ) 6 = 0 at the true value of the regression parameters, then,
where
1 denotes the chi-squared distribution with one df.
(ii) If the auxiliary restriction is true, that is, r ( ) = 0 at the true value of the regression parameters, then,
A feasible statistic can be obtained by replacing and with consistent estimators.
If r ( ) 6 = 0, then an estimator of is provided by
If r ( ) = 0, then, noting that R ( )
of Lemma 1, (ii)], i can be estimated by
In both cases the same test statistic, asymptotically distributed under H 0 as a chi-squared random variable (rv) with one df, results as
If, in Lemma 1, the auxiliary restriction is false [r ( ) 6 = 0] and the " i are assumed
, the test can be performed through a simpli…ed procedure, as stated in the next Remark.
Remark 1 If the auxiliary restriction is false, that is r ( ) 6 = 0 at the true value of the regression parameters, then a "direct test"of H 0 can be obtained, analogously as in White (1980, eq. 2) , from the OLS regression e 2 i = 0 + 1 a i + residuals. In this case, if " i is homoskedastic and homokurtic, 8i, a procedure that is asymptotically equivalent to the test that results from (8) is the test of 1 = 0 using the standard R 2 statistic from this regression. Formally,
Remark 1 naturally begs the question of the possibility of using the regression-based version of the test when the auxiliary restriction is true. In this case, as detailed in the Proof of Remark 1, asymptotic equivalence of both versions of the test requires some stringent assumptions on moments of the error distribution that seem hardly tenable in practice (see the Appendix). Consequently, the applicability of the "direct test"procedure with true auxiliary restrictions is severely limited.
When the auxiliary restriction is a scalar (j = 1) a¢ ne function, special cases of the above results are presented in the next Corollary.
Corollary 1 If r ( ) is a scalar a¢ ne function, consider r ( ) = R r, with R a row k-vector of constants and r a scalar; then (i) Under H 0 the test statistic (8) is asymptotically pivotal. In addition, if r ( ) 6 = 0 at the true value of the regression parameters (false auxiliary restriction), under H 0 the test statistic (9) is also asymptotically pivotal.
(ii) Let r ( ) 6 = 0 at the true value of the regression parameters (false auxiliary restriction); also, let = R 1 1 + R 2 2 r, where R and are partitioned into conformable (k 1)-vectors (R 1 and 1 ) and scalars (R 2 and 2 ); let x i be conformably partitioned as
and let x i1 x i1 (x i2 =R 2 ) R 0 1 . Then, the statistic referred to in (9) can also be computed as nR 2 from the OLS regression
where u i denotes the i-th OLS residual from the regression of x i2 on x i1 .
The foregoing results are summarized in 
and 2 M n are not asymptotically equivalent. The following Lemma presents the asymptotic distribution of the test under a sequence of local alternative hypotheses.
Lemma 2 Under the sequence of local alternatives
with h (x) = O p (1), under bounded moment conditions that ensure the existence of
(with matrix D i de…ned in (7)), (i) If the auxiliary restriction is false, that is, r ( ) 6 = 0 at the true value of the regression parameters, then
where 2 1 ( ) denotes the noncentral chi-squared distribution with one df and noncentrality parameter .
(ii) If the auxiliary restriction is true, that is, r ( ) = 0 at the true value of the regression parameters, then
It seems clear that the choice of r ( ) a¤ects the magnitude of the noncentrality parameter in each case, thereby in ‡uencing the test's power. Ideally, r ( ) should be selected so as to achieve a high value of the noncentrality parameter in case of heteroskedasticityobviously a di¢ cult task given the frequent lack of information about the structure of heteroskedasticity. Nevertheless, results allow an interpretation of the test as a check of the impact of heteroskedasticity on inferences about speci…c parameter restrictions. Failure to reject the null leads to the conclusion that heteroskedasticity, if present, does not a¤ect W N R signi…cantly. Thus, hard as it may be to select a particular auxiliary restriction so as to achieve a high power, the test can simply be based on some parametric restriction of interest to the researcher. For instance, if interest lies in one particular regression coe¢ cient, k say, one can base the proposed test on an auxiliary restriction of the type k = 0. Then, the outcome of the test will indicate whether the robust standard error of the corresponding estimate is required or not (which, as is often the case, can have consequences with respect to the conclusion of that estimate's statistical signi…cance).
4 Supremum of Di¤erences Between Wald Statistics
The sensitivity of the test performance to the particular auxiliary restriction may be attenuated if one uses as a test statistic the supremum of di¤erent statistics [from either (8), (9) or (10)], obtained from a range of parametric restrictions. Presumably, the supremum of such a range is positively in ‡uenced by the more powerful tests against the unknown skedastic alternative, which tend to produce higher statistics. Let this test be named "sup-r test".
Clearly, the statistics from particular auxiliary restrictions are not independent under H 0 , which makes it di¢ cult to obtain the null distribution of the supremum. Therefore, the bootstrap should be used, so as to approximate this distribution and perform the sup-r test. Alternatively, one can consider the supremum of orthogonalized statistics, whose limit null distribution can be established due to asymptotic independence. To this e¤ect, consider m auxiliary restrictions r g ( ) = 0, g = 1; :::; m, and corresponding robust and nonrobust Wald statistics, W Lemma 3 Let wd W
, the m-vector of Wald statistics di¤erences; assume that the functions r g ( ) are functionally independent and de…ne the m m matrix with typical element
Let the symmetric positive de…nite (pd) matrix 1=2 denote the square root of the
where N (0 m ; I m ) denotes the m-variate standard normal distribution (with 0 m a null m-vector and I m the identity matrix of order m).
Lemma 3 implies that the standardized Wald statistics di¤erences are asymptotically independent under homoskedasticity. From this result one can obtain the asymptotic distribution of the supremum of those di¤erences, as formally stated in the next Corollary.
Corollary 2 Partition into its m column vectors
where C m denotes the chi-squared distribution with one df, raised to power m.
The average covariance matrix can be estimated by the matrix V with elements
de…ned analogously as a i or na i if, respectively, r g ( ) 6 = 0 or r g ( ) = 0, g = 1; :::; m, at the true value of the parameters. Given the continuity of the square root function de…ned on the set of positive de…nite matrices (see, e:g:, Horn and Johnson 1999, Ch. 7.2), the elements of can be estimated by the corresponding elements of the (matrix) square root of V 1 (name it P ). Partition P as
; the statistics obtained by replacing with P in (12) are asymptotically independent normal, so
constitutes a feasible test statistic corresponding to the rv in Corollary 2.
Let swd denote the observed value of this version of the sup-r statistic and let C 1 1 ( ), 2 (0; 1), denote the 100% quantile of the chi-squared distribution with one df. Then,
The following Corollary, analogous to Corollary 1(i), can be noted:
Corollary 3 If the functions r g ( ), g = 1; :::; m, are scalar a¢ ne, then, under H 0 ,
is an asymptotically pivotal statistic.
Given the result of Beran (1988) on the use of the bootstrap with asymptotically pivotal statistics, the bootstrap can be employed here in conjunction with m scalar a¢ ne auxiliary restrictions, so as to achieve more reliable control over the performance of this version of the sup-r test in …nite samples. Meanwhile, the statistics referred to in (8), (9) or (10) are not (even asymptotically) independent for di¤erent auxiliary restrictions, under H 0 . As is well known, for dependent rv's t 1 , :::, t m , Pr (sup ft 1 ; :::; t m g t) = Pr (t 1 t; :::;
which raises the issue of the dependence structure of the t g , upon which their joint distribution also depends. Thus, the null distribution of the supremum of statistics from (8), (9) or (10) i on an intercept and a linear index involving the same variables that are included in the skedastic process for each particular exercise. In each situation, the latter test constitutes the asymptotically "optimal" Koenker-type test (or is asymptotically equivalent to the optimal test -see, e:g:, Godfrey 1990, Sec. 4.5.1) so it is denoted as OP H , where the subscript H indicates the heteroskedastic alternative. Depending on the particular skedastic alternative under consideration, the OP H test may coincide with one of the other conventional tests, namely the B-P/K test. It goes without saying that the exact form of this test is rarely known in practice. Its inclusion in the experiments serves as a reference, to which the power performance of other tests can be compared.
The data are generated by
0 denotes the vector of regressors and
0 is a vector of regression parameters all set to one. The disturbances u i are obtained as iid draws from one of the following distributions: standard normal, N (0; 1), Student's t with nine df's, t 9 , and chi-squared with two df's, 2 2 . In each case u i is transformed to have zero mean and unit variance. The function ! (x i ) is speci…ed according to various functional forms, for each of a number of heteroskedastic alternatives.
The null hypothesis of homoskedasticity (H
The exercise involves 10000 replications of samples with size n = 100 and with regressors newly drawn at each replication.
(2) When the bootstrap is used, the number of bootstrap resamples is 499; following Hodoshima and Ando (2007) , the nonparametric residual bootstrap is employed here, with residuals in each bootstrap resample scaled by p n= (n k) = 10= p 100 k, where k = 3.
(3) All the results in the tables refer to percentages of rejections of H 0 by the di¤erent tests at the 5% nominal signi…cance level (results follow similar patterns at 1% and 10% levels so they are omitted). Computations were performed using TSP v.4.5 (Hall and Cummins, 1999) .
Two designs are considered with regard to the distribution of the covariates, x 2 and x 3 .
Under Design 1, these are obtained as independent random vectors from a bivariate normal distribution with null mean vector, unit marginal variances, and correlation 0:65. Under Design 2, covariates are mutually independent, each obtained as iid draws from a scaled lognormal distribution with zero mean and unit variance. Formally,
with z ik independent normal rv's with null mean and variance equal to 2. Design 2 aims to provide a better understanding of the tests'behaviour with covariates that follow asymmetric, heavy-tailed distributions. As Chesher and Jewitt (1987) have shown, the presence of high leverage observations in the regression design in ‡uences the bias of heteroskedasticity-consistent covariance matrix estimators (HCCME's). Thus, the inclusion of a design such as Design 2 in the exercise may also help shed some light on the tests' sensitivity to the use of di¤erent HCCME's in the expression of the robust Wald statistic, W R .
The following heteroskedastic alternatives are considered:
5,
exp (x i2 + x i3 1:65) , under Design 1
Under H 1 and H 2 the conditional variance is speci…ed as in Machado and Santos Silva (2000) ; both speci…cations result from random variation of the slope coe¢ cients, a frequent cause for heteroskedasticity in empirical applications. Under H 1 , V ( 3 ) = 4 and, under H 2 , V ( l ) = 5 l, l = 2; 3, with di¤erent weights attributed to x 2 and x 3 . Under H 3 the skedastic function depends on regressors levels, rather than their squares. 
and P 1 and P 2 as de…ned in (13) 
These are obviously true auxiliary restrictions, as the regression model is assumed to be correctly speci…ed under all the data processes in the study.
The statistics used in each of the tests of the di¤erence between Wald statistics are in accordance with the contents of Table 1 . The r c test is computed as nR 2 from the regression referred to in Remark 1. The r 1 and r 2 tests are computed as nR 2 from (10); the corresponding auxiliary restrictions r g ( ) = 0, g = 1; 2, yield, respectively, the model reparameterizations
Then, the term u i in (10) denotes the OLS residual from the regression of x i3 on, respectively,
The test statistics based on true auxiliary restrictions (rst 1 and rst 1 ) are obtained from expression (8). As previously mentioned, asymptotic equivalence between this form of the test and the "direct" version would require unreasonable assumptions on the error distribution (that are not met in the cases considered here).
All the tests in the study are asymptotically chi-squared (with varying df), except the sup-r A test (unknown distribution) and the sup-r B test (C 2 asymptotic distribution). All tests are asymptotically pivotal under H 0 , except the A, r c and sup-r A tests. 2 errors, r 1 and r 2 with N (0; 1) and t 9 errors]. These results seem to be in line with Beran (1988) as well as the …ndings and recommendations of Godfrey and Orme (1999) and Godfrey, Orme and Santos Silva (2006) on the use of the nonparametric bootstrap.
Simulation Results
The results for the A test also indicate a better performance of the bootstrap [namely with N (0; 1) and t 9 errors]. Under all null error distributions this is also the case for the r c test and, especially, the sup-r B test, found to severely overreject the null on the basis of critical values from the asymptotic distribution (C 2 ). The null asymptotic distribution of the sup-r A test is not known so only the bootstrap is used in this case (a simulationbased approach is not useful, because the error distribution is supposed unknown by the researcher).
Tables 2.2 -2.4 present estimates of the probability of rejection of the null hypothesis under H 1 through H 3 . All percentages are computed with reference to bootstrap-based critical values: although size estimates in Table 2 .1 do not always a¤ord a clear-cut choice, this option seems preferable to using asymptotic critical values in the majority of cases considered in the experiment.
Tables 2.2 -2.4 about here
The performance of tests of the di¤erence between Wald statistics that use scalar auxiliary restrictions varies considerably, under each skedastic alternative. The rst 1 test (true auxiliary restriction) performs poorly in all cases considered in Design 1, invariably worse than the tests based on false auxiliary restrictions (r 1 and r 2 tests). A comparison of the power results for tests involving joint auxiliary restrictions (r c and rst 2 ) reinforces the previous hint that false, rather than true, auxiliary restrictions are preferable when carrying out the proposed tests.
With regard to supremum-based procedures, the sup-r A version seems clearly preferable to the sup-r B test, which displays low power. The sup-r A test seems to compete in equal terms with conventional tests under H 1 (W) and H 3 (B-P/K and A), and outperforms them in the remaining cases. The rejection percentages for this test are positively in ‡uenced by the most powerful of r 1 and r 2 tests, the performance of which (in line with theoretical predictions) looks quite sensitive to the particular form of heteroskedasticity.
It is interesting to note the contrast between the power of the sup-r A test and that of the r c test, which appears to be attracted by the least powerful of r 1 and r 2 tests (or performs even worse than either of these, under H 3 ). Thus, with Design 1 the sup-r A procedure seems the best choice among the di¤erent tests involving di¤erences between Wald-type statistics and, often, among all the tests considered in the study. Table 3 .1, the contents of these tables naturally deserve caution. Overall, the White's and B-P/K tests appear to be the best performers, frequently even more powerful than the asymptotically optimal test. The overall performance of the tests of the di¤erence between Wald statistics is now worse than with Design 1, a result that seems to re ‡ect the in ‡uence of heavy tails and strong asymmetries of covariates'distributions. Tables 3.2 -3.4 about here Overall, when compared to Design 1, the consideration of Design 2 seems to a¤ect adversely the performance of all tests in the study. Among these, the tests of the di¤erence between Wald statistics appear the most sensitive to this change in design. Given the known fact that such a design can in ‡uence the bias of HCCME's, the result begs the question of the impact of using alternative HCCME's in W R , on the performance of the proposed tests. To this end, an additional experiment was conducted under Design 2, employing alternative HCCME's in r 1 , r 2 , r c and sup-r A tests, as well as in the White's test. The main results of this exercise are summarized in Tables 3.5 and 3.6, which present rejection percentages for these procedures under H 0 through H 3 . The tables only display the best results, which were obtained with one particular form of HCCME, among the available alternatives in the literature. As is well known (see, for instance, MacKinnon and White, 1985, and Chesher and Jewitt, 1987) , these alternative forms di¤er with respect to the diagonal elements of the matrix D e . These are respectively (notation of Davidson and MacKinnon, 1993, Ch. 16 .3),
and, in the present study, n = 100 and k = 3.
(5) The best results in this experiment were obtained with HC 2 (better than HC 1 , which is better than, in this order, HC 3 and HC 0 , the worst of the four). These results are included in Tables 3.5 (empirical size) and 3.6 (power). All rejection percentages are based on bootstrap critical values, which proved to a¤ord a much better size control than asymptotic critical values.
Tables 3.5 and 3.6 about here
The test statistics for each HCCME variant are produced by scaling e 2 i with the factor corresponding to each version. For the White's direct test this leads to an OLS regression of the scaled squared residual on the usual set of regressors for this test. The tests r 1 , r 2 and sup-r A , based on scalar auxiliary restrictions, only require this same modi…cation; the r c test, using a nonscalar auxiliary restriction, also requires scaling of a i [see (4)] regardless of whether one uses statistic (8) or (9).
One …rst remark on these results is that the combined use of the bootstrap and the HC 2 variant yields much more reliable size control than does the HC 0 option (compare Tables 3.1 and 3.5). Except for the White's test, still slightly oversized with t 9 and 2 2 errors, all the remaining tests display rejection percentages close to the nominal size. The use of an HCCME variant other than HC 0 (namely HC 2 ) seems therefore advisable when some covariates follow distributions akin to the type considered in Design 2.
With regard to empirical power, White's test displays the best overall performance.
The tests of the Wald statistics di¤erences seem more adversely a¤ected by asymmetric heavy-tailed regressors in the design. Nevertheless, namely with 2 2 errors and, especially, under H 3 , both the r 2 and sup-r A tests compete well, or even outperform the White's test, somewhat oversized with this type of disturbances. In any case, the HC 2 modi…cation appears clearly bene…cial to all the tests under Design 2.
Concluding Remarks
In this paper a new class of tests for heteroskedasticity is proposed, which is based on the di¤erence between heteroskedasticity-robust and nonrobust Wald-type statistics for parametric restrictions. These tests may be implemented for a particular set of restrictions or using the supremum of several tests based on di¤erent parametric restrictions.
The simulation results indicate that, in some situations, one of the proposed supremum statistics competes rather well with existing tests for heteroskedasticity, outperforming them in several cases. Meanwhile, the present methodology suggests some topics for future research, including, among others, the application of the proposed procedures to the detection of serial correlation or, more generally, within the framework of the information matrix test.
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Appendix -Proofs
Proof of Lemma 1. The scaled di¤erence between Wald statistics can be successively written as
White (1980, Theorem 2) shows that, under homoskedasticity, the elements of
are asymptotically normally distributed with null means. Also, under White's Assump-
From the de…nitions of j and c j (b), j = 1; 2 [see (2) and (5)], it then follows that
Considering now each case in Lemma 1:
(i) r ( ) 6 = 0 at the true value of the regression parameters: false auxiliary restriction.
In this case, j 6 = 0, j = 1; 2, so one can write
20
This is a linear combination of asymptotically normal elements, so, under
Replacing j with c j (b), j = 1; 2, and recalling the de…nition of a i [see (4)], one has
! N (0; 1) as well. Then, the result in Part (i) of Lemma 1 follows.
(ii) r ( ) = 0 at the true value of the regression parameters: true auxiliary restriction.
In this case,
A standard second-order Taylor expansion of the l-th component of r (b) around yields
0 is evaluated at some convex combination of b and , and the last equality results from r ( ) = 0 and the fact that
6 Note that, from White (1980) , n = n
Plugging these results in (15) and given that
uniformly in i, one can write
-see (6).
Noting that i is a quadratic form in the n elements of ", write the last summation
and d ilm denotes the element (l; m) of the matrix D i , de…ned in (7). Under H 0 the mean of ni is given by
which is O (n 1 ), uniformly in i, under some bounded moment assumptions, homoskedasticity and independence. Under such assumptions, one can also show that E
and E ( ni nl ) = O (n 1 ), uniformly in i and l, i 6 = l. Consequently,
exists nonnull and …nite. Thus,
This yields the result in part (ii).
Proof of Remark 1. Under homokurticity of " i one can write [see 14]
This factorization allows an asymptotically equivalent version of the test statistic (8) to be written as
readily recognized as nR 2 from the OLS regression of e 2 i on a constant and a i [this reasoning closely follows the Proof of Corollary 1 of White (1980) ].
In case r ( ) = 0 (true auxiliary restriction), the deduction of a similar "direct test"
say [see (18)]. However, recalling the Assumptions of error independence and E (" i jx i ) = 0, careful inspection of the expression of i in (17) allows one to write
, where the coe¢ cients p i , q il and r il do not involve the error terms (only the regressors).
Consequently, validity of the suggested factorization requires an assumption of the sort 23 E "
. Adopting such an assumption, hardly ever justi…able in practice, would greatly restrict the range of admissible error distributions. Thus, application of Remark 1 in this case requires rather more stringent assumptions than those needed for false auxiliary restrictions.
Proof of Corollary 1. Note, …rst, the following general feature of the test when r ( ) is a scalar function. In this case T is a column n vector and
; cancelling out constant terms, the statistic in (8) becomes
Considering now each statement in the Corollary:
(i) If r ( ) = R r, a scalar, then @r ( ) =@ 0 = R, a vector of constants not involving . Thus, from the above, the test statistic (8) no longer depends on and, consequently, is asymptotically pivotal (it is not pivotal, because its …nite sample distribution depends upon the error distribution). The second part of the statement is obvious, given the asymptotic equivalence of (8) and (9) with false auxiliary restrictions.
(ii) The result is a direct consequence of the fact that u 2 i in (10) is proportional to x 0 i (X 0 X) 1 R 0 2 when r ( ) is a scalar a¢ ne function. To see this, start by writing the reparameterized model in matrix form as y = X + ", where
with and R de…ned in the main text and I k 1 the (k 1)-identity matrix. Under the reparameterized model the auxiliary restriction becomes = R = 0, R RA.
As r ( ) is a scalar a¢ ne function [and r ( ) 6 = 0], the test can be computed as in (9), taking nR 2 from the OLS regression of e 2 i on an intercept and the regressor 24
In matrix form, the n-vector with generic element
The residuals from the original and reparameterized model (e ) are equal, because
projects onto the space orthogonal to the space spanned by the columns of X. Thus, the direct test can also be computed as nR 2 from the OLS regression of e 2 i on an intercept and the regressor x
. From the de…nition of R and the usual formulae for the inverse of partitioned matrices, the n-vector with generic element
is given by
. This is proportional to the vector of OLS residuals from the regression of x 2 on X 1 , proportional, in turn, to M 1 x 2 , the n-vector of OLS residuals from the regression of x 2 on X 1 . Thus,
and u 
Under H 1 , the leading term in this expression can be written as
Under some bounded moment assumptions and independence, the asymptotic mean of this random matrix can be written
Thus, under H 1 , the elements of n 
with noncentrality parameter (
(ii) r ( ) = 0: true auxiliary restriction.
Recall expression (16) with n written as
Under bounded moment assumptions and independence, its asymptotic mean is
with the …rst equality resulting from the fact that, under independent errors, for l 6 = m,
and the last equality due to 
with noncentrality parameter 2 = .
Proof of Lemma 3. Consider the g-th auxiliary restriction; write the corresponding element of the vector n 1=2 s 2 wd as
where, as mentioned, According to Lemma 3, these components are asymptotically uncorrelated standard normal rv's, so they are asymptotically independent. Thus, the corresponding squared variables, 0 g n 1=2 s 2 wd 2 , are asymptotically independent chi-squared with one df. The desired result immediately follows from the well-known fact that, for independent rv's t g , g = 1; :::; m, Pr (sup ft 1 ; :::; t m g t) = Pr (t 1 t; :::;
Pr (t g t) .
Proof of Corollary 3. Consider, …rst, the following de…nitions, for scalar auxiliary restrictions (j = 1):
Thus, if r g ( ) 6 = 0,
and, if r g ( ) = 0,
De…ne the m m diagonal matrix DR (b) with g-th diagonal entry r g (b)
g D e T g or n times this [if r g ( ) 6 = 0 or r g ( ) = 0, respectively]. Then, the matrix V can be written
where M is m m symmetric and pd for large enough n, with generic element
, g; h = 1; :::; m.
Given the de…nition of T g , g = 1; :::; m, it is clear that M depends on only through the
From (19),
2 or this quantity divided by n [if r g ( ) 6 = 0 or r g ( ) = 0, respectively]. Thus, considering P M , the symmetric square root matrix of M 1 ,
from which P = DR (b) 1 P M , where P M depends on only through the derivatives R g (b), g = 1; :::; m.
Then, as P M is symmetric, P wd = P M DR (b) 1 wd , which is an m-vector depending on the auxiliary restrictions only through R g (b), g = 1; :::; m, because the functions r g (b) are canceled out in DR (b) 1 wd. Thus, when all the functions r g ( ), g = 1; :::; m, are scalars, the vector P n 1=2 s 2 wd does not depend directly on the value of the r g ( ).
Now, if r g ( ) is scalar a¢ ne, that is r g ( ) = R g q, then R g (b) = R g , g = 1; :::; m vectors of constants not involving b. Thus, M (and P M ) do not involve b, the only link of P wd to . Therefore P wd is a vector of asymptotically pivotal statistics. From Lemma 3, these statistics are asymptotically independent.
For independent rv's t g , g = 1; :::; m, Pr (sup ft 1 ; :::; t m g v) = Q m g=1 Pr (t g t). If every t g is asymptotically pivotal for all DGP's in H 0 , then Pr (t g t), g = 1; :::; m -and so Pr (sup ft 1 ; :::; t m g t) -is invariant under all DGP's in H 0 . Thus, sup fP : 5% rejection probability outside 95% con…dence interval.
Values refer to either asymptotic critical values (columns "asy") or bootstrap critical values (columns "boot"). : 5% rejection probability outside 95% con…dence interval.
Values refer to either asymptotic critical values (columns "asy") or bootstrap critical values (columns "boot"). 
