SVM is one of the state-of-the-art techniques for image and video classification. When multiple kernels are available, the recently introduced multiple kernel SVM (MK-SVM) learns an optimal linear combination of the kernels, providing a new method for information fusion. In this paper we study how the behaviour of MK-SVM is affected by the norm used to regularise the kernel weights to be learnt. Through experiments on three image/video classification datasets as well as on synthesised data, new insights are gained as to how the choice of regularisation norm should be made, especially when MK-SVM is applied to image/video classification problems.
Introduction
Owing to advances in both computer hardware and computer algorithms, the field of multimedia indexing and retrieval has witnessed rapid growth in recent years. Multimedia retrieval can be naturally formulated as a classification problem with probabilistic output. Support vector machine (SVM) is one of the most successful techniques for such a classification problem. Recently, a multiple kernel variant of SVM (MK-SVM) has been proposed in the machine learning community [8, 17] . When multiple kernels encoding complementary characterisations of a problem are available, MK-SVM automatically learns the "optimal" weights of kernels from the training data, thus offering improved classification performance.
In the MK-SVM framework, regularising the kernel weights with 1 norm and 2 norm leads to 1 norm and 2 norm MK-SVMs, respectively. In [7] , experiments on synthesised data show that 1 norm and 2 norm MK-SVMs both can be advantageous, depending on the property of the kernels in terms of "information redundancy". In this paper, we extend the study in [7] by comparing the behaviour of 1 norm and 2 norm MK-SVMs on image and video classification problems. We also provide more insights as to how one should choose between 1 norm and 2 norm MK-SVMs.
The rest of this paper is organised as follows. In Section 2, we introduce SVM, MK-SVM and the differences between 1 norm and 2 norm MK-SVMs. Local feature based kernels for image classification are briefly described in Section 3. In Section 4, a comparison of 1 norm and 2 norm MK-SVMs is provided, based on experiments on three benchmark image/video classification datasets as well as synthesised data. Finally conclusions are given in Section 5.
Multiple Kernel Support Vector Machine
In this section SVM with single as well as multiple kernels are presented. We then discuss two norms that can be used in MK-SVM.
Support Vector Machine
Support Vector Machine (SVM) [18, 3] has become the state-of-the-art method for many classification problems since its introduction. In an SVM, a kernel function K(x i , x j ) is a function defined for a pair of examples in an original input space, which captures the similarity between them. Effectively, a kernel function maps the training examples in the input space into a high dimensional feature space. A "maximal separating hyperplane" in the feature space is then found by solving an optimisation problem. Such a separating hyperplane provides a good trade-off between learning ability and model complexity, and hence a good generalisation performance.
More specifically, given training vectors x i ∈ R d , i = 1, · · · , m with class labels y i ∈ {1, −1}, an SVM classifies a new vector x according to the following linear decision function:
where α * i and b * define the maximal separating plane, and it turns out finding this plane is equivalent to solving the following quadratic programming (QP) problem [18, 3] :
where α ∈ R m , and
SVM with Multiple Kernels
Applying a kernel function on each pair of the m training examples results in an m × m symmetric matrix known as a kernel matrix. In many classification problems, multiple kernel matrices can be constructed. For example, for a given set of features in the input space, different distance metrics can be used as kernel functions to capture different "views" of the similarity. Moreover, in some cases, several information modalities are available. For example, in video classification, visual and audio information both can be used. Even when considering only visual information, various types of features can be extracted, such as texture, colour, etc. Information from each of these "channels" can be used to construct a kernel matrix, again resulting in multiple kernels.
When multiple kernels are available, the following question arises naturally: how can we combine the kernels to improve the performance of a kernel based learning algorithm, such as an SVM? Mathematically, let K k be the k th of the n available kernels, we would like to find a set of linear mixture coefficients, β ∈ R n :
such that the resulting kernel K gives good performance on test data. One straightforward way of finding a good set of mixture coefficients is to use cross validation, which is also a universally applicable method for model selection. In fact, this idea has been exploited in object classification. In [2] , two kernels, one capturing shape similarity of objects, the other capturing appearance similarity, are constructed. A weighted combination of the two kernels is used in a conventional single kernel SVM (SK-SVM). The weights of the kernels are learnt in a brute force search over a validation set. This approach, although demonstrated effective in the paper, quickly becomes impractical as the number of kernels grows. Another way of combining kernels is to weight them uniformly, i.e., to set β k = 1 n for all kernels. In this approach the kernel weights are set rather arbitrarily, without any knowledge of the training data, and thus may not be optimal.
The idea of learning optimal kernel weights for SVM from training data was first introduced in [8] , where the margin of an SVM is maximised with respect both to α and to kernel weights β. This leads to a min-max problem:
where α ∈ R m , β ∈ R n , and (5) is formulated as a semi-definite program (SDP). Following [8] , several other formulations have been proposed in the literature [1, 12, 17] . These formulations essentially solve the same problem, and differ only in the optimisation techniques employed.
1 Norm and 2 Norm MK-SVMs
The multiple kernel learning framework discussed above imposes an 1 norm regularisation on the kernel weights, i.e., ||β|| 1 = 1, β ≥ 0. This convex constraint makes the associated optimisation problem easier to solve. However, it has been known that 1 norm regularisation tends to produce sparse solutions (e.g. [13] ), which means during the learning most kernels are assigned virtually zero weights. This behaviour may not always be desirable, since the information carried in the kernels that get zero weights is completely discarded.
A non-sparse version of MK-SVM is proposed by Kloft et al. in [7] , where an 2 norm regularisation is imposed instead of 1 norm. Comparing to (5), the only difference in their formulation is that the ||β|| 1 = 1 constraint is replaced by ||β|| 2 = 1. The associated optimisation problem is complicated by this modification, since the set given by {β : ||β|| 2 = 1, β ≥ 0} is not convex. This is remedied by seeking a tight approximation rather than the exact solution of the problem.
In [7] , experiments on synthesised data show that 1 norm and 2 norm MK-SVMs both can be advantageous, depending on the property of the kernels in terms of "information redundancy": 1 norm regularisation is better when the kernels contain a large amount of redundant information among them, otherwise 2 norm version is preferable. In this paper, we extend the study in [7] by comparing the behaviour of 1 norm and 2 norm MK-SVMs on image and video classification problems. We also provide more insights as to how one should choose between 1 norm and 2 norm MK-SVMs.
Kernels
Kernel construction involves feature extraction, example representation and similarity measure. Recently, local features have become popular in image classification and object recognition [6, 9, 14] . To extract local features from an image, first small patches in the image are chosen, either through interest point detection, e.g., with a Harris-Laplace detector [11] , or by densely sampling the image at multiple scales. A local feature descriptor, e.g., a SIFT [10] , is then used to characterise each patch. This results in a set of local features, which is also referred to as a bag of words, in analogy with the features used in text classification.
The sets of local features extracted from all the training images are clustered to form a codebook [5] , where each cluster can be thought of as a "code". For an given image, the extracted local features are mapped onto this codebook according to which cluster each of the features belongs to. After this process, a histogram is obtained for each image whose size is equal to the size of the codebook. A function that measures the similarity between two such histograms can be used as a kernel function in kernel-based learning algorithms, such as an SVM, providing that Mercer's condition [3] is satisfied. Such functions include histogram intersection, χ 2 distance function, etc. Several extensions to this codebook based approach have been proposed. In pyramid match kernel (PMK) [6] , a vocabulary "tree" is constructed instead of a "flat" codebook, by recursively applying clustering on the training features. By mapping features onto this tree, multi-resolution histograms are generated. This allows for weighting the intersection of two such multi-resolution histograms differently according to which level of the histogram is being considered, thus offering a more accurate measure of the similarity of two feature sets.
In [9] , a variant of PMK which encodes spatial information, spatial PMK (SPMK), is proposed. The basic idea of SPMK is to take into account the spatial distribution of the features when computing the similarity of two histograms. Images are divided into spatial location grids. If two features from two images in the same cluster fall into the same grid, they contribute more to the similarity function than otherwise. The improvement of SPMK over PMK is significant, especially when the objects are well aligned [9] .
In our experiments, various combinations of sampling techniques, descriptors, and kernel functions, are used to generate kernels. We will discuss this in more details in next section.
Experiments
In this section we perform a number of experiments to demonstrate advantages and disadvantages of the two norms. We first discuss the standard datasets and evaluation criteria and then present the results.
Datasets
Three datasets for image/video classification and retrieval are used in the experiments: PASCAL visual object classes challenge 2008 development set (VOC08) [4] , Mediamill video retrieval challenge set [16] , and TRECVid video retrieval evaluation 2007 development set [15] . Some statistics of the three datasets are shown in Table 1 . Note that although Mediamill and TRECVid07 are essentially video classification problems, we use only one keyframe from each video shot to classify the shot. Other information modalities, e.g., audio, text, are not used. 
Performance Criterion
The classification of different classes in a dataset are treated as independent binary problems. Take Mediamill dataset for example. There are 101 semantic concept classes, such as explosion, indoor, military, etc. The objective is to make 101 binary decisions for each given test image as to whether it contains each of the 101 concepts. In our experiments, average precision is used to measure the performance of each binary classifier. To calculate average precision, all test examples are ordered (from high to low) according to the probabilities that they belong to the class under considering, where the probabilities are give by the binary classifier trained for this class. Let E i = {e 1 , e 2 , · · · , e i } be the subset of the ranked examples which contains the top i examples, and X be the set of examples that belong to the class. Average precision, AP, is defined as [16] :
where l is the number of test examples, and I(·) is an indicator function: I(e i ) = 1 if e i ∈ X and I(e i ) = 0 otherwise. Once AP is defined, the mean of the APs for all classes in a dataset, MAP, serves as an indicator of the overall performance.
VOC08 Results
Using only informative kernels To generate kernels for VOC08 dataset, 2 sampling techniques: dense sampling and Harris-Laplace interest point sampling; 5 colour variants of SIFT descriptors; and 3 ways of dividing an image into spatial location grids for SPMK, are used (see [14] for details). The combination of them results in 2 × 5 × 3 = 30 kernels, each of which is generated using a generalised RBF kernel with χ 2 distance. Fig. 1 plots the learnt kernel weights for the "motorbike" class in VOC08 as an example. It is evident that 1 norm MK-SVM produces sparse kernel selection results. Since the kernels computed in our experiments carry complementary information about the images, setting the weights of some kernels to zeros means useful information carried in those kernels is completely discarded.
In Table 2 , the first column shows for each class, the best performance of the 30 kernels with SK-SVMs in terms of average precision. Note that the best performance for different classes may be achieved with different kernels, so the MAP in this column is not "realistic". The next three columns of the table show the performance of three kernel level fusion schemes. The first scheme uses an SK-SVM with a kernel obtained by weighting the 30 kernels uniformly. The last two columns are the APs obtained with 1 norm MK-SVM and 2 norm MK-SVM, respectively. It is clear that 2 norm MK-SVM outperforms its 1 norm counterpart in all 20 classes. When comparing all three kernel fusion schemes, the naive uniform approach wins in 5 classes out of 20, and 2 norm MK-SVM wins in 16.
Mixing informative and random kernels To further investigate how the properties of kernels affect the performance of 1 norm and 2 norm MK-SVMs, we introduce random kernels in our experiments. We call the 30 kernels used previously the 30 informative kernels. We then generate 30 random kernels (Gram matrices of 10 dimensional random vectors) and mix them with the informative ones. In the first run, only the 30 random kernels are used. In the following runs the number of informative kernels is increased and that of random kernels decreased, until in the 31 st run, where all 30 kernels are informative. Fig. 2 plots the MAP of the three kernel fusion schemes as the composition of the kernels changes. First of all, as the number of informative kernels increases, the performance of all three approaches also increases. Secondly, it is clear that 1 norm MK-SVM outperforms the 2 norm version when the number of random kernels is high. As the number of informative kernels increases, the MAP of 2 norm MK-SVM increases faster than 1 norm version. It surpasses that of 1 norm when there are 19 informative kernels, and widens its advantage in the rest of the runs. The sub-figures in Fig. 3 plot the learnt kernel weights for the "motorbike" class when there are 0, 1, 6, 19, 29, 30 informative kernels, respectively. When all kernels are random (top-left), that is equally uninformative, the distributions of weights allocated by both methods are close to uniform. As soon as one informative kernel is introduced (topmiddle), 1 norm MK-SVM detects it, and assigns almost all importance to it. 2 norm MK-SVM however, although also assigns a large weight to this kernel, gives a relatively significant amount of weight to the random kernels. This behaviour is responsible for its poor MAP performance in the left part of Fig. 2 . Note that in each sub-figure of Fig. 3 the weights of the informative kernels are plotted towards the left end and those of random ones towards the right.
As the number of informative kernels increases, the useful information discarded by 1 norm MK-SVM due to its "over-regularisation" increases; while the noise included by 2 norm MK-SVM due to its "under-regularisation" decreases. The point where the two methods have comparable MAP in Fig. 2 can be thought of as the point at which 1 norm MK-SVM's tendency to discard useful information and 2 norm MK-SVM's tendency to include noise reach a balance.
To conclude, in addition to the information redundancy criterion discussed in [7] , noise level in the kernels can also be used to help decide which version of MK-SVM to choose. Although we demonstrate this on semi-synthesised data, one can imagine practical situations where certain kernels are informative for some classes in a dataset, but are not for other. For example, kernels built from colour histograms help in concept classes such as "snow", "desert", but contribute little to classes without much colour characteristics. Another example would be that kernels specifically designed for certain concepts, e.g., a kernel based on a face detector for classifying a "face" class, may be completely useless for other classes. If there is a large number of such uninformative kernels, 1 norm MK-SVM could yield better performance than its 2 norm counterpart.
Mediamill and TRECVid07 Results
For the Mediamill and TRECVid07 video classification datasets, we use three kernels, as summarised in Table 3 . MAP of the three kernels and that of the three kernel fusion schemes is shown in Table 4 . These results are consistent with those obtained on the VOC08 dataset. 
Speed of the Methods
Average train time of the three kernel fusion schemes is shown in Table 5 . 1 norm and 2 norm MK-SVMs are comparable, and they are both considerably slower than SK-SVM. In terms of test time, however, 1 norm MK-SVM is advantageous over the 2 norm version. Since 1 norm MK-SVM selects a sparse set of kernels, kernels that are not selected do not even need to be computed for the test set. This can be an important factor for the choice of norm in speed-critical applications. 
Conclusions
In this paper we study how the behaviour of MK-SVM is affected by the norm used to regularise the kernel weights. Experiments on three image/video classification datasets show that when kernels carry complementary information of the classification problem, 2 norm MK-SVM outperforms its 1 norm counterpart and the uniform weighting scheme. Moreover, through experiments on semisynthesised data, new insights are gained as to how the choice of regularisation norm should be made.
