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Resumen
La localizacio´n de una ca´mara es un problema cla´sicos de la Visio´n por Computador con
aplicaciones en diferentes campos como la robotica o la fotogrametr´ıa. El objetivo de la
localizacio´n es recuperar la posicio´n y orientacio´n de la ca´mara respecto a una referencia
global en el mundo. Para ello normalmente se utilizan mapas tri-dimensionales basados
en caracter´ısticas. Estas caracter´ısticas son puntos salientes e invariantes a escala. Em-
parejando los puntos salientes del mapa con los de la imagen es posible recuperar la
posicio´n de la ca´mara. Aunque estas te´cnicas son ampliamente utilizadas, no son robus-
tas a situaciones donde las caracter´ısticas no sean estables. Por ejemplo, en entornos con
brillos y reflejos no es posible extraer este tipo de caracter´ısticas.
En los u´ltimos an˜os se han propuesto soluciones de mapas densas. Este tipo de mapas,
al contrario de los basados en caracter´ısticas, obtienen una representacio´n continua del
espacio. Este proyecto pretende desarrollar algoritmos de seguimiento y localizacio´n para
una ca´mara monocular basados en mapas densos. La idea principal es que utilizando la
informacio´n densa, la localizacio´n va a ser ma´s robusta en situaciones como las descritas
anteriormente.
El proyecto ha propuesto dos algoritmos. El primero es un algoritmo de seguimiento
basado en la minimizacio´n del error fotome´trico entre la imagen y el mapa denso. El
algoritmo utiliza la posicio´n anterior de la ca´mara como semilla inicial y optimizacio´n
jera´rquica para evitar mı´nimos locales en los primeros pasos. El segundo algoritmo ex-
tiende el anterior a casos donde la semilla inicial no es conocida, usualmente conocido
como el problema de la relocalizacio´n. En este caso, se ha propuesto un me´todo mixto en
dos pasos. Comienza con una aproximacio´n grosera basada en caracter´ısticas y despue´s
minimiza el error fotome´trico con el mapa denso.
Ambos algoritmos han sido evaluados en dos datasets, uno de laboratorio y otro en
un entorno de compra real. Se ha comparado la precisio´n del algoritmo con te´cnicas de
Bundle Ajustment, que son el estado del arte en el problema de structure from motion. Los
resultados muestran que la precisio´n obtenida con mapas densos en seguimiento es mejor
que a la obtenida con un proceso de minimizacio´n sobre todas las ima´genes. En cuanto
a la relocalizacio´n, la estrategia h´ıbrida permite encontrar una semilla suficientemente
buena para correr la localizacio´n densa.
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1. Introduccio´n
La Visio´n por Computador es el campo de la computacio´n cuyo objetivo es conseguir
que los ordenadores vean. Dicho de otra manera, trata de extraer informacio´n del mundo
a trave´s de las ima´genes obtenidas por una ca´mara. La visio´n por computador cubre
un amplio abanico de problemas y te´cnicas tales como el reconocimiento de patrones,
la construccio´n de modelos del entorno, la identificacio´n y seguimiento de objetos o la
localizacio´n. Tiene aplicaciones muy diversas tanto en robo´tica, en ima´gen me´dica, en
fotogrametr´ıa, reconocimiento facial, tareas de vigilancia entre otras muchas.
En particular, la localizacio´n de la ca´mara es un problema cla´sico de la Visio´n por
Computador, que consiste en la estimacio´n de su posicio´n y orientacio´n en el mundo. Su
problema dual es la construccio´n de mapas de una escena ya que para la la construccio´n de
mapas es necesario localizar la ca´mara y el problema de localizacio´n es relativamente ma´s
sencillo si se dispone de un mapa de la escena. La localizacio´n y los mapas son una parte
fundamental en algunas de las aplicaciones mencionadas anteriormente. Por ejemplo,
son ampliamente utilizadas en robo´tica para localizar un robot o un veh´ıculo, aviones
no tripulados tipo drones o en tareas de manipulacio´n con brazos robo´ticos. Tambie´n
son la base de los sistemas de mapas ampliamente utilizados actualmente tipo Google
Maps, o de sistemas de realidad aumentada como Oculus que han cobrado relevancia en
los u´ltimos tiempos. Otros ejemplos pueden ser la ayuda a personas con discapacidad o
aplicaciones de publicidad personalizada basada en tu localizacio´n actual.
Tanto la localizacio´n de una ca´mara como la construccio´n de mapas se llevan a ca-
bo utilizando sensores, como pueden ser la´ser, ultrasonidos, ca´maras este´reo o ca´maras
monoculares. En la practica, se pueden utilizar combinaciones de varios sensores. En
este trabajo pretendemos llevar a cabo la localizacio´n utilizando una ca´mara monocular
como u´nico elemento sensorial. Esto hace ma´s dif´ıcil la localizacio´n ya que no se dispone
de informacio´n de la profundidad. Sin embargo, el uso de ca´maras monoculares esta´ al-
tamente extendido debido a su bajo taman˜o, consumo y precio. Se pueden encontrar
en muchos dispositivos de la vida cotidiana como ca´maras web, ca´maras de seguridad,
tele´fonos mo´viles, coches, etc.
La combinacio´n de la localizacio´n y los mapas es un problema conocido como Struc-
ture from motion (SfM), definido en [1]. SfM es un problema similar a Simultaneous
Localization And Mapping (SLAM). SLAM es un problema que trata de construir incre-
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mentalmente un mapa de la escena por la que se esta moviendo el robot, y localizar el
robot en dicho mapa. SfM tiene los mismos objetivos, pero en SLAM se realiza la locali-
zacio´n de cada imagen conforme se toma, actualizando con ella la informacio´n del mapa
y SfM utiliza conjuntos de ima´genes para reconstruir la escena. Cuando el problema de
SLAM se resuelve utilizando una ca´mara monocular se conoce como Monocular SLAM.
Algunos ejemplos de SfM se pueden ver en la figura 1.1.
Las te´cnicas empleadas para resolver SfM tratan de extraer la estructura de la escena a
partir del movimiento realizado por una ca´mara monocular. Para reconstruir una escena
y conocer la profundidad de sus puntos, se requieren diversas ima´genes tomadas desde
diferentes puntos de vista de los que se conoce su localizacio´n.
(a) (b)
Figura 1.1: Structure from motion. Ima´genes utilizadas del libro [2]
(a) Puntos en la imagen (b) Puntos en el mapa
Figura 1.2: Me´todos basados en puntos salientes
Los me´todos de localizacio´n ma´s utilizados son los que se basan en la extraccio´n de
puntos salientes en la imagen, como los presentados en [3]. Estos me´todos, denominados
sparse, localizan la ca´mara basa´ndose en puntos caracter´ısticos, ver figura 1.2. Los me´to-
dos sparse funcionan muy bien en la mayor´ıa de los casos, aunque existen entornos en los
que la extraccio´n de puntos caracteristicos no es robusta. Esto provoca que la estimacio´n
de la localizacio´n no sea precisa e incluso se pueda perder. Un ejemplo de caracter´ısticas
que pueden hacer que un entorno dificulte la localizacio´n son los brillos o reflejos, ya que
3(a) (b)
Figura 1.3: Ima´genes con brillos y reflejos.
var´ıan dependiendo del punto de vista y hacen que el emparejamiento de puntos no sea
correcto o preciso, como ejemplo de un entorno real con estas caracter´ısticas ver figura
1.3.
Una alternativa a los me´todos sparse es la construccio´n de mapas densos. Los mapas
densos no se basan en la extraccio´n de puntos salientes sino que representan la escena
de manera continua en el espacio. Por lo tanto son ma´s robustos a entornos con carac-
ter´ısticas problema´ticas como las descritas anteriormente ya que no son dependientes
de la extraccio´n de puntos en cada momento sino que utilizan toda la informacio´n de la
escena. En los u´ltimos an˜os se han desarrollado algoritmos que permiten construir mapas
densos de una escena de manera robusta como los presentados en [4] y [5]. Se puede ver
dos ejemplos de mapas densos de una escena en la figura 1.1 y otro ejemplo de un mapa
denso ma´s pequen˜o que utilizaremos en nuestros experimentos en la figura 1.4.
(a) Imagen (b) Mapa denso
Figura 1.4: Me´todos densos
Este trabajo pretende explorar la posibilidad de aprovechar estos mapas para mejorar
la localizacio´n de una ca´mara monocular utilizando me´todos densos en la localizacio´n.
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Los me´todos densos utilizan toda la informacio´n de la imagen y del mapa denso tridi-
mensional. El objetivo del trabajo es poder llevar a cabo la localizacio´n de una ca´mara
en entornos reales como los que se muestran en la figura 1.3. Para lograrlo, durante el
trabajo llevado cuatro etapas entre las que se incluyen en desarrollo de dos algoritmos
de localizacio´n que proponemos utilizando la informacio´n del mapas densos tridimensio-
nales.
La primera parte del trabajo ha consistido en el estudio del estado del arte de las
tecnicas sparse de localizacio´n as´ı como la construccio´n de mapas densos tridimen-
sionales.
El primer algoritmo que presentamos, es el seguimiento, consiste en realizar la
localizacio´n de la ca´mara teniendo una semilla inicial de la posicio´n y orientacio´n
cercana. Esto se produce por ejemplo cuando se trata de localizar una ca´mara en
movimiento mientras graba un v´ıdeo. Se puede utilizar la posicio´n de la ca´mara en
la toma de la imagen anterior.
El segundo algoritmo que presentamos, es la relocalizacio´n, consiste en realizar
la localizacio´n sin tener una semilla inicial de la posicio´n y orientacio´n cercana.
Este algoritmo nos permite corregir los errores que se puedan producir durante el
seguimiento
La ultima etapa de nuestro trabajo ha consistido en la evaluacio´n de los algoritmo
propuestos en el trabajo. Para ello hemos realizado experimentos en entornos reales
comparado nuestros algoritmos con el algoritmo Bundle adjustment que es el mejor
algoritmo de localizacio´n utilizando tecnicas sparse.
En el siguiente cap´ıtulo, el 2, vamos a explicar ma´s en detalle en que´ consiste la loca-
lizacio´n de una ca´mara con mapa tridimensional de la escena. Tambie´n se introducira´n
algunos conceptos necesarios para la comprensio´n de este trabajo, como son el modelo
proyectivo y el a´lgebra de Lie. Ma´s adelante en los cap´ıtulos 3 y 4, se explicara´n en
profundidad el seguimiento y la relocalizacio´n respectivamente, que son los dos proble-
mas que buscamos resolver en este trabajo. Tambie´n se explicara´n los algoritmos que
hemos desarrollado. Por ultimo en el cap´ıtulo 5 se presentan una serie de experimentos
que hemos realizado para validar los algoritmos que presentamos, y para ver la mejora
con respecto a los me´todos sparse. Los experimentos se han llevado a cabo en entornos
conocidos y controlados, as´ı como en entornos reales.
2. Localizacio´n de una ca´mara con mapa conocido
En este cap´ıtulo se va a introducir en que´ consiste la localizacio´n con mapa conocido
en general. Ma´s adelante en los cap´ıtulos 3 y 4 se explicara´ en detalle los dos tipos de
localizaciones que se han estudiado en este trabajo.
La localizacio´n de una ca´mara consiste en estimar su posicio´n y orientacio´n (rx, ry,
rz, tx, ty, tz) utilizando informacio´n sensorial. En en este trabajo utilizamos la imagen
capturada por la ca´mara y el mapa tridimensional de la escena. Un esquema general
de localizacio´n con respecto al mundo se puede ver en la figura 2.1. No´tese que aunque
no se incluye en el esquema, la imagen capturada por la ca´mara puede contener ruido,
producido por la representacio´n en matriz de pixeles, y oclusiones, producidas por objetos
en movimiento.
Figura 2.1: Localizacion de la ca´mara con respecto al mundo, se basa en lo que ha
capturado en la imagen.
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Existen dos tipos de te´cnicas para llevar a cabo la localizacio´n con mapa conocido,
y en ambas var´ıa el modo de representar el mapa tridimensional. La primera son los
me´todos basados en puntos salientes o me´todos sparse. En los me´todos sparse el mapa
se compone de un conjunto de puntos caracter´ısticos de la escena. Estos puntos carac-
ter´ısticos se componen de una posicio´n en el espacio 3D y un descriptor (un vector de
dimensio´n N). El descriptor del punto se utiliza para compararlo con otros puntos y
determinar si son el mismo o no. La localizacio´n con me´todos sparse, consiste en extraer
los puntos caracter´ısticos de la imagen y emparejarlos con los puntos del mapa. Los
me´todos sparse se basan en estos emparejamientos para estimar la posicio´n. Se puede
ver un esquema de localizacio´n utilizando me´todos sparse en la figura 2.2 y un ejemplo
de un mapa tridimensional de puntos caracter´ısticos en la figura 1.2b.
Figura 2.2: Localizacio´n de la ca´mara a un mapa de puntos salientes. Los descriptores
de los puntos se representan con diferentes formas, en este caso un cuadrado, un circulo
y una cruz.
El otro tipo de te´cnicas, los me´todos densos, son en lo que nos hemos centrado en
este trabajo. El mapa tridimensional denso no se centra en puntos caracter´ısticos, sino
que trata de representar toda la escena. Es un conjunto de puntos mayor, los cuales
se componen de una posicio´n en el espacio´ 3D y un valor croma´tico (siendo la escala
de grises una gama de color monocroma´tica). Se puede ver un ejemplo de mapa denso
tridimensional en la figura 1.4b. Los me´todos densos utilizan toda la informacio´n de la
imagen y del mapa denso tridimensional para llevar a cabo la localizacio´n. Son me´todos
7ma´s robustos que los sparse, son menos sensibles a ruidos, cambios de iluminacio´n y
superficies sin textura. Se puede ver un esquema de localizacio´n con mapa denso conocido
en la figura 2.3.
Figura 2.3: Localizacio´n de la ca´mara a un mapa de denso tridimensional. El mapa denso
se dibujo encima del esquema del mundo para facilitar la representacio´n.
Dada una representacio´n, la localizacio´n con mapa conocido se resuelve mediante
minimizando el error que supone proyectar la informacio´n del mapa en la imagen.
{rˆx, rˆy, rˆz, tˆx, tˆy, tˆz} = arg min
{rx,ry ,rz ,tx,ty ,tz}
e(M, I) (2.1)
En la ecuacio´n anterior, M representa la informacio´n del mapa tridimensional conocido
e I representa la informacio´n de la imagen. e(M, I) representa el error que supone la
comparacio´n entre el la informacio´n del mapa y la de la imagen dados unos para´metros
de posicio´n y rotacio´n (rx, ry, rz, tx, ty, tz).
Para calcular el error entre M e I utilizamos un modelo proyectivo. Este modelo
y la notacio´n utilizada se explican en la siguiente seccio´n 2.1. Adema´s como veremos
ma´s adelante la parametrizamos de la rotacio´n se realiza mediante una matriz 3× 3 de
rotacio´n. Esta matriz presenta dificultades a la hora de realizar una minimizacio´n. Es por
ello que nos vemos en la necesidad de utilizar otra forma de representar las rotaciones
que son los coeficientes de Lie, los cuales se presentaran en la seccio´n 2.2.
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2.1. Modelo proyectivo y notacio´n
La base principal del modelo de ca´mara que utilizamos es la proyeccio´n de 2D a 3D
descrito en el modelo de ca´mara de Tsai [6]. Una representacio´n esquema´tica del modelo
se muestra en la figura 2.4.
El modelo de Tsai se compone de 6 para´metros extr´ınsecos y 5 para´metros intr´ınsecos.
Los para´metros extr´ınsecos describen la localizacio´n en x, y y z de la ca´mara respecto a el
sistema de coordenadas absoluto, que es el que usaremos como punto de referencia. Son 3
de rotacio´n (rx, ry, rz) y 3 de traslacio´n (tx, ty, tz). Los para´metros intr´ınsecos (f , Cx, Cy,
s, K) dependen de la construccio´n interna de la ca´mara. Como suele ser habitual, para
asegurar que los pixeles sean cuadrados, el para´metro s (skew coefficient), que determina
el angulo entre los ejes x e y de los pixeles, ha sido fijado a 0, y el aspect ratio ha sido
fijado a 1. El para´metro de distorsio´n K = (k1, ..., kn) corrige la distorsio´n radial de la
ca´mara. Aunque para facilitar la comprensio´n no se ha incluido en las formulas, todas
las ima´genes que se han utilizado en todos los experimentos han sido des-distorsionadas
con anterioridad. El para´metro f es la distancia focal, que determina la posicio´n del
plano de la imagen con respecto al centro o´ptico de la ca´mara. Los para´metros Cx y Cy
representan las coordenadas en el sensor de la ca´mara de la interseccio´n con eje o´ptico
(el centro o´ptico del sensor).
Los 5 para´metros intr´ınsecos de la ca´mara son constantes, necesitan ser estimados
mediante tecnicas de calibracio´n. En los algoritmos que presentamos se suponen conoci-
dos. Por otro lado los 6 para´metros extr´ınsecos representan el localizacio´n de la ca´mara
y por lo tanto var´ıan con su movimiento.
Como se puede ver en la figura 2.4, en el modelo de Tsai la posicio´n de la ca´mara en el
espacio viene dada por la posicio´n del centro optico, tambie´n se utilizara´ para nombrarlo
Oc, como origen (un punto) del sistema de coordenadas de la ca´mara respecto al mundo:
Oc = (xw, yw, zw). (2.2)
La posicio´n del centro o´ptico define la traslacio´n que tiene la ca´mara respecto al sistema
de referencia:
Oc = (tx, ty, tz), (2.3)
que coincide con la posicio´n frontal de la ca´mara y el eje zc de la ca´mara coincide con
la direccio´n y el sentido del eje o´ptico de la ca´mara. El plano de la imagen es paralelo al
plano generado por los vectores xc e yc del sistema de coordenadas de la ca´mara, esta a
una distancia f de Oc en la direccio´n y sentido del eje zc, donde f es la distancia focal.
La relacio´n entre un punto definido en el sistema de coordenadas del mundo (pw =
(xw, yw, zw)) y el mismo punto en el plano de la imagen de la ca´mara (pi = (xi, yi))
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Figura 2.4: Modelo de ca´mara de Tsai
esta compuesta por una secuencia de transformaciones. Una transformacio´n del punto
de coordenadas del mundo a coordenadas de la ca´mara y una proyeccio´n del punto al
plano de la ca´mara.
La primera consiste en transformar el punto pw al sistema de coordenadas de la
ca´mara (pc = (xc, yc, zc)):
pc =
xcyc
zc
 = Rcw · pw + tcw = Rcw
xwyw
zw
+
txty
tz
 (2.4)
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donde
Rcw =
r1 r2 r3r4 r5 r6
r7 r8 r9
 = Rot(rx)Rot(ry)Rot(rz), (2.5)
siendo Rcw una matriz de rotacio´n 3×3. Los vectores columna de una matriz de rotacio´n
representan las direcciones normalizadas de los ejes x, y y z del sistema de referencia al
que ejerce la rotacio´n sobre el sistema base a partir del cual la define. En el ejemplo de
la ecuacio´n 2.5 el vector [r1, r4, r5]
′ define la direccio´n del eje x del sistema de la ca´mara
c con respecto al sistema de ejes absoluto w.
Una matriz de rotacio´n representa una rotacio´n en el espacio eucl´ıdeo, no es una repre-
sentacio´n mı´nima ya que se representan 3 grados de libertad (rx, ry, rz) mediante una
matriz 3× 3. Esta sobreparametrizacio´n se traduce en una serie de restricciones que una
matriz de rotacio´n debe cumplir:
Es una matriz ortogonal, lo que significa que su matriz inversa es igual a su matriz
transpuesta.
Su determinante es igual a 1.
En adelante las transformaciones como la mostrada en la ecuacio´n 2.4 se represen-
tara´n como transformaciones homoge´neas utilizando la siguiente notacio´n:
p˙c =

xc
yc
zc
1
 =

ωxc
ωyc
ωzc
ω
 = Tcw · p˙w, (2.6)
donde p˙ es la representacio´n homoge´nea de un punto en el espacio 3D. Las coordenadas
homoge´neas se utilizan para describir un punto en el espacio proyectivo. En el espacio 3D
proyectivo la representacio´n de un punto viene dada por un vector de cuatro elementos,
siendo ω un factor de escala que generalmente fijaremos a 1. Tcw representa la matriz
de transformacio´n de la ca´mara respecto al mundo, para trabajar con ella es necesario
utilizar coordenada homoge´neas (ver figura 2.4):
Tcw =
[
Rcw tcw
01×3 1
]
(2.7)
La segunda transformacio´n es una proyeccio´n de perspectiva donde:
xi = f
xc
zc
yi = f
yc
zc
, (2.8)
siendo xi e yi las coordenadas del punto en el plano de la imagen. Para representar esta
transformacio´n proyectiva utilizamos la notacio´n: pi = pi(p˙c). Como resultado obtenemos
que la transformacio´n de un punto en el mundo al plano de la ca´mara es:
pi =
[
xi
yi
]
= pi(p˙c) = pi(Tcw · p˙w) (2.9)
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Figura 2.5: Composicio´n de transformaciones
La composicio´n de transformaciones nos permite pasar de unos sistemas de referencia
a otros:
˙pc2 = Tc2c1Tc1w · p˙w. (2.10)
Conocidas dos transformaciones como las que se muestran en la figura 2.5, podemos
calcular la matriz que define la transformacio´n entre la ca´mara C2 y el mundo mediante
una composicio´n de transformaciones:
Tc2w = Tc2c1Tc1w. (2.11)
La inversa de una matriz de transformacio´n define una transformacio´n inversa de manera
que :
Tc1c2 = T
−1
c2c1 =
[
Rc2c1 tc2c1
01×3 1
]−1
=
[
R−1c2c1 −R−1c2c1 · tc2c1
01×3 1
]
(2.12)
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donde
R−1c2c1 = R
>
c2c1 (2.13)
Utilizando estas te´cnicas de geometr´ıa podemos, dado un mapa de puntos tridimen-
sional y la posicio´n de una ca´mara determinar que puntos se proyectar´ıan en el plano de
imagen de la ca´mara y por lo tanto que´ ve.
2.2. A´lgebra de Lie
En la seccio´n anterior hemos visto dos formas de representar las rotaciones: los a´ngu-
los de Euler y las matrices de rotacio´n. Ambas dos presentan problemas a la hora de
realizar una minimizacio´n sobre ellas, como la presentada en la ecuacio´n 2.1. Los a´ngu-
los de Euler (rx, ry, rz) no es una representacio´n continua y las matrices de rotacio´n, a
pesar de ser una representacio´n continua, ya hemos visto que esta´n sujetas a una serie de
restricciones que dificultan realizar una optimizacio´n. Por ello, en este proyecto se utiliza
a´lgebra de Lie como modelo de representacio´n de los para´metros extr´ınsecos de la ca´mara
(rx, ry, rz, tx, ty, tz). Un grupo de Lie es continuo, es decir tanto sus elementos como la
operacio´n var´ıan continuamente. Adema´s esta representacio´n vuelve a ser mı´nima.Como
contra la representacio´n mediante los coeficientes de Lie, so´lo trabaja bien al rededor de
la identidad, es decir pierden precisio´n conforme se alejan.
Nos hemos basado en el trabajo realizado en [7] que utiliza a´lgebra de Lie como
me´todo de representacio´n de estos para´metros dado que las matrices de rotacio´n 3 × 3
pertenecen al Lie Special Orthogonal group SO(3). Este grupo es parametrizado alrededor
de la identidad por un vector de tres coeficientes de Lie so(3). Esta parametrizacio´n es
localmente eucl´ıdea alrededor del 0.
En el a´lgebra de Lie se trabaja en el espacio tangente de O(3) y SO(3) mediante la
definicio´n de unos vectores base, llamados generadores. La definicio´n tanto del espacio
tangente como los generadores y las operaciones que explicamos en este apartado esta´n
mucho ma´s detalladas en [8]. Dados ω = (ω1, ω2, ω3) como el vector de coeficientes de
Lie y G1, G2, G3 como los tres generadores de Lie definimos la siguiente ecuacio´n.
[ω]× =
3∑
i=1
(ωiGi) (2.14)
2.2.1. Mapeo exponencial sobre SO(3)
Para transformar los coeficientes de Lie en una matriz de rotacio´n se usa el mapeo
exponencial de manera que para un vector de coeficientes ω y un punto x la transforma-
cio´n R · x con R = exp([ω]×) rota el punto x sobre los ejes uω con un a´ngulo θ siendo
θ = ‖ω‖2.
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El mapeo exponencial se estima de una manera conocida como Rodriguez Formula:
exp([ω]×) = L
{
I + [ω]× + 12 [ω]
2× = I, para (θ → 0)
I + sin(θ)θ [ω]× +
1−cos(θ)
θ2
[ω]2×, sino
con θ = ‖ω‖2 (2.15)
2.2.2. Mapeo logar´ıtmico sobre SO(3)
Se define la relacio´n inversa del mapeo exponencial como el logaritmo de una matriz
de manera que:
exp(log(Ω)) = Ω y log(exp(A)) = A (2.16)
El logaritmo de matrices se define como:
log(R) =
{
1
2(R−Rt) = 0, para (d→ 1)
arc cos(d)
2
√
1−d2 (R−Rt), para (d ∈ (−1, 1))
con d =
1
2
(trace(R)− 1) (2.17)
2.2.3. Espacio Eucl´ıdeo Especial
SE(3) es un grupo que incorpora traslacio´n y rotacio´n en el espacio de tres dimen-
siones. La posicio´n en este espacio viene definida por una rotacio´n R ∈ SO(3) junto con
una traslacio´n t ∈ R3 y se expresa de la siguiente manera:
Rbaxa + tba = xb (2.18)
Esta transformacio´n consiste en trasladar un punto xa en coordenadas de la ca´mara a
a xb en coordenadas de la ca´mara b. Los elementos de SE(3) a menudo son expresados
como matrices de transformacio´n 4× 4.
x˙b = Tbax˙a =
(
xb
1
)
= Tba
(
xa
1
)
con Tba =
(
Rba tba
01×3 1
)
(2.19)
El espacio tangente se(3) es abarcado por los generadores Gi = (eˆi)se(3) con ei siendo
en i-esimo vector Cartesiano unitario de R6 y ·ˆse(3),
·ˆse(3) : R6 → R6,
(̂
ν
ω
)
se(3)
=
(
[ω]× ν
01×3 0
)
(2.20)
del mismo modo definimos un mapeo exponencial para pasar de coeficientes del espacio
tangente a una matriz de transformacio´n en el espacio eucl´ıdeo,
exp(ν, ω)se(3) = exp
((̂
ν
ω
))
=
(
exp([ω]×) V ν
0 1
)
∈ SE(3), (2.21)
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con
V =
{
I + [ω]× + 16 [ω]
2× = I, para (θ → 0)
I + 1−cos(θ)
θ2
[ω]× +
θ−sin(θ)
θ3
[ω]2×, sino
con θ = ‖ω‖2 (2.22)
3. Seguimiento
Este capitulo presenta el algoritmo disen˜ado para el problema de seguimiento de una
ca´mara sobre un mapa denso. Para ello primero se va a explicar cual es el problema,
despue´s se explicara´n los algoritmos basados en puntos salientes que se suelen utilizar
para resolverlo y por ultimo el algoritmo que proponemos.
El seguimiento consiste en estimar la posicio´n y orientacio´n de una ca´mara en mo-
vimiento a partir de una secuencia de ima´genes tomadas secuencialmente. Es un caso
particular del problema de localizacio´n, ver cap´ıtulo 2. El seguimiento se resuelve esti-
mando la localizacio´n de cada imagen en el orden en que se tomaron, de esta manera
se puede aprovechar el conocimiento de las posiciones anteriores de la ca´mara. Se suele
estimar el modelo de movimiento seguido por la ca´mara mediante filtros de Kalman y
usarlo como semilla inicial en la minimizacio´n.
En nuestro caso la secuencia de ima´genes se han tomado en v´ıdeo a tiempo real,
por lo que nuestro frame rate es muy pequen˜o (30 ms). Por lo tanto al localizar una
secuencia de ima´genes no es necesario procesar el modelo de movimiento para calcular
una semilla inicial para la minimizacio´n. Utilizamos directamente la posicio´n de la ca´mara
en el momento de tomar la imagen anterior a la actual, y a partir de ah´ı realizamos la
minimizacio´n.
Hemos desarrollado un algoritmo de minimizacio´n para llevar a cabo la localizacio´n
en seguimiento de una ca´mara monocular basado en mapa denso, el esquema genera
del minimizacio´n se ha explicado en la ecuacio´n 2.1. En las siguientes secciones se deta-
llara´ esta ecuacio´n para las dos diferentes te´cnicas mencionadas en el cap´ıtulo 2.
3.1. Me´todo de seguimiento
El me´todo de seguimiento que hemos seguido se basa en estimar en orden la posicio´n
de la ca´mara en la toma de cada uno de los frames del v´ıdeo. Para cada frame se
realiza una minimizacio´n del error de proyeccio´n y se estima su posicio´n basandose en la
estimacio´n del frame anterior.
A continuacio´n se van a presentar dos tipos de minimizaciones, la minimizacio´n ba-
15
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Figura 3.1: Seguimiento de una ca´mara, utilizando un mapa denso
sada en puntos salientes y la minimizacio´n densa. La minimizacio´n basada en puntos
salientes es la utilizada en los me´todos sparse. La minimizacio´n densa es la que se utiliza
en los me´todos densos y es la que hemos utilizado en este trabajo. Para desarrollar la
minimizacio´n densa nos hemos basado en el trabajo realizado en [5].
3.1.1. Minimizacio´n basada en puntos salientes
Los me´todos basados en puntos salientes definen un mapa tridimensional como un
conjunto de caracter´ısticas salientes extra´ıdas a partir de las ima´genes con las que se
construyo el mapa, ver figura 1.2b. De cada punto caracter´ıstico conocemos la posicio´n
en el espacio y un descriptor. El descriptor lo utilizamos para emparejarlos con los puntos
caracter´ısticos extra´ıdos de la imagen que queremos localizar, definida como Il o live-
frame. Ver el esquema de la figura 2.2 en el cap´ıtulo 2 donde esto se explica.
Para realizar la minimizacio´n lo primero que hemos hecho es definir una medida de error,
a partir de la cual basarnos al elegir una solucio´n correcta. Cada punto caracter´ıstico
viene definido por unas coordenadas, ya sean en la imagen o en el espacio 3D del mapa
denso, y un descriptor, que se utiliza para comparar diferentes puntos caracter´ısticos.
Sea Pw el conjunto de puntos caracter´ısticos del mapa y sea Zi el conjunto de puntos
caracter´ısticos extra´ıdos de la imagen. Hallar los subconjuntos de puntos emparejados
entre si, P ∗w ⊆ Pw y Z∗i ⊆ Zi, que son el subconjunto de puntos del mapa y el subcon-
junto de puntos en la imagen respectivamente. Para emparejarlos entre si se utilizan los
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descriptores de cada punto. Por lo que para cada punto en P ∗w hay un correspondiente
u´nico en Z∗i lo que implica que |P ∗w| = |Z∗i |. Una vez encontrados los emparejamientos la
funcio´n de coste, que cuantifica el error de la posicio´n y rotacio´n estimada de la ca´mara
ser´ıa la siguiente:
 =
∑
k∈{1:|P ∗w|}
d(Z∗i [k], pi(Tcw · P˙ ∗w[k])) (3.1)
definiendo d(p, q) como la distancia entre los puntos p y q:
d(p, q) =
√
(px − qx)2 + (py − qy)2 (3.2)
En la ecuacio´n 3.1 Z∗i [k] es la representacio´n del k-esimo punto emparejado de Il en
coordenadas de la imagen representado como vector 2× 1 y P ∗w[k] un vector 3× 1 repre-
sentando las coordenadas en el mundo del punto en el mapa, ˙P ∗w[k] es la representacio´n
homoge´nea de P ∗w[k] por lo que es un vector 4 × 1. Es decir la ecuacio´n 3.1 suma la
distancia de cada punto caracter´ıstico en la imagen con la proyeccio´n de su emparejado
en el mundo.
Estos me´todos pretenden minimizar el error de re-proyeccio´n () de los puntos del mapa
en la imagen, por lo que buscan los para´metros de rotacio´n y traslacio´n de la ca´mara
que lo minimizan, esta es la funcio´n de localizacio´n especifica para me´todos sparse, es
una especializacio´n de 2.1:
{rˆlw, tˆlw} = arg min
{rlw,tlw}
 = arg min
{rlw,tlw}
∑
j∈{1:|P ∗w|}
d(Z∗i [j], pi(Tlw · P˙ ∗w[j])) (3.3)
con
Tlw =
[
R(rlw) tlw
01×3 1
]
(3.4)
La evolucio´n de un sistema de optimizacio´n que trata de realizar esta minimizacio´n se
muestra en la figura 3.2.
En la practica se aprovecha la rotacio´n y traslacio´n de la ca´mara Tkw al tomar la imagen
anterior a la que se desea localizar que denominaremos key-frame o Ik y trataremos de
estimar la traslacio´n y posicio´n de la segunda ca´mara con respecto a la primera Tlk:
{rˆlk, tˆlk} = arg min
{rlk,tlk}
 = arg min
{rlk,tlk}
∑
j∈{1:|P ∗w|}
d(Z∗i [j], pi(Tlk · Tkw · P˙ ∗w[j])) (3.5)
esto nos permite poder utilizar el sistema de movimiento que esta siguiendo la ca´mara.
3.1.2. Minimizacio´n densa
En esta seccio´n se va a presentar la especializacio´n de la minimizacio´n general de
localizacio´n, ver ecuacio´n 2.1, para el caso de los me´todos densos. Los metodos densos
se han explicado en el cap´ıtulo 2. Utilizan un mapa tridimensional denso de la escena y
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Figura 3.2: Localizacio´n de una ca´mara, minimizacio´n sparse
aprovechan toda la informacio´n de la imagen. Un ejemplo de mapa denso, se puede ver
en la figura 1.4b.
En los me´todos densos en lugar de utilizar el error de re-proyeccio´n de puntos carac-
ter´ısticos se realiza una proyeccio´n de los puntos del mapa en la posicio´n de la ca´mara
creando una imagen virtual que podemos comparar con la imagen real y restando las
dos ima´genes obtenemos un error fotome´trico de la estimacio´n (ver figura 3.3).
Recordamos que Il (live frame) es la imagen de la cual queremos conocer la rotacio´n
y traslacio´n. Definimos Ωl ∈ R2 como el conjunto de coordenadas de los pixeles de la
imagen Il. Si p ∈ Ωl, Il(p) corresponde al pixel del live frame con coordenadas p. En
una imagen 200×200, el conjunto de coordenadas Ω esta compuesto por todos los puntos
p = (u, v)t con u, v ∈ [1, ... , 200].
Ahora definimos M como el mapa de puntos en 3D y Ψ ∈ R3 el conjunto de coorde-
nadas del mapa de puntos. Si xc ∈ Ψ (xc = (x, y, z)t), M(xc) representa un punto de la
nube de puntos. Esta notacio´n nos permite acceder a los puntos del mapa indexandolos
(M(x) ).
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(a) Mapa denso tridimensional de la esce-
na
(b) Imagen que se desea localizar
(c) Proyeccio´n del mapa en la posicio´n y
rotacio´n estimada
(d) Error fotometrico de la estimacio´n ()
Figura 3.3: Calculo del error fotome´trico de una estimacio´n densa
Para poder realizar una optimizacio´n definimos primero la funcio´n de coste a minimi-
zar, que en me´todos densos se suele llamar diferencia de energ´ıa ():
 =
1
2
∑
xi=Ψ
[M(xi)− Il(f · pi(Tlk · Tkw · x˙i))]2 (3.6)
siendo f la distancia focal de la ca´mara y Tkw la semilla inicial que en nuestro caso es la
transformacio´n que define la posicio´n y orientacio´n de la ca´mara en el instante anterior.
Para asegurar la convergencia de la optimizacio´n es necesario contar con una semilla
inicial cercana al mı´nimo global ya que la funcio´n de coste no es lineal y tiene muchos
mı´nimos locales.
En este trabajo parametrizamos las actualizaciones de Tlk por ψ ∈ R6 que pertenece
a los coeficientes del a´lgebra de Lie, mencionada en la seccio´n 2.1, tal que ψ = {ω, ν} y
20 CAPI´TULO 3. SEGUIMIENTO
por lo cual nuestro sistema de optimizacio´n es:
{ψˆ} = arg min
{ψ}
1
2
∑
xi=Ψ
[M(xi)− Il(f · pi(Tlk · Tkw · x˙i))]2 (3.7)
Tlk = exp
(
6∑
i=1
ψi Gi
SE(3)
)
=
(
exp([ω]×) V ν
0 1
)
∈ SE(3) (3.8)
Para calcular el valor de Il(f · pi(Tlk · Tkw · x˙i)) dado que las coordenadas no tienen por
que ser enteras (coordenadas en pixeles) se ha realizado una interpolacio´n lineal de de
los pixeles alrededor.
Para realizar la minimizacio´n 3.7 se puede pueden utilizar diferentes optimizadores.
En nuestro caso dado que la funcio´n de error no es lineal, hemos utilizado un optimizador
de errores mı´nimos cuadrados para sistemas no lineales. Concretamente hemos utilizado
la funcio´n lsqnonlin de Matlab, con el algoritmo Levenberg-Marquardt.
Optimizacio´n en dos fases: En la implementacio´n se han an˜adido algunas optimiza-
ciones para hacer que la ejecucio´n sea ma´s eficiente, una de ellas es realizar con antelacio´n
una primera optimizacio´n de u´nicamente los para´metros de rotacio´n.
Hacer una primera estimacio´n de solamente la rotacio´n consigue mejorar la semilla para
la siguiente dado que la rotacio´n de la ca´mara es un factor que genera cambios en el
plano de imagen de manera ma´s ra´pida que la traslacio´n, hacer esta primera optimiza-
cio´n reduce el nu´mero de iteraciones en la segunda.
Esta estimacio´n no es definitiva, despue´s de hacerla, se vuelve a estimar junto con la tras-
lacio´n en la minimizacio´n que se muestra en la ecuacio´n 3.7, dado que es una estimacio´n
de so´lo la rotacio´n aun cuando ha podido haber traslacio´n. Por esta razo´n no requerimos
de la nube de puntos y reducimos la resolucio´n de la imagen. Se realiza la estimacio´n
con respecto al frame de la semilla inicial reduciendo en ambas ima´genes la resolucio´n
en dos o´rdenes de magnitud. Esto nos permite, adema´s de realizar una aproximacio´n
mucho ma´s eficiente, eliminar detalles pequen˜os de la imagen que podr´ıan empeorar el
resultado.
Dada una matriz de rotacio´n Rba definimos la homograf´ıa Hba que traslada los puntos
de la imagen a a la imagen b como
Hba =
(
KRbaK
−1) (3.9)
donde K es la matriz 3× 3 de calibracio´n intr´ınseca de la ca´mara
K =
fu 0 u00 fv v0
0 0 1
 , (3.10)
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por lo que un punto en la imagen a es trasladado al sistema de coordenadas de la imagen
b como
p˙b = Hba · p˙a (3.11)
El para´metro que queremos estimar es r ∈ R3 que define la rotacio´n en tres dimensio-
nes, y R(r) es la matriz de rotacio´n para los para´metros de rotacio´n r. La minimizacio´n
a realizar por lo tanto es
rˆ = arg min
r
1
2
∑
pi=Ωk
[Il(Hlk · p˙i)− Ik(pi)]2 con Hlk = KR(r)K−1 (3.12)
dado que es la minimizacio´n de una funcio´n no lineal, es necesario contar con una semilla
cercana al mı´nimo global. Es por eso que supone que las ima´genes han sido tomadas
consecuentemente a modo v´ıdeo y que por lo tanto la rotacio´n entre una imagen y la
siguiente es mı´nima.
Para hacer esta estimacio´n finalmente se usaron como para´metros para la optimizacio´n
los coeficientes del a´lgebra de Lie ω, explicados en la seccio´n 2.1. Transformando la
minimizacio´n en
ωˆ = arg min
ω
1
2
∑
pi=Ωk
[Il(Hlk · pi)− Ik(pi)]2 con Hlk = K exp([ω]×) K−1 (3.13)
Para que el error sea una funcio´n continua es necesario interpolar, dado que las coorde-
nadas del punto Hlk · p˙i no tienen por que ser valores enteros y por lo tanto Il(Hlk · p˙i) no
es el valor de un u´nico pixel sino la interpolacio´n de varios. En este caso hemos utilizado
una interpolacio´n lineal.
Se muestra en la figura 3.4 la evolucio´n del error en cada iteracio´n de la minimizacio´n.
Optimizacio´n jera´rquica: Otra de las mejoras que se han realizado es la optimizacio´n
del error fotome´trico en diferentes niveles de la pira´mide (ver figura 3.5), empezando por
una imagen reducida 8 veces la original. La mejora aportada es que en los niveles ma´s
altos de la pira´mide los detalles de la escena no pesan en el error lo que hace la estimacio´n
menos sensible a la semilla inicial, adema´s es mucho ma´s ra´pida ya que el nu´mero de
pixeles es mucho menor. Por ultimo se aprovecha la estimacio´n de un nivel de la pira´mide
como semilla para la estimacio´n en el siguiente lo que agiliza la optimizacio´n y reduce
la probabilidad de terminar en un mı´nimo local, ma´s adelante en la seccio´n 5.3.4 se
muestran las ventajas de esta mejora. Esta te´cnica de optimizacio´n es la utilizada en [9].
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(a) Imagen original, de la cual se quiere
estimar la rotacio´n
(b) Error inicial (c) Primera iteracio´n (d) Segunda iteracio´n
(e) Tercera iteracio´n (f) Cuarta iteracio´n (g) Quinta iteracio´n
Figura 3.4: Evolucio´n del error al estimar la rotacio´n.
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Figura 3.5: Pira´mide
4. Relocalizacio´n
Como ya hemos explicado el seguimiento es un caso particular de Localizacio´n que
aprovecha los conocimientos precisos sobre la posicio´n de la ca´mara en los instantes ante-
riores. No obstante existen casos en los que se puede perder precisio´n en el conocimiento
sobre estos datos o no disponer de ellos. Por ejemplo si se produce un movimiento brusco
de la ca´mara o el objetivo deja de capturar la escena durante un intervalo de tiempo. La
interrupcio´n en la visio´n de la escena se puede dar si un elemento mo´vil que no forma
parte de la escena interrumpe la visio´n momenta´neamente. Se puede ver en la figura 4.2
un ejemplo de movimiento brusco que ocasiona la perdida de la posicio´n de la ca´mara.
Figura 4.1: Las imagenes de izquierda a derecha en el orden en que se tomaron, en la
primera la localizacio´n es conocida pero durante la segunda y la tercera el movimiento
es muy brusco y la localizacio´n continua se pierde, en la cuarta imagen el algoritmo se
ha perdido y requiere re-localizarse.
La relocalizacio´n es otro caso de localizacio´n ma´s general que el seguimiento. En este
caso no podemos suponer el conocimiento de una trayectoria anterior o un modelo de
movimiento seguido por la ca´mara, es decir no disponemos de una semilla inicial cercana.
En este problema nuestros datos son la imagen que queremos localizar (relocalizar), el
mapa de puntos tridimensional denso y un conjunto de ima´genes de las cuales estamos
seguros de conocer su posicio´n, este ultimo es en general el conjunto de ima´genes con las
que se llevo a cabo la construccio´n del mapa tridimensional, ver figura 4.2. La definicio´n
del mapa denso tridimensional se ha explicado el cap´ıtulo 2.
En este caso no se han utilizado, ya que no se conocen, me´todos densos que resuelvan
el problema directamente. En su lugar hemos utilizado una combinacio´n de los me´todos
basados en puntos salientes y los me´todos densos. El algoritmo que presentamos en
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Figura 4.2: Esquema de relocalizacio´n
este capitulo calcula una semilla inicial utilizando me´todos basados en puntos salientes,
para a partir de ella realizar una minimizacio´n densa. Para el calculo de la semilla
inicial se han utilizado la ideas presentadas en [10]. Realizamos emparejamientos de
puntos caracter´ısticos entre las ima´genes para sacar informacio´n sobre la posicio´n entre
ambas ca´maras utilizando el algoritmo de los cinco puntos ( Five-Point Relative Pose
Algorithm). En ese mismo estudio se muestra que el algoritmo de los cinco puntos ofrece
resultados ma´s consistentes que el de siete u ocho puntos, y esa es la razo´n por la que
finalmente hemos utilizado este algoritmo.
Una vez hallada la posicio´n mediante el algoritmo de los cinco puntos, utilizamos el
resultado como semilla para llevar a cabo una minimizacio´n densa, presentada en la
ecuacio´n 3.7.
Antes de continuar con la explicacio´n de la relocalizacio´n llevada a cabo en este
trabajo se van a presentar algunos conocimientos geome´tricos necesarios para llevarla a
cabo, como son la matriz esencial y co´mo funciona el algoritmo de los cinco puntos.
4.1. Matriz Esencial
La matriz esencial es una especializacio´n de la matriz fundamental en el caso de que
las coordenadas de la imagen hayan sido normalizadas, toda la teor´ıa relacionada con
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la matriz esencial puede ser encontrada en el libro [11]. La matriz fundamental F es
una forma resumida de describir la geometr´ıa en dos vistas, la transformacio´n entre una
ca´mara y otra.
Coordenadas normalizadas. Definimos x como las coordenadas de un punto X en la
imagen y xˆ como las coordenadas normalizadas del punto en la imagen. Si conocemos la
matriz de calibracio´n de la ca´mara K las coordenadas normalizadas se calculan aplicando
la inversa a las coordenadas del punto xˆ = K−1x.
Dadas dos ima´genes de la misma escena desde dos puntos de vista diferentes I1 e I2,
y un punto Q de la escena cuyas coordenadas en la imagen son q y q′ respectivamente,
si la matriz esencial que representa el movimiento de la ca´mara de una imagen a otra
es E tenemos que:
q′>Fq = qˆ′>K−>2 FK
−1
1 qˆ = qˆ
′>Eqˆ = 0 (4.1)
donde
q ≡ [q1 q2 q3]> y q′ ≡ [q′1 q′2 q′3]> . (4.2)
La matriz esencial tiene solamente cinco grados de libertad: tres de rotacio´n y tres
de traslacio´n que se quedan en cinco debido a una ambigu¨edad global en la escala. Un
nu´mero tan reducido de grados de libertad se traduce en una serie de restricciones que
la matriz esencial ha de cumplir:
Una matriz 3 × 3 real no nula F, es una matriz fundamental si y so´lo si satisface
la ecuacio´n
det(F ) = 0. (4.3)
Una matriz 3 × 3 es una matriz esencial si y so´lo si dos de sus valores singulares
son iguales y el tercero es cero.
Una matriz 3 × 3 real no nula E, es una matriz esencial si y so´lo si satisface la
ecuacio´n
EE>E − 1
2
trace(EE>)E = 0. (4.4)
La matriz esencial puede ser calculada directamente a partir de 4.1 usando coordenadas
normalizadas y el algoritmo de los cinco puntos. Se requieren cinco puntos para derivar la
matriz esencial ya que tiene seis grados de libertad (tres de rotacio´n y tres de traslacio´n),
que se quedan en cinco por el invariante en la escala. Una vez sea conocida podemos
extraer las matrices de la ca´mara a partir de E, para ma´s detalles consultar la seccio´n
9.6.2 del libro de Hartley y Zisserman [11].
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4.2. Algoritmo de los cinco puntos
En grandes rasgos el algoritmo presentado en [12] consiste en emparejar cinco puntos
de las ima´genes y sacar la matriz esencial a partir de estos emparejamientos utilizando
la restriccio´n 4.1, adema´s las ecuaciones 4.3 y 4.4 nos ayudaran a lograrlo y , una vez
sea conocida, tanto R como t pueden ser recuperadas de ella. La restriccio´n 4.1 tambie´n
puede ser escrita como:
q˜>E˜ = 0, (4.5)
donde
q˜ ≡ [q1q′1 q2q′1 q3q′1 q1q′2 q2q′2 q3q′2 q1q′3 q2q′3 q3q′3]> (4.6)
y
E˜ ≡ [E11 E12 E13 E21 E22 E23 E31 E32 E33]> . (4.7)
La definicio´n de los puntos q y q′ esta en la ecuacio´n 4.2.
Apilando los vectores q˜> de los cinco puntos obtenemos una matriz 5 × 9 a la que
llamamos Q. Si hallamos los vectores del espacio nulo (nullspace) de Q obtenemos los
vectores X˜, Y˜ , Z˜ y W˜ . Un vector del espacio nulo V de una matriz A cumple:
A · V = 0 (4.8)
Los cuatro vectores corresponden cada uno a una matriz 3× 3 X, Y , Z y W , donde se
cumple que la matriz esencial E es una combinacio´n lineal de estas 4 matrices como
E = xX + yY + zW + wW, (4.9)
donde los escalares x, y, z y w esta´n definidos bajo un mismo factor de escala por lo
que podemos asumir que w = 1. Notar que el algoritmo puede ser extendido a ma´s de 5
puntos.
Sabiendo que la matriz esencial debe ser construida a partir de la ecuacio´n 4.9 y
dadas las restricciones 4.3 y 4.4 obtenemos un sistema de 10 ecuaciones, enumeradas de
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la a a la j en la siguiente ecuacio´n, tras haber aplicado la eliminacio´n Gauss-Jordan:

a : 1 · · · · · · · · · [2] [2] [3]
b : 1 · · · · · · · · [2] [2] [3]
c : 1 · · · · · · · [2] [2] [3]
d : 1 · · · · · · [2] [2] [3]
e : 1 [2] [2] [3]
f : 1 [2] [2] [3]
g : 1 [2] [2] [3]
h : 1 [2] [2] [3]
i : 1 [2] [2] [3]
j : 1 [2] [2] [3]


x3
y3
x2y
xy2
x2z
x2
y2z
y2
xyz
xy
x
y
1

=

0
0
0
0
0
0
0
0
0
0
0
0
0

(4.10)
donde · denota un valor escalar y [N ] denota un polinomio de grado N en la variable z.
Notar que en las ecuaciones de la e a la j son casi nulas, solo tienen cuatro elementos no
nulos.
Definimos ahora tres ecuaciones adicionales como combinacio´n lineal de las ecuaciones
anteriores:
k = (e)− z(f) (4.11)
l = (g)− z(h) (4.12)
m = (i)− z(j) (4.13)
Las ecuaciones que resultan se pueden expresar en una matriz 3×3 que denominamos
B.
B
xy
1
 =
 k : [3] [3] [4]l : [3] [3] [4]
m : [3] [3] [4]
xy
1
 =
00
0
 (4.14)
El vector [x y 1]> es un vector nulo de la matriz B. El determinante de B debe
ser nulo, ya que las ecuaciones son lineal-mente dependientes (Dado que es un sistema
de 3 ecuaciones con 2 inco´gnitas). Por lo que podemos extraer de esta restriccio´n otra
ecuacio´n n. La ecuacio´n n es un polinomio de grado 10 en z por lo que obtenemos 10
ra´ıces para z.
Para cada ra´ız de z podemos obtener los valores de x e y, y podemos calcular 10
matrices esenciales utilizando la ecuacio´n 4.9. Se pueden descartar las soluciones imagi-
narias.
4.3. ME´TODO DE RELOCALIZACIO´N 29
4.3. Me´todo de relocalizacio´n
En esta seccio´n vamos a hablar del me´todo de relocalizacio´n que usamos para localizar
la ca´mara en las condiciones explicadas al principio de este cap´ıtulo. Los datos de entrada
en el problema son: una imagen de la cual no conocemos los para´metros de posicio´n y
rotacio´n de la ca´mara cuando la tomo, un mapa de puntos tridimensional y un conjunto
de ima´genes (que no tienen por que seguir ninguna trayectoria) de las cuales conocemos
la posicio´n de manera precisa.
El me´todo consiste en escoger cinco puntos caracter´ısticos y emparejarlos entre la imagen
que queremos localizar y una de las que tenemos localizadas, para extraer mediante el
algoritmo de los cinco puntos la posicio´n de una con respecto a la otra y de esta manera
tener localizada la imagen que no conoc´ıamos.
Empezamos escogiendo una de las ima´genes del conjunto de ima´genes conocidas, por
ejemplo la que ma´s emparejamientos de puntos caracter´ısticos tenga con la imagen a
localizar (ver la figura 4.3), y despue´s utilizamos el algoritmo de RANSAC [13] para
entre los emparejamientos realizados escoger los cinco que mejor localizacio´n generan.
En cada iteracio´n del RANSAC escogemos cinco puntos aleatorios de entre los empa-
rejamientos, aplicamos el algoritmo de los cinco puntos y estimamos la matriz esencial
que define la geometr´ıa entre dos vistas. Con la matriz esencial calculamos las rotaciones
y traslaciones (existen cuatro combinaciones posibles de rotacio´n y traslacio´n que pue-
den generar una misma matriz esencial). Para cada posible combinacio´n de rotacio´n y
traslacio´n realizamos una optimizacio´n densa y con la que obtiene un error residual ma´s
pequen˜o, si es el menor hasta ahora nos guardamos la localizacio´n y seguimos iterando.
Al final hemos sacado la solucio´n que menos error obtiene de la funcio´n de coste densa.
Se muestra la aplicacio´n de este me´todo en el algoritmo 1.
El me´todo de optimizacio´n densa utilizado en este apartado es el mismo que se utiliza
en el caso del seguimiento, ver ecuacio´n 3.7, la u´nica diferencia es la manera de generar
la semilla inicial.
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Algoritmo 1 RANSAC en la relocalizacio´n
Entrada: M mapa de puntos denso tridimensional.
Il imagen que queremos localizar.
Ik imagen escogida, de la cual conocemos su rotacio´n y traslacio´n.
Tkw la posicio´n de la imagen Ik respecto al mundo.
P = {Pk, Pl} conjunto de puntos emparejados entre las imagenes Ik e Il.
Salida: Tlk la transformacio´n de la imagen que se pretend´ıa re-localizar con respecto a
la la imagen conocida.
1: MIN ERR←∞
2: Tlk
3: para i = 1 : Iteraciones hacer
4: P ← permutacion aleatoria(P )
5: Pfive ← P [1 : 5]
6: E ← FivePointsAlgorithm(Pfive)
7: {T1, T2, T3, T4} = Esencial2Tranformacion(E)
8: para j = 1 : 4 hacer
9: {Tf , Residual} = OptimizacionDensa(M, Ik, Il, Tkw, Tj)
10: si Residual < MIN ERR entonces
11: MIN ERR← Residual
12: Tlk ← Tf
13: fin si
14: fin para
15: fin para
16: devolver Tkw · Tlk
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Figura 4.3: Emparejamiento de puntos SIFT entre dos ima´genes (Incluye tanto inliers
como outliers)
5. Resultados Experimentales
En este cap´ıtulo vamos a presentar los experimentos que hemos realizado en este
trabajo para validar los dos algoritmos que hemos implementado, presentados en los
cap´ıtulos 3 y 4. Hemos llevado a cabo experimentos de diferentes tipos, algunos de
los cuales se han llevado a cabo en entornos reales. El objetivo es validar el correcto
funcionamiento de los algoritmos y mostrar mejoras con respecto a la utilizacio´n de
me´todos sparse.
Tambie´n se ha validado la optimizacio´n jera´rquica explicada en la seccio´n 3.1.2. Las
pruebas que se han realizado se detallaran ma´s adelante. En la siguiente seccio´n se van
a presentar los diferentes conjuntos de ima´genes de prueba que se han utilizado durante
los experimentos.
5.1. Conjuntos de datos utilizados
Durante los experimentos, para las pruebas hemos utilizado dos conjuntos diferentes
de datos. El objetivo no es centrarnos en un so´lo tipo de escena por lo que se han utilizado
las dos que se presentan a continuacio´n. Uno de ellos es un entorno controlado y el otro
es un entorno real.
Experimiento en laboratorio: El primer conjunto de datos que hemos utilizado, es
el de un entorno controlado en el que podemos trabajar con seguridad y no presenta
excesiva dificultad. Este conjunto de datos son ima´genes tomadas en el laboratorio junto
con un mapa denso tridimensional del mismo. Ver figura 5.1.
Experimento en entorno real: Tambie´n hemos realizado experimentos con ima´genes
de un entorno real. En este caso con una tienda de la marca LOREAL en Madrid.
Estas ima´genes presentan caracter´ısticas que dificultan la localizacio´n utilizando me´todos
sparse, como son los brillos y reflejos. Ver la figura 5.2.
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Figura 5.1: Conjunto de datos de prueba, entorno conocido.
Figura 5.2: Conjunto de datos de prueba, entorno real.
5.2. Metodolog´ıa
En esta seccio´n explicamos la metodolog´ıa que hemos seguido para validar los algo-
ritmos presentados en este trabajo. En primer lugar hemos seleccionado un algoritmo de
localizacio´n con el que podamos comparar los resultados obtenidos por nuestros algorit-
mos. El algoritmo que hemos utilizado es el Bundle adjustment. Bundle adjustment es
un algoritmo que realiza simulta´neamente la reconstruccio´n del mapa y la localizacio´n
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de las ca´maras. Es un me´todo basado en puntos caracter´ısticos que consigue resultados
consistentes. No es lo mismo que aplicar los algoritmos de seguimiento o relocalizacio´n
con una minimizacio´n basada en puntos salientes, como la explicada en la seccio´n 3.1.1.
Bundle adjustment resuelve un sistema de ecuaciones utilizando todas las ima´genes al
mismo tiempo, lo que lo hace ma´s robusto. Adema´s lo hemos aprovechado en el caso
del primer conjunto de datos, ver figura 5.1, para la construccio´n del mapa denso. En el
segundo caso, ver figura 5.2, se ha utilizado una ca´mara Kinect para la construccio´n del
mapa.
Por u´ltimo queda definir en que´ nos hemos basado para comparar diferentes me´todos,
nuestro Ground truth. Dado que el objetivo de los me´todos presentados son localizar la
ca´mara con respecto a un mapa, hemos utilizado la informacio´n del mapa como punto
de referencia. Haciendo la asuncio´n de que el mapa se ha construido correctamente. Una
proyeccio´n de los puntos del mapa denso en la imagen generar´ıa la imagen que la ca´mara
esta viendo, lo que denominamos imagen virtual. Por lo tanto tras estimar una posicio´n
y generar la proyeccio´n de los puntos, una resta de las ima´genes, la virtual proyectada y
la original, es una medida de error confiable.
Se puede ver en la figura 5.3 un ejemplo de esta medida de error. En la practica usamos
la suma del error de cada pixel.
Figura 5.3: Medida de error, para la comparacio´n de soluciones
Esta medida de error la calculamos de una manera diferente al coste definido para la
minimizacio´n densa, ver ecuacio´n 3.7, ya que en lugar de proyectar la imagen al mapa,
proyectamos el mapa en la imagen lo que da una interpolacio´n menos eficiente pero ma´s
fiable. De esta manera el valor de cada pixel es una interpolacio´n del valor de los puntos
del mapa que se proyectan cerca.
5.3. Pruebas realizadas
En esta seccio´n se detalla cada una de la pruebas realizadas. Se han realizado dos
pruebas de seguimiento, la primera de las cuales realiza una comparacio´n con el me´todo
de Bundle adjustment y la segunda sirve para mostrar un ejemplo de seguimiento en
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entorno real partiendo de una relocalizacio´n. Por ultimo explicaremos otros dos expe-
rimentos que hemos llevado a cabo para validar el algoritmo de relocalizacio´n. Ambos
experimentos de relocalizacio´n se realizaron en el entorno real. El primero de ellos realiza
una comparacio´n con los resultados obtenidos por el Bundle adjustment y el segundo pre-
tende mostrar la mejora que supone realizar la minimizacio´n densa de manera jera´rquica,
explicada en la seccio´n 3.1.2. Las optimizaciones presentadas para la minimizacio´n densa
se han utilizado en todos los experimentos, de no ser as´ı se especifica en la descripcio´n
de la prueba.
5.3.1. Seguimiento en entorno conocido
Figura 5.4: Seguimiento a lo largo del tiempo, alrededor de 11 segundos. Comparacio´n
con el algoritmo Bundle adjustment
Esta prueba se ha realizado utilizando el primer conjunto de datos, mencionado en la
seccio´n 5.1. El experimento consiste en llevar a cabo el seguimiento partiendo de una se-
milla inicial conocida, la posicio´n de la ca´mara en el instante anterior a tomar la primera
imagen. El objetivo de este experimento es probar que durante el seguimiento utilizando
te´cnicas densas no se pierde precisio´n conforme se aleja de la primera estimacio´n. El ex-
perimento consiste en realizar el seguimiento de alrededor de 330 ima´genes (11 segundos
de v´ıdeo) y comparar algunas ima´genes de control (aproximadamente cada 20 ima´genes)
con el algoritmo Bundle adjustment. De esta manera podemos saber que tan buena es la
estimacio´n en diferentes momentos de tiempo.
El seguimiento se realiza estimando la localizacio´n de la ca´mara en la toma de cada
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imagen y utilizando como semilla la localizacio´n estimada con la imagen anterior.
Se puede ver en la figura 5.4 que el error de el seguimiento con te´cnicas densas se
mantiene estable con respecto al error generado por las estimaciones del Bundle adjust-
ment, lo que demuestra que mantiene precisio´n en la localizacio´n. Adema´s el error que
generan nuestras estimaciones nunca esta por encima de las generadas por el Bundle
adjustment. Hay que tener en cuenta que este experimento se realizo sin objetos mo´viles
que pudieran obstaculizar la visio´n de la ca´mara.
(a) Reproyeccio´n del mapa al comienzo del segui-
miento
(b) Imagen de error al comienzo del seguimiento
(c) Reproyeccio´n del mapa en la u´ltima imagen (d) Imagen de error al final del seguimiento
Figura 5.5: Comparacio´n de error al comienzo y al final del v´ıdeo.
Se muestra en la figura 5.5 la comparacio´n entre la primera estimacio´n y la ultima de
este seguimiento. Como se puede ver el error de la proyeccio´n se mantiene. La causa de
que el error aumente en la gra´fica presentada en la figura 5.4 es que durante el v´ıdeo se
produce un cambio de iluminacio´n. Este cambio de iluminacio´n nos ha permitido probar
la robustez del me´todo a este tipo de acontecimientos.
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5.3.2. Seguimiento en entorno real
El experimento que se va a explicar en esta seccio´n consiste en realizar seguimiento de
una ca´mara monocular en un entorno real. Partiendo de una semilla estimada mediante
el algoritmo de relocalizacio´n explicado en el capitulo 4. Se va a mostrar un gra´fico con
la trayectoria seguida por la ca´mara. Dado que el objetivo es realizar el seguimiento en
un entorno real se ha usado el segundo conjunto de datos presentado en la seccio´n 5.1.
Figura 5.6: En esta figura se muestra el mapa denso del entorno real utilizado para este
experimento
(a) Proyeccio´n de la relocalizacio´n (b) Error de la relocalizacio´n
Figura 5.7: Error de la relocalizacio´n utilizada de semilla
38 CAPI´TULO 5. RESULTADOS EXPERIMENTALES
Figura 5.8: En esta figura se muestra el mapa denso y las diferentes posiciones que toma
la ca´mara durante la toma del v´ıdeo al cual se le ha realizado seguimiento. Adema´s se
muestran algunas de las ima´geness de la secuencia de v´ıdeo (en orden).
El seguimiento se ha realizado de la misma manera que en el experimento anterior
pero partiendo de una semilla inicial estimada a partir del algoritmo de relocalizacio´n.
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Se presenta el mapa denso tridimensional utilizado en la figura 5.6
La estimacio´n de la localizacio´n de la primera ca´mara se ha logrado con la precisio´n
mostrada en la figura 5.7. El resultado del experimento, tras realizar el seguimiento de
un v´ıdeo tomado en la escena, se muestra en la figura 5.8.
5.3.3. Comparacio´n de la relocalizacio´n con el Bundle
Para este experimento se ha utilizado el segundo conjunto de ima´genes. Las tomadas
en un entorno real. El objetivo es llevar a cabo la relocalizacio´n utilizando nuestro algo-
ritmo y comparar el error de reproyeccio´n con las estimaciones obtenidas por el Bundle
adjustment. Nuestro algoritmo consiste en la generacio´n de una semilla mediante el al-
goritmo de los cinco puntos y finaliza la estimacio´n realizando una minimizacio´n densa.
La comparacio´n entre nuestros resultados con los del Bundle ha consistido en localizar un
conjunto de ima´genes utilizando el Bundle adjustment y localizarlas con nuestro me´todo
de relocalizacio´n, una vez hecho, hemos calculado el error para cada caso de prueba y
los hemos comparado obteniendo los resultados mostrados en la figura 5.9.
Como se puede ver en la imagen 5.9 en la mayor´ıa de los casos el error conseguido por
nuestro me´todo es menor que el del Bundle adjustment no obstante hay tres ima´genes
en las que no es as´ı y por lo tanto vamos a analizar estos casos en particular. Estos casos
son las ima´genes 1, 3 y 4 en la gra´fica.
Imagen 1: En la primera imagen el Bundle adjustment presenta un error al cuadrado
de 4081 mientras que nuestro me´todo logra un 4171, que es una diferencia muy pequen˜a
y que no representa demasiada perdida en la localizacio´n de la ca´mara. A continuacio´n
el la figura 5.10 se muestran las diferencias de las ima´genes de error entre los dos casos.
Imagen 3: Este es un caso similar al caso 1 en el que la diferencia de error es mı´nima y
que a pesar de no tener la mejor solucio´n es una buena semilla para retomar el seguimiento
y por lo tanto resulta factible.
Imagen 4: Este caso por otro lado es un caso en el que nuestro algoritmo no converge
en un mı´nimo cercano al mı´nimo global, es decir no logra una solucio´n aceptable, lo
cual se ve en la diferencia de error. Se puede ver en la figura 5.11 la re-proyeccio´n de
la posicio´n estimada junto con la imagen que se deseaba re-localizar donde se puede
observar el error.
Los motivos de que este caso funcione peor es que la imagen que se escogio´ para
realizar la re-localizacio´n a partir de ella era una imagen con la que no comparte muchos
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Figura 5.9: En el eje de las x numerados del 1 al 11 se muestran todos los casos de prueba
y en el eje de las y se muestra la suma de los errores de los pixeles de la ima´genes al
cuadrado. La linea roja (discontinua) representa el error en cada caso del me´todo que
presentamos en el trabajo, mientras que la linea azul representa el error que consigue el
Bundle adjustment.
emparejamientos de putos, al rededor de unos 30 incluyendo emparejamientos espurios,
los cuales no son suficientes para que el algoritmo converja de manera adecuada. Se puede
ver en la figura 5.12 los emparejamientos de puntos de este caso.
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(a) Error cometido por el Bundle adjustment (b) Error cometido por nuestro metodo
Figura 5.10: Comparacio´n del error entre nuestro me´todo y el Bundle adjustment de la
imagen 1.
(a) Proyeccio´n tras la estimacio´n (b) Imagen a re-localizar
Figura 5.11: Mapa proyectado en un caso de estimacio´n erro´nea
5.3.4. Relocalizacio´n utilizando la optimizacio´n jera´rquica
En el ultimo experimento que presentamos, pretendemos valorar cuanta mejora su-
pone utilizar la optimizacio´n jera´rquica presentada para el algoritmo de minimizacio´n
densa, explicado en la seccio´n 3.1.2.
Para realizar este experimento utilizamos el mismo grupo de ima´genes utilizadas en el
punto anterior. En este caso para cada imagen se ha partido de la misma semilla inicial
y se ha llevado a cabo la estimacio´n de la posicio´n usando la optimizacio´n jera´rquica y
sin usarla. En ambas estimaciones se ha mantenido la optimizacio´n en dos fases, en el
caso del uso de la optimizacio´n jera´rquica, la optimizacio´n en dos fases se realiza antes
que la optimizacio´n jera´rquica.
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Figura 5.12: Emparejamientos de puntos en el la imagen 4.
Imagen Con pira´mide Sin pira´mide
1 4122 4930
2 4616 6458
3 5040 6925
4 7867 8398
5 5368 5368
6 5947 6569
7 6276 9015
8 6382 8508
9 6244 8187
10 7177 7858
11 5557 5551
Cuadro 5.1: Tabla de errores para comparar el uso de pira´mide o no. (En negrita el
error mı´nimo en la estimacio´n para cada imagen).
La mejora ha sido considerable, teniendo en cuenta que salvo en la ultima imagen, en
el resto, utilizar la optimizacio´n ha mejorado siempre las estimaciones. Se muestra un
ejemplo en la figura 5.13 de error final tras realizar una minimizacio´n usando y sin usar
la optimizacio´n jera´rquica.
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(a) Error trar relocalizacio´n sin uso de
pira´mide
(b) Error tras relocalizacio´n haciendo uso de
la pira´mide
Figura 5.13: Comparacio´n de los errores del uso o no de la pira´mide de optimizacio´n
jera´rquica durante la relocalizacio´n.
6. Conclusiones
Hemos presentado dos algoritmos de localizacio´n basados en la utilizacio´n de un
mapa de puntos denso. El primero de ellos utiliza te´cnicas completamente densas sin la
utilizacio´n de puntos salientes, trata de resolver un caso particular de la localizacio´n, el
seguimiento, presentado en el cap´ıtulo 3. El segundo trata de resolver el problema de
la relocalizacio´n, un caso ma´s general. En este segundo caso, hemos utilizado te´cnicas
mixtas, ya que partimos de generar una semilla inicial mediante me´todos basados en
puntos salientes y utilizamos la minimazicio´n densa para ajustar y valorar cada solucio´n,
este algoritmo viene presentado en el cap´ıtulo 4.
Aunque no hemos podido prescindir totalmente del uso de puntos caracteristicos para
la localizacio´n, hemos cumplido nuestros objetivos. Hemos desarrollado dos algoritmos
de localizacio´n que aprovechan la informacio´n de un mapa denso tridimensional y hemos
llevado a cabo la localizacio´n de una ca´mara monocular en entornos reales.
En la evaluacio´n del algoritmo de seguimiento hemos realizado una comparacio´n con
el Bundle adjustment, que es un algoritmo que marca el estado del arte en metodos
sparse. En esta comparacio´n hemos probado que nuestro algoritmo es igual de robusto, e
incluso en algunos casos mejora la precisio´n obtenida por el Bundle adjustment. No´tese
que el algoritmo Bundle adjustment es un algoritmo de SfM, el cual utiliza los empareja-
mientos de puntos de un grupo de ima´genes, en lugar de utilizar u´nicamente una, y por
lo tanto nuestro algoritmo parte con desventaja en la comparacio´n. Esta comparacio´n
se puede ver en la seccio´n 5.3.1. Adema´s gracias a los resultados obtenidos en el expe-
rimento de la seccio´n 5.3.2, podemos demostrar que nuestro algoritmo de relocalizacio´n
se puede utilizar para calcular la semilla inicial a partir de la cual arrancar el algoritmo
de seguimiento.
En el segundo caso, la relocalizacio´n de una ca´mara monocular en un mapa denso
tridimensional, los resultados muestran que, a excepcio´n de algunos casos, el algoritmo
de relocalizacio´n es tan preciso como el Bundle adjustment, ver el experimento en la
seccio´n 5.3.3. Es necesario la destacar la importancia en el calculo de la semilla inicial
para arrancar una minimizacio´n densa, ver ecuacio´n 3.7. No´tese que estos experimentos
se han utilizado conjuntos de ima´genes de naturaleza complicada para este tipo de tareas,
ya que tienen espejos, muchos brillos y patrones que dificultan la localizacio´n, ver figura
5.2.
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6.1. Trabajo futuro
Una de las continuaciones del trabajo es desarrollar una te´cnica de relocalizacio´n
que prescinda del uso de puntos salientes para el calculo de la semilla inicial. Es decir
desarrollar te´cnicas densas para este tipo de localizacio´n.
Otra de las posibles continuaciones es el desarrollo de estos algoritmos en tiempo real
para orientarlos a aplicaciones reales combina´ndolos con te´cnicas de construccio´n de
mapas tridimensionales para poder realizar una ejecucio´n continua.
Por ultimo, quedar´ıa contemplar la posibilidad de que la ca´mara utilizada para cons-
truir el mapa y la ca´mara que se desea localizar tengan caracter´ısticas muy diferentes:
mayor resolucio´n y aumento o disminucio´n de la distancia focal. Es un problema conoci-
do como Wide baseline problem, con el que nos hemos encontrado durante la realizacio´n
de este trabajo. Otra posible continuacio´n consistir´ıa en tratar de resolver este problema
utilizando te´cnicas densas.
7. Planificacio´n y herramientas utilizadas
La planificacio´n de este proyecto se llevo´ a cabo teniendo en cuenta la necesidad de
cursar 8 asignaturas durante su realizacio´n. El objetivo inicial de la planificacio´n era
finalizar el proyecto para la convocatoria de Febrero de 2015 como se puede ver en la
figura 7.1a.
Finalmente a pesar de ciertos imprevistos que esta´n incluidos en la figura 7.1b de color
(a) Diagrama de Gantt de la planificacio´n inicial
(b) Diagrama de Gantt del desarrollo real del proyecto
Figura 7.1: Diagramas de Gantt
rojo, hemos conseguido cumplir con los plazos que nos marcamos en la planificacio´n.
Los imprevistos mencionados consistieron en el estudio e implementacio´n de otra te´cnica
para la relocalizacio´n diferente a la mencionada en el cap´ıtulo 4. Esta te´cnica no dio
los resultados esperados, por lo que finalmente se desecho y se utilizo la que ya hemos
presentado en este trabajo.
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7.1. Herramientas y tecnolog´ıa utilizada.
El lenguaje en el que se han realizado todos los algoritmos y los experimentos es
Matlab, ya que es el lenguaje utilizado por el grupo de investigacio´n con el que he estado
trabajando y por la cantidad de mo´dulos implementados que hemos podido utilizar.
Mo´dulos reutilizados: En este trabajo se han utilizado algunos mo´dulos que trae
incorporado el framework de Matlab como son la funcio´n de optimizacio´n utilizada (lsq-
nonlin) y las herramientas necesarias para generar v´ıdeos y gra´ficas. Tambie´n se ha
hecho uso de la toolbox VLFeat [14] para la extraccio´n de puntos caracter´ısticos en la
relocalizacio´n. Hemos incorporado al algoritmo de relocalizacio´n, la modulo para Matlab
del algoritmo de los cinco puntos, implementado por [12]. Hemos utilizado descriptores
SIFT en los puntos. Hemos utilizado el algoritmo del Bundle adjustment para tener una
referencia objetivo. Y por ultimo an˜adir que hemos utilizado la implementacio´n para
Matlab del algoritmo de los cinco puntos aportada por [15].
Mo´dulos implementados: Para poder realizar este trabajo hemos implementado los
mo´dulos para la transformaciones de los para´metros extr´ınsecos a los coeficientes de
Lie, ver seccio´n 2.2. Hemos implementado un modulo de carga y manipulacio´n de las
ima´genes y los para´metros de las ca´maras. Tambie´n hemos implementado los mo´dulos
necesarios para llevar a cabo la minimizacio´n densa, como son las funciones de error y
evaluacio´n. Tambie´n se han disen˜ado e implementado todos los experimentos realizados
para validar la calidad de los algoritmos presentados en este trabajo.
47
Bibliograf´ıa
[1] Jan J Koenderink, Andrea J Van Doorn, et al. Affine structure from motion. JOSA
A, 8(2):377–385, 1991.
[2] R. Szeliski. Computer Vision: Algorithms and Applications. Texts in Computer
Science. Springer, 2010.
[3] Georg Klein and David Murray. Parallel tracking and mapping for small AR works-
paces. In Proc. Sixth IEEE and ACM International Symposium on Mixed and
Augmented Reality (ISMAR’07), Nara, Japan, November 2007.
[4] Alejo Concha and Javier Civera. Using superpixels in monocular slam. In Robotics
and Automation (ICRA), 2014 IEEE International Conference on, pages 365–372.
IEEE, 2014.
[5] Richard A Newcombe, Steven J Lovegrove, and Andrew J Davison. DTAM: Den-
se tracking and mapping in real-time. In Computer Vision (ICCV), 2011 IEEE
International Conference on, pages 2320–2327. IEEE, 2011.
[6] Roger Y. Tsai. A versatile camera calibration technique for high-accuracy 3d ma-
chine vision metrology using o the shelf tv cameras and lenses. . IEEE Journal of
Robotics and Automatione, pages 323–344, 1987.
[7] Steven Lovegrove and Andrew J Davison. Real-time spherical mosaicing using whole
image alignment. In Computer Vision–ECCV 2010, pages 73–86. Springer Berlin
Heidelberg, 2010.
[8] H. Strasdat, A. Davison, and E. Edwards. Local Accuracy and Global Consistency
for Efficient SLAM. Imperial College London, 2012.
[9] Jakob Engel, Thomas Scho¨ps, and Daniel Cremers. LSD-SLAM: Large-scale direct
monocular slam. In Computer Vision–ECCV 2014, pages 834–849. Springer, 2014.
[10] Henrik Stewenius, Christopher Engels, and David Niste´r. Recent developments on
direct relative orientation. ISPRS Journal of Photogrammetry and Remote Sensing,
60(4):284–294, 2006.
48
[11] Richard Hartley and Andrew Zisserman. Multiple view geometry in computer vision.
Cambridge university press, 2003.
[12] David Niste´r. An efficient solution to the five-point relative pose problem. Pattern
Analysis and Machine Intelligence, IEEE Transactions on, 26(6):756–770, 2004.
[13] Martin A Fischler and Robert C Bolles. Random sample consensus: a paradigm
for model fitting with applications to image analysis and automated cartography.
Communications of the ACM, 24(6):381–395, 1981.
[14] A. Vedaldi and B. Fulkerson. VLFeat: An open and portable library of computer
vision algorithms. http://www.vlfeat.org/, 2008.
[15] H. Stewe´nius, C. Engels, and D. Niste´r. Recent developments on direct relative
orientation. ISPRS Journal of Photogrammetry and Remote Sensing, 60:284–294,
June 2006.
49
