Phase-shifting interferometry based on the integrating-bucket technique with sinusoidal phase modulation is studied theoretically and demonstrated experimentally to obtain phase maps from double-beam interferometers. The method uses four frames obtained by integration of the time-varying intensity in an interference pattern during the four quarters of the modulation period. An optimum sinusoidal phase modulation is found to minimize the effect of the additive noise. The absolute accuracy of the phase measurements is discussed. Possible applications of the method are demonstrated with two interference microscopes with which the phase modulation is achieved by sinusoidal oscillation of a mirror attached to a piezoelectric transducer and by sinusoidal birefringence modulation with a photoelastic modulator. In both experimental arrangements, phase images can be produced in real time at a rate of several hertz. Noise measurements are reported and compared with theory.
INTRODUCTION
The invention of phase-shifting interferometry (PSI) was a major breakthrough in the field of interferometry, providing a method to measure the optical phase to unprecedented accuracy. [1] [2] [3] [4] PSI has been performed with almost all types of interferometric imaging systems through use of different algorithms to extract a phase map from several intensity fringe patterns. [1] [2] [3] [4] For all algorithms, a discrete or continuous temporal phase shift is introduced. By measuring the intensity as the phase is shifted, the phase can be obtained. In the so-called phase-stepping technique, the phase is stepped by a known amount between each intensity measurement, whereas in the socalled integrating-bucket technique the intensity is integrated while the phase is being shifted. A large number of phase-stepping algorithms have been proposed. [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] In the integrating-bucket technique, the phase is usually shifted linearly in a sawtoothlike manner, and several integrated intensity values (or ''buckets'') are recorded. [16] [17] [18] PSI that uses sinusoidal phase modulation is much less usual. 19, 20 We study in this paper an algorithm with sinusoidal phase modulation and four integrating buckets, as already proposed in Ref. 21 . We first present the principle of the method to obtain a phase map from the sinusoidally phase-modulated interference signal. Using analytical calculations, we show how to optimize the modulation parameters in order to minimize the effect of the additive noise. The influence of deviation of these modulation parameters is analyzed. The accuracy of the method for phase measurements is discussed. The method was applied on several interferometer systems. We present in particular two interference microscopes with which the phase modulation is induced by sinusoidal oscillation at 50 Hz of a mirror attached to a piezoelectric transducer (PZT) and with a photoelastic birefringence modulator operating at 50 kHz. Noise measurements are reported and compared with theory.
PRINCIPLE
In the absence of noise, assuming monochromatic illumination, the photon flux or intensity (these quantities are proportional to each other, related by h, h being the Planck constant and being the photon frequency) produced by double-beam interferometers can be written at a designated point (x, y) in the transverse plane as
where Ī is the bias or average photon flux, A is the amplitude of the interference fringes, and is the optical phase. We describe a method to extract the optical-phase map by introducing a sinusoidal phase modulation of amplitude , phase and period T ϭ 2/ (we shall see later how this can be achieved in practice). Because of this phase modulation, the photon flux (or intensity) varies with time as
The time-varying signal I(t) is integrated successively over the four quarters of the modulation period T as represented schematically in Fig. 1 . The integration is performed in a parallel manner by a two-dimensional detector array, such as a CCD. The charge storage period of the image sensor is then set to be one-quarter period of the sinusoidal phase modulation. Four images (four frames of interferogram) are thus recorded. These four frames, obtained through integration of the time-varying signal during the four quarters of the modulation period T (see Fig. 1 ), are
I͑x, y, t ͒dt, p ϭ 1, 2, 3, 4. (3) We disgard now the dependence on x and y to simplify the notations. To calculate the integral in Eq. (3), we write the signal I(t) as a sum of Fourier components by using the Bessel functions of first kind J n :
The integration of Eq. (3), with Eq. (4), gives
Linear combinations of the four frames can be formed to have
where
The phase map can then be obtained with the following equation:
The calculation of the phase map involves the ratio of linear combinations of the four frames and depends on the amplitude and phase of the sinusoidal phase modulation through the parameters ⌫ s and ⌫ c .
OPTIMUM SINUSOIDAL PHASE MODULATION
Which values should be given to the amplitude and phase of the sinusoidal phase modulation (see Eq. 2)?
To answer this question, we studied the influence of the additive noise on the calculation of the optical phase .
Our approach is similar to the one presented in Ref. 21 . Each of the four frames E p is assumed to have a Gaussian additive noise n p with the following properties (the angular brackets ''͗ ͘'' denote the infinite-time average):
Because of this noise, an error appears in the calculation of the phase . We propose to establish analytical expressions for the mean ͗͘ and the mean square ͗ 2 ͘ of the error . In presence of the additive noise, the phase verifies the following equation:
( 1 1 ) Because the noise is assumed to be much weaker than the signal itself, the quantities and 2 can be approximated as
The mean values of and 2 are On the other hand, with a Taylor development at the second order,
The mean values of and 2 at the second order are
Solving Eqs. (18) and (19) for ͗⑀͘ and ͗ 2 ͘, we obtain
Replacing the coefficients a 0 ,a 1 ,a 2 by their expressions [Eq. (17)], we have
Substitution of Eqs. (14) and (15) into Eqs. (22) and (23) yields
According to Eq. (24), it turns out that the mean phase error ͗͘ is zero for any value of the phase only when ⌫ c ϭ ⌫ s . This first condition should therefore be fullfield. Then, according to Eq. (25), the mean square phase error ͗ 2 ͘ is minimum when ⌫ c and ⌫ s are maximum.
Therefore the optimum values for and are those for which ⌫ c and ⌫ s are equal and maximum. We have calculated numerically that this situation happens when ϭ 2.45 and ϭ 0.98, as can be seen graphically in Fig.  2 . These results are in agreement with those reported in Ref. 21 . With these optimum phase-modulation parameters, we have ⌫ c ϭ ⌫ s ϭ ⌫ ϭ 0.405. Then, the mean phase error is zero and its standard deviation is minimum, given by
The phase is then obtained with the simplified formula
We shall see in Section 7 how the optimal phasemodulation parameters ϭ 2.45 and ϭ 0.98 can be adjusted in practice.
RESIDUAL NOISES
The amplitude and phase of the sinusoidal-phase modulation being set to their optimum values, the phase map is obtained with a cancelled mean error and a minimized rms error corresponding to the residual noise. We propose in this section to evaluate the residual noise of the calculated phase by considering the measurements affected by two noises with different origins, the shot noise, and the noise resulting from the quantization error.
A. Shot Noise
Ultimately, the measurements are limited by the fundamental photon noise. Ordinarily this noise is Poisson distributed. The variance of the number of collected photons is equal to the number of collected photons itself.
The N-collected photons generate N charges stored on each pixel of the detector. is the quantum efficiency of the detector assumed to be equal to 1. If we consider a phase map with values uniformly distributed between 0 and 2, the average number of charges stored by each pixel for each of the four frames is then [see Eq. (5)]
The average shot noise on each pixel is characterized by the standard deviation
Introducing the fringe contrast
we obtain from Eq. (26) the standard deviation of the phase (or rms phase noise) as
If the shot noise is the predominate noise source, the noise present in the calculated phase map depends only on the contrast of the fringes ␥ and the number of photoelectrons N detected by each elementary detector in average for each frame. The full well-charge storage capability of the image sensor is thus an important criterion. Given that the phase is related to the optical path difference 2z by
the rms noise for distance measurements (in air), normalized by the optical wavelength, is given by
If we consider a CCD detector with an average wellcharge storage per pixel of N ϭ 100,000 and a fringe contrast of ␥ ϭ 0.7, the rms phase noise is equal to ͱ ͗ 2 ͘ ϭ 4.4 10 Ϫ3 , which corresponds to ϳ/2800. Using a 840-nm light source, the rms noise ⌬z would be ϳ300 pm.
For a given detector, the effect of the shot noise can be reduced by accumulating several measurements.
B. Effect of Quantization Error
The quantization error comes from truncating an infinitely precise intensity measurement to its nearestinteger representation. According to Ref. 22 , this error may be considered as a uniformly distributed random variable ranging in value from Ϫ1/2 to ϩ1/2, with a standard deviation
The average number L of quantization levels actually filled on average on each pixel of the detector for each frame is 
and the rms noise for distance measurements (in air) is
Typical values of the phase noise resulting from the quantization error are reported in Table 1 . They are usually smaller than the one resulting from the shot noise. The most effective means of reducing the effect of the quantization error is to increase the number of bits used to sample the intensity range or to accumulate several measurements.
ABSOLUTE ACCURACY
We propose in this section to evaluate the absolute accuracy of the phase measurements. We consider the influence of deviation of the sinusoidal modulation parameters from their optimum values 0 ϭ 2.45 and 0 ϭ 0.98. Because of this deviation, an error ␦ appears in the calculation of the phase using Eq. (27) . As the actual phase verifies Eq. (8), we have
Using a Taylor development at the second order, we can write
From Eqs. (38) and (39) we obtain an expression of the phase error as
where ϭ ⌫ s /⌫ c can be calculated by using Eq. (7). The error ␦ is zero when ϭ 1, which is the case for ϭ 0 and ϭ 0 . When and deviate from 0 and 0 , an error appears, depending on the value of the phase . An average value of the error (independent of ) can be obtained considering phase values uniformly distributed between 0 and 2 through the phase map: a The fringe contrast is assumed to be ␥ ϭ 0.7, and the phase map is assumed to have values uniformly distributed between 0 and 2. The mean filled levels are found numerically, assuming that the whole dynamic of the CCD is used in the pixels where the intensity is maximum.
Developing at the first order with respect to and , we obtain
Finally, an approximate upper bound of the phase error is given by
⌬z/ р 0.03͉⌬͉ ϩ 0.06͉⌬͉.
Typical values of the average phase error are reported in Table 2 . For a wavelength in the visible region of the electromagnetic spectrum, the distance-measurement accuracy is of the order of 1 nm (as we shall see experimentally in Section 7).
COMPARISON WITH LINEAR PHASE SHIFTING
Phase-shifting interferometry that uses the integratingbucket technique is usually performed with a linear phase shift in a sawtoothlike manner. 1, [16] [17] [18] We propose to compare this technique to the one studied in this paper that consists of sinusoidal phase modulation with four integrating buckets. For the comparison to be pertinent, we consider a method of linear phase shifting by using the same number of buckets as described in Ref. 18 . In this method, the phase is shifted linearly in a sawtoothlike manner with a total amplitude of 2 Ϸ 6.2, and four integrating buckets are recorded per period. The amplitude of the phase shift is 1.3 times higher than the optimal total amplitude of the sinusoidal phase modulation (equal to 2 0 ϭ 4.9). The accuracy of the phase calculation depends on the accuracy of the adjustment of the phase-modulation amplitude, which is similar for both methods. The influence of the additive noise was studied in Ref. 18 . The resulting noise in the calculated phase map has a rms value given by
where N is the average number of photoelectrons detected by each elementary detector during each bucket. Equation (46) is similar to the one calculated for the technique studied in this paper [see Eq. (31)]. The noise is /4 Ϸ 0.8 times less than the one obtained with sinusoidal phase modulation. Linear and sinusoidal-phase modulations with four integrating buckets thus yield to similar performances. The advantage of sinusoidal phase modulation is that much higher modulation frequency is possible, especially when the modulation is generated by mechanical displacements. Indeed, a sawtoothlike oscillation becomes distorted at high frequency, whereas a sinusoidal oscillation remains steady. Moreover some phase modulators, such as a photoelastic birefringence modulator, naturally produce a sinusoidal phase modulation, which can be as high as several tens of kHz, as we shall see in the next section.
EXPERIMENTAL APPLICATIONS
Phase modulation in an interferometer can be induced by many methods. [1] [2] [3] [4] Mechanical movements can be applied, such as moving a mirror or tilting a glass plate. An acousto-optic laser or a Zeeman laser can also be used. In interferometers with polarized beams, the modulation can be achieved by rotating a half-wave plate or a polarizer with an electro-optic modulator (Pockels effect), a magneto-optic modulator (Faraday effect), or a photoelastic birefringence modulator. We have applied the phasemeasurement technique studied in this paper to a homebuilt Linnik interference microscope 23, 24 by using two different methods to achieve sinusoidal phase modulation. We first present a method based on mechanical oscillation at 50 Hz induced by a PZT. Another method is demonstrated at much higher frequency using a photoelastic modulator operating at 50 kHz.
A. Phase Modulation through Use of Mechanical Oscillation in an Interference Microscope
Phase-shifting interferometry is usually based on the displacement of a mirror pushed by a PZT, step by step or linearly. We have built a Linnik interference microscope using a PZT to sinusoidally move the reference mirror at 50 Hz, thus creating a sinusoidal phase shift in the interferometer. The experimental setup is depicted in Fig. 3 . A CCD camera (256 ϫ 256 pixels, 8 bits), operating at 200 Hz, integrates the time-varying intensity on each pixel in Fig. 3 . Sinusoidally phase-modulated Linnik-type microscope using a PZT to make the reference mirror oscillate. parallel during the four quarters of the modulation period successively. Each series of four frames is used to calculate [using Eq. (27) ] and produce a phase image in real time. The PZT oscillation is controlled by an amplifierposition servo controller by using an internal sine function at 50 Hz with adjustable amplitude to adjust the parameter . The CCD camera is triggered with another power generator delivering a transistor-transistor logic (TTL) signal at 200 Hz. The two generators are synchronized with an adjustable phase to adjust the parameter . The experimental procedure to adjust and to their optimum values is the following: We take a mirror as the object and form a few interference fringes on its surface. Instead of a phase image, we produce in real time an im-
The parameter is adjusted so that the image ⌶ becomes zero. According to Eqs. (6) and (7), this happens when ϭ 0. We estimated that this adjustment can be achieved with an accuracy of about ͉⌬͉ ϭ 0.01 rad. The parameter is then set to its optimum value by adding 56°(0.96 rad). The fluctuations of around this value are very weak (of the order of 10 Ϫ5 rad). The image ⌶ exhibits fringes again. The parameter is then adjusted so that the fringes in the image ⌶ disappear, which means that ⌺ s 2 ϩ ⌺ c 2 no longer depends on the optical phase . According to Eq. (6), this occurs when ⌫ s ϭ ⌫ c . When the parameter is equal to 0.96, the condition ⌫ s ϭ ⌫ c is verified for ϭ 2.45 (see Fig. 2 ). Experimentally, we measured that this adjustment can be achieved with an accuracy of about ͉⌬͉ ϭ 0.01 rad. According to the study presented in section 5 [see Eq. (45) and Table 2 ], the accuracy for height measurements is estimated to be ϳ/800. The microscope uses Köhler illumination with a dc-supplied quartz tungsten halogen lamp. Interference filters can be placed behind the source to reduce the spectral bandwidth to a few nanometers (for quasi-monochromatic illumination) and center the mean wavelength as desired. With a green filter ( ϭ 545 nm), the peak-to-peak amplitude of the sinusoidal PZT displacement is 212 nm. Phase images produced by the microscope can be accumulated and smoothed to reduce the noise if necessary. As the phase is related to the height difference between the surface of the object and the surface of the reference mirror, three-dimensional images of reliefs can be obtained. 25 The calculations are performed with a 800-MHz Pentium III computer using a Visual Cϩϩ compiled interface to control the image acquisition, calculate the phase maps, and unwrap them with the Goldstein algorithm. 26 The final three-dimensional representations are produced by Matlab. A topographic image of a 120 m 2 region on the surface of a mask for integrated circuit manufacturing is shown in Fig. 4 . This image was obtained with an acquisition time of 0.2 s at the wavelength of 545 nm.
B. Phase Modulation Through Use of Birefringence Modulation in an Interference Microscope
We have also adapted the phase-measurement scheme described in this paper to our Linnik-type interference microscope using a photoelastic birefringence modulator to achieve sinusoidal phase modulation. 27 A schematic of the experimental setup is represented in Fig. 5 . The interference fringes are shifted sinusoidally at the frequency f ϭ 50 kHz with the photoelastic modulator. Because the CCD camera is obviously not able to operate at 4f ϭ 200 kHz, the integrating-bucket method cannot be performed directly with the camera as previously described. We use here stroboscopic illumination with a light-emitting diode (LED) at 840 nm that is set on during 1/4 of the modulation period T ϭ 1/f, then off during 3/4 of T, and so on. The camera integrates the signal over 250 modulation periods (50 kHz/200 Hz ϭ 250). This leads to a first frame, which is put in memory. Then the stroboscopic illumination is shifted by 1/4 of T to acquire a second frame, and so on. Four frames with different interference fringe patterns are thus recorded successively by the CCD camera and are stored in memory. During the acquisition of the next set of four frames, calculations are performed with the previous four frames to produce a phase image in real time. Specific electronics was developed to control the synchronization of the sinusoidal phase modulation at 50 kHz with both the periodically phase-shifted stroboscopic illumination at 50 kHz and the camera at 200 Hz. Several phase images can be accumulated and smoothed to reduce the noise if necessary. The peak-to-peak amplitude of the sinusoidal birefringence modulation induced by the photoelastic modulator is given by
Given that the thickness of the modulator rod is e ϭ 20 mm and the wavelength ϭ 840 nm, the amplitude of the birefringence is ⌬n ϭ 1.64 ϫ 10 Ϫ5 . This birefringence value is easily obtained with low applied power.
C. Noise Measurements
We have measured the noise present in the phase images delivered by the Linnik interference microscope described previously. The procedure was to take two phase images successively and calculate their difference. The standard deviation of the difference, for all the pixels, gives the rms total noise. At the maximal phase-image acquisition frequency of 50 Hz, the noise was measured to be ϳ4.5 ϫ 10 Ϫ3 rad (300 pm with ϭ 840 nm). As expected, the accumulation of images reduces the noise. At 1 Hz (50 phase images accumulated), a noise of ϳ7.5 ϫ 10 Ϫ4 rad (50 pm with ϭ 840 nm) was reached. The measurements were compared with theory, assuming the system to be purely shot-noise limited [see Eqs. (31) and (33)]. The results are presented in Fig. 6 . Considering the CCD camera has an average well-charge storage of 100,000 per pixel and the fringe contrast ␥ is equal to 0.7, we found good agreement with experiments for exposure times less than one second typically. For longer exposure times, the experimental results deviate from the shot-noise limit because of diverse instability sources (mechanical vibrations, thermal drifts, etc.) that begin to take place. Smoothing the images with a Sobel filter can reduce the noise by a factor two without significant loss of lateral resolution.
D. Other Applications
Several other interferometer systems were developed in the laboratory, all based on the phase measurement scheme described previously: a photoelastic birefringence modulator to achieve sinusoidal phase modulation and a CCD camera to integrate the signal in parallel for a large number of pixels. Stroboscopic illumination with a light-emitting diode transposes the high modulation frequency imposed by the mechanical resonance of the photoelastic rod to a frequency compatible with the readout frequency of the CCD camera. A Nomarski microscope 28 was developed on this principle. In addition to microscopes devoted to the study of objects at high spatial frequencies, other instruments were developed for applications at low spatial frequencies. A system to measure the birefringence of large optics with sensitivity of the order of 10 Ϫ4 was proposed recently. 29 A lateral shear interferometer 30 is being constructed currently. Comparison with theory assuming our system to be shot-noise limited (N ϭ 100 000, ␥ ϭ 0.7).
CONCLUSION
We studied a method to get phase images from doublebeam interferometers using the integrating-bucket technique with sinusoidal phase modulation. Optimum values for the amplitude and phase of the sinusoidal phase modulation were found to minimize the effect of the additive noise. The technique was applied on several interferometer systems to produce images in real time at a rate of several hertz. The phase-measurement accuracy was estimated to be of the order of 10 Ϫ2 rad. A minimum noise of ϳ5.10 Ϫ4 rad was measured. The method is currently under study to be applied on interferometers using broad-bandwidth illumination, such as white-light interferometers. 31, 32 
