Abstract: We show global existence for a class of models of fluids that change their properties depending on the concentration of a chemical. We allow that the stress tensor in ( ) depends on the velocity and concentration at other points and times. The example we have in mind foremost are materials with memory.
Introduction
In this paper, we consider the following system of equations: A similar problem was studied in Bulíček, Málek and Rajagopal [2, 3] with Ω being a bounded domain filled with a fluid, ( ) the velocity of a particle at time , the concentration of a chemical which changes properties of the material due to running chemical reactions, S the stress tensor and Q the flux of the chemical. In [3] , S and Q satisfy certain growth, coercivity and monotonicity conditions that are quite well represented by the following functions:
We would like to obtain existence results similar to those from [3] for non-local functions S and Q. Our result does not cover the results of [3] since we are neglecting the convective term, however it is applicable to a wide scale of models in the case where ∇ is small. The example we have in mind foremost are viscoelastic materials where
Such a model was considered by Rajagopal and Wineman [8] . Similar models without chemical reactions were studied in Renardy, Hrusa and Nohel [9] or Prüss [7, Chapter 5] .
In Section 2 we formulate our assumptions and the main result, Theorem 2.1. In Section 3 we show several examples of concrete models satisfying our assumptions. Sections 4-7 contain the proof of the main result.
Assumptions and the main result
Let us introduce our assumptions. Let Assume the following mappings to be continuous: 
) the following inequalities hold:
Moreover, assume the following two conditions hold that are automatically satisfied if S and Q are local in , i.e.
S( D)(
No locality in is needed.
For every M > 0 and τ
If for some ≤ T it holds that 1 = 2 and 1 = 2 on [0 ], then S(
for all ∈ Ω. (Operators satisfying this condition are sometimes called Volterra operators, see [4] .)
We will look for weak solutions to the system
The main result of this paper is global existence of the weak solutions.
Theorem 2.1.
In the proof we will use ideas from Bulíček, Málek and Rajagopal [3] and Gajewski, Gröger and Zacharias [4] .
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Examples
Before we prove the main result, we present several examples that show that the present setting covers some of the models studied in [3] (if we neglect the convective term) as well as some models with memory.
Example 3.1.
Assume the following:
2 are measurable functions bounded from above and from below by positive constants. Assume ≥ 2, /2 > β ≥ 0. We show the growth estimate for S. For any > 0, > 0 it holds that
for appropriate C C > 0 depending on and independent of . Then we have (for different C C )
follows for any 1 , in particular for 1 = 2, and by Corollary 9.5 we have continuity of S. Coercivity of S follows by
To show monotonicity of S we observe that
This follows easily since the function ( ) = (1 + )
We show the growth estimate for Q. By similar arguments as in the case of S we have
Hence, Q satisfies the growth estimates and is bounded. By Corollary 9.5, Q is also continuous. Coercivity and monotonicity follow easily since
To show the boundedness condition we estimate for
The causality condition is satisfied obviously.
Example 3.2.
Assume the following: 
satisfies these conditions if λ is a bounded function and T is small enough.
Let 1 > β ≥ 0. Take = 2, 1 = 2, 2 = 2 /( + 2β). We have
with < 1. From the previous estimate we have
So, we proved the growth estimate and coercivity. To show monotonicity, we write
Since the last double integral can be estimated by
we have monotonicity of S. From the growth estimate we have boundedness of S :
). Continuity follows, since S is linear.
The corresponding properties of Q (and time-local condition for Q) follow in the same way as in the previous example. Causality is again obvious.
To show the boundedness condition for S we estimate for
The integral term can be estimated as above by
Remark 3.3.
In fact, the assumption T 0 0 ( ) < 1 is not necessary. It suffices to assume that
Then we have (by Theorem 2.1) a solution (
We consider the system of equations
where
Since L 2 (L 2 )-norm of I is bounded by a constant and ( ) ≤ ( + T + T ), the growth and coercivity estimates for S hold (similar estimates like in the example) with G 1 G 2 = 0. The monotonicity estimate for S also remains valid, since I cancels out in the expression S(· · · ) − S(· · · ). So, equations (4) Define
Obviously, 
. By definition we have
Here the integral term is equal to
This shows that ( +1 +1 ) solves (4). This completes the inductive step, so there exists a solution to (1)- (2) on the whole [0 T ].
Example 3.4.
If we replace the leading term in the previous example with
is bounded linear and satisfying L ∇ ≥ ∇ 2 2 , then the assumptions from the previous section remain satisfied. In fact, the growth estimate, coercivity and monotonicity can be easily derived and continuity of S follows from linearity (for the integral part of S) and from Corollary 9.5 (for the leading term of S).
Example 3.5.
By the Hölder inequality we have
Hence,
So, coercivity of Q follows. The growth estimate for Q follows by
This estimate yields boundedness of Q and continuity follows by Corollary 9.5.
Remark 3.6.
If we replace gradients of by symmetric gradients, then everything will work, due to Korn's inequality. } be a Schauder basis of L (Ω) and P the corresponding projections. Then P are finite rank operators on L (Ω) and P → strongly in L (Ω). Moreover, we assume 2 = 2 = 1 for all ∈ N.
Galerkin approximations
Let 0 (resp. 0 ) be the orthogonal projections of 0 to W (resp. 0 to V ). For fixed and we find a solution
lim
(we added a projection P to the second equation). (6) we obtain after differentiating with respect to ,
We obtain a similar equation for from (7):
Using Theorem 12.3.1 from Gripenberg, Londen and Staffans [5] we show that the system ( 
From continuity of S, resp. Q, it follows that F :
Since S and Q are causal, F and G are also causal, so assumption (ii) is satisfied. Condition (iii) follows from the boundedness condition on S and Q. In fact, let τ ∈ (0 T ), M > 0 and be continuous functions satisfying 
Energy estimates
Let us start with some energy estimates. If ∈ L (U 1 ) and ∈ L 1 (V 1
). Therefore, we will work on [0 T ] first. If we put these estimates together we obtain
The same procedure applied to the second equation yields
Since the expressions on the right-hand sides in (11) & (12) are independent of T , it follows that
, which is the fact we referred to in the previous section. So, now we know that T max = T . Since the right-hand sides in (11) & (12) are independent of T < T , we conclude 
Let (
) be the solution of the approximative problem. To estimate let us write
By density, can be approximated by functions from
(Ω)-orthogonal projection of ( ) to W ). Hence,
Since = is the solution of the approximative problem, we have for such
) ≤ C by the growth estimate of S. The same arguments for yield
Convergence → ∞
Let ( ) be a solution to the ( ) approximative problem, i.e.,
. Let us pass to the limit for → ∞ and keep fixed. Denote
, S ∈ L (L ) such that the following holds after passing to a subsequence in (so, ( ) should be written instead of in the following):
The first, second and third lines follow by the energy estimates in the previous section, the fourth line follows from the Aubin-Lions lemma (Lemma 9.1) with
with λ = /( + 2) and = ( + 2) / and some standard computations. By the same arguments we obtain the four lines for (the gradients of converge strongly to ∇ by Corollary 9.2). The last two lines follow again by boundedness of the corresponding norms of S Q and choice of weakly convergent subsequences. Moreover, the corresponding norms of and are bounded by a constant independent of .
We show that satisfy (13) with all omitted for all ∈ L (U 1 ) and ψ ∈ L 2 ([0 T ] W ). We will start with the first equation. Take fixed and = with ∈ L ([0 T ] R). Hence, ∈ L (U 1 ). For ≥ we have
Taking the limit for → ∞ we obtain due to the weak convergences listed above
This equality holds for all ∈ L ( W ) and since the linear hull of
), it holds for all ∈ L (U 1 ). It remains to show that
It follows from the following three steps. 
Here the last inequality follows from boundedness of (T ) 2 , so an L 2 (Ω)-weakly convergent subsequence of (T ) can be chosen and the norm is weakly lower semi continuous, so lim inf
2nd step. We show that
We have
In the second inequality we used weak convergence of ∇ ∇ , S( ∇ ) S and the 1st step above. The last inequality follows from monotonicity of S in the last variable and strong convergence of S in the first two variables. The remaining equalities are trivial. We show that ( ) satisfies the second equation (14) for all ψ ∈ L 2 ([0 T ] W ). It follows from Corollary 9.2 that
. Hence, by continuity of the mapping Q, we have Q( P ∇ ∇ ) = Q . Hence, equation (14) is satisfied.
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We will show that the initial values are attained in the following sense:
). Since we can make the same computations as above, we obtain (0 · ) = 0 , so ( · ) 0 weakly in L 2 (Ω). To prove strong convergence it is sufficient to show 
Since the term containing Q is nonnegative by Lemma 9.9 we have (
, integrating over [0 T ] and passing to the limit as → ∞ yields
Together with the inequality for lim inf we have convergence of norms that we needed to finish the proof of convergence of initial conditions.
Convergence → ∞
As above we have (for a subsequence)
We can pass to the limit in the first equation by the same arguments as in the previous section. In the second equation we do not have the strong convergence P ∇ → ∇ and ∇ → ∇ , so we cannot apply the same arguments. In the following we obtain strong convergence of P ∇ from the first equation and monotonicity.
By strong convergence of and we have S(
Taking lim sup in (17) yields lim sup
If Q is linear in the fourth variable, then
If Q is monotone in the fourth variable and 1/ 1 + 1/ 2 ≤ 1, then is a good test function and we obtain Q ψ = Q( ∇ ∇ ) ψ by the same three steps argument as for S.
It remains to show that ( ) satisfies the initial value condition. We can show ( ) − 0 2 → 0 by the same arguments as in the previous section. We can do it for ( ) − 0 2 → 0, it is also possible to take ψ = in the second equation, i.e., ∈ L 2 (V 1   2 ). This is true since ( )
). This finishes the proof of Theorem 2.1.
Further results and related difficulties
In this section we mention some extensions of Theorem 2.1, several problems related to the studied equation and write something about limitations of the model.
Limitations of the result
The model we are investigating does not contain the convective term, so it has a good sense only in the situations where the deformation gradient is small. If we added the convective term and work in Eulerian coordinates, several difficulties appear. The first one is of course nonlinearity of the convective term. The second problem, which is probably more important, is that in Eulerian coordinates the memory term, see Example 3.2, would be
where ( ; ) is the position in time of the particle that was in time in position . So, we would need to know the trajectories, which is a difficult problem, see Zvyagin and Dmitrienko [12] , Vorotnikov and Zvyagin [11] .
Therefore, we consider an easier problem, work in Lagrangian coordinates and neglect the deformation gradient. This brings some more simplifications. The first one is that the transport term in the equation for concentration is hidden in the coordinates. If diffusivity was constant then we would have simply = ∆ and the two equations would not be coupled. Also if we consider variable density, the transport equation for density becomes trivial (see below).
Positivity of the concentration
Since is the concentration of a chemical, we should expect
This is true if Q is a "local operator", i.e.,
for the proof see [3, Section 3.1]. The same proof works for nonlocal operators satisfying the following condition:
Moreover, if we increase concentration by an external source represented by a nonnegative right-hand side function added to the second equation, then positivity of can be proved by the same method (if (19) holds).
If one of these conditions is satisfied and we can guarantee that has values in a certain subset of R ([0 1] or R + ), then the assumptions on S and Q can be restricted to functions with values in the corresponding set ([0 1] or R + ). For general nonlocal operator Q, we cannot guarantee (18) nor positivity of .
Uniqueness and regularity
We cannot expect any uniqueness or regularity under such general assumption as we have and, in fact, it is not clear how to obtain uniqueness for the examples mentioned above even in 2D. To obtain uniqueness (or regularity) we would need at least some Lipschitz continuity of S and Q. Since the solution is a good test function and so is if 2 ≤ 1 , then an estimate like
|S(
would give uniqueness by standard arguments. Unfortunately, in the examples mentioned above, we do not have Lipschitz continuity of this kind. In the examples, an important point is that ∈ L
, see also the assumptions in [3] . However, to estimate differences or derivatives we would need to have or ( ) Lipschitz continuous in [0 T ] × Ω and then we find out that nonlinearity in this equation is worse than the usual convective term, since testing by the solution yields " ( )(∇ ( )) 2 " which is worse than " ( ) 2 ∇ ( )".
More chemicals, variable density
The result is valid also for vector valued function , what corresponds to the case of more chemicals. We can also consider a problem with variable density. The second equation will change to
Since in Lagrangian coordinates density is independent of , we can divide the equation by ρ( ) = 0 and obtain
where S = S/ρ. This S depends explicitly on but otherwise it satisfies the assumptions of Section 2, so Theorem 2.1 remains valid for = div S( ∇ ) + . The term (1/ρ) S ( ∇ ) is of lower order (assume ρ ∈ W 1 ∞ (Ω) with ρ( ) ≥ ρ min > 0), so it does not violate the result.
Various boundary conditions and nonzero right-hand side in the second equation
The problem with non-zero right-hand side in the second equation can be considered as well.
), where = min ( 1 2 ), then the result remains valid. The same is true for some other kinds of boundary conditions, in particular, Dirichlet or Neumann boundary conditions, inhomogeneous Dirichlet boundary conditions or their combinations. In fact, let us assume
Then the setting will change as follows.
). So, we take the approximating solutions in the form = + =1 ( ) ( ).
Deriving of a priori estimates remain the same with the only exception that we test the second equation by − instead of and obtain
Estimating Q by the growth estimates and using Young inequality we obtain the same estimate as in Section 5,
The convergence arguments remain the same, only in the case of Q monotone (nonlinear) in ∇ we need to test by the solution to obtain Q( ∇ ∇ ) → Q, → ∞, and here again we have to test by − . However, the "three steps argument" (Minty's trick) will work, since the terms containing will converge due to weak convergence of the corresponding terms.
Appendix
Lemma 9.1 (Aubin-Lions).
Let X
1 → → X 2 → X 3 be three reflexive separable Banach spaces. Let 1 < < +∞, 1 ≤ ≤ +∞ and 0 < T < +∞.
For the proof see for example [10] .
Corollary 9.2.
Let X 1 → X 3 be reflexive separable Banach spaces, X 1 finite dimensional. Let 1 < < +∞, 1 ≤ ≤ +∞ and
It follows immediately from the previous theorem. 
Definition 9.6.
We say that B is a complete system of linearly independent vectors in a Banach space X if B is linearly independent and lin B = X .
Lemma 9.7.

Let X Y be separable Banach spaces, X continuously densely embedded in Y . If B is a complete system of linearly independent vectors in X , then B is a complete system of linearly independent vectors in Y .
It follows immediately from density.
Lemma 9.8.
Let X be a separable Banach space continuously densely embedded in a separable Hilbert space Y . There exists a complete system of linearly independent vectors B in X , such that B is an orthonormal basis in Y .
It follows from [6, Appendix, Theorem 4.11].
Lemma 9.9.
Proof. We have
