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Abst rac t - -A  stable numerical method is introduced for the identification of population densities 
and spatially dependent diffusion coefficients in a Lotka-Volterra predator-prey model in which bias 
dispersal is present. In this problem, noisy data at the active boundary and initial measured popu- 
lation densities are given. This algorithm makes no assumption on the amount and/or character of 
the noise in the data. ~) 2004 Elsevier Ltd. All rights reserved. 
Keywords--Identification of parameters, Mollification, Finite differences, Automatic filtering. 
1. INTRODUCTION 
Predator-prey models continue to receive considerable attention in literature. Many different 
predator-prey models have been investigated with an interest in inter- and intra-species inter- 
action, however, in most instances these models assume a spatially homogeneous environment. 
Spatially heterogeneous environments contribute to interesting dynamics in these systems. In 
this paper, we will be concentrating on a class of Lotka-Volterra predator-prey models in which 
spatially dependent diffusion effects, together with bias dispersal, have been added. Bias dis- 
persal allows the species in this environment to use their perception to move toward favorable 
regions. The existence of dispersal can be seen as adding stability to the interaction [1], however, 
this existence can lead to the extinction of the species in the environment, which would not have 
been otherwise xposed to such circumstances [2]. For more information about predator-prey 
models and the effects of diffusion and bias dispersal, see [3]. 
It is of interest o ecologists tudying any number of species to attempt o determine the pop- 
ulation densities of these species throughout an environment, given some known characteristics 
about their dispersal behaviors. In this paper, the problem of parameter estimation applied to 
the Lotka-Volterra model with assumptions described above will be discussed. A stable numeri- 
cal marching scheme based on discrete mollification will be presented to recover the population 
densities, Sl(x, t) and S2(x, t), of two species, the predator and prey respectively, as well as the 
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diffusion coefficients al (x) and a2(x) satisfying: 
0t : 0-"-X a l  S1 "~- V lS1  --  blS1 q- dlS1S2, 0 < x <: 1, 0 < t < 1, 
_ ( 0S  ) (9S2 (9 a2-~x 2 + v2S2 + b2S2 - d2S1S2, 0 < x < 1, 0 < t < 1, 
Ot (gx 
Sk(O, t )=ak( t ) ,  O<t<l ,  k=l ,2 ,  
osk (o, t) 
Ox =/3k(t) ,  0<t<l ,  k=l ,2 ,  
Sk(x ,O)=Tk(x)  0<x<l ,  k = 1,2, 
ak (0) = r]k, k = I, 2, 
where vl(x, t) and v2(x, t) represent the advection flow, bias dispersal, of the predator and prey 
species and are known approximately throughout the domain [0,1] x [0, 1]. In this model, for 
simplicity, we are assuming that these two species are the only species in this habitat and their 
birth/death rates, bl and b2, are only affected by the number of predator and prey in the habitat. 
Their ir~teraction coefficients are represented by dl and d2. 
Note that, in this problem, ak, ilk, and 7k, for k = 1, 2, are only known approximately. The 
algorithm proposed in this paper does not require any information about the amount and/or 
characteristics of the noise in the data and the mollification parameters are chosen automatically 
at each step using the generalized cross validation (GCV) method. For general references to the 
GCV method, see [4,5]. 
If we assume that vl(x,t )  = v2(x,t) = v(x,t) ,  al(x) = a2(x) = a(x), bl = b2 = b, and that 
dl = d2 = d, this model is equivalent to recovering the densities functions f (x ,  t) and g(x, t), as 
well as a(x), satisfying: 
Ot- (gx  a f+vf  +bg, 0<x<l ,  
f (o, t) = o~ (t) + ,~ (t), o < t < 1, 
g (o , t )  = ~ (t) - ~ ( t ) ,  o < t < 1, 
oy(o,t) 
Ox = fll (t) +/~2 (t), 0 < t < 1, 
og(o ,  t) _ 9~ (t) - 9~ ( t ) ,  o < t < 1, 
Ox 
f (x, 0) = ~1 (x) + ~ (x) 0 < x < 1, 
a (0) = ~. 
0<t<l ,  
In [6], a numericM solution to this problem is proposed in the case where the linear birth/death 
rate b = 0. If one assumes that the only motion present in the above model is random, that is, 
v(x, t) = 0 throughout the entire domain [0, 1] x [0, 1], then, a stable numerical marching scheme 
for finding the parameters in this model, with applications in inverse heat conduction, can be 
found in [7]. 
In [1], Comins and Blatt extensively explore the dynamics of the Lotka-Volterra model with 
a heterogeneous environment and constant diffusion and bias dispersal. In order to do so, the 
parameters which determine the characteristics of the prey and predator environment are com- 
pared. As mentioned above, many different types of predator prey models have been studied. For 
further mathematical models involving interacting species in a spatially heterogeneous habitat, 
see [8,9]. 
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In this paper, the reader will find an overview of mollification and numerical differentiation, as 
well as other preliminary results, in Section 2. In Section 3, the numerical space marching scheme 
is described and the stability and error analysis is presented. Using this marching scheme, in 
Section 4, numerical results for an example in which diffusion is spatially dependent can be seen. 
2. MOLL IF ICAT ION AND NUMERICAL  D IFFERENTIAT ION 
2,,1. D iscrete  Mol l i f icat ion 
In this section, we will focus on the description of the discrete mollification method. Define K = 
{xi : i=  1 ,2 , . . . ,M}  C I=-  [0,1],where0 <x l  <x2 <- . .  <XM_< 1. Let G={gi}M=l  be 
the discrete function defined on K. We further set So = 0, SM = 1, and si = (1/2)(xi+1 ÷ xi) for 
i := 1, 2 , . . . ,  M - 1. Then, the 5-mollification of G is a convolution with the Gaussian kernel, 
{ p~ (t) = Ap5 - l  exp -~ , t E Ie, 
o, t ( th ,  
where I~ = [-ph, ph], 5 > 0, p > 0, and Ap = (f;peXp(-s2)ds) -1. That is, for every x E I~, 
i=1  ~-1 
2.2. Numer ica l  Di f ferent iat ion 
In this section, several important results describing the approximation of the function g are 
M summarized. Define G = {gi}~=l as the discrete version of g and G ~ -- {gi + e~ :leiI <:. c, 
i = 1, 2 , . . . ,  M}, where e is the maximum noise level, as a perturbed version of G. 
Let Do and Do 2 denote the first and second centered ifference operators, respectively. We 
define 
Do (g (x)) g (x + Ax) - g (x - Ax) Og 
2Ax Ox 
and 
Do 2 (g (x)) = g (x ÷ Ax) - 2g (x) + g (x - Ax) ~ 02g 
(Ax) 2 0x2 
on i~ = [p5 + Ax, 1 - p5 - Ax]. 
The following lemma, establishes the numerical convergence of centered difference discrete 
mollified differentiation for a fixed 5. 
LEMMA 2.1. If g is uniformly Lipschitz on I and the discrete functions G and G ~ satisfy [tG - 
G~]]~,K <_ e, then, there exist constants C and C~, such that 
[[J~ G~ - J~gllo~,i~ <- c (c + Ax)  , 
D°(J~G~) - ~xJ~g oo,[~-<C( e÷~A-----~x) + C~(Ax)2' 
and 
D2° ( J~G~) 07x2 J~g oo,[~ f e + Ax'~ - <_c\ 6~ ] +C~(Ax)2 
The proof of Lemma 2.1 can be found in [10]. 
We define the discrete mollified centered ifference D08(G) = D0(J~G)[i~nK, by restricting 
V)o(J~G) to the grid points of _Y~ • K. The next theorem states that Dg is bounded. 
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THEOREM 2.2. There exists a constant C, such that 
C 
IIDgCll ,Knr, < y IICIG,K 
The proof of this theorem can also be found in [10]. 
3.  THE ALGORITHM AND ERROR ANALYSIS 
In this section, we will introduce anumerical marching scheme based on mollification to recover 
the population densities of the predator and prey, St(x,t) and S2(x,t), as well as the diffusion 
coefficients for both species, al(x) and a2(x), satisfying the following: 
O---t Ox al S t+v lS1  -b lS I+d lS1S2,  O<x<l ,  O<t<l ,  
Ot Ox a2 $2+v2S2 +b2S2-d2S1S2, 0<x<l ,  0<t<l ,  
Sk(O,t)=ak(t),  O<t<l ,  k = 1,2, 
o& (o, t) 
Ox =ilk(t), 0<t<l ,  k=l ,2 ,  
Sk(x,0) = 7k(x), 0<x<l ,  k = 1,2, 
ak(0) = ~k, k = 1, 2, 
under the assumption that vk(x,t), ak(t), ~k(t), 7k(x), and ~k, for k = 1,2, are only known 
approximately. The available data v~(x,t), a~(t), fl~(t), 7~¢(x), and ~,  for k = 1, 2, are discrete 
noisy functions with maximum amount of noise e. In this algorithm, it will be necessary to ap- 
proximate these functions, as well as their first and second erivatives, from the given noisy data. 
The mollification method will be used to do so, however approximating higher-order derivatives 
from noisy data continues to be an inherently difficult problem. 
Further, the following assumption must be made in order to introduce a stable numerical 
marching scheme. 
ASSUMPTION 3.1. For all x e [0, 1], k = 1, 2, there exist constants ~k and (k, such that [ak(x)[ _> 
>¢k >0. ~k > 0 and ox - 
To begin, we must first stabilize the problem using the mollification method. This regularization 
process will be used to approximate ak(t), ilk(t), and 7k(x) from a~k(t), ]~(t), and 7~(x) for 
k = 1,2. &mollifications of ak(t) and ilk(t) will be taken with respect o t, using 5 (°) and 6k, 
respectively, k = 1, 2. Similarly, &mollifications of 7k(x) will be taken with respect o x, using 
~k for k = 1,2. The following numerical space marching scheme, along with the mollification 
method, will be employed to recover the diffusion coefficients, al (x) and a2 (x), and the regularized 
population densities, St(x, t) and S2(x, t), throughout the domain (x, t) E [0, 1] x [0, 1]. 
3.1. The Numer ica l  Marching Scheme 
Let Ax = h = 1/M and At = n = 1/N for constants M, N > 0 and let x~ = ih, for i E ZM+I, 
that is, i = 0, 1, . . . ,  M, and tj = jn, for j E ZN+I. We will define 
qk (ih, jn) -- ak (ih) OSk (ih, jn) Ox + v (ih, jn) Sk (ih, jn) ,  k = 1, 2. 
Table 1 introduces the discrete functions that will be discussed in the marching scheme as well 
as the functions that they are approximating. 
Analagous to Assumption 3.1, we make an assumption on the discrete approximations to ak (x) 
and Sk(x, 0) for k = 1, 2. 
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Table 1 
Discrete Function Discrete Approximation of
(for k = 1, 2) (for k -- 1, 2) 
R~,~~ &(~,~) 
Q(i'J) qk(ih, jn) 
O Sk ( ih, jn) Wk(i,J) 
Ot 
ak(ih) 
v(~ o & (~, o) 
OS~ (ih, O) 
o~ (ih, o) 
Ox2 
ASSUMPTION 3.2. For aI1 i E ~M+I, k = 1, 2, there exist constants ~k and ~k, such that [A(ki)[ >_ 
The space marching scheme follows, k = 1, 2. 
1. Set A (°) = ~7~. 
2. Select ~(o) ~k, ~k. 
3. Mollify a~(jn) and 13~(jn) with respect o t and set 
• R (°J) = Jz(ko)(a~(jn)), 
• Q~0,j) : A~O). J~k (Z~(jn)) + v(O, jn) .  J~(o) (a~(jn)).  
4. Perform mollified differentiation of a~(jn) in t ime and set 
• %(o,j) = D~(@)( . i ( j~) ) .  
5. Perform mollified differentiation of 7~(ih) in space and set 
• v~ ° = J~ (~i(~h)), 
• U~ (i) : D~(Jsk(~,~(ih))), 
• Uk ~(0 : D2( J$ , (~( ih) ) ) .  
Steps 6-11 define the numerical marching scheme. 
6. Set i -- 0. While i _< M - 1 perform Steps 7-11. 
7. Set R(~ +~'~) = R (~'~) + h/A( i)(Q k , ~ v~(ih,jn)R(~d)) • 
8. Set 
~iq-l,j) : Q~i,j) + h (W: i'j) + blR~ ''j) - t~l_r~ 1"1 D(i'J)D(i'J)'~-o.2 ) 
and 
9. Set 
~(~+1) : A~ i) 
- -  u2~t  2 "I" tL2xt  I 2 ) " 
and 
"¢2" (~+1) = A(20 + 
10. Choose ~k~(i+l), perform mollified differentiation of R (i÷lJ)k , with respect to t ime and set 
Wk(i+l,J) _ Dt (J~(k,+l ~(R(i+l'J))). 
11. i= i+ l .  
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3.2. Stabi l i ty Analysis 
In the following arguments, let IY(01 = maxk=l,2;jezN+l Y(~J) and llYII0o = maxiezM+l [Y~[. 
= • 5(4) Also, let ]5[-0o mlnk=l,2;iezM+l{ k , 5k,hk}, where [51_~ < 1. 
THEOREM 3.1. If Assumption 3.2 holds, then, there exist constants Co and C1, such that 
max{ R (L) ,tQ (L) , A (L) } ~exp(C0) (max{ R (°) , Q(0), A (o )}+C1) .  
PROOF. From the above marching scheme, bounds for ]R(~+I)], ]Q(~+I)], and ]A (~+I)] can be 
found. 
Under Assumption 3.2, 
h R(i) h 
~'+~, ~_ I ~.~ ÷ ~ (Q~'~ ÷ Jl~ll~ ) ~_ ~'~ ÷ ~ (~ + II~ll~ I~''~ ), 
where Ilv][~ = maxk=l,2 ]vk(ih, jn)l and ~ = mink=l,2{~k}. Applying Theorem 2.2, there exists 
a constant C, such that 
C R(0 . W(0 _< 
Thus, 
h A(~) 
-< +7 + ]INStil°° A(i) +C'h, 
where ~ = mink=l,2(~k}, ]]v~]]oo = maxk=l,2 ]o-~Vk(ih, 0)], C = maxk=l,2{]bk], ]dk]}, and C* = 
Let eR, > 0 be defined, such that eR, lRi] 2 _< 1 if 1/741 > 1 and eR, ---- 1, otherwise. If 
leM_oo = mini{eR~}, then, IR~] 2 < 21R~l/[~RI-oo and thus, 
< 
If we define K~ = max{(1/~)(1 + [[v][0o), (1/¢)(c/1~1-~ + Ilu~l[0o), C/l~l-0o + 3d}, then, 
max{lR( i+ l ) ,  Q( i+I) ,  A ( i+ I )}~(1- t - f~h) (max{ R (i) , Q(i), A(i)})-t-C*h. 
After L iterations, 
<_exp(K,)(max{R(°) ,Q(°) ,A (° ) t+~) .  
3.3. Error Analysis 
For each discrete function y(id) approximating the function yk(ih, jn), define the error as 
A y(id) = y(ij) _ yk(ih, jn) and let A (i) = max{JAR(i)], ]AQ(~)[, ]AA(i)]}. 
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THEOREM 3.2. If Assumption 3.2 holds and e, h, n --* O, then, 
IIAIG -~ o. 
PROOF. Define C, = maxa=l,2;iez~+~ {C (k,), C$a, G~k }, where G~,), Cjk, and C~k represent the 
upper bound, in magnitude, of higher-order derivatives of the convolution kernels corresponding 
to the radii of mollification fi(k 0, 6k, and 6k, respectively. Neglecting the &mollification on the 
already-mollified solutions Sk, q~, and ak, where k = 1,2, and their respective derivatives, upper 
bounds can be found for IAR(¢)1, IAQ(')1, and IAA(0[. 
aR(~'+~,J) I = an/',J) + h(+~ -~ (ih, j,~)), 
where 
¢1 = AQ~j qk(ih'jn)AA(~) 
A (i) A (0 ak(ih) 
and 
¢2-  ARGJ) Sk(ih'jn)AA(¢) 
A (0 A(ki)ak(ih) 
Applying Assumptions 3.1 and 3.2, 
aQ~,J) 
I¢~1 -< ~ + 




levi -< -= 
STk oo AA~i) 
~ 
where f = mink=l,2{fk}. Thus, 
AR (~+I) < AR (0 + Ch (AQ(*) I + IaR (*) + AA (0 ) .  
Applying Lemma 2.1, 
D, , .  0  (ih, jn) 
Ot 
Hence, 
Ch n) + hC~n 2 + 0 (h 2) < (aR(') + m 
To find a bound for the error in the diffusion coefficients, 
[hA (*+1) ~ [aA(*)[ + h (1¢1I + t¢~1 + (llv~lG + bk)IOal + dk 1¢41), 
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where 
¢2 = rrx(i) o ~ (ih, O) 
v(2 ) & (ih, o) 
¢3 = U2(i) -~° ~k (ih, 0)' 
rr(i) Tr(~) $1 (ih, O) $2 (ih, O) ~4 ~ ~1 "*" 2 
u2(~) £& (~h, o) 
1 1 
¢~ - u2 (~) £& (ih, o)' 
w( , ,o )  ~& (~h,o) 
U~ (~) °Sk  (ih, 0)' 
A (~)rr~:(') ak (ih) ~°-~Sk (ih, O) k ~k Oz 
and Ilvxll~ = maxk=l,2 I °vk(ih, 0)1. Notice that 
Dt (j~i,)R~,O)) 02,k(~h,O) O-  
~bl = ~Sk  (ih, O) ¢5 + 
U~(~) 
02 ~ TTxx(i)AA(i) . ak (ih) f =x(i) 
¢2=ak(ih)~x2Sk(ih, O)¢5+vk U~ (i)'''''k +~k( i  ) ~U~ - - -  
.(~) & (ih, o) Ca = Sk (ih, 0) ¢5 + vk - 
UkX(i) 
o5_ ) 
~x5 sk (ih, 0) , 
and 
¢4 = $1 (ih, O) $2 (ih, O) ¢5 + 
u, (~) (~')- ~(~h,o)) + 
Uk~(i) 
Sl (ih, O) (U(2 i) - S2 (in, o)) 
u;(~) 
According to Lemma 2.1, 
U (~)-~(ih,O) <C(4+h),  
U;(, ) 0 -  (ih, O) C - -~xSk <- ~5--~_ (e + h) + C~h 5, 
U; ~(') ox2Sk02 (ih, O) <- ~C (4 + h) + Csh 2. 
Therefore, 
c(  ) I ¢11-<~ AR (i) +e+h+n +C~(h2+n2), 
C h) C~h 2, ,¢5, <_ ~ ( ,.A.~ +4 + + 
C (e+h)+C~h2 ' 
C 1¢4] <- ~ (e + h) + C~h 2, 
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and 
AA(~+I ) < AA(~ ) + Ch 
N-oo 
If Co = m~{c/N~_~,  c~}, then, 
~( i+ l ) _~max{ AR(i-t -1) ,]AQ(i+I)I,[AA(i+I) } < (l ~-Coh) A(i)-~-Coh(d~-h-~n). 
Calculating L iterations, 
A(L) _< (ITCoh) L (A (°) +e+h-l-n) _<exp (Co) (A (°) +e+hTn). 
Since A (°) _< C/lSl_oo(e + h + k), for fixed 5, as e, h, and n tend to 0, so does Ilall~. m 
4. NUMERICAL  EXAMPLES 
In the following example, the discretized measured approximations of the initial and boundary 
data are modeled by adding random error to the exact data functions. In this example, the 
parameter p,which is discussed in Section 2.1, is chosen to be 3. Also, the radii of mollification, 5, 
have been chosen automatically, without any prior knowledge of the amount and character of the 
noise in the data, at each step using the GCV method. 
The error in the population densities, Sl(X,t) and S2(x, t), is measured by relative weighted 
/2-norms defined by 
(1 / (M+I ) (N+I ) )  2 ~ (ih, jn ) -R(~ J) 2 1/2 
i=o j=0 
(1/(M + 1) (N + 1)) ~ ~ [Sk (ih, jn)l 2 
i=0 j=0 
for k = 1, 2. The error in the diffusion coefficients, al(x) and a2(x), is determined in a similar 
manner. 
In [1,3], the dynamics of a class of Lotka-Volterra model in which the environment is het- 
erogeneous and which includes bias dispersal is fully explored. However, in these models, the 
diffusion coefficients, al and a2, as well as the terms associated with bias dispersal, vl and v2, 
are assumed to be constant. The following example xhibits a parameter estimation problem 
in which the algorithm, described in Section 3.1, approximates both population densities and 
spatially dependent diffusion coefficients hroughout the entire domain. 
EXAMPLE 1. Identify Sl(x,t),  S2(z,t), al(x), and a2(x ) satisfying : 
O--i- = Ox al Sl + vlSl  -S1+S1S2,  
O~ - Ox a2 $2+v2S2 +$2-$1S2,  
$1(0, t) = e t, 
s2(o, t) = 2 - t, 
0S 1 (0, t) O~ = et' 
os2 (o, t) 
Ox = 2, 
$1 (x, O) = e x, 
S2(x, O) = 2z + 2, 
al(o) = 6, 
a2(O) = 4. 
0<x<l ,  
0<x<l ,  
0<t<l ,  
0<t<l ,  
0<t<l ,  
0<t<l ,  
0<x<l ,  
0<x<l ,  
0<t<l ,  
0<t<l ,  
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Note that in this example, vl (x ,  t) = x ÷ t and 
v2 (x ,  t)  = e~+t  (t - 2x )  + x (2 - t + ~) 
t -2 (1  -x )  
are known approximately throughout the domain. Also, bl = b2 -- 1 and dl = d2 = 1. 
The exact solution is 
x 
a l  (x )  = 2 - 3~ + 4e -~,  as (~)  = 4 - ~, 
•1 (2C, t) ~-- e x'bt, and $2 (x, t) = 2x - t + 2. 
Table 2. Relative l2 errors. 
l 2 error of : 
Ax=At  
0.001 0.0315 0.0137 0.0151 
1 
0.005 0.0255 0.01403 0,0136 
32 
0.010 0.0287 0.0124 0.0139 
0.001 0.0199 0.0082 0.0105 
1 
0.005 0.0167 0.0086 0.0094 
64 
0.010 0.0154 0,0058 0.0089 
0.001 0.0115 0.0038 0,0058 
1 
0.005 0.0116 0.0037 0.0065 
128 
0.010 0.0052 0.0036 0,0040 
0S1 0S2 
s2(=, t) Ot at 
0.0242 0.1057 0.0166 
0.0244 0.1032 0.0154 
0.0217 0.0944 0.0208 
0.01252 0.0714 0.0089 
0.0126 0.0622 0.0081 
0.0134 0.0713 0.0073 
0.0063 0.0382 0.0039 
0.0059 0.0355 0.0049 
0.0088 0.0365 0.0047 
0.25 0.5 0.75 1 a.25 o,5 0.']5 '~ 
Figure 1. Approximate and exact predator diffusion, al (x), (left) and prey diffusion, 






0 25 0 5 0 75 1 
Figure 2. Approximate and exact predator population density, Sz(x, 1), (left) and 
prey population density, S2(x, 1), (right) with Ax = At = 1/128 and e = .01. 
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:Note that random error with maximum agnitude e is added to the initial and boundary data. 
This error is uniformly distributed in I-e, e]. Table 2 shows the discrete relative 12 errors of the 
functions being predicted by this algorithm for several values of e and Ax. This table verifies 
that continuity with respect to perturbations in the data has been restored for this example. 
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