A family of predictor-corrector exponential Numerov-type methods is developed for the numerical integration of the one-dimensional Schr odinger equation. The formula considered contains certain free parameters which allow it to be tted automatically to exponential functions. The new methods are very simple and integrate more exponential functions than both the well known fourth order Numerov type exponentially tted methods and the sixth algebraic order Runge-Kutta type methods. Numerical results also indicate that the new methods are much more accurate than the other exponentially tted methods mentioned above.
INTRODUCTION
In recent years the radial Schr odinger equation has been the subject of great research activity, the aim being to achieve a fast and reliable algorithm that generates a numerical solution (see [8] [9] [10] [11] [12] 
Equations of this type occur very frequently in theoretical physics, see for example 14] , and there is a real need to be able to solve them both e ciently and reliably by numerical methods. In (1), k 2 is a real number denoting the energy, l is a given integer and V is a given function which denotes the potential. The function W(x) = l(l + 1)=x 2 + V (x) denotes the e ective potential, which satis es W(x) ! 0 as x ! 1. The boundary conditions are: y(0) = 0 (2) and a second boundary condition, for large values of x, determined by physical considerations. Boundary value methods based on either collocation or nite di erences are not very popular for the solution of (1) due to the fact that the problem is posed on an in nite interval. Initial value methods, such as shooting, need to take into account the fact that j y 0 (x) j is very large near x = 0. So, it is very inappropriate to use standard library packages for the numerical solution of (1) .
One of the most popular methods for the solution of (1) is Numerov's method. This method is only of order four, but in practice it has been found to have a superior performance to certain higher order four-step methods. The reason for this, as proved in 21] , is that the Numerov method has the same phase-lag order as the four-step methods but it has a larger interval of periodicity. Another disadvantage of the four-step methods is that with these methods we need more starting values. These reasons suggest that the investigation of linear multistep methods is not a fruitful way of deriving e cient high order methods.
An alternative approach to deriving higher order methods for (1) was given by Cash and Raptis 2] . In 2], a sixth order Runge-Kutta type method with a large interval of periodicity was derived. This method has a phase-lag of order six (while Numerov's method has phase-lag of order four) and a much larger interval of periodicity than the method of Numerov.
Another approach for developing e cient methods for the solution of (1) is to use exponential tting. Raptis and Allison 19] have derived a Numerov type exponentially tted method. Numerical results presented in 19] indicate that these tted methods are much more e cient than Numerov's method for the solution of (1). Many authors have investigated the idea of exponential tting, since Raptis and Allison. Perhaps the most signi cant work in this general area was that of Ixaru and Rizea 7] . They showed that for the resonance problem de ned by (1) it is generally more e cient to derive methods which exactly integrate functions of the form f1; x; x 2 ; : : :; x p ; exp( vx); x exp( vx); : : :; x m exp( vx)g; (3) where v is the frequency of the problem, than to use classical exponential tting methods.
From the error analysis developed in 25], the main reason for this is that, when the classical exponential tting methods are applied to Schr odinger's equation, the leading coe cients in the asymptotic expansion of their local truncation errors depend on the energy k. For many problems of interest, these leading coe cients are large in modulus. For the method obtained by Ixaru and Rizea 7] we have m = 1 and p = 1. A powerful low order method of this type (with m = 2 and p = 0) was developed by Raptis 16] . Simos 22] has derived a four-step method of this type which integrates more exponential functions and gives much more accurate results than the four-step methods of Raptis 15, 17] . For this method we have m = 3 and p = 0. Simos 23] has derived a family of four-step methods which give more e cient results than other four-step methods. In particular, he has derived methods with m = 0 and p = 5, m = 1 and p = 3, m = 2 and p = 1 and nally m = 3 and p = 0. Also Raptis and Cash 20] have derived a two-step method tted to (3) with m = 0 and p = 5 based on the well known Runge-Kutta-type sixth order formula of Cash and Raptis 2] . The method of Cash, Raptis and Simos 3] is also based on the formula proposed in 2] and is tted to (3) with m = 1 and p = 3. The purpose of this paper is to derive a family of Numerov-type predictor-corrector methods tted to (3) and in particular to derive methods with m = 0 and p = 7, m = 1 and p = 5, m = 2 and p = 3, and m = 3 and p = 1, i.e. to derive methods which integrate more functions of the form (3) than the methods proposed previously. We note also that the above mentioned values of m and p are the largest values which we can obtain for this method. The new methods are (i) very simple compared with the well known Runge-Kutta type methods, and (ii) much more accurate than the exponentially-tted methods obtained from Numerov's method and from the sixth order Runge-Kutta-type methods because they integrate exactly more exponential functions. We have applied the new methods to the resonance problem (which arises from the one-dimensional Schr odinger equation) with two di erent types of potential. Note that the resonance problem is the most di cult to solve of all the problems based on the one-dimensional Schr odinger equation because it has highly oscillatory solutions, especially for large resonances (see section 4). We have also applied the new methods to the bound-states problem.
THE NEW FAMILY OF METHODS
Consider the family of methods: y n = y n ? ah where, for example, y 00 n+1 = f(x n+1 )y n+1 with x n+1 = x n + h and f(x n+1 ) = l(l + 1)=x
Similarly, y 00 n = f(x n )y n , y 00 n = f(x n )y n . We have chosen to consider this family of methods because it has four free parameters. This is su cient to allow the construction of methods which integrate more exponential functions than the Runge-Kutta-type methods, with algebraic order six, proposed by Cash, Raptis and Simos 2, 3, 24] . When solving Schr odinger's equation numerically, it follows from 6, 7, 19, 21] that the ability to integrate exactly as many of the exponential functions (3) as possible (i.e. with m as large as possible) is an important property for a numerical method to possess. The new family of methods (4) has only four free parameters while the RungeKutta-type methods of Cash, Raptis and Simos have at least eleven free parameters, making the derivation of suitable methods very di cult. Also the structure of the Runge-Kuttatype methods makes the calculation of a resonance very expensive since a lot of function evaluations are required.
We require that the family of methods (4) 
The method (4) integrates exactly the functions 1, x. Demanding that (4) integrates (6) 
The above formula for a is subject to heavy cancellations for small values of w = vh. In this case it is much more convenient to use the following series expansion for the coe cient a of the method: These expressions for a and b are subject to heavy cancellations for small values of w = vh. In this case it is much more convenient to use the following series expansions: 
where D(w) = ?256w cos( x)g (18) 3 STABILITY ANALYSIS If we apply the method (4) (22) where is a real function of H = sh.
De nition 2 13]
A method is said to be P-stable if its interval of periodicity is (0; 1).
De nition 3 A method is said to be almost P-stable if its interval of periodicity is (0; 1)?S, where S is a set of distinct points.
Remark 1 A symmetric two-step method with stability polynomial given by (21) Table 1 we list the properties of the two-step exponentially tted methods introduced in this paper, together with the corresponding properties of some two-step exponentially tted methods presented previously in the literature. We note that all the methods are implicit.
The new methods are of algebraic order four and have the same interval of periodicity as the other well known exponentially-tted methods listed in Table 1 . The hybrid methods listed in Table 1 have algebraic order six. However, the new methods integrate exactly more functions of the form (3) than the hybrid methods. The crucial concern when solving the Schr odinger equation is that the numerical method should integrate exactly the functions 
for x greater than some value X. The above equation has linearly independent solutions kxj l (kx) and kxn l (kx), where j l (kx); n l (kx) are the spherical Bessel and Neumann functions respectively. Thus the solution of equation (1) has (when x ! 0) the asymptotic form y(x) ' Akxj l (kx) ? Bkxn l (kx) ' AC sin(kx ? l=2) + tan l cos(kx ? l=2)] (27) where l is the phase shift that may be calculated from the formula tan l = y(x 2 )S(x 1 ) ? y(x 1 )S(x 2 ) y(x 1 )C(x 2 ) ? y(x 2 )C(x 1 ) (28) for x 1 and x 2 distinct points on the asymptotic region (for which we have that x 1 is the right hand end point of the interval of integration and x 2 = x 1 ? h, h is the stepsize) with S(x) = kxj l (kx) and C(x) = kxn l (kx).
Since the problem is treated as an initial-value problem, one needs y 0 and y 1 before starting a two-step method. From the initial condition, y 0 = 0. It can be shown that, for values of x close to the origin, the solution behaves like y(x) cx l+1 as x ! 0, where c is an independent constant. In view of this we take y 1 = h l+1 2, 21] . With these starting values we evaluate at x 1 of the asymptotic region the phase shift l and the normalization factor C from the above relations.
For positive energies one has the so-called resonance problem. This problem consists either of nding the phase shift (E) = l or nding those E, for E 2 1; 1000], at which equals =2. We actually solve the latter problem, known as \the resonance problem" when The numerical results obtained for the nine methods were compared with the analytic solution of the Woods-Saxon potential resonance problem, rounded to six decimal places. Table 2 shows the absolute errors of the eigenenergies in 10 ?7 units and the CPU time required for the calculation for di erent choices of constant stepsize, which are shown in column 2. The empty areas indicate that the corresponding absolute errors are larger than 1.
The performance of the di erent methods is dependent on the choice of the tting parameter v. For the purpose of obtaining our numerical results it is appropriate to choose v in the way suggested by Ixaru and Rizea 7] . That is, we choose: 
Modi ed Woods-Saxon Potential
In Table 3 some results obtained with another potential in (24) are shown. This potential is
where V W is the Woods-Saxon potential (25) . For the purpose of our numerical experiments we use the same parameters as in 7], i.e. D = 20; l = 2. Since V (x) is singular at the origin, we use the special strategy of 7]. We start the integration from a point > 0 and the initial values y( ) and y( + h) for the integration scheme are obtained using a perturbative method (see 6]). As in 7] we use the value = 1 4 14 for our numerical experiments.
For the purpose of obtaining our numerical results it is appropriate to choose v in the way suggested by Ixaru and Rizea 7] . That is, we choose: In order to solve this problem numerically we use a strategy which has been proposed by Cooley 5] and has been improved by Blatt 1] . This strategy involves integrating forward from the point x = 0, backward from the point x b = 15 and matching up the solution at some internal point in the range of integration. As initial conditions for the backward integration we take ( 
where h is the steplength of integration of the numerical method. The true solutions to the Woods-Saxon bound-states problem were obtained correct to nine decimal places using the analytic solution and the numerical results obtained for the nine methods mentioned above were compared to this true solution. In Table 4 we present the absolute errors of the eigenenergies in 10 ?9 units and the CPU time required for the calculation for di erent choices of constant stepsize, which are shown in column 2. The empty areas indicate that the corresponding absolute errors are larger than 1.
For the purpose of obtaining our numerical results it is appropriate to choose in the way suggested by Ixaru and Rizea 7] and given by equation (29) of section 4.1.
All computations were carried out on an IBM PC-AT compatible 80486 using double precision arithmetic (16 signi cant digits precision).
Conclusion
The methods proposed in this paper are very simple (compared to the Runge-Kutta-type hybrid methods of Raptis and Cash) and much more accurate than the Numerov-type methods of Raptis 
If we substitute in (32) the values of b 0 ; b 1 ; a and b, given in (9), (11), (13) and (15), with w = vh = ish = iH (since the frequency of the problem y 00 = ?s 2 y is equal to is), we have (23).
