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The Lagrange multiplier rule has been generalized to certain noncalculus of variations problems by Graves,f Hahn,J and the author. § Moreover a very general problem was formulated by L. A. Lusternik.|| However his work seems to rest upon a theorem which is stated without proof and which the author is unable to verify. There are also certain other difficulties with his proof. The problem herein presented is so formulated that the problem of Bolza in the calculus of variations, the problems treated by Graves, Hahn, and the author, and the problem of minimizing a functional defined upon an arbitrary Banach space subject to very general numerically-valued side conditions, and numerous other examples are included as special cases.
The proof proceeds along lines which are essentially generalizations of the methods of the calculus of variations. This demonstration is made possible by the very powerful implicit function theorems of Hildebrandt and Graves^ and yields analogs of the transversality condition and of the Euler-Lagrange equations. Some instances which explain the number of linear spaces involved are given in the concluding section.
Definitions and assumptions.
In order to obtain our statement and proof of the multiplier rule it is convenient to refer to five normed linear spaces 9K, 9Î, 36, U, 33, of which ÜD?, U, and 33 are assumed to be complete. It is further supposed that 9Wo, 9to, and Xo are regions of their respective spaces. We shall then be concerned with the following basis:
A. ƒ and \f/ k j (k = 1, • • • , q), where q is an arbitrary integer, are real-valued functions defined on the composite* (Xo, 9Ko) of Xo and 9ft o, each of which has a first differential at some fixed point (xo, /z 0 ). Moreover the functionals \p k y (k = l, • • • , q), vanish at this point (xo, MO).
B. w = 0i(#o, Mo, VQ) is an operation of class C' defined on (Xo, 9ïîo, 9to), and having its functional values in U; and v 0 = n(xo, MO) is defined over (Xo, SDto), has its values in 9Î 0 , is of class C", and is such that 0i [#o, Mo, w(xo, MO)]=O W , the zero element in the space U. (Analogous notations will be used for the zero points in the various spaces treated.)
C. There is an operation z/ = 0 2 (ffo, Mo, vo) of class C", which is defined on a neighborhood of the point The existence and unicity of the solution is an immediate consequence of assumption C\ and the last assertion in the corollary can be established by setting xo = xo+ax, vo = Vo+av, u = al/,v = v+aV, and Mo = Mi(xo, vo, u, v) in equations (2.1) and differentiating the resulting identities in a at a = 0.
Then to obtain the desired imbedding theorems we make a final assumption.
E. Either the function M\, mentioned above, is independent of Vo, or the transformation Mi[xo, Vo, Ou, v; d^Xo, MOÎM)] has a linear continuous reciprocal.
It follows readily from Lemma 2.1 that if M\ is independent of vo and if M(x 0 , u, v) is defined to be Mi (xo, vo, u, v) , then the functions <j>\ [xo, M(x 0 , u, v) , vo], 02 [#o, M(xo, u, v) , vo] are independent of VQ, at least for (x 0 , vo, u, v) sufficiently near to (xo, Vo, 0 U , v) . (xo, u, v) in some neighborhood of (x 0 , 0 U , v) .
From what has been said above it suffices to consider the case where Mi is not independent of VQ. Hence the equation
has a solution MO = M(xo, u, v) which is effective in the theorem.
Similarly a consideration of the equation
* See paper I, p. 65, and paper IV, p. 150. Then making use, on the one hand, of the definitions of P and <£i, and on the other hand of Corollary 2.3, we obtain the desired conclusion.
4. Instances of the theory. We shall illustrate the generality of our theory by working out two special cases, the minima of functions of several variables and the problem of Bolza in the calculus of variations. However the theory also includes the situations treated by Hahn, Graves, and the author, as well as many others.
Consider first the problem of minimizing a real-valued function g{x\, -• • ,x m ) of m real variables in the class of points Xo = (#i, • • -,x m ) satisfying equations hk(xo) = 0, (k = l, • • • , q). It is assumed that g has a minimum at a point x 0 in this class and that g and h k have first differentials at this point. Then to indicate the applicability of our theory to this case we choose the sets SD?, Sft, 9ft 0 , 5fto, U, and 33 to be equal to the set of real numbers, 36 to be the ra-dimensional euclidean space, and ïo to be the region of definition of To complete our transformation of the problem of Bolza we define </>i(xo, Mo, vo) to be the set of m functions
and n(xo, Mo) to be the set of s functions of (xo, Mo) which appear in the right members of equations (4.1). It is then a simple matter to verify assumptions A through D of §1, if it is assumed that the matrix <t> ayi * of partial derivatives has rank m along the minimizing arc. Assumption E can be verified without difficulty by making use of the theory of Vol terra integral equations.
The functional J appearing in our multiplier rule can be shown* to be representable as -I u a (x)\ a (x)dx.
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Now, if we define F to be /o^+Xa</>«, identity (1) 
