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Weyl Closure of a Linear Differential Operator
HARRISON TSAI
University of California, Berkeley, U.S.A.
We study the Weyl closure Cl(L) = K(x)〈∂〉L ∩D for an operator L of the first Weyl
algebra D = K〈x, ∂〉. We give an algorithm to compute Cl(L) and we describe its initial
ideal under the order filtration. Our main application is an algorithm for constructing
a Jordan–Ho¨lder series for a holonomic D-module and a formula for its length. Using
the closure, we also reproduce a result of Stro¨mbeck (1978), who described the initial
ideals of left ideals of D under the order filtration, and a result of Cannings and Holland
(1994), who described the isomorphism classes of right ideals of D.
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1. Introduction
Let D = K〈x, ∂〉 be the first Weyl algebra over an algebraically closed field K of charac-
teristic zero. In this article, we shall investigate the Weyl closure of an operator L ∈ D.
Definition 1.1. The Weyl closure Cl(L) of L ∈ D is the ideal
Cl(L) := K(x)〈∂〉L ∩D.
Let us remark that for a left ideal I ⊂ D, we can also define its closure as the ideal
Cl(I) := K(x)〈∂〉I ∩ D. However, since K(x)〈∂〉 is a principal ideal domain (PID),
the ideal K(x)〈∂〉I is generated by any element L ∈ I having minimal order. Then
Cl(I) = Cl(L), so from now on, we shall only discuss the closure of a single operator. In
a forthcoming article (Tsai, unpublished date), we shall discuss the Weyl closure of a left
ideal in the nth Weyl algebra Dn.
Suppose K = C and the operator L has order n. If λ ∈ C is a nonsingular point,
then in a neighborhood of λ, L has a vector space V (L) of dimension n of holomorphic
solutions. In this case, the closure of L is equivalently the annihilating ideal of V (L)
in D. From another perspective, the closure of L also arises naturally when considering
the support of D/DL. In particular, Cl(L)/DL is the submodule of D/DL consisting of
elements which are supported on a finite subset of K.
Our article contains three main results. First, we give an algorithm to compute the
closure Cl(L) (see Algorithms 2.2, 3.3 and 3.4). This algorithm is an application of the
restriction algorithm due to Oaku and Takayama (1998). As a corollary, we can describe
the space of isomorphism classes of left ideals of D, a result first obtained by Cannings
and Holland (1994), and we obtain an algorithm to determine the isomorphism class of
a left ideal from its generators (see Theorem 7.1 and Algorithm 7.2). Second, we give
a combinatorial description of the initial ideal of Cl(L) under the order filtration in
terms of certain solution spaces of L (see Theorems 2.5, 3.7 and Corollary 4.3). As a
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corollary, we obtain another proof of Stro¨mbeck’s inequality (Stro¨mbeck, 1978), which
describes the possible initial ideals under the order filtration (see Theorem 6.1). Third,
we use the closure to give an algorithmic construction of a Jordan–Ho¨lder series for a
holonomic D-module and a formula for its length (see Theorem 5.1 and Algorithm 5.6).
As a corollary, we obtain a criteria for when an operator L generates a maximal ideal in
D (see Corollary 5.5).
Before beginning with the technical details, let us present an example.
Example 1.2. Consider the operator
L = x2(x− 1)(x− 3)∂2 − (6x3 − 20x2 + 12x)∂ + (12x2 − 32x+ 12).
Our interest in L comes from the fact that the classical solution space of L consists of
polynomials. They form the vector space V = SpanK{x4, x(x − 1)2}. Then ∂5 ∈ Cl(L)
but ∂5 /∈ DL. In fact, our algorithm finds
Cl(L) = D · {L, ∂5} ⊂ D
in(0,1)(Cl(L)) = 〈x2(x− 1)(x− 3)ξ2, xξ3, ξ5〉 ⊂ K[x, ξ].
Finally, we observe a combinatorial relationship between the above generators of the
initial ideal and the following property of the solution space V . At x = 0, the solutions
have multiplicity 1 and 4, at x = 1 and x = 3, the solutions have multiplicity 0 and 2,
and at all remaining points, the solutions have multiplicity 0 and 1. This relationship will
be made precise in Section 5 using the notion of cotype. In fact for general L, we shall
see that the correct relationship is between the initial ideal in(0,1)(Cl(L)) and “solutions”
of L in various spaces K[x]/〈(x− λ)i〉.
We shall adopt the following notation in this paper. For a ring A and an A-module
M , we denote by A · {m1, . . . ,mk} the left A-submodule generated by the elements
{m1, . . . ,mk} ∈ M . If A is commutative, we alternatively denote this submodule by
〈m1, . . . ,mk〉. Also, when k = 1 we denote by Am the cyclic submodule generated by m.
2. Local Closure
In this section, we define the local closure, give an algorithm to compute it, and describe
its initial ideal with respect to the order filtration refined by the V-filtration. These results
will then be applied in Section 3 to the study of Cl(L).
Definition 2.1. The local closure Clλ(L) of L ∈ D at x = λ is the ideal
Clλ(L) = K[x, (x− λ)−1]〈∂〉L ∩D.
Algorithm 2.2. (Local closure at x = λ)
1. INPUT: L = pn(x)∂n + · · ·+ p0(x) ∈ D.
2. B-FUNCTION: Rewrite L as
L =
s∑
i=r
ζiqi(θλ) ζi =
{
∂−i if i ≤ 0
(x− λ)i if i > 0
where θλ = (x− λ)∂ and qr(θ) 6= 0.
Weyl Closure 749
3. CRITICAL EXPONENT: Set m equal to the maximum integer root of qr(θ) if it
is greater than 0. Otherwise, set m equal to 0.
4. KERNEL: If m + r < 0, set B = 0. Otherwise, compute a basis B for the kernel
of the (m+ 1)× (m+ r+ 1) matrix [Rλ(L)ij ]0≤i≤m,0≤j≤m+r, whose entry in row i
and column j is
Rλ(L)ij =
{
qj−i(i) if i ≥ j
j(j − 1) · · · (i+ 1)qj−i(i) if i < j. (2.1)
For each ~v = [v0, v1, . . . , vm+r]t ∈ B, set pv =
∑m+r
i=0 vi∂
i.
5. OUTPUT: {L, (x− λ)−1pvL : ~v ∈ B}, a set of generators for Clλ(L).
Proof. (Correctness of Algorithm 2.2) The algorithm is an application of the
restriction algorithm due to Oaku and Takayama for the special case of D/DL restricted
to the point x = λ. The details which we present are implicit in their paper (1998).
The first observation is that the local closure arises naturally when considering the
following torsion of D/DL:
H0x−λ
(
D
DL
)
=
Clλ(L)
DL
⊂ D
DL
.
To compute the local closure, it thus suffices to compute generators of H0x−λ(D/DL)
and lift them to D. The lifted generators together with the element L are then a set of
generators for Clλ(L).
Let us now discuss the computation of H0x−λ(D/DL). The main idea is to use Kashi-
wara’s equivalence, which states that
H0x−λ
(
D
DL
)
=
∞⊕
i=0
∂i ker[x− λ]
where
ker[x− λ] = {T ∈ D/DL : (x− λ)T = 0}.
In particular, H0x−λ(D/DL) is generated as a D-module by ker[x − λ], which we prefer
to think of as the cohomology in degree −1 of the complex
0→ D
DL
(x−λ)◦−→ D
DL
→ 0 T 7→ (x− λ)T.
This complex is the restriction of D/DL to the point x = λ and is equivalent to the
complex
0→ D
(x− λ)D
◦L−→ D
(x− λ)D → 0 T 7→ TL (2.2)
since both complexes are quasi-isomorphic to the total complex of
0 0
↑ ↑
0 → D → D → 0
↑ ↑
0 → D → D → 0
↑ ↑
0 0
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where the horizontal maps are left multiplication by x−λ and the vertical maps are right
multiplication by L.
So it suffices to analyze the complex (2.2). The module D/(x−λ)D has basis {∂j}∞j=0
and can thus be viewed (as vector space) as the polynomial ring C[∂]. With respect to
this basis, right multiplication by (x− λ) becomes differentiation, i.e.
∂j(x− λ) = (x− λ)∂j + j∂j−1 = j∂j−1 ∈ D
(x− λ)D.
It follows that right multiplication of ∂j by ζkqk(θλ) is
∂jζkqk(θλ) =
{
qk(j − k)∂j−k if k ≤ 0
[j]kqk(j − k)∂j−k if k > 0
where
[j]k = j(j − 1) · · · (j − (k − 1)).
In particular, if we identify the element
∑
i ai∂
i ∈ D/(x − λ)D with the column vector
~a = [a0, a1, . . .]t, then the element
(∑
i ai∂
i
)
L ∈ D/(x− λ)D is identified with Rλ(L)~a,
where [Rλ(L)ij ]i,j∈N is the infinite matrix with entries given by (2.1). Written out, the
matrix Rλ(L) looks like,
Rλ(L) =

q0(0) [1]1q1(0) [2]2q2(0) [3]3q3(0) [4]4q4(0) · · ·
q−1(1) q0(1) [2]1q1(1) [3]2q2(1) [4]3q3(1) · · ·
q−2(2) q−1(2) q0(2) [3]1q1(2) [4]2q2(2) · · ·
q−3(3) q−2(3) q−1(3) q0(3) [4]1q1(3) · · ·
q−4(4) q−3(4) q−2(4) q−1(4) q0(4) · · ·
...
...
...
...
...
. . .
 .
Observe that Rλ(L) is identically 0 below the diagonal with entries qr(i). Consequently,
if m is the maximum integer root of qr(θ), then the kernel of Rλ(L) comes from the
kernel of the (m+ 1)× (m+ r + 1) upper left submatrix of Rλ(L).
It follows that the elements {pv : ~v ∈ B} of step 4 form a basis for the subspace
ker
(
D/(x− λ)D ◦L→ D/(x− λ)D
)
. From the equivalence of complexes observed earlier
in the proof, the elements {(x − λ)−1pvL : ~v ∈ B} form a basis for ker[x − λ]. This
concludes the proof of correctness.2
Example 2.3. Let us compute the local closure of L in Example 1.2 at the point x = 0.
For step 2, we rewrite L as
L = (3θ2 − 15θ + 12) + x(−4θ2 + 24θ − 32) + x2(θ2 − 7θ + 12).
For step 3, the maximum integral root of 3θ2 − 15θ + 12 is θ = 4. For step 4, we form
the matrix
R0(L) =

12 −32 24 0 0
0 0 −24 36 0
0 0 −6 0 24
0 0 0 −6 16
0 0 0 0 0

whose kernel has basis B = {[8, 3, 0, 0, 0]t, [0, 9, 12, 8, 3]t}. Then p[8,3,0,0,0]t = 3∂ + 8 and
p[0,9,12,8,3]t = 3∂4 + 8∂3 + 12∂2 + 9∂. For step 5, generators of the local closure Cl0(L)
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are thus,
L = (x4 − 4x3 + 3x2)∂2 − (6x3 − 20x2 + 12x)∂ + (12x2 − 32x+ 12)
1
x
p[8,3,0,0,0]tL = (3x3 − 12x2 + 9x)∂3 + (8x3 − 38x2 + 48x− 18)∂2
−(48x2 − 142x+ 72)∂ + (96x− 184)
1
x
p[0,9,12,8,3]tL = (3x3 − 12x2 + 9x)∂6 + (8x3 − 2x2 − 60x+ 36)∂5
+(12x3 − 56x)∂4 + (9x3 − 12x2 − 69x+ 56)∂3
−(18x2 + 72x− 138)∂2 − (54x− 216)∂ + 216.
Let us now describe the initial ideal of Clλ(L) coming from the order filtration refined
by the V-filtration at the point x = λ. Equivalently, we describe a standard basis for
Clλ(L) in the sense of Brianc¸on and Maisonobe (1984) at x = λ. For more details on
Gro¨bner bases in the Weyl algebra, a good reference is Saito et al. (1999).
Definition 2.4. For T = pn(x)∂n + · · ·+ p0(x) and I ⊂ D a left ideal, let
inλ(T ) := (x− λ)ordλ(pn)ξn ∈ K[x, ξ]
inλ(I) := SpanK{inλ(T )|T ∈ I} ⊂ K[x, ξ]
where ordλ(f) is the order of vanishing of a polynomial f at the point x = λ.
In the following theorem, we describe the initial ideal of an ideal I having the property
that DL ⊂ I ⊂ Clλ(L).
Theorem 2.5. Let V ⊂ ker
(
D/(x− λ)D ◦L→ D/(x− λ)D
)
be a linear subspace, let
{f0(∂), . . . , fs(∂)} be a basis of V with the property that deg(fi) < deg(fi+1) for all
i, and let I(V ) ⊂ D be the left ideal D · {L, (x− λ)−1vL : v ∈ V }. Then
inλ(I(V )) = 〈inλ(L), (x− λ)−(i+1)ξdeg(fi)−iinλ(L) : 0 ≤ i ≤ s〉.
Recall that Clλ(L) = I(V ) if V = ker
(
D/(x− λ)D ◦L→ D/(x− λ)D
)
.
Proof. To simplify notation, we assume that λ = 0 and we write “in” for “inλ”. We wish
to construct a Gro¨bner basis for I(V ) = D · {L, x−1f0(∂)L, . . . , x−1fs(∂)L}. Since all of
the generators are left multiples of L in K[x, x−1]〈∂〉, let us consider the D-submodule
M = D · {1, x−1f0(∂), . . . , x−1fs(∂)} ⊂ K[x, x−1]〈∂〉.
We can extend Definition 2.4 to K[x, x−1]〈∂〉 as follows. For an element T = pn(x)∂n +
· · ·+ p0(x) ∈ K[x, x−1]〈∂〉, let
in(T ) := xord0(pn)ξn ∈ K[x, x−1, ξ]
in(M) := SpanK{in(T )|T ∈M} ⊂ K[x, x−1, ξ]
where ord0(f) is the order of f at the point x = 0. Observe that in(M) is not an ideal of
K[x, x−1, ξ] but a K[x, ξ]-submodule. Let us now define a Gro¨bner basis of M to be a set
of elements {T1, . . . , Tm} ⊂ M such that in(M) is generated by {in(T1), . . . , in(Tm)} as
a K[x, ξ]-module. It then follows that the set {T1L, . . . , TmL} ⊂ I(V ) is a Gro¨bner basis
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for I(V ) because I(V ) = ML and in(I(V )) = in(M)in(L). So to construct a Gro¨bner
basis for I(V ), it suffices to construct a Gro¨bner basis for M and multiply it on the right
by L.
In the remainder of the proof, we describe a Gro¨bner basis of M . An arbitrary element
T ∈M , after being reduced against {1} ∈M , can be written as
T = p0(∂)x−1f0(∂) + · · ·+ ps(∂)x−1fs(∂)
where pi(∂) ∈ K[∂]. Then T has a left normally ordered form,
T =
∑
i≥1,j≥0
tijx
−i∂j .
Case 1. Let us now assume that fi(∂) = ∂ri with ri < ri+1 for all i. Then M is torus
invariant, or equivalently, homogeneous with respect to the weight vector (−1, 1). In this
case, an arbitrary element T ∈M can be decomposed into its homogeneous components
Ti ∈ M , and hence to compute the initial ideal, it suffices to consider only the initial
forms of homogenous elements.
So let T ∈M be a homogeneous element of weight d+ 1, and define n to be such that
rn ≤ d < rn+1. Then we can write
T =
n∑
i=0
ai∂
d−rix−1∂ri =
n∑
i=0
d−ri∑
j=0
ai[d− ri]jx−j−1∂d−j =
∑
j≥0
n∑
i=0
ai[d− ri]jx−j−1∂d−j
where
[d− ri]j =
{
1 if j = 0
(−1)j(d− ri)(d− ri − 1) . . . (d− ri − j + 1) if j > 0
}
.
If we set bj =
∑n
i=0 ai[d− ri]j , then in(T ) = x−k−1ξd−k where k is the least integer such
that bk 6= 0. Now we claim that there exists {ai}ni=0 such that in(T ) = x−n−1ξd−n while
there does not exist {ai}ni=0 such that in(T ) = x−n−2ξd−n−1. To see this, we form the
(n+ 1)× (n+ 1) matrix,
A =
 [d− r0]0 · · · [d− r0]n... ...
[d− rn]0 · · · [d− rn]n
 .
Then [b0, . . . , bn] = [a0, . . . , an]A so that our claim is equivalent to showing that A is
nonsingular. To see that A is nonsingular, consider a vector ~v = [v0, . . . , vn]t. Then
A~v = [pv(d − r0), . . . , pv(d − rn)]t, where pv(x) =
∑n
i=0 vi[x]i ∈ K[x]. If ~v 6= 0, then
pv(x) 6= 0 and deg(pv) ≤ n. Therefore, pv has at most n roots and A~v 6= 0. It now follows
immediately that
in(M) = 〈1, x−1ξr0 , x−2ξr1−1, . . . , x−s−1ξrs−s〉.
Case 2. Let us now return to the general case where fi(∂) are arbitrary monic polyno-
mials of increasing degree ri.
(i) First, let us demonstrate the inclusion
〈1, x−n−1ξrn−n : 0 ≤ n ≤ s〉 ⊂ in(M).
To do this, we shall inductively construct T (n) ∈M with the properties that in(T (n)) =
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x−n−1ξrn−n and that T (n) has weight rn + 1 with respect to the weight vector (−1, 1).
The case n = 0 is given by T (0) = x−1f0(∂). For the case of general n, we consider the
class of elements T ∈M which can be written,
T = p0(∂)x−1f0(∂) + · · ·+ pn(∂)x−1fn(∂)
where pi is either 0 or of degree (rn − ri).
Let us denote by Td the homogeneous component of T of weight d with respect to
the weight vector (−1, 1). Then by Case 1, we can find a set {pi = ai∂rn−ri} such that
in(Trn+1) = x
−n−1ξrn−n. On the other hand, for k < rn,
Tk+1 =
∑
i+j=k
p0(∂)ix
−1f0(∂)j + · · ·+
∑
i+j=k
pn(∂)ix
−1fn(∂)j .
Expanding into normal form, we may write
Tk+1 =
k∑
h=0
chx
−h−1∂k−h.
Now suppose the term chx−h−1∂k−h of highest order in the above sum has order
k − h ≥ rn − n. Then h ≤ n + k − rn < n since k < rn.This also implies that k − h ≥
rn − n ≥ rh − h since the ri are strictly increasing. We conclude that k ≥ rh.
By induction, we have constructed an element T (h) ∈M with initial form x−h−1ξrh−h
and with weight rh+ 1. Then we may replace T by T −ah∂k−rhT (h) for suitable ah ∈ K,
for which Tk+1 has order strictly less than k − h. Continuing to replace if necessary,
we arrive at T such that Tk+1 has order less than rn − n. Furthermore, since ∂k−rhT (h)
always has weight k+1, the new T differs from our original T only in weights less than or
equal to k+1. Thus, doing this for each k < rn in decreasing order, we eventually obtain
T (n) of weight rn + 1 such that in(T ) = x−n−1ξrn−n. This completes the induction.
(ii) Now let us demonstrate the opposite inclusion
in(M) ⊂ 〈1, x−n−1ξrn−n : 0 ≤ n ≤ s〉.
The argument is essentially the same. After reduction against {1} ∈ M , we may write
an arbitrary T ∈M as
T = p0(∂)x−1f0(∂) + · · ·+ ps(∂)x−1fs(∂).
Let us decompose T into “homogeneous syzygy components” T (d+1), which are defined
as
T (d+ 1) :=
∑
{i:deg(pi)+ri=d}
pi(∂)x−1fi(∂).
Let n(d) be defined to satisfy rn(d) ≤ d < rn(d)+1 (here we set rs+1 =∞). We claim that
any nonzero monomial in the left normally ordered form of T (d+ 1) either has order less
than d− n(d) or is the initial monomial of some ∂iT (h), with T (h) defined as in (i).
To see this claim, we note that T (d + 1) has weight d + 1 with respect to the weight
vector (−1, 1). Therefore, any nonzero monomial in the left normally ordered form of
T (d + 1) is of some weight k + 1 ≤ d + 1 and can be written as cx−h−1∂k−h with
h ≤ k ≤ d. If the order k−h ≥ d−n(d), then h ≤ n(d) + k− d ≤ n(d). This implies that
k − h ≥ d − n(d) ≥ rn(d) − n(d) ≥ rh − h, and it follows that cx−h−1∂k−h is the initial
monomial of c∂k−rhT (h).
At this point, we set d′ to be the maximum integer such that T (d′ + 1) 6= 0. For every
754 H. Tsai
d < d′, we have d−n(d) ≤ d′−n(d′). Then by the above, every nonzero monomial of the
left normally ordered expression for T is either of order less than d′ − n(d′) or is equal
to the initial monomial of some ∂iT (h). Thus, as long as there is a nonzero monomial
with order ≥ d′ − n(d′) occuring in the left normally ordered expression for T , then
in(T ) ∈ 〈1, x−n−1ξrn−n : 0 ≤ n ≤ s〉.
To show the existence of this monomial, we observe that the only terms of weight d′+1
in T come from T (d′+ 1). In other words, the homogeneous component of weight d′+ 1,
Td′+1 = T (d′ + 1)d′+1 =
( ∑
{i:deg(pi)+ri=d′}
pi(∂)x−1fi(∂)
)
d′+1
=
∑
{i:deg(pi)+ri=d′}
ci∂
deg(pi)x−1∂ri .
By Case 1, we conclude that in(Td′+1) = x−m−1ξd
′−m for some 0 ≤ m ≤ n(d′), so that
the monomial cmx−m−1∂d
′−m occurs in the left normally ordered form of T with order
d′ −m ≥ d′ − n(d′).2
Example 2.6. For the ideal Cl0(L) of Example 2.3, we already computed a suitable basis
{3∂+ 8, 3∂4 + 8∂3 + 12∂2 + 9∂} for ker(D/xD ◦L→ D/xD). According to Theorem 2.5, the
initial ideal is
in0(Cl0(L)) = 〈in0(L), x−1ξin0(L), x−2ξ3in0(L)〉 = 〈x2ξ2, xξ3, ξ6〉.
3. Global Closure
In this section, we give an algorithm to compute the Weyl closure Cl(L) and we describe
its initial ideal under the order filtration. We remind the reader that K is algebraically
closed of characteristic 0.
Theorem 3.1. Let L = pn(x)∂n + · · ·+ p0(x) and let {λ1, . . . , λk} be the distinct roots
of pn(x). Then Cl(L) = Clλ1(L) + · · ·+ Clλk(L).
The key to proving the theorem is the following observation.
Lemma 3.2. Let L = pn(x)∂n + · · · + p0(x), and let p(x) =
√
pn(x) be the squarefree
part of pn. Then Cl(L) = K[x, p−1]〈∂〉L ∩D.
Proof. (Lemma 3.2) Suppose that T ∈ Cl(L). Then T = SL for some S ∈ K(x)〈∂〉.
By collecting denominators, S can be written as
S =
1
h(x)
(gm(x)∂m + · · ·+ g0(x)).
The hypothesis T ∈ Cl(L) can now be written
T =
1
h(x)
(gm(x)∂m + · · ·+ g0(x))(pn(x)∂n + · · ·+ p0(x)) ∈ D.
Expanding out the right-hand side, we find that h(x) divides
gm(x)pn(x)
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gm(x)(pn−1(x) +mp′n(x)) + gm−1(x)pn(x)
...
gm(x)(pn−m(x) +mp′n−m+1(x) + · · ·) + · · ·+ g0(x)pn(x).
If we factor h(x) = a(x)b(x) such that gcd(a(x), pn(x)) = 1 and
√
b(x) divides p(x),
then a(x) divides gm(x) and by descending induction divides gi(x) for all i. Therefore,
S can also be written as b(x)−1S′ with S′ ∈ D. As a consequence, T = b(x)−1S′L ∈
K[x, p−1]L ∩D as required.2
Proof. (Theorem 3.1) From Lemma 3.2, it follows that Cl(L)/DL = H0p (D/DL).
Thus in order to compute Cl(L), it suffices to compute the torsion of D/DL with respect
to p(x). Again by Kashiwara’s equivalence,
H0p (D/DL) = D(ker[p])
ker[p] = {T ∈ D/DL : p(x)T = 0}.
As before, ker[p] is the cohomology in degree 0 of the complex
0→ D
DL
p(x)◦−→ D
DL
→ 0 T 7→ p(x)T
which is equivalent to the complex
0→ D
p(x)D
◦L−→ D
p(x)D
→ 0 T 7→ TL.
Since K is algebraically closed, we have the factorization p(x) = (x − λ1) · · · (x −
λk), with distinct λi ∈ K (recall that p(x) is squarefree). Then the projection maps
{D/p(x)D → D/(x− λi)D}ki=1 together yield an isomorphism of right D-modules,
D
p(x)D
∼=−→
k⊕
i=1
D
(x− λi)D
with inverse given by
ej 7→
∏
i 6=j(x− λi)∏
i 6=j(λj − λi)
.
As an isomorphism of right D-modules, these maps are compatible with right multipli-
cation by L, so that we have an isomorphism of complexes,
0 → Dp(x)D
◦L−→ Dp(x)D → 0
l l
0 → ⊕ki=1 D(x−λi)D
◦L−→ ⊕ki=1 D(x−λi)D → 0.
It follows that
p(x)−1 ker
(
D
p(x)D
◦L→ D
p(x)D
)
L =
k⊕
i=1
(x− λi)−1 ker
(
D
(x− λi)D
◦L→ D
(x− λi)D
)
L.
The closure Cl(L) is generated by L and the vector space of the left-hand side. By
Algorithm 2.2, the local closure Clλi(L) is generated by L and the ith vector space
component of the right-hand side. This proves the equality of the theorem.2
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The theorem says that if we know the factorization of pn(x) over K, then the Weyl
closure of L can be computed by computing local closures at the singular points.
Algorithm 3.3. (Weyl closure of L assuming knowledge of singular
points)
1. INPUT: L = pn(x)∂n + · · ·+ p0(x), {λ1, . . . , λt} distinct roots of pn(x).
2. LOCAL CLOSURES: For each i, let Si be generators of Clλi(L) as obtained by
Algorithm 2.2.
3. OUTPUT: ∪ti=1Si, generators of Cl(L).
In practice, however, we may not know the factorization of pn(x) over K. We shall
give an algorithm when L ∈ Q〈x, ∂〉, where Q is the field of rational numbers. This
algorithm has been implemented as a script in MAPLE. We assume the ability to factor
a polynomial f(x) ∈ Q[x] into irreducibles over Q and the ability to bound the integer
roots of a polynomial g(x) ∈ Q(α)[x], where Q(α) is an algebraic extension of Q. These
requirements are within the capabilities of MAPLE.
Algorithm 3.4. (Weyl closure of L ∈ Q〈x, ∂〉 without knowledge of singu-
lar points)
1. INPUT: L = pn(x)∂n + · · ·+ p0(x) ∈ Q〈x, ∂〉
p(x) =
√
pn(x) =
∏t
k=1 fk(x), irreducible factorization over Q[x].
2. B-FUNCTIONS: For each 1 ≤ k ≤ t, let θα = (x− α)∂ and rewrite L as
L =
sk∑
i=rk
ζiqi(θα) ∈ Q[α]
fk(α)
〈x, ∂〉 ζi =
{
∂−i if i ≤ 0
(x− α)i if i > 0
such that qrk(θ) 6= 0. This new expression for L can be obtained by expanding
L = pn((x− α) + α)∂n + · · ·+ p0((x− α) + α) ∈ Q〈x, ∂〉 ⊂ Q[α]
fk(α)
〈x, ∂〉.
3. CRITICAL EXPONENTS: For each 1 ≤ k ≤ t, let mk be the maximum integer
root of qrk(θα) if it is greater than 0. Otherwise, let mk be equal to 0. Finally, set
m = maxk{mk + rk}.
4. KERNEL: Let W ⊂ D/p(x)D be the linear subspace with basis given by {xi∂j} for
0 ≤ i < deg(p) and 0 ≤ j ≤ m. Using linear algebra, compute a basis B of the
kernel of the map
W
◦L−→ D
p(x)D
.
5. OUTPUT: {L, p(x)−1vL : v ∈ B}, generators for Cl(L).
Proof. (Correctness of Algorithm 3.4) We know from the proof of Theorem 3.1
that generators of Cl(L) can be taken to be L and {p(x)−1uL : u ∈ U}, where
U = ker
(
D
p(x)D
◦L−→ D
p(x)D
)
.
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We also know from the isomorphism of complexes that U =
⊕
{λ:p(λ)=0} φλ(Uλ), where
Uλ = ker
(
D
(x− λ)D
◦L→ D
(x− λ)D
)
φλ :
D
(x− λ)D →
D
p(x)D
1 7→
∏
{µ6=λ:p(µ)=0}
x− µ
λ− µ.
Now let us suppose λ is a root of the irreducible factor fi(x) of p(x). Then by the proof
of Algorithm 2.2, Uλ is contained in the linear subspace Wλ ⊂ D/(x− λ)D spanned by
{∂j}mk+rkj=0 , where mk is the integer computed in step 3. Under the map φλ, {∂j}mk+rkj=0
is sent to {∏{µ6=λ:p(µ)=0}(x− µ/λ− µ)∂j}mk+rkj=0 ⊂ Dp(x)D . All of these elements are con-
tained in the linear subspace W ⊂ D/p(x)D spanned by {xi∂j} for 0 ≤ i < deg(p) and
0 ≤ j ≤ m. Therefore, U is contained in the subspace W , which proves the correctness
of the algorithm.2
Example 3.5. Let us illustrate the algorithm on a very simple example, L = (x3 +
2)∂ − 3x2, whose solution space is spanned by the polynomial x3 + 2. For step 1, x3 + 2
is already irreducible in Q[x], hence for step 2, we write
L = ([(x− α) + α]3 + 2)∂ − 3((x− α) + α)2 ∈ Q[α]
(α3 + 2)
〈x, ∂〉
= (3α2θα − 3α2) + (x− α)(3αθα − 6α) + (x− α)2(θα − 3).
For step 3, the maximum integer root of (3α2θα − 3α2) is θα = 1, hence for step 4, we
wish to compute the kernel of
SpanK{1, x, x2, ∂, x∂, x2∂} ◦L−→
D
(x3 + 2)D
.
The image in D/(x3 + 2)D is easily computed to be,
1 ◦ L =−3x2
x ◦ L = 6
x2 ◦ L= 6x
∂ ◦ L =−6x
x∂ ◦ L =−6x2
x2∂ ◦ L= 12
so that the kernel is spanned by {∂+ x2, x∂− 2, x2∂− 2x}. The output of step 5 is thus,
L = (x3 + 2)∂ − 3x2
1
x3 + 2
(∂ + x2)L = ∂2 + x2∂ − 3x
1
x3 + 2
(x∂ − 2)L = x∂2 − 2∂
1
x3 + 2
(x2∂ − 2x)L = x2∂2 − 2x∂.
A possible application of the closure is to compute annihilator ideals. As suggested
in the introduction, if {f1, . . . , fs} are infinitely differentiable functions defined on some
open set U ⊂ C, and if L is of lowest possible order annihilating {f1, . . . , fs}, then
annD(f1, . . . , fs) = Cl(L). So Algorithms 3.3 and 3.4 can be used to compute the ideal
annD(f1, . . . , fs) if a minimal order annihilating operator can be computed. This is possi-
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ble for instance when {f1, . . . , fs} ⊂ C(x). We leave to the reader the task of considering
other possibilities.
Let us now describe the initial ideal of Cl(L) with respect to the order filtration.
Definition 3.6. For T = pn(x)∂n + · · ·+ p0(x) and I ⊂ D a left ideal, let
in(0,1)(T ) := pn(x)ξn ∈ K[x, ξ]
in(0,1)(I) := SpanK{in(0,1)(T )|T ∈ I} ⊂ K[x, ξ].
Theorem 3.7. Let L = pn(x)∂n + · · · + p0(x) ∈ K〈x, ∂〉 and let {λ1, . . . , λt} be the
distinct roots of pn(x). For each 1 ≤ k ≤ t, let Vk ⊂ ker
(
D/(x− λk)D ◦L→ D/(x− λk)D
)
be a linear subspace, and let {fk0(∂), . . . , fksk(∂)} be a basis of Vk with the property that
deg(fki) < deg(fk,i+1) for all i. Finally, let
I := I(V1) + · · ·+ I(Vt) = D · {L, (x− λk)−1vL : v ∈ Vk, 1 ≤ k ≤ t}
with I(Vk) defined as in Theorem 2.5. Then
1. inλk(I) = inλk(I(Vk)) (described in Theorem 2.5).
2. in(0,1)(I) =
〈(∏t
k=1(x− λk)jk
)
ξm : (x− λk)jkξm ∈ inλk(I)
〉
.
Recall that I = Cl(L) if Vk = ker
(
D/(x− λk)D ◦L→ D/(x− λk)D
)
for all k.
Proof. We have the decomposition I/DL = ⊕tk=1I(Vk)/DL = ⊕tk=1H0x−λk(I/DL). An
element T ∈ I thus has the property that ∏ti=1(x − λi)eiT ∈ DL for some set of non-
negative integers {ei}. The element T ′ =
∏
{i 6=k}(x− λi)eiT then has the property that
(x− λk)ekT ′ ∈ DL so that T ′ ∈ I(Vk). Finally, inλk(T ) = inλk(T ′) ∈ inλk(I(Vk)), which
proves (1).
Now let T ∈ I with in(0,1)(T ) = f(x)ξm. If f(x) =
∏t
k=1(x − λk)jkg(x) such that
g(λk) 6= 0 for all k, then (x − λk)jkξm = inλk(T ) ∈ inλk(I). This proves the inclusion
“⊂” of (2). To prove the opposite inclusion “⊃” of (2), let {jk}tk=1 be a set of non-negative
integers such that (x − λk)jkξm ∈ inλk(I) for all k. Then there exists Tk ∈ I such that
inλk(Tk) = (x − λk)jkξm. This implies that in(0,1)(Tk) = (x − λk)jkgk(x)ξm for some
gk(x) with gk(λk) 6= 0. Now consider the element S = h0(x)∂m−nL +
∑t
k=1 hk(x)Tk,
and let HS(x) = h0(x)pn(x) +
∑t
k=1 hk(x)(x − λk)jkgk(x). Then in(0,1)(S) = HS(x)ξm
as long as HS(x) 6= 0. In particular, we may choose S so that HS(x) = gcd{pn(x), (x−
λk)jkgk(x)}tk=1, which divides
∏t
k=1(x− λk)jk .2
Corollary 3.8. Let L = pn(x)∂n + · · ·+ p0(x) ∈ D and let {λ1, . . . , λt} be the distinct
roots of pn(x). Then the set of ideals which contain L and which contain no operator of
lower order can be parameterized by the space
t∏
k=1
Gr
[
ker
(
D
(x− λk)D
◦L→ D
(x− λk)D
)]
where Gr[V ] denotes the grassmannian of all vector subspaces of V . Furthermore, the
possible initial ideals are described by Theorem 3.7.
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Proof. Given I satisfying the above hypothesis, we claim that DL ⊂ I ⊂ Cl(L). To
see this, suppose T /∈ Cl(L). Then L does not divide T in K(x)〈∂〉. In particular, the
greatest common right divisor G of L and T in K(x)〈∂〉 has order less than n. The
left ideal generated by L and T in D will contain a multiple f(x)G, and since L is an
element of minimal order in I, we must have that T /∈ I. The corollary now follows from
Theorem 3.7, since any ideal between DL and Cl(L) can be associated uniquely with
vector subspaces V1, . . . , Vt.2
4. Cotype of a Linear Differential Operator
In this section, we relate Cl(L) and Clλ(L) to more familiar solution spaces of L.
In particular, we establish an equivalence between inλ(Cl(L)) and the dimensions of
“solution spaces” of L in K[x]/〈(x − λ)i〉 for i ∈ N (Corollary 4.3). We then compare
Clλ(L) with power series solutions of L in K[[x− λ]], and at the end of the section, we
give some simple applications coming from this point of view.
It will be convenient to replace L with its balanced form, which we define as follows.
Definition 4.1. The balanced form Bλ(L) of L at x = λ is the unique operator
Bλ(L) := (x− λ)kL = q0(θλ) + (x− λ)q1(θλ) + · · ·+ (x− λ)rqr(θλ)
with k ∈ Z such that q0 6= 0. L is balanced at x = λ if L = Bλ(L). L is balanced if it is
balanced at each of its singular points.
Since left multiplication by (x − λ)k does not effect the closure, we may assume that
L is balanced. The advantage is that L then acts on the ideals 〈(x− λ)i〉, and we obtain
induced maps
Ln :
K[x]
〈(x− λ)n+1〉 →
K[x]
〈(x− λ)n+1〉
[∑
ai(x− λ)i
]
7→
[
L •
∑
ai(x− λ)i
]
whose kernels represent the solutions of L in K[x]/〈(x− λ)n+1〉. If we let E = K〈x, θλ〉,
then these kernels can also be described as,
Wn := ker(Ln) ∼= HomE
(
E
EL
,
K[x]
〈(x− λ)n+1〉
)
.
By applying HomE(E/EL,−) to the inverse system (and its inverse limit)
0← K[x]〈x− λ〉 ← · · · ←
K[x]
〈(x− λ)n〉 ←
K[x]
〈(x− λ)n+1〉 ← · · · (← lim←− = K[[x− λ]])
we obtain the inverse system of solution spaces
0←W0 ← · · · ←Wn−1 ←Wn ← · · ·
(
←W∞ = HomE
(
E
EL
,K[[x− λ]]
))
.
We now use the solutions spaces {Wj} to make the following definition. For this defi-
nition, let us also set W−1 = 0.
Definition 4.2. The cotype of L at x = λ is the ordered sequence,
cotypeλ(L) = {j ∈ N|dim(Wj) 6= dim(Wj−1)}.
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We can now formulate the equivalence between cotype and inλ(Cl(L)).
Corollary 4.3. Given L ∈ D and a singular point λ, the following are equivalent.
1. cotypeλ(L) = {j0, . . . , jsλ}.
2. inλ(Cl(L)) = 〈inλ(Bλ(L)), (x− λ)−(i+1)ξji−iinλ(Bλ(L)) : 0 ≤ i ≤ sλ〉.
Proof. We may as well assume that L is balanced at λ. Let us understand the linear
algebra that is involved in computing the cotype. If
∑
ai(x−λ)i ∈ K[[x−λ]] is denoted
by the vector ~a = [a0, a1, a2, . . .]t, then L •
∑
ai(x− λ)i = Qλ(L)~a where
Qλ(L)~a =

q0(0)
q1(0) q0(1)
q2(0) q1(1) q0(2)
q3(0) q2(1) q1(2) q0(3)
q4(0) q3(1) q2(2) q1(3) q0(4)
q5(0) q4(1) q3(2) q2(3) q1(4) q0(5)
...
...
...
...
...
...
. . .


a0
a1
a2
a3
a4
a5
...

.
The matrix Qλ(L) is derived from the computation q(θλ) • xi = q(i)xi. We observe that
Wj = ker(Qj), where Qj denotes the left upper (j + 1) × (j + 1) submatrix of Qλ(L).
The corollary now follows immediately from Algorithm 2.2, Theorem 2.5, and the fact
that for balanced L, Qλ(L) = (SRλ(L)S−1)t, where S is the diagonal matrix with entries
Mii = i!2
Corollary 4.4. (Closed operators) Let L = pn(x)∂n + · · · + p0(x) ∈ D. Then L
generates a closed ideal if and only if
1. gcd(pn(x), . . . , p0(x)) = 1.
2. For each singular point λ of L, cotypeλ(L) = ∅ or {0, . . . , nλ} for some nλ ∈ N.
Example 4.5. The Gauss hypergeometric equation corresponds to the family of opera-
tors
La,b,c = x(1− x)∂2 + (c− x(a+ b+ 1))∂ − ab
with singular points 0 and 1. By analyzing the matrices Q0(La,b,c) and Q1(La,b,c), we
obtain that La,b,c generates a closed ideal except when
(either c ∈ Z≤0 or c ∈ Z≥a+b) and (either a ∈ Z≤0 or b ∈ Z≤0).
Let us now discuss some elementary properties of the cotype, which are easily seen
using the matrix representation Q(L).
Lemma 4.6. The ranks of Qj either stay constant or increase by one as j increases by
one. Therefore, the dimensions of {Wj} either stay constant or increase by one:
If rank(Qj) = rank(Qj−1) + 1, then dim(Wj) = dim(Wj−1).
If rank(Qj) = rank(Qj−1), then dim(Wj) = dim(Wj−1) + 1.
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Lemma 4.7. If dim(Wj) 6= dim(Wj−1), then q0(j) = 0. Therefore, letting d denote the
number of distinct non-negative integral roots of q0(θλ) and m denote the maximum non-
negative integral root,
dim(Wj) ≤ d lim
j→∞
dim(Wj) = dim(Wm).
Corollary 4.8. The cotype is a subset of the non-negative integral exponents of L at
x = λ. In particular, it is a finite ordered set which we shall usually write as {j0, . . . , js}.
By definition, the exponents of L are the roots of the indicial polynomial q0(θ).
To continue our comparison of Cl(L) with solution spaces, let us remark that there
is another distinguished subset of the non-negative integral exponents coming from the
power series solutions W∞ ⊂ K[[x − λ]]. This subset of exponents can be described by
the following definition.
Definition 4.9. The type of L at x = λ is the finite ordered sequence, usually written
{i0, . . . , ir},
typeλ(L) = {i ∈ N|(x− λ)iui ∈W∞ for some unit ui ∈ K[[x− λ]]}.
The type and cotype are related via the matrix Qm (recall that m is the maximum
non-negative integral exponent). In particular, Qm has left upper submatrices {Qj}mj=1
and right lower submatrices {Mi}mi=1,
Qj =
 q0(0)... . . .
qj(0) · · · q0(j)
 Mi =
 q0(i)... . . .
qm(i) · · · q0(m)

and the following are immediately verified.
Lemma 4.10. (Comparison of type and cotype) 1. j ∈ cotypeλ(L) if and only
if rank(Qj) = rank(Qj−1). i ∈ typeλ(L) if and only if rank(Mi) = rank(Mi+1).
2. |typeλ(L)| = |cotypeλ(L)| = limm→∞ dim(Wm) = dim(W∞).
3. If dim(W∞) = d (number of non-negative integral exponents), then typeλ(L) =
cotypeλ(L) = {non-negative integer exponents of L at x = λ}.
4. If x = λ is nonsingular, and n is the order of L, then typeλ(L) = cotypeλ(L) =
{0, 1, . . . , n− 1} = {all exponents of L at x = λ}.
Lemma 4.10, Part 3 shows that the type and cotype are the same when every non-
negative integral exponent corresponds to a power series solution. When this is the case,
by Corollary 4.3 and Theorem 3.7, we obtain a relation between in(0,1)(Cl(L)) and the
spaces of power series solutions of L at the singular points of L. In particular, we can
derive the following applications, where it is clear that every non-negative integral expo-
nent at a point of K corresponds to a power series solution. We state these applications
without proof.
Corollary 4.11. (Entire Solutions) Let L ∈ D have order n. The following are
equivalent:
1. L has a basis of n entire solutions.
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2. L has a basis of n power series solutions for every point of K.
3. ξi ∈ in(0,1)(Cl(L)) for some i ∈ N.
Moreover, Corollary 4.3 and Theorem 3.7 give a relation between in(0,1)Cl(L) and the
spaces of the power series solutions of L at each point of K.
Corollary 4.12. (First-order Equations) Let L = p(x)∂−q(x) with p, q relatively
prime. Let p(x) = c(x− λ1)e1 · · · (x− λk)ek be the factorization of p. Then
inλi(Cl(L)) =
{
〈(x− λi)eiξ〉 if ei > 1 or q(λi)c /∈ N
〈(x− λi)ξ, ξn+1〉 if ei = 1 and q(λi)c = n
in(0,1)(Cl(L)) =
〈( ∏
{i|ei=1, q(λi)c ∈Z>n}
(x− λi)−1
)
p(x)ξn|n ∈ N
〉
.
Thus, in(0,1)(Cl(L)) is combinatorially related to the zeros and their multiplicities as well
as the singularities and their order of growth of Sol(L) = e
∫
q/p.
Corollary 4.13. (Annihilators of Polynomials) Let {f1(x), . . . , fn(x)} ⊂ K[x].
Then
annD(f1, . . . , fn) = Cl(L) = 〈L, ∂maxi{deg(fi)}+1〉
where
Li =
fi(x)∂ − f ′i(x)
gcd(fi, f ′i)
L = LCLM(L1, . . . , Ln).
Here, LCLM stands for the least common left multiple in D. Again, Corollary 4.3 and
Theorem 3.7 give a relation between in(0,1)(annD(f1, . . . , fn)) and the the analytic nature
of the vector space SpanK{f1, . . . , fn} of functions at each point of K.
Example 4.14. Let us reexamine Example 1.2 in terms of the type and cotype. We have
that Cl(L) = annD(x4, x(x − 1)2), and hence typeλ(L) = cotypeλ(L) for all λ since the
solutions are entire. We saw earlier that in(0,1)(Cl(L)) = 〈x2(x − 1)(x − 3)ξ2, xξ3, ξ5〉,
hence by Corollary 4.3,
type0(L) = {1, 4}
type1(L) = {0, 2}
type3(L) = {0, 2}
typeλ(L) = {0, 1} for all other λ.
By the definition of type, this means that the vector space SpanK{x4, x(x−1)2} contains
functions of multiplicity 1 and 4 at x = 0, multiplicity 0 and 2 at x = 1 and at x = 3, and
multiplicity 0 and 1 elsewhere. Thus, we can determine the analytic nature of a vector
space of polynomials by computing the characteristic ideal of its annihilator ideal. This
is what is meant by Corollary 4.13.
Example 4.15. Our previous applications depended upon the type and cotype being
the same. In this example, we show that when dim(W∞) < d, i.e. not every non-negative
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integral exponent corresponds to a power series solution, then the type and cotype can
contain different information. Consider the operator
L = x2∂2 + (x3 + x2 − 3x)∂ + 3
= (θ − 1)(θ − 3) + xθ + x2θ
which has matrix representation around the point x = 0,
Q(L) =

3
0 0
0 1 −1
0 1 2 0
0 0 2 3 3
0 0 0 3 4 8
...
...
...
...
...
...
. . .

.
By Lemma 4.10, cotype0(L) = (1) while type0(L) = (3). Moreover, the solution spaces
{Wj} are
0← {0} ← K · {x} ← K · {x+ x2} 0← K · {x3} ← K · {x3 − x4} ← · · ·
· · · (←W∞ = K · {x3 − x4 + 18x
5 + · · ·})
which shows that the maps are not necessarily surjective.
5. Jordan–Ho¨lder Series
In this section, we give an algorithm to construct a Jordan–Ho¨lder series for a holo-
nomic D-module M , a formula for its length, and a partial characterization of the factors
of M and their multiplicities.
By definition, a Jordan–Ho¨lder series for M is a maximal chain of submodules
0 = N0 ⊂ N1 ⊂ · · · ⊂ Nr−1 ⊂ Nr = M
with Ni/Ni−1 simple. When M is holonomic, such a series is finite and has a well-defined
length r. Further, for any simple D-module N , the multiplicity of N in M , which is
the number of times Ni/Ni−1 is isomorphic to N , is also well-defined. We denote it by
mult(N,M) and if it is greater than 0, we say that N is a factor of M .
It is well-known that a holonomic D-module is cyclic. Thus, we shall assume that M
is presented to us as D/I for some left ideal I ⊂ D. Note that a Jordan–Ho¨lder series for
D/I equivalently corresponds to a maximal chain of ideals containing I,
I = I0 ⊂ I1 ⊂ · · · ⊂ Ir−1 ⊂ Ir = D.
Before going to the general case, let us first consider the Jordan–Ho¨lder problem when
I = DL, where L is irreducible as an operator in K(x)〈∂〉.
Theorem 5.1. Let L ∈ D be a balanced operator which is irreducible as an element of
K(x)〈∂〉, and let {λ1, . . . , λt} be the singular points of L. Then
length
(
D
DL
)
= 1 +
t∑
k=1
dimK
(
HomD
(
D
DL
,K((x− λk))
))
.
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Furthermore,
mult
(
D
D(x− λk) ,
D
DL
)
= dimK
(
HomD
(
D
DL
,K((x− λk))
))
which accounts for all but one factor. The unaccounted factor is isomorphic to D/Cl(L)
if dimK
(
HomD
(
D
DL ,K((x− λk))
))
= dimK
(
HomD
(
D
DL ,K[[x− λk]]
))
for all singular
points. Otherwise the unaccounted factor is isomorphic to D ·{f(x),Cl(L)}/Cl(L), where
f(x) ∈ K[x] is of least degree such that f(∂) annihilates all solutions of F(Cl(L)) in
⊕tk=1K[x]eλkx. Here F : D → D is the Fourier transform sending x 7→ ∂ and ∂ 7→ −x.
Proof. Our strategy will be to place the closure in the middle,
DL ⊂ Cl(L) ⊂ D
and to construct Jordan–Ho¨lder series for Cl(L)/DL and for D/Cl(L).
Part 1. (Jordan–Ho¨lder for Cl(L)/DL) This part is an application of our theory
for the Weyl closure. In particular, we have already showed
Cl(L)
DL
=
t⊕
k=1
H0(x−λk)
(
D
DL
)
=
t⊕
k=1
D · ker[x− λk].
Let {fk0, . . . , fksk} be a basis for ker[x− λk]. By Kashiwara’s equivalence,
D · ker[x− λk] =
sk⊕
i=0
Dfki ∼=
sk⊕
i=0
D
D(x− λk) .
Now consider the ideals obtained by successively adjoining elements of ker[x−λk], i.e.
let I10 = D · {L, f10} and define inductively
Iab =
{
Ia,b−1 +Dfab if b > 0
Ia−1,sa−1 +Dfa0 if b = 0
for each 1 ≤ a ≤ t and 0 ≤ b ≤ sa. Then the sequence of ideals
DL ⊂ · · · ⊂ Iab ⊂ · · · ⊂ Cl(L)
have as successive quotients
Iab
Ia,b−1
∼= D
D(x− λa)
Ia0
Ia−1,sa−1
∼= D
D(x− λa) .
Each quotient has multiplicity one and dimension one, and hence is simple. Thus, this
sequence of ideals is maximal and corresponds to a Jordan–Ho¨lder series for Cl(L)/DL.
Moreover, by Lemma 4.10, we see that
mult
(
D
D(x− λk) ,
Cl(L)
DL
)
= dimK(ker[x− λk]) = dimK
(
HomD
(
D
DL
,K[[x− λk]]
))
length
(
Cl(L)
DL
)
=
t∑
k=1
dimK
(
HomD
(
D
DL
,K[[x− λk]]
))
.
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Part 2. (Jordan–Ho¨lder for D/Cl(L)) In this part, we seek to construct a maximal
chain of ideals between Cl(L) and D. The key step will be the following claim.
Claim 5.2. Suppose that x = λ is a singular point. Then the following are equivalent.
1. D · {(x− λ)n,Cl(L)} is proper such that (x− λ)n−1 /∈ D · {(x− λ)n,Cl(L)}.
2. D · {(∂−λ)n,F(Cl(L))} is proper such that (∂−λ)n−1 /∈ D · {(∂−λ)n,F(Cl(L))}.
3. F(Cl(L)) has a solution h(x)eλx with h(x) ∈ K[x] of degree n− 1.
4. L has a solution in K((x− λ)) with a pole of order n > 0.
Proof. (Claim 5.2) The conditions (1), (2), and (3) are clearly equivalent. To prove
the equivalence of (3) and (4), we will construct maps
HomD
(
D
DL
,K((x− λ))
)
−→ HomD
(
D
Cl(L)
,
K((x− λ))
K[[x− λ]]
)
∼=−→ HomD
(
D
F(Cl(L)) ,K[x]e
λx
)
.
In the following two steps, we show that the second map is an isomorphism and that
the first map is surjective with kernel equal to HomD
(
D
DL ,K[[x− λ]]
)
. This proves the
equivalence of (3) and (4).2
Step 5.3. Given T ∈ D, there is an isomorphism
HomD
(
D
DT
,
K((x− λ))
K[[x− λ]]
)
∼= HomD
(
D
DF(T ) ,K[x]e
λx
)
Ψ
[ −1∑
i=−n
ai(x− λ)i
]
7→ Ψ
[ −1∑
i=−n
1
(−i− 1)!aix
−i−1eλx
]
where Ψ[m] denotes the morphism of D-modules defined by sending 1 to m.
Proof. (Step 5.3) Let us write,
T =
s∑
i=r
ζipi(θλ) ζi =
{
∂i if i ≤ 0
(x− λ)i if i > 0
where pr(θ) 6= 0. Then
T • (x− λ)j =
∑
k<0
[j]−kpk(j)(x− λ)j+k +
∑
k≥0
pk(j)(x− λ)j+k.
Therefore, if we represent an element
∑
i<0 vi(x−λ)i ∈ K((x−λ))/K[[x−λ]] by the vector
[. . . , v−3, v−2, v−1]t, where vi = 0 for i 0, then the action of T on K((x−λ))/K[[x−λ]]
is represented by the matrix [Q(T )ij ]i,j<0 with entries
Q(T )ij =
{
pi−j(j) if i ≥ j
[j]j−ipi−j(j) if i < j.
(5.1)
On the other hand, for the Fourier transform, we have
F(T ) =
s∑
i=r
ζ̂ipi(−θ̂λ − 1) θ̂λ = x(∂ − λ) ζ̂i =
{
(−x)i if i ≤ 0
(∂ − λ)i if i > 0
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F(T ) • xjeλx =
∑
k≤0
(−1)kpk(−j − 1)xj−keλx +
∑
k>0
[j]kpk(−j − 1)xj−keλx.
Therefore, if we represent an element
∑
i∈N wix
ieλx ∈ K[x]eλx by the vector ~w =
[w0, w1, w2, . . .]t, where wi = 0 for i  0, then the action of F(T ) on K[x]eλx is repre-
sented by the matrix [A(F(T ))ij ]i,j∈N with entries
A(F(T ))ij =
{
(−1)j−ipj−i(−j − 1) if i ≥ j
[j]j−ipj−i(−j − 1) if i < j
for i, j ∈ N.
Finally, let us compare the matrices Q(T ) and A(F(T )). First, we flip Q(T ) by consid-
ering the matrix [Q(T )ij ]i,j∈N defined by Q(T )ij = Q(T )−i−1,−j−1. Then a computation
shows that A(F(T )) = S−1Q(T )S where S is the diagonal matrix with entries Sii = i!.
Thus we obtain our desired isomorphism,
ker(Q(T ))→ ker(A(F(T )))
−1∑
i=−n
ai(x− λ)i 7→
−1∑
i=−n
1
(−i− 1)!aix
−i−1eλx.
Step 5.4. The map
HomD
(
D
DL
,K((x− λ))
)
−→ HomD
(
D
Cl(L)
,
K((x− λ))
K[[x− λ]]
)
is surjective with kernel equal to HomD
(
D
DL ,K[[x− λ]]
)
.
Proof. (Step 5.4) Suppose that φ =
∑−1
i=−n ai(x−λ)i is a solution of Cl(L) in K((x−
λ))/K[[x−λ]]. We wish to show that φ has a lift φ˜ in K((x−λ)) which is a also solution
of L.
Let us represent
∑
i∈Z vi(x−λ)i ∈ K((x−λ)) by the vector [. . . , v−1, v0, v1, . . .]t. Then
using the notation of step 5.3, the action of T on K((x−λ)) is represented by the matrix
[Q˜(T )ij ]i,j∈Z with entries given by (5.1). In terms of Q˜(T ), the assumption that φ is a
solution of Cl(L) means that for every T ∈ Cl(L), the vector ~a(φ) = [a−n, . . . , a−1]t is in
the kernel of the submatrix [Q˜(T )ij ]i≤−1,−n≤j≤−1.
The problem of lifting φ to φ˜ is equivalent to extending ~a(φ) to a vector ~a(φ˜) =
[a−n, . . . , a−1, a0, a1, . . .]t in the kernel of the extended submatrix [Q˜(L)ij ]i∈Z,j≥−n. Let
us decompose this submatrix as
[Q˜(L)ij ]i∈Z,j≥−n =
[
Q 0
Q− Q+
] Q= [Q˜(L)ij ]i≤−1,−n≤j≤−1
Q−= [Q˜(L)ij ]i≥0,−n≤j≤−1
Q+ = [Q˜(L)ij ]i≥0,j≥0.
Since Q+ is lower triangular, let us first show that ~a(φ) can be extended to a vector
[a−n, . . . , a−1, . . . , ak]t in the kernel of [Q˜(L)ij ]i≤k,−n≤j≤k. This is equivalent to showing
that (Q−)k ·~a(φ) ∈ im((Q+)k), where Mk denotes the matrix consisting of the first k+ 1
rows of M . Let us denote the row vectors of Q− and Q+ by ~w
(−)
i and ~w
(+)
i , respectively.
Now we claim that for any relation amongst the row vectors of Q+, we have
k∑
i=0
ci ~w
(+)
i = 0 ⇒
(
k∑
i=0
ci ~w
(−)
i
)
◦ ~a(φ) = ~c ◦ (Q−)k~a(φ) = 0 (5.2)
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where ◦ denotes the dot product. Before proving (5.2), let us argue why it implies that
(Q−)k ·~a(φ) ∈ im((Q+)k). For W ⊂ Kk+1, let W⊥ = {~v ∈ Kk+1|~v ◦ ~w = 0 ∀ ~w ∈W}. By
the nondegeneracy of the dot product, W⊥⊥ = W . Now note that the hypothesis of (5.2)
is ~c ∈ im((Q+)k)⊥, and hence (5.2) shows that (Q−)k ·~a(φ) ∈ im((Q+)k)⊥⊥ = im((Q+)k).
To prove (5.2), suppose we have a relation
∑
i ci ~w
(+)
i = 0, and let ~c = [c0, c1, . . .]
t.
Then Qt+~c = 0. By Corollary 4.3, recall that Q
t
+ = Q(L)
t = SRλ(L)S−1 where S is
diagonal with entries Sii = i!. In particular, Rλ(L)S−1~c = 0, so that by Algorithm 2.2,
the element Tc = (x − λ)−1(
∑
i(ci/i!)∂
i)L ∈ Cl(L). Now by a computation which we
leave to the reader,
[Q˜(Tc)−1,j ]−n≤j≤−1 =
∑
i
ci ~w
(−)
i .
Since φ is a solution of Tc ∈ Cl(L), we noted earlier that ~a(φ) is in the kernel of
[Q˜(Su)ij ]i≤−1,−n≤j≤−1. This means that
∑
i ci ~w
(−)
i ◦ ~a(φ) = 0, as desired.
Thus, we have shown that ~a(φ) can be extended to a vector [a−n, . . . , a−1, . . . , ak]t in
the kernel of [Q˜(L)ij ]i≤k,−n≤j≤k for any k. To complete the proof, we should make sure
that the extensions for increasing k can be chosen so as to converge to a meaningful
vector. Since L is balanced, we can write L =
∑r
i=0 x
iqi(θ). Let m be the maximum
non-negative integer root of q0(θ) if it exists, or −1 otherwise. By the above, we can
extend ~a(φ) to some [a−n, . . . , a−1, . . . , am]t in the kernel of [Q˜(L)ij ]i≤m,−n≤j≤m. Since
Q+ is lower triangular with diagonal entries q0(i), which are all nonzero for i ≥ m,
then [a−n, . . . , a−1, . . . , am]t extends uniquely to ~a(φ˜) = [a−n, . . . , a−1, . . . , am, . . .]t in
the kernel of [Q˜(L)ij ]i∈Z,j≥−n.2
(Continuation of Part 2) To complete the Jordan–Ho¨lder problem for D/Cl(L), we con-
sider all the singular points λ1, . . . , λt of L. For each λa, we find a maximal set of solutions
φa1, . . . , φara to L in K((x−λa)) \K[[x−λa]] with the property that they have poles of
order 0 < ma1 < ma2 < · · · < mara , respectively. By Claim 5.2, we obtain the ideal
Jab = D(x− λa)mab + Cl(L) (x− λa)mab−1 /∈ Jab.
Using these ideals, we can construct a descending chain of ideals
D ⊃ H11 ⊃ H12 ⊃ · · · ⊃ Hab ⊃ · · · ⊃ Htrt ⊃ Cl(L)
where
Hab = J1r1 ∩ J2r2 ∩ · · · ∩ Ja−1,ra−1 ∩ Jab
= D ·
{
(x− λ)mab
a−1∏
k=1
(x− λk)mkrk
}
+ Cl(L).
We claim that this is a maximal chain of ideals between Cl(L) and D. To see this,
we first note using Claim 5.2 that F(Cl(L)) has a basis ha1(x)eλax, . . . , hara(x)eλax of
solutions in K[x]eλax such that deg(hab) = mab − 1. Therefore,
F(Hab) = annD(h11eλ1x, . . . , h1r1eλ1x, . . . , ha1eλax, . . . , habeλax)
and it follows that
F(Ha,b)
F(Ha,b+1)
∼= ker
(
D
annD(h11eλ1x, . . . , ha,b−1eλax)
→ D
annD(h11eλ1x, . . . , habeλax)
)
.
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From the linear independence of {hijeλix}, we leave to the reader to show that the
map
D
ann(h11eλ1x, . . . , habeλax)
−→ D
ann(h11eλ1x)
⊕ · · · ⊕ D
ann(habeλax)
1 7→ (1, . . . , 1)
is an isomorphism of D-modules and that
F(Hab)
F(Ha,b+1)
∼= D
ann(habeλx)
∼= Dhabeλx ∼= K[x]eλx ∼= D
D(∂ − λa) .
In other words,
Hab
Ha,b+1
∼= D
D(x− λa)
Ha1
Ha−1,sa−1
∼= D
D(x− λa) .
Finally, we must show that Htrt is minimal over Cl(L). First, we claim that an ideal I
properly containing Cl(L) also contains a polynomial f(x). To see this, suppose we are
given T /∈ Cl(L). Then as elements of K(x)〈∂〉, L and T generate K(x)〈∂〉 because L
is irreducible. This implies that the left ideal D · {L, T} ⊂ D contains some polynomial
f(x).
Second, we claim that an ideal I properly containing Cl(L) cannot contain a polynomial
f(x) having no singular points as roots. This claim is a simple application of Gro¨bner
bases and Bernstein’s theorem: suppose f(x) has no singular points as roots and that
L has order n. Then for some pair of polynomials g(x) and h(x), the operator T =
g(x)∂nf(x) + h(x)L ∈ D · {f(x), L} has initial term in(0,1)(T ) = ξn. In particular,
〈f(x), ξn〉 ⊂ in(0,1)(D · {f(x), L}) which implies that D/(Df(x) + Cl(L)) has dimension
0. By Bernstein’s theorem, Df(x) + Cl(L) = D.
Translating over to the Fourier transform, we conclude that any ideal properly contain-
ing F(Cl(L)) contains some constant coefficient operator f(∂). There is a unique minimal
ideal of the form Df(∂) + F(Cl(L)), and it is equal to the annihilating ideal of the so-
lutions of F(Cl(L)) in ⊕λ∈KK[x]eλx. However, F(Cl(L)) has no solutions in K[x]eλx
when λ is not a singular point because D(∂−λ)m +F(Cl(L)) = D for all m in this case.
Therefore, a minimal ideal of the form Df(∂) + F(Cl(L)) is equal to the annihilating
ideal of the solutions of F(Cl(L)) in ⊕tk=1K[x]eλkx, which is exactly F(Htrt).2
Corollary 5.5. An operator L = pn(x)∂n + · · ·+ p0(x) ∈ D generates a maximal ideal
in D if and only if
1. gcd(pn(x), . . . , p0(x)) = 1.
2. L is irreducible as an operator in K(x)〈∂〉.
3. For each singular point λ of L,
a. cotypeλ(L) = ∅ or {0, 1, . . . , nλ} for some nλ ∈ N.
b. Every solution of L in K((x− λ)) lies in K[[x− λ]].
In particular, (3) is satisfied if the exponents of L are nonintegral at every singular point.
Based upon our theorem, we shall now present an algorithm to compute a Jordan–
Ho¨lder series for a holonomic D-module. First however, we must address the role of the
field K. In particular, the Jordan–Ho¨lder series depends on the field K. For instance, the
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D-module D/D(x2 + 1) has length 2 when K = C and length 1 when K = Q. Moreover,
when K = C in this example, the output of the algorithm cannot be defined in the
subfield Q even though the input could be defined there.
To avoid this difficulty, we shall continue to assume that K is algebraically closed and
that we can factor completely over K. In this sense, our algorithm is a theoretical one.
However, if we would like to take K = Q, then our algorithm can be turned into a
practical algorithm by using the same techniques employed in Algorithm 3.4.
Algorithm 5.6. (Jordan–Ho¨lder series for holonomic D-modules)
1. INPUT: I ⊂ D, a left ideal.
2. LOWEST ORDER ELEMENT: Find an operator L ∈ I of minimal order by com-
puting a Gro¨bner basis of I with respect to the order filtration.
3. FACTORIZATION: Factor L as an operator in K(x)〈∂〉, e.g. by using algorithms
in van Hoeij (1997). This factorization can be expressed as
L =
1
g(x)
L1 · · ·Lm
where g(x) ∈ K[x] and where L1, . . . , Lm ∈ D are operators of positive order which
are irreducible as operators of K(x)〈∂〉. Replace L by g(x)L = L1 . . . Lm which is
also of minimal order in I. Here, we have assumed that we can factor over K.
4. SINGULAR POINTS: For each j between 1 and m, find the singular points of Lj
and label them {λj1, . . . , λjtj}. Again, we have assumed that we can factor over K.
5. CLOSURES OF Lj: For each j between 1 and m and each k between 1 and tj,
use Algorithm 2.2 to find a basis {fjk0(∂), . . . , fjksjk(∂)} of ker
(
D
(x−λjk)D
◦Lj−→
D
(x−λjk)D
)
. Using Gro¨bner bases, find the indices {rjkl}ujkl=1 such that
(x− λjk)−1fjkrjkl(∂)LjLj+1 · · ·Lm /∈
I + {(x− λjk)−1fjki(∂)LjLj+1 · · ·Lm : 0 ≤ i < rjkl}.
6. SOLUTIONS OF Lj IN K((x − λjk)): For each j between 1 and m and each k
between 1 and tj, find the set
{njkl > 0 : ∃φ ∈ K((x− λjk)), Lj(φ) = 0, ordλjk(φ) = −njkl}vjkl=1.
This is done by solving the kernel of a truncated submatrix of Q˜(Lj), where the
truncation is determined by computing the minimal and maximal integer exponents
at λjk. Let us also assume that the set is ordered with njki > njk,i+1.
7. IDEALS: Construct ideals by successively adjoining elements,
Ij0 = I +DLjLj+1 · · ·Lm
Ija = Ija−1 +DχjaLj+1 · · ·Lm
where χja is the ath element of the ordered set
Sj = {(x− λjk)−1fjkrjkl(∂)Lj : 1 ≤ k ≤ tj , 1 ≤ l ≤ ujk}
∪
{
(x− λjk)njkl
t−k∏
h=1
(x− λjh)njh1 : 1 ≤ k ≤ tj , 1 ≤ l ≤ vjk
}
.
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Here, both subsets are ordered from least to greatest under the lexicographic order
on the indices (k, l). The ordering of the total set Sj is obtained by concatenating
the second ordered subset onto the end of the first ordered subset.
8. OUTPUT: {Ija/I}1≤j≤m,1≤a≤mj , a Jordan–Ho¨lder series for D/I, where the in-
clusions follow the lexicographic order on the indices (j, a).
Proof. (Correctness of Algorithm 5.6) Consider the chain of increasing ideals
I = I +DL1 · · ·Lm ⊂ I +DL2 · · ·Lm ⊂ · · · ⊂ I +DLm ⊂ D.
To compute a Jordan–Ho¨lder series, it suffices to refine this chain of ideals to a max-
imal chain of ideals. Let us now describe a refinement between I + DLi · · ·Lm and
I +DLi+1 · · ·Lm. Note that the quotient is
I +DLi+1 · · ·Lm
I +DLi · · ·Lm
∼= DLi+1 · · ·Lm
DLi · · ·Lm + (I ∩DLi+1 · · ·LM )
∼= D
Ii
where Ii is the kernel of the surjective morphism
D → DLi+1 · · ·Lm
DLi · · ·Lm + (I ∩DLi+1 · · ·Lm) 1 7→ Li+1 · · ·Lm.
Moreover, since L = L1 · · ·Lm is of minimal order in I,
I ∩DLi+1 · · ·Lm ⊂ Cl(L1 · · ·Li)Li+1 · · ·Lm ⊂ Cl(Li)Li+1 · · ·Lm.
This implies that DLi ⊂ Ii ⊂ Cl(Li).
Since Li is irreducible, we can use the methods developed in Theorem 5.1 to construct
a Jordan–Ho¨lder series for D/Ii. These methods lead exactly to steps 5, 6, and 7 of our
algorithm, where a maximal chain of ideals between I+DLi · · ·Lm and I+DLi+1 · · ·Lm
is constructed.2
Example 5.7. Let us compute a Jordan–Ho¨lder series for D/DL where
L = (x6 + 2x4 − 3x2)∂2 − (4x5 − 4x4 − 12x2 − 12x)∂ + (6x4 − 12x3 − 6x2 − 24x− 12).
For step 3, L has the factorization L = L1L2 where
L1 = (x4 + x3 + 3x2 + 3x)∂ − (4x3 + 3x2 + 6x+ 3)
L2 = (x2 − x)∂ + (−2x+ 4).
For step 4, the singular points of L1 are {0,−1,
√
3i,−√3i}, and the singular points of
L2 are {0, 1}. For step 5, the various kernels have bases,
Kernel Basis
D
xD
◦L1−→ DxD {∂ − 2}
D
(x+1)D
◦L1−→ D(x+1)D {∂ + 3}
D
(x−√3i)D
◦L1−→ D
(x−√3i)D {2∂ − 1 + 3
√
3i}
D
(x+
√
3i)D
◦L1−→ D
(x+
√
3i)D
{2∂ − 1− 3√3i}
D
xD
◦L2−→ DxD {∂4 − 4∂3}
D
(x−1)D
◦L2−→ D(x−1)D {0}
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and adding the following elements one by one to L creates strictly increasing ideals,
T1 =
∂ − 2
x
L1L2 =
[
(x3 + x2 + 3x+ 3)∂2 − 2(x3 + x2 + 3x+ 3)∂ + (8x2 − 6x+ 6)]L2
T2 =
∂ + 3
x+ 1
L1L2 = [(x3 + 3x)∂2 + 3(x3 + 3x)∂ − (12x2 + 9x+ 15)]L2
T3 =
2∂ − 1 + 3√3i
x−√3i L1L2 =
 2(x3 + (1 +√3i)x2 +√3ix)∂2−(1− 3√3i)(x3 + (1 +√3i)x2 +√3ix)∂
+(4− 12√3i)x2 + (21− 5√3i)x+ (9 + 3√3i)
L2
T4 =
2∂ − 1− 3√3i
x+
√
3i
L1L2 =
 2(x3 + (1−√3i)x2 −√3ix)∂2−(1 + 3√3i)(x3 + (1−√3i)x2 −√3ix)∂
+(4 + 12
√
3i)x2 + (21 + 5
√
3i)x+ (9− 3√3i)
L2
T5 =
∂4 − 4∂3
x
L2 = (x− 1)∂5 − (4x− 10)∂4 − 16∂3.
For step 6, we note that the solution space of L1 is spanned by x4 + x3 + 3x2 + 3x while
the solution space of L2 is spanned by x4/(x − 1)2. Therefore, the only singular point
where a solution has a pole occurs for L2 at x = 1, which is a pole of order 2. For steps 7
and 8, it follows that a Jordan–Ho¨lder series for D/DL is
0 ⊂ D{L, T1}
DL
⊂ D{L, T1, T2}
DL
⊂ D{L, T1, T2, T3}
DL
⊂ D{L, T1, T2, T3, T4}
DL
⊂ D{L2}
DL
⊂ D{L2, T5}
DL
⊂ D{L2, T5, (x− 1)
3}
DL
⊂ D
DL
.
6. Inverse Problem of Gro¨bner Basis Theory
Given a term order or filtration of D, the inverse problem of Gro¨bner basis theory is
to determine all initial ideals that occur under the term order or filtration. The inverse
problem for the order filtration was solved by Stro¨mbeck (1978) who gave a set of in-
equalities which must be satisfied by the initial ideal, and who also proved the existence
of initial ideals satisfying any such set of inequalities. As a corollary of Theorem 3.7, we
obtain another proof of Stro¨mbeck’s inequality. At the level of linear algebra, our proof
is probably ultimately the same as Stro¨mbeck’s. However, we hope that our use of the
closure offers a clarification by organizing the linear algebra involved.
Let us also remark that Stro¨mbeck’s solution implies the solution of the inverse Gro¨bner
basis problem with respect to lexicographic order ∂ > x or with respect to the order
filtration refined by the V-filtration. The inverse Gro¨bner basis problem with respect to
the V-filtration was solved by Brianc¸on and Maisonobe (1984). As far as we know, the
problem is open for the Bernstein filtration.
Theorem 6.1. (Stro¨mbeck, 1978, Inverse problem for the order filtration)
1. Let I ⊂ D be a left ideal. Suppose that
in(0,1)(I) =
〈(
t∏
k=1
(x− λk)jk,m
)
ξm : m ≥ n
〉
(6.1)
where for each k between 1 and t, {jk,m}m≥n is a decreasing sequence of non-
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negative integers with limm→∞ jk,m = µk. Then
jk,n+µk ≤ n+ µk. (6.2)
2. Conversely suppose for each k between 1 and t, {jk,m}m≥n is a decreasing sequence
of non-negative integers with limit µk such that jk,n+µk ≤ n+µk. Then there exists
a left ideal I ⊂ D such that in(0,1)(I) is given by (6.1).
Proof. Part 1. From the point of view of the closure, we think of I as sandwiched
between DL ⊂ I ⊂ Cl(L), where L is an element of minimal order n in I (see proof of
Corollary 3.8). We might as well choose L with in(0,1)(L) = (
∏t
k=1(x − λk)jk,n)ξn. We
can now describe the initial ideal of I by Theorem 3.7. Let us review how this is done.
By hypothesis, L has singular points {λ1, . . . , λt}. Then I = I(V1) + · · ·+ I(Vt) for some
subspaces Vk ⊂ ker(D/(x− λk)D ◦L→ D/(x− λk)D). Finally, if {fk0(∂), . . . , fksk(∂)} is a
basis of Vk with the property that deg(fki) < deg(fk,i+1) for all i, then
inλk(I) = 〈(x− λk)jk,n−(i+1)ξn+deg(fki)−i : 0 ≤ i ≤ sk〉
in(0,1)(I) =
〈(
t∏
k=1
(x− λk)ik
)
ξm : (x− λk)ikξm ∈ inλk(I)
〉
. (6.3)
It only remains to translate this description into the inequality (6.2). For instance, µk =
jk,n−dim(Vk). To go further, we need to understand the subspaces Vk. By Algorithm 2.2,
Vk can be identified with a subspace of ker(Rλk(L)), so let us examine the matrix Rλk(L)
of (2.1). We can write L = pn(x)∂n + · · · + p0(x) where pn(x) =
∏t
k=1(x − λk)jk,n . We
can also write L in the form
L =
s∑
i=r
ζiqi(θλk) ζi =
{
∂i if i ≤ 0
(x− λk)i if i > 0
such that qr(θ) 6= 0. Note then that the term pn(x)∂n becomes a subsum of the above
sum with the shape,
pn(x)∂n =
∑
i≥jk,n−n
ζigi(θλk)
where gjk,n−n(θ) 6= 0 and deg(gjk,n−n) = min{n, jk,n}. Thus, r ≤ jk,n− n and deg(qr) ≤
n.
Now recall that ker(Rλk(L)) = ker [Rλk(L)ij ]0≤i≤m,0≤j≤m+r. This matrix is identically
0 below the rth diagonal while its rth diagonal consists of entries {qr(i)}i≥max{0,−r}. Here,
the rth diagonal means the diagonal of entries in row i and column i+ r.
Now we have two cases. First, if r ≤ 0, then dim(ker(Rλk(L))) ≤ n since deg(qr) ≤ n.
We conclude that jk,n − µk = dim(Vk) ≤ n, which implies jk,n+µk ≤ jk,n ≤ n+ µk.
Second, if r > 0, then the first r columns of Rλk(L) are identically 0. So the subspace
W spanned by {∂i}r−1i=0 is contained in ker(Rλk(L)). Now let Wk = Vk ∩W and suppose
that dim(Wk) = r′. Then by (6.3), (x− λk)jk,n−r′ξn+r−r′ ∈ inλk(I), which implies that
jk,n+r−r′ ≤ jk,n − r′. We also claim that n + µk ≥ n + r − r′. This follows because
µk = jk,n − dim(Vk), where jk,n ≥ n+ r and dim(Vk) ≤ n+ r′. Finally, we obtain
jk,n+µk ≤ jk,n+r−r′ ≤ jk,n − r′ ≤ jk,n + n− dim(Vk) = n+ µk
which completes the proof of Part 1.
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Part 2. The strategy is to construct L with in(0,1)(L) =
(∏t
k=1(x−λk)jk,n
)
ξn and such
that ker(Rλk(L)) contains the appropriate vector space Vk. To see what Vk should be,
we compare (6.3) with (6.1). It follows that we simply need {deg(fk0), . . . , deg(fksk)} to
be equal to the set
Sk :=
⋃
{i>0:jk,n+i<jk,n+i−1}
[k + jk,n − jk,n+i−1, i+ jk,n − jk,n+i − 1] ⊂ N
whose cardinality is |Sk| = jk,n − µk. Here, [a, b] denotes the set of integers between a
and b including endpoints. Also, let tk = maxi∈Sk{jk,n − n, i} and let m = maxk{tk}.
First, let us construct L such that ker(Rλk(L)) contains V1. There are two subcases to
consider:
(i) If j1,n ≤ n, then define L = ∂n−j1,n(θλ1 + 1)µ1
∏
i∈S1(θλ1 − (i + n − j1,n)). Then
V1 = SpanK{∂i : i ∈ S1} = ker(Rλ1(L)), as desired.
(ii) If j1,n > n, then j1,n+µ1 ≤ n+µ1 implies that j1,n−j1,n+µ1 ≥ j1,n−n−µ1 = |S1|−n.
It follows that |S1 ∩ [0, j1,n − n − 1]| ≥ |S1| − n and hence, |S1 ∩N≥j1,n−n| ≤ n.
So we can define L = (x− λk)j1,n−n(θλ1 + 1)n−|S1∩N≥j1,n−n|
∏
i∈S1∩N≥j1,n−n(θλ1 −
(i+ n− j1,n)). Then V1 = SpanK{∂i : i ∈ S1} ⊂ ker(Rλ1(L)), as desired.
We now replace L by the operator (x − λ2)j2,n · · · (x − λt)jt,nL, which continues to
have the property that ker(Rλ1(L)) ⊃ SpanK{∂i : i ∈ S1} = V1 and also enjoys the
property that in(0,1)(L) =
(∏t
k=1(x − λk)jkn
)
ξn. It now remains to further adjust L so
that ker(Rλk(L)) contains Vk as well. We shall give a brief sketch as to how this is done,
and leave the details to the reader.
At the moment, the only thing we know about the matrix Rλk(L) for k 6= 1 is that its
(jk,n−n)th diagonal has entries coming from a polynomial of degree n and the matrix is
zero below this diagonal. As usual, let ζi denote ∂i if i ≤ 0 and denote (x− λk)i if i > 0.
Then by adding to L an operator
∏
i 6=k(x−λi)Mζjkn−ng0(θλk) where M  m and where
deg(g0) ≤ n− 1, we can adjust the matrix Rλk(L) so that the entries of the (jk,n − n)th
diagonal come from an arbitrary polynomial of degree n and so that the matrix is still
zero below this diagonal. In particular, we can force the entries indexed by Sk∩N≥jk,n−n
to be zero. Also, for M sufficiently large, the first m columns of the matrices Rλi(L) for
i 6= k are unaffected.
Similarly, for r > 0, we can add to L operators
∏
i 6=k(x − λi)M (x − λ)rζjkn−ngr(θλk)
with M  m and deg(gr) ≤ n−1 so that the (jk,n−n+r)th diagonal of Rλk(L) is given by
an arbitrary polynomial either of degree n or degree n− 1 and such that lesser diagonals
are unchanged. So we can also force the entries indexed by Sk ∩N≥jk,n−n \ {tk} of the
(jkn − n + r)th diagonal to be zero. Again for M sufficiently large, the first m columns
of the matrices Rλi(L) for i 6= k are unaffected. If we do this for all r less than some
sufficiently large r′, we eventually obtain L such that in(0,1)(L) =
∏t
k=1(x − λk)jk,nξn
and such that ker(Rλk(L)) contains SpanK{∂i : i ∈ Sk} = Vk. Continuing this procedure
for all k, we produce the desired L.2
Corollary 6.2. (Inverse problem for the order filtration refined by the
V-filtration) There exists a left ideal I ⊂ D such that inλ(I) = 〈(x−λ)jmξm : m ≥ n〉
where {jm} is a decreasing sequence of non-negative integers with limit µ if and only if
jn+µ ≤ n+ µ.
774 H. Tsai
Corollary 6.3. (Inverse problem for pure lexicographic order ∂ > x) The
set of initial ideals with respect to the pure lexicographic term order ∂ > x is equal to the
set of monomial ideals of K[x, ξ] having dimension 1.
Another set of interesting problems is to consider the inverse Gro¨bner basis problems
for a restricted class of ideals. For example,
Corollary 6.4. (Inverse problem of closed ideals for the order filtration)
There exists a closed ideal I such that in(0,1)(I) is given by (6.1) if and only if for
each k, either (i) jkn ≤ n, or (ii) jkn > n and µk ≥ jkn − n+ 1.
Similarly in Corollary 4.13, we described the initial ideal of the annihilator of poly-
nomials. It would be interesting to solve the inverse problem for this set of ideals. By
Corollary 4.3 and Lemma 4.10, this problem is essentially equivalent to determining
whether a vector space of polynomials can be found satisfying prescribed multiplicity
conditions at various points. For instance, the ideal 〈x2(x − 1)ξ2, xξ3, ξ4〉 is the initial
ideal of the annihilator of polynomials if and only if there exists a two-dimensional vec-
tor space V of polynomials which have multiplicity 1 or 4 at x = 0, multiplicity 0
or 2 at x = 1, and multiplicity 0 or 1 everywhere else. We saw in Example 1.2 that
the candidate V = SpanK{x4, x(x − 1)2} does not work since it contains a polynomial
p(x) = 4x4−27x(x−1)2 = x(4x−3)(x−3)2 with multiplicity 2 at x = 3. More generally,
we could ask the same questions for the set of annihilator ideals of rational functions.
7. Isomorphism Classes of Left Ideals
The space of isomorphism classes of right ideals of D was described by Cannings and
Holland (1994) as a special case of their work. It was further studied by Le Bruyn (1995).
In this section, we will reproduce the description given by Cannings and Holland from the
point of view of the closure. One added benefit of this approach is that given generators
of an ideal, we can determine the corresponding isomorphism class using variants of our
closure algorithms. To remain consistent with the rest of our article, we shall consider
left ideals rather than right ideals.
Theorem 7.1. The space of isomorphism classes (as D-modules) of left ideals of D is
Isom(D) =
⋃
t∈N
⋃
{λ1,...,λt}⊂K
{(λ1, V1), (λ2, V2), . . . , (λt, Vt)}
where Vk ⊂ K[∂] is a nonzero finite dimensional vector space associated to λk.
To determine the isomorphism class of a left ideal I, there is a unique L ∈ I of minimal
order such that all other elements of minimal order in I are K[x] multiples of L. Then
I/DL is supported on a finite subset {λ1, . . . , λt} ⊂ K, and Vk = {f(∂) ∈ K[∂] : f(∂)L =
(x− λk)T for some T ∈ I}.
Proof. Given a left ideal I and an operator T ∈ I, the D-module I/DT is annihilated
by some p(x) ∈ K[x] if and only if T is of minimal order in I. Moreover, the operator
L defined in the theorem is unique since K(x)〈∂〉I is principal in K(x)〈∂〉. Thus I/DL
is the unique smallest D-module of the form I/DT which is totally supported on a
finite subset of K. This makes I/DL an isomorphism invariant. Similarly, the spaces Vk
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are isomorphism invariants. Furthermore by Kashiwara’s equivalence, I = D · {L, (x −
λk)−1f(∂)L : f(∂) ∈ Vk} which shows that the spaces Vk also determine I as a D-module
up to isomorphism. Finally, the existence of a representative ideal for each isomorphism
class can be obtained using the methods of Theorem 6.1, Part 2.2
Algorithm 7.2. (Computing the isomorphism class of a left ideal I)
1. INPUT: {L1, . . . , Lm}, generators of a left ideal I ⊂ D.
2. MINIMAL ELEMENT: Compute a reduced Gro¨bner basis of I with respect to the
order filtration. Set L equal to the element of lowest order in I.
3. SINGULAR POINTS: Suppose L = pn(x)∂n + · · · + p0(x). We assume we have
the factorization
√
pn(x) = (x − λ1) · · · (x − λt). If we are not able to obtain the
factorization, then we need to employ methods similar to Algorithm 3.4, and we
leave the details to the reader.
4. VECTOR SPACES Vk: For each k between 1 and t, compute ker(Rλk(L)) using
Algorithm 2.2. Set Vk = {f(∂) ∈ ker(Rλk(L)) : (x − λk)−1f(∂)L ∈ I}, which we
can compute using Gro¨bner bases and undetermined coefficients.
5. OUTPUT: {(λk, Vk) : Vk 6= 0}.
Let us remark that it would be more effective to obtain the vector spaces Vk directly
from the Gro¨bner basis of I coming from the order filtration. We leave this algorithm to
the reader.
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