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ni p e & k such that X, n, = 1. Bernstein's generalization of this result to inhomogeneous products of stochastic matrices each with a positive column (Seneta(lo), p. 105) raises the suspicion that the positive column may be a key condition for an inhomogeneous product of reducible but not necessarily stochastic matrices to act contractively under the projective pseudo-metric on positive vectors. It turns out that a positive column is neither a necessary nor a sufficient condition for inhomogeneous products of reducible, non-stochastic matrices to act contractively. Section 2 presents definitions and known results. Section 3 examines the contractive properties, individually andiin inhomogeneous products, of non-negative matrices with a t least one positive column. Section 4 presents the main results: an algebraic identity (9) for inhomogeneous products of reducible matrices and several sets of sufficient conditions for sets of reducible, non-stochastic, non-negative matrices to be contractive sets. Section 5 applies these results to matrices which arise in demography, genetics, and cell biology.
LEMMA 1 (essentially Hajnal (5) ). For any two matrices A 0, B 2 0 such that AB is dejined, (i) IJABIJ < 1 1 All IlBIl and (ii) mrs (AB) 2 mrs (A) mrs (B). A square matrix A 2 0 is defined as primitive if, for some positive integer k, Ak > 0. A square matrix A 2 0 is defined as irreducible if, for every row i and column j, there exists a positive integer k which may depend on i and j such that (Ak)ii > 0. A primitive matrix is irreducible.
LEMMA 3 (Brauer(2), p. 30). If A 2 0 of dimension n x n is irreducible and has at least one positive element on the main diagonal, then A2n-2 is positive.
That the converse of Lemma 3 is false is demonstrated by a primitive 3 x 3 matrix A with zero main diagonal such that A2 is positive:
Let pM be the spectral radius (magnitude of the largest eigenvalue) of any square matrix M. Define 0 as the spectral radius of a null (0 x 0) matrix. LEMMA 4 (Gantmacher(4, pp. 75, 69). I n the canonical form (1) of a non-negative sqwre matrix M, pM = max (PA, PC).
A n x n matrix M is semi-irreducible (Birkhoff and Varga(l), p. 359) when it can be put in the form, possibly\after a permutation of rows and columns, where A is an irreducible n, x n, matrix and each row of B contains at least one nonzero element.
If a semi-irreducible matrix M is also non-negative and its A is primitive, then for q large enough, the f i s t n, columns of Mq are positive. A column-positive matrix M is semi-irreducible if, in its normal form (I), C = 0.
Our main results rest on Hajnal's ((s), p. 527) concept of an ergodic set. An ergodic set G(g, R) with parameters g and R is a set of allowable n x n matrices A such that, for some integer g and a constant R > 0, any product of g matrices chosen from G(g, R) is a positive matrix and for every A in G(g, R)
Hajnal denotes R by p, which we have already reserved for the spectral radius function.
THEOREM A ((51, p. 527). If MI, . . . , Mq are any q matrices of order n belonging to some ergodic set G(g, R), and H(1, q) = M, . . . MI, then for any positive n-vectors x and y where 6 = Rg/ng-l.
(This expression for 6 may not be the largest possible, but that given by Hajnal (p. 528), namely 6 = Rg, is incorrect. The derivation of RDIng-I parallels exactly an argument used in proving Theorem 6 below.)
Extending a terminological suggestion of Hajnal(s), we propose two further definitions.
A contracting set X is a set of n x n matrices such that if x and y are any two positive n-vectors, then for any E > 0 there is an integer N (possibly depending on x and y) such that for all q 2 N, and for any sequence MI, . . . , M,, . . . of matrices chosen from 8,
A set X of n x n matrices is an exponentially contracting set if X is a contracting set such that for any positive n-vectors x and y, there exist positive constants K < 1 and D (with D possibly depending on x and y) such that for any partial products H(1, q) of q arbitrary matrices from 8, 
Theorem A shows that an ergodic set is an exponentially contracting set.
3. Column-positive matrices. We now describe the effect on the projective distance between two positive vectors of a single column-positive matrix, of powers of a single column-positive matrix, and of various inhomogeneous products of column-poeitive matrices. 
Now if each B is viewed as a point in Euclidean n2-space, then St(z) is compact. Since d(Bx, By)/d(x, y) is a continuous real function on St(z), it attains its supremum t at my B* in S(z). I f it were true that t
. . of not necmsarily distinct members of T(g, z,), d(H(l,q)x, H(1,q)y) G lnK*(q) where K*(q) = K (int (qlg)), and
Proof. H(1, g ) is in S(z,), which is the set o f all column-positive matrices A such that min+ ( A ) / m a x ( A ) > z,, though not every matrix B in S(z,) need be of the form H(1, q). Let x(O), y(0) be in X(z,); B(1), B(2), ..., be a sequence of matrices in S(z,); x(q)=B(q)...B(l)x(O), y(q)=B(q)...B(l)y(O), q = I,%...; and xi(q) the ith element of x(q). Let r,(q)
= x,(q)/yi(q), i = 1, ..., n. Let M(q) = maxiri(q), m(q) = miniri(q),L(q) = M(q)/m(q). Then d (~( q ) , ~( q ) ) = lnL(q)-BY Lemma 6, L(O) < (~( 0 ) ) -~ < zia,
where w(q) = mincjmin (z,(q)/x,(q), yi(q)lyj(q)). W e claim and
Since we are interested in the effect of B(q+ 1) on x(q)and y(q), abbreviate B = B(q + 1) and assume without loss of generality that column 1 of B is positive, i.e. z, < bil < 1, and bij = 0 or z, < bij < 1 for every element b,, of B, i = 1, . . . , n; j = 2, . . ., n. x(q) and y(q) can be rescaled to be vectors whose least elements are not less than w(q) and whose largest elements are 1.
(i) Assuming rl(q) = m(q), let M(q + 1) = ~a ( q + l ) and pi, = b.ij yj(q)lxk bdk yk(q).
Then M(q + ) = xj baj ~j ( q ) /~k bak yk(q) = x j~a j = pal m(q) + x ? = 2~a j ~j(q)' obtain an upper bound on M(q+ 1), we minimize pal and maximize pa, and r,(q),
(ii) Assuming rl(q) = M(q), let m(q + 1) = rb(q + 1) = CCl bbj xj/Ck bbk yk so that l/m(q+ 1) = ZTr"l b,, x,(r,(q))-l/Ck bbkxk. TO obtain a n upper bound on l/m(q+ I), we again minimize theweight of (rl(q))-l = (M(q))-land maximize the remaining weights, assuming (rj(q))-l = (m(q))-1, j = 2, ..., n, by choosing (bbl, ..., bbn) = (z,, 1, ..., 1) and
. By elementrtry calculus, af/ari(q) < 0 for r1 (q) in [m(q), M(q)]. Therefore setting rl(q) = m(q) only increases f(rl(q)) and again gives (7) .
The positive lower bound on the right in (8) is obtained by premultiplying the vector ~( q )~ = (w(q), 1, ..., 1)T by the row (z,, 0, ..., 0) to obtain the numerator and by the row (1, . . . , 1) t o obtain the denominator.
Then L(q) is bounded above by the solution of the difference equation which results from replacing the inequality in (7) by equality. Since L(q) > 1, this solution in turn is bounded above by the solution obtained when w(q) is taken to be as small as possible.
A lower bound v(q) on w(q) is given by the solution of the difference equation which results from replacing the inequality in (8) by equality. This establishes the theorem for products of matrices from T(g, z,) taken in blocks of g a t a time. Lemma 1 (iii) assures the result for all values of q.
The requirements in Theorem 2 of a bound (i) on the ratio of positive elements, analogous to condition (2) , and the existence (ii) of a positive column do not guarantee that for a fixed square column-positive matrix A, {A) is a contractive set. 
vectors x and y, if d(x, v ) < R and d(y, v ) < R then d(Mqx, Mqy
is an exponentially contracting set.
Proof. ( i ) ,Gantmacher((4), p. 77, his theorem 6 ) proves the existence o f v associated with p H , since no square block submatrix on the diagonal o f M is 'isolated' (in his language) other than A . Because A is primitive ( b y Lemma 3), no other eigenvalue of A or M has modulus equal t o pM b y the Perron-Frobenius theorem. (ii) Let UR be the set o f positive vectors {w;llwll = 1, 6/2 < d(w,v) < R). UR is compact. Let tM = sup{d(Mw, v)/d(w, v ) ; W E UR}. Since UR is compact, tM < 1 b y Lemma 5. So for all w E UR, d(Mv, M w )
= d ( @ M ) v, Mw) = d(v, M w ) < tMd(v, w ) < tM R . B y iteration, sup{d(v, Mqw); w E UB) < tJ R < s/2forq 2 q,.Forsuchq, i f d ( x , v ) < R andd(y, v ) < R ,
then d(Mqx,v) < s/2 and d(Mqy, v ) c ~/ 2 and, b y the triangle inequality, d(Mqx, Mqy) < 6 . (iii) Let R = max (d(x, v ) , d(y,v)) and apply part (ii). COROLLARY 1 (Markov). If M is a column-positive square stochastic nuttrix, then {M)
Proof. I n the normal form ( 1 ) 
COROLLARY 2. For a j x e d scalar z, 0 c z < 1, and some positive vector v, let S ( z ) be a set of column-positive matrices M such that ( a ) min+(M)/max ( M ) 2 z; (b) in the normal
form ( 1 ) 
of each M , pA > pC; (c) the positive eigenvector associated withpM (by Theorem 3 (i)) i s identical for all members of S ( z ) and denoted by v. Let s > 0. ( i ) For any R, 0 < R < co, there exists q, such that if q 2 q,, d ( x , v ) < R , d ( y , v ) < R , then for all
MI, . . . , Mq E S ( Z ) , d(Mq . . . MI x, Mq . .
. MI y ) < E. (ii) S ( z ) is an exponentially contracting set.
Proof. For any given positive vectors x, y, by Theorem 1 there exists t(x, y, z) < 1 such that if M ES(Z), then d(Mx, My)/d(x, y) < t(x, y,z). Define UR as in the proof of Theorem 3 (ii). Since UR x UR is compact, t(z) = sup {t(x, y, z): x, y E UR} < The assumptions of Theorem 4 describe an exponentially contracting set S that is not an ergodic set (since here H,,(l, q) = 0 for all q). Viewed as a set of points in Euclidean n2-space, S need not even be closed or compact. E.g., if S = {M,;q = 1,2, ...I, where the assumptions of Theorem 4 are met but S does not include lim,,, M, . Moreover, no matrix M in S is subrectangular as assumed in contraction theorems of Kaijser (6) . THEOREM 5. Let S = S(g, R, K,, K,, K,) be a set of n x n non-negative matricw M , each of which has the same normal form (I), i.e. n, and n, are the same for all M in S. Let the collection of all the n, x n, submatricw of members of S in the position corrwponding to A be an ergodic set with parameters g and R. Let every submatrix corresponding to B be row-allowable. Suppose there exist wnstants K,, K,, and K, such that 0 < n, K, < 1, 0 < K, g K3 < a, and for each M in S, (i) 0 6 max (C)/min+ (A) < K,; (ii) K, < min+ (B)/max (A); and (iii) max (B)/min+(A) < K,. Then for q > g, every product H(1, q) of q arbitrary matricw from S has its Jirst n, wlumns positive and S is an exponentially contracting set. The rate of contraction is a simple explicit function of the parameters of S. Since the collection of all A submatrices is an ergodic set, Hll(l, q) > 0 for q 2 g. Since B, is row-allowable, B, A,-, ... A, > 0 and H,,(l, q) > 0 for q > g. Thus the first n, columns of H(1, q) are positive for q > g.
To show that S is an exponentially contracting set, choose positive n-vectors x and y. Let xA be the n,-vector containing the first n, elements of x and xB be the n2-vector containing the last n, elements of x; similarly let y be partitioned into yA and yB. 
where
the last inequality follows from (11) . Let K, = max (n, K,; ~l l (~+ l ) ) , and Dl = (X/K,) Without loss of generality, one may suppose that in each matrix M in the set S considered in Theorem 5, every element is divided by min+(A), so that min+(A) becomes equal to 1. Then, since A is row-allowable by definition of an ergodic set, pA 2 1. But pC < n,max(C) < n, K, < 1 from (i), so pC < pA. Since B is row-allowable, some power of M has the f i s t n, columns positive. Hence the conclusions of Theorem 3 apply to each separate matrix of 8. But it is not assumed in Theorem 5 that any M in S is column-positive. THEOREM 6. Let 8' be a set of n x n row-allowable matrices M' of the form where A' is n, x n,, n, 2 1, C' is n,x n,, n, 2 0, n,+n, = n. Let { A ' ; M ' E S ' } be a n ergodic set. Let < j ; (C'),,,, > 0 for i = 1, . . . , n, -1 ; (C'),,, 2 These generalize to n x n matrices. Subject to the quantitative restrictions on the elements of the matrices assumed in section 4, sets-of matrices with each of these patterns of positive elements can be exponentially contracting sets.
The + signs indicate positive numbers. In applications, each positive element m,, models a flow from a category labelled j to a category labelled i. Products of a sufficiently large number of matrices of the form M, are column-positive but not positive,
