Abstract-This research presents a specialised extension to the genetic algorithms (GA) known as the genetic programming (GP) and gene expression programming (GEP) to explore and investigate the outcome of the GEP criteria on the stock market price prediction. The aim of this research is to model and predict short-to-medium term stock value fluctuations in the market via genetically tuned stock market parameters. The technology proposes a fractional adaptive mutation rate Elitism (GEP-FAMR) technique to initiate a balance between varied mutation rates and between varied-fitness chromosomes, thereby improving prediction accuracy and fitness improvement rate. The methodology is evaluated against different dataset and selection methods and showed promising results with a low error-rate in the resultant pattern matching with an overall accuracy of 95.96% for short-term 5-day and 95.35% for medium-term 56-day trading periods.
INTRODUCTION
Stock price forecasting has long been a focus of intelligent soft computing techniques to improve the predictability of financial systems. Due to rapidly changing trends in current global financial markets and the ongoing commercial uncertainties, accurate forecasting of time-based financial trends has become increasingly important. Stock market forecasting provides the investors with a general overview of the changing tendency of the stock markets and supports them in making timely decisions on buying or selling stocks.
Gene Expression Programming (GEP) is regarded as an extension of GA where the chromosomes take form of programming-based solutions instead of decoded genetic phenotypes that contain fixed-length binary chromosomal strings. Similar to conventional GA, GEP has the capability to generate computer-based models based on natural genetic evolution. Conventional GA creates sequence of numbers that represent solutions, whereas GEP solutions are computer programmes that follow a tree hierarchy where each node represents a programme expressed in a functional programming language. Therefore, in GEP the algorithm optimises a family of computer programmes based upon the contextual fitness scenario. Similar to GA, GEP contains linear, fixed-length chromosomes and hierarchical structures similar to genetic programming trees. Each of the GEP solutions is represented via a tree-node or chromosome. Each generation in a GEP contains a number of these chromosomes that go through a process of recombination to induce the so-called diversity in a genetic population technically regarded as the solution search space.
A wide range of GEP approaches have been reported in the literature, including linear and graph-based approaches. The technique proposed in this paper is focused primarily on the linear approach. In the linear case of GEP, programmes are represented as sequence of programmes that are encoded or decoded as nonlinear entities. A linear interpretation system is substantially faster than the tree-based system. The algorithm uses fixed-character-solution-strings to encode solutions to the problems. These strings are eventually annotated as parse trees bearing different sizes and shapes, and are called GEP expression trees (GEP-ETs). During a GEP genetic run, the GEP results in the evolution of additional complex programmes made-up of numerous, simpler sub-programmes. As a typical GEP gene contains fixed-length character strings, these can be drawn from any element from a function-set like and a terminal set like.
This research presents a novel GEP based GA methodology that utilises a dynamic sliding-windowarchitecture over well-known stock datasets to predict future stocks based on two conditions: 1) medium-term stock training conditions spanning durations of 2+ months and 2) short-term training-based prediction based on a week-long sliding window. The technique proposed in this work extends on existing GEP-based time-series prediction techniques by improving on the limitations of constant mutation rates via a proposed GEP-FAMR mechanism. During consecutive runs, evolutionary techniques bear mutation rates that present equal likelihood for solutions with varied fitness rate to undergo a gene-alteration process. Often, this leads to fitter solutions getting lost. However, the same mutation operator when applied to low-to-average fitness solutions, facilitate diversity and hence paves way for better solutions to survive. To date, the majority of adaptive genetic mutation techniques address fitness-bound adaptation, which tends to increase the probability of mutation for low-fitness so high that the search effectively end-up as a random heuristic for low-fitness solutions and a pure Elitism approach for fitter solutions. The proposed technique addresses a fractional mutation approach, which adapts the mutation probability based on chromosomal subgroups or containers to create clustered fitness groups.
II. LITERATURE REVIEW
Evolutionary computing is widely used in real-world time-series prediction cases including electricity load prediction, tourism demand forecasting (Hong et al., 2011) , bankruptcy prediction (Gordini, 2014), stock control (Sourirajan et al., 2009) , weather/climate prediction (Venkadesh et al., 2013) , and traffic congestion prediction problem (Zhang et al., 2014) .
Standalone "GA" were recently integrated by Stepanek et al. in an existing multi-agent stock market simulation algorithm. Rough-set theory (RST) integrated with GA by Cheng et al. (2010) reported market trend identification (bullish or bearish). RST did improve the accuracy marginally when compared to GA, thereby proving its better capability in generating rules from data pairs. However, it also reported the shortcomings of individual RST and GA in the prediction of market trends, especially in the presence of varying and conflicting market parameters. Araújo et al. (2009) proposed a modified GA methodology based on a morphological-rank-linear (MRL) filter, which is capable of finding sub-time-series anomalies to filter out initial suboptimal parameters, thereby improving the overall prediction rate. A multi-objective stock index tracking methodology was proposed by Ni and Wang (2013) based on profitability, stability and volatility of stocks. The domain has recently been extended via the generation of an ensemble of recurrent neural networks via evolutionary multi-objective GA that tune the recurrent neural architecture with the best set of models selected on the basis of a Pareto front (Smith & Jin, 2014) . In a similar cash flow prediction domain, Weighted SVM and fuzzy logic were combined-mapped to "fastmessy" GA chromosomes in a bid to address vagueness via fuzzy logic and improve temporal prediction via improved input/output mapping (Cheng & Roy, 2011) .
A fuzzy-genetic approach was adopted by Aladag et al. (2014) to remove the so-called "lagged variables" from a fuzzy time-series predicting classifier via a GA-based selection process. The work evaluated its algorithms against the Taiwanese stock exchange data and reported a marked improvement in the removal of fuzzy uncertainty from the predicted outcome. A similar study by Cai et al. (2013) encoded entire fuzzy inference systems along with the parameters into a GA-based run. Wei in (2013) offered a GA-weighted adaptive network based fuzzy inference system (ANFIS) methodology to tune the membership functions of a fuzzy inference system, while Xiao-qin in (2012) implemented a similar fuzzy-genetic technique to fuzzify the parameters of the GA.
Particle Swarm Optimisation (PSO) is a domain of evolutionary computing algorithms commonly used to predict data patterns based upon a set of temporally varying parameters similar to a flock of birds. Similar to other evolutionary computing approaches, this problem also suffers from getting stuck into local minima. Pulido et al. In any case, due to highly complex nature of stock markets, factors tend to interact with each other in a nondeterministic way and all these interactions cannot be modelled due to the increased computational complexity of the underlying system. Models can be improved via dimensionality reduction techniques. However, parameters in any pattern recognition algorithms, such as those used in the kernel function in SVM, can be optimised.
The number of factors affecting certain stock prices is so massive that it is almost impossible even for an experienced financial specialist to pick from a combination of these factors. A lot of these contributing factors are intangible. That is, even though companies' profits can be predicted with a reasonable level of accuracy, it is not possible to predict a plethora of qualitative factors such as a company's staff skills, trading experience, competitive edges, reputation, etc. Most importantly, in real stock markets, humans are actively involved and often make completely nondeterministic and irrational decisions that directly affect the future stock prices of a firm.
III. PROBLEM
The main stock prediction problem can be described as follows: Provided current stock value(s) and the trading volume, the task is to predict the next time-instance stock market value. The hypothesis assumed here is that the stock values during a trading day change gradually and display an organised relationship between current and future stock values. This relationship can be described as an algebraic function, whose derivation is the objective of this research (Peng et al., 2014). The problem particularly focuses on the closing stock value in conjunction with the volume traded.
IV. PROPOSED METHODOLOGY
Based on the problem provided in the above sections, the adaptation of GP/GEP to the proposed algorithm is given below:
A. Chromosomal encoding
A set of functions made of classical algebraic, Boolean and relational programming parameters including logical decision constructs that include IF-THEN-ELSE and a range of programming functions are used in the encoding stage.
B. Fitness evaluation
The most basic fitness rule in this methodology is taken to be the rate of change of stock prices over a certain historical data pattern (medium or short-term). Therefore, for an average trading period starting at and ending at would simply be the difference of trade volume/closing price between the beginning and starting stock values of the sliding window instance.
C. Generation of initial population
The methodology uses an ensemble of programming trees that follow the recursive construction processing from root to leaf via the guidelines described by Potvin et al. (2004) .
• The tree root selection is made from Boolean functions and operators
• After the root has been selected, its descendants (leaves) can be selected from Boolean constants and functions and Boolean or relational operators
• If a relational operator is selected, its descendants are selected from either real functions or terminals
D. Selection of next generation chromosoms
The selection process in this work adopts three main methods namely Elitism, rank-based selection and the roulette-wheel sampling (Whitley, 1989; Baker, 1985) . In Rank-based sampling, during any genetic run, all the programmes (chromosomes/solutions) are ranked based upon their best-to-worst raw fitness values. For each chromosome, a new fitness value is then assigned based upon the following formula:
In roulette-wheel (RW) selection, each programme is assigned a slice of the roulette wheel based upon its fitness. Therefore, the individuals with highest fitness have more chances of getting selected in the subsequent generations. Finally, the Elitism-based methodology is used to select at least one best individual with the highest fitness value in the subsequent generations. This minimises the chances of best programmes recombining with weaker candidate resulting in best solutions getting lost during the genetic runs. This however presented another challenge in the overall running where the fittest individual was often lost based on the underlying mutation probability, which was set at 0.
(1%). o Composition of evolutionary operators
The most common pitfall of conventional GA is its complete randomness during the mutation process, which is equally likely to mutate (and hence destroy) the fittest chromosome as well as low-fitness-ones. Additionally, low fitness chromosomes are less likely to generate good chromosomes due to the lack of essential building blocks to create better chromosomes (solutions). Hence, a balance must be kept where low-fitness chromosomes are to be mutated in a hope to get better solutions while making it less likely for high-fitness solutions to get mutated in order to continue with the regular fitness improvement under normal crossover probability conditions (Jiang et . The techniques primarily focus on reducing mutation rate for entire generations or individual, low fitness chromosomes. This method, though improves the survival of high fitness candidates, ultimately increases the chances of low-fitness solution survival, which lead to low diversity duration in the later stages of the genetic run. Therefore, the approaches still present a significant risk of getting the genetic process stuck into local minima based on the fact that a large number of very low fitness functions with an extremely high mutation probability are likely to transform into a completely random process. o Chromosomal composition as encoded real-numbered constants: Automatically Defined Functions (ADFs) were originally introduced by Koza (1994) which derived their logic from the manner in which human programmers as reusable components. Based on the real-numbered time-series nature of the algorithms, random numerical constants were incorporated in the Automatically Defined Functions (ADFs). Taking, for instance, the example of a 5-day stock training sequence as follows:
The underlying ADF0 and ADF1 were defined based on Koza (1994) sextic polynomial constant form concept:
The proposed approach used two ADF-derived function sets deriving from the following sets: In conventional GEP, a fixed probability is assigned which provides equal opportunity for each chromosome to be selected. However, this provides equal chances for best chromosomes to be mutated and hence lose fitness as well. The methodology proposed adopts a dynamic mutation rate selection technique which adapts dynamically based on the probability of each chromosome based on the overall fitness of the running population. The rates make it likely for highly fit individuals to be selected for mutation as well which can be seen as an inherent weakness of a genetic run. Hence, dynamic fitness-based adaptation was induced in the mutation process. For a chromosome, assuming to denote the mutation rate of , the mutation adjustment rule would be defined as follows:
In (3) is the fitness of solution and is the maximum fitness encountered in the generation run till that point. In this paper, the proposed approach is based on fitness-based mutation rate adjustment, which only permits mutation rate adjustment for a set of top 'n%' fitness chromosomes, while keeping the mutation rate constant for the rest (Table 1) . where 'X' are the top 'n' fittest individuals Calculate average probability as follows:
Where is an individual whose fitness is to be calculate adaptively and is the average maximum fitness of the top fittest chromosomes and and are the minimum and maximum probabilities of the entire group o Transposition operator:
Transposition operator is used in evolutionary algorithm to exchange sections of genes from within a single parent (asexually) or between two parents (sexually). Regardless of the case, in GEP, the inserted sequence can appear anywhere in tree but the insertion can only be performed at the heads of genes. The operator in the proposed approach was used to asexually change single chromosomes as shown in Table 2 Recombination operation generally involves two parent chromosomes which are combined via single/multipoint crossover. The resulting children chromosome is deemed syntactically correct if the resultant size is the same and the resultant fragments are homologous. The proposed technique used a single-point crossover mechanism for recombination as shown in Table 3 . The technique probabilistically selected two chromosomes from a generation and swapped their genetic composition over a single crossover point. The crossover point for the case shown in Table 3 is on the immediate right of the red-coloured cell. 
V. SYSTEMATIC ANALYSIS OF GEP AGAINST STANDARD

DATASETS
The fractionally adaptive mutation technique was introduced in this work to improve the manner in which fittest individuals were retained in subsequent genetic runs. The underlying objective was to improve the overall Elitismbased selection mechanism on the fact that regardless of retaining the best-performing chromosome via Elitism, there was still a possibility to lose it if it was probabilistically selected by the system to be mutated. The data used for this analysis was taken from the standard BP dataset.
A. Comparison of fractionally adaptive GEP against standard optimisation methodologies
The suitability of the proposed selection mechanism, Elitism with fractional mutation rate, was assessed by comparing it against the following two existing standards of Elitism with random mutation and constant mutation
(1) Elitism with high/uncontrolled (100%) mutation rate;
(2) Elitism with constant (1%) mutation rate. Based on the theoretical nature of GA a mutation rate of 100% effectively changes a GA run into a random search routine. In this case, the overall search lost 100% of its fittest chromosomes (subject to mutation) which were then supported by better individuals again in the subsequent generation, where sunsequently were again lost (Figure 1 ).
The purpose of this elaboration was to show the impact of high mutation rate on seemingly better genetic runs. However, a simple single high fitness chromosome survival leads to an organised fitness improvement of 0.7875. In case 2 (Figure 2) , a standard 1% mutation rate was applied and a both the approaches lead to a gradually improving fitness rate. However, due to an equal (1%) mutation rate, the fittest individual was itself mutated at generation 13 and since no Elitism was applied, the resultant fitness can be seen to have taken a considerable amount of time to recover and finally achieve a fitness score of 0.6444. The proposed adaptive mutation showed similar outcome pertaining to not a single best chromosome getting lost to high mutation rate and finally achieving a fitness score of 0.78 (Figure 3 ),. The rate of change of fitness for all the fitness scores can be seen in Table 4 . The low rate of fitness of constant mutation rate(CMR) compared to random search(RS) must not be confused with a better performance of RS algorithm. Based on the inherent nature of the stage of randomisation, CMR is still more likely to perform better than RS in the absence of Elitism as evident from the average fitness achieved by RS under no Elitism. The rationale behind Elitism-based GEP-FAMR gaining better accuracy can still be attributed to the fact that with subsequent runs, the technique increases the total number of fitter solutions in the gene pool. There is a 1% chance for the fittest chromosome to get lost. However, there is still likelihood that other closer-fitness chromosomes will live or crossover with others to move to other generation and generate better fitness individuals.
Elitism:
The best individual will still move to the next generation but may get selected there for crossover/mutation/recombination with any other chromosomes to generate better (or worse) candidates. This situation may lead to a lot of similar-fitness solutions leading to fitness improvement getting stuck in a local maxima.
c) GEP-Fractional Adptive Mutation Rate: No Elitism impact on better fitness chromosomes:
The mutation probability of high fitness individuals reduce which causes them to stay in the subsequent generation, crossing with others and improving the chances of even better chromosomes No Elitism impact on lower fitness chromosomes:
The low-fitness solutions still stay in the pool and survive to crossover with other chromosomes to induce diversity in the genetic run. This reduces the chances of the search ending-up in a local maxima.
Elitism impact on better fitness chromosomes:
The best fitness solution still replaces the lowest-fitness solution. Despite other fitter solutions moving to the next population.
Elitism impact on lower fitness chromosomes:
Despite low-fitness solution having better chance to get to the next generation, the lowest-one is still replaced by the best. This may marginally reduce the diversity of the overall population. The overall improvement in the rate of adaptive mutation with other models proves the hypothetical argument at the start of this research that fractional improvement is more likely to retain better individuals. Moreover, the per-generation improvement rate with Elitism presents a direct evidence that the technique will cope well with any other category of datasets.
VI. RESULTS AND DISCUSSIONS
The main focus of this research is on the critical analysis of the new GEP sliding window algorithm against a diverse range of datasets and varying prediction scenarios ranging from input window containing 2+ month trailing stock data to short-term data looking back into just a week in past. The data was selected for five well-known stock companies Yahoo, British Petroleum, GSK, HSBC and the RBS. In order to understand the difference of these companies' performance, it is necessary to look into the nature of performance they showed during the past 20+ years. All the dataset described below were trained and evaluated over two window sizes of 5 days (short-term) and 56 days (medium-term). The initial results obtained are reported in table 5. Results presented in Figure 4 , Figure 5 and Figure 6 represent the outcome of GEP-FAMR, green and blue plots in the figures represent actual and predicted stock rates whereas the red points show the error in prediction. The overall dataset contained a total of 6761 days of stock data where the initial 70% was used for training whereas the remaining 30% of data (from March 2006) was used for testing It must be noted that the 30% data used for testing contained a high number of outliers from the recent recession of 2006 -2011, which made it particularly challenging for a 5-day prediction system. The high error values can particularly be seen where there are sudden and unpredicted change in stock values. The two banks involved in these tests were HSBA and RBS, whose data showed a phenomenally large drop in shares during the past 5 years of recession ( Figure 6 ). The shares continue to fall at respective prices of 11.02 (1.96% fall) and 604.5 (0.15%) for RBS and HSBA PLCs. In the above four cases, it must be noted that both mediumterm and short-term predictions bear important insight for traders to buy or sell certain shares. For instance, for longterm investors, an accurate and reliable prediction algorithm representing a correct trend (increasing or decreasing) will support in the decision making process. However, the figures (4,5and 6 ) report the errors rates on a short-term classifier only.
o Initial Selection Operator Evaluation
The algorithm's performance was initially evaluated over a fixed number of chromosomes with a total of 50 individuals (chromosomes) per generation and 1000 genetic runs with each performing/applying genetic crossover and mutation to induce diversity in the subsequent generation. The selection criteria were initially based upon Elitism, Rank-based and Roulette-wheel algorithms. As shown in Table 6 , the proposed GEP-FAMR approach showed significant improvements for the cases of BP and GSK and RBS. The algorithm however showed average improvement when compared to RW selection in the case of HSBC/A, and a marginal improvement in the case of Yahoo. Prediction errors were not focused on at this stage because of possible improvement later on once the remaining parametric combination (i.e. window-size, chromosome/generation, etc.) was evaluated. Table 7 finally demonstrates a comparison between GEP-FAMR with both the GA variants of the conventional genetic programming (GP) and the gene expression programming (GEP) -based classification. The comparison shows GEP-FAMR to perform substantially better for both the cases of short and medium-term prediction apart from the GSK dataset where GEP with fixed mutation rate performed better. This anomaly may be attributed to the initial random conditions on which the genetic run for the particular GEP-FAMR started or the fact that a low mutation rate may still resulted in the loss of fitter individuals in the case of GEP-FAMR, which does not happen in constant-mutation-rate GEP where Elitism still retains the best performing individual anyway. Nonetheless, the overall success rate in prediction with other datasets indicates the suitability of GEP-FAMR on other methodologies.
Table7: Short and medium-term prediction accuracy based on GEP slidingwindow operation (for 5-day look-ahead only)
VII. CONCLUSION
The research presents a novel evolutionary methodology with modified selection operators for the prediction of stock exchange data via a specialised extension to the conventional evolutionary GA. The extension dynamically adapts the mutation rate of different fitness groups in each generation to ensure a diversification balance between high and low fitness solutions. The so-called GEP-FAMR approach was adopted to discuss the suitability of the algorithms to predict daily and weekly stock market patterns based upon medium-to-short-term stock history. The outcomes presented an outstanding GEP accuracy compared to GP in stock prediction via simple, non-arithmetic algebraic expressions with the best performance reported at short-term forecasting of 95.96%. On the other side, the worst performance of 88.73% was reported on a GP algorithm at medium-term prediction which could be attributed to the fact the at 65-day-training-lengths, the algorithms routinely found data subjected to nondeterministic human-level changes due to global financial uncertainties such as the Middle East crisis and the global recession. However, it is understood that GEP can particularly be used to increase the overall confidence level of trading markets if it is properly evaluated for the period of a few months before actually being implemented in risky stock markets for behaviour prediction.
