Most existing results about modeling and characterizing Gaussian Markov, reciprocal, and conditionally Markov (CM) processes assume nonsingularity of the processes. This assumption makes the analysis easier, but restricts application of these processes. This paper studies, models, and characterizes the general (singular/nonsingular) Gaussian CM (including reciprocal and Markov) sequence. For example, to our knowledge, there is no dynamic model for the general (singular/nonsingular) Gaussian reciprocal sequence in the literature. We obtain two such models from the CM viewpoint. As a result, the significance of studying reciprocal sequences from the CM viewpoint is demonstrated. The results of this paper unify singular and nonsingular Gaussian CM (including reciprocal and Markov) sequences and provide tools for their application. An application of CM sequences in trajectory modeling with a destination is discussed and illustrative examples are presented.
Introduction
Consider stochastic sequences defined over [0, N ] = (0, 1, . . . , N ). For convenience, let the index be time. A sequence is Markov if and only if (iff) conditioned on the state at any time k, the segment before k is independent of the segment after k. A sequence is reciprocal iff conditioned on the states at any two times j and l, the segment inside the interval (j, l) is independent of the two segments outside [j, l] . In other words, inside and outside are independent given the boundaries. A sequence is CM F (CM L ) over [k 1 , k 2 ] iff conditioned on the state at time k 1 (k 2 ), the sequence is Markov over [k 1 + 1, k 2 ] ([k 1 , k 2 − 1]) [1] . The set of CM sequences is very large and it includes many classes.
Every Markov sequence is a reciprocal sequence and every reciprocal sequence is a CM sequence. * The authors are with the Department of Electrical Engineering, University of New Orleans, New Orleans, LA 70148. Email addresses are rrezaie@uno.edu and xli@uno.edu. commented on the relationship between the Gaussian CM process and the Gaussian reciprocal process. [15] presented the relationship between the CM process and the reciprocal process for the general (Gaussian/non-Gaussian) case. Inspired by [14] , in [16] we obtained a representation of some nonsingular Gaussian CM sequences as a sum of a nonsingular Gaussian Markov sequence and an uncorrelated nonsingular Gaussian vector.
Reciprocal processes were introduced in [17] , and studied in [18] - [24] , [14] - [16] , [26] - [27] , [29] - [31] , and others. In [21] , which is a significant paper on Gaussian reciprocal sequences, a dynamic model and a characterization of the nonsingular Gaussian reciprocal sequence were presented. Due to the dynamic noise correlation and the nearest-neighbor structure of that model, it is not easy to apply. For example, recursive estimation of a reciprocal sequence based on the model of [21] is not straightforward and [21] - [24] tried to find such a recursive estimator. A characterization of the nonsingular Gaussian Markov sequence (which is a special reciprocal sequence) was presented in [25] .
In [15] - [16] we studied reciprocal sequences from the CM viewpoint and obtained a dynamic model with white dynamic noise for the nonsingular Gaussian reciprocal sequence. Recursive estimation of nonsinguar Gaussian reciprocal sequences based on that model is straightforward.
From the viewpoint of singularity, one can consider two extreme cases for Gaussian sequences.
One extreme is a sequence being almost surely constant throughout the time interval. The other extreme is a nonsingular sequence, i.e., a sequence with a nonsingular covariance matrix. A singular sequence is in general between these two extreme cases (including the first case). For example, a Gaussian sequence can be singular because it is almost surely constant at a time (i.e., the state at a time is almost surely constant), or because the states of the sequence at two times are almost surely linearly dependent. There are various such causes (corresponding to different times) leading to singular Gaussian sequences. As a result, we have various singularities. It is desired to model and characterize all singular and nonsingular Gaussian sequences in a unified way.
Characterizations of nonsingular Gaussian Markov, reciprocal, and CM sequences were presented in [25] , [21] , [1] . However, these characterizations, which are based on the inverse of the covariance matrix of the whole sequence, do not work for singular sequences. In [28] a characterization was presented for the scalar-valued (singular/nonsingular) Gaussian Markov process in terms of the covariance function. However, that characterization does not work for the general vector-valued case.
In [29] a characterization was presented for a special kind of nonsingular Gaussian reciprocal processes (i.e., second-order nonsingular Gaussian processes, that is, Gaussian processes with covariance matrices corresponding to any two times of the process being nonsingular). [30] presented a characterization of the Gaussian reciprocal process based on the Markov property. That characterization is actually a representation of the reciprocal process in terms of the Markov process and is specifically for continuous-time processes. [31] presented a different characterization of the Gaussian reciprocal process based on the Markov property. Characterizations of [30] and [31] converted the question about a characterization of the Gaussian reciprocal process to the question about a characterization (in terms of the covariance function) of the Gaussian Markov process, which was left unanswered for the general vector-valued Gaussian process. Later studies on the covariance of Gaussian processes were mainly under some nonsingularity assumption [32] - [33] . Despite the above attempts, to our knowledge, there is no characterization in terms of the covariance function for the general (singular/nonsingular) Gaussian CM (including reciprocal and Markov) process in the literature.
The well-posedness of the reciprocal dynamic model presented in [21] (i.e., the uniqueness of the sequence obeying the model) is guaranteed by the nonsingularity assumption for the covariance of the whole sequence. Dynamic models of different classes of nonsingular Gaussian CM sequences were presented in [1] . It can be seen that unlike the model of [21] , the nonsingularity assumption is not critical for the well-posedness of the CM models of [1] . Following [1] , [15] obtained a dynamic model for the nonsingular Gaussian reciprocal sequence form the CM viewpoint. However, that model does not work for singular sequences, although the nonsingularity assumption is not critical for its well-posedness. To our knowledge, there is no dynamic model for the Gaussian reciprocal sequence 2 in the literature. For example, it is not clear how the model of [21] can be extended to the Gaussian reciprocal sequence. More generally, there is no dynamic model for Gaussian CM sequences in the literature.
Although they make the analysis and modeling easy, nonsingularity assumptions restrict application of Gaussian CM (including reciprocal and Markov) sequences. Without such assumptions, we have a larger and more powerful set of sequences for modeling problems. Some problems can be modeled by a singular sequence better than a nonsingular one. For example, [11] used a nonsingular Gaussian CM L sequence for trajectory modeling between an origin and a destination. Now assume that the origin/destination is known, i.e., some components of the state of the sequence at the origin/destination are almost surely constant. Then, a singular CM L sequence is a better model for such trajectories.
The main goal of this paper is threefold: 1) to obtain dynamic models and characterizations of the general Gaussian CM (including reciprocal and Markov) sequence to unify singular and nonsingular Gaussian CM sequences theoretically, 2) to provide tools for application of (singular/nonsingular) Gaussian CM sequences, e.g., in trajectory modeling with destination information, 3) to emphasize the significance of studying reciprocal sequences from the CM viewpoint (which is different from the viewpoint of the literature), e.g., by obtaining dynamic models for the general Gaussian reciprocal sequence from the CM viewpoint.
The main contributions of this paper are as follows. Dynamic models and characterizations of (singular/nonsingular) Gaussian CM, reciprocal, and Markov sequences are obtained. Two types of characterizations are presented for Gaussian CM and reciprocal sequences. The first type is in terms of the covariance function of the sequence. The second type, which is similar in spirit to (but different from) those of [30] and [31] , is based on the state concept in system theory (i.e., the Markov property). By deriving a characterization for the general vector-valued Gaussian Markov sequence in terms of the covariance function, we can check the Markov property. Then, the second type of characterization of Gaussian CM and reciprocal sequences (which is based on the Markov property) becomes complete and makes better sense. It is shown that dynamic models of Gaussian CM sequences have a structure similar to those of nonsingular Gaussian CM sequences [1] , and they differ in the values of their parameters. Therefore, the presented models unify singular and nonsingular Gaussian CM sequences. No dynamic model for general singular/nonsingular Gaussian reciprocal sequences is available. For example, it is not clear how the reciprocal model of [21] (which is only for nonsingular Gaussian reciprocal sequences) can be extended to the general singular/nonsingular case even after so many years. We obtain two dynamic models for the Gaussian reciprocal sequence from the CM viewpoint (which is different from the viewpoint of the literature on reciprocal sequences).
As a result, the significance and the fruitfulness of studying reciprocal sequences from the CM viewpoint is demonstrated. A full spectrum of models (characterizations) ranging from a CM L model (characterization) to a reciprocal CM L model 3 (characterization) is presented for the Gaussian case.
The obtained models and characterizations unify singular and nonsingular Gaussian CM sequences.
The Markov-based representations of nonsingular Gaussian CM sequences presented in [16] are extended to the general singular/nonsingular case.
In [1] and [15] - [16] dynamic models and characterizations of nonsingular Gaussian CM (including reciprocal) sequences were presented. They were applied to trajectory modeling in [11] - [12] . The nonsingularity assumption is required for models and characterizations obtained in [1] , [15] - [16] .
For example, the characterizations are based on the inverse of the covariance matrix of the whole sequence. But the covariance of a singular sequence is not invertible. Also, proofs of models presented in [1] and [15] - [16] are based on the nonsingularity of sequences and do not work for the singular case.
In this paper, we use different ideas and approaches to obtain dynamic models and characterizations for the general singular/nonsingular case.
The paper is organized as follows. Section 2 reviews some definitions and preliminaries required in the next sections. Dynamic models and characterizations of Gaussian CM L (CM F ) and Gaussian reciprocal sequences are obtained in Section 3 and Section 4, respectively. Models and characterizations of some other CM classes are presented in Section 5. Section 6 presents illustrative examples. 3 Every reciprocal sequence is a CM L sequence. A CM L model describing a reciprocal sequence is called a reciprocal CM L model. We consider sequences defined over [0, N ], which is a general discrete index interval, but for simplicity it is called time. The following conventions are used for sequences and time intervals:
i is a dummy variable. We consider k 1 , k 2 , l 1 , l 2 ∈ [0, N ]. The symbols " " and "\" are used for transposition and set subtraction, respectively. In addition, 0 may denote a zero scalar, vector, or matrix, as is clear from the context. For a matrix P , P i,j denotes the (block) entry at
denotes the expectation operator. The abbreviation ZMG is used for "zero-mean Gaussian". Some equations and statements hold almost surely (and not strictly), as is clear from the context. For clarity, in some cases we mention it explicitly. The abbreviation "a.s." stands for "almost surely".
Formal measure-theoretical definitions of CM and reciprocal processes can be found in [1] , [18] .
Here, we present definitions in a simple language.
The above definition is equivalent to the following lemma [1] .
Remark 2.2. We use the following notation (k 1 < k 2 )
where the subscript "F " or "L" is used because the conditioning is at the first or the last time of the CM interval. 4 i, j ∈ [0, N ], but matrix C has (block) rows (columns) 1 to N + 1.
where for example x 1 k and ξ 1 k are the first entries of the vectors x k and ξ k , respectively. Similarly for other CDFs.
k1 is a CM c sequence. By a CM L ∩ [k 1 , N ]-CM F sequence we mean a sequence being both CM L and [k 1 , N ]-CM F . We define that every sequence with a length smaller than 3 (i.e., {x 0 , x 1 },
We have the following lemma [15] , [1] , [18] .
For the Gaussian case, we have the following lemmas for CM and Markov sequences [1] .
The following theorem gives the relationship between CM and reciprocal sequences [15] .
3 Dynamic Model and Characterization of CM c Sequences
Dynamic Model
The following theorem presents a model of ZMG CM c sequences called a CM c model. A Gaussian sequence is CM c iff its zero-mean part is CM c . So, based on Theorem 3.1, a model of nonzero-mean
Gaussian CM c sequences is obtained.
where [e k ] is a zero-mean white Gaussian sequence with G k = Cov(e k ), and boundary condition 6
x c = e c , x 0 = G 0,c x c + e 0 (for c = N ) (2) or equivalently 7
Proof. Necessity: We first prove it for c = N (i.e., CM L ). Let [x k ] be a ZMG CM L sequence with covariance function C l1,l2 . It is shown that [x k ] is modeled by (1) along with (2) or (3). First, we obtain boundary condition (3) . Let x 0 = e 0 , where e 0 , a ZMG vector with covariance C 0 , is defined
for every Borel measurable function g.
We now show the existence of B for which E[(x N − Bx 0 ])g(x 0 )] = 0 for every Borel measurable function g. Then, by the uniqueness of the conditional expectation in (4), we conclude E[x N |x 0 ] = Bx 0 [28] , [34] and obtain B.
The following equation
has a solution B = C N,0 C + 0 + S(I − C 0 C + 0 ) for any matrix S, where the superscript "+" means the Moore Penrose inverse (MP-inverse) [35] . We have BC 0 = (C N,
is a solution of (5), it suffices to show that [36] for properties of the MP-inverse).
Since [x k ] is zero-mean, (5) can be rewritten as
6 Note that (2) means that for c = N we have x N = e N and x 0 = G 0,N x N + e 0 ; for c = 0 we have x 0 = e 0 . Likewise for (3). 7 e 0 and e N in (2) are not necessarily the same as e 0 and e N in (3). Just for simplicity we use the same notation. 8 Note that there is no density function for singular Gaussian sequences.
which means x N − Bx 0 is uncorrelated with (and orthogonal to, because [x k ] is zero-mean) x 0 . Due to the Gaussianity of [x k ], x N − Bx 0 and x 0 are independent and we have
for every Borel measurable function g. Comparing (4) and (7), and by the uniqueness of the conditional expectation, we have E[x N |x 0 ] = Bx 0 for B given above (i.e., solution of (5)). Also,
We can obtain (2) as x N = e N and x 0 = C 0,N C + N x N + e 0 , where e N and e 0 are uncorrelated ZMG vectors with covariances C N and C 0 − C 0,N C + N C 0,N , respectively.
Following a similar argument as above, based on the definition of the conditional expectation
We define e k , ∀k ∈ [1, N − 1], as
where [e k ] is a zero-mean white Gaussian sequence (with covariances G k = C k −C xy k,k−1 (C y k−1 ) + (C xy k,k−1 ) , k ∈ [1, N − 1]), which can be verified as follows. By the definition of the conditional expectation
for every Borel measurable function g. Then, by Lemma 2.5, (10) leads to
, it can be seen from (9) that [e k ] is white (E[e k e j ] = 0, k = j). Thus, given any ZMG CM L sequence, its evolution obeys (1) along with (2) or (3).
Proof of necessity for c = 0 (i.e., CM F ) is similar. We have x 0 = e 0 , x 1 = C 1,0 C + 0 x 0 + e 1 , and x k = C xy k,k−1 (C y k−1 ) + y k−1 + e k , k ∈ [2, N ], where G 0 = C 0 , G 1 = C 1 − C 1,0 C + 0 C 1,0 , and
Sufficiency: Our proof of sufficiency is similar to that of the zero-mean nonsingular Gaussian CM c model [1] . From (1), we have x k = G k,j x j + G k,c|j x c + e k|j , where G k,j and G k,c|j can be obtained from parameters of (1), and e k|j is a linear combination of [e l ] k j+1 . Since [e k ] is white, [e l ] k j+1 (and so The boundary conditions (2) and (3) are equivalent. So, later we only consider one of them.
Consider (1)-(2) for c = N . We have
where e [e 0 , e 1 , . . . , e N ] ,
From (12), the covariance matrix of x (i.e., C) is calculated as
where G = diag(G 0 , . . . , G N ). Similarly, for c = 0, the covariance is given by (14) , where G = diag(G 0 , . . . , G N ) and G is
By (14), we can determine the imposed condition on the parameters of (1)-(2) due to a specific singularity. An example follows.
being nonsingular iff
where [e k ] is a zero-mean white Gaussian sequence with G k = Cov(e k ), and the matrices
are nonsingular (positive definite 9 ), with P = G −1 G(G ) −1 , G = diag(G 0 , . . . , G N ), and G being given by (13) .
Proof. A ZMG [x k ] is CM L iff we have (17)- (18) . Also, P is the covariance of [x k ] (see (14) ). So, all other parameters of (1)-(2) be zero. By (14) , such a CM c model is for a white sequence with |C k | = 0, ∀k ∈ [0, N ] (for a scalar-valued sequence, it is actually an a.s. zero sequence). Another extreme is when all the matrices G k are nonsingular leading to a nonsingular Gaussian CM c sequence.
Let [x k ] be a ZMG CM L sequence. x n and y n−1 = [x n−1 , x N ] are a.s. linearly dependent iff e n is a.s. zero (i.e., Cov(e n ) = 0). It can be verified by (9) .
Let [x k ] be a ZMG CM L sequence. x n is a.s. zero iff both e n and C xy n,n−1 (C y n−1 ) + y n−1 are a.s.
zero. It is verified as follows. By (9), x n is a.s. zero iff we have a.s.
e n + C xy n,n−1 (C y n−1 ) + y n−1 = 0 (20)
Post-multiplying both sides of (20) by e n and taking expectation, it is concluded that Cov(e n ) = 0, where the fact that e n is orthogonal to x n−1 and x N , has been used (see (11) ). Then, by (20) , we have a.s. C xy n,n−1 (C y n−1 ) + y n−1 = 0. Therefore, x n is a.s. zero iff both terms of (20) are a.s. zero.
Characterization
Two characterizations are presented for Gaussian CM c sequences with any kind of singularity. The first characterization is as follows.
∀i, j, k ∈ [0, N ] \ {c}, i < j < k, where the superscript "+" means the MP-inverse.
Proof. A Gaussian sequence is CM c iff its zero-mean part is CM c . Also, a sequence and its zero-mean part have the same covariance function. So, it suffices to consider zero-mean sequences.
Necessity: Let [x k ] be a ZMG CM c sequence with covariance function C l1,l2 . Define
∀j, k ∈ [0, N ] \ {c}, j < k, and y j [x j , x c ] . Then, since [x k ] is Gaussian, (22) leads to (see (8))
On the other hand, by the definition of the conditional expectation
for every Borel measurable function g. Then, by Lemma 2.5, we have
By (25), r(k, j) is uncorrelated with [x i ] j 0 and x c . So, post-multiplying both sides of (23) by x i , ∀i ∈ [0, j − 1] \ {c}, and taking expectation, we obtain (21) , where i, j, k ∈ [0, N ] \ {c}, i < j < k.
Sufficiency: Let [x k ] be a ZMG sequence with covariance function C l1,l2 satisfying (21), ∀i, j, k ∈
where based on (21), it is concluded that r(k, j) is uncorrelated with (and since [x k ] is zero-mean, or- 
So, by (26) and (28),
The following characterization of the Gaussian CM c sequence is based on the concept of state in system theory (i.e., Markov property).
Proof. It can be verified by Lemma 2.5 or Theorem 3.1. 
is CM c . So, we have the following corollary. with i < j < k < l = N . Although the two conditions are equivalent, the latter is simpler (and more revealing) than the former. It seems [29] was not aware of the simpler condition. We obtained the simpler condition based on studying reciprocal sequences from the CM viewpoint, which is different from that of [29] . It shows how insightful the CM viewpoint is for studying reciprocal sequences.
Another characterization of the Gaussian reciprocal sequence is based on the concept of state in system theory (i.e. Markov property).
Proof. It follows from Theorem 2.7, Corollary 3.2, and the fact that
Dynamic Model
The reciprocal dynamic model of [21] is limited to the nonsingular Gaussian reciprocal sequence. The nonsingularity assumption is critical for that model, because its well-posedness (i.e., the uniqueness of the sequence obeying the model) is guaranteed by the nonsingularity of the whole sequence.
There is not any model for the general (singular/nonsingular) Gaussian reciprocal sequence in the literature, and it is not clear how to obtain such a model from the viewpoint of the literature on reciprocal sequences. For example, it is not clear how the model of [21] can be extended to the general (singular/nonsingular) case. The CM viewpoint is very fruitful for studying reciprocal sequences.
From it, the following theorem presents two models for the general (singular/nonsingular) Gaussian reciprocal sequence from the CM viewpoint. They are called reciprocal CM c models. 
(i) for c = N and ∀i, j, k, l ∈ [0, N ], l < i < j < k, and G given by (13) , or equivalently (ii) for c = 0 and ∀i, j, k, l ∈ [0, N ], i < j < k < l, and G given by (15) , where P = (G) −1 G(G ) −1 and
Proof. Every reciprocal sequence is CM c . A ZMG sequence is CM c iff it obeys (1)- (2) . The covariance matrix of a sequence modeled by a CM c model can be calculated in terms of the parameters of the model and its boundary condition (the calculated covariance matrix is denoted by P above).
A Gaussian sequence is reciprocal iff its covariance function satisfies (30) . Since model (1)-(2) is for a CM c sequence, P satisfies condition (b) of Theorem 4.1 (note that condition (b) of Theorem 4.1 is a CM c characterization for c = N or c = 0). So, a Gaussian sequence is reciprocal iff it obeys (1)-(2) (for c = N or c = 0) and P satisfies (31) .
The results of this section support the idea of studying reciprocal sequences from the CM viewpoint.
Characterizations and Dynamic Models of Other CM Sequences
Sequences belonging to more than one class of CM sequences are useful for both application and theory. For example, an application of CM L ∩ [0, k 2 ]-CM L sequences is in trajectory modeling with a waypoint and a destination. Assume the destination density (at time N ) as well as the density of the state at a time k 2 < N (i.e., waypoint information) is known. First, consider the waypoint information at k 2 (without destination information). In other words, we know the state density at k 2 but not after. With a CM evolution law between 0 and k 2 , such trajectories can be modeled by a [0, k 2 ]-CM L sequence. Now, consider the destination information (density) without the waypoint information. Such trajectories can be modeled by a CM L sequence [11] . Then, trajectories with a waypoint and a destination information can be modeled as a sequence being both [0, k 2 ]-CM L and CM L , i.e., CM L ∩ [0, k 2 ]-CM L . Sequences belonging to more than one CM class are also useful for theoretical purposes. For example, by Theorem 2.7, a reciprocal sequence belongs to several CM classes. This is particularly useful for studying reciprocal sequences from the CM viewpoint (e.g., 
G = diag(G 0 , . . . , G N ), and G is given by (13) .
Gaussian sequence is CM L iff it obeys (1)-(2) (for c = N ). Also, the covariance matrix of a CM L sequence can be calculated as (33) . On the other hand, by Corollary 4.1, a Gaussian sequence is [k 1 , N ]-CM F iff its covariance function satisfies (29) (let k 2 = N and c = k 1 in Corollary 4.1).
Therefore, a Gaussian sequence is CM L ∩ [k 1 , N ]-CM F iff it obeys (1)-(2) and (32) holds.
Following the idea of Corollary 5.1, one can obtain models of other CM sequences belonging to more than one CM class, e.g., To complete those characterizations, we need a characterization of the Gaussian Markov sequence based on the covariance function. A characterization was presented in [28] for the scalar-valued Gaussian Markov process, but its generalization to the vector-valued case is not trivial. The following corollary presents a characterization of the vector-valued general (singular/nonsingular) Gaussian
Markov sequence. To our knowledge, there is no such a characterization in the literature.
Proof. Our proof is parallel to that of Theorem 3.2. The main differences are as follows. For the proof of necessity, instead of r(k, j) in (22), we need to define r(k, j) = x k − E[x k |x j ]. Also, instead of Lemma 2.5, we should use Lemma 2.6. For the proof of sufficiency, instead of r(k, j) in (27), we
Inspired by [14] , a representation of the zero-mean nonsingular Gaussian (ZMNG) CM c sequence as a sum of a ZMNG Markov sequence and an uncorrelated ZMNG vector was presented in [16] .
We now extend it to the ZMG CM c sequence in Proposition 5.1, which can be proved based on Theorem 3.1. We omit the proof for lack of space. 
. The CM L model (1) with the above parameters is called the CM L model induced by the Markov model [16] . Now, by an arbitrary choice of parameters (G 0,N , G 0 , and G N ) of the boundary condition (2), we obtain a CM L model and where α and β are independent. Fig. 1 shows trajectories generated by the above Markov induced CM L model. The origin is nonsingular and so trajectories are spread out around the position mean ( Fig. 1) . However, the destination is clearly singular and trajectories end up at the position mean, i.e., a.s. constant destination ( Fig. 1 ). Fig. 2 shows trajectories generated by the Markov-induced CM L model (50 solid lines) and the Markov model (50 dash lines). Trajectories generated by both models can describe the origin well. However, since the Markov-induced CM L model incorporates the destination information, the difference between trajectories of the two models grows gradually. Fig.3 shows the y component of the velocity for trajectories of both models. It can be seen how the yvelocity of CM L trajectories gradually decreases to satisfy the y-velocity mean at the destination.
In the second example, assume the origin (the position) is totally known (i.e., the sequence is   , and their cross-covariance is C 0,N = diag(0, 2, 0, 2). Other parameters are the same as in the first example above. Fig. 4 compares trajectories generated by the Markov induced These examples demonstrate an application of singular Gaussian CM L (reciprocal) sequences for trajectory modeling. Note that depending on its parameters, a CM L model may generate a reciprocal sequence or a non-reciprocal CM L sequence.
Summary and Conclusions
In this paper, (singular/nonsingular) Gaussian CM, including reciprocal and Markov, sequences have been studied, modeled, characterized, and an application has been discussed. The obtained models (characterizations) for different classes of Gaussian CM sequences are complete (i.e., necessary and sufficient) descriptions of the classes.
The nonsingularity assumption for the reciprocal model presented in [21] is critical for the wellposedness of that model, and it has not been clear how that model can be extended to the singular case even after so many years. From the CM viewpoint, however, we have obtained two models and a characterization for the (singular/nonsingular) Gaussian reciprocal sequence. The well-posedness of our models is always guaranteed without any assumption. This demonstrates the significance of studying reciprocal sequences from the CM viewpoint. A full spectrum of models (characterizations) ranging from a CM L model (characterization) to a reciprocal CM L model (characterization) has been also presented.
We have unified singular and nonsingular Gaussian CM (including reciprocal) sequences and provided tools for their application.
