Real-time control-Tools is a novel software framework for modeling real-time control and decision support in water resources systems. It integrates different control paradigms ranging from simple feedback control strategies with triggers, operating rules and controllers to advanced optimizationbased approaches such as model predictive control (MPC). A key feature of the package is the modular integration of modeling components, related adjoint models, and optimization algorithms which makes it well suited for the control of large-scale water systems. Interfaces enable its integration into Supervisory Control and Data Acquisition systems, operational stream flow forecasting, and decision support systems as well as hydraulic modeling packages. This paper presents an overview of the novel software framework, gives an introduction into the underlying control theory for which it has been developed and discusses the related software architecture. A first case describes an innovative combination of binary decision trees and feedback control in application to the modeling of a highly regulated River Rhine reach along the German-French border.
INTRODUCTION Overview
Past and current hydraulic engineering activities have had significant impacts on many river basins around the world.
Examples cover multi-purpose storage reservoirs for flood mitigation, water supply, irrigation, hydroelectricity, or recreation as well as river training measures including the construction of weirs and run-of-river hydro power projects to enable navigation and generate electricity. In low-lying delta countries such as the Netherlands, engineering measures over many centuries led to man-made water systems to drain the land, defend the country against floods, and supply inhabitants, industry, and agriculture with freshwater (van Steen & Pellenbarg ).
The main motivation for implementing engineering measures in water resources systems is to gain control over the hydrologic cycle. On the one hand, this refers to defensive structural measures for flood protection such as river dikes, which act by their presence, but do not have controllable components. These will be of minor interest to us. On the other hand, hydraulic structures such as segment weirs, pumps, and dams are actively operated by stakeholders in real-time and operation options are various. The outflow from a dam of a storage reservoir, for example, can be realized by a bottom outlet, a hydropower turbine, or a gated spillway, and it can be shifted in time related to the reservoir inflow by making strategic or tactical use of the reservoir storage capacity. The stakeholder's intention is to operate hydraulic structures in such a way that they serve specific objectives in the best possible way. Finding these control trajectories is a non-trivial task and we will give a brief introduction into two techniques in the following.
A straightforward approach for defining control actions is to make them dependent on available observations and a predefined operating procedure by feedback and feed-forward control (Simonović & Unesco ) . An implicit feature of this approach is that we can only react to an event and take measures after it is observed. From a computational point of view, its implementation is straightforward and only requires simulation, which runs the control as well as related hydrologic and hydraulic models in an open (feedforward) or closed loop (feedback). If the control strategy becomes more complex and includes conditional components for switching between different controllers, the main challenge is the proper handling of these conditions.
We present an approach based on binary decision trees which is fail-safe by definition. To let control actions not only depend on current or historical states, but also on future system states, or, more precisely, expected future system states, is a logical advancement. We refer to this approach as predictive control. Model predictive control (MPC) enables us to anticipate future events and take actions before these events are observed (Zavala et al. ) . In contrast, the MPC option uses external forecasts, also referred to as disturbances in control terminology, in combination with an internal representation of the controlled system (García et al. ) . An optimization algorithm computes the optimal control trajectories over a finite forecast horizon. This approach is called an online approach and solves an optimization problem at forecast time in comparison to offline approaches which use optimization for the parametrization of feedback rules; see Labadie () for a review of various optimization techniques for multi-reservoir systems. Solving optimization is computationally expensive and may restrict its real-time application, so dedicated prediction models of the controlled part of the water system are required. These prediction models are often simplified in order to make them fast enough for running within the optimization procedure. For an improved performance and in order to avoid truncation errors, the prediction model should not only compute system states, but also back-propagate the derivatives of the objective function and constraints to the control parameters through the model. This can be achieved for example by algorithmic differentiation (Griewank & Walther ). The last feature determines the Real-time control (RTC)-Tools software architecture to a large extent.
The following sections of the introduction provide the theoretical concepts of feedback and feed-forward control as well as MPC. Then we present and discuss the conceptual design of the RTC-Tools software framework and, in particular, introduce an innovative framework for the modular setup of simulation models and its adjoints within optimization schemes. Furthermore, this paper presents a number of practical control applications. In the first case, the novel framework simulates complex feedback control strategy in combination with a one-dimensional hydraulic model of the highly regulated section of the Rhine River along the German-French border between the cities of Basel and Karlsruhe. In a second case, the MPC option is used to drain the polder system of the Dutch regional water authority Noorderzijlvest (NZV) in the north of the Netherlands. The last case demonstrates a large-scale application of MPC for the short-term optimization of the Federal Columbia River Power System (FCRPS), managed by the Bonneville Power Administration (BPA), for dispatching the hydro power generation under consideration of environmental and other operational constraints.
Feedback control and feed-forward control
Two frequently used techniques for operating hydraulic structures in water resources systems are feedback and feed-forward control. For the example of maintaining a water level at target by adjusting the downstream gate position, applying feedback control means to use the control error, i.e., the difference between set point and actual water level at the gate, to determine the control action. If the water level is above the set point, the operator will increase the gate opening and vice versa. This action directly feeds back into the observed water level. In contrast, feedforward control is a technique wherein an external disturbance, i.e., an observation that is independent of the controlled system, is used to determine the control action.
The operator could decide to open the gate when it starts to rain in order to account for additional water flow.
An example of a widely used controller for hydraulic structures is the proportional-integral-derivative (PID) controller. It is a generic feedback controller with an optional feed-forward term according to
where e(t) is the control error, i.e., the difference between a process variable x(t) and its set point x sp (t) at time t; K p , K i , and K d are the proportional, the integral and the derivative gains, respectively. The integral term accounts for the control error in the period 0 τ t. The optional feedforward term consists of a factor K f and an external disturbance d(t). The setting of a structure y(t) is the controller output.
The discrete form of Equation (1) reads
where E is the integral of e and Δt is the simulation time step.
Note the practical implementation of a PID controller includes additional computational steps for the optional limitation of the maximum velocity of the controller output or an up-wind correction to limit the controller's integral part in order to increase its control performance.
However, our main interest at this point is the fact that the controller output at time step k is exclusively computed based on data at time step k À 1 and k (in case of the external disturbance). This convention is common to all other feedback control techniques.
Beside a layer of controllers, which determines how a structure is operated on the level of the actuator, practical control strategies often include a decision layer for selecting a dedicated controller for specific operating conditions. In a cascade of run-of-river hydropower plants and weirs, we may want to keep the water levels sufficiently high under drought conditions in order to support cargo ship navigation, use some of the system flexibility under normal flow conditions for hydropower peaking, and appoint the control to flood mitigation in case of approaching flood events.
The simplest way to trigger between different operating conditions is to evaluate a relational condition of the type
( where x is an arbitrary model state, ϑ a user-defined threshold value, and y the trigger output, returning either true (1) or false (0). Beside the > operator, we may also use other relational operators such as >, ! , ¼ , ≠ , or <. In RTC-Tools, we refer to Equation (3) as the 'standard trigger'.
A more advanced trigger is the so-called 'deadband trigger'. It checks the input for an upper or lower threshold crossing. The trigger is active in case of an up-crossing of the upper threshold ϑ u and it is inactive in case of a downcrossing of the lower threshold ϑ l . In the range in-between, the trigger keeps its former state. It reads
where x again is an arbitrary model state. Dead band triggers are often used to switch on and off pumps or turbines based on a water level observation. In this case, the dead band prevents wear by ensuring that the device is not switched on or off due to small variations in the water level only. This becomes important in those cases where the corresponding for example, for a turbine that is switched on and off based on the water level upstream.
For more complex control strategies, the results of several triggers can be combined by logical conditions. We introduce a formulation based on binary decision trees such as given in Figure 1 for representing hierarchical conditions. This formulation leads to unique control actions by definition by only activating the controller on the unique active path of the decision tree and deactivating all others. Figure 1 presents an example of such a set-up for choosing the appropriate operating rule for a river weir.
Model predictive control
While feedback control means to operate a water system based on historical and current system states, MPC uses predicted future state trajectories, for example, for anticipating approaching flood events within current control actions. This requires internal modeling of the controlled water system to assess and optimize the impact of control actions on the controlled system. While feedback and feed-forward control actions are based on the current system state, MPC takes the future behavior of the water system into account.
In the mathematical formulation of the approach (Schwanenberg et al. ), we consider a discrete time dynamic system according to 
Both methods lead to identical solutions, but have pros and cons for specific optimization problems in terms of runtime performance. The sequential approach (Equation (6)) is more efficient, if hard constraints are defined on control variables u only and gets inefficient for hard constraints on states x or dependent variables y. Because of the state dependency on all prior control variables u, the constraint Jacobian becomes dense in the lower triangular matrix. In this case, the simultaneous approach (Equation (7) 
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Iffezheim. Weir Breisach has been built in the old branch for stabilizing (2)), among others. The most severe drawback, however, turned out to be the SOBEK feature to assign control directly to hydraulic structures. This approach is not suitable in this case, because the Upper Rhine system is controlled in an integrated way, i.e., most control decisions affect multiple structures, for example, when the whole system is switched into flood mitigation mode. This means that it would be necessary to model the same decision process repeatedly for each affected structure. This is undesirable because it is error-prone and it makes the control model unnecessarily complex.
In a feasibility study, user programming for modeling the MPC for the NZV polder system The representation of the regional water system of NZV in MPC requires a coarse internal model (Figure 7) , in particular for bookkeeping of water volumes and related mean water levels in the different compartments of the system. Smaller compartments such as Electra 1 and Electra 2 or Lauwersmeer with minor water level gradients in the canal network can be modeled with single storage nodes.
The larger compartments Electra 3 and Fivelingo require a 
where the first term penalizes deviations of the water level h from set point h sp , the next two terms define a soft constraint for water level leaving an acceptable range [h up , h down ], the fourth term implements a time-dependent penalty w k p on pumping Q k in relation to current energy costs (daily and nightly energy costs are 13 and 10-Cent/kWh, respectively). (Figure 8(b) ), the MPC makes use of available storage for shifting pump activities into the off-peak hours at night. This results in a steadily increasing water level during the day and a decreasing one at night within the accepted range. The control performance with respect to the internal model itself and the more detailed SOBEK model is almost identical, which validates the internal model.
The energy and cost savings are shown in Table 1 for the compartments Electra 1 (only electrical pumps) and Fivelingo (electrical and diesel pumps, gates) representing the compartments with the minimum and maximum savings.
It is obvious that even an advanced controller does not impact on the amount of pumped water, if pumps as in Electra 1 are the only release option. Therefore, the cost savings of 7% exclusively result from exploiting the energy price difference of 3-Cent/kWh between day and night. The Fivelingo compartment offers better conditions for savings, because of the available gates and the combination of electrical and diesel pumps. Table 1 shows a release shift towards the free-of-charge gates, and then followed by the Power Administration (BPA). Figure 9 (a) shows a general view of the major projects within the basin. The system is a cascading network of reservoirs subject to local and systemwide operating objectives and constraints. Typical operational constraints include flood control, fish and wildlife, navigation, irrigation, recreation, and power generation. A subset of hydropower projects (Figure 9(b) ), referred to as the 'Big-10', is subject to an optimization- A main concern of BPA's short-term operation of the Big-10 system is the ability to manage high-priority objectives, e.g,. environmental obligations, flood control, reliability, and safety of the power network. Furthermore, the system optimization must enable BPA to assess potential over-generation supply conditions, assist in the refinement of mitigation strategies, and maximize the value of the FCRPS through net secondary revenue sales in the short-term planning horizon.
We present deterministic optimization results in a period with a focus on the chum salmon (Oncorhynchus keta) spawning operation of the FCRPS. The Columbia River population of the chum salmon has been listed as a threatened species under the US Endangered Species Act The optimization results indicate full compliance with the load balance for a power surplus range in HLH between 0 and 2,700 MW. A visual assessment of simulated data and constraints shows two main bottlenecks in the FCRPS, which limit the additional surplus beyond this point. One is the maximum drawdown limit at Grand Coulee reservoir of 1.5 ft in a moving time window of 24 hours (Figure 10(a) ).
Since higher hydropower production in the cascade of the downstream run-of-the-river power plants in the Columbia River depend on additional flow, the limitation of additional water extraction from Grand Coulee limits the overall amount of generated energy. Another bottleneck is the maximum turbine capacity of McNary, which is smaller than other projects in the cascade (Figure 10(b) ). In combination with the requirement of avoiding spill, it limits the total flow through the cascade of projects in the lower Columbia River.
Furthermore, it reduces the system capacity for daily peaking in case of high power surpluses. Note that peaking is only possible if the maximum turbine capacity of a project is higher than the required average flow. If both are the same, the turbine must run on full capacity continuously.
A power surplus of 2,800 MW and beyond leads to a violation of the load balance objective (Figure 10(c) ). Power generation deficits occur mainly in the second week of the forecast horizon. Because of the quadratic penalty of load balance deviations, deficits get distributed over both the HLH and light load hours. The trade-off between them is configurable by weighting factor or can get limited by bound constraints. Figure 10(d) shows that the power production in the second week seems to hit a physical limit.
The realized power surplus for a surplus target of 2,800 and 2,900 MW is nearly the same in both options.
Note that surpluses assume the utilization of the complete FCRPS installed capacity.
SUMMARY, DISCUSSION, AND OUTLOOK
The novel RTC-Tools software package is a toolbox for mod- of complex feedback strategies found in the River Rhine case above as well as many highly regulated water systems in the Netherlands and elsewhere is the use of binary decision trees to select the appropriate feedback controller in a fail-safe way.
Whereas feedback control has already reached a high maturity level, MPC is subject to ongoing research.
Figure 10 | (a) Simulated drawdown and maximum constraint at Grand Coulee for a power surplus DP of 0, 1,350, and 2,700 MW; (b) outflow of McNary for a power surplus DP of 0, 1,350, and 2,700 MW; (c) total power generation deficit for a power surplus of 2,700, 2,800, and 2,900 MW; (d) actual surplus for targets of 2,700, 2,800, and 2,900 MW.
RTC-Tools, making MPC available as a generic tool in water resources applications, helps to bring MPC to practitioners and to establish it as common practice. Possible benefits of model MPC against the feedback control method have been illustrated in the application cases described in the previous two sections, and it has been shown that the new framework can be efficiently applied to large-scale water systems in a real-time decision support context.
Note that the advantage of MPC as an online optimization approach significantly depends on the skill of hydrological forecasts. If we anticipate on wrong forecasts, the resulting control may cause harm ( 
