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Abstract
For an even functional on a Banach space, the symmetric mountain pass lemma gives a
sequence of critical values which converges to zero. Under the same assumptions on the
functional, this paper establishes a new critical point theorem which provides a sequence of
critical points converging to zero. The theorem is applied to sublinear elliptic equations. Then
a sequence of solutions converging to zero is obtained.
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1. Main results
In this paper, we establish a critical point theorem related to the symmetric mountain
pass lemma and apply our theorem to a sublinear elliptic equation,{−u = f (x, u), x ∈ ,
u = 0, x ∈ . (1.1)
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Here  is a bounded domain in Rn with a smooth boundary. We study the nonlin-
ear term like f (x, u) = a(x)|u|p sgn u with 0 < p < 1 or more general sublinear
function.
There are two types of the symmetric mountain pass lemma. One type of the
lemma gives a sequence of critical values diverging to inﬁnity. Another type provides
a sequence of critical values converging to zero. The former and the latter lemmas
are applicable to the superlinear and the sublinear elliptic equations, respectively. In
this paper, we study the latter. For the former lemma, we refer the readers to [1,4,
pp. 53–69], [5, pp. 108–124]. To state the symmetric mountain pass lemma, we need
the notion of genus.
Deﬁnition 1.1. Let E be a Banach space and A a subset of E. A is said to be symmetric
if u ∈ A implies −u ∈ A. For a closed symmetric set A which does not contain the
origin, we deﬁne a genus (A) of A by the smallest integer k such that there exists an
odd continuous mapping from A to Rk \ {0}. If there does not exist such a k, we deﬁne
(A) = ∞. Moreover, we set (∅) = 0. Let k denote the family of closed symmetric
subsets A of E such that 0 /∈ A and (A)k.
Assumption (A). Let E be an inﬁnite dimensional Banach space and I ∈ C1(E,R)
satisfy (A1) and (A2) below.
(A1) I (u) is even, bounded from below, I (0) = 0 and I (u) satisﬁes the Palais–Smale
condition (PS).
(PS) Any sequence {uk} in E such that {I (uk)} is bounded and I ′(uk)→ 0 in E∗ as
k →∞ has a convergent subsequence.
(A2) For each k ∈ N, there exists an Ak ∈ k such that supu∈Ak I (u) < 0.






We state the symmetric mountain pass lemma due to Ambrosetti–Rabinowitz [1] and
Clark [2].
Theorem 0 (Symmetric mountain pass lemma). Suppose that Assumption (A) holds.
Then each ck is a critical value of I (u), ckck+1 < 0 for k ∈ N and {ck}
converges to zero. Moreover, if ck = ck+1 = · · · = ck+p ≡ c, then (Kc)p + 1.
Here Kc is deﬁned by
Kc ≡ {u ∈ E : I ′(u) = 0, I (u) = c}.
This theorem means that I (u) has inﬁnitely many critical values. We state our
theorem.
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Theorem 1. Under Assumption (A), either (i) or (ii) below holds.
(i) There exists a sequence {uk} such that I ′(uk) = 0, I (uk) < 0 and {uk} converges
to zero.
(ii) There exist two sequences {uk} and {vk} such that I ′(uk) = 0, I (uk) = 0, uk = 0,
limk→∞ uk = 0, I ′(vk) = 0, I (vk) < 0, limk→∞ I (vk) = 0, and {vk} converges
to a non-zero limit.
In any case (i) or (ii), we have a sequence {uk} of critical points such that I (uk)0,
uk = 0 and limk→∞ uk = 0. The readers may ﬁnd the possibility that uk may be
obtained as a critical point corresponding to ck deﬁned by (1.2). We discuss this
problem in the following remark.
Remark 1.2. Consider Assumption (A3),
(A3) if I ′(u) = 0 and I (u) = 0, then u = 0.
Under Assumptions (A1)–(A3), Theorem 0 gives a uk such that I ′(uk) = 0 and I (uk) =
ck < 0. By (A3) with the Palais–Smale condition (PS), {uk} converges to zero. There-
fore, when (A3) holds, Theorem 1 follows immediately from Theorem 0. However,
if (A3) does not hold, the sequence of critical points corresponding to ck does not
necessarily converge to zero. Indeed, we have the next example.
Example 1.3. There exists an example of E and I ∈ C1(E,R) which satisﬁes (A1),
(A2) and does not (A3). Moreover, there exists an r0 > 0 such that if I ′(u) = 0 and
I (u) = ck , then ‖u‖r0. Here the constant r0 is independent of u and k.
To construct Example 1.3 with strict discussions, we need many pages. To save the
volume, we sketch the outline. Consider the two point boundary value problem,
−u′′(x) = |u(x)|p sgn u(x), 0 < x < 1, (1.3)
u(0) = u(1) = 0, (1.4)












Problem (1.3) with (1.4) has a unique positive solution v1. We set vk(r) = k−2/(1−p)
v1(kr). Then all the solutions of (1.3) and (1.4) are ±vk for k ∈ N and the zero
solution. See our paper [3] for the variational characterization of vk by the functional
J (u). Observing the convergence rate of {vk} to zero, we carefully deﬁne a positive
sequence {εk} converging to zero. We deﬁne a functional f (t, u) on E ≡ R×H 10 (0, 1)
such that f is of C1, even and f (t, u) = 1 if u /∈ ∪∞k=1 B(±vk, εk) or if |t |1, f (t, u)
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is slightly less than one if u ∈ B(±vk, εk) and |t | < 1. Here B(v, ε) denotes the ball
with center at v and radius ε in H 10 (0, 1). Let g ∈ C1(R,R) satisfy that g is even,
g(t) = 0 on [−1, 1], g(t) > 0, g′(t) > 0 for t > 1 and limt→∞ g(t) = ∞. We set
E = R×H 10 (0, 1) and deﬁne
I (t, u) ≡ f (t, u)(J (u)+ g(t)).
Then I satisﬁes (A1) and (A2) without (A3). Deﬁne ck by (1.2). If I ′(x) = 0 and
I (x) = ck , then x = (±1,±vk). Thus we have Example 1.3.
Theorem 0 gives a sequence of critical values converging to zero. On the other hand,
Theorem 1 provides a sequence of critical points converging to zero. Theorem 1 is an
additional result to Theorem 0 rather than an extension. However, Theorem 1 is more
useful than Theorem 0 to study the sublinear elliptic equations. We will explain the
advantage of Theorem 1 over Theorem 0 in Section 3.
We apply Theorem 1 to (1.1) and prove that this problem has inﬁnitely many small
solutions under the next assumption.
Assumption (B). Suppose that f (x, u) is a Hölder continuous function deﬁned on
× [−ε, ε] with an ε > 0 and satisﬁes the conditions:
(B1) f (x, u) is odd with respect to u.





















f (x, s) ds. (1.5)
Theorem 2. Suppose that Assumption (B) holds. Then (1.1) has a sequence of
non-trivial solutions whose C2()-norm converges to zero.
The Hölder continuity of f (x, u) in Assumption (B) is used only to get the C2()
regularity of solutions. If f (x, u) is merely continuous and not Hölder continuous, we
replace the C2()-norm by the C1,()-norm with any 0 <  < 1. Then Theorem
2 remains valid. Here the C1,()-norm of u is the Hölder norm with exponent 
of ∇u.
From Theorem 2, we understand that the existence of a sequence of solutions con-
verging to zero depends only on the behavior of the nonlinear term as u → 0 in a
neighborhood of a certain point x0 ∈ .
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Corollary 1.4. Let f (x, u) = a(x)g(u) be deﬁned in a neighborhood of u = 0 and
Hölder continuous. Suppose that g(u) is odd and g(u)/u diverges to ∞ as u → 0.
Then (1.1) has a sequence of non-trivial solutions whose C2()-norm converges to
zero if and only if a(x0) > 0 at some x0 ∈ .
Example 1.5. We give some examples of f (x, u) which satisﬁes Assumption (B):
f (x, u) = a(x)|u|p sgn u with 0 < p < 1, f (x, u) = −a(x)u log |u| and f (x, u) =
a(x)|u|p sgn u+b(x)|u|q sgn u with 0 < p < min(1, q). Here a(x) and b(x) are Hölder
continuous on  and a(x0) > 0 at some x0 ∈ . In the last nonlinear term, we do not
need the restriction that q < (n + 2)/(n − 2). For these nonlinear terms, (1.1) has a
sequence of non-trivial solutions whose C2()-norm converges to zero.
We organize this paper into three sections. In Section 2, we prove Theorem 1. In
Section 3, we prove Theorem 2 and Corollary 1.4.
2. Proof of Theorem 1
Throughout this section, we impose Assumption (A). Deﬁne
Aε ≡ {u : I ′(u) = 0, I (u) < 0, ‖u‖ε}. (2.1)
For ε > 0 small enough, Aε is non-empty because the global minimizer of I (u) belongs
to Aε. We deﬁne ε1 > 0 such that Aε = ∅ for ε ∈ (0, ε1). Observe conditions below.
(C1) There exists an r > 0 such that if 0 < ‖u‖r and I (u) < 0, then I ′(u) = 0.
(C2) Either (i) or (ii) holds.
(i) There exists an r > 0 such that if 0 < ‖u‖r and I (u) = 0, then I ′(u) = 0.
(ii) For any ε ∈ (0, ε1), sup{I (u) : u ∈ Aε} < 0.
To prove Theorem 1, it is enough to show that (C1) or (C2) is wrong. If (C1) is
false, then Theorem 1(i) follows. If (C2) is false, then Theorem 1(ii) follows. The
negative proposition against (C2-ii) yields a sequence {vk} in Theorem 1(ii) by using
the Palais–Smale condition (PS). Recall that I (u) is bounded from below by (A1).
Hence (PS) works well on Aε. To get Theorem 1, we need a few deﬁnitions.
Deﬁnition 2.1. Deﬁne
E˜ ≡ {u ∈ E : I ′(u) = 0}.
A mapping V from E˜ to E is called a pseudo-gradient vector ﬁeld for I if V is locally
Lipschitz continuous and satisﬁes
‖V (u)‖2‖I ′(u)‖ for u ∈ E˜, (2.2)
I ′(u)V (u)‖I ′(u)‖2 for u ∈ E˜. (2.3)
R. Kajikiya / Journal of Functional Analysis 225 (2005) 352–370 357
Lemma 2.2. If I ∈ C1(E,R), there exists a pseudo-gradient vector ﬁeld V. Moreover
if I is even, then V can be chosen as an odd vector ﬁeld.
For the proof of the lemma above, refer to [4, Lemma A.2, 5, p. 81].
Deﬁnition 2.3. (i) For  ∈ (0, 1), we deﬁne a function (t) such that
(t) = 0 for t/2,
(t) = (2/)(t − /2) for t ∈ [/2, ],
(t) = 1 for t ∈ [, 1],
(t) = 1/t for t1.
(ii) Let V (u) be the odd pseudo-gradient vector ﬁeld for I (u).
(iii) We deﬁne
W(u) ≡ (‖V (u)‖)V (u).
(v) For  ∈ (0, 1) and u0 ∈ E, let (t, , u0) denote the solution of
d
dt
= −W(), (0) = u0. (2.4)
Since W(u) is locally Lipschitz continuous and ‖W(u)‖1, (2.4) has a unique
global solution (t, , u0). Since V is odd, (t, , u0) is odd with respect to u0.
Lemma 2.4. Suppose that Assumptions (A1), (C1) and (C2) hold. Then there exists
a constant r0 > 0 satisfying the condition: For any c > 0 there exist constants
(c), T (c) > 0 such that if I (u0) − c, then
‖(t, , u0)‖ > r0 for  ∈ (0, (c)] and t ∈ [T (c),∞). (2.5)
Note that r0 is independent of c > 0. Lemmas 2.4 and 2.7, which will appear later
on, play the most important roles to prove Theorem 1.
Proof of Lemma 2.4. By the deﬁnition of W and (2.3), we have
d
dt
I ((t)) = I ′()′(t) − (‖V ()‖)‖I ′()‖2, (2.6)
which means
I ((t))I ((0)) − c for t0. (2.7)
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We prove the lemma separately into two cases, (I) and (II):
(I) (A1), (C1) and (C2-i) hold.
(II) (A1), (C1) and (C2-ii) hold.
Suppose that (I) holds. Then there exists an r > 0 such that
I ′(u) = 0 if 0 < ‖u‖r and I (u)0. (2.8)
We divide our discussion into two cases:
Case 1: There exists an r0 > 0 such that I (u)0 for ‖u‖r0.
Case 2: There exists a sequence {vk} converging to zero such that I (vk) is negative.
In Case 1, (2.7) means (2.5). We deal with Case 2. Let r > 0 be the constant in (2.8).
Since I ′(0) = 0 and I (0) = 0, we choose a constant r1 > 0 so small that 0 < 2r1 < r
and
‖I ′(u)‖1/2 and |I (u)|1 if ‖u‖2r1. (2.9)
We replace r1 by a smaller constant such that the annulus r1‖u‖2r1 contains at
least one vk . For 0 <  < , we deﬁne A(,) by
A(,) ≡ {u ∈ E : ‖u‖, I (u)0}.
Note that A(r1, 2r1) = ∅. We set
a ≡ inf{‖I ′(u)‖ : u ∈ A(r1, 2r1)}. (2.10)
Then a is positive. Otherwise, there is a sequence {uk} in A(r1, 2r1) such that ‖I ′(uk)‖
converges to zero. By the Palais–Smale condition, {uk} has a subsequence converging
to a limit u∞. Hence I ′(u∞) = 0 and u∞ ∈ A(r1, 2r1), which contradicts (2.8).
Consequently, a > 0.
Since I (0) = 0, we deﬁne r0 such that 0 < r0 < r1 and
I (u) > −a2r1 when ‖u‖r0. (2.11)
For c > 0, we deﬁne ε(c) > 0 such that
‖u‖ε(c) when I (u) − c. (2.12)
Since I (u) is bounded from below, for c > 0 large enough, no u satisﬁes I (u) − c.
In this case, we deﬁne ε(c) = r1. Replacing ε(c) by min(ε(c), r1), we can assume that
0 < ε(c)r1. Therefore, A(ε(c), 2r1) = ∅. We deﬁne (c) > 0 by
(c) ≡ inf{‖I ′(u)‖ : u ∈ A(ε(c), 2r1)}. (2.13)
By (2.9), (c)1/2. We set T (c) ≡ (c)−2.
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Let c > 0, 0<   (c) and I (u0) − c. Note that constants r0 and r1 are
independent of c. We show (2.5). From (2.7) and (2.12) it follows that
‖(t)‖ε(c) for t0. (2.14)
Step 1: There is a t1 ∈ [0, T (c)] such that ‖(t1)‖ > 2r1.
In contradiction to the assertion of Step 1, we suppose that
‖(t)‖2r1 for all t ∈ [0, T (c)]. (2.15)
Then (t) ∈ A(ε(c), 2r1) for t ∈ [0, T (c)], which with (2.13) means
(c)‖I ′((t))‖ for t ∈ [0, T (c)].
On the other hand, it follows from (2.2) and (2.3) that
‖I ′(u)‖‖V (u)‖2‖I ′(u)‖. (2.16)
Combining (2.9) with (2.16), we get
‖V ((t))‖1, (‖V ()‖) = 1 for t ∈ [0, T (c)]. (2.17)
Then (2.6) is reduced to
d
dt
I ((t)) − ‖I ′()‖2 − (c)2 = −T (c)−1.
Integrating both sides over [0, T (c)], we obtain
I ((T (c)))I (u0)− 1 − c − 1.
This contradicts (2.9). Hence the assertion of Step 1 holds.
Step 2: If ‖(t1)‖ > 2r1, then ‖(t)‖ > r0 for t t1.
Suppose that ‖(t1)‖ > 2r1. Recall that r0 < r1. In contradiction to Step 2, we
suppose that there exists a t2 ∈ (t1,∞) such that
‖(t2)‖ = r0. (2.18)
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Then there exist  and  such that t1 <  <  < t2 and
‖()‖ = 2r1, ‖()‖ = r1, (2.19)
r1‖(t)‖2r1 for t ∈ [,]. (2.20)
Since (t) ∈ A(r1, 2r1) for t ∈ [,], we have
(c)a‖I ′((t))‖1/2 for  t. (2.21)
This inequality implies (2.17) on [,]. Therefore (2.4) is reduced to
d
dt
= −V ((t)) for t ∈ [,].




‖V ((t))‖ dt− . (2.22)
Since (2.17) holds on [,], we reduce (2.6) to
d
dt
I ((t)) − ‖I ′()‖2 − a2 for t ∈ [,].
Integrating both sides and using (2.22), we obtain
I ((t2))I (())I (())− a2(− ) − a2r1.
This contradicts (2.11) with (2.18). Consequently, the assertion of Step 2 holds.
Steps 1 and 2 prove (2.5) in Case (I).
We deal with (II). Suppose that (A1), (C1) and (C2-ii) hold. Let r > 0 be the
constant in (C1). Since (C1) remains valid even if r is replaced by a smaller constant,
we may assume 0 < r < ε1. We take ε = r in (C2-ii). Choose c0 > 0 satisfying
sup{I (u) : I ′(u) = 0, I (u) < 0, ‖u‖r} < −c0 < 0.
Then it holds that
I ′(u) = 0 if − c0I (u) < 0. (2.23)
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We deﬁne r0 > 0 such that
I (u) > −c0 if ‖u‖r0. (2.24)
Let c > 0 and I (u0) − c. It is enough to show Lemma 2.4 for c > 0 sufﬁciently
small. Therefore, we may assume that c < c0. By (PS) with (2.23), there exists a
(c) > 0 such that 0 < (c) < 1/2 and
‖I ′(u)‖(c) if − c0I (u) − c.
Set T () = c0(c)−2. Let  ∈ (0, (c)]. We prove (2.5). To this end, it is enough to
show that
I ((t)) < −c0 at some t ∈ [0, T (c)]. (2.25)
Indeed, this assertion means that I ((t)) < −c0 for tT (c), which with (2.24) leads
to (2.5). Let us prove (2.25). To the contrary, suppose that
I ((t)) − c0 for all t ∈ [0, T (c)]. (2.26)
Therefore,
−c0I ((t))I (u0) − c for t ∈ [0, T (c)],
which implies that ‖I ′((t))‖(c) on [0, T (c)].
We estimate (2.6). If ‖V ((t))‖1, then we have
(‖V ((t))‖)‖I ′((t))‖2 = ‖I ′((t))‖2(c)2. (2.27)
If ‖V ((t))‖1, then we use (2.16) to get
(‖V ((t))‖)‖I ′((t))‖2(1/2)‖I ′((t))‖(c)/2(c)2. (2.28)
In any case, we reduce (2.6) to
d
dt
I ((t)) − (c)2,
which implies
I ((T (c)))I (u0)− (c)2T (c) − c − c0.
This contradicts (2.26). Hence, (2.25) is true. The proof is complete. 
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Deﬁnition 2.5. For a  > 0 and a subset A of E, we deﬁne
N(A) ≡ {u ∈ E : dist(u,A)}, (2.29)
dist(u,A) ≡ inf{‖u− v‖ : v ∈ A}. (2.30)
We summarize the property of genus, which will be used in the proof of
Theorem 1. We refer the readers to [4, p. 46, Proposition 7.5, 5, p. 95, Proposition
5.4] for the proof of the next lemma.
Lemma 2.6. Let A and B be closed symmetric subsets of E which do not contain the
origin. Then (i)–(v) below hold.
(i) If there is an odd continuous mapping from A to B, then (A)(B).
(ii) If there is an odd homeomorphism from A onto B, then (A) = (B).
(iii) If (B) <∞, then (A \ B)(A)− (B).
(iv) If A is compact, then (A) <∞ and (N(A)) = (A) for  > 0 small enough.
(v) The n-dimensional sphere Sn has a genus of n+ 1 by the Borsuk–Ulam theorem.
For c ∈ R, we deﬁne Kc by
Kc ≡ {u ∈ E : I ′(u) = 0, I (u) = c}. (2.31)
We need the next lemma, which is called the deformation lemma. There are sev-
eral other methods to construct the deformation. See [1,4,5]. We use (t, , u0) in
Deﬁnition 2.3.
Lemma 2.7 (Deformation lemma). Suppose that I (u) satisﬁes (PS). For any c ∈ R,
 > 0, there exist constants ε > 0 and 0 ∈ (0, 1) such that if I (u0)c + ε and
u0 /∈ N(Kc), then
I ((t, , u0)) < c − ε for  ∈ (0, 0], t ∈ [/2,∞). (2.32)
Proof. Let c ∈ R and  > 0. By (PS), there exist ε0, 0 > 0 such that if
c − ε0I (u)c + ε0 and u /∈ N/2(Kc), (2.33)
then ‖I ′(u)‖0. Replacing 0 by a smaller constant, we can assume that 0 < 1/2.
Choose ε > 0 such that
0 < ε < min(ε0, 20/4). (2.34)
R. Kajikiya / Journal of Functional Analysis 225 (2005) 352–370 363
Suppose that I (u0)c+ε, u0 /∈ N(Kc) and  ∈ (0, 0]. We show (2.32). Since I ((t))
is non-increasing, instead of (2.32), it is enough to prove that
I ((t)) < c − ε at some t ∈ [0, /2]. (2.35)
Suppose to the contrary that
c − εI ((t)) for all t ∈ [0, /2]. (2.36)
Since I (u0)c + ε, we have
c − εI ((t))c + ε for t ∈ [0, /2]. (2.37)
Since ‖W()‖1, we integrate (2.4) to obtain
‖(t)− (0)‖ t/2 for t ∈ [0, /2].
Since dist((0),Kc) > , it holds that (t) /∈ N/2(Kc) for t ∈ [0, /2]. Consequently,
(t) satisﬁes (2.33) on [0, /2], and therefore
0‖I ′((t))‖‖V ((t))‖. (2.38)
In the same way as in (2.27) and (2.28), we have
d
dt
I ((t)) − 20,
which implies
I ((/2))I (u0)− 20/2c + ε − 20/2 < c − ε.
This contradicts (2.36). Therefore (2.35) is true. The proof is complete. 
Before proving Theorem 1, we give a proof of Theorem 0. We will need the con-
vergence of {ck} to zero in the proof of Theorem 1.
Proof of Theorem 0. The proof has been obtained in [1,2,4, Theorem 9.1] except for
the convergence of {ck} to zero. We prove the convergence in the same way as in [4,
Proposition 9.33].
Since I is bounded from below, it holds that ck > −∞. Assumption (A2) means
ck < 0. Since k+1 ⊂ k by deﬁnition, it follows that ckck+1. Therefore {ck} has a
limit c∞(0). In contradiction to Theorem 0, we suppose that c∞ < 0. Set
K ≡ {u ∈ E : I ′(u) = 0, I (u)c∞}.
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(PS) means that K is compact. K is symmetric and 0 /∈ K because c∞ < 0. By
Lemma 2.6, we choose a  > 0 so small that
(N(K)) = (K) ≡ p < +∞.
By Lemma 2.7 with c = c∞, there exist constants ε > 0, 0 ∈ (0, 1) such that
I ((/2, 0, u))c∞ − ε if I (u)c∞ + ε and u /∈ N(K). (2.39)
We rewrite (/2, 0, u) as (u). Fix an integer q ∈ N such that
c∞ − ε < cq. (2.40)
Choose A ∈ p+q such that
sup
u∈A
I (u) < cp+q + ε. (2.41)
Set B = A \N(K). Using (2.39) with (2.41), we have
I ((u))c∞ − ε for u ∈ B. (2.42)
By Lemma 2.6, (B)(A) − (N(K))q and B ∈ q . We set C = (B). Then
C ∈ q . Using (2.40) with (2.42), we have
c∞ − ε < cq sup
u∈C
I (u)c∞ − ε.
This is a contradiction, which is caused by the assumption c∞ < 0. Therefore, c∞ = 0
and the proof is complete. 
We prove Theorem 1 by combining Lemma 2.4 with the method used in the proof
that {ck} converges to zero.
Proof of Theorem 1. In contradiction to Theorem 1, suppose that both (C1) and (C2)
hold. Let r0 > 0 be chosen by Lemma 2.4. We set
K ≡ {u ∈ E : I ′(u) = 0, I (u)0}, L ≡ {u ∈ K : ‖u‖r0/2}.
Note that the genus of K cannot be deﬁned because 0 ∈ K . K and L are compact by
(PS). Since r0 > 0 is small enough, L contains a global minimizer of I (u), hence L is
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non-empty. L has a ﬁnite genus p ≡ (L). By Lemma 2.6, we choose  > 0 so small
that
(N(L)) = (L) = p.
Replacing  by a smaller constant, we may assume that 0 <  < r0/4. By Lemma 2.7
with c = 0, there exist ε > 0 and 0 ∈ (0, 1) such that if I (u)ε and u /∈ N(K),
then I ((/2, 0, u)) − ε. We denote (/2, 0, u) by (u) and obtain
I ((u)) − ε if I (u)ε and u /∈ N(K). (2.43)
Since {ck} converges to zero, we ﬁx q ∈ N so large that
−ε < cq < 0. (2.44)
Take a constant c > 0 such that cp+q < −c < 0. Choose P ∈ p+q such that
sup
u∈P
I (u) < −c < 0. (2.45)
For c > 0 above, we determine (c) and T (c) by Lemma 2.4. That is, if I (u0) − c,
then ‖(T (c), (c), u0)‖ > r0. Set Q ≡ (T (c), (c), P ). Then Q ∈ p+q . From (2.45)





I (u) < −c. (2.46)
Since ‖u‖ > r0 for u ∈ Q and  < r0/4, we have
Q \N(K) = Q \N(L). (2.47)
Note that Q \N(L) ∈ q . By (2.43), (2.46) and (2.47), if u ∈ Q \N(L), then
I ((u)) − ε. Set R ≡ (Q \N(L)). Then R ∈ q and we have
cq sup
u∈R
I (u) − ε.
This contradicts (2.44), which is caused by (C1) and (C2). Consequently, either (C1)
or (C2) is false. The proof is complete. 
3. Proof of Theorem 2
In this section, we prove Theorem 2 and Corollary 1.4. Under Assumption (B), the
nonlinear term f (x, u) is deﬁned on × [−ε, ε]. We deﬁne a function h ∈ C∞0 (R,R)
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such that 0h(t)1, h(−t) = h(t) for t ∈ R, h(t) = 1 for |t |ε/2, h(t) = 0 for
|t |ε. Instead of (1.1), we consider the equation,
−u = f (x, u)h(u), x ∈ ,
u = 0, x ∈ . (3.1)
Since f (x, u)h(u) is bounded on  × R, for any 1p < ∞, the W 2,p()-norms of
all solutions for (3.1) are uniformly bounded because of the elliptic regularity theorem.
Since f (x, u) is Hölder continuous, the Schauder estimate gives a boundedness for the
C2()-norm. To prove Theorem 2, it is sufﬁcient to show that (3.1) has a sequence {uk}
of H 10 ()-solutions such that uk ≡ 0 and the H 10 ()-norm of uk converges to zero.
Then uk belongs to C2() and the C2()-norm of uk converges to zero. Especially,
the C()-norm of uk is less than ε/2 for k large enough. Then h(uk) ≡ 1 and (3.1) is
reduced to (1.1). Thus Theorem 2 follows.
Even if f (x, u) is deﬁned on the whole set  × R in Assumption (B) from the
beginning, we need the cutoff h(u). Otherwise, in case f (x, u) grows up to ±∞ very
rapidly as u→±∞, the functional I (u), which will be deﬁned by (3.2) later on, does
not make sense.
If we use Theorem 0, the cutoff method does not work well. Because Theorem
0 provides a sequence of critical values, however we do not know whether the se-
quence of the corresponding critical points converges to zero. In this point of view,
Theorem 1 is more useful than Theorem 0 in the study of the sublinear elliptic
equations.
In (3.1), we rewrite f (x, u)h(u) as f (x, u). Then there is a constant C > 0 such
that
(B3) |f (x, u)| + |F(x, u)|C for (x, u) ∈ × R.







|∇u|2 − F(x, u)
)
dx for u ∈ E. (3.2)
Proof of Theorem 2. To get Theorem 2, it is sufﬁcient to show that I (u) satisﬁes (A1)
and (A2). It is clear that (A1) holds. We verify (A2) by using (B2). For simplicity, we
assume that x0 = 0 in (B2) and 0 ∈ . For r > 0, let D(r) denote the cube,
D(r) ≡ {(x1, . . . , xn) : 0xir (1 in)}.
Fix r > 0 so small that D(r) ⊂  ∩ B(0, ). Here  > 0 is the constant in (B2).
By (B2), there exist sequences {εm}, {Mm} and constants ε > 0, C > 0 such that
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εm > 0, Mm > 0 and
lim
m→∞ εm = 0, limm→∞ Mm = ∞,
ε−2m F(x, εm)Mm for x ∈ D(r), (3.3)
u−2F(x, u) − C for x ∈ D(r) and |u|ε. (3.4)
By (B3), we can assume that (3.4) is valid for all u ∈ R. Fix k ∈ N arbitrarily. We
construct an Ak ∈ k satisfying (A2).
Let p ∈ N be the smallest integer that satisﬁes pnk. We divide D(r) equally
into pn small cubes by planes parallel to each face of D(r). Denote them by Di with
1 ipn. We use Di with 1 ik only. Set a = r/p. Then the edge of Di has the
length of a. We make a cube Ei in Di such that Ei has the same center as that of
Di , the faces of Ei and Di are parallel and the edge of Ei has the length of a/2. We
deﬁne a function  ∈ C(R,R) such that
(t) = 0 for t ∈ (−∞, 0] ∪ [a,∞),
(t) = (4/a)t for t ∈ [0, a/4],
(t) = 1 for t ∈ [a/4, 3a/4],
(t) = −(4/a)t + 4 for t ∈ [3a/4, a].
Note that  ∈ H 1(R). Deﬁne
	(x) ≡ (x1)(x2) · · ·(xn) (x = (x1, x2, . . . , xn) ∈ Rn).
Observe that the support of 	 is a cube [0, a]n. We deﬁne 	i (x) by a parallel translation
	(x− yi) with a suitable yi ∈ Rn such that the support of 	i coincides with Di . Then
it holds that
supp	i = Di, supp	i ∩ supp	j = ∅ (i = j), (3.5)
	i (x) = 1 (x ∈ Ei), 0	i (x)1 (x ∈ Rn). (3.6)
We set
Vk ≡ {(t1, t2, . . . , tk) ∈ Rk : max
1 ik





ti	i (x) : (t1, t2, . . . , tk) ∈ Vk
}
. (3.8)
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Since Vk is the surface of the k-dimensional cube, it is homeomorphic to the sphere
Sk−1 by an odd mapping. Hence (Vk) = (Sk−1) = k. Moreover, (Wk) = (Vk) = k
because the mapping (t1, . . . , tk) → ∑ ti	i is odd and homeomorphic. Since Wk is
compact, there is a constant Ck > 0 such that
‖∇u‖22Ck for u ∈ Wk. (3.9)









F (x, sti	i (x)) dx. (3.10)
Observe (3.7). Then there exists a j ∈ [1, k] such that |tj | = 1 and |ti |1 for other i.









F (x, stj	j (x))dx +
∫
Dj \Ej






F (x, sti	i (x)) dx. (3.11)
Since |tj | = 1, F(x, u) = F(x, |u|) and 	j (x) = 1 on Ej , the ﬁrst integral on the
right-hand side is reduced to
∫
Ej
F (x, stj	j (x)) dx =
∫
Ej
F (x, s) dx. (3.12)
By (3.4), the second and the third terms are estimated as
∫
Dj \Ej





F (x, sti	i (x)) dx − Aks2. (3.13)
Here Ak > 0 depends only on k. Combining (3.10)–(3.13), we have
I (su)(Ck/2)s2 + Aks2 −
∫
Ej
F (x, s) dx.
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Substituting s = εm and using (3.3), we get
I (εmu)ε2m(Ak + Ck/2−Mm vol(Ej )). (3.14)
Here vol(Ej ) denotes the volume of Ej , i.e., (a/2)n, which depends only on k. Since
{Mm} diverges to ∞ as m→∞, we ﬁx m so large that the right-hand side of (3.14)
is negative. Then
sup{I (u) : u ∈ εmWk} < 0.
Since (εmWk) = k, (A2) holds. The proof is complete. 















Suppose that a(x0) > 0 at a certain x0 ∈ . Choose  > 0 so small that a(x) >
a(x0)/2 when |x − x0|. For |u| > 0 small enough, we have
u−2F(x, u)(a(x0)/2)u−2G(u) when |x − x0|.
Therefore Assumption (B) follows. Theorem 2 guarantees the existence of solutions.
Suppose that a(x)0 for all x ∈ . By (3.15), there is an ε > 0 such that ug(u) > 0






provided that u is a solution whose L∞-norm is less than ε. Therefore u ≡ 0. Conse-
quently, there is no sequence of non-trivial solutions whose C2()-norm converges to
zero. The proof is complete. 
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