We study the initial boundary value problem for one-dimensional Kuramoto-Sivashinsky equation with nonhomogeneous boundary conditions. Through the analysis of the boundary integral operator, and applying the known results on the Cauchy problem, we obtain both the local well-posedness and the global well-posedness for the nonhomogeneous initial boundary value problem. It is shown that the Kuramoto-Sivashinsky equation is well-posed in Sobolev space
Introduction
More than thirty years ago, Kuramoto and Sivashinsky derived the Kuramoto-Sivashinsky equation independently by different methods. Sivashinsky [24, 25] obtained an asymptotic nonlinear equation which describes the evolution of a disturbed plane flame front. Kuramoto discussed the turbulent phase waves in [17] and the behavior of a curved wavefront in [18] , and got the analogous equation in both cases.
There are many works addressing the Kuramoto-Sivashinsky equation, see [1, 3, 9, 11, 16, 20, 23, 26] for the well-posedness problem, see [10, 12, 13, 15, 21] for the long-time behavior, see [2, 8, 9, 14] for the control problem, and the rich references cited therein.
As mentioned above, the well-posedness problem of the Kuramoto-Sivashinsky equation in one space dimension has been studied extensively. Most of the references on well-posedness problems cited above are addressed to either periodic boundary conditions or homogeneous boundary conditions. B. Nicolaenko and B. Scheurer ( [20] ) exploited standard energy methods to discuss the initial value problem with periodic boundary conditions. In [26] , E. Tadmor proved the existence and stability for the pure Cauchy problem and the periodic problem. A global solution was obtained by patching together short time solutions, which does not require a higher regularity priori estimate as energy methods do. H. A. Biagioni and T. Gramchev ( [3] ) discussed the initial value problem problem for multidimensional Kuramoto-Sivashinsky type equations on R n and on the torus T n . The initial data could belong to H r p with r negative.
[3] also obtained global well-posedness in L 2 when the nonlinearities are conservative. In [11] , A. T. Cousin and N. A. Larkin considered the initial boundary value problem with homogeneous boundary values in a non-cylindrical domain. Using the Faedo-Galerkin method, they proved the existence and uniqueness of global weak, strong and smooth solutions. In [16] , E. I. Kaikina studied the global existence and large-time behavior of solutions to the homogeneous boundary value problem for subcritical Kuramoto-Sivashinsky-type equation on a half-line with initial data in L ∞ ∩ L 1,2 being sufficiently small, where L 1,2 is some weighted Lebesgue space. D. Pilod ([23] ) was interested in the Cauchy problem for the dispersive KuramotoVelarde equation with initial datum in H s (R) (s > −1). In Section 2 of [9] , because of the control framework they considered, E. Cerpa and A. Mercado got the well-posedness results for the boundary data u(0, t), u x (0, t) ∈ L 2 (0, T ), u(1, t) = u x (1, t) = 0, and initial datum u(x, 0) ∈ H −2 (0, 1).
In this paper, we study the nonhomogeneous boundary value problem for the following dispersive Kuramoto-Sivashinsky equation (sometimes, we call it Korteweg-de Vries-KuramotoSivashinsky equation) in a quarter plane:        u t + u xxxx + δu xxx + u xx + uu x = 0, (x, t) ∈ R + × (0, T ),
u(x, 0) = φ(x), x ∈ R + , u(0, t) = h 1 (t), u x (0, t) = h 2 (t), t ∈ (0, T ),
where T > 0 and δ ∈ R. For initial datum φ ∈ H s (R + ), one may wonder what is the lowest regularity of the boundary conditions to guarantee solution u ∈ C([0, T ]; H s (R + )) ∩ L 2 (0, T ; H s+2 (R + )). One may also be interested in what is the smallest value of s that guarantee the well-possedness of equation (1.1). Theorem 1.1 (see below) gives answers to these two questions in some sense. The optimal regularity for the boundary conditions are (h 1 , h 2 ) ∈ H Our main result in this article is stated as follows.
Theorem 1.1 Let T > 0 and ε > 0.
Moreover, the corresponding solution map from the space of initial and boundary data to the solution space is continuous.
To prove the above theorem, firstly, by the method developed in [5, 6, 7] which is addressed to the Korteweg-de Vries equation, we discuss the nonhomogeneous boundary value problem of the associated linear equation. The key technical part is to transfer the homogeneous initial boundary value problem to the Cauchy problem, through a careful study of the boundary integral operator W bdr (t) (see "Proof of estimate (3.8)").
And v can be explicitly expressed by the Laplace transform (see Remark 3.1).
Secondly, thanks to the bilinear estimates and the fixed point theory, we prove the existence of a local solution for the Kuramoto-Sivashinsky equation (1.1).
Finally, combining the local well-posedness results and a priori estimate, we can patch local solutions together to a global solution. Hence, the Kuramoto-Sivashinsky equation (1.1) is globally well-posed.
The rest of this paper is organized as follows. In Section 2, we consider the smoothing properties of the linear Cauchy problem. Section 3 is devoted to discussing the nonhomogeneous boundary value problem of the associated linear equation. Then we consider the well-posedness of Kuramoto-Sivashinsky equation (1.1) for s ≥ 0 and −2 < s < 0 in Section 4 and Section 5, respectively.
The linear problem in a whole line
In this section, we consider the smoothing properties of the linear Cauchy problem.
Results on the Cauchy problem
Proposition 2.1 Let s ∈ R, T > 0 and φ ∈ H s (R). Then equation
2)
and sup
. Then equation
7)
and
The proof of Proposition 2.1 -Proposition 2.2 will be given in Subsection 2.2 -Subsection 2.3, respectively.
Proof of Proposition 2.1
To prove Proposition 2.1, we need the following lemma, which follows from minor modifications of Lemma 2.5 in [6] . ii) There exists a complex number α + iβ such that lim
Then there exists a constant C > 0 such that for all f ∈ L 2 (0, +∞),
Proof of Proposition 2.1. The proof is divided into several steps.
Step 1. To prove estimate (2.3), we only need to show that for any r ∈ R,
Firstly, we claim that estimate (2.10) holds for any non-negative integer r. In fact, the solution of equation (2.1) can be expressed as follows 11) where " " denotes the Fourier transform with respect to x, i.e.
Formula (2.11) gives that for k = 0, 1,
(2.12)
Setting ζ = ξ 4 in (2.12), one has 13) which yields that for any x ∈ R,
.
(2.14)
It follows from (2.14) and Lemma 2.1 that for any
(2.15)
Similarly, we can obtain
Combining (2.12), (2.16) and (2.17), we obtain the desired estimate (2.10) for any non-negative integer r.
Secondly, we claim that estimate (2.10) holds for any negative integer r. Indeed, for any ϕ(t) ∈ H −r 0 (0, T ), integrating by parts, we deduce from (2.13) that
which implies that for any x ∈ R,
. Step 2. We claim that (2.2) holds. In fact, it follows from (2.11) that
Step 3. We claim that (2.4) and (2.5) are true. Firstly, when
Secondly, by (2.1), q 1 := tp satisfies
where p ∈ L 2 (0, T ; H s+2 (R)). Thus, maximal regularity property implies that the solution of equation (2.18) satisfies
Similarly, by (2.1), q 2 := t 2 p satisfies 
Iterating the argument, we have that for any k ∈ Z + ,
The Young's inequality implies that for any s < 0, t ∈ [0, T ], ξ ∈ R and for some fixed
Therefore, combing (2.2) and (2.21), we have
This completes the proof of Proposition 2.1.
be a linear operator defined as follows
Then A is the infinitesimal generator of an analytic semigroup in L 2 (R + ). With the perturbation of a lower order operator,
ThenĀ is the infinitesimal generator of a C 0 semigroup W R (t) in L 2 (R). Moreover, the solution of equation (2.1) with initial datum φ can be expressed by
Proof of Proposition 2.2
The proof is divided into several steps.
Step 1. We claim that (2.8) is true. Indeed, by semigroup theory ( [22] ), the solution of equation (2.6) can be formally written as follows
where
Thus, it follows from (2.23) that for k = 0, 1,
Hence, by (2.24) and the Minkowski's inequality, we see that for any x ∈ R,
dτ. 
Step 2. We claim that
Indeed, by (2.23) and the Minkowski's inequality, we see that
(2.27) Then (2.27) and Proposition 2.1 show that
which implies the desired estimate (2.26).
Step 3. We claim that
Indeed, by (2.23) and Minkowski's inequality, we see that
From (2.29), (2.30) and Proposition 2.1, one gets
which implies the desired estimate (2.28). This completes the proof of Proposition 2.2.
The linear problem on a half line
In this section, we consider the smoothing properties of the associated linear equation.
Results on the linear problem
To state our results clearly and concisely, we introduce the following notations. For any given a, b ∈ R, set
For any s ∈ R, T > 0 and small ε > 0, put
Our results are as follows.
Furthermore, if −2 < s < 0, ε > 0 and t
(3.11)
We will prove estimates (3.5), (3.8) and (3.11) in Subsection 3.2. Estimates (3.6) will be proven in Subsection 3.3. We omit the proof of (3.9) and (3.12) since they are similar to the proof of (3.8) and Proposition 2.2, respectively.
Proof of estimates (3.5), (3.8) and (3.11)
We recall the following lemma, which follows from minor modifications of Lemma 3.1 in [5] .
Lemma 3.1 Let γ(ρ) be a continuous complex-valued function defined on (0, +∞) satisfying the following three conditions:
ii) There exist δ > 0 and b > 0 such that sup
iii) There exists a complex number α + iβ with α < 0 such that lim
Proof of estimate (3.5). We divide the proof into four steps. In Step 1, an explicit solution formula of equation (3.4) is given. Then with the help of this solution formula, estimate (3.5) is proved for −2 ≤ s ≤ 0 in Step 2 -Step 4.
Step 1. Applying the Laplace transform with respect to t in equation (3.4) , we see that for any τ with Reτ > 0,
The solution of equation (3.13) can be expressed as follows
(3.14)
Here, λ 1 (τ ) and λ 2 (τ ) are the solutions of the characteristic equation
with negative real parts, and
(3.16) By (3.14)-(3.16), for any fixed r > 0, the solution of (3.4) can be represented in the form
Since the right-hand side of (3.17) is continuous with respect to r and the left-hand side does not depend on r, we can take r = 0 in (3.17). Setting τ = i8ρ 4 with 0 ≤ ρ < +∞ in (3.15), then the two solutions of characteristic equation (3.15) with δ = 0 and with negative real parts are as follows
Thus, as ρ → +∞, we have the asymptotic expression of the two solutions of characteristic equation (3.15) with negative real parts:
By (3.17) and (3.18) , it is easy to check that
where v + (x, t) is the conjugation of v + (x, t) and
(3.20)
Step 2. We claim that for −2 ≤ s ≤ 0, it holds 
From (3.20) and (3.22), we see that for any t ∈ [0, T ],
It follows from (3.23) and Lemma 3.1 that for any t ∈ [0, T ],
Combining (3.18), the above inequality gives
Setting µ = 8ρ 4 in (3.24) and recalling h j (τ ) = +∞ 0 e −τ t h j (t)dt, we deduce that
, which combining (3.19) yields that (3.21) holds for s = 0, −1, −2.
Step 3. We claim that for −2 ≤ s ≤ 0, it holds
By standard interpolation theory, it suffices to show that (3.25) is true for s = 0, −1, −2. Setting µ = 8ρ 4 in (3.20), we have that for k = 0, 1, 2,
By (3.26) and Plancherel's theorem, one gets that for any x ∈ R + ,
which gives that for k = 0, 1, 2,
(3.27) Therefore, combining (3.18) and (3.27), recalling µ = 8ρ 4 ,
(3.28)
From (3.19) and (3.28), we obtain the desired estimate (3.25) for s = 0, −1, −2.
Step 4. We claim that for
It follows from (3.26) that for any x, x 0 ∈ [0, +∞),
From Fatou Lemma, the above inequality shows that
. It follows from (3.26) that for any x ∈ [0, +∞),
Therefore, combining (3.18), the above equality shows that
(3.30)
From (3.19) and (3.30), we obtain the desired estimate (3.29) for −2 ≤ s ≤ 0.
be the solution map of equation (3.4) . Then W bdr (t) h can be represented explicitly by (3.18)-(3.20).
Proof of estimate (3.8). Letφ(x) be an continuous extension of φ(x) to the whole line
Fromφ ∈ H s (R) and Proposition 2.1, we have
Recalling the definition of operator W bdr (t) in Remark 3.1, the solution v of equation (3.7) can be expressed by
Thanks to Proposition 2.1 and estimate (3.5), we obtain estimate (3.8).
Proof of estimate (3.11) . By estimate (3.8), similar to Step 1 of the proof of Proposition 2.2, we can obtain estimate (3.11).
Proof of estimates (3.6)
Proof of estimate (3.6). By (3.5), it suffices to prove that for −2 < s < 0, it holds
It follows from (3.4) that q := t
(3.32)
Let θ and ϑ be solutions of
+ε h 2 (t), t ∈ (0, T ). 
(3.37)
Combining t
, the Hölder's inequality shows that (
(3.38)
Since (
, applying (3.11) in Proposition 3.3 to equation (3.33), we yield
(3.39)
Thus, combining (3.36)-(3.39), one has
+ε h ∈ H 0 (0, T ) and estimate (3.5), we get that the solution of equation (3.34) satisfies 
Local well-posedness for s = 0
The main purpose of this subsection is to discuss the local well-posedness of KuramotoSivashinsky equation (1.1). By the result of the associated linear equation presented in Subsection 3.1, if we further obtain a suitable estimate for u xx + uu x (see Lemma 4.1 below), then from the fixed point theory we can seek a fixed point solution.
Lemma 4.1 There is a constant
Proof. On the one hand, by the Hölder's inequality,
On the other hand, by the Gagliardo-Nirenberg's inequality, we get
From the Hölder's inequality, (4.1) gives
This completes the proof of Lemma 4.1.
, such that equa- , 1) . Moreover, the corresponding solution map from the space of initial and boundary data to the solution space is continuous.
Proof. The solution of equation (1.1) can be written in the form
(recall the definitions of W bdr (t) and W c (t) in Remark 3.1 and Remark 2.1). Define
By Proposition 3.1 -3.3 and Lemma 4.1, for any w
and Choose T * such that
(4.5) By (4.3)-(4.5), we have that for any w ∈ X 0,T * (d),
Furthermore, Γ is a contraction map of X 0,T * (d). In fact, from (4.2), for any w 1 , w 2 ∈ X 0,T * (d),
By Proposition 3.3 and Lemma 4.1, (4.6) leads to
Then (4.5) and (4.7) imply that for any w ∈ X 0,T * (d),
Since Γ is a contraction mapping from X 0,T * (d) to X 0,T * (d), the fixed point theorem shows that Γ exists a fixed point u. Then equation (1.1) admits a unique solution u = Γ(u) in X 0,T * (d). This completes the proof of Proposition 4.1.
Global well-posedness for s ≥ 0
This subsection is addressed to proving Theorem 1.1 for s ≥ 0. We divide the proof into three steps. In Step 1 and Step 2, Theorem 1.1 is shown to be true for s = 0 and s = 4, respectively. Then by nonlinear interpolation theory, we prove it is true for any s ∈ (0, 4) in Step 3. If s ∈ (4, 8), then s − 4 ∈ (0, 4) . Thus, by applying the result of Step 3, Theorem 1.1 holds for any s ∈ (4, 8) . The same method can be used for s ≥ 8.
To state our results clearly and concisely, we introduce the following notations.
Step 1. By the local well-posedness results, to prove Theorem 1.1 for the case s = 0, we only need the following global priori estimate (4.9) for smooth solutions of equation (1.1). Then we can patch local solutions together to a global solution.
For given T > 0, we claim that there exists a continuous nondecreasing function γ : R + → R + such that for any smooth solution u of equation (1.1), it hold
In fact, let u be a smooth solution of equation (1.1), let y and z solve
Then it is easy to check that u = y + z.
Multiplying both side of the first equation in (4.11) by z and integrating by parts, we get
(4.12)
Now we estimate the four terms on the right hand side of (4.12). The Gagliardo -Nirenberg's inequality and the Young's inequality imply that for any ε > 0,
(4.13)
From the Gagliardo -Nirenberg's inequality, the Hölder's inequality, the Young's inequality and (4.13), we get
(4.14)
Similar to (4.14), one yields
Again, by the Young's inequality, it holds
Choosing ε small enough, from (4.12) -(4.16), we deduce
From (4.17) and (4.18), for any t ∈ [0, T ],
Applying the Gronwall's inequality to (4.19) , one gets
which combining (4.20) gives that there exists a continuous nondecreasing function γ * :
From (4.18), (4.20) and (4.21) and u = y + z, it easy to see that (4.9) holds.
Step 2. We now prove that Theorem 1.1 is true for s = 4. By the result of Step 1 and (φ, h) ∈ Z 4,T ⊂ Z 0,T , the solution of equation (1.1) satisfies (recall the definition of X 0,T in (3.2) )
Furthermore, it is easy to check that y = u t solves        
Combining (4.24) and (4.25), one has
By (4.25), T * only depends on u X 0,T . Furthermore, combining (4.22), we see that T * only depends on (φ, h) Z 0,T . Recalling (4.23), by a standard density argument, (4.26) shows that there exists a continuous nondecreasing function C 0 : R + → R + such that
Then Theorem 1.1 holds for s = 4 since y = −u xxxx − δu xxx − u xx − uu x .
Step 3. Since Theorem 1.1 hold for s = 0 and s = 4, we now use nonlinear interpolation theory (c.f. Theorem 1 in [4] or Theorem 2 in [27] ) to prove it for any s ∈ (0, 4). Set
Then for given s ∈ (0, 4), 
where C 1 : R + → R + is a continuous nondecreasing function.
By Proposition 3.1 -3.3 and Lemma 4.1, there is a constant C > 0 such that for any T * ∈ (0, T ],
By (4.30), we know that T * only depends on w X 0,T . Since w = 
Hence, we see that T : Z 0,T → C([0, T ]; L 2 (R + )) and for any (φ 1 , h 1 ), (φ 2 , h 2 ) ∈ Z 0,T ,
By (4.27), (4.28), (4.32) , the nonlinear interpolation theory shows that Theorem 1.1 is true for s ∈ (0, 4). Lemma 5.1 Let T > 0, ε > 0 and −2 + 4ε < s < 0. Then there exists a constant C > 0 such that for any u, v ∈ X ε s,T (recall the definition of X ε s,T in (3.3)), it holds
and Proof. We divide the proof into three steps. In Step 1, estimate (5.1) is shown to be true. In Step 2, estimate uv x L 1 (0,T ;
is proven for cases −1 ≤ s < 0, − 3 2 < s < −1, s = − 3 2 and −2 + 4ε < s < − 3 2 , respectively. Finally, we prove t
Step 3.
Step 1. We claim that (5.1) holds. Indeed, by (3.3) and the Hölder's inequality,
From the Hölder's inequality and the fact that the embedding L 2 (R + ) ⊂ H s (R + ) is continuous for s < 0, we have that for |s| 2 + 2ε < 1, i.e. −2 + 4ε < s < 0, it holds
Step 2. Now we prove that for −2 + 4ε < s < 0, it holds
We distinguish four cases −1 ≤ s < 0, − . Case 1. −1 ≤ s < 0. Noting the embedding L 2 (R + ) ⊂ H s (R + ) is continuous for s < 0, by the Gagliardo-Nirenberg's inequality and the Hölder's inequality, we get for any u, v ∈ X ε s,T , +ε h ∈ H 0 (0, T ), we see that h ∈ H 0 (T * , T ). By the result of Theorem 1.1 for s = 0, equation (1.1) with initial datum u(x, T * ) ∈ L 2 (R + ) and boundary conditions h ∈ H 0 (T * , T ) admits a unique solution u ∈ C([T * , T ]; H s (R + )).
