Ferrogels and magnetic elastomers differentiate themselves from other materials by their unique capability of reversibly changing shape and mechanical properties under the influence of an external magnetic field. A crucial issue in the study of these outstanding materials is the interaction between the mesoscopic magnetic particles and the polymer matrix in which they are embedded. Here we analyze interactions between two such particles connected by a polymer chain, a situation representative for particle-crosslinked magnetic gels. To make a first step towards a scale-bridging description of the materials, effective potentials for mesoscopic configurational changes are specified using microscopic input obtained from simulations. Furthermore, the impact of the presence of magnetic interactions on the probability distributions and thermodynamic quantities of the system is considered. The resulting mesoscopic model potentials can be used to economically model the system on the particle length scales. This first coarse-graining step is important to realize simplified but realistic scale-bridging models for these promising materials.
I. INTRODUCTION
Ferrogels and magnetic elastomers are fascinating materials, born by the union of polymeric networks and ferrofluids. Their amazing properties derive from the unique combination of the elastic behavior typical for polymers and rubbers [1] on the one hand, and magnetic effects characteristic of ferrofluids and magnetorheological fluids [2] [3] [4] [5] [6] [7] [8] [9] [10] on the other. One of the most interesting results is that their shape and mechanical properties can be externally controlled by applying a magnetic field [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] . A form of tunability, distinguished by reversibility as well as non-invasiveness and based on a magneto-mechanical coupling is one of the most appealing properties of these materials. This makes them excellent candidates for the use as soft actuators [22] , magnetic field detectors [23, 24] , as well as tunable vibration and shock absorbers [14, 25] . Moreover, studying their heat dissipation due to hysteretic remagnetization in an alternating external magnetic field might be helpful to understand better the processes during possible applications in hyperthermal cancer treatment [26, 27] .
Typically, these materials consist of cross-linked polymer networks in which magnetic particles of nano-or micrometer size are dispersed [16] . A central role in the coupling of magnetic and mechanical properties is played by the specific interactions between the embedded mesoscopic magnetic particles and the flexible polymer chains filling the space between them. These couplings are responsible for a modified macroscopic elas- * Electronic address: giorgpess@thphy.uni-duesseldorf.de † Electronic address: weeber@icp.uni-stuttgart.de ‡ Electronic address: holm@icp.uni-stuttgart.de § Electronic address: hlowen@thphy.uni-duesseldorf.de ¶ Electronic address: menzel@thphy.uni-duesseldorf.de ticity [12, 28, 29] , orientational memory effects [30, 31] , and reversibility of the magnetically induced deformations [15] . Many theoretical and computational studies have been performed on the topic, using different approaches to incorporate the particle-polymer interaction. Some of them rely on a continuum-mechanical description of both the polymeric matrix and the magnetic component [23, 32, 33] . Others explicitly take into account the discrete embedded magnetic particles, but treat the polymer matrix as an elastic background continuum [34, 35] . Usually in these studies, an affine deformation of the whole sample is assumed. The limitations of such an approach for the characterization of real materials have recently been pointed out [36] . In order to include irregular distributions of particles and non-affine sample deformations, other works employ, for instance, finite-element methods [19, [37] [38] [39] [40] .
To optimize economical efficiency, a first step is the use of simplified dipole-spring models. In this case, steric repulsion and other effects like orientational memory terms can be included [30, 36, [41] [42] [43] [44] . A step beyond the often used harmonic spring potentials can be found in [42] where non-linear springs of finite extensibility are considered.
From all the studies mentioned above it becomes clear that microscopic approaches that explicitly resolve polymer chains are rare [45, 46] , and what is particularly missing is a link between such microscopic approaches and the mesoscopic models that only resolve the magnetic particles, not the single polymer chains. In particular, a microscopic foundation of the phenomenological mesoscopic expressions for the model energies should be built up.
The present work is a first step to close this gap. We consider an explicit microscopic description in a first simplified approach: a single polymer chain, discretized through multiple beads, each representing a coarse-grained small part of the polymer, connects two mesoscopic particles. The ends of the polymer chain are rigidly anchored on the surfaces of the two mesoscopic particles, which are spherical, can be magnetized, and are free to rotate and change their distance. From molecular dynamics simulations on the microscopic level, we collect the statistics of the micro-states corresponding to different configurations in the mesoscopic model. Based on these statistics we derive effective mesoscopic potentials, inspired by previous achievements for other polymeric systems [47, 48] . The subsequent step in scale-bridging, connecting the mesoscopic picture to the macroscopic description, has been recently addressed [49] for a special class of magnetic polymeric materials.
In the following, we first define and describe our model in section II. Then, in section III, we mention the details of the microscopic simulation. In section IV, we further characterize the probability distribution of the mesoscopic variables, connecting it to a wrapping effect in section V. After that, in section VI, we determine the values of mesoscopic model parameters based on the results of our microscopic simulations. In section VII, we derive an approximated expression for the mesoscopic effective potential characterizing the particle configurations. In this way, we build the bridge from the explicit microscopic characterization to the mesoscopic particleresolved models by averaging over the microscopic details. Last, in section VIII, we consider the effect of adding magnetic moments to the particles and, in section IX, the effect of increasing magnetic interaction on the thermodynamic properties, before we draw our final conclusions in section X.
II. THE SYSTEM
Our simplified system is composed of two mesoscopic and spherical particles, both of radius a, and a polymer chain explicitly resolved by 60 beads of diameter σ and interconnected by harmonic springs. Here we choose the mesoscopic particle radius a to be 5σ.
We consider steric repulsion between all described particles through a WCA potential, which represents a purely repulsive interaction. It is given by
for r ≤ r c 0 otherwise (1) where r is the distance between the particle centers, ε denotes the energy scale of the potential, and r c = 2 1/6 σ is the cut-off distance. For any combination of large and small particles, σ is chosen as the sum of the radii of the respective particles, which is equivalent to the mean of their respective diameters. In our simulations, we set ε = 10k B T , where k B is the Boltzmann constant and T is the temperature of the system. Neighboring beads within the chain are bound by means of a harmonic potential
where we choose the force constant k = 10k B T /σ 2 . The equilibrium distance r 0 is set to match the cut-off distance of the WCA-potential r 0 = r c = 2 1/6 σ. The ends of the chains are bound via the same harmonic potential to binding sites placed below the surface of the mesoscopic particles, see figure 1. These binding sites are rigidly connected to the mesoscopic particles and follow both, their translational and rotational motion. Thus, when the magnetic particle moves or rotates, the binding site of the polymer chain has to follow, and vice versa. The technical details for the virtual sites mechanism can be found in [50] . We identify the anchoring points of the polymer chain by the vectors a 1 and a 2 , respectively (see figure 1) . Furthermore, the dis-θ1 Figure 1 : A simplified sketch of the geometry of the microscopic system. r is the vector connecting the centers of the mesoscopic particles. a1 and a2 identify the anchoring points of the polymer chain on the surfaces of the particles. θ1, θ2, and φ are the angles that represent the remaining relative rotational degrees of freedom of the system. tance vector between the two mesoscopic particle centers is indicated as r, with magnitude r. The angles that the vectors a 1 and a 2 adopt with respect to the connecting vectors r and -r are denoted as θ 1 and θ 2 , respectively. θ 1 and θ 2 are zenithal angles and they can span the interval [0, π]. Last, φ ∈ [−π, π[ is the relative azimuthal angle between the projections of a 1 and a 2 on a plane perpendicular to r. It can be used to parametrize the relative torsion between the two particles around the r axis. Let us for brevity introduce the vector γ = (r, θ 1 , θ 2 , φ). Therefore, the γ-space, where our mesoscopic vector γ is defined, is given by
Through molecular dynamics simulations (thoroughly described in the next section) we find the probability density p c (γ) of a certain configuration γ of the two mesoscopic particles. We can normalize p c (γ) such that Z c = p c (γ)dγ = 1, with Z c being the partition function of the system, and dγ = sin(θ 1 ) sin(θ 2 )drdθ 1 dθ 2 dφ the γ-space volume element. We are working in the canonical ensemble. Through the normalization of p c (γ), we set our reference free energy F = −k B T ln(Z c ) equal to zero.
From statistical mechanics [51] , we know that the probability density p c (γ) to find the system in a certain configuration γ is p c (γ) = exp[−βV c (γ)]/Z c , where β = 1/k B T . Therefore, and since ln(Z c ) = 0,
is the effective energy of the state γ of our mesoscopic two-particle system and represents an effective potential on the mesoscopic level.
III. MICROSCOPIC SIMULATION
To obtain the probability distribution from which the mesoscopic potential is derived, we performed molecular dynamics simulations using the ESPResSo software [50, 52] . Because entropic effects are important to capture the behavior of the polymer, the canonical ensemble is employed. This is achieved using a Langevin thermostat, which adds random kicks as well as a velocity dependent friction force to the particles. For the translational degrees of freedom of each particle, the equation of motion is then given by
where m p is the mass of a particle, F is the force due to the interaction with other particles, F r denotes the random thermal noise, and ζ is the friction coefficient.
To maintain a temperature of T , according to the fluctuation-dissipation theorem, each random force component must have zero mean and variance 2k B T ζ. Furthermore, random forces at different times are uncorrelated. In order to track the orientation of the magnetic nanoparticles, rotational degrees of freedom also have to be taken into account. This is achieved by means of a Langevin equation of motion similar to (4) where, however, mass, velocity, and force are replaced by inertial moment, angular velocity, and torque, respectively [53] .
The time step for the integration using the VelocityVerlet method [54] is dt = 0.01. To sample the probability distribution, we record the state of the simulation γ every ten time steps. In order to obtain a smooth probability distribution over a wide range of parameters, 34 billion states have been sampled in total, by running many parallel instances of the simulation, summing up to about 10 4 core hours of CPU time. Finally, we find the probability distribution by sorting the results of our simulations into a histogram with 100 bins for each variable (r, θ 1 , θ 2 , and φ). When a 64-bit unsigned integer is used as data type, this leads to a memory footprint of 800 Mb. Hence, the complete histogram can be held in memory on a current computer.
If the resulting numerical version of the effective potential as defined in (3) is to be used in a simulation, a smoothing procedure should be employed, especially in parts of the configuration space with a very low probability density. One approach here might be hierarchical basis sets.
In our simulations, we chose the thermal energy k B T as well as the mass m p , the friction coefficient ζ, and the corresponding rotational quantities to be unity. We measure all lengths in units of σ and the energies in multiples of k B T .
IV. DESCRIPTION OF THE PROBABILITY DENSITY
We now consider some aspects of the probability density resulting from the microscopic simulation described in section III. The entropic role of the microscopic degrees of freedom is considered by assigning to every configuration γ a certain probability, given by the number of times it was encountered in the simulation divided by the total number of recorded states. As explained before, γ = (r, θ 1 , θ 2 , φ) corresponds to the set of variables that we use to describe the state of the system on the mesoscopic level.
In calculating the probability density from the microscopic simulations, we must remember the normalizing condition
where r is integrated over [0, +∞[, θ 1 and θ 2 over [0, π], and φ over [−π, π[. Therefore, to obtain the probability density, we have to properly divide the data acquired from the simulations by the factor sin(θ 1 ) sin(θ 2 ). It is useful to introduce here the average of a quantity over p c , defined as · c = · p c (γ)dγ. We can therefore calculate the average value of γ, γ = γ c , and the covariance matrix Σ c αβ = (α − α) β − β c , for α, β = r, θ 1 , θ 2 , φ. We find γ (20.20σ, 0.36π, 0.36π, 0). It is more practical to discuss the system in terms of correlation than in terms of covariance. Correlation is defined as 
where lines and columns refer to r, θ 1 , θ 2 , φ in this order. The diagonal elements are unity by definition, because each variable is perfectly correlated with itself. We find a strong anticorrelation between r and θ 1,2 , meaning that when the distance between the mesoscopic particles changes they tend to rotate. We will address in detail the background of this behavior in section V. The other 
Figure 2: Marginal probability densities for the single variables. The abscissa has been rescaled: r ranges from 0 to 100σ, whereas the angles range from 0 to π. p θ 1 (θ1) and p θ 2 (θ2) are practically indistinguishable due to the symmetry of the set-up. Due to the symmetry of the system under the transformation φ → −φ, here we only plot p φ (φ) from 0 to π. The maxima of the single-variable densities are located at r = 17σ and θ1,2 = φ = 0, respectively. The maxima of p θ 1 (θ1) and p θ 2 (θ2) at θ1,2 = 0 are found from the microscopic simulations after the γ-space normalization contained in (5) has been taken into account.
off-diagonal elements of
c imply further correlations between the variables, all of them one or more orders of magnitude smaller than c r,θ1,2 . Therefore, although they influence the effective potential that we will discuss in section VII, we will not discuss their origin in detail.
As a further step in the analysis of p c , we can determine the marginal probability density p α (α) for one of the four mesoscopic parameters α = r, θ 1 , θ 2 , φ integrating out the other three, for instance, p θ1 (θ 1 ) = p c (γ) sin(θ 2 )drdθ 2 dφ. This is the total probability density for the variable θ 1 to assume a certain value, regardless of the others. Calculations for p r (r), p θ2 (θ 2 ), and p φ (φ) are analogously performed by integrating out all respective other variables (see figure 2 ). Of course, p α (α) is still a normalized probability density since p α (α)dα = p c (γ)dγ = 1, where we indicate dα = sin(θ i )dθ i for α = θ i (i = 1, 2) and dα = dr, dφ for α = r, φ. Following (3), we also introduce the one-variable effective potentials
that are associated with the corresponding single-variable marginal probability density. In figure 2 most of the probability density p r (r) for the interparticle distance is contained between r = 10σ and r = 50σ, with a single maximum at r = 17σ. Moreover, the steep increase in p r (r) at r = 11σ is to be attributed to the WCA steric repulsion, since at that distance the two particles are in contact. From figure 2 we find that the maximum of p θi (θ i ) (with i = 1, 2) is located at θ i = 0. The highest probability density for θ 1,2 = 0 is obtained from the microscopic simulations by taking into account the γ-space normalization following from the use of spherical coordinates in (5), see also [47] . Moreover, p φ (φ) shows a maximum for φ = 0, indicating that, as expected, the system does not tend to spontaneously twist around the connecting axis in the absence of further interactions. The presence of a maximum at φ = 0 confirms that p φ is an even function of φ invariant under the transformation φ → −φ, as expected from the symmetry of the set-up.
V. WRAPPING EFFECT
Before developing an approximate analytical expression for the effective potential between the mesoscopic particles, it is helpful to examine in detail the results of the molecular dynamics simulations. In a magnetic gel in which mesoscopic magnetic particles act as crosslinkers [31, 55] , two driving mechanisms for a deformation in an external magnetic field are possible. First, in any magnetic gel, the magnetic interactions between the mesoscopic particles lead to attractions and repulsions between them, which directly implies deformations of the intermediate polymer chains. As we would like to examine this mechanism separately, the magnetic interaction was not included explicitly in the simulations described in section III. Rather, it will be considered later in section VIII. Second, due to the anchoring of the polymer chains on the surfaces, rotations of the mesoscopic particles are transmitted to chain deformations.
It has been shown in model II of [45] that the second mechanism on its own can lead to a deformation of such a gel in an external magnetic field: if mesoscopic magnetic particles are forced to rotate to align with the field, the polymers attached to their surfaces have to follow. The resulting wrapping of the polymer chains around the particles leads to a shrinking of the gel. Transferring this to our model system, it could imply an external magnetic field rotating the particles to a state in which the angles θ 1 and θ 2 are non-zero. The effect of induced particle rotations on the interparticle distance is illustrated in figure 3 , where the effective potential V c (r) is plotted for the case of φ = 0 and various values of θ 1 = θ 2 = θ. I.e., both particles are rotated by the same angle θ with respect to the connecting vector ±r, respectively. It can be seen that the more the particles are rotated, the more the minimum of the effective potential is shifted towards closer interparticle distances corresponding to smaller separation distances r.
To get a more detailed picture, we also consider independent rotations of the two mesoscopic particles. In  Fig. 4 , the average distance between the particles is depicted in a contour plot as a function of the angles θ 1 and θ 2 . Images are shown for torsion angles of φ = 0 and φ = π. It can be seen that quite a decrease in the average distance can already be achieved by rotating only one particle. However, very strong reduction in interparticle distance can only occur when both particles are Figure 3 : Plot of the effective mesoscopic potential Vc(r) for a situation in which both particles are rotated by the same amount in the angles θ1 = θ2 = θ at a torsional angle of φ = 0. It can be seen that the more the particles are rotated out of their equilibrium position, the closer they will approach each other because the minimum of the effective potential shifts to smaller separation distances r. The irregularities in the effective potential for high values of r are attributed to the naturally low sampling of those low-probability configurations.
rotated. The torsion angle φ does not alter the general trend of reduction of the average distance when the particles are rotated. However, the resulting numbers vary to a certain degree.
VI. ONE-VARIABLE EFFECTIVE POTENTIALS
We now introduce some mesoscopic analytical expressions to model the effective potentials V α (α) introduced in (7). We will determine functional forms and parameters that can be used to model strain and torsion energies. Here, we use the term "strain" to denote variations of r, whereas the term "torsion" is used to describe changes in the angles θ 1 and θ 2 or φ, depending on the initial orientation of the spheres and relative rotations. The quality of the analytical model expressions will be analyzed by fitting to the corresponding results from the microscopic simulations.
First, we turn to the energetic contributions arising from changes in the interparticle distance r. The corresponding effective energy V r (r) obtained from the microscopic data is plotted in figure 5 . It can be seen that there are essentially two regimes: up to r 11σ the WCA repulsion between the two mesoscopic particles dominates, whereas, for r > 11σ, V r (r) shows a smooth behavior and a single minimum arising from the entropic contribution of the polymer chain. Moreover, at r 55σ, V r (r) shows an irregular, non-smooth behavior. This is attributed to the low sampling rate of this extremely stretched configuration, which has a very low probability to occur in the microscopic simulations (see figure 2) . As a first approx- Figure 4 : Average distance between the two mesoscopic particles versus the angles θ1 and θ2 shown as a color and contour map for the two cases φ = 0 (top) and φ = π (bottom). It can be seen that even by rotating only one of the two particles, the average distance can be reduced considerably. However, the maximum reduction is observed when both particles are rotated. The variation of the torsion angle φ does not change the main trend but has a moderate influence for intermediate rotations.
imation, it is natural to reproduce V r (r) by a harmonic expansion for r > 11σ,
We derive the mesoscopic parameters V 0 h , k h , r 0,h by fitting V harm (r) in a neighborhood of the minimum to the data V r (r) obtained from microscopic simulations. In figure 5 the resulting parameters and the two curves are shown.
Moreover, we have compared V r (r) with the following expression for a finitely extensible non-linear elastic potential (FENE) [42, 56] ,
It takes into account that the chain cannot extend beyond a maximal length, since V F EN E (r) diverges when 
and therefore K f represents the elastic constant in a harmonic expansion of this non-linear potential. As for the harmonic expression, we fit V F EN E (r) to our microscopic data and thus derive the mesoscopic model parameters K f , r 0 , r max , and V 0 F as displayed in figure  6 . The agreement between the resulting expression for V F EN E (r) and V r (r) in the regime r 11σ is excellent, especially for the branch of the curve right to the minimum. According to the fit, the maximum extension of the chain occurs for r = r 0 + r max 75σ. In fact, since the radius of the mesoscopic particles is 5σ and each of the 60 beads making up the polymer chain has diameter σ, at r = 70σ the polymer chain is completely stretched. A further elongation is of course possible due to the harmonic inter-bead interaction and this justifies the result of ∼ 75σ for the maximal extension.
Last, we compare the elastic constants k h and K f obtained from the harmonic and FENE approximation, respectively, as listed in figures 5 and 6. The resulting values of 0.011k B T /σ 2 and 0.015k B T /σ 2 are in good agreement with each other.
To find a mesoscopic model expansion for the effective potential V θ1 (θ 1 ) [ V θ2 (θ 2 ) has a very similar behavior], we compare it with the phenomenological expression,
introduced in (3) of [30] . As before, we can derive the mesoscopic parameters V 0 D , D, and θ 0 by fitting V D (θ 1 ) to the microscopic data represented by V θ1 (θ 1 ). The resulting parameters and the comparison between the two curves are shown in figure 7 . Although (10) does not perfectly reproduce the one-variable potential V θ1 (θ 1 ), it appears as a reasonable approximation in the neighborhood of the minimum energy. Moreover, the rather flat behavior of V θ1 (θ 1 ) for small θ 1 is well represented by V D (θ 1 ), which is at leading order proportional to θ 1 4 . Finally, we want to find a mesoscopic expression to reproduce the effective potential V φ (φ) obtained from the microscopic data due to relative torsional rotations between the two particles around the connecting vector r. We fit the microscopic data V φ (φ) around the minimum with the expression
It leads to the parameters and fit depicted in figure 8 and is quadratic at lowest order in φ,
The parameter φ 0 is redundant and can be absorbed into V but we leave it for reasons of comparison to the following (12) . It is interesting to compare V φ (φ) with the expression taken from (4) of [30] ,
The discrepancy between the two curves shown in figure  9 is obvious. The reason becomes clear when we expand (12) to lowest order in φ,
This expression is quartic in the torsion angle φ, leading to the comparatively flat behavior in the region around the minimum. The last two comparisons suggest that the analytical form of the mesoscopic model potential as a function of the azimuthal angle, which acts as a torsion, can be optimized by using a quadratic form as in (11) instead of the quartic one implied by (12) at leading order around the minimum.
So far, we have discussed mesoscopic analytical expressions to approximate the one-variable effective potentials V α (α). In the following section, using a numerical fitting procedure, we will determine harmonic coupling terms that take account of the correlations between the mesoscopic variables. In this way, we will further develop and improve our approximation of the probability density p c (γ) from the microscopic simulations.
VII. BUILDING A COUPLED EFFECTIVE POTENTIAL
Our goal is to describe the effective interaction between the two mesoscopic particles, coarse-graining the role of the connecting polymer chain. The entropic nature of the polymeric interactions provides a direct route to average out the microscopic degrees of freedom and thus build an effective scale-bridged model. A natural way to proceed would be to find an analytical approximation for p c (γ) and thus derive an analytical expression for the mesoscopic potentials in the spirit of (3) .
As a first approximation we may describe p c as the simple product of the one-variable probability densities,
, (13) when we use (7) . Analytical approximations for the potentials V α (α) were derived in (9)-(11) in section VI together with the fitting parameters listed in figures 6-8. Care must be taken for the term V r (r), which has to be substituted by V W CA (r/2a) + V F EN E (r) to take account of the steric repulsion between the mesoscopic particles, see (1) . (13) correctly describes some aspects of the system behavior. For instance, the steep variation due to the WCA potential between the mesoscopic particles is well represented in this approximation. However, this description would lead to a distribution with vanishing correlations between the mesoscopic variables. That corresponds to assuming them independent of each other, which omits some important physical aspects, see the wrapping effect in section V.
To make a step forward and take account of correlations we multiply correction terms to the previous factorized approximation in (13) , obtaining the expression (14) where the elements of ξ, a 4-components vector, and Ξ, a 4 × 4 symmetric matrix, are free parameters chosen to match the original data. There are at least two possible numerical approaches to find the best ξ and Ξ values. On the one hand, we can simply fit the original probability density (e.g. minimize the squared difference between p c and p app ). On the other hand, we can follow a momentmatching approach, looking for a p ef f that has a correlation matrix as close as possible to the original one. We performed a mixed strategy by fitting the expression in (14) to the simulation data p c (γ), using as a criterion for best initialization of the fit an outcome that as close as possible matches the correlations directly calculated from the simulation data p c (γ). This fit was performed by minimizing the squared difference between p c (γ) and p app (γ), using the Nelder-Mead algorithm [57] provided by the SciPy library [58] . In this procedure, normalization of the approximated probability density as in (5) 
It would be unrealistic to try to exactly reproduce all properties of p c (γ) through an analytical approximation. Nevertheless, using the resulting expressions from (14)- (16), we can take account of the strong anticorrelation rθ1,2 between r and θ 1,2 , which is the strongest and most important one in the system; compare (6) and (17) . For the other elements rφ , θ1,2φ , and θ1θ2 we then obtain stronger deviations. However, those correlations are one or two orders of magnitude smaller than rθ1,2 and therefore carry a smaller amount of information about the overall system behavior. As a total result and in analogy to (3), we obtain from (14) the optimized analytical expression V app to model the effective interaction between the mesoscopic particles:
The corresponding expressions and values for the fitting parameters are given by (1), (9)- (11), (15), and (16) as well as figures 6-8. Thus, the effective potential is divided into two parts: one-variable and two-variable potentials. The former are the analytical single-variable potentials derived in section VI, see (1) and (9)- (11), together with the diagonal α = β terms in the double summation of (18) . The latter are the off-diagonal α = β terms and take account, to lowest order, of the correlations between different mesoscopic degrees of freedom. Correlations between r and θ 1,2 are the dominating ones, leading to such physical effects as the wrapping effect introduced in section V. r a a1 Figure 10 : A simplified sketch of the mesoscopic configuration in which the magnetic moments are assigned to the particles. The depicted orientations a1 and a2, which identify the anchoring points of the polymer chain, correspond to the θ1 = θ2 = 0 and φ = 0 configuration. The distance between the centers of the mesoscopic particles here corresponds to r = 26σ. In this configuration, the magnetic moments m1 and m2 are introduced parallel to each other and pointing along the connecting vector r.
VIII. IMPACT OF MAGNETIC DIPOLE MOMENTS
We will now consider how magnetic interactions between the mesoscopic particles modify the physics of the system, in particular the probability densities and other mesoscopic quantities. For this purpose, we assign to each particle a permanent magnetic dipole moment m i (i = 1, 2), in the present work not going into the details of how these could be generated. We introduce these magnetic moments in the state of highest probability density. At vanishing magnetic moments, this is the state of minimal effective energy of the mesoscopic system, i.e., following (3), the one that has maximum p c (γ) over all the configurations γ. The maximum occurs for (r M , θ
, and is displayed in figure 10 . When the mesoscopic particles are in this configuration, we assign to them the two magnetic moments m 1 and m 2 that are parallel to each other and pointing along the connecting vector r, i.e. in their orientation of minimal magnetic energy, as depicted in figure 10. To first order, this configuration should leave the angular orientations unchanged when increasing the magnetic interaction, but see also the discussion in section V. This is just one of the possible orientations that the moments could assume. However, such a configuration could be achieved with high probability, for instance, when the sample is cross-linked in the presence of an external magnetic field that aligns the magnetic moments [59] [60] [61] [62] . The dipole moments m 1 and m 2 are assumed to have equal magnitude m = |m 1 | = |m 2 | and are rigidly fixed with respect to each particle frame. We measure the magnetic moments in multiples of m 0 = 4πk B T (2a)
3 /µ 0 , where µ 0 is the vacuum magnetic permeability. Then, for each γ, we can calculate the magnetic dipole interaction en-ergy between the two moments
θ m i indicates the angle between m i and r, while φ m is the angle between the projections of m 1 and m 2 on a plane perpendicular to r. These quantities can be expressed in the γ variables once the orientations of m 1 and m 2 with respect to the particle frames are set by the protocol we described above.
Typically, models use as a total potential energy the sum of non-magnetic and magnetic effects: V (γ) = V c (γ) + V m (γ). This corresponds to a factorization of the probability densities p c (γ) and p m (γ), where the latter is defined via the Boltzmann factor
in analogy to (3) . Consequently, one assumes that magnetic effects do not modify the physics of the polymer chain and vice versa. In general, for non-magnetic polymer chains, this is a valid assumption. Therefore the total probability density becomes
where Z(m) = p c (γ)p m (γ)dγ is the partition function describing the system for non-vanishing magnetic moments. We can calculate averages on the system with magnetic interactions by
The single-variable marginal probability density p α (α), α = r, θ 1 , θ 2 , φ, is again defined as p(γ) integrated over all the γ variables except for α. This is the same procedure as described in section IV but substituting p c (γ) with p(γ). As can be seen from figure 11, p r (r) shows an increase of the probability to find the particles close together when m is increased. A peak builds up at small r because the magnetic energy tends to V m (r → 0) → −∞. Although the magnetic spheres attract each other, a collapse is prevented by the WCA-potential, which becomes effective at r 11σ and for r → 0 diverges faster to +∞ than the magnetic energy to −∞. For m = m 0 , the presence of a double peak in p r (r) could be connected to a hardening transition of the kind described in [30] . Due to the mutual magnetic attraction between the parallel dipoles we expect the average distance r to decrease with increasing m, and indeed it does so, as can be seen from the inset in figure 11 .
The changes in the angular distributions for θ 1 and θ 2 due to the magnetic interaction are illustrated in figure  12 . For the two angles θ 1 and θ 2 the distributions p θ1 (θ 1 ) and p θ2 (θ 2 ) are similar, and the behavior for varying m is approximately the same. Therefore, we only display the results for p θ1 (θ 1 ). The magnetic moments tend to align in parallel along the connecting axis r, corresponding to their absolute energy minimum. Since we introduced the magnetic moments in that configuration for θ 1 = θ 2 = 0, for any fixed θ 1 the minimum of V m , and therefore the maximum of p m , is located at θ 2 = θ 1 and vice versa. As a consequence, the θ 1 = θ 2 = 0 configuration leads to the same magnetic interaction energy as θ 1 = θ 2 = π. Concerning only magnetic interactions, both configurations show the same probability p m . Integrating out r, θ 2 , and φ from p m (γ), the shape of the resulting magnetic probability density for θ 1 is symmetric around θ 1 = π/2 with one peak at θ 1 = 0 and one at θ 1 = π. Therefore, coupling magnetic (p m ) and non-magnetic (p c ) contributions, we find that some probability shifts to higher values of θ 1 due to the magnetic interactions. However, we find the standard deviation of p θ1 (θ 1 ) to decrease with increasing m (see the inset of figure 12 ), meaning that the particles become less likely to rotate along the θ 1 (or likewise θ 2 ) direction. The same calculation for p φ (φ) shows that the particles also become less likely to rotate around the connecting vector r. The probability density of φ 0 rises and sharpens, as we can see in figure 13 , and the standard deviation (see the inset of figure 13 ) decreases, confirming quantitatively the sharpening of p φ (φ).
IX. THERMODYNAMIC PROPERTIES
Finally, we provide the connection to the thermodynamics of our canonical system. With the partition function Z(m) as in (21), we can calculate the overall free energy as F (m) = −k B T ln[Z(m)], the internal energy of the system as
with V (γ) defined before (20) , and the entropy as
To test the validity of our effective potential scheme using the coupling approximation described in section VII, we calculate the thermodynamic quantities using both probability densities p c (γ) and p app (γ) and compare the results. At vanishing magnetic moment, the free energy of the system is the same for both probability densities. This is expected, because it is a direct consequence of the normalization condition: Z(m = 0) = Z c = p c (γ)dγ = p app (γ)dγ = 1 by construction of p app (γ). For nonvanishing magnetic moments, the partition functions obtained from the two probability densities (and thus the corresponding free energies) start to deviate from each other because the integral p c (γ)p m (γ)dγ is, in general, different from p app (γ)p m (γ)dγ. With increasing magnetic interaction, the difference between p c (γ) and p app (γ) becomes more important and, as shown in figure  14 , leads to a slightly increasing deviation in the free energies F (m) calculated in both ways: at m 1.224m 0 they already differ by ∼ 5.6%. Analogously, we can compare the internal energies of the system, shown in figure  15 : at m = 0 the error due to the probability density approximation is ∼ 0.12% of the exact value, rising up to ∼ 0.32% at m 1.224m 0 . A similar deviation follows for the entropy, see figure 16 , where, however, the error at m 1.224m 0 increases to ∼ 0.26% of the exact value. Overall, however, the relative errors remain small, which confirms the validity and viability of our coarse-grained effective model potential in (18) .
To summarize the effect of the magnetic dipoles on the system, we may conclude that the particles are driven towards each other. In other words, the average distance between them decreases (see figure 11 ) and the distributions for the particle separation and for the angular degrees of freedom sharpen (see figures 11, 12, and 13) . This reflects a decrease in entropy, which becomes possible due to the gain in magnetic interaction energy. Indeed, the calculated entropy decreases with increasing magnetic interactions (see figure 16 ), which is achieved by the decreasing free energy and internal energy (see figures 14 and 15, respectively). (23) . The curve labeled with "Uc" shows the result from the microscopic data using (23) , whereas in the one labeled with "Uapp" pc(γ) has been replaced by papp(γ). 
/T as a function of the reduced magnetic moment m/m0 calculated once using pc(γ) from the microscopic simulation (labeled with "Sc"), and once replacing pc(γ) by papp(γ) (labeled with "Sapp").
X. CONCLUSIONS
Most of the previous studies on ferrogels describe the polymer matrix as a continuous material [23, 32, 34, 35] or represent it by springs connecting the particles [30, 36, [41] [42] [43] [44] , but only a few resolve explicitly the polymeric chains [45, 46] . In particular, a link between such microscopic chain-resolved calculations and the expressions for the investigated mesoscopic model energies has so far been missing. We have outlined in the present work a way to connect detailed microscopic simulations to a coarse-grained mesoscopic model. This manifests a step into the direction of bridging the scales in material modeling. Starting from microscopic simulations considering explicitly an individual polymer chain connecting two mesoscopic particles, we specified effective mesoscopic potentials by fitting analytical model expressions. In this way, we were able to optimize a coarse-grained mesoscopic model description on the basis of the input from the explicit microscopic simulation details. Furthermore, we have shown that correlations between the mesoscopic degrees of freedom must be taken into account to provide a complete picture of the physics of the system. Moreover, we have examined the effect of magnetic interaction, finding that they tighten the system by reducing the average distance between the magnetic particles and the rotational fluctuations around their configuration of highest probability density.
The scope of our approach is a first attempt of scalebridging in modeling ferrogels and magnetic elastomers. Naturally, the procedure can be improved in many different ways. For example, we would like to study a system with multiple chains connecting the magnetic particles, with anchoring points randomly distributed over the surfaces of the particles. Such a development would eliminate artificial symmetries in the model and be another step towards the description of real systems. Furthermore, to study more realistic systems, interactions between more than two mesoscopic particles would need to be considered. Likewise, also the effect of interactions between next-nearest neighbors connected by polymer chains could be included. Finally, via subsequent procedures of scale-bridging from the mesoscopic to the macroscopic level [49] , a connection between microscopic details and macroscopic material behavior may become attainable for magnetic gels.
