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Abstract. Anomaly detection is the problem of recognizing abnormal
inputs based on the seen examples of normal data. Despite recent ad-
vances of deep learning in recognizing image anomalies, these methods
still prove incapable of handling complex medical images, such as barely
visible abnormalities in chest X-rays and metastases in lymph nodes.
To address this problem, we introduce a new powerful method of im-
age anomaly detection. It relies on the classical autoencoder approach
with a re-designed training pipeline to handle high-resolution, complex
images and a robust way of computing an image abnormality score. We
revisit the very problem statement of fully unsupervised anomaly detec-
tion, where no abnormal examples at all are provided during the model
setup. We propose to relax this unrealistic assumption by using a very
small number of anomalies of confined variability merely to initiate the
search of hyperparameters of the model. We evaluate our solution on nat-
ural image datasets with a known benchmark, as well as on two medical
datasets containing radiology and digital pathology images. The pro-
posed approach suggests a new strong baseline for image anomaly de-
tection and outperforms state-of-the-art approaches in complex medical
image analysis tasks.
Keywords: Anomaly Detection · Autoencoders · Chest X-Rays · Radi-
ology · Digital Pathology
1 Introduction
Anomaly detection is a crucial task in the deployment of machine learning mod-
els, where knowing the “normal” data samples should help spot the “abnormal”
ones [4,6]. If an input deviates from the training data substantially, it is usually
impossible to predict how the model will behave [2, 20]. This makes it essential
for high-consequence applications, such as medical decision support systems, to
know how to recognize the anomalous data. Identification of rare occurrences is
another important application where anomaly detection is useful. For example,
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Fig. 1: Examples of normal vs abnormal images of H&E-stained lymph node of Came-
lyon16 challenge [3] (top) and chest X-rays of NIH dataset [29] (bottom).
in pathology, where labeling diverse microscopy datasets is both time-consuming
and expensive, the rare types of cells and tissues require specialized expertise
from the annotator [8,17]. Because the normal cases greatly prevail over the ab-
normal one, anomaly detection algorithms can largely alleviate the annotation
burden and automatically point to the rare samples.
In recent years, deep learning techniques achieved important advances in
image anomaly detection [10, 11, 21–23, 25, 27, 30]. However, these efforts were
primarily focused on artificial problems with distinct anomalies in natural images
(e.g., outliers in images of “cats” in the CIFAR10 dataset [18]). The medical
anomalies, however, differ from those in the natural images [21, 25, 26]. The
medical image anomalies tend to resemble the normal data much more strongly,
being much “closer” to them by the distribution. For example, detection of
obscure neoplasms in chest X-rays [29] and of metastases in H&E-stained lymph
node images [3] manifest a blatant challenge at hand, with the anomalous tissues
being barely different from the normal ones (Figure 1).
In our paper, we evaluate and compare existing state-of-the-art (SOTA) ap-
proaches ( [25], [27] and [21]) on the two aforementioned medical tasks. We find
these methods either to struggle detecting such types of abnormalities, or to
require a lot of time and resources for training. Besides, the SOTA approaches
lack a robust way of setting up model hyperparameters on new datasets, which
complicates their use. Thus, we revisit the problem of image anomaly detection
and introduce a new powerful approach, capable of tackling these challenges in
the medical domain. The proposed method leverages the efficacy of autoencoders
for anomaly detection [13], the expressiveness of perceptual loss [15] for under-
standing the content in the images, and the power of the progressive growth [16]
to handle training on high-dimensional image data.
Recent related studies showed the effectiveness of deep features as a percep-
tual metric between images (perceptual loss), and as a score of anomaly [9,15,27,
31]. Also, the use of the perceptual loss for training autoencoders has been very
popular in a variety of tasks [5, 14,15,27,31] except for the task of anomaly de-
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tection which has been inexplicably somewhat dismissed so far. Trained only on
normal data, autoencoders tend to produce a high reconstruction error between
the input and the output when the input is an abnormal sample. That property
has been used intensively for anomaly detection [1,7,11,22,30,32]. We propose to
compel the autoencoder to reconstruct perceptive or content information of the
normal images, by using only the perceptual loss during autoencoder training.
As such, the reconstructed image may not be an image altogether, but a tensor
that stores the “content” of the input image. The main idea behind it is not to
force the network to reconstruct a realistic looking image, but to let it be flexible
in understanding the content of the normal data. Section 2.1 covers the details.
To further improve the expressiveness of the autoencoder and to allow it to
capture even the fine details in the data, we propose to train the model using pro-
gressive growing technique [12, 16], starting from a low-resolution network and
adding new layers to gradually introduce additional details during the training.
In particular, we present how to achieve a smooth growth of perceptual infor-
mation in the loss function, and show that this improves the quality of anomaly
detection in the high-resolution medical data. We will describe it in Section 2.2.
Lastly, we propose a new approach to the basic setup of anomaly detection
model. Most approaches [10, 22, 23, 27, 30] prescribe not to use any anomaly
examples during the model setup, dismissing the questions of optimization and
of hyperparameter selection for such models. However, in reality, some types
of abnormalities to detect are actually known (for example, the most frequent
pathologies on the chest X-rays). Therefore, we consider the weakly-supervised
scenario where a low number of anomalies with confined variability are available
for use in optimal model hyperparameter selection (Section 2.3). We believe this
scenario reflects the real tasks encountered in practice, provides a clear pipeline
for setting up the model on new data, and helps to obtain reproducible results.
To summarize our main results quantitatively, the proposed solution achieves
0.934 ROC AUC in the detection of metastases in H&E stained images of lymph
nodes (Camelyon16 dataset [3]), and 0.926 in the detection of abnormal chest
X-rays (subset of NIH dataset [29]). This outperforms SOTA methods.
2 Method
2.1 Deep Perceptual Autoencoder
Autoencoder-based approaches rely on the fact that autoencoders can learn
shared patterns of the normal images and, then, restore them correctly. The key
idea of our method is to simplify the learning of these common factors inherent
to the data, by providing a loss function that measures ”pattern”-dissimilarity
of the input and the output. It was shown that the perceptual loss – which com-
putes a distance between the deep features obtained from an object classification
neural network pre-trained on a large diverse dataset – can capture the “content”
dissimilarity of the images [9,15]. We further propose to use only the perceptual
loss to train the autoencoder and to compute the restoration error during the
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Fig. 2: The proposed Deep Perceptual Autoencoder for image anomaly detection.
evaluation, without considering the loss term that compels to restore the whole
input information in an image. We will show that such a loss allows the autoen-
coder more flexibility to gain a meaningful understanding of the “normality” of
the data, leading to much better results.
Figure 2 illustrates our approach, which we called Deep Perceptual Autoen-
coder. Let g be the autoencoder network, and x be an image. During the training,
the autoencoder minimizes the difference between x and the reconstructed “im-
age” xˇ = g(x), being called the reconstruction loss Lrec(x, xˇ). To compute the
perceptual loss as the reconstruction loss between x and xˇ, we compute the dif-
ference between the deep features of these images (f(x) and f(xˇ), respectively).
We adopt relative-perceptual-L1 loss from Ref. [27] as it is robust to noise and to
the changes in the image contrast perceptual metric: Lrec(x, xˇ) =
‖fˆ(x)−fˆ(xˇ)‖1
‖fˆ(x)‖1 ,
where fˆ(x) = f(x)−µσ are the normalized features with pre-calculated on a large
dataset the mean µ and the standard deviation σ of the filter responses of the
layer. In the evaluation stage, the same Lrec(x, g(x)) is used to predict the ab-
normality in the new input x.
2.2 Progressive Growing
In order to improve the expressive power of the autoencoder in Figure 2, we
propose to train it by harnessing the power of progressive growth [16]. Illus-
trated in Figure 3, the suggested pipeline gradually grows the “level” of the
“perceptual” information in the loss function. In the beginning of the training,
the loss function computes the dissimilarity between the low-resolution images
using the features from the coarse layers of the network, whereas, as the training
advances, the “level” of this information is increased by including deeper and
deeper features. It seems intuitively essential because the “content” information
is absent in the low-resolution images, with only the main color and the high-
level structure being stored there. The novelty that we propose in our solution,
therefore, is to synchronize addition of the new layers to the autoencoder with
the gradual increase of the depth of the features entailed in the calculation of
the perceptual loss (see Figure 3(Right) below).
Both the autoencoder g and the perceptual loss Lrec have a low “resolution”
in the beginning (Figure 3(Left)). For example, the input and the output of
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Fig. 3: Progressive training process. (Left) The layers are incrementally faded to the
autoencoder g, and the depth of the features f increases synchronously. (Right) The
gradual increase of the “resolution” of the perceptual loss Lrec.
the autoencoder are 8× 8-pixel images x and xˇ, and the loss Lrec computes the
distance between the features f(x) and f(xˇ) of the coarse layer f (the pre-trained
feature extractor network). As the training advances, the layers are incrementally
added to the autoencoder g, and the depth of the features f is increased.
While doubling the resolution of the autoencoder, for example, from 8× 8 to
16× 16, the new layers are introduced smoothly, with the parameter α linearly
increasing from 0 to 1 [12,16]. As it was proposed in [12,16], during this process,
both the input x and the output xˇ are the mixtures of the new high-resolution
16 × 16 image and the previous low-resolution 8 × 8 image, upsampled by a
factor of two (not shown in Figure). In a similar manner, we smoothly increase
the “level” of information supplied to Lrec from the features f1 to the features
f2: Lrec = α∗Lrec
(
f2(x), f2(xˇ)
)
+(1α)∗Lrec
(
f1(down(x)), f1(down(xˇ))
)
, where
down(·) carries out the downsampling by a factor of two.
2.3 Hyperparameters Tuning
Any anomaly detection model has many hyperparameters , the tuning of which
is essential for the quality of the detection (in our method, these are the number
of convolutions in the autoencoder, the size of the bottleneck, etc.). The majority
of the anomaly detection papers declare no need to see the abnormal examples
to set up their models, remaining vague with regard to how to choose the hy-
perparameters and how to deal with those cases when some new data needs to
be analyzed by the same model. Some works mention tuning hyperparameters
based on an unsupervised metric, like the value of the restoration error in the
reconstruction-based methods [21, 22]. However, lower reconstruction loss does
not mean better anomaly detection quality. For example, better reconstruction
due to a larger bottleneck can cause the autoencoder to reconstruct anomalous
data accurately as well.
In practice, however, one can have access to some labeled anomalies during
the model setup. The number of such examples may be small, and they may not
represent all possible abnormalities in the data, so it is typically tricky to use
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them in training. In our work, we formulate a new weakly-supervised training
scenario where a low number of labeled anomalous examples of a limited varia-
tion (i.e., a confined number of the types of anomalies) is available during the
model setup as a “validation” or an “optimization” set. This small set serves
a single purpose – select the model’s hyperparameters during its setup. Unlike
works [21,26] that use a small subset of all anomalous data to improve the perfor-
mance, we propose to use a small subset of limited types of anomalies merely for
the initiation. This is a key difference because, in practice, it is difficult to cover
all types of anomalies, even with just several examples of each. We believe that
the proposed setting reflects real-world scenarios, allows consistent structuring
of the experiments, and enables the generation of reproducible results.
3 Experiments
We evaluate approaches in the problem statement of a novelty detection, where
the training data are assumed to be free of anomalies.
Datasets and Evaluation Protocol. We examine the detection of metas-
tases in H&E stained images of lymph nodes in the Camelyon16 challenge [3] and
the recognition of fourteen diseases on the chest X-rays in the NIH dataset [29]
(Figure 1). We also evaluate the methods on two natural image benchmarks CI-
FAR10 [18] and SVHN [19] (the results are given in the supplementary material).
For all datasets, we use the published train-test sets. For the Camelyon16, we
sampled the Vahadane-normalized [28] 64×64 tiles from the fully “normal” slides
with magnification of 10×, and treated these as “normal” (during the hyperpa-
rameter search, we also allowed the high-resolution images of the same patches
with the magnification of 20× and 40×). Tiles with metastases were treated
as “abnormal”. NIH images without any disease marker were considered “nor-
mal”. We also separately examined the images with posteroanterior (PA) and
anteroposterior (AP) projections and evaluated the models on a subset contain-
ing “clearer” normal/abnormal cases [26]. Default preprocessing of chest X-rays
involved a 768× 768 central crop and resize to 64× 64. During hyperparameter
selection, we also considered resizing to 128× 128 (with and without the central
crop) and histogram equalization. CIFAR10 and SVHN images were analyzed in
a one-vs-all setting: one class of the dataset was considered as “normal” and all
the others were treated as “abnormal”.
Baselines. We consider the following SOTA baselines: Deep GEO [10] (which
uses the quality of classification of different geometric transformations of the
image as an anomaly score), Deep IF [21] (extracts deep feature representations
and feeds them into the isolation forest), and PIAD [27] (creates a mapping
from the image distribution to the latent distribution by leveraging two GANs).
We also compare our results on the NIH dataset to the GANs-based DAOL
framework [26], purposely developed for detecting anomalies in chest X-rays.
Performance on CIFAR10 [18] and SVHN [19] we additionally compared with
AnoGAN [25], GANomaly [1], DSEBM [30], and DeepSVDD [23] approaches (the
results are provided in the supplementary material).
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Fig. 4: Examples of normal and anomaly images with the predicted anomaly score. The
higher the score, the more likely to be an anomaly. Datasets: Camelyon16 (top) and
NIH subset (bottom).
Implementation details. We use autoencoders with residual blocks in all
experiments. Hyperparameters are chosen by maximizing ROC AUC in a 3-fold
cross-validation. For CIFAR10 and SVHN, we randomly sampled one abnormal
class as a validation set, and for Camelyon16, we sampled images from 6 slides
with metastases (∼ 5% of all train examples). For validation on the NIH dataset,
we used the most frequent disease (‘Infiltration’) out of fourteen possibilities.
These conditions were fixed for all methods compared beneath.
The chosen hyperparameters reflect not only the model’s architecture and
the training specifics (number of epochs, number of feature layers, depth of
convolutions, etc.) but also the details of data preprocessing.
3.1 Results
For a legitimate comparison, we evaluate the baseline results both with the
authors’ default model hyperparameters and with “the best” hyperparameters
found by our cross-validation split (Table 1). Remarkably, our approach sig-
nificantly outperforms Deep GEO and Deep IF in both medical datasets. The
Deep GEO approach that uses geometric transformations to create a self-labeled
dataset, shows poor performance on the digital pathology data, where the im-
ages are invariant to such transformations. Deep IF, which leverages a network
pre-trained on ImageNet [24] to extract a compact data representation, recedes
on the NIH dataset likely due to a large shift of the domain. Albeit with a smaller
margin, we are also ahead of the PIAD method. In contrast to these 4-network
architectures, though, our method uses only encoder and decoder, allowing a
much simpler model setup (no need to search for a schedule of the adversar-
ial training) and demanding less computational resources (training takes two
networks instead of four and goes faster without the need for discriminators).
We illustrate the predictions of our model in Figure 4.
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Table 1: ROC AUC in % with standard deviation (over 3 runs). For baselines we show
results with their default hyperparameters and cross-validated. Bold font indicates the
top score, italics – the second best.
hyperparameters Cam.16 NIH (a sub.) NIH (PA) NIH (AP)
DAOL weakly-supervised - 80.5 ± 2.1 - -
Deep GEO
default 52.4 ± 11.1 85.8 ± 0.6 60.2 ± 2.6 53.1 ± 0.3
weakly-supervised 45.9 ± 2.1 85.3 ± 1.0 63.6 ± 0.6 54.4 ± 0.6
PIAD
default 85.4 ± 2.0 88 .0 ± 1 .1 68.0 ± 0.2 57.4 ± 0.4
weakly-supervised 89.5 ± 0.6 87.3 ± 0.9 68 .7 ± 0 .5 58.6± 0.3
Deep IF
default 87.6 ± 1.5 76.6 ± 2.7 52.2 ± 0.5 54.3 ± 0.5
weakly-supervised 90 .6 ± 0 .3 85.3 ± 0.4 47.2 ± 0.4 56.1 ± 0.2
Ours weakly-supervised 93.4± 0.3 92.6± 0.2 70.8± 0.1 58.5 ± 0.0
3.2 Ablation study
To stress the importance of every component proposed herein, we performed an
extensive ablation study. Table 2 considers six ablation scenarios.
(1): Autoencoder (AE) training with the perceptual loss (PL) and the hy-
perparameter optimization using unsupervised criteria (the reconstruction loss).
(2): The same, but with the hyperparameters corresponding to the best
validation ROC AUC (weakly-supervised scenario).
(3), (4) and (5): Here, we added the adversarial loss (with weights 0.1 and
0.01) or L1 norm (with weight 1) to the loss function during the training (to
force the reconstructed image to have a realistic look or to restore the whole
input image).
(6): The last training scenario finally considers the progressive growing.
We observe that the method of selecting the hyperparameters by revealing a
subset of anomalies of confined variability (2), benefits the anomaly detection
performance (compared to the unsupervised criteria (1)). The proposed progres-
sive growing technique (6) also improves performance almost in all cases. We
also note the advantage of our approach compared to the autoencoder, which
encourages fully restored or realistic looking images (3)-(5) (using additional
adversarial or L1 norm loss).
4 Conclusion
In this paper, we evaluated a range of state-of-the-art image anomaly detection
methods, the performance of which we found to be sub-optimal in the challeng-
ing medical problems. We proposed a new method that uses an autoencoder
to understand normal data representation, with optimization being performed
with regard to perceptual loss in the regime of progressive growing training.
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Table 2: Ablation study. ROC AUC in % with standard deviation (over 3 runs).
Cam.16 NIH (a sub.) NIH (PA) NIH (AP)
(1) AE + PL (unsupervised) 87.9 ± 0.6 89.3 ± 0.2 68.9 ± 0.1 56.4 ± 0.2
(2) + weakly-supervised 92.7 ± 0.4 92.0 ± 0.2 70.3 ± 0.2 58.6± 0.1
(3) + weakly-supervised + 0.1· adv 90.8 ± 0.7 82.2 ± 2.6 59.2 ± 1.4 55.4 ± 0.9
(4) + weakly-supervised + 0.01· adv 93.1 ± 0.6 90.8 ± 0.2 69.6 ± 0.6 58.6 ± 0.1
(5) + weakly-supervised + 1· L1 75.3 ± 1.6 91.7 ± 0.4 70.7 ± 0.2 57.3 ± 0.1
(6) + weakly-supervised + pr.gr 93.4± 0.3 92.6± 0.2 70.8± 0.1 58.5 ± 0.0
To overcome the problem of setting up the model on new data, we propose to
use a small set of anomalous examples of a limited variation – just to select
the models hyperparameters. We believe that this realization reflects real-world
scenarios, allowing consistent structuring of the experiments, and enabling the
generation of reproducible results in the future. The proposed approach achieved
0.934 ROC AUC in the detection of metastases and 0.926 in the detection of
abnormal chest X-rays. Our work establishes a new strong baseline for image
anomaly detection.
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Fig. 1: Dependence of the quality of anomaly detection on the number of anomaly
examples (the x-axis) and their variability (plot’s title) in the validation set. This
experiment shows that 0.5% of examples of one type of anomaly are enough to select
optimal hyperparameters.
Camelyon16 NIH (a subset) NIH (PA) NIH (AP)
Fig. 2: Histograms of predicted abnormality scores for normal and abnormal images.
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Table 1: Mean ROC AUC (in %, averaged over all classes) on natural images of CI-
FAR10 and SVHN datasets. Baseline results: authors’ default hyperparameters (left),
cross-validated (right).
AnoGAN GANomaly DSEBM DeepSVDD Deep GEO PIAD Deep IF Ours
CIFAR10 57.6/- 58.1/- 64.8/- 58.8/- 86.6/86.5 78.8/81.3 87.2/87.3 84.0
SVHN 53.3/- - 57.3/- 57.1/- 93.3/93.5 77.0/76.3 59.0/62.4 80.3
Table 2: ROC AUC in % with std on CIFAR 10 and SVHN per each class.
CIFAR10
plane car bird cat deer dog frog horse ship truck
Deep GEO
75.7 96 .0 80.4 72 .9 88 .0 86.3 84.6 95.4 94.3 91.4
±1.0 ±0 .2 ±1.1 ±0 .9 ±0 .2 ±0.9 ±0.5 ±0.0 ±0.2 ±0.5
PIAD
84.3 86.7 74.4 59.6 85.0 73.6 83.8 87.0 88.8 89.4
±0.2 ±1.1 ±0.9 ±2.1 ±1.1 ±1.1 ±1.2 ±1.1 ±0.2 ±0.7
Deep IF
87.1 97.0 75.2 73.7 88.9 85 .0 90.5 86.3 93 .4 95.7
±0.9 ±0.3 ±2.9 ±1.8 ±1.0 ±2 .6 ±0.9 ±1.7 ±0 .3 ±0.3
Ours
86 .5 92.2 76 .8 59.4 85.7 77.7 88 .8 89 .5 91.4 92 .2
±0 .2 ±0.3 ±0 .6 ±0.0 ±0.1 ±0.9 ±0 .3 ±0 .8 ±0.5 ±0 .4
SVHN
0 1 2 3 4 5 6 7 8 9
Deep GEO
90.6 84.8 97.2 91.1 97.5 96.3 96.2 98.4 85.6 97.6
±0.6 ±0.6 ±0.2 ±0.1 ±0.1 ±0.0 ±0.2 ±0.0 ±0.9 ±0.2
PIAD
86.3 80.2 76.2 71.4 77.0 71.9 70.6 78.4 79.6 71.9
±0.9 ±0.9 ±0.8 ±1.1 ±0.5 ±0.9 ±0.5 ±0.2 ±0.7 ±0.8
Deep IF
75.0 70.5 51.1 59.0 57.7 68.4 54.5 58.7 69.6 59.1
±1.2 ±1.5 ±0.8 ±0.9 ±1.4 ±0.6 ±0.2 ±0.7 ±1.6 ±1.5
Ours
88 .4 82 .7 80 .0 72 .9 78 .7 77 .4 78 .0 79 .0 83 .5 82 .1
±0 .2 ±0 .8 ±0 .8 ±0 .1 ±0 .7 ±0 .7 ±0 .8 ±0 .2 ±0 .2 ±0 .3
