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Duality of planar and spacial curves: new insight
Victor Kulikov and Eugenii Shustin
Abstract
We study the geometry of equiclassical strata of the discriminant in the
space of plane curves of a given degree, which are families of curves of given
degree, genus and class (degree of the dual curve). Our main observation is
that the use of duality transformation leads to a series of new sufficient condi-
tions for a regular behavior of the equiclassical stratification. We also discuss
duality of curves in higher-dimensional projective spaces and in Grassmanni-
ans with focus on similar questions of the regularity of equiclassical families
of spacial curves.
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Introduction
Our main goal is to show that the issue of duality of planar and spacial projective
curves is not exhausted yet, and it still yields new results and raises interesting open
problems.
The duality of plane algebraic curves is a classically known relation, which has
been used in the study of plane algebraic curves since 19th century. It is tightly
linked to the stratification of the discriminant in the space of curves of a given
degree into equiclassical strata, i.e. families of curves of given degree, genus and
class (degree of the dual curve). However, previous considerations of the geometry of
equiclassical strata (see [9, 29]) have not taken the duality relation into account. We
address regularity properties of equiclassical strata, like that to be locally transverse
intersection, to be irreducible, to have a nodal-cuspidal general member, and we show
that a combination of duality isomorphisms with tools of deformation theory leads
to series of new numerical sufficient conditions for the above regularity properties.
The results of our study are absorbed in Theorems 5, 9, 11, 15, and 17 in Section
1. For example, by [9, Theorem 1.2] and [29, Theorem 1.1], the equiclassical family
Vd,g,c parameterizing irreducible curves of degree d, genus g, and class c has expected
dimension d− g + c+ 1 and its generic member is a curve with ordinary nodes and
cusps if κ − 2δ ≤ 3d − 4, where κ = d(d − 1) − c, 2δ = (d − 1)(d − 2) − 2g. We
show that Vd,g,c possesses the above properties as long as 5κ− 6δ ≤ d
2+ 6d− 3 (cf.
Theorem 15(2) in Section 1).
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The duality between non-degenerate curves in higher-dimensional spaces was dis-
covered by Ragni Piene [23, §5], and later extended to curves in Grassmannians [24].
In Section (2), we provide a brief account of this duality relation with elementary
proofs, introduce equiclassical families of spacial curves and formulate several open
questions on their geometry and on duality morphisms between them.
We work over the complex field, though most of results can be stated over any
algebraically closed field of characteristic zero.
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1 Equiclassical families of plane curves and dual-
ity
The discriminant ∆d in the linear system |OP2(d)| of plane curves of a given degree
d admits natural stratifications into families, parameterizing singular curves with
specific properties. In particular, the part ∆irrd ⊂ ∆d formed by reduced, irreducible
curves splits into the disjoint union of Severi varieties Vd,g that parameterize curves
of degree d and genus g. These are the most important strata of the discriminant,
since they are tightly related to the Gromov-Witten theory and geometry of moduli
spaces of curves. Severi varieties are well-studied: in particular (see [27, 18]), for
any d and g satisfying
0 ≤ g ≤
(d− 1)(d− 2)
2
,
Vd,g is a non-empty quasiprojective irreducible variety of dimension 3d+ g − 1; fur-
thermore, a generic member of Vd,g is a nodal curve [1, 18, 32] (a similar statement
for other rational surfaces can be found in [5]). More thorough stratification con-
sists of equisingular families of curves that parameterize curves of a given degree
having singular points of prescribed topological or analytic types. Except for small
degrees or for curves with only ordinary nodes, no complete description of such a
stratification is known, even the non-emptiness question on families of curves with
ordinary nodes and cusps is not completely answered (we refer the reader to [13]
for a survey and references on this subject). In the present paper, we address the
regularity properties of the equiclassical stratification of ∆irrd , which is intermediate
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between the Severi and the equisingular stratification. It consists of the equiclassical
families Vd,g,c that parameterize curves of degree d, genus g, and class c (degree of
the dual curve). A remarkable property of the equiclassical stratification is a series
of coupling duality isomorphisms.
Lemma 1 The duality transformation of plane curves defines isomorphisms
Dd,g,c : Vd,g,c
≃
−→ Vc,g,d, Dc,g,d : Vc,g,d
≃
−→ Vd,g,c (1)
for all d, c ≥ 2, g ≥ 0.
Proof. We only explain that Dd,g,c and Dc,g,d are morphisms between quasipro-
jective varieties. Let Ud ⊂ |OP2(d)| be the set of smooth curves of degree d. The
duality transformation Dd : Ud → |OP2(d(d− 1))| is a well-defined morphism, which
can explicitly be written as a homogeneous polynomial map in coefficients of curve
equations. The same polynomial formulas correctly extend to Ud ∪∆
irr so that, for
each curve C ∈ Vd,g,c ⊂ ∆
irr with c < d(d − 1), the image Dd(C) is a reducible
curve containing a component C ′ = Dd,g,c(C) ∈ Vc,g,d and d(d − 1) − c lines (these
lines are multiple tangents to C ′, counted with appropriate multiplicities). Hence,
Dd restricts to Vd,g,c as a well-defined morphism Dd,g,c : Vd,g,c → Vc,g,d. ✷
Equiclassical families have been studied by Diaz and Harris [9]. Answering a
question by W. Fulton, they proved
Theorem 2 ([9], Theorem 1.2) If Vd,g,c 6= ∅ and
c ≥ 2g − 1 , (2)
then a generic member of any component of Vd,g,c is a curve with nodes and cusps.
Later on it was slightly improved by the second author:
Theorem 3 ([29], Theorem 1.1) If Vd,g,c 6= ∅ and
c ≥ 2g − d+ 2 , (3)
then a generic member of any component of Vd,g,c is a curve with nodes and cusps.
It is not difficult to show (see [9, 29] or Theorem 9 below) that, under either of
conditions (2) or (3), Vd,g,c is equidimensional of (expected) dimension
dimVd,g,c = dimexp Vd,g,c = d− g + c+ 1 . (4)
Our aim is to study geometry of equiclassical families in more detail. We will give
a series of sufficient numerical conditions for the non-emptiness, expected dimension,
irreducibility, and the nodal-cuspidal generic member of (any component of) an
equiclassical family Vd,g,c, as well as for a regular adjacency of equiclassical strata:
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• in Section 1.2 we mainly revise known results (including those in [9, 20, 21, 29])
and produce “linear” conditions, where the number of virtual (in the sense of
[22]) cusps is at most linear in the degree,
• in Section 1.3, using methods of [12] and [28], we derive “quadratic” conditions,
where the number of (virtual) cusps is bounded from above by a quadratic
function of the degree,
• furthermore, we intertwine both, linear and quadratic conditions with the
duality isomorphisms (1), which results in additional regularity conditions,
not covered by any other criterion.
1.1 Local structure of equiclassical families
Let C ∈ Vd,g,c, z ∈ Sing (C). The δ- and κ-invariants of the germ (C, z) are (see [9,
Definition 3.12] or [14, Section I.3.4] for details):
κ(C, z) = (C · Cp)z, δ(C, z) =
1
2
(κ(C, z)−mt(C, z) + r(C, z)) , (5)
where Cp denotes a generic polar of C, (∗ · ∗)z the intersection number at the point
z, mt(C, z) = (C · L)z the multiplicity of the singular point z of C, L being a
generic straight line passing through z, and, finally, r(C, z) denotes the number of
irreducible components of the germ (C, z).
Furthermore, given a (local) equation f(x, y) = 0 of the germ (C, z), we identify
the semiuniversal deformation base Bz of the germ (C, z) with OP2,z/J(C, z), where
J(C, z) = 〈f, ∂f
∂x
, ∂f
∂y
〉 ⊂ OP2,z is the Tjurina ideal (cf. [9, Section 5]). By [8] and
[9, Definition 4.3 and Theorem 5.5], the equiclassical locus ECz ⊂ Bz (which pa-
rameterizes δ- and κ-constant deformations) is an irreducible analytic variety germ,
which has codimension κ(C, z) − δ(C.z) with the tangent cone supported at the
linear space Jec(C, z)/J(C, z), where Jec(C, z) ⊂ OC,z is the ideal defined by
Jec(C, z) =
{
ϕ ∈ OP2,z
∣∣∣∣∣ ordϕ
∣∣
P
≥ (Cp · P ) for each
irreducible component P ⊂ (C, z)
}
.
We have a natural map
ΦC : (|OP2(d)|, C)→
∏
z∈Sing (C)
Bz ,
and the germ of Vd,g,c at C can be viewed as
(Vd,g,c, C) = Φ
−1
 ∏
z∈Sing (C)
ECz
 .
Notice that ECz and hence Vd,g,c may not be smooth (see [8, Theorem 28 and Lemma
29]). We, however, can speak about the following property:
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Definition 4 We say that the germ of the family Vd,g,c at C ∈ Vd,g,c is a lo-
cally transverse intersection (shortly LTI), if ImΦC intersects transversally
with
∏
z∈Sing (C)ECz in
∏
z∈Sing (C)Bz. Respectively, Vd,g,c is called LTI, if all germs
(Vd,g,c, C) are LTI for all C ∈ Vd,g,c.
It is evident that the duality isomorphisms (1) preserve the expected dimension
of equiclassical families (cf. formula (4)). We can say even more:
Theorem 5 (1) Let Vd,g,c be LTI. Then Vd,g,c has expected dimension c− g+ d+1,
and satisfies the following incidence relations:
Vd,g,c ⊂ V d,g,c+1, if 2d− 2− c + 2g
=
∑
z∈Sing (C)(κ(C, z)− 2δ(C, z)) > 0,
Vd,g,c ⊂ V d,g+1,c+2, if c− 3g +
1
2
(d2 − 7d+ 6)
=
∑
z∈Sing (C,z)(3δ(C, z)− κ(C, z)) > 0,
(6)
C being any curve in Vd,g,c.
(2) The family Vd,g,c is LTI if and only if the family Vc,g,d is LTI.
Remark 6 Note that the first inclusion in (6) means deforming a cusp to a node,
while the second inclusion means smoothing out a node of a generic curve in Vd,g,c.
Proof. (1) For the first statement, we notice that the LTI property yields
dimVd,g,c =
d(d+ 3)
2
−
∑
z∈Sing (C)
(κ(C, z)− δ(C, z)) = d− g + c+ 1 ,
where the latter equality follows from the Plu¨cker and genus formulas
c = d(d− 1)− κ(C), g =
(d− 1)(d− 2)
2
− δ(C) , (7)
where
κ(C) =
∑
z∈Sing (C)
κ(C, z), δ(C) =
∑
z∈Sing (C)
δ(C, z) .
Now pick C ∈ Vd,g,c and show that C ∈ V d,g,c+1 or C ∈ V d,g+1,c+2 according as
2d− 2− c+ 2g > 0 or c− 3g − 1
2
(d2 − 7d+ 6) > 0. Since
2d− 2− c + 2g = κ − 2δ, c− 3g +
d2 − 7d+ 6
2
= 3δ − κ ,
we can interpret these numbers as follows. By [9, Theorem 1.1], a generic germ of an
equiclassical locus ECz, where z ∈ Sing (C), C ∈ Vd,g,c, has κ(C, z)− 2δ(C, z) cusps
and 3δ(C, z)−κ(C, z) nodes as its only singularities. Hence, κ− 2δ and 3δ−κ are
the total numbers of cusps, resp. nodes over generic members of ECz, z ∈ Sing (C).
If κ − 2δ > 0, then there is z ∈ Sing (C) such that κ(C, z) − 2δ(C, z) > 0, and
hence ECz ⊂ EC
′
z, where EC
′
z ⊂ Bz is the locus formed by the germs having
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κ(C, z)− 2δ(C, z)− 1 cusps and 3δ(C, z)− κ(C, z) + 1 nodes∗. It follows from the
LTI property that C ∈ V d,g,c+1. If 3δ − κ > 0, then there is z ∈ Sing (C) such
that 3δ(C, z) − κ(C, z) > 0, and hence ECz ⊂ EC
′′
z , where EC
′′
z ⊂ Bz is the locus
formed by the germs having κ(C, z) − 2δ(C, z) cusps and 3δ(C, z) − κ(C, z) − 1
nodes. Again the LTI property yields that C ∈ V d,g+1,c+2.
(2) For the second statement, for each point z ∈ Sing (C), introduce the zero-
dimensional scheme ZecC,z ⊂ P
2 supported at z and defined by the ideal Jec(C, z).
Set Zec(C) =
⋃
z∈Sing (C) Z
ec
C,z. By [9, Lemma 5.3], degZ
ec(C) = κ − δ. The LTI
property can equivalently be expressed as the h1-vanishing
H1(P2,JZec(C)(d)) = 0 , (8)
where JZec(C) is the ideal sheaf of the scheme Z
ec(C). We rewrite condition (8) as
follows. Let F (x0, x1, x2) = 0 be a (homogeneous) equation of a curve C ∈ Vd,g,c.
Choose a generic point p = (p0, p1, p2) and a generic line Lq = q0x0+ q1x1+ q2x2 = 0
in the plane so that
• the polar curve Cp = {p0Fx0 + p1Fx1 + p2Fx2 = 0} intersects C at each points
zi ∈ Sing (C) with multiplicity (Cp · C)zi = κ(C, zi), i = 1, ..., r, and in a set
Sp ⊂ C \ Sing (C) with the total multiplicity c;
• the set Tq = Lq ∩ C is disjoint from Sing (C) ∪ Sp, and (Lq · C)Tq = d.
Then (cf. [9, Proof of Lemma 5.14], [29, Proof of Lemma 2.1])
H1(P2,JZec(C)(d)) = H
1(Cˆ,OĈ(ν
∗(Sp) + ν
∗(Tq))) , (9)
where ν : Ĉ → C is the normalization. Let C∨ ∈ Vc,g,d be the dual curve,
ν∨ : Ĉ → C∨ the dual normalization, and let C∨ be given by a homogeneous equa-
tion F∨(y0, y1, y2) = 0. Then the polar C
∨
q = {q0F
∨
y0
+ q1F
∨
y1
+ q2F
∨
y2
= 0}
intersects C∨ in Sing (C∨) and in a set S∨q dual to Tq ⊂ C, whereas the line
L∨p = {p0y0 + p1y1 + p2y2 = 0} intersects C
∨ in a set T∨p ⊂ C
∨ \ (Sing (C∨) ∪ S∨q )
dual to Sp ⊂ C. Hence ν
∗(Sp) = (ν
∨)∗(T∨p ), ν
∗(Tq) = (ν
∨)∗(S∨q ), which completes
the proof in view of
H1(P2,JZec(C∨)(c)) = H
1(Cˆ,O
Ĉ
((ν∨)∗(S∨q ) + (ν
∨)∗(T∨p ))) . ✷
Remark 7 One can see from the proof of Theorem 5 that the values 2d−2− c+2g
and c−3g+ 1
2
(d2−7d+6) are always nonnegative, and their sum 1
2
(d2−3d+2)− g
is positive as long as Vd,g,c contains singular curves.
Definition 8 We call a family Vd,g,c locally regular if it is LTI, has expected
dimension and satisfies the incidence relations (6).
A simple well-known example of locally regular families are Severi varieties Vd,g
(here c = 2d− 2 + 2g), see [27].
∗Over a versal deformation base, all singularities can be independently deformed or preserved.
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1.2 Linear regularity conditions
In the following theorem we present some elementary or known regularity conditions.
Theorem 9 (1) The family Vd,g,c, d, c ≥ 2, is non-empty, if
c ≥ 2g +
[
d+ 1
2
]
+ 1
(
equivalently κ− 2δ ≤ d+
[
d
2
]
− 3
)
. (10)
(2) Let Vd,g,c 6= ∅, d, c ≥ 2.
(2i) If
c− 2g + d ≥ −1 (equivalently κ− 2δ ≤ 3d− 1) , (11)
then Vd,g,c is locally regular.
(2ii) If
c− 2g + d ≥ 2 (equivalently κ− 2δ ≤ 3d− 4) , (12)
then a generic member of any component of Vd,g,c is a curve with nodes and
cusps.
(2iii) If 
either c ≥ 2g + 2d− 5 (equivalently κ− 2δ ≤ 3),
or c ≥ 3g + 3d−5
2
(equivalently 3δ − κ ≥ d
2−4d+1
2
),
or c ≥ g + d
2−2d−1
2
(equivalently κ− δ ≤ 3d−1
2
),
(13)
then Vd,g,c is irreducible.
Proof. Under condition (10), we will construct curves with n nodes and k
cusps realizing the required values of d, g, c. We can rewrite (10) as k ≤
[
3(d−2)
2
]
.
It is classically known (see [25, 26, 27], and also [11, Corollary 6.3] for a modern
treatment), that if k < 3d, then one can smooth out prescribed nodes and cusps
of such a nodal-cuspidal curve and deform prescribed cusps into nodes. Hence, it
is sufficient to construct the following nodal-cuspidal curves: (a) a rational curve
of degree d = 2s with k = 3s − 3, (b) a rational curve of degree d = 2s + 1 with
k = 3s − 2. By Plu´cker formulas, the first curve is dual to a nodal rational curve
of degree c = s + 1, whereas the second curve is dual to a rational curve of degree
c = s+2 having one cusp and (s2+s−2)/2 nodes. The existence of the latter curve
is left to the reader as an elementary exercise.
Claim (2ii) is a copy of Theorem 3, included here for completeness and comparison
with other criteria. Claim (2i) (which basically coincides with [9, Corollary 5.2])
holds, since (11) implies (8): indeed, in view of (9) it is enough to show that
2g − 2 < deg(ν∗(Sp) + ν
∗(Tq)) = c + d ,
which is equivalent to (11). In Claim (2iii) we can suppose that d, c ≥ 3, and then
each inequality in (13) yields (3): it is evident for the first two inequalities, and the
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third one combined with g ≤ 2g − d + 1 negative to (3) results in the impossible
relation g ≥ 1
2
(d2 − 1). Hence, by Theorem 3, we are left with the irreducibility
problem for families Vd(nA1, kA2) of irreducible curves of degree d with n nodes
and k cusps. Each of the following conditions is sufficient for the irreducibility of
Vd(nA1, kA2):
• k ≤ 3 (see [20], the missing cases of k = 3 and d = 5 or 6 are covered in [2,
Theorem 2.4], [6], [7, Section II.7.3]);
• k ≤ 1
2
(d+ 1)− g (see [21]);
• 2n+ 4k < 3d (see [15, Corollary IV.6.2]).
In terms of d, g, and c they specialize to the form (13). ✷
Remark 10 The bound (10) is optimal for rational curves: a larger number of cusps
simply is not possible by Plu¨cker formulas as one can see in the proof of Theorem 9.
Now we combine Theorem 9 with isomorphisms (1). Notice, first, that linear
conditions remain linear as long as k ≤ 3d: Indeed, it follows from Plu¨cker formulas
that 3d − k = 3c − k∨, where k, resp. k∨, is the number of (virtual) cusps of the
original, resp. dual curve. Second, the dualization of Claims (1), (2i), and (2ii) in
Theorem 9 does not give anything new, whereas the dual to Claim (2iii) is a new
statement:
Theorem 11 (1) If Vd,g,c 6= ∅ and
either d ≥ 2g + 2c− 5, or d ≥ 3g +
3c− 5
2
, or d ≥ g +
c2 − 2c− 1
2
, (14)
then Vd,g,c is irreducible.
(2) A non-empty family Vd(nA1, kA2) is irreducible if
either 3n+ 4k ≥ 1
2
(3d2 − 6d− 3) ,
or 4n+ 5k ≥ 1
3
(6d2 − 14d+ 1) ,
or n + k ≥ 1
2
(d2 − 5d+ (d2 − d− 2n− 3k − 1)2) .
(15)
Proof. Conditions (14) are obtained from (13) by exchange of d and c. Further-
more, rewriting (14) in the form
c−2g+d ≥ 3c−5, c−2g+d ≥ g+
5c− 5
2
, c−2g+d ≥
(
c2 − 3c+ 2
2
− g
)
+
2c− 3
2
,
respectively, we see that each of the inequalities (14) yields (12), and hence we get
irreducibility criteria for families of curves with nodes and cusps in Claim (2): via
Plu¨cker formulas, inequalities (14) are converted into (15). ✷
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Example 12 To show that Theorem 11 indeed contains a new information as com-
pared with Theorem 9, we consider the case of curves of degree d = 7 (for d ≤ 6 the
equisingular stratification of the discriminant is completely described [2, 6, 7]). So,
Theorem 9(2iii) implies that V7(nA1, kA2) is irreducible if
either k ≤ 3, or k = 4, n = 11, or k = 4, n ≤ 3 .
In addition to these cases, Theorem 11 implies the irreducibility of V7(nA1, kA2) for
(k, n) = (6, 9), (7, 8), and (10, 4) .
All these families are non-empty. One can easily find similar examples in higher
degrees.
1.3 Quadratic regularity conditions
To formulate conditions, where the number of (virtual) cusps may depend quadrat-
ically on the degree, we replace the parameters d, g, c by d, δ,κ and use the notation
V δ,κd = Vd,g,c, where κ = d(d − 1) − c, δ = (d − 1)(d − 2)/2 − g (that is δ = δ(C)
and κ = κ(C) for any curve C ∈ V δ,κd = Vd,g,c). For example, in terms of κ and δ,
condition (2), resp. (3) reads
κ − 2δ ≤ 2d− 1, resp. κ − 2δ ≤ 3d− 4 . (16)
Due to the irregular behavior of families of plane curves with nodes and cusps
(for instance, it is not known how many cusps a curve of degree d ≥ 9 may have, cf.
[3]), it is not possible to completely describe non-empty equiclassical families. Here
we present the following partial result:
Theorem 13 Let d ≥ 3, κ, δ > 0.
(1) If V δ,κd 6= ∅, then
2δ ≤ κ ≤ 3δ, δ ≤
(d− 1)(d− 2)
2
. (17)
(2) If d ≤ 4, then (17) is sufficient for the non-emptiness of V δ,κd .
If d ≥ 5, then the conditions (17) and
κ − δ ≤
d2 − 4d+ 6
2
(18)
are sufficient for the non-emptiness of V δ,κd .
Proof. (1) The first inequality in (17) follows from the second relation in (5)
and from the relation δ(C, z) ≥ 1
2
mt(C, z)(mt(C, z)−1), which follows from (5) too.
(2) By [29, Corollary 1.3], for d ≤ 10 a generic member of any component of a
non-empty family V δ,κd is a curve with nodes and cusps. Thus, the case of d ≤ 4
9
reduces to the study of curves with nodes and cusps, which are classically known.
For d ≥ 5 we apply [28, Theorem 4.1] (suitably specified in [15, Theorem IV.5.4(ii)]),
which states that the inequality n + 2k ≤ 1
2
(d2 − 4d + 6) is sufficient for the non-
emptiness of Vd(nA1, kA2). In terms of δ = n + k and κ = 2n + 3k, the latter
inequality reads (18). ✷
Remark 14 The non-emptiness condition (18) is asymptotically sharp for equiclas-
sical families having expected dimension, since their codimension satisfies
κ − δ ≤ dim |OP2(d)| =
d(d+ 3)
2
.
Theorem 15 Let d ≥ 3, κ, δ ≥ 0, and let V δ,κd 6= ∅.
(1) If
5κ − 6δ ≤ (d+ 3)2 , (19)
then V δ,κd is locally regular and
dimV δ,κd =
d(d+ 3)
2
− κ + δ .
(2) If
5κ − 6δ ≤ d2 + 6d− 3 , (20)
then a generic member of any component of V δ,κd is a curve with 3δ − κ nodes and
κ − 2δ cusps as its only singularities.
(3) If
11
2
κ +
3
2
δ < d2 , (21)
then V δ,κd is irreducible.
Remark 16 If a generic member of an irreducible component of V δ,κd is a curve
with n nodes and k cusps, then inequality (19) reads 4n + 9k ≤ (d + 3)3, the best
known quadratic sufficient condition for the smoothness and expected dimension of
the family of plane curves of degree d with n nodes and k cusps [12, Corollary 4.4].
Proof of Theorem 15. (1) The LTI property is equivalent to the h1-vanishing
(8). Since Jec(C, zi) ⊃ J(C, zi) for all i = 1, ..., r, we can apply the h
1-vanishing
criterion from [12, Proposition 4.1] sufficient for (8):
r∑
i=1
γ(C;ZecC,zi) ≤ (d+ 3)
3 , (22)
where the γ-invariant can be computed as follows: for an irreducible zero-
dimensional scheme Z ⊂ C supported at a point z ∈ Sing (C) and such that its
defining ideal satisfies IZ ⊃ J(C, z),
γ(C;Z) = max
{
4 degZ, max
D
(D · C)2z
(D · C)z − degZ
}
, (23)
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where D runs over all plane curve germs defined by elements g ∈ IZ such that
(D · C)z ≤ 2 degZ (see [12, Formula (4.1)] and [15, Definition I.2.25]). Let us show
that
γ(C;ZecC,zi) =
κ(C, zi)
2
δ(C, zi)
. (24)
Indeed, by definition of ZecC,zi, always (D · C)z ≥ κ(C, zi), and hence the maximal
value of the right-hand side of (23) is achieved for (D·C)z = κ(C, zi), which together
with degZecC,zi = κ(C, zi) − δ(C, zi) yields (24). Observing that a
2/b ≤ 5a − 6b as
long as 0 < 2b ≤ a ≤ 3b, we derive the sufficient condition (19) for (22).
(2) Let V be an irreducible component of V δ,κd , C ∈ V its generic member hav-
ing singular points z1, ..., zr of topological types S1, ..., Sr, respectively. Then the
germ of V at C is the germ at C of an equisingular family Vd(S1, ..., Sr). Suppose
that z1 is not a node or a cusp. By [30, Pages 144, 158, 164] (see also [9, Theo-
rem 2.25]), the equisingular stratum ES1 ⊂ B1 is smooth and its tangent space is
Jes(C, z1)/J(C, z1), where J
es(C, z1) ⊂ OP2,z1 is the equisingular ideal. Furthermore,
by [9, Proposition 5.10 and Theorem 5.12], Jec(C, z1) ( J
es(C, z1). Then there exists
an intermediate ideal Jec(C, z1) ( J ⊂ J
es(C, z1) such that dim J/J
ec(C, z1) = 1.
Introduce the zero-dimensional scheme Z ′ = Z1 ∪
⋃
i≥2Z
ec
C,zi
with Z1 defined at z1
by the ideal J . Then
dimC V ≤ h
0(P2,JZ′(d))− 1 . (25)
Using (20), we will prove that
H1(P2,JZ′(d)) = 0 , (26)
which in turn will imply
dimC V ≤ h
0(P2,JZ′(d))− 1 =
d(d+ 3)
2
− degZ ′
=
d(d+ 3)
2
− degZec(C)− 1 =
d(d+ 3)
2
− κ + δ − 1 ,
a contradiction to Claim (1). To establish (26), we again apply [12, Proposition 4.1]
and verify the inequality
γ(C;Z1) +
r∑
i=2
γ(C;ZecC,zi) ≤ (d+ 3)
2 . (27)
Similarly to the above computation of γ(ZecC,zi), we obtain
γ(C;Z1) ≤
κ(C, z1)
2
κ(C, z1)− degZ1
=
κ(C, z1)
2
δ(C, z1)− 1
.
It is an easy exercise to show (using formulas (5)) that δ(C, z1) ≥ 2 and
κ(C, z1) ≤
5
2
δ(C, z1), which yields
κ(C, z1)
2
δ(C, z1)− 1
≤ 5κ(C, z1)− 6δ(C, z1) + 12 .
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Joining this with the inequality κ(C, zi)
2/δ(C, zi) ≤ 5κ(C, zi) − 6δ(C, zi) obtained
in Step (1), we see that (20) implies (27), and hence (26), completing the proof of
Claim (2).
(3) Observe that (21) yields (20). Hence the irreducibility of V δ,κd will follow
from the irreducibility of the family of plane curves of degree d with n = 3δ − κ
nodes and k = κ − 2δ cusps. By [12, Theorem 2], Vd(nA1, kA2) is irreducible when
25n/2 + 18k < d2, which is equivalent to (21). ✷
To apply duality isomorphisms (1), we go back to the parameters d, g, c:
Theorem 17 (1) The family Vd,g,c is non-empty if g ≤
1
2
(d− 1)(d− 2) and
either c ≥ g +
5d− 8
2
, or d ≥ g +
5c− 8
2
.
(2) Let Vd,g,c 6= ∅. Then
(2i) Vd,g,c is locally regular if
either 5c ≥ 6g + d2 − 2d− 15, or 5d ≥ 6g + c2 − 2c− 15 ;
(2ii) Vd,g,c is irreducible if
either 11c+ 3g >
21d2 − 31d+ 6
2
, or 11d+ 3g >
21c2 − 31c+ 6
2
.
Here each of the “either” inequality is a translation of the corresponding condition
in Theorem 15, and each of the “or” inequality is the dual. We notice that the nodal-
cuspidal property is a priori not preserved by the duality.
Example 18 We again illustrate the novelty of the dual criteria. Consider the
family Vd(kA2) with large d and k = [(d+3)
2/9]. It is non-empty by Theorem 13(2)
and is LTI of expected dimension by Theorem 15(1) (cf. Remark 16). The dual
curves have degree and genus
d∨ = c = d(d− 1)− 3k ∼
2
3
d2, g =
(d− 1)(d− 2)
2
− k ∼
7
18
d2 ,
which correspond to the following numbers of virtual nodes and cusps
n∨ ∼
2
9
d4, k∨ ∼
19
9
d2 ,
but these values do not satisfy the other known LTI/expected dimension conditions:
neither k∨ < 3d∨, nor 4n∨ + 9k∨ < (d∨ + 3)2.
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2 Duality of spacial curves and associated maps
Duality for non-degenerate curves in Pn, n ≥ 3, was discovered by R. Piene [23,
§5]. It differs from the general duality between subvarieties of Pn, and it always
takes curve to curve. It, furthermore, can be extended to curves in Grassmannians
[24]. Relations between projective curves and curves in Grassmannians have been
treated in [17]. We present here some basic material from [16, 17, 24, 23] on spacial
and associated curves, on their duality, and on associated maps between families
of curves in projective spaces and Grassmannians. For the reader’s convenience we
provide elementary proofs, which can be traced back to H. Weyl [31] and which
require only an undergraduate calculus. Finally, we formulate few problems on the
geometry of equiclassical families of spacial curves and maps between them.
Associated and dual curves. We consider curves in the (complex) projective
spaces Pn, n ≥ 2, as maps of Riemann surfaces to Pn. Let Mg,0(P
n, d), d ≥ 1,
be the moduli space of stable maps f : S → Pn of Riemann surfaces S of genus
g ≥ 0 such that [ν∗(S)] = d[P
1] ∈ H2(P
n). It is a quasiprojective variety (see,
for instance, [10, Theorem 1]). Denote by Mndg,0(P
n, d) ⊂ Mg,0(P
n, d) the subspace
of non-degenerate curves, that is (isomorphism classes of) maps f : S → Pn
birational onto the image f(S), which is not contained in any hyperplane in Pn.
Let a curve f : S → Pn, n ≥ 2, be non-degenerate. Let s ∈ S, and t
a regular parameter in the analytic germ (S, s). In suitable projective coordi-
nates X = (x0, ..., xn), the map f : (S, s) → P
n is given by a vector-function
X(t) = (x0(t), . . . , xn(t)) (cf. [16, Page 266]), where
x0(t) = 1 +O(t), x1(t) = t
1+β0(1 +O(t)), ..., xk(t) = t
k+β0+...+βk−1(1 +O(t)),
... , xn(t) = t
n+β0+...+βn−1(1 +O(t)) . (28)
Given k = 0, ..., n−1, the number βk = βk(f, s) ≥ 0 in the parametrization (28) does
not depend on the choice of a local parameter and is called the k-th ramification
index of f at the point s ∈ S; the number βk(C) =
∑
s∈S βk(f, s) is finite and is
called the total k-th ramification index of the curve C.
A non-degenerate curve C = [f : S → Pn] induces a well-defined associated
curve Ck = [fk : S → Gr(k + 1, n + 1)], which parameterizes osculating k-planes
to C = C0, for all k = 1, ..., n − 1 (see details, for instance, in [16, Chapter 2,
Section 4]). In the chosen coordinates (28), fk is locally given by the multivector-
function X(t) ∧ X ′(t) ∧ · · · ∧ X(k)(t). Denote Ck = Ask(C), k = 0, 1, ..., n − 1,
where C0 = C. Observe that Cn−1 = Asn−1(C) is a curve in the dual projective
space (Pn)∗ = Gr(n,Cn+1). Denote by (Cn+1)∗ the space dual to Cn+1. We have the
following canonical isomorphisms for all k = 1, ..., n:{
∗k : Gr(k,C
n+1)→ Gr(n+ 1− k, (Cn+1)∗),
∗k : Gr(k, (C
n+1)∗)→ Gr(n+ 1− k, ((Cn+1)∗)∗) = Gr(n+ 1− k,Cn+1),
which send a linear subspace to the space of linear functionals vanishing on it.
Clearly, ∗k∗n+1−k = Id for each k = 1, ..., n.
13
Definition 19 Let C ′ = [f ′ : S → Pn] and C ′′ = [f ′′ : S → (Pn)∗] be two non-
degenerate curves. We say that C ′′ is k-dual to C ′ (resp., C ′ is (n−k)-dual to C ′′)
if ∗k(C
′
k−1) = C
′′
n−1−k, and we say that C
′ and C ′′ are dual if C ′′ is k-dual to C ′ for
each k = 1, . . . , n− 1.
Obviously, if C ′′ is k-dual to C ′ for each k = 1, . . . , n− 1 then C ′ is also k-dual
to C ′′ for each k = 1, . . . , n− 1. The key fact is the following duality statement:
Theorem 20 ([23], Theorem 5.1) Let C be a non-degenerate curve in Pn, n ≥ 2.
Then C∗ = Asn−1(C) is non-degenerate as well, and, moreover, C and C
∗ are dual
curves. Furthermore, βk(C
∗) = βn−1−k(C) for all k = 0, ..., n− 1.
Proof. Let C be locally given by a vector-function X(t) in the form (28). Recall
that (see [16, Pages 263-264]), for a non-degenerate curve C, at all but finitely many
points z ∈ S, the vectors X,X ′, ..., X(n−1) (computed in the parametrization (28))
are linearly independent, and βk(f, s) = 0 for all k = 0, ..., n− 1.
Denote f ∗ = fn−1. The map f
∗ : (S, s) → (Pn)∗ is given by the n × n-minors
y0(t), ..., yn(t) of the matrix formed by the rows X,X
′, ..., X(n−1). It is an easy
exercise to show (after reducing the minimal common power of t) that
y0 = t
n+βn−1+...+β0(λ0 +O(t)), y1 = t
n−1+βn−1+...+β1(λ1 +O(t)), ... ,
yk = t
n−k+βn−1+...+βk(λk +O(t)), ... , yn = λn +O(t) ,
where λ0λ1...λn 6= 0. It follows that C
∗ is non-degenerate,
βk(f
∗, s) = βn−1−k(f, s), k = 0, ..., n− 1, s ∈ S ,
and for a regular point s ∈ S, the map f ∗ : (S, s)→ (Pn)∗ can also be recovered as
the unique (up to proportionality) solution Y = (y0, ..., yn) to the system
XY = 0 = X ′Y = ... = X(k)Y = ... = X(n−1)Y = 0 , (29)
where the product of vectors is understood as the sum of products of the corre-
sponding coordinates. Differentiating equations (29) and combining them to each
other, we obtain that
X(k)Y (l) = 0 for all k, l ≥ 0, k + l ≤ n− 1 . (30)
In particular,
XY = XY ′ = ... = XY (k) = ... = XY (n−1) = 0 , (31)
which means that C = Asn−1(C
∗).
Furthermore, if n ≥ 3, it follows from (30) that, for each k = 1, ..., n−2, we have
X(i)Y (j) = 0, for all 0 ≤ i ≤ k, 0 ≤ j ≤ n− 1− k . (32)
The vectors Y, Y ′, ..., Y (n−1) are linearly independent too, since Asn−1(C) is a
non-degenerate curve. The established independence and equalities (32) say that
∗kAsk(C) = Asn−1−k(C
∗) for all k = 1, ..., n− 2. ✷
Plu¨cker formulas. The degrees of the associated curves dk = degCk, 1 ≤ k ≤
n− 1, can be defined by the Plu¨cker embedding Gr(k+1,Cn+1)→ Λk+1Cn+1 or by
intersection with a generic Schubert cellW1 =W1(Ln−k−1 ⊂ Gr(k+1,C
n+1) formed
by the (k + 1)-subspaces intersecting with a given (n− k − 1)-subspace Ln−k−1 (cf.
[16, Page 268]). They can be computed from d = degC, g, and the ramification
indices βk = βk(C), k = 0, ..., n− 1, via the Plu¨cker formulas (see, for example, [16,
Page 270] or [23, §3]):
dk−1 − 2dk + dk+1 = 2g − 2− βk, k = 0, ..., n− 1 , (33)
where d−1 = dn = 0, d0 = d = degC. In particular,
d = n(1− g) +
1
n + 1
n−1∑
i=0
(n− i)βi, d
∗ = n(1− g) +
1
n+ 1
n−1∑
i=0
(n− i)βn−1−i ,
d+ d∗ =
n−1∑
i=0
βi − 2n(g − 1), where d
∗ = degC∗ .
Associated maps. Let d = (d0, ..., dn−1) ∈ Z
n
>0. Introduce the space
Mndg,0(P
n, d) = {C ∈Mg,0(P
n, d0) : degCk = dk, k = 1, ..., n− 1} . (34)
Theorem 21 Let d ∈ Zn>0 and M
nd
g,0(P
n, d) 6= ∅. Then there are well-defined injec-
tive maps
Ask :M
nd
g,0(P
n, d)→Mg,0(Gr(k + 1,C
n+1), dk), k = 1, ..., n− 1 ,
which are birational onto their images. Furthermore,
Asn−1 :M
nd
g,0(P
n, d)→Mndg,0((P
n)∗, d
∗
), d
∗
= (dn−1, ..., d0) ,
is an birational homeomorphism, satisfying As2n−1 = Id.
Proof. The statement on Asn−1 follows from Theorem 20.
Suppose that 1 ≤ k < n− 1. In fact, we need to show only the injectivity of Ask.
Let C = [f : S → Pn] and C ′ = [f ′ : S ′ → Pn] be two non-degenerate curves such
that Ask(C) = Ask(C
′). It is enough to show that if some germs f : (S, s) → Pn,
f ′ : (S ′, s′)→ Pn admit parameterizations X(t), Y (t), t ∈ (C, 0), such that
Y (t) ∧ Y ′(t) ∧ ... ∧ Y (k)(t) = µ(t) ·X(t) ∧X ′(t) ∧ ... ∧X(k)(t), t ∈ (C, 0) , (35)
with some non-vanishing scalar function µ(t), then Y (t) = λ(t)X(t), where λ(t) is
a scalar function. Without loss of generality, we can assume that X(t) is given by
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(28) with β0 = ... = βk−1 = 0, in particular, X ∧ X
′ ∧ ... ∧ X(k) does not vanish
for t ∈ (C, 0). Relation (35) yields that Y, Y ′, ..., Y (k) ∈ Span{X,X ′, ..., X(k)}.
Particularly,
Y (t) = λ(t)X(t) + λ1(t)X
′(t) + ...+ λk(t)X
(k)(t) .
It follows that Y ′(t) is a linear combination of X, ..., X(k) plus λk(t)X
(k+1)(t). How-
ever, since C is non-degenerate and k < n − 1, the vector X(k+1) is linearly
independent of X,X ′, ..., X(k), and hence λk(t) ≡ 0. Considering subsequently
Y ′′(t), ..., Y (k), in the same manner we deduce that λ1(t) ≡ ... ≡ λk−1(t) ≡ 0.
Hence, Y = λX . ✷
In fact, the maps inverse to Ask, 1 ≤ k ≤ n − 2, can be explicitly exhibited as
follows. Let f : S → Pn be a non-degenerate curve, fk : S → Gr(k+1,C
n+1) its k-th
associated curve, 1 ≤ k ≤ n− 1. Let s ∈ S and Λ = fk(s) ∈ Gr(k+1,C
n+1). Given
a function germ F ∈ OGr(k+1,Cn+1),Λ vanishing at Λ, we denote by ords(F ◦ fk) the
order of zero of F ◦ fk at s. For any proper linear subspace L ⊂ TΛGr(k+ 1,C
n+1),
we define the intersection multiplicity (fk
∣∣
S,s
· L) as
min
F
{
ords(F ◦ fk) : F (Λ) = 0, DΛF
∣∣
L
= 0
}
.
Recall also that there exists a canonical identification (see, e.g. [19, Lecture 16])
TΛGr(k + 1,C
n+1) ≃ Hom(Λ,Cn+1/Λ) . (36)
Denote by πΛ : C
n+1 → Cn+1/Λ the standard projection.
Lemma 22 Fix m = 1, ..., n− k − 1.
(1) There exists a unique linear subspace L ⊂ TΛGr(k+1,C
n+1) of dimension m
for which the intersection multiplicity (fk
∣∣
S,s
·L) attains its maximal value. We call
this subspace the osculating m-space to the curve fk : S → Gr(k+1,C
n+1) at the
point s, and denote it by Lm(fk, s).
(2) Via the identification (36) the following holds: the projective subspace
P
π−1Λ Span
 ⋃
Λ′∈Lm(fk ,s)
ImΛ′
 ⊂ Pn
coincides with the osculating (k +m)-plane to the curve f : S → Pn at the point s.
Proof. Consider the canonical parametrization (28) of the germ f : (S, s)→ Pn.
The corresponding parametrization X(t) ∧ X ′(t) ∧ ... ∧ X(k)(t) of the germ
fk : (S, s)→ Gr(k + 1,C
n+1) via elementary transformations converts a family of
(k+ 1)× (n+ 1) matrices Fk(t) = (Ik+1, A(t)), where Ik+1 is the unit matrix of size
(k + 1), and A = (aij(t))i=0,...,k, j=1,...,n−k is a (k + 1)× (n− k) matrix, in which
aij = t
γ(i,j)(a
(0)
ij +O(t)), γ(i, j) = k + j − i+
∑
i≤r≤k+j−1
βr ,
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and for all j = 1, ..., n− k,
a
(0)
kj =
k∏
r=1
(
k + 2− r +
k+1∑
l=r
βl
)
·
(
k∏
r=1
(
k + 1− r +
k∑
l=r
βl
))−1
6= 0 .
Note that the coordinate system (aij , i = 0, ..., k, j = 1, ..., n − k) in a neigh-
borhood of Λ in Gr(k + 1,Cn+1) comes from the projection (O,A) 7→ A onto
TΛGr(k + 1,C
n+1) ≃ Hom(Λ,Cn+1/Λ) (cf. [19, Example 16.1]).
We have
Fk(t) = (Ik+1, O) + t
1+βk · (O,A
(0)
1 ) + ... + t
n−k+βk+...+βn−1 · (O,A
(0)
n−k) +O(t
γ) ,
where γ > n − k + βk + ... + βn−1, and A
(0)
r contains the only non-zero diagonal
(a
(0)
ij )i−j=k−r with at least one non-zero element a
(0)
kr . It follows that the maxi-
mal value of (fk
∣∣
S,s
· L) over m-dimensional subspaces of TΛGr(k + 1,C
n+1) equals
m+ 1 + βk + ... + βk+m and is attained only at the space L spanned by the (linearly
independent) elements A
(0)
1 , ..., A
(0)
m . The space generated by the rows of these ma-
trices lifts to Cn+1 as the span of the first k +m + 1 unit vectors e0, ..., ek+m, and
its projectivization is just the (k +m)-th osculating plane of the curve f : S → Pn
at s ∈ S. ✷
As a direct consequence of Lemma 22 one obtains
Corollary 23 Let n ≥ 3. For any k = 1, ..., n − 2 and m = 1, ..., n − k − 1, there
exists a birational map
Askm : Ask
(
Mndg,0(P
n, d)
)
99K Ask+m
(
Mndg,0(P
n, d)
)
,
which is well-defined on a Zariski open, dense subset of Ask
(
Mndg,0(P
n, d)
)
and which
extends to a homeomorphism
Âs
k
m : Ask
(
Mndg,0(P
n, d)
)
→ Ask+m
(
Mndg,0(P
n, d)
)
.
Furthermore, the relations Âs
k
m◦Ask = Ask+m and (Ask)
−1 = ∗Âs
k
n−k−1 are satisfied.
Proof. Let f : S → Pn represent a smooth point of a component ofMndg,0(P
n, d),
and let s ∈ S be a generic point. Then βi(f, s) = 0, i = 0, ..., n−1, and the canonical
parametrization (28) takes form
x0 = 1, x1 = t(1 +O(t)), ... xn = t
n(1 +O(t)) .
Then, in a smooth neighborhood U ⊂ Mndg,0(P
n, d) of f : S → Pn we have a
parametrization u ∈ U 7→ [fu : Su → P
n], a smooth section u ∈ U 7→ s(u) ∈ Su, and
a universal parametrization t ∈ (C, 0)→ (Su, s(u)) given by
x0(t) = 1, x1(t) = t(ξ(u) +O(t)), ... , xn = t
n(ξn(u) +O(t)) ,
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with ξ1, ..., ξn smoothly depending on u ∈ U . Finally, the computations in the
proof of Lemma 22 provide a smooth parametrization of a neighborhood of fk :
S → Gr(k + 1,Cn+1) in Ask
(
Mndg,0(P
n, d)
)
and define the map Askm as a smooth
analytic map in that neighborhood. Combining this with Theorem 21, we obtain all
statements. ✷
Remark 24 (1) It follows from Corollary 23 that two curves C ′ ⊂ Pn and C ′′ ⊂
(Pn)∗ are dual if they are k-dual for at least one k = 1, ..., n− 1 (see Definition 19).
(2) A birational homeomorphism may not be an isomorphism, what one can see
in an elementary example of such a map between the line and a plane cuspidal cubic.
To prove (or disprove) that the maps in Corollary 23 are isomorphisms, one should
study the behavior of these maps at singularities of the spaces Ask
(
Mndg,0(P
n, d)
)
.
Integrable curves in Grassmannians. The curves in Grassmannians, which
are associated to non-degenerate projective curves, are called integrable curves.
They admit the following characterization.
Given a linear subspace V ⊂ Cn+1 such that dimV > k + 1, we obtain a natural
embedding Gr(k + 1, V ) →֒ Gr(k + 1,Cn+1), whose image is called a Grassman-
nian subvariety of Gr(k + 1,Cn+1). A curve ϕ : S → Gr(k + 1,Cn+1) will be called
(k, n)-non-degenerate† if its image is not contained in any proper Grassmannian
subvariety of Gr(k + 1,Cn+1).
Remark 25 Let us illustrate the difference between the non-degeneracy of curves
in the projective space and the (k, n)-non-degeneracy of curves in Grassmannians.
Consider, for example, a cubic normal curve C = [f : P1 → P3]. Its first associated
curve f1 : P
1 → Gr(2,C4) is (1, 3)-non-degenerate (cf. Theorem 26 below), but it
becomes degenerate after the Plu¨cker embedding Gr(2,C4) →֒ P5. Indeed, choosing
a parametrization x0 = 1, x1 = t, x2 = t
2, x3 = t
3 for C, we obtain the following
Plu¨cker coordinates of its first associated curve embedded into P5: π03 = 3t
2 and
π12 = t
2, which means that the spoken curve lies in the hyperplane π03 − 3π12 = 0.
Let t ∈ (C, 0) 7→ L(t) = Span{X0(t), ..., Xk(t)} ⊂ C
n+1 be a parametrization
of a curve ϕ : S → Gr(k + 1,Cn+1) in a neighborhood of a point s ∈ S. Denote
L′(t) = Span{X ′0(t), ..., X
′
k(t)} and let ϕˆ(s) = L(0) + L
′(0). Clearly, the subspace
ϕˆ(s) ⊂ Cn+1 does not depend on the choice of a local parameter t and a moving
frame (X0(t), ..., Xk(t)).
Theorem 26 Let n ≥ 3 and 1 ≤ k ≤ n − 2. A curve ϕ : S → Gr(k + 1,Cn+1) is
integrable if and only if it is (k, n)-non-degenerate, and dim ϕˆ(s) = k+2 for almost
all points s ∈ S.
Proof. If f : S → Pn is a non-degenerate curve, then its associated curve
fk : S → Gr(k + 1,C
n+1) is non-degenerate too. Furthermore, in parametrization
†In this sense, a non-degenerate curve ϕ : S → Pn is (0, n)-non-degenerate.
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(28), we have
dim fˆk(s) = dimSpan{X(0), X
′(0), ..., X(k+1)(0)} = k + 2 ,
which holds for all points s ∈ S, where β0(f, s) = ... = βk(f, s) = 0, i.e., for almost
all points of S.
Now, let ϕ : S → Gr(k+1,Cn+1) be a non-degenerate curve with dim ϕˆ(s) = k+2
for almost all points s ∈ S. We can choose a local parameter t and a moving frame
(X0(t), ..., Xk(t)) spanning ϕ(st) in a neighborhood of a regular point s0 ∈ S so that
ϕˆ(st) = Span{X0(t), ..., Xk(t), X
′
0(t)},
and correspondingly
X ′1(t), ..., X
′
k(t) ∈ Span{X0(t), ..., Xk(t), X
′
0(t)} .
Observe that
X ′′(t) 6∈ ϕˆ(st) for almost all values t ∈ (C, 0) . (37)
Indeed, otherwise, we would immediately get that X
(i)
j (0) ∈ ϕˆ(s0) for all j = 0, ..., k
and i ≥ 0, and hence ϕ(s) ⊂ ϕˆ(s0) ( C
n+1 for all s ∈ S, contrary to the non-
degeneracy assumption.
We claim that the curve ϕ : S → Gr(k + 1,Cn+1) can be uniquely restored from
the curve ϕˆ : S → Gr(k+ 2,Cn+1). Indeed, let ψ : S → Gr(k+ 1,Cn+1) be another
curve such that ψˆ = ϕˆ, and let ψ(st) = Span{Y0(t), ..., Yk(t)} in a neighborhood of
s ∈ S. Thus,
Yi(t) = ai(t)X
′
0(t) + bi0X0(t) + ...+ bikXk(t), i = 0, ..., k .
It follows that
Y ′i (t) ∈ ai(t)X
′′
0 (t) + ϕˆ(st) = ai(t)X
′′
0 (t) + ψˆ(st), i = 0, ..., k ,
which in view of (37) yields a0(t) ≡ ... ≡ ak(t) ≡ 0, and hence the required claim.
The statement of Theorem follows now from the above claim and Corollary 23
by descending induction starting at k = n− 2. ✷
Open problems. It is natural to call the families Mndg,0(P
n, d) defined by (34)
the equiclassical families of curves in Pn, n ≥ 2. Similarly to the planar case, we
formulate
Question 27 (1) Under what conditions is Mndg,0(P
n, d) equidimensional and what
is dimMndg,0(P
n, d) ? Under what conditions is Mndg,0(P
n, d) irreducible ? What are
generic members of (the components of) Mndg,0(P
n, d) ?
(2) Is the duality map Asn−1 : M
nd
g,0(P
n, d) → Mndg,0(P
n, d
∗
), where d
∗
=
(dn−1, ..., d0), an isomorphism ?
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G. Canuto [4] has considered a problem related to the question on a generic
member of Mndg,0(P
n, d) and proved that any compact Riemann surface, having a
non-special linear system gnd , n ≥ 3, without base points, can be mapped to P
n as a
non-degenerate curve of degree d so that its first n−2 associated curves are smooth.
Following the treatment of curves in Grassmannians in [4, 24], one can state
problems similar to those in Question 27. However, families of integrable curves
Mndg,0(Gr(k + 1,C
n+1), d) := Ask(M
nd
g.0(P
n, d)), k = 1, ..., n− 2 ,
seem to be most interesting:
Question 28 (1) Are the maps Ask : M
nd
g.0(P
n, d) → Mndg,0(Gr(k + 1,C
n+1), d),
k = 1, ..., n − 2, isomorphisms ? Are the maps Âs
k
m : M
nd
g,0(Gr(k + 1,C
n+1), d) →
Mndg,0(Gr(k +m+ 1,C
n+1), d), 1 ≤ k ≤ n− 2, 1 ≤ m ≤ n− k − 1, isomorphisms ?
(2) What are generic members of (the components of) Mndg,0(Gr(k+ 1,C
n+1), d),
k = 1, ..., n− 2 ?
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