[1] Positive feedbacks between vegetation and soil moisture may induce, in arid ecosystems, the emergence of two alternative stable states, corresponding to bare and completely vegetated soil. A new analytical model is developed to investigate this behavior and to study the effects of interannual rainfall variability on the dynamics of bistable ecosystems. When dichotomic Markov noise is used to account for the effect of random rainfall fluctuations, the long-term dynamics of the system can be investigated through an analytical solution of the model. It is found that in a broad class of bistable ecosystems, random rainfall fluctuations may induce an ordered state in the dynamics, i.e., by turning the bistable deterministic system into a stochastic system with only one statistically stable state. This effect is enhanced by increases in noise intensity, whereas the stochastic dynamics become bistable (i.e., the noise-induced ordered state disappears) as the noise intensity decreases below a critical (nonnull) value. This effect of noiseinduced stability is found in association with an enhancement of ecosystem resilience, indicating that the likelihood of catastrophic shifts to the desert state decreases as the noise intensity increases. 
Introduction
[2] Ecosystems may respond in a complex manner to changes in environmental conditions and disturbance regime, due to nonlinearities embedded in their dynamics [Murray, 1989] , the existence of feedbacks between external drivers and the state of the system [e.g., Wilson and Agnew, 1992] , and the random character of environmental fluctuations, which may be capable of inducing new behaviors in ecosystem dynamics [Horsthemke and Lefever, 1984] . The effect of changes in environmental drivers on the qualitative properties of an ecosystem is typically investigated by assessing how its stable states respond to changes in hydrologic and climatic parameters [e.g., Brovkin et al., 1998; Zeng et al., 1999 Zeng et al., , 2004 . In the presence of critical points and bifurcations these effects may indeed lead to abrupt state changes and to the emergence/disappearance of multiple stable states within a certain range of parameter values. The existence of two (alternative) stable states has profound dynamical implications, in that in a bistable system, after a disturbance has caused a shift to the other state, the dynamics remains locked therein even once the disturbance is eliminated. Thus bistable ecosystems are prone to rather irreversible state changes [e.g., Scheffer et al., 2001; Folke et al., 2004] . The susceptibility to shifts to the other state is known as resilience and is used to quantify the likelihood of abrupt state changes in ecosystem dynamics [Gunderson, 2000] . Conditions leading to the emergence of bistable dynamics have been investigated over the last three decades for various types of ecosystems [e.g., Noy-Meir, 1975; May, 1977; Walker et al., 1981; Rietkerk and van de Koppel, 1997; Zeng et al., 1999; Scheffer et al., 2001; van de Koppel et al., 2001; Scheffer and Carpenter, 2003; Folke et al., 2004; . In most of these instances the emergence of multiple stable states is induced by a positive feedback between the state of the system and limiting factors, such as precipitation, soil moisture conditions, nutrient availability, or predators. A key feature of these systems is that a species (or the whole ecosystem) is able to ameliorate its state by providing conditions favorable to its own establishment, growth, and survival [e.g., Wilson and Agnew, 1992] .
[3] This paper focuses on dryland plant ecosystems and on their response to changes in climate conditions. These systems are known for being capable of exhibiting multiple stable states corresponding to bare soil (hereafter also called the ''desert state'') and vegetated conditions [Rietkerk and van de Koppel, 1997; Brovkin et al., 1998; Zeng et al., 1999 Zeng et al., , 2004 . The emergence of alternative stable states is explained by positive feedbacks between vegetation dynamics and water availability (i.e., the limiting resource). At the regional to subcontinental scale, vegetation may be able to affect the rainfall regime [Brovkin et al., 1998; Zeng et al., 1999] as shown by simulations with regional and global circulation models [Xue, 1997; Wang and Eltahir, 2000] . At the plot to field scales, positive feedbacks between soil moisture and vegetation are commonly invoked to explain the existence of alternative preferential states and smallscale heterogeneity of vegetation. These feedbacks would result from the higher infiltration capacity of subcanopy soils, which are less prone to rain splash compaction and exhibit higher hydraulic conductivity due to soil accumulation, the presence of higher root density, and the lack of microbial crusts [Walker et al., 1981; Greene, 1992; Joffre and Rambal, 1993; Greene et al., 1994 Greene et al., , 2001 . Moreover, subcanopy soils are prone to lower evaporation losses, due to the effects of ''mulching'' (i.e., wilted leaves and litter insulate the ground surface thereby limiting soil evaporation) and shading [e.g., Zeng and Zeng, 1996; Scholes and Archer, 1997; Zeng et al., 2004] . All these processes may contribute [e.g., Caylor et al., 2006] to the existence of moister soils beneath vegetation canopies with respect to adjacent bare soil [Joffre and Rambal, 1993; Greene et al., 1994; Jackson and Wallace, 1999; Greene et al., 2001] . Because of these feedbacks, both bare soil and vegetated conditions may be stable under the same hydroclimatic conditions. In fact, the lower soil moisture existing in bare soils may be unable to allow for plant establishment. On the other hand, the moister soils existing beneath vegetation canopies may provide favorable conditions for the survival of the existing vegetation and the establishment of new individuals. While the state changes induced in bistable dryland ecosystems by shifts in the hydroclimatic conditions have been often investigated and documented [Walker et al., 1981; Rietkerk and van de Koppel, 1997] , the response of these (bistable) systems to random interannual fluctuations of precipitation remains for most part understudied despite the strong interannual variability typical of the rainfall regime in arid and semiarid climates [e.g., D' Odorico and Porporato, 2006] .
[4] In a previous study [D'Odorico et al., 2005] we have shown how random interannual fluctuations can alter the dynamics of plant ecosystems and lead to the emergence of an intermediate statistically stable state between the two other stable states of the deterministic dynamics: D'Odorico et al. [2005] showed that this effect of noise-induced stability is associated also with an enhancement in ecosystem resilience, i.e., with a decrease in the likelihood of catastrophic shifts to the desert state. It is still unclear whether this noise-induced behavior exists only in the specific model of biomass growth and decay proposed by D'Odorico et al. [2005] or also for a broader class of vegetation dynamics. The emergence of noise-induced stability within more general modeling frameworks could indicate that this behavior is not the result of a mathematical singularity with ''ad hoc'' functions, but a relatively robust feature of vegetation dynamics in a fluctuating environment. In this paper we better formalize the physical basis of the model and generalize our previous work by showing that the same noise-induced behavior emerges in a more general class of minimalistic models of ecosystem dynamics. For this broad set of bistable ecosystem dynamics we investigate with greater detail the effect of noise and demonstrate how the emergence of noise-induced stability depends on the noise intensity. In particular, we note that the way noise acts on these dynamics is still not completely understood, in that the transition between bistable and noise-induced stable dynamics could occur at a certain threshold in noise intensity. This threshold would mark the transition between conditions in which noise has a disorganizing effect on the system and the case in which it plays a constructive role by inducing a new ordered state in the dynamics. Detecting the existence of such a threshold in noise intensity is crucial to the study of ecosystems dynamics in a fluctuating environment [e.g., May, 1973] . To this end, starting from a stochastic soil water balance [Rodriguez-Iturbe et al., 1999] , we develop a rather general, simplistic model of vegetation dynamics accounting for soil moisture -vegetation feedbacks and for the effect of random interannual rainfall fluctuations. The analytical solution of the model's dynamics is here used to investigate the emergence/disappearance of noise-induced stability with increasing/decreasing noise intensity.
Stochastic Modeling of Vegetation Dynamics

Vegetation -Soil Moisture Feedbacks
[5] Vegetation -soil moisture feedbacks play an important role in the dynamics of water limited ecosystems [Walker et al., 1981; Rietkerk and van de Koppel, 1997] . We express their effect on soil moisture through a model of water balance at the daily timescale [Rodriguez-Iturbe et al., 1999; Laio et al., 2001] 
where s(t) is the relative soil moisture content (0 s(t) 1) averaged along the soil layer of depth Z, t is time, n p is the soil porosity, 8[s(t); t] is the rate of infiltration from rainfall, and c[s(t)] is the rate of soil moisture losses from Z. In this study we are concerned with the water balance of the first few centimeters of soil, which are affected by soil evaporation and are relevant to seedling establishment.
[6] Infiltration is treated as a stochastic component and it is contributed by the rainfall fraction that actually reaches the soil layer
where R(t) is the rainfall rate, I(t) is the loss due to interception, and Q[s(t); t] the loss due to runoff when s(t) > 1. Precipitation is modeled as a sequence of rainy days using a marked Poisson process of storm occurrences with rate l, with each storm having exponentially distributed random depth with mean a [Rodriguez- Iturbe et al., 1999; Laio et al., 2001] . Interception is incorporated in the stochastic model assuming that a given amount of water can be potentially intercepted in each rainfall event from the vegetation canopies; that is, we fix a threshold for rainfall depth below which no water reaches the ground [Laio et al., 2001] . 
where b is a coefficient depending on the soil properties, while s fc is the field capacity.
[7] Evaporation losses, E[s(t)], from bare soils are expressed by a linearly increasing function from zero at the hygroscopic point, s h , to potential evaporation, PE, at field capacity, s fc , while E remains constant for s ! s fc (see Figure 1 ) [Laio et al., 2001] . Evapotranspiration losses from completely vegetated plots linearly increase from zero at the wilting point, s w , to a critical point, s*, generally smaller than s fc , and, then, they remain constant for s > s*. The constant evapotranspiration rate in this case is taken to be a fraction, e, of the potential evaporation from bare soil [D'Odorico et al., 2005] . By taking e < 1, we account for the effect of vegetation -soil moisture feedbacks, which are able to reduce evaporation losses from vegetated soils in the surface layer Z (i.e., Z ' 10 cm) [D'Odorico et al., 2005] . The main considered mechanism in this case is the reduction of evaporation from vegetated soils, which is not compensated by an equivalent increase in transpiration. In fact, the transpiration rate is sustained by water uptake from shallow and deep layers and then the first Z centimeters of soil contribute only partially to the total transpiration [Feddes et al., 2001; Scanlon and Albertson, 2003; D'Odorico et al., 2005] . Only the first few centimeters of soil are considered for the water balance, equation (1), because we are interested in investigating the effect of soil moisture on the vegetation dynamics, that are particularly sensitive to the soil moisture content in the near-surface soil layers. In fact, the tendency of a plant community to extend or reduce its size will heavily depend on the possibility to establish new seedlings, and it is in the first few centimeters of soil that the seedlings develop their rooting system [D'Odorico et al., 2005; Rodriguez-Iturbe and Porporato, 2005] .
[8] The analytical solution of equations (1) and (2), with evapotranspiration losses expressed as in Figure 1 , leads to the steady state probability density function, p(s), of soil moisture and to its moments [Laio et al., 2001] . We characterize the soil moisture regime through the average value of soil moisture, hsi, during the growing season. Because of the feedback between vegetation and soil moisture, values of hsi re soil will differ from those for completely vegetated soils. Figure 2 shows an example of the dependence of hsi on annual rainfall, R, and on the normalized vegetation biomass, v = V/V max , where V is the vegetation biomass and V max is its maximum value sustainable with the available resources (nutrients, light, space, etc.), also known as the ecosystem carrying capacity. Other mechanisms can be responsible for moister soils beneath vegetation canopies, e.g., increase of infiltration and reduction of runoff in vegetated soils.
[9] To qualitatively illustrate the effect of the feedback on vegetation dynamics, we can consider a hypothetical critical value, hsi th , for plant establishment and growth ( Figure 2 ). Thus, for small values of R, (i.e., R < R 1 in Figure 2 ), only the bare soil state is stable because the soil water content is too low for the establishment of vegetation. In this case, vegetation is unsustainable and it tends to vanish (i.e., v ! 0). On the other hand, for large values of annual rainfall (i.e., R > R 2 in Figure 2 ), water stress does not occur, regardless of the amount of vegetation. In these conditions the bare soil state (v = 0) is unstable: vegetation growth is not limited by water and v increases until it reaches the state v = 1 (i.e., the carrying capacity or conditions of completely vegetated soil). In intermediate conditions (i.e., R 1 R R 2 ), if the soil is initially bare, the average soil moisture is too low for the establishment of vegetation, while in vegetated areas the available soil water content is sufficient to sustain the existing vegetation. Therefore, in this range of values of R the feedback renders the system bistable, i.e., two alternative stable states exist. Because of (random) interannual climate fluctuations, R changes among these three intervals (i.e., R < R 1 , R 1 < R < R 2 , and R > R 2 ) and the dynamics of vegetation consequently tend to the corresponding attractor (i.e., v = 0 or v = 1), depending on the values of R and v. The following subsection will develop a framework to investigate the response of vegetation dynamics to the rainfall forcing. , and e = 0.6; the length of the growing-season is 180 days; the other parameters are the same of Figure 1 ). The two curves represent the dependence on the annual rainfall, R, for bare soil (v = 0) and for completely vegetated soil (v = 1). Here hsi th is a critical soil moisture threshold under which vegetation does not reproduce and grow.
Deterministic Vegetation Dynamics
[10] To describe the impact of rainfall variations on vegetation, we develop and use a simple logistic model of vegetation dynamics at the annual or interannual timescales. When hsi is greater than hsi th , we set the net growth rate proportional to the existing vegetation biomass, v; to (1 À v), a factor depending on the lack of space and resources other than water (light, nutrients); and to the excess, hsi À hsi th , of average soil moisture with respect to the reference value, hsi th . The factor v(1 À v) corresponds to the classic logistic curve or the so-called Verhulst model and describes a growth process that saturates at v = 1 [e.g., Kot, 2001] . Hence, when soil moisture is greater than the threshold hsi th , the dynamics are represented as
where the exponent m has been introduced to generalize the logistic growth model and to describe different growth processes. Known as ''reproduction rate'' the coefficient, a, in equation (4) measures the ''inertia'' of vegetation: a À1 is proportional to the response time of the ecosystem to disturbances, including those associated with rainfall fluctuations.
[11] When the average soil moisture is below the threshold value, hsi th , the rate of drought-induced mortality exceeds the growth rate thereby leading to a decrease in v. The death rate depends on the existing biomass, v, and on the ''water stress'', hsi th À hsi
where n has the same function as m in equation (4). Two different values for the parameters m and n can be used to provide a more general framework for the modeling of vegetation growth and death. In general we observe that faster decays in v occur for higher values of n, whereas in unstressed conditions the upper bound value v = 1 is approached more slowly for higher values of m. Such exponents allow one to take into account how different types of soil influence soil moisture dynamics and, then, the response time of vegetation.
[12] We now express the term hsi À hsi th as a function of vegetation, to obtain a ematically tractable model.
hsi depends both on the total rainfall, R, in the growing season and on the vegetation biomass, v (see Figure 2) . A quasi-linear dependence of hsi on v is obtained when using the model of Laio et al. [2001] with different values of annual rainfall. In fact E(s) can be expressed as the weighted average of bare soil evaporation, E 0 (s), and of the evapotranspiration rate, E 1 (s), from completely vegetated soils (v = 1), that is E(s) = E 0 (s)(1 À v) + v E 1 (s). Solving equation (2) one obtains a quasi-linear dependence of hsi on v; moreover, the dependence of hsi on R is also approximately linear (see Figure 2 ), so we write
where A ( 1 is a parameter weighting the dependence of hsi on v and R. According to equation (6), hsi = hsi th when R = R 2 and v = 0, and when R = R 1 and v = 1 (see Figure 2) . Moreover, as A ( 1, values of hsi 2 [0, 1] are obtained when the total annual rainfall, R, is lower than R 1 or greater than R 2 .
[13] Equation (6) in (4) and (5) leads to a model for the temporal dynamics of vegetation which accounts both for the feedback with soil moisture, and for the dependence on annual precipitation
where t = Aat is the dimensionless time and c =
Setting dv/dt equal to 0, one obtains the deterministic steady states of the system: for hsi ! hsi th , (i.e., v ! c) there are three equilibrium states, namely v = 0, v = 1 and v = c. When c ! 0 the only stable state is v = 1, otherwise (i.e., when c < 0) v = c is also a stable state but it is physically meaningless because 0 < v 1. For hsi < hsi th (i.e., v < c) there are two stationary states at v = 0 and v = c, but only the state at v = 0 is stable. This behavior is summarized in Figure 3 . One notes that three regimes exist: for R < R 1 only bare soil conditions, v = 0, are stable, while for R > R 2 only the state of completely vegetated soil, v = 1, is stable. For R 1 < R < R 2 the system is bistable, i.e., both the states v = 0 and v = 1 are stable. The unstable state v = c (inclined line in Figure 3 ) marks the separation between the two ''basins of attraction'' of the bistable dynamics. While the occurrence of bistability depends on R (i.e., R 1 < R < R 2 ), the convergence of the system toward one of these attractors (i.e., v = 0 or v = 1) depends also on the value of v (i.e., v < c or v > c, respectively), which determines the occurrence of (water) stressed (hsi < hsi th ) or unstressed (hsi > hsi th ) conditions. Notice how these steady states and their stability/unstability are not qualitatively influenced by the two parameters m and n; in fact, Figure 3 remains the same for any (positive) value of m and n.
[15] The bifurcation diagram shown in Figure 3 indicates that, when the system is in the bistability range (i.e., R 1 < R < R 2 ), a disturbance (e.g., grazing, logging, etc.) may trigger a transition from vegetated conditions to the basin of attraction of v = 0. The system would then remain in the stable unvegetated state until some external factor destabilizes v = 0 (e.g., an increase of R above R 2 ). On the other Figure 3 . Steady states of the deterministic model (7). The thick lines represent the stable (solid) and unstable (dashed) states of the system. The arrows indicate the convergence toward a stable state.
hand, a decrease of R below R 1 destabilizes the vegetated state, v = 1, thereby leading to a shift of the system to stable bare soil conditions. This response of vegetation dynamics to a decrease in R is highly nonlinear and catastrophic.
Stochastic Vegetation Dynamics Driven by Rainfall Fluctuations
[16] We investigate vegetation dynamics in dryland ecosystems under the influence of rainfall fluctuations. To this aim, we treat the annual rainfall, R, as an uncorrelated random variable [D'Odorico et al., 2000] with probability density function, p(R), with mean, hRi, and standard deviation, s R .
[17] Interannual rainfall fluctuations are modeled as a stochastic forcing which controls the switching of the dynamics between the two equations (7a) and (7b), depending on the annual values of R and v. Vegetation dynamics are expressed by equation (7b) when v ! c, i.e., when the system is in unstressed conditions (hereafter referred to as ''the D 2 state''). Conversely, when v < c, the system is in stressed conditions (''the D 1 state'') and its dynamics are modeled by equation (7a).
[18] Thus the temporal (stochastic) dynamics of the ecosystem can be expressed as
where x DM is a zero-mean dichotomic Markov process [Kitahara et al., 1980; van den Broeck, 1983] 
[20] Kitahara et al. [1980] and van den Broeck [1983] obtained the steady state probability density function, p st (v), for a dichotomic Markov process, with the assumptions that the switch is modeled as a state-independent noise and that f(v) and g(v) in equation (8) are independent of noise. In this case
where N is a normalization constant determined by the condition R 1 0 p st (v)dv = 1, and f (v) and g(v) are defined in equation (8).
[21] One of the goals of this paper is to provide an analytical framework to investigate the effect of interannual rainfall fluctuations on vegetation dynamics. To this end, we neglect the dependence on v in the dichotomic noise, term x DM , of equation (8) and choose a state-independent value, R*, as the critical value of R marking the transition between states D 1 and D 2 . Thus, in any given year when R < R* (which occurs with probability P 1 ), the dynamics are expressed by equation (7a). Conversely, the condition R ! R* occurs with probability P 2 = 1 À P 1 . In this case the system dynamics are modeled by equation (7b). The probabilities, P 1 and P 2 , depend on R* and on the distribution of R as P 1 = R R* 0 p(R)dR, and P 2 = R 1 R* p(R)dR. The threshold value, R*, is obtained as a state-independent approximation of (1 À v)R 2 + vR 1 , with v approximated by a function of the mean, hRi, and standard deviation, s R , of R,
[22] This leads to the following expression to determine R*:
[23] We will return later on the rationale behind this approximate equation. Now we just notice how equation (12) accounts for the fact that R* decreases as the average seasonal value of R increases, thereby making the state D 2 (i.e., equation (7b)) more probable.
[24] Further, in our problem the residence time in each state is an integer multiple of one year as the switch is driven by interannual rainfall fluctuations. For this discrete process the probability distribution of the (discrete) residence times d 1 and d 2 is a geometric probability density function
is the duration (in years) of the state D 1 (D 2 ), while P 1 (P 2 ) is the probability of being in the state D 1 (D 2 ).
[25] As P 1 + P 2 = 1, the means m 1 and m 2 of d 1 and d 2 (equations (13)) are
[26] The analytical solution represented by equation (10) is here used as an approximation of the solution of the process (equation (8)) with discrete residence times (equations (13)) by setting t D 1 and t D 2 equal to their discrete counterparts m 1 and m 2 (equations (14)), i.e., with the two parameters t D 1 and t D 2 being approximated by the mean values of the discrete residence times, m 1 and m 2 , respectively. Thus, from equations (14) it follows that t D 1 = 1/P 2 and t D 2 = 1/P 1 .
[27] Finally, to use the theoretical framework of the dichotomic Markov process (i.e., equation (10)) the variable c needs to be replaced with a constant value to remove the dependence of f (v) and g(v) on the random variable R (i.e., annual rainfall). To this end, we use two different constant values, c 1 and c 2 , for the states D 1 and D 2 , respectively. For the D 1 state we take c 1 as the conditional average of c for R < R* (equation (5)),
where
[28] For the D 2 state we use the parameter c 2 corresponding to the conditional average of c for R ! R*
[29] It is necessary to impose c 1 = 1 + if c 1 1 and c 2 = 0 À if c 2 ! 0 to remove the mathematical singularities emerging in the equation (10). In fact, with f(v) and g(v) expressed as in equations (7) and (8), equation (10) becomes
with
where B z (q, r) is the incomplete beta function for the variable z with parameters q and r [e.g., Abramowitz and Stegun, 1965] .
[30] Once defined the ecohydrological characteristics of the process (i.e., the distribution of annual precipitation, p(R), the thresholds R 1 and R 2 and the parameters m and n) it is possible to calculate R * , and the probabilities P 1 and P 2 . It is then necessary to assign an arbitrary value to D 1 (or D 2 ) to calculate the parameter D 2 (or D 1 ) using equation (9). The real process of vegetation dynamics (i.e., with discrete residence times) can now be approximated with the dichotomic Markov process and equation (19) can be used to calculate the steady state probability distribution of v.
Results and Discussion
[31] This study provides a general analytical framework to investigate the dynamics of dryland plant ecosystems under the effect of interannual rainfall fluctuations. This analytical solution is based on three major assumptions and approximations: (1) the switching between the two states is state-independent (i.e., R* is independent of v), (2) the process can be approximated by a dichotomous Markov process (i.e., with residence times modeled as continuous, exponentially distributed, random variables), and (3) the state-dependent parameter c can be approximated by two constants.
[32] To test the analytical solution and assess the error induced by these three simplifications of the modeling framework, the analytical solutions are compared with numerical simulations of the process (equation (8)). To this end, a two-parameter Gamma distribution is used to model the probability distribution, p(R), of annual rainfall [e.g., D 'Odorico et al., 2000] . The use of other distributions does not significantly alter the general results of this study. For every year of simulation a random value of total rainfall, R, is sampled from a Gamma distribution, p(R), of given mean, hRi, and standard deviation, s R . The temporal evolution of v (e.g., Figure 4 ) is then calculated using equation (7). The numerical simulation is used to calculate the probability density function of v. Figure 5 shows some examples of numerical and analytical (equation (19)) probability distributions of v calculated for different combinations of the parameters m, n, and hRi, and coefficient of variation, CV = s R /hRi = 0.5.
[33] To quantitatively compare the analytical results with the numerical simulations we have calculated the errors associated with mean values, standard deviation, and mode exploring several combinations of parameter values in the ranges: 0 mm < hRi < 1000 mm; 200 mm < R 1 < 600 mm; 300 mm < R 2 < 800 mm; 0 < CV < 1 and m, n = 1, 2, 3. In all these cases the mean values of v exhibited errors smaller than 0.01, the standard deviations had errors smaller than 0.04, while the modes had errors smaller than 0.05. All Figure 4 . Example of time series of the dimensionless vegetation biomass, v, for the case of m = 1, n = 2, R 1 = 280 mm, R 2 = 360 mm, hRi = 300 mm, and CV = 0.5. these errors were found to decrease for smaller values of m and n. Therefore we conclude that the analytical solution consistently provides a good approximation of the process (equation (8)).
[34] The analytical framework is used to investigate the effect of interannual rainfall variability on the dynamics of water-limited vegetation. Figure 4 shows an example of a time series of v generated by the model. It is found that noise is able to maintain the system in a sort of transient condition away from the stable states of the underlying deterministic dynamics. Thus the dynamics fluctuate around an intermediate statistically stable state corresponding to the mode of the probability density function associated with these time series (e.g., Figure 5 ); these modes are analytically calculated using equations (19) and (20). The emergence of this noise-induced intermediate stable state shows that random interannual fluctuations can indeed stabilize the dynamics of dryland ecosystems. Therefore climate fluctuations can convert a bistable deterministic system into a stochastic system with only one statistically stable state. We investigated a similar behavior in the work by D'Odorico et al. [2005] , but here the more general theoretical framework developed allows us to generalize these results. For example, Figure 5 shows how the noise-induced stable states emerge for all the combinations of the parameters m and n that we have considered. Thus this phenomenon of noiseinduced stability is robust and is not the result of only a particular (ad hoc) choice of the parameters of vegetation dynamics.
[35] We have also investigated whether noise-induced stability is robust with respect to the width of the ''bistabilty range'', i.e., of the interval [R 1 , R 2 ]. Figure 6 shows some results for the case of m = 1 and n = 2. It is found that noiseinduced stable states emerge even when the bistability range is increased or decreased. Moreover, the reduction of the range R 1 À R 2 produces a slight increase of the errors of the approximated solution.
[36] The dependence of the dynamics on the coefficient of variation, CV, and the mean, hRi, of annual precipitation is shown in Figure 7 . It is found that the width of the interval in which noise-induced stable states exist increases with increasing value of the coefficient of variation of the annual rainfall. Thus noise-induced stability is enhanced by an increase in noise intensity. Moreover, it is found that noise-induced intermediate stable states exist even for hRi < R 1 . It follows that rainfall fluctuations prevent the occurrence of the desert state for small values of mean annual rainfall. Conversely, for hRi > R 2 the system is stable in correspondence to values of v that are smaller than the deterministic stable state v = 1. This result suggests that interannual rainfall fluctuations act as a source of disturbance only in regions where water stress does not emerge under long-term average rainfall conditions.
[37] Figure 7 also shows the behavior of the system when noise (i.e., the rainfall fluctuations) is switched off. As CV is decreased, the range of values of hRi in which noiseinduced stable states exist decreases until it becomes equal to zero. In the case studied in Figure 7 this happens for CV ' 0.15. For smaller values of CV no noise-induced stability occurs, in that the dynamics are bistable (in the [R 1 , R 2 ] interval). In this case the system has the same stable states as the underlying deterministic dynamics (Figure 3 , thick lines). In these conditions the system has only one stable state for R < R 1 and R > R 2 and two alternative stable states for R 1 < R < R 2 . In fact, numerical simulations show that if CV is less than the threshold value of about 0.15 the system becomes bistable in the interval [R 1 , R 2 ], i.e., the system tends to one of two alternative stable configurations (the desert state with v = 0 or a vegetated state with v % 1), depending on the initial condition. These results suggest that a minimum value of noise intensity (i.e., a minimum value of CV) needs to be exceeded for noise-induced Figure 5 . Examples of the numerical (dashed lines) and analytical (solid lines) pdf of the vegetational biomass for different values of m, n and hRi: (a) n = 2, m = 1, and hRi = 300 mm; (b) n = 2, m = 2, and hRi = 400 mm; (c) n = 1, m = 1, and hRi = 400 mm; (d) n = 3, m = 1, and hRi = 300 mm; (e) n = 3, m = 2, and hRi = 300 mm; (f) n = 3, m = 3, and hRi = 400 mm. CV is always equal to 0.5. R 1 and R 2 are always equal to 280 mm and 360 mm, respectively. stability to emerge. Thus, for 0 < CV < 0.15 the system is bistable and noise plays only a ''trivial'' role in the dynamics by inducing fluctuations away from the stable states of the deterministic system. For CV > 0.15 noise plays a constructive role on the dynamics by inducing the emergence of the new statistically stable state. The behavior shown in Figure 7 allows one to justify the choice of the expression (12) to calculate the value of R*. In fact, the adopted expression v = (hRi À R 1 + s R )/(R 2 À R 1 + 2s R ) is an approximation of the curves shown in Figure 7 .
[38] The emergence of noise-induced stable states and of bistable dynamics depends both on the mean annual rainfall, hRi, and on its coefficient of variation, CV. This dependence is shown in Figure 8 in a diagram representing the modes of v (i.e., the noise-induced statistically stable states) emerging for different values of the average annual rainfall, hRi, and the coefficient of variation, CV. For relatively small values of hRi (see curve v = 0), desert conditions are the only stable state, while for hRi exceeding an upper limit (see curve v = 1) the completely vegetated soil (v = 1) is the only stable state. Between these two limit curves, intermediate statistically stable states emerge only if the noise intensity exceeds a critical value, while for smaller values of CV the system is bistable (Figure 8 , dashed area), with the same alternative stable states as the underlying deterministic dynamics. The analytical model provides a good estimate of the critical value of CV (CV ' 0.15 in Figure 8 ) determining the minimum level of noise required for the emergence of noise-induced stability.
Conclusions
[39] This study has developed a new modeling framework to investigate the emergence of noise-induced stability in water-limited ecosystems. A class of bistable deterministic ecosystem models was forced by external noise representing interannual rainfall fluctuations. The dynamics of these stochastic systems were modeled as a dichotomic Markov process. An analytic solution was obtained and used to describe the long-term behavior of the system through the steady state probability density function of the normalized vegetation biomass. The analytical model was based on a few simplifications and assumptions, which were successfully tested again erical simulations of the ecosystem dynamics. This analytical framework was used to investigate the effect of random interannual rainfall fluctuations on the dynamics of dryland vegetation. We found that climate fluctuations actually enhance the resilience of a bistable ecosystem, as they stabilize the dynamics around an intermediate statistically stable condition between the two stable states of the deterministic system. This effect of noise-induced stability is associated with a destabilization of the two stable deterministic states. Thus the stochastic system is no longer prone to abrupt (catastrophic) shifts between these two deterministic states. We proved that this enhancement of resilience emerges for a wider set of bistable ecosystems, than that considered in our previous study [D'Odorico et al., 2005] .
[40] The analytical framework developed in this paper was used to assess the robustness of these results with respect to the parameter values. It is found that noiseinduced stability emerges regardless of the values of m and n (describing different responses to external forcing), and of the bistability range, i.e., the width, R 2 À R 1 , of the interval of mean annual rainfall in which the deterministic system exhibits bistable behavior. This suggests that this dynamical behavior exists for a relatively broad class of vegetation dynamics.
[41] Moreover, the interval in which intermediate noiseinduced stable states emerge broadens as the noise intensity increases (i.e., with increasing values of the coefficient of variation of total annual rainfall). Thus climate fluctuations may destabilize desert conditions and favor vegetation establishment and survival in arid climates. Conversely, when the noise intensity decreases below a critical value, the noise-induced stable state disappears and the system exhibits a bistable behavior similar to that of the underlying deterministic dynamics. Thus the likelihood of catastrophic shifts to the desert state is enhanced by a decrease in noise intensity. The dashed area represents the values for which the system is bistable, namely, the values of CV and hRi for which the system reaches the desert state or a vegetated state (v % 1) depending on the initial condition. (7); R 1 = 280 mm, R 2 = 360 mm, m = 1, and n = 2) subjected to the annual rainfall noise, when the coefficient of variation of the rainfall distribution is varied.
