If an optical correlator is to perform at full potential, the filtersmith must know what complex action will result from the control he applies to the filter SLM. If the SLM is spatially variant (and all are, to some degree or other), the behavior may be different at every frequency plane pixel.
INTRODUCTION
Last year we reported on a system for measuring the full-faced, full-complex modulation of a spatial light modulator 1 ; i.e., the amplitude and phase modulation as a function of drive voltage was measured individually for each pixel on the modulator. We now report on: improvements to the system which allow for modulator operating speeds greater than the frame rate of the CCD imager used to capture the images, improvements in relating pixels in the captured image back to modulator pixels, improvements to interpretation of the intensities in the captured image, and the inclusion of a more sophisticated phase shifting interferometry procedure.
SYSTEM OPERATION
This section describes the general hardware and software operations. We previously reported three levels of software: Data collection, calculation of complex modulation curves and clustering of pixels with similar curves. The data collection was completed before the analysis software was run, so the images taken during hardware operation were resampled to 128×128 (see section 3.3) and saved to disk.
In the additions reported in this paper, a fourth software step was added to increase the accuracy with which an SLM pixel's appearance in the interferogram is estimated. Using that process, described in Section 3.2, the full (640×480) frame grabbed images were saved to disk and reformatted to the 128×128 size of the SLM. This allowed much of the previously developed analysis software to be used.
The following subsections briefly describe the overall operations of the system. The additions are expanded upon in the following section and the reader is referred to the original publication for details on the rest of the operations.
Interferometer
The Michelson interferometer used to study the reflective SLMs was the same as previously reported, and it is shown in Figure 1 . A polarized beam produced by the laser diode was divided into a reference beam and a signal beam by a non-polarizing beamsplitter. The signal beam (reflected from the SLM) and the reference beam (reflected from a mirror and passing through an electrically controllable variable phase retarder) were recombined 
CCD Imager

Reference Beam
Laser Diode at the beamsplitter and imaged onto a CCD using an external lens. The CCD imager was 348 horizontal pixels by 480 vertical pixels, so the image of the 128×128 pixel modulator was oversampled.
Data Collection Software
For each data run, an alignment image was transferred to the modulator, the reference beam was blocked with the mechanical shutter, and the image was saved to disk along with a header file containing annotations for the data set. Then the following procedure, entirely under the control of a computer to eliminate disturbances from human operators, was followed:
1. An image consisting of all zeros was transferred to and displayed on the SLM, and the voltage driving the variable phase retarder was set to zero (0° phase shift). 2. With the mechanical shutter blocking the signal beam, an image (the reference image) was recorded. 3. The mechanical shutter was rotated to block the reference beam and a second image (the signal image) was recorded. 4. The mechanical shutter was rotated to pass both of the beams (the position shown in Figure 1 ) and the image of the resulting interferogram was recorded. 5. The voltage to the variable phase retarder was changed, producing a phase shift in the reference beam, and the new interferogram was recorded. 6.
Step 5 was repeated for a number of phase shifts (see Section 3.4). 7. The image on the SLM was changed to one having the next gray scale value at each pixel and steps [2] [3] [4] [5] were repeated, until image sets for all greyscale values of interest were captured, resampled and saved. Thus, for each greyscale a data set consists of a reference image, a signal image, and interferograms taken at several phase settings of the retarder. All of the images are sampled onto the 128×128 grid of SLM pixels.
Image Reformatting Software
Extracting the 128×128 modulator pixel intensities from each of the 640×480 pixel saved images was accomplished in a separate program so that the previously developed analysis software could remain largely unchanged. The processes of generating a mapping of modulator pixel positions in terms of captured image pixels and of fitting a model of the modulator pixels to their images are described below in sections 3.2 and 3.3, respectively. Each of the data files was processed and saved as a 128×128 image, compatible with the analysis software format.
Pixel Analysis Software
After the data collection was completed, the 128×128 data arrays were processed to determine the complex operating curve for each pixel on the modulator. For a given gray scale value, the relative amplitude modulation was found directly from the signal images (step 3 above). For a gray scale value of i, the amplitude modulation A is found from the measured intensities, I, by
The phase was inferred from the data by using the general equation 
where Θ is the phase shift in the signal from the modulator and δ is the phase shift in the reference beam produced by the variable phase retarder. The procedures for recovering the phase are discussed in Section 3.4.2.
Clustering Software
After a complex operating curve had been obtained for each pixel, the curves were grouped into classes of similar operation, resulting in the modulator being divided into clusters of similar behavior. The comparison of operating curves was made independently of the scalar differences of rotation (constant phase shift), scale (constant attenuation) and x-and y-translation in the complex plane. Maps of these scalar properties of the modulator were reported separately. This software was unchanged from the previous version.
ADDITIONS TO THE CHARACTERIZATION PROCEDURE
We made additions to the hardware setup and to the data collection software. Two considerations were involved in the development of these additions: 1) To use a relatively low resolution (348 by 480 pixel imager) camera with standard video output (30 frames/second, interlaced), and 2) To make as few changes in the analysis software as possible. It is impossible, in a practical sense, to image the SLM onto an imager so that the SLM pixel grid falls exactly onto the imager pixel grid. Instead we determine the mapping function and use that to guide an interpolation on the field of imaged SLM pixels. In previous work we ran the SLM slowly enough that we could synch the SLM and imager. The speed of the SLM is a factor in its performance, and we wish to run it during the characterization at the same rate that it would be used operationally. Finally, in order to do the characterization with the greatest sensitivity, we wished to use as much of the imager's integration ability as possible -which meant serving the imager with several pulses from the laser diode. This means that we also must deal with the SLM's running asynchronously with the imager. Figure 2 : Schematic of the timing scheme for synchronizing an integer number of modulator image cycles to the integration period of a standard CCD imager. Trace 1 is the positive image from the modulator drive electronics; 2 is the EVEN/ODD frame from the CCD; and 3 is the gated signal used to drive the laser. Point a occurs on a positive going CCD frame pulse; b after a fixed number (e.g.; 2) of modulator pulses; and c after a fixed number (e.g.; 8) of modulator pulses after b. Points b and c are used to gate trace 1 to produce trace 3. The effect is that a common number of laser diode pulses illuminate the camera despite the camera's and the SLM's running asynchronously. 
Camera/Modulator timing circuitry
One of the primary objectives of the program was to characterize a ferroelectric modulator that could operate at rates up to a maximum on the order of 1,000 images per second. Another requirement of these modulators was that the voltage across the liquid crystal cell be balanced in polarity when averaged over time. The modulators were constructed is such a manner that a gray scale level of 127 corresponds to 0 volts across the modulator, with higher gray scale levels producing a positive voltage and lower gray scale levels a negative voltage. Thus, for each image displayed on the modulator, that image's inverse (255's complement) must be displayed for an equal amount of time.
An output from the SLM driver electronics provided a signal during the time when the image was present on the modulator so that the laser could be gated on during only this time. A standard camera could be used to integrate several modulator images, provided the camera and modulator could be synchronized such that the same number of complete illuminated modulator images always occurred during one integration period of the camera.
An appropriate timing interface was added to the laser control circuitry. Figure 2 shows schematically the timing diagram that was used to obtain stable, evenly illuminated images from an imager and modulator operating not only asynchronously, but also at non-harmonic rates. A positive-going pulse from the CCD camera's ODD/EVEN FRAME output line was used to start a counter. When this counter received a number of pulses from the modulator electronics, a second counter was started and a gate signal was set to TRUE. The second counter set the gate signal to FALSE after another fixed number of modulator cycles. The system then waited for the next positive going CCD pulse to restart the sequence.
The two counter values were set with hardware switches on the interface electronics board. The first value is a delay to ensure that the modulator is not illuminated by the laser during the CCD frame transfer. The second value is the number of modulator cycles integrated on the CCD. The timing circuit provided flicker-free images for a suitable range of modulator operating speeds. Had the number of diode pulses varied from one captured image to another, there would have been flicker that would have vitiated the measurement.
Pixel Mapping
The previous method for mapping imager pixels back to SLM pixels consisted of first carefully rotating and translating the modulator with an alignment target written onto it and observing the captured image with an alignment overlay. When the pixels seemed to be aligned, a box was drawn on the captured image (using the Window's Rectangle function) defined by the apparent upper-left and lower-right modulator pixels on the frame grabbed image from the CCD.
Still relating to the previous method, during the data collection process a resampling was done from the imager pixels defined by the box into a 128×128 image corresponding to the modulator pixels. A nearest neighbor resampling was used which was based on the dimensions of the Window's box (in units of image pixels) and the number of pixels on the modulator. Furthermore, the use of the Window's Rectangle function constrained the resampled area to lie along rows and columns of pixels in the captured image.
The images produced by this method were not fully satisfactory. A closer look at the method indicated why: if the modulator and CCD imager were rotated by even ½° relative to their pixel arrays, then one of the upper corners could be a much as 1 modulator pixel higher in the image than the other. Since only the upper-left and lower-right reference points of the box need fall on modulator pixels in the image, the upper-right and lower-left pixels of the modulator might fall completely outside the resampling box.
The current resampling procedure makes use of a calibration image that is sent to the modulator, captured and saved to disk. A portion of such an image is shown in Figure 4 a). The full test pattern consisted of 256 Xs, which were 7x7 modulator pixels in an 8x8 pixel field. Figure 4 b) shows the corresponding section of the image as it appeared in the captured image. The modulator was intentionally rotated with respect to the CCD imager as a test of the resampling procedure.
During the data collection process, the operator draws a box bounding all the Xs visible in the image. The upperleft and lower-right image pixel positions, along with the number of Xs (vertically and horizontally) contained in the box were saved to a header file and passed to the data reduction software. This information, along with the knowledge of the original image, allowed the resampling program to partition the image into tiles, each of which contains one X. By correlating the tile with a built-in model of an X, the resampling program determined the position of the center of each X in each tile to subpixel accuracy in image plane coordinates. Subpixel centration was possible because the correlation involves the Fourier transform of a (say 32X32) tile and a subsequent supersampling in the transform domain onto a tile of much greater dimensions. After the sample tile and the model tile were transformed, the transform conjugate of one is multiplied pixel-for-pixel by the transform of the other to produce a transformed correlation tile. The Fourier-domain super sampling is accomplished by dividing the transformed correlation tile into four quadrants and transplanting each quadrant to a corresponding corner of the much larger-dimensioned super-tile originally filled with zeroes. Inverse transforming of the super tile results in a much smoother correlation function than would have otherwise resulted at lower resolution. The correlation peak may occur at coordinates which would be considered fractional in the original low-resolution tile.
The centroid positions (x,y) of all of the Xs from the image fill an array called the centroid array. A twodimensional regression was performed which gave the optimal mapping in the least-squares sense between the centroid array and an array of known center positions of the Xs in SLM coordinates (u,v) . The map we have used has been of the form 
The terms involving the cross product "uv" and the quadratic terms in u 2 and v 2 were useful in compensating for the relative rotation between the SLM and the image plane and in higher-order-than-affine character of the mapping.
Pixel modeling and fitting
The centroid positions for each X also designated the center pixel of each of the Xs as projected on the image plane. The X-centers are guaranteed to be asserted, since the Xs are of odd dimension on the SLM. The projection of an X-center SLM pixel may occupy a square region of about 7x7 imager pixels. The (say 8×8) region containing the brightest of all X-center pixels as imaged was copied to a small array. This array was supersampled in the Fourier domain as described above. The array filled upon inverse transforming contained a "magnified" version of the X-center pixel and may be of dimension 64×64 pixels. It was then normalized to have unit "volume" under its surface envelope. This processed, brightest pixel was called the prototype pixel. The rest of the X-centers were processed in like fashion, aligned to subpixel accuracy using correlation with the prototype, and then added together along with the prototype to produce a model pixel. The 64×64 pixel model was then further expanded using cubic-spline interpolation to a 200×200 floating point array. The model supplied high resolution envelope information through which to build interpolation kernels for resampling the image plane. The pixel calculated for the example test pattern is shown in Figure 3 . Figure 4 b). The model was generated from pixels occurring at the centers of the Xs, whose positions were know to sub-pixel (in the captured image) accuracy. The average of 88 such pixel models were averaged to obtain the complete model shown. Figure 4 : Resampling Process. Image a) was extracted from the digitally generated test pattern that was displayed on the modulator. b) was extracted from corresponding area of the frame grabbed image. The modulator was purposely rotated with respect to the CCD imager. Image c) was taken from the corresponding resampled 128x128 image produced by the resampling process.
a) b) c)
Using the mapping obtained earlier, the projection of every SLM pixel on the image plane specified a position at which to construct an interpolation kernel from the pixel model. The interpolation kernel was scaled in intensity so that it matches the sample values for a given pixel projection to minimum-mean-square-error accuracy. The interpolation kernel itself was then sampled at the fractional pixel location specified by the pixel map and that value became the sample value for the given projected pixel.
The results of the complete remapping and resampling process are shown in Figure 4 c). Note that the rotational differences in the modulator and CCD imager seen in 4 b) did not affect the resampling.
Phase shifting interferometry
The previous method used a variable phase retarder to produce a single phase step to remove the sign-of-phaseshift ambiguity in the inverse cosine. The shift produced by the variable retarder was known to be close to 90°. The exact phase shift was found by using a search near 90 degrees for each image pair used to calculate the phase modulation for a given gray scale level.
Additions were made to the data collection software to accommodate collecting any number of phase-shifted interferograms and to the pixel analysis software to process the data. The analysis method chosen from the many available was a least-squares algorithm 2 . This method requires that the phase shifting be done quite accurately, so we calibrated the electrically variable phase retarder.
Calibration of the variable phase retarder
The electrically variable phase retarder was calibrated in 1° increments over the range of 0°-360°. A flat mirror was placed in the modulator position and tilted to produce fringe lines in the interferometer. Approximately 500 evenly spaced voltages known to include the 0°-360° range were fed to the retarder and images of the fringe lines were saved.
An analytic function method 3 was used to reduce the data and determine the phase shift for each voltage. The analytic function was determined by sampling the interference image across the fringe lines, calculating the Hilbert transform, and calculating the inverse Fourier transform of the result. Since the basis of the interference patterns was cosines, the function obtained resembled a spring whose diameter and pitch varied slightly along the length, and whose axis is the sample number and is perpendicular to the complex plane. Each point on the "spring" had a magnitude and a phase determined by simply reading the complex values stored in the calculated analytic signal array. As the voltage to the variable retarder was changed, the interference pattern was displaced in the direction transverse to the fringes. The phase difference produced by the retarder will show up as a phase difference between at the same spatial point in the analytic signals of the recorded interferograms. The average phase difference between corresponding samples in the 2 signals can be used to report the relative phase delay effected by the retarder. A mathematical description of the process follows.
Suppose a sinusoid pattern is present on the image plane such that its wave fronts are vertical. A horizontal slice across the wave is proportional to the following function:
To construct the analytic signal ( ) S x from ( ) a x , we first evaluate the Fourier transform
We set to zero all non-positive components (including DC) and doubled the magnitude of all positive components. We determined the frequency with the strongest component among those remaining, called it the principal frequency, and set up a pass band between half the principal frequency and half again the principal frequency. This latter step was taken to weed out frequencies associated with noise and intensity distortions on the correlation plane. The resulting analytic signal transform is 2 ( ) if 0.5 1.5 ( ) 0 otherwise
We then evaluated the complex analytic signal s(x) by taking the inverse Fourier transform
For each value of x, we can determine the phase analytic θ and magnitude analytic Mag of the analytic signal as follows.
Re Im
Given two drive voltages v 1 and v 2 applied to the retarder, we may compare the corresponding analytic signals ( )
S v x and ( )
Consider the complex ratio
It specifies the complex multiplication required to transform ( )
We would expect a similar multiplier for each corresponding pair of samples in the two signals and we would expect the multiplier values to distribute about some centroid on the complex plane.
Suppose that we construct such a centroid, but weight it in proportion to the magnitude of the stronger signal 
A linear interpolation was done on 5 data points centered on the desired phase shift value and the appropriate voltage for each phase shift was calculated. The procedure was repeated and the results averaged.
Best Fit cosine phase shifting interferometry
The pixel analysis software was modified to accept the additional files produced by the increased number of steps in the phase shifting interferometry. Within a set of interferograms collected for a particular gray scale value and at any given pixel position, the intensity of the pixel, I, will change in response to the i th phase shift imposed by the variable retarder according to 
which is equation (2) 
The code to perform the least squares algorithm was coded and tested with synthetic data.
CONCLUSIONS
The new timing method allows using a wide range of modulator operating speeds and modes with a much slower imager than the SLM. The new resampling method lessens the requirements on modulator alignment in the system, greatly reducing the time required to characterize a modulator and also providing much greater accuracy in measuring what an individual SLM pixel is doing. Oversampling the image of the modulator allows better interpolation of the intensity -it is more robust to noise. The analytic function method of fringe analysis is robust against non-uniformities in phase or intensity of the beam. The best-fit cosine is not fully evaluated, and we still have a 2-parameter 4 method and the method of using a proof mirror to try out.
