This article describes a nonparametric conditional imputation analytic method for randomly censored covariates in linear regression. While some existing methods make assumptions about the distribution of covariates or underestimate standard error due to lack of imputation error, the proposed approach is distribution-free and utilizes resampling to correct for variance underestimation. The performance of the novel method is assessed using simulations, and results are contrasted with methods currently used for a limit of detection censored design, including the complete case approach and other nonparametric approaches. Theoretical justifications for the proposed method are provided, and its application is demonstrated through a study of association between lipoprotein cholesterol in offspring and parental history of cardiovascular disease.
Introduction
While there has been extensive research addressing issues of incomplete information as a result of missing covariates, little has been done to assess how treatment effect estimation, based on incomplete information, is affected by censored covariates. The goal of this paper is to present methods for handling randomly censored covariates and to highlight the difference between covariates missing due to a limit of detection and randomly censored covariates. A covariate is defined as missing when its measurement is unavailable for one or more subjects. Missingness can occur either by study design or accidentally. There is extensive literature concerning missing data, and clear definitions of the various types of missingness have been established. A missing covariate is informative if the value of the missing variable is related to its reason for being missing. This type of missingness is usually referred to as missing not at random (MNAR). When the value of a missing variable is not related to its reason for being missing the variable is considered to be either missing at random (MAR), if the reason for missingness can be explained by observed variables, or missing completely at random (MCAR), if the variable is missing completely by chance.
Censored covariates, while still not having a fully defined value, differ slightly from missing covariates. Censoring occurs when information about a subject's true time to event is only partially available, often due to drop out or other loss to follow-up. Specifically, noninformative censoring assumes that the time to censoring distribution is independent of the time-to-event distribution. Informative censoring can occur when the reason for a subject becoming censored depends on reasons related to the study. When censoring occurs in a study, analysts rely on models to estimate relevant distribution parameters using the available information. Type I censoring occurs when an observation is terminated at the end of a fixed censoring time C*. The units that experienced the event before C* yield complete observations, whereas the remaining give rise to right censored observations at C*. This type of censoring could occur when a study assessing self-measurement of blood glucose level. If a subject's glucose meter has an upper limit of 600 mg/dL, and a subject's true blood glucose level is higher than that limit, their true level cannot be observed and is censored at the upper limit. Thus, it is not possible to know these observations' true glucose levels. Instead, it is only known to be greater than C* ¼ 600 mg/dL. This is otherwise known as limit of detection. A similar definition can be constructed for left censored observations. Type II censoring is similar to Type I censoring, except in Type I C* is fixed, and in Type II C* is random. Study designs for Type I censoring are common in HIV studies. An example of this design is an HIV test which measures HIV RNA levels that are below the detection limit of the test. Moreover, as pointed out by Heitjan and Rubin, 1 we could synthesize the missing and censored data as coarsening.
Random censoring occurs when every observation can have its own value for C*, instead of a fixed censoring time for all observations. This type of censoring is common in medical research. One example occurs when assessing the association between lipoprotein cholesterol (LDL-C) in offspring and parental age of onset of cardiovascular disease for individuals who participated in the Framingham heart study. The parental age of onset of cardiovascular disease is subject to censoring since not all parents will experience cardiovascular event. Like definitions for missing covariates, censored covariates could be informative or noninformative. These types of censoring mechanisms can be independent when conditioned on the set of covariates available at each time point, the censored items are representative of those items under observation at the same time. Censoring can also be dependent, in which case the event and censoring rates are assumed to be different depending on levels of other covariates and outcomes. Independent censoring is a key assumption in the analysis of time-to-event data since, without additional data or assumptions, dependent censoring is not identifiable. 2 The vector of observed information ðYi, Ti, Di, ZiÞT where Ti ¼ minðXi, CiÞ is the same for both Type I and Type II censored covariates. For randomly censored covariates, Z represents completely observed confounders and Di ¼ IðXi CiÞ, i ¼ 1, 2, . . . , n:
Several methods for handling limit of detection have been proposed. The substitution method is widely used because it is simple and easy to implement. 2 This approach involves multiplying censored values by a constant such as 1, ffiffi ffi 2 p , 2, 4, etc: However, the substitution method has been shown to be statistically inappropriate for censored covariates. 4 Helsel 5 noted that this approach produces biased estimates and lacks theoretical justification. Schisterman et al. 6 proposed imputation of limit of detection values with the sample mean of the complete cases. This approach is nonparametric and tends to produce unbiased estimates in cases where the predictors and censoring mechanism are independent of the dependent variable. The nonparametric nature of this approach appears, upon first glance, to be desirable since the sample mean for the complete case is available and the sample size is preserved. However, in addition to the fact that censored values are not constant, with this method, it is possible to replace a censored value with a value less than the censored value. Although nonparametric, this method may produce biased parameter estimates and might overestimate the standard error. 7 There are some other contributors to the literature of limit of detection. 4, [8] [9] [10] [11] [12] [13] [14] [15] Richardson and Ciampi 16 studied the bias resulting from exposure-response associated with random measurement error in the presence of a recorded threshold limit of detection. They considered cases where true exposure followed a lognormal or gamma distribution and proposed imputing right-censored values with the expectation of the predictor given that the predictor is greater than the censored values. They assumed a parametric distribution for the predictor and compared this approach to the substitution approach. A disadvantage of this approach is that the true distribution of the predictor is usually unknown and requires assumptions. Nie et al. 7 compared this approach to the maximum likelihood approach 4 and showed that this method produces unbiased estimates in cases of limit of detection if the distribution of the predictor is normal or close to normal. However, this approach performs poorly if the distribution of the predictor is misspecified or in cases where the distribution cannot be evaluated. The latter is a common issue since most randomly censored covariates are heavily skewed and have unknown distributions.
The literature on methods for statistical analyses of a randomly censored covariate is limited. Clayton 17 discussed random censored covariate by using a copula model to assess the association between cardiac events in offspring and parents. Clayton's approach differs from the approach presented in this paper since investigated confounders that are associated with the independent and dependent variable rather than drawing inference based on the predictor of interest and dependent variable. This paper considers a nonparametric conditional imputation analytic method for randomly censored covariates in the linear regression framework. To date, very few methods utilizing a nonparametric approach for randomly censored covariates have been developed. 18 A major limitation of the approach by Atem et al. 18 is that it does not perform well when censoring is not independent of the outcome. The methods detailed in this article improve Richardson and Ciampi's approach 16 since the proposed methods are nonparametric. In contrast to some existing methods which either make assumptions about covariate distributions or underestimate standard errors (e.g., Richardson and Ciampi 16 ), the proposed approaches are distribution-free and correct for variance underestimation through resampling. The conditional multiple imputation (CMI) approach and conditional single imputation (CSI) with bootstrapping approach detailed in this paper correct for variance underestimation by introducing an imputation error term. This term is the sum of within imputation variance and between imputation variance. Unlike the multiple imputation approach for randomly censored covariates presented by Atem et al., 18 which requires simulation and rigorous coding, these approaches do not involve simulation and are much easier to implement. Finally, theoretical justifications for the proposed methods are provided through a heuristic proof showing that CMI based on Cox's model 19 is the same as CSI on X with bootstrap, where X is the potential random censored covariate. The standard bootstrap is described to set the foundation for understanding the algorithms proposed in this paper. These algorithms can easily be implemented using common statistical software packages (SAS, R, Stata, etc.).
The performance of the proposed method is assessed through rigorous simulation, and results are contrasted with existing methods, including complete case approach and other nonparametric approaches used for a limit of detection design. Application of the new method is demonstrated in the study of the association between LDL in offspring and parental history of cardiovascular disease.
Assessment of association between response and covariates
Consider a standard regression model
where Y represents the response, 0 the intercept, 1 the parameter associated with the censored covariate, 2 and " represent a vector of parameters associated with possible confounders and an error term, respectively. The covariate of interest X, is potentially right censored by C. These censored observations are either dependent on other covariates Z or on the outcome Y on both. The life process can be represented by X, C, and D, where the event time X under test conditions which are not generally observed. Instead, we observe the pair (minðX, CÞ, DÞ, where X is the event time (until failure) and C is the censoring time. The indicator variable D denotes event time X when D ¼ 0 and a censored record when D ¼ 1. Other covariates not subject to right censoring are denoted by the vector Z. We assumed that " is not correlated with X and Z, and that " follows a normal distribution with mean 0 and variance 2 . Our primary goal is estimation and testing of 1 , however, there may be situations in which 2 would be of interest.
For the regression model detailed in equation (1), it is possible that the censoring mechanism on the variable of interest X is independent, that is, the underlying censored observation does not depend on the outcome, that is, C ? X, "jZ, where ? indicates independence, and jZ indicates ''conditional on Z.'' Otherwise, censoring is informative if the underlying censored observation on X depends on the outcome and the underlying censored observation of X is proportional to the censoring probability of X, that is, C ¼ Gð yÞ where Gð yÞ indicates C depends on the outcome Y. The complete case approach leads to valid inference under independent censoring. 18, 20, 21 Using Bayes theorem, as shown below, it can be demonstrated that the expected value of the complete case is equal to the expected value the entire sample
The complete case approach leads to biased estimates when censoring is informative, that is, censoring on X the covariate depends on Y or when there is a transient relationship between the information missing in X and Y thus
, X depends on Y through a third variable Z). Therefore, the complete case approach can produce biased estimates in cases of dependent informative censoring involving the outcome Y as shown below. For censoring C such that C depends on E and random variables G 0 and
This shows that when the probability of censoring depends on the values of the response under investigation, that is, censoring c depends on E and hence Y, the complete case approach does not yield valid inference.
Conditional single imputation
This approach is based on either the Kaplan-Meier estimator-if no adjustment for covariate is needed or a Cox proportional hazard model if adjustment is needed for covariates which might impact on time to the event. The first approach is a nonparametric version of the method for handling missing data 23 and proposed for handling a covariate subject to limit of detection. 16 In the case of simple linear regression with no additional covariates, Z, for a right-censored covariate, we impute the conditional expectation and approximate using the trapezoidal rule
where SðÁÞ is the survival function of X, is the upper limit of the support of X, T ¼ minðX, CÞ, and the ordered observed values of the covariates are T ð1Þ 5 T 2 ð Þ 5 Á Á Á 5 T ðnÞ . SðÁÞ is estimated using the Kaplan-Meier estimator 22 of X,ŜðÁÞ, and linearly interpolated toŜ Á ð Þ, approximate the values of S at censored observations. The survival estimates for censored T are interpolated from the survival curve. Even though X is a covariate subject to censoring, it is used as an outcome to fit the Kaplan-Meier curve to obtain the resulting estimator used in performing the imputation E X j jX j 4 C j À Á . For an improved approximation of the integral of the Kaplan-Meier estimate, the largest observation is treated as an event, even if it is censored 24 and its value is extrapolated from the survival plot.
For the case with additional covariates, Z, beyond a censored covariate X, we use a Cox model-based estimator of the adjusted survivor distribution in our approximation of the conditional expectation, EðXjX 4 C, ZÞ for imputation. Specifically, we assume that hðxjzÞ ¼ h 0 ðxÞ expðzÞ, where hðxjzÞ is the hazard function for X given Z ¼ z evaluated at x, h 0 ðxÞ is the baseline hazard function for X at Z ¼ 0 and S 0 ðÁÞ is the baseline survivor function for X, and approximate EðX j jX j 4 C j , Z j Þ as
The survivor function can be estimated is using the method detailed by Breslow. 25 
Conditional multiple imputation
The single imputation approach tends to underestimate the variance 20,23 as it does not account for EðX 2 j jX j 4 C j , Z j Þ the association between the censored observation and uncensored observation by conditioning on the uncensored variables. In order to avoid underestimating variance, our multiple imputation considers both the within-imputation variance and between-imputation variance. Multiple imputation was originally developed to account for variability in imputed estimates of missing data. 26 We propose a multiple imputation approach based on the imputer model and the analyst model. The imputer model is a simple model based on either a Kaplan-Meier or Cox proportional hazard model. The analyst model is based on a simple regression model. These model choices stem from the fact that both Kaplan-Meier, and Cox methods for handling survival data do not involve simulated data. The only issue of inconsistency occurs when the imputer model makes more assumptions than the analyst. 27 The proposed method results in valid statistical inferences that properly reflect the uncertainty resulting from censoring values.
The proposed multiple imputation algorithm proceeds as follows:
(1) Sample with replacement from the original data. (2) Sort the sample data by X j : (3) Impute the right-censored covariate with the conditional expectation EðX j jX j 4 C j , Z j Þ (like CSI). 
where Varð 1 m Þ is the model based variance from fitting the linear regression to the m th imputed data set. 27 These innovative modifications are nonparametric and produce valid variance estimates. This procedure differs from procedures implemented in SAS and R since those are multiple imputation approaches based on missing data. In the case of censored covariates, information is available which will be lost if deleted or treated as missing.
CSI with bootstrapping
Bootstrapping is a type of resampling where observations are repeatedly drawn, with replacement, from a single original sample. The data drawn by repeatedly resampling with replacement from the single original sample is known as the bootstrap sample. The sample size N of the bootstrap sample is the same as the sample size of the original data N. 28 The idea of using expected values to estimate missing information was introduced. 29 Buck expressed the variable subject to missingness as a linear function of the completely observed variables. Little 22 gave a brief review of this approach and, similarly to Buck, 29 showed that this approach might not consistently estimate the standard error. Richardson and Ciampi 16 extended this approach to handle a Type I censored covariate. The methods descried in this paper remove the parametric assumption and correct for variance inconsistency using bootstrapping. 28, 30 As described by Little and Rubin, 20 the appropriate order in which to implement imputation is to bootstrap-then-impute. However, in the CSI with bootstrapping (CSB), we impute before bootstrapping since our primary goal is to improve the standard error of the CSI. The algorithm is described as follows:
(1) Sort X in ascending order. (2) Treat the largest observation as a true failure whenever the largest observation is censored. (3) For every censored observation X, apply a Cox proportional hazards model based estimator for the adjusted survivor distribution in the approximation of the conditional expectation, Specifically, assume that hðxjzÞ ¼ h 0 ðxÞ expðzÞ, where hðxjzÞ is the hazard function for X given Z ¼ z evaluated at x, h 0 ðxÞ is the baseline hazard function for X at Z ¼ 0, and S 0 ðÁÞ is the baseline survivor function for X. EðX j jX j 4 C j , Z j Þ is approximated using the trapezoidal rule as described previously. (4) Take a bootstrap sample, that is, a random sample of n cases from the imputed sample, sampling those cases with replacement, where n is the sample size of the original sample. Generally, more replicates are the better, but a K of at least 500 is preferred. All examples in this paper use a K equal to 500.) (7) Estimate 1 such that 1 
This approach differs from the CMI approach above since the CMI approach first samples with a replacement before imputing. Conversely, this approach imputes the original data once and later samples with replacement. However, both approaches compute their estimates and variances similarly.
CSI using Y
Little 23 proposed imputing censored observations with EðXjX 4 C, Z, Y Þ if there is a high dependency between Y and censored observations C. This approach seems dubious since it involves using Y and Z to impute X, and then regresses Y on X and Z. However, Rubin and many others assert that for imputation to work properly, compatible imputation and analysis models must be used. If the imputer model is worse than the analysis model, this bias has been shown to occur. 31 Therefore, all variables included in the analysis model, including the outcome, should also be included be in the imputation model. If data are MAR when conditioned on Y, then Y must be included in the imputation model to obtain correct imputations. The other situation to consider is that, when data are not conditioned on Y, the data are MNAR. This case involves censored, but not missing, data. Like the situation described above, this imputation scheme underestimates the variance. Other researchers have derived corrections for the variances but did not include the corrections for the covariance. 29 The methods proposed in this article rely on bootstrapping to correct the underestimated variances. The imputation algorithm is like the one above, except Step 3 is replaced as follows:
3. For every censored observation X, apply a Cox proportional model based estimator for the adjusted survivor distribution in the approximation of the conditional expectation, E XjX 4 C, Z, Y ð Þ : Specifically, assume that hðxjzÞ ¼ h 0 ðxÞ expðzÞ, where hðxjz, yÞ is the hazard function for X given Z ¼ z and Y ¼ y evaluated at x, h 0 ðxÞ is the baseline hazard function for X at Z ¼ 0 , Y ¼ 0 and S 0 ðÁÞ is the baseline survivor function for X. Approximate EðX j jX j 4 C j , Z j , Y j Þ using the trapezoidal rule.
where T ð1Þ 5 T 2 ð Þ 5 Á Á Á 5 T ðnÞ are observed T in the sample. The survival estimates for censored T are interpolated from the survival curve. Similarly, survivor functions are estimated using the method of Breslow. 23 
Simulation studies
A set of dependent models were simulated to evaluate the performance of the following nonparametric approaches: complete case (CC), substitution (Subð2CÞ, Subð4CÞ), Schisterman et al. (SVWL), conditional single imputation (CSI), conditional multiple imputation (CMI), conditional single imputation with bootstrapping (CSB), conditional single imputation using Y (CSY), and conditional imputation based using Y and bootstrapping (CYB). Suppose that the true model is given by À Á c 1 $ Weibull ð1, qÞ, c 2 $ Weibull ð1=2, qÞ, " $ N ð0, 1Þ, T ¼ minðx, cÞ and Z $ binð1, pÞ. As previously mentioned, the quantity q determines the censoring rate, c is the censoring time and c 1 and c 2 are different censoring threshold values. This parameter is set at q ¼ 1:1 for a censoring rate of (20%), that is, light censoring and q ¼ 0:29 for censoring rate greater than 40% indicating heavy censoring.
In order to determine which method is most appropriate for analyzing a dependent randomly censored covariate, data were simulated using the two simulation schemes detailed above. Two sample sizes were simulated; n ¼ 150 and n ¼ 300, reflecting two different levels of precision. Each simulation presented in this paper was performed with 2000 replicates, each from distributions with identical parameters. Data were simulated using two different censoring rates, as described above; light censoring (i.e., 20%) and heavy censoring (i.e., >40%). The true value of 1 ¼ 0:5 and 2 ¼ 0:25. Tables 1, 2 & 3 summarize the results of the simulation studies. All acceptable approaches lead to reasonable coverage probabilities (Cov Prob). The complete case (CC) analysis is unbiased when censoring depends on Z but not Y. There is a tremendous loss in power in CC, as censoring increases from light to heavy. This drastic reduction in power is due to deletion of censored observations. This drop in precision leads to an increase in mean square error (MSE) resulting from an increase in standard error. The substitution approach, based on Hornung and Reed, 3 is limited to 2C and 4C for this study. The results from these substitution approaches do not have a straightforward interpretation. As sample size increases, the substitution approaches produce mixed results and increased bias. Overall, substitution by 2C tends to perform better than 4C as sample size increases. The performance of this method appears to be by chance since there is no mathematical basis for the observed performances. Like the complete case, the method described by Schistermen et al. 6 produces an unbiased estimate of 1 when censoring depends on Z but not Y. Upon initial inspection, this approach may appear to be an improvement from the complete case when censoring is independent of Y , since SVWL maintains the sample size. However, one downside to this method is that it overestimates the standard error under the heavy censoring scenario. Inflated standard error reduces power and increases MSE. Considering these results, the performance of SVWL, in the case of heavy censoring, quite comparable to that of the complete case method. Furthermore, this approach is highly biased for heavy censoring that depends on Y.
The new approaches, CMI and CSB, improve on CSI by taking imputation error into consideration and performing extremely well. While these methods have some similarities, they also have a few nuanced differences. In CMI, the sampling with replacement is before imputing censored observations and guarantees different imputed times for each censored observation. For CSB, the censored observations are imputed before sampling. These approaches are unbiased with increased sample size. Their empirical errors are about the same and are close to their simulation errors. Also, the relative efficiency of these methods does not change substantially, when the amount of censoring is increased. Despite CSI producing relatively unbiased estimates of 1 , the standard error is still underestimated. This smaller empirical error, as compared to simulation error, is because this approach fails to incorporate imputation error into its standard error.
Little 22 suggested including Y and Z in the imputation model, if there is a high dependency between Y and C given Z. However, it seems dubious to use both Y and Zto impute X, when the objective is to regress Y on X and Z. As shown in Tables 1 and 2 , both CSY and CYB approaches yield mixed results. Table 1 shows that both approaches lead to unbiased estimates. However, the standard error is inflated when using the CSY method since it does not account for imputation error by bootstrapping. These approaches tend to produce unbiased estimates when censoring is light. However, for the reasons explained above, simulation error is larger than the empirical error for conditional imputation based on Xs and Y, but not conditional imputation based on Xs and Y with bootstrapping. Both approaches perform extremely well when censoring depends on Z, and when light censoring which depends on Y. Moderate bias is present for heavy censoring that depends on Y. This biased estimate could be caused by including Y and Z in the Cox model since an increase in the number of covariates can reduce power and lead to unstable estimates. It should also be noted that the CSY imputation model is a Cox model, while the analysis model is a linear model. This incompatibility between the imputation and analysis model could also lead to biased results. Another possible explanation for moderate bias could be that imputing censored observations with EðXjX 4 C, ZÞ is a necessary and sufficient condition since we assumed the event occurs at X 4 C. Including Y and imputing EðXjX 4 C, Z, Y Þ increases the number of covariates in Cox model without increased in information, thus reducing the power of the model. This differs from missing data, where there is no information about the missing value of X. Hence, including both Y and Z is necessary when there is a high dependency between Y and the missing X given Z. 4 Case study: Association between LDL-C in offspring and parental history of cardiovascular disease
The Framingham heart study began in 1948 with 5209 adult subjects from Framingham, MA with the intention of identifying common factors and characteristics which contribute to cardiovascular disease. 32 The study is now on its third generation of participants and remains a well-respected source of data. More than 5000 participants were Note: C depends on Z but not on Y. Dependency is limited to other covariates. 2000 replicates for estimating bias, standard error(SE), simulation error(SEr), mean square error(MSE), and coverage probability (Cov Prob) of 1 .
evaluated for inclusion in this paper's study population. The data were cleaned by deleting observation without any record, and separate analyses were performed on maternal-to-offspring association and paternal-to-offspring association. This reduced our sample sizes to 1401 and 1221, respectively. Therefore, 1401 and 1221 participants were used for the study of the association LDL-C in offspring and maternal onset of cardiovascular disease, and LDL-C in offspring and paternal age of onset of cardiovascular disease respectively. LDL-C is a strong predictor of CVD. Furthermore, parent age of onset of CVD is a strong predictor of CVD in offspring. Thus, parent age of onset can predict offspring LDL-C by transitivity 33 (see Tables 4 and 5 , respectively). These data sets have censoring rates of 35.25% and 25.25%, respectively.
Using complete case (CC); substitution (Subð2CÞ, Subð4CÞ); Schisterman et al. (SVWL); conditional single imputation (CSI); conditional multiple imputation (CMI); conditional single imputation with bootstrapping (CSB); conditional single imputation using Y (CSY); conditional imputation based using Y and bootstrapping (CYB), a linear regression model was fit using the continuous log transformed LDL-C as an outcome measure, and maternal age of onset of cardiovascular events as the independent variable of interest. Other variables which were adjusted for in the analysis included offspring age, gender, body mass index (BMI) and wine intake. Age was entered into the model as a continuous variable, but all other confounding variables were dichotomized as follows: gender (male or female), BMI (less than 30 or greater than 30), and wine intake (yes or no). Tables 4 and 5 show that deletion of censored observations leads to a tremendous drop in precision for the CC analysis and elevated corresponding P-values. Furthermore, as shown above, if censoring is informative, then inference cannot be drawn based on the CC. The slightly increased value of the estimate and the larger P-value compared to the other valid approaches reflects the presence of informative censoring and loss in power from deleting censored observation.
The substitution approaches, detailed by Hornung and Reed 3 and Schisterman et al., 6 preserve the sample size, but often do not produce reliable estimates. The CMI and CSB produce similar estimates, standard errors and P-values which indicates similar power. These approaches are an improvement to the CSI approach which does not account for imputation error. Surprisingly, both CSY and CYB yield similar results as CSI and CSB, respectively. This indicates that, in this situation, adding the independent variable to the Cox model does not have a considerable effect on power. Hence, the estimates in Cox model are more stable. Furthermore, the difference in estimates and P-values from Tables 3 and 4 may be because the analysis presented in Table 3 is on a larger population (n ¼ 1401) as compared to Table 4 (n ¼ 1221).
Discussion
The proposed approach could play an important role in establishing a link between the age at onset of cardiovascular diseases (and other terminal diseases) in parents and risk factors in offspring. Per the World Heart Federation, the risk for coronary heart disease (CHD) is higher for individuals with a first-degree relative who developed premature CHD or stroke (before the age of 55 years for a male relative or 65 years for a female relative). However, this risk is only realized by achieving a threshold age of 55 years for male relative and 65 years old for a female relative. This effect was studied by Rigobon and Stoker 8 who showed that estimates were biased if the threshold effect was not considered. This paper presents a measure of association based on unit increases or decrease of age at onset of cardiovascular events (or any other terminal diseases) in parents and offspring and thus can help inform future research on how heredity affects an individual's risk of disease. This paper presents six different nonparametric approaches for imputing a randomly censored covariate. Three of the approaches detailed are novel and innovative. The CC case approach remains the most common method for handling a censored covariate. Both simulations in this paper show that the CC approach may be an adequate option when the censoring rate is low. However, it must be noted that the CC approach does have drawbacks. For example, dropping censored observations, no matter how infrequent they are, might be unappealing since the statistician's main objective when analyzing data is to draw inference on all available data rather than to use the most convenient procedure. The substitution approaches of Hornung and Reed 3 and Schisterman et al. 6 both improve on the CC in that they preserve the same sample sizes. However, the Schisterman et al. 6 approach, does not use available information from censored data. Instead, it simply replaces all observations by the mean of the CC. This does not guarantee imputed values will be greater than their time at censoring. On the other hand, while the substitution approach makes use of available information at the time of censoring, there is no mathematical basis for these substitutions. The multiple imputation based on Cox's model and the conditional imputation on Xs with bootstrapping appear preferable, because they use the entire data. These methods do not involve simulating data and are grounded in established principles of statistical inference. Unlike the conditional imputation based on Xs and Y with bootstrapping, these approaches are well powered even in cases with heavy censoring. While the proposed methods consider only one randomly right censored covariate, future research could extend these methods to be used for one randomly left censored covariate, or even multiple covariates with different types of censoring.
In this paper, we have focused on the scenario where the outcome variable, Y, is continuous. This is similar to regression calibration methods where mismeasured observations are replaced in the regression model by conditional mean values and variances of the regression parameters are adjusted accordingly via resampling methods. 34, 35 Future research could easily extend the approaches developed in this paper to the scenario where the outcome variable, Y, is a time to event variable, as in regression calibration methods for mismeasured observations.
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