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ABSTRACT 
 
This paper aims to present an intelligent system for tracking 
moving objects (such as vehicles, persons etc) based on a 
network of autonomous tracking units that capture and 
process images from one or more pre-calibrated visual 
sensors. The proposed system, which has been developed 
within the framework of TRAVIS (TRAffic VISual 
monitoring) project, is flexible, scalable and can be applied 
in a broad field of applications in the future. By the end of 
the project, two prototypes will be developed, each focusing 
on different traffic monitoring applications, such as the 
traffic control of aircraft parking areas at airports and 
tunnels at highways. First experimental results of the 
proposed system using two different data fusion techniques 
are also presented in the paper. 
 
Index Terms— Tracking, Sensor data fusion, Smart 
cameras 
 
1. INTRODUCTION 
 
Traffic control and monitoring using video sensors has 
drawn increasing attention recently due to the significant 
advances in the field of computer vision. However, robust 
and accurate detection and tracking of moving objects still 
remains a difficult problem for the majority of computer 
vision applications. Especially in case of outdoor video 
surveillance systems, the visual tracking problem is 
particularly challenging due to illumination or background 
changes, occlusions problems etc. In this paper, our aim is 
to present a novel multi-camera video surveillance system, 
which supports functionalities such as detection, tracking 
and classification of objects moving within the supervised 
area.  
The proposed system, which has been developed within the 
framework of TRAVIS (TRAffic VISual monitoring) 
project, is based on a network of intelligent autonomous 
tracking units, which capture and process images from a 
network of pre-calibrated visual sensors. The fundamental 
goal of TRAVIS is the development of a moving target 
tracking system which is fully scalable and parameterized 
and can be applied in a broad field of applications in the 
future. By the end of the project, two prototypes will be 
developed, each one focusing on a different aspect of traffic 
monitoring: 
•  Traffic control of tunnels at highways: This application 
aims to investigate the ability of the proposed system to 
monitor and control highway tunnels traffic in order to 
trace events that can lead to accidents. The tracing of 
such events leads to instant warning of drivers through 
special traffic lights placed at the entrance of the tunnel. 
The system is also able to provide the traffic control 
centre with statistical information about the traffic inside 
the tunnel (traffic volume, average vehicle speed etc) as 
well as warnings in case of accidents using a user 
friendly graphical interface.  
•  Traffic control of the aircraft parking area (APRON) at 
airports: This prototype is addressed to the APRON 
controllers, who are responsible for the control of 
movements (airplanes, cars, buses, humans, etc.) 
occurring at the aircraft parking area. The objective of 
this application is to provide airport supervision 
authorities with a ground situation display in order to 
facilitate the traffic management at the APRON. The 
system also provides alarms for the avoidance of 
accidents, thus increasing the safety levels at airports.  
Each autonomous tracking unit of the proposed system can 
automatically deal with background changes (e.g. grass and 
trees moving in the wind) or lighting changes (e.g. day, 
night etc) using e.g. the mixture of Gaussians modelling of 
the luminance for each background pixel, although other 
background extraction algorithms can be easily integrated. 
The extraction of observations is performed by a subsequent 
step of moving blobs analysis, while the accurate position of 
targets in the scene is calculated by the available calibration 
information of each camera. An important step of the 
processing chain is the fusion of data extracted by the 
autonomous tracking units. In this paper we focus on two 
data fusion techniques in order to address occlusion 
problems and eliminate blobs merging / splitting errors due 
to the camera perspective: i) grid-based fusion technique 
and ii) foreground map fusion technique. Both techniques 
are tested using the same traffic monitoring sequence 
providing promising results.   
 2. TRAVIS SYSTEM ARCHITECTURE 
 
The proposed system consists of a network of autonomous 
tracking units that use video sensors to capture images, 
detect foreground objects within their field of view and 
provide results to a central sensor data fusion server (SDF). 
The SDF server is responsible for tracking and visualizing 
moving objects in the scene as well as collecting statistics 
and providing alerts when specific situations are detected. In 
addition, depending on the available network bandwidth, 
images captured from specific video sensors may also be 
coded and transmitted to the SDF server, to allow inspection 
by a human observer (e.g. traffic controller). The system’s 
architecture is illustrated in Figure 1. 
 
Figure 1: The architecture of the proposed system. 
The video sensors are standard CCTV cameras, not 
necessarily of high resolution, equipped with a casing 
appropriate for outdoor use and telephoto lenses for 
observation from a large distance. We also consider that 
they are static with fixed field of view and pre-calibrated 
using a procedure that is briefly summarized in the 
following section. Since the calibration technique is based 
on plane homographies, we assume that the size of observed 
targets is small with respect to their distance from the video 
sensors and that their motion is planar.  
 
3. THE AUTONOMOUS TRACKING UNITS 
 
Each autonomous tracking unit is a powerful processing unit 
(PC or embedded PC), which obtains frames from one of 
more video sensors, at fixed time intervals. Digital cameras 
can be supported via a Firewire (IEEE-1394) interface, as 
well as analogue cameras, via a frame grabber. 
Synchronization of captured frames is achieved by 
periodically synchronizing the clocks of all available 
Tracking Units with the SDF server, using the NTP 
protocol. Each autonomous tracking unit consists of the 
following modules: 
- Calibration module (off-line unit to calibrate each video 
sensor). To obtain the exact position of the targets in the real 
world, the calibration of each camera is required, so that any 
point can be converted from image coordinates (measured in 
pixels from the top left corner of the image) to ground 
coordinates and vice versa. A calibration technique, which is 
based on a 3x3 homographic transformation and uses both 
points and lines correspondences, was used [3]. 
- Background extraction and update module. For the first 
tests, the mixture of Gaussians algorithm was used [1]. 
However, the performance of other background extraction 
algorithms will also tested in the future. 
- Background segmentation module to determine and 
segment individual foreground objects (moving blob 
analysis). In case of foreground map fusion technique, this 
module processes only blobs that are within the field of 
view of exactly one camera, while the observation fusion 
step of the SDF determines blobs and extracts observations 
in world coordinates from the fused foreground maps. 
- An optional blob tracking module to track blobs.  
- A blob classification module. This module classifies blobs 
identifying their probability to belong to each member of a 
pre-defined set of classes e.g. “person”, “car” etc. 
- A 3-D observation extraction module that uses the 
available camera calibration information to estimate the 
accurate position of targets in the scene. Since the camera 
calibration is based on homographies and considering the 
aforementioned assumptions, an estimate for the position of 
a target in the world coordinates can be directly determined 
from the centre of each blob in each camera. Other 
observation parameters, such as velocity or size, can also be 
estimated. Again, in case of foreground map fusion 
technique, only targets viewed from exactly one camera are 
processed at each autonomous tracking unit. 
The output of each unit is a small set of parameters 
describing the moving objects in 3-D space, which is 
provided to the central Sensor Data Fusion (SDF) server 
through wired or wireless transmission. If the foreground 
map fusion technique is used, an additional greyscale image 
is additionally transmitted at each time instance, providing 
the probability of each pixel to belong to the foreground 
(only for camera overlap areas).  
 
4. THE SENSOR DATA FUSION SERVER 
 
The Sensor Data Fusion Server produces fused estimates of 
the position and velocity of each moving target, and tracks 
them using a multi-target tracking algorithm. In addition, the 
SDF server produces a synthetic ground situation display, 
collects statistical information about the moving targets in 
the supervised area and provides alerts when specific 
situations (e.g. accidents) are detected. Furthermore, 
depending on the available network bandwidth, images 
captured from specific video sensors may also be coded and 
transmitted to the SDF server allowing the visual inspection 
of traffic. 
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4.1 Observation fusion 
 
A target visible from multiple cameras may result in 
multiple observations due to the fact that the blob centres of 
the same object in two different cameras may correspond to 
close but different 3-D points. The calibration procedure 
may also introduce some errors. 
In order to group together all the observations that 
correspond to the same target, two techniques are proposed: 
a) Grid-based fusion: This fusion technique considers a grid, 
which separates the overlap area in cells. Observations 
which are located within the same cell or neighbouring cells 
are grouped together. 
b) Foreground map fusion: Foreground probability maps are 
fused, using a technique similar to [5], followed by 
connected component analysis to identify new fused 
observations 
One of the above techniques is selected for areas visible by 
two or more cameras depending on the application 
requirements, the computational power of the SDF server 
and the available bandwidth for the connection between the 
autonomous tracking units and the SDF. Observations 
belonging in areas visible by only one camera are simply 
added in the final result. 
 
4.1.1. Grid-based fusion 
A grid that separates the overlap area (in world coordinates) 
in cells is defined. Optimal values for the cell size are 
determined considering the application requirements (e.g. 
maximum allowed separation between vehicles). Each 
observation is assigned with two index values  ) , ( y x i i that 
indicate its position on the grid: 
 
) mod ] [ , mod ] ([ ) , ( c y y c x x i i s w s w y x − − =
 
(1) 
where  s x and  s y are the world coordinates of the top left 
corner of the overlap area,  w x  and  w y  are the world 
coordinates of the camera level observation and c is the cell 
size. Observations belonging to the same cell or to 
neighbouring cells are grouped together to a single fused 
observation. 
The method used to implement this technique is based on 
expressing the grid as a binary image: cells that have at least 
one assigned observation are represented by a white pixel, 
while those with no observations are represented by a black 
pixel. A connected component labelling algorithm is then 
used to identify blobs in this image, each corresponding to a 
single moving target. Fused observations are then produced 
by averaging the parameters of the observations belonging 
to each group.  
4.1.2. Foreground map fusion 
In this technique, each autonomous tracking unit initially 
determines the pixels in each video sensor that are also 
visible by other video sensors. For these pixels foreground 
probability maps are generated, instead of observations, i.e. 
grayscale images describing the probability that each pixel 
belongs to a foreground object. 
These maps are then transmitted to the SDF, where they are 
fused together (warped to the ground plane and multiplied 
together), using a technique similar to [5]. The fused 
observations are then generated from these fused maps using 
connected component analysis. Although this technique has 
increased computational and network bandwidth 
requirements, when compared to grid-based fusions, it can 
very robustly resolve occlusions between multiple views. 
 
4.2 Multiple Target Tracking 
 
The tracking unit is based on the Multiple Hypothesis 
Tracking (MHT) algorithm, which starts tentative tracks on 
all observations and uses subsequent data to determine 
which of these newly initiated tracks are valid. Specifically, 
MHT [2] is a deferred decision logic algorithm in which 
alternative data association hypotheses are formed whenever 
there are observation-to-track conflict situations. Then, 
rather than combining these hypotheses, the hypotheses are 
propagated in anticipation that subsequent data will resolve 
the uncertainty. Generally, hypotheses are collections of 
compatible tracks. Tracks are defined to be incompatible if 
they share one or more common observation. MHT is a 
statistical data association algorithm that integrates the 
capabilities of:  
•  Track Initiation: The automatic creation of new tracks as 
new targets are detected. 
•  Track Termination: The automatic termination of a track 
when the target is no longer visible for an extended 
period of time. 
•  Track Continuation: The continuation of a track over 
several frames in the absence of observations.  
•  Explicit Modelling of Spurious Observations 
•  Explicit Modelling of Uniqueness Constraints: An 
observation may only be assigned to a single track at 
each polling cycle and vice-versa. 
Specifically, the tracking unit was based on a fast 
implementation of the Multiple Hypothesis Tracking 
algorithm by Cox et al.[4]. A 2-D Kalman filter was used to 
track each target and additional gating computations are 
performed to discard observation – track pairs. More 
specifically, a “gate” region is defined around each target at 
each frame and only observations falling within this region 
are possible candidates to update the specific track. The 
accurate modelling of the target motion is very difficult, 
since a target may stop, move, accelerate, etc. Since only 
position measurements are available, a simple four-state 
(position and velocity along each axes) CV (constant 
velocity) target motion model in which the target 
acceleration is modelled as white noise provides satisfactory 
results.  
 
  
5. EXPERIMENTAL RESULTS 
 
Preliminary results of the TRAVIS system have been 
obtained using as input a stereo (two-view) traffic 
monitoring sequence provided by HHI [6]. Original images 
are shown in Figures 2(a-b) and the estimated foreground 
probability maps are presented in Figures 2(c-d) 
respectively. In Figure 2(e), observations generated by the 
grid-based fusion approach are superimposed on 
background images, warped towards the ground plane. 
Figure 2(f) illustrates similar results for the foreground map 
fusion approach, along with the fused foreground 
probability maps, showing the correct location of two cars 
and one motorcycle. 
   
(a)                                          (b) 
   
(c)                                           (d) 
   
(e)                                           (f) 
Figure 2: a-b) Original images c-d) Corresponding 
foreground masks e) Results from the grid-based approach 
f) Results from the probability map fusion approach. 
Crosses mark observations in world coordinates and the 
polygon line indicates the intersection area of the two 
camera FOVs. The final fused probability maps are also 
superimposed in (f) indicating the location of two cars and 
one motorcycle. 
 
6. CONCLUSIONS AND FUTURE WORK 
 
In this paper, a novel multi-camera video surveillance 
system for traffic monitoring applications was described, 
focusing on the comparative evaluation of two data fusion 
techniques: grid-based and foreground probability map 
fusion. Promising preliminary results were obtained using a 
two-view traffic monitoring sequence. The grid-based 
technique is simpler, faster and requires less bandwidth, 
while the foreground map fusion technique was seen to 
robustly resolve occlusions, but also can lead to errors (e.g. 
some cyclists are missed). Future research will be focused 
on improved foreground detection techniques, robust to 
shadows and illumination changes. Furthermore, an 
extensive evaluation of both methods in terms of 
performance, speed and bandwidth requirements will be 
conducted. 
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