In this paper, the convergence analysis of a proposed new conjugate gradient method for unconstrained optimization problems was considered. This method inherits an important property of Polak-RibierePolyak (PRP). Under the exact line search condition, we established the descent condition of the method as well as the global convergence of the method. Numerical results show that our formula is effective by comparing with some existing formulas.
Introduction
Conjugate gradient (CG) methods are characterized by strong global convergence properties and low memory requirement, this make them an active op-tion for solving effectively and efficiently large-scale unconstrained optimization problems. The work of Hager and Zhang in [9] can be referred to for the details of advances.
Consider the following general formula for unconstrained optimization problem minf (x), x ∈ R n .
where the function f : R n → R is continuously differentiable. The iterative form of CG methods for solving (1) is given by
where d k is the search direction defined by (3), its gradient denoted by g(x), β k ∈ R is a scalar called the conjugate gradient coefficient and α k > 0 is a step size computed using the exact line search
Some notable classical formulas for β k are given in Table 1 . Polak-Rebiere-Polyak(PRP) method [15] 5
Liu-Storey(LS) method [12] 
Hestenes-Stiefel(HS) method [11] 7 (y k − 2d k
Hager and Zhang method [10] Different research works showed series of modifications carried out using classical methods as basis. Among them, a modified Fletcher-Reeves and Conjugate descent CG methods were presented in [17] , a modified Hestenes-Stiefel CG method proposed in [18] , a modified Poyak-Rebiere-Polak CG method in [19] ,and a modified Liu-Storey nonlinear CG method was presented in [13] . Also refer to [21, 22, 23, 24] for some recent researches on the properties of CG methods.
The hybrid conjugate gradient algorithm proposed in [16] was a break through which since then, some research works focus on employing hybridization principles to have better algorithms that can handle large scale unconstrained optimization problems such as in [3, 14] .
In this paper, the performance of the propose coefficient β k is compare with some classical conjugate gradient methods. The organization of our paper takes the following format. In Section 2, a new CG coefficient and general algorithm are presented. In Section 3, the global convergence of β k is presented. Section 4 covers the numerical experiments and discussions of Tables. Finally, Section 5 deals with conclusion.
2
New CG coefficient and algorithm
In this section, we propose new β k defined by:
where 
6. : Test for convergence and stopping criterion.
If ||g k || ≤ , then stop. Otherwise set k = k + 1 and go to Step 2
Global convergence analysis
In this section, we study the global convergence of β IR k and start with sufficient descent condition. The sufficient descent condition is defined by
Through the following lemma, we will show that our method satisfies sufficient descent condition using exact line search. Lemma 1. Let the sequences {x k } and {d k } be generated by the method of the form (2), (3) and (6), determined by exact line search. Then, g
Proof. We proceed by using the principle of mathematical induction to obtain the conclusion. If k = 1, g
Hence, (7) holds true. Next, we need to show that it holds for k ≥ 1. Multiply (3) by g k+1 to get
For exact line search, we have g
showing that the condition holds true for k + 1. Furthermore, for the case
, it can easily be verified that sufficient descent condition holds true using (4) to obtained g
Thus the proof is completed.
The following assumptions are needful to establish the global convergence of our formula
In some neighbourhood N of M, the function is continuously differentiable and its gradient is Lipchitz continuous. i.e, there exist a constant L > 0 such that
(iii) Suppose k is sufficiently large, then (12) holds true [5] 0 < g
Remark 1
Suppose {f (x k )} is decreasing, then we are sure that the sequence {x k } generated by our algorithm is located in a bounded region from Assumption I(i). Consequently, Assumption I(ii) shows that there exist a constant γ > 0 such that
Hence the sequence is bounded.
Remark 2
The first inequality of (12) requires that the angle between g k+1 and g k should be acute for k sufficiently large. Now, g k+1 is an approximation to g k , then it is trivial for the inequality to hold true. Also, in the second inequality from (12) , it follows that g
T k+1 g k+1 which is equivalent to
where θ is the angle between g k+1 and g k . Now if k is large enough,
then Assumption I(iii) holds true. Lemma 2. Suppose the sequences {x k } and {d k } are generated by algorithm and for β k in (5), then β
Proof. We need to show that β N ew k is always not negative, since that of β P RP k has been shown in [15] . Obviously, with the condition σ < λ ≤ 1, we know that λ||g k+1 || 2 ≤ ||g k+1 || 2 . We can simplify β N ew k using (12) to have
Therefore, β
Lemma 3. Suppose the sequences {x k } and {d k } are generated by Algorithm IR and for β
Hence, by Lemma 1, we have |β
The result of the following lemma, usually called Zoutendijk condition is used to prove the global convergence of our method. This result is given by [20] . Lemma 4. Suppose Assumption I holds and {x k } is generated by the algorithm where {d k } satisfies (7) and α k satisfies (4), then
From Lemma 4, we have the following theorem. Proof. We proceed by contradiction to prove Theorem 1. Suppose Theorem 1 is not true, then ∃ a constant m > 0 such that
from (3), we have
and (20) follows from (19) (β
from (15) and (21), we have
As earlier proved, sufficient descent condition holds true, then from (7) and (22), we get
multiply both side of (23) by
Hence
This contradict Zoutendijk condition in (16) . Thus, proof is completed.
The proof of the above theorem for the formula β N ew k will be extend to prove the convergence of the formula β Proof. Suppose lim inf k→∞ ||g k | = 0, then ∃ a constant m > 0 such that (18) holds. from (3), we have
and (28) follows from (27)
from Lemma 3, we get
The conclusion follows the same pattern with that of Theorem 1. Thus, the proof is completed.
The proof of Theorems 1 and 2 showed that the formulas converge analytically. Next is to validate numerically that the method also converge using some test functions. This, we will have in the next section.
Numerical results
In this section, experimentation of our proposed method was carried out against some classical methods in the literature, to weigh the significance of our algorithm with β k = β IR k . To effect this, some test functions from [1] and [2] were considered. The functions' names and initial points were given in Table  2 . The dimensions of the functions are varied to compare the computational strength against FR, DY,PR and FRPR which is the hybridization of FR and PR methods given in [8] . The exact line search condition was used in the computation.
In carrying out the simulation, the number of iteration (it), the number of function evaluations (nf) and CPU time (t) were put into consideration to determine the numerical strength of the proposed Algorithm IR. The choice of values of µ and λ must satisfy the conditions µ ≥ λ−σ 1−σ > 0 and σ < λ ≤ 1. After numerous experimentation with the randomly selected values for the parameters, the values µ = 0.7 and λ = 0.2 were taken into consideration to be the best values for the parameters which make Algorithm IR robust to obtain the results presented.||g k || ≤ , where = 10 −5 is considered as the stopping criterion. The implementation of the algorithm was done using MATLAB R2014 in double precision arithmetic on CP computer with CPU 1.30 GHz and 4.00GB RAM. In Tables 3, 4 and 5, we reported the numerical results with different dimension (Dim). 
Discussion
The bold figures across Tables 3, 4 and 5 showed either our proposed Algorithm IR converge faster against other formulas in question or converge at the same time with its counterpart considering (it),(nf) and (t). The symbol (-) means that numerical computing failed. In Table 3 , Problems 1 to 5 indicated that our proposed Algorithm IR converge faster than FR and DY and relatively faster than PR and FRPR except for Problem 4 with 10000 dimension where FRPR converge earlier than our method. Also, FRPR converge at the same number of iterations and number of function evaluations with our Algorithm IR considering Problem 1 with dimension 10000 and Problem 4 with dimension 5000. Similarly, PR converges at the same time with our proposed Algorithm IR considering Problem 2 with 500 and 1000 dimensions and Problem 2 with 100000 dimension. It is of interest to note that only our proposed Algorithm IR and PR formula located the optimum for Problem 5 while others could not.
From Table 4 , Problems 6 , 7, 8, 9 and 10 showed that our proposed Algorithm IR and PR formula located their minimum at the same numbers of iterations and function evaluations with little variations in execution time while our proposed Algorithm IR still performs better than FR and DY mostly and FRPR in some cases. Meanwhile, DY could not locate the optimum even with different dimensions for Problem 6.
Finally, the effectiveness of our proposed Algorithm IR was shown in Table  5 . Problems 11, 12, 13, 14, 15 and 16 showed that our method is effective against its counterparts.
Conclusion
In this paper, we proposed a new CG coefficient β IR k for the solution of unconstrained optimization problems. The choice of values of µ and λ which must satisfy the conditions µ ≥ λ−σ 1−σ > 0 and σ < λ ≤ 1. After numerous experimentation with the randomly selected values for the parameters, the values µ = 0.7 and λ = 0.2 were taken into consideration to be the best values for the parameters which make Algorithm IR robust to obtained the results presented. This new CG coefficient β IR k possesses the descent property with exact line search condition. We established the global convergence of the method using Zoutendijk condition given in [20] . The experimentation of the formulas on some test functions showed that our proposed Algorithm IR is efficient and robust.
