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GENERALIZED TOPOLOGICAL SEMANTICS
FOR WEAK MODAL LOGICS
TOMASZ WITCZAK
Abstract. In this paper, we shall adhere to the concept of generalized topol-
ogy introduced by Csa´sza´r. Hence, we assume that generalized topology con-
tains empty set and is closed under arbitrary unions. We discard superset
axiom and we do not assume that finite intersections of open sets are also
open. We show that our generalized topological models (for non-normal modal
logics) are compatible with certain subclass of neighbourhood models. We
compare our results with those of Soldano (who investigated extensional ab-
stractions), Ja¨rvinen, Kondo and Kortelainen (who spoke about interior sys-
tems) as well as Ahmet and Terziler (who introduced peritopological spaces).
Then we consider the notion of impossible worlds in our context. Finally, we
use our semantics as a model of certain subintuitionistic logic (without modal
operators).
1. Introduction
Topological notions are very useful in formal logic. They form bridge between
possible-world semantics (which can be considered as somewhat abstract) and well-
known mathematical objects (like real line, real plane or Cantor set). Topology al-
lows us to discuss various properties of possible-world frames (depending on axioms
of separation or on the notions of density, compactness etc.). Moreover, sometimes
these properties can be characterized by means of specic formulas.
On the other hand, topology is rather strong notion. For example, topological
semantics for modal logics leads us to systems not weaker than S4 . They are
equivalent with the so-called S4 neighbourhood frames (see [14]). However, neigh-
bourhoods are most frequently used with non-normal logics, sometimes very weak.
The problem is that in topology neighbourhood is very rigorous notion, while in
possible-worlds semantics it is just an arbitrary (maybe even empty) collection of
worlds which are assigned to the given world w.
For this reason, it is difficult to speak about topological semantics for logics
weaker than S4 , not to mention non-normal systems. Hence, we use the concept
of generalized topological spaces introduced by Csa´sza´r in [8]. It is quite natural:
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2 TOMASZ WITCZAK
the author discarded superset axiom (i.e. the whole universe may not be open) and
he assumed that his family is not closed under finite intersections. We prepared
several classes of frames based on such generalized topology and we recognized
pointwise equivalent subclasses of neighbourhood structures. Several connections
and motivations will be presented later in the paper.
2. Alphabet and language
Speaking about logic, we use rather standard language:
(1) PV is a fixed denumerable set of propositional variables p, q, r, s, ...
(2) Logical connectives and operators are ∧, ∨, →, ⊥, ¬ and .
Formulas are generated recursively in a standard manner: if ϕ, ψ are wff’s then
also ϕ ∨ ψ, ϕ ∧ ψ, ϕ → ψ and ϕ. Attention: ⇐,⇒ and ⇔ are used only on the
level of meta-language.
We shall work with the following list of axioms schemes and rules:
• M : (ϕ ∧ ψ)→ ϕ ∧ψ
• C : ϕ ∧ψ → (ϕ ∧ ψ)
• T : ϕ→ ϕ
• D : → ¬¬ϕ
• K : (ϕ→ ψ)→ (ϕ→ ψ)
• 4 : ϕ→ ϕ
• N : > (truth axiom)
• RE : ϕ↔ ψ ` ϕ↔ ψ (rule of extensionality)
• RN : ϕ ` ϕ (rule of necessity)
• RM : ϕ→ ψ ` ϕ→ ψ (rule of monotonicity)
• MP : ϕ,ϕ→ ψ ` ψ (modus ponens)
Later we shall discuss validity of these formulas in various semantical settings.
3. Generalized topological spaces
Here we recall the concept of Csa´sza´r but with our own notation which is adapted
to our further logical considerations.
Definition 3.1. Assume that there is given a non-empty set (universe) W . We
say that µ ⊆ P (W ) is a generalized topology on W iff:
(1) ∅ ∈ µ.
(2) If J is an arbitrary non-empty set and for each i ∈ J , Xi ∈ µ, then⋃
i∈J Xi ∈ µ.
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We say that µ is strong if (and only if) W ∈ µ. We denote such space by sGTS .
Any member of µ is called µ-open set. Later we shall speak just about open sets.
Any possibility of misunderstanding will be signalized. We define µ-interior of
X ⊆W as the greatest open set contained in X (or equivalently as the union of all
open sets contained in X). We denote it by Int(X). Finally, we say that (W,µ) is
a generalized topological space (GTS , g.t.s. or gen.top.).
4. Strong frames
4.1. Strong generalized topological models. In this subsection we show how
it is possible to treat any strong GTS as a sound and complete model of non-normal
logic based on axioms M , T , 4 and N (we may also use RN rule instead of N ).
Definition 4.1. We define strong GT -model ( sGT -model) as a triple 〈Wµ, µ, Vµ〉
where 〈W,µ〉 is sGTS and Vµ is a function from PV into P (W ).
If we speak about Yw (where Y is an arbitrary set) then it means that w ∈ Y
(but only in this section unless otherwise stated). Now let us define forcing of
complex formulas by means of induction.
Definition 4.2. If M = 〈Wµ, µ, Vµ〉 is an sGT -model, then we define relation µ
between worlds and formulas in the following way:
(1) w µ q ⇔ w ∈ Vµ(q) for any q ∈ PV
(2) w µ ϕ ∧ ψ (resp. ϕ ∨ ψ) ⇔ w µ ϕ and (resp. or) w µ ψ
(3) w µ ϕ→ ψ ⇔ w 1µ ϕ or w µ ψ
(4) w µ ¬ϕ⇔ w 1µ ϕ
(5) w µ ϕ⇔ there is Ow ∈ µ such that for each v ∈ Ow, v µ ϕ
One can easily prove the lemma below:
Lemma 4.3. In each sGT -model M = 〈W,µ, Vµ〉, for each w ∈ W and for any
ϕ, the following holds: w  ϕ⇔ w ∈ Int(Vµ(ϕ)).
4.2. Neighbourhood frames with superset axiom. In this subsection we shall
consider these neighbourhood models which correspond to the class of all sGT -
models.
Definition 4.4. We define strong GT -neighbourhood model ( sGTn -model) as a
triple 〈W,N , V 〉 such that W 6= ∅, V is a function from PV into P (W ) and N is
a function from W into P (P (W )) such that for any w ∈W :
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(1) X ∈ Nw and X ⊆ Y ⇒ Y ∈ Nw ( superset condition)
(2) w ∈ ⋂Nw
(3) X ∈ Nw ⇒ {z ∈W ;X ∈ Nz} ∈ Nw ( 4 -condition)
As for the forcing, it is typical if we speak about Boolean connectives. The modal
case is presented below:
w  ϕ⇔ V (ϕ) ∈ Nw
Note that we do not assume that
⋂Nw ∈ Nw. Hence, our neighbourhoods do
not form filter. Axioms C and K are not true. As we can conclude from [11]
and [18], our class of sGTn -frames coincides with logic MNT4 (i.e. there is a
completeness result).
4.3. From neighbourhoods to generalized topologies. Here we show how it
is possible to treat any sGTn -model as a pointwise equivalent sGT -model. Our
procedure is based mostly on the standard proof for topological spaces (see [14]).
First, we must introduce (generalized) topology in our neighbourhood frame.
Theorem 4.5. Let M = 〈W,N , V 〉 be a sGTn -model. Define µ = {X ⊆ W ;w ∈
X ⇒ X ∈ Nw}. Then µ is a generalized topology on W .
Proof. The proof is similar to the standard one for S4 -frames (again, see [14]). Of
course there is no closure under finite intersections. 
Second, let us define neighbourhoods in sGT -model.
Definition 4.6. Let M = 〈Wµ, µ, Vµ〉 be an sGT -model. For each w ∈ Wµ we
define the set of topological w-neighbourhoods as:
Nµw = {X ⊆Wµ; there is Ow ∈ µ, such that Ow ⊆ X}.
The crucial thing is to state that it is possible to transform sGTn -model into
the pointwise equivalent sGT -model.
Theorem 4.7. Assume that M = 〈W,N , V 〉 is an sGTn -model. Then there exists
pointwise equivalent sGT -model M = 〈Wµ, µ, Vµ〉 such that for every w ∈ Wµ,
Nµw = Nw.
Proof. We assume that Wµ = W and Vµ = V . As for µ and Nµw, they are defined
as in theorems 4.5 and 4.6. Now let us go the core of the matter:
(⊆) Let w ∈ W and X ∈ Nµw. Then there is Ow ∈ µ such that Ow ⊆ X. By
the definition of µ, Ow ∈ Nw. Hence, from the superset condition, X ∈ Nw.
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(⊇) Let w ∈ W and X ∈ Nw. Define Ow = {v ∈ W ;X ∈ Nv}. Obviously,
w ∈ Ow. Moreover, if we assume that z ∈ Ow, then X ∈ Nz. Hence, z ∈
⋂Nz ⊆ X.
Thus Ow ⊆ X. Finally, from the 4 -condition we infer that Ow ∈ µ. These facts
allow us to say that X ∈ Nµw.
As for the pointwise equivalency, we show only the modal case.
(⇒) Assume that w  ϕ. Note that Vµ(ϕ) = V (ϕ) (ind. hyp.), so Vµ(ϕ) ∈
Nw = Nµw. Hence, there is Ow ∈ µ such that Ow ⊆ Vµ(ϕ) which means that
w µ ϕ.
(⇐) Suppose that w µ ϕ. There must be Ow ∈ µ such that Ow ⊆ Vµ(ϕ).
Hence Vµ(ϕ) = V (ϕ) ∈ Nµw = Nw. Then w  ϕ.

The next theorem gives us transformation in the other direction.
Theorem 4.8. Assume that M = 〈Wµ, µ, Vµ〉 is an sGT -model. Then there exists
pointwise equivalent sGTn -model M = 〈W,N , V 〉 such that for every w ∈ W ,
Nw = Nµw.
Proof. We should agree that W = Wµ and V = Vµ. Moreover, we may treat
(generalized) topological neighbourhoods as sGTn -neighbourhoods. Note that in-
tersection of all generalized w-neighbourhoods does not have to be open. Hence,
the expected corresponendce becomes natural. We omit details because they are
similar to the ones presented in the former theorem. 
5. General frames with associating function
As we could see, there is no real problem with the lack of closure under (finite)
intersections. But we assumed that the whole universe is open. There is a natural
question: what we should do with GTS which is not strong?
Let us take a look at the structure of such GTS . We see that there is a maximal
open set
⋃
µ. Hence, there are two kinds of points: those which are in
⋃
µ and those
which are beyond this set. The latter points are in some sense orphaned. Recall
that in topological semantics we customarily use open neighbourhoods to speak
about forcing of modal formulas. Hence, we propose to associate each orphaned
point with certain family of open sets by means of a special function F .
5.1. Generalized topological models with F . Here we introduce formal defi-
nition of our new structure:
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Definition 5.1. We define GTF -model as a quadruple Mµ = 〈Wµ, µ,F , Vµ〉 such
that µ is a generalized topology on Wµ, Vµ is a function from PV into P (W ) and
F is a function from Wµ into P (P ((
⋃
µ)) such that:
• If w ∈ ⋃µ, then [X ∈ Fw ⇔ X ∈ µ and w ∈ X] [Fw is a shortcut for
F(w)]
• If w ∈Wµ \
⋃
µ, then [X ∈ Fw ⇒ X ∈ µ]
If there is no valuation established, then we say that 〈Wµ, µ,F〉 is a GTF -frame.
We use the following symbol: A−1 = {z ∈W ;A ∈ Fz} for any A ∈ µ.
Forcing of Boolean connectives is standard and the modal case has been shown
below:
Definition 5.2. In every GTF -model Mµ = 〈Wµ, µ,F , Vµ〉, for each w ∈W and
for each formula ϕ:
w µ ϕ⇔ there is Ow ∈ Fw such that for each v ∈ Ow, v  ϕ.
Now let us define generalized topological neighbourhoods in our framework.
Definition 5.3. If 〈Wµ, µ,F〉 is a GTF -frame, then for each w ∈ Wµ we define
its family of generalized topological neighbourhoods as:
N µw = {X ⊆
⋃
µ such that there is Ow ∈ Fw that Ow ⊆ X}
Clearly, if w ∈ ⋃µ, then X ∈ N µw iff there is open set Ow contained in X and
containing w. Moreover, such w belongs to each of its topological neighbourhoods.
But orphaned points (those from W \⋃µ) do not belong to their neighbourhoods.
They are only associated with them by means of F .
5.2. F-interiors and F-open sets. We introduce some new notions that can be
useful at least as shortcuts (but not only). They are based on the intuitions arising
from the standard understanding of interior and openess. They allow us to speak
about internal structure of our frames in a more coherent way.
Definition 5.4. Let w ∈ W , where W is a universe of GT -frame Mµ. Assume
that X ⊆W . We say that w ∈ FInt(X)⇔ there is Ow ∈ Fw such that Ow ⊆ X.
Definition 5.5. Let X ⊆W , where W is a universe of GTF -frame Mµ. We say
that X is:
• F-open (Fo.) iff X = FInt(X)
• dF-open (dFo.) iff FInt(X) ⊆ X
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• uF-open (uFo.) iff X ⊆ FInt(X)
These notions are quite weak (if we do not impose additional conditions on µ
and F). In general it is possible that X * FInt(X) or FInt(X) * X. Moreover,
Fo. sets do not form generalized topology. However, we can prove some properties.
Each of the following lemmas refers to the GTF -frame 〈Wµ, µ,F〉. We omit proofs
because they are not essential for our logical considerations. The deeper theory of
GTF -frames (in the purely topological context) has been presented in another
paper (see [3]).
Lemma 5.6. Assume that A,B ⊆W and A ⊆ B. Then FInt(A) ⊆ FInt(B).
Lemma 5.7. If X ⊆ W , then FInt(X) ∩⋃µ ⊆ X and FInt(FInt(X)) ∩⋃µ ⊆
FInt(X).
Lemma 5.8. Assume that X ⊆W . Then Int(X) ⊆ FInt(X).
Lemma 5.9. Suppose that J 6= ∅ and {Xi}i∈J is a family of subsets of Wµ.
Then
⋃
i∈J FInt(Xi) ⊆ FInt(
⋃
i∈J Xi). If each Xi is uFo., then
⋃
i∈J Xi ⊆
FInt(⋃i∈J Xi).
Lemma 5.10. Suppose that J 6= ∅ and {Xi}i∈J is a family of subsets of Wµ. Then
FInt(⋂i∈J Xi) ⊆ ⋂i∈J FInt(Xi). If each Xi is dFo., then FInt(⋂i∈J Xi) ⊆⋂
i∈J Xi.
Lemma 5.11. Assume that X ⊆W . Then X−1 ⊆ FInt(X).
Lemma 5.12. FInt(W ) = W ⇔ for any w ∈W,Fw 6= ∅.
Lemma 5.13. FInt(∅) = ∅ ⇔ for any w ∈W, ∅ /∈ Fw.
Lemma 5.14. Assume that for any Y ∈ µ, Y 6= ∅ and Y * X, where X ⊆ W .
Then: FInt(X) = ∅ or FInt(X) ⊆ Z = {z ∈W ; ∅ ∈ Fz}.
Lemma 5.15. For each w ∈ W , if Fw 6= ∅, then there is Fo. S ⊆ W such that
w ∈ S.
Proof. (sketch). If Fw 6= ∅, then there is at least one X ∈ Fw. Of course w ∈
FInt(X). If X = FInt(X), then we take S = X (note that in this case w ∈ ⋃µ).
If X 6= FInt(X), then we take S = X ∪ FInt(X). 
Finally, we have the following conclusion (compare Lemma 4.3):
Lemma 5.16. In each GT -model M = 〈W,µ, Vµ〉, for each w ∈ W and for any
ϕ, the following holds: w  ϕ⇔ w ∈ FInt(V (ϕ)).
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5.3. Suitable neighbourhood frames. Now let us think about corresponding
neighbourhood spaces. They have been managed to be suitable for our needs.
Definition 5.17. We define GTn -model as a triple M = 〈W,N , V 〉 where V is a
function from PV into P (W ), N is a function from W into P (P (W )) and:
(1)
⋃N is a union of all sets X for which there is w ∈W such that X ∈ Nw.
[Namely,
⋃N is a union of all neighbourhoods]
(2) W = W1 ∪W2, where W1 = {z ∈ W ; z ∈
⋂Nz} and W2 = {z ∈ W ; z /∈⋃N}
(3) X ∈ Nw and X ⊆ Y ⊆
⋃N ⇒ Y ∈ Nw
(4) X ∈ Nw ⇒ {z ∈W1;X ∈ Nz} ∈ Nw
Note that we have two kinds of worlds. Those which are in certain neighbour-
hood, are also in each of their own neighbourhoods. As for the worlds from W2,
they have their neighbourhoods but they do not belong to any neighbourhood.
There is one important thing to say about modal forcing. We define it in the
following manner:
w  ϕ⇔ there is X ∈ Nw such that X ⊆ V (ϕ).
This approach is different that the previous one. Earlier (in sGTn -models)
we assumed that V (ϕ) should be exactly one of our neighbourhoods. Now we
say that at least one of our neighbourhoods should be contained in V (ϕ). These
definitions are not equivalent because our neighbourhood function is not monotonic
(our superset condition is relativized to
⋃N ).
Figure 1. Generalized topological model with function F
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5.4. From neighbourhoods to general topologies. Let us take our new struc-
ture and introduce topology into it. We propose the following definition:
Lemma 5.18. Assume that M = 〈W,N , V 〉 is a GTn -model. Then the set µ =
{X ⊆ ⋃N ;w ∈ X ⇒ X ∈ Nw} forms a generalized topology with W as its universe.
Equivalently, µ forms strong generalized topology with
⋃N as its universe.
Proof. The proof is simple. Note that we assume that open sets are contained in⋃N . 
The next lemma is simple but in some sense crucial:
Lemma 5.19. Assume that M = 〈W,N , V 〉 is a GTn -model, µ = {X ⊆ ⋃N ;w ∈
X ⇒ X ∈ Nw} is a generalized topology and
⋃
µ is the union of all open sets. Then⋃
µ =
⋃N .
Proof. (⊆) If w ∈ ⋃µ, then there is Y ∈ µ such that w ∈ Y . But by the very
definition of µ, Y ⊆ ⋃N .
(⊇) Suppose that w ∈ ⋃N . Then w ∈ ⋂Nw. Let us take any X ∈ Nw. Then
X ⊆ ⋃N and w ∈ X, so X is µ-open. Thus w ∈ ⋃µ. 
Now we can go to our transformation:
Theorem 5.20. Let M = 〈W,N , V 〉 be a GTn -model. Then there exists pointwise
equivalent GTF -model Mµ = 〈Wµ, µ,F , Vµ〉.
Proof. Let Wµ = W,Vµ = V and for every w ∈ W , W ⊇ X ∈ Fw ⇔ X ∈ Nw.
Define µ as in Lemma 5.18. Then
⋃
µ =
⋃Nw. Hence, F is indeed function from
Wµ into P (P (
⋃
µ)).
Now suppose that w ∈ ⋃µ and X ∈ Fw. Hence, X ∈ Nw, w ∈ X and thus
X ∈ µ. On the other side, if w ∈ X and X ∈ µ, then X ∈ Nw = Fw. Now let
us take w ∈ W \⋃µ = W \⋃N and suppose that X ∈ Fw = Nw. Then clearly
X ⊆ ⋃µ and meta-implication ”w ∈ X ⇒ X ∈ Nw” becomes true because it is
trivial. Thus we checked all expected properties of F .
Let us define N µw for each w ∈W like in Def. 5.3. Then N µw = Nw.
(⊆) Assume that X ∈ N µw . Then X ⊆
⋃
µ. Hence, X ⊆ ⋃N . Moreover, there is
Ow ∈ Fw such that Ow ⊆ X. Hence, Ow ∈ Nw. But then, by means of restriction
3 from Def. 5.17, X ∈ Nw.
(⊇) Assume that X ∈ Nw. Then X ⊆
⋃N = ⋃µ. Let us consider Ow = {v ∈⋃N ;X ∈ Nv}. Because of restriction 4 from Def. 5.17, Ow ∈ Nw, hence Ow ∈ Fw.
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If z ∈ Ow (which implies in particular that z ∈
⋃N ), then z ∈ ⋂Nz ⊆ X. Thus
Ow ⊆ X.
Now we can think about pointwise equivalency. We are concentrated only on
the modal case. Assume that w  ϕ. Hence, there is X ∈ Nw such that for each
v ∈ X, v  ϕ. From earlier considerations we have that X ∈ N µw , so there is (open)
Ow ∈ Fw such that Ow ⊆ X ⊆ V (ϕ) = Vµ(ϕ). Thus, w µ ϕ.
Now assume that w µ ϕ. Hence, there is Ow ∈ Fw such that Ow ⊆ Vµ(ϕ) =
V (ϕ) (the last equality is based on induction hypothesis). But clearly Ow belongs
to N µw , so it is also in Nw. So w  ϕ. 
The next theorem states that reverse transformation is also possible.
Theorem 5.21. Let Mµ = 〈Wµ, µ,F , Vµ〉 be a GTF -model. Then there exists
pointwise equivalent GTn -model M = 〈W,N µ, V 〉.
Proof. As earlier, assume that W = Wµ and Vµ = V . We must establish neigh-
bourhoods in our topological setting. But we can do it exactly in the same way as
in the preceding theorems and definitions (recall Def. 5.3). Now me must check
that N µ satisfies all the properties of neighbourhoods in the sense of GTn -frames.
First, let us show that
⋃
µ =
⋃N µ.
(⊆): If w ∈ ⋃µ, then there is Ow ∈ µ such that w ∈ Ow. In particular,
Ow ∈ Fw. Hence, by means of Def. 5.3, Ow ∈ N µw .
(⊇): Assume that w ∈ ⋃N µ. Hence, there are v ∈W,X ∈ Nµv such that w ∈ X.
But by the definition, X ⊆ ⋃µ.
Now suppose that w ∈ W,X ∈ N µw and X ⊆ Y ⊆
⋃N µ. Hence, there is
Ow ∈ Fw such that Ow ⊆ X ⊆
⋃
µ. But also Y ⊆ ⋃µ and of course Ow ⊆ Y .
Hence, Y ∈ N µw .
Assume that X ∈ N µw and consider S = {z ∈ W1;X ∈ N µz }. There is Ow ∈ Fw
such that Ow ⊆ X ⊆
⋃
µ. However, S ⊆ X: take v ∈ S and recall the fact that
v ∈ ⋂N µv , hence v ∈ X. Moreover, S contains only (some) points from W1, so
S ⊆ ⋃µ.
Now we may go to the pointwise equivalency. Suppose that w µ ϕ. Hence,
there is Ow ∈ Fw such that Ow ⊆ Vµ(ϕ) = V (ϕ) (in the last equation we used
induction hypothesis). Then Ow ∈ N µw . Hence, w  ϕ.
Assume now that w  ϕ. Then there is X ∈ N µw such that X ⊆ V (ϕ) = Vµ(ϕ).
Hence, there must be Ow ∈ Fw such that Ow ⊆ X ⊆ Vµ(ϕ). Then w µ ϕ. 
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5.5. Axioms and rules. Unfortunately, we do not have complete axiomatization
of the logic induced by our semantics. Certainly, axioms M and 4 are true (i.e.
they are satisfied in each world independently of valuation). On the other hand,
axiom T does not hold: it is easy to build counter-model with at least one world
w ∈W \⋃µ which satisfies ϕ but does not accept ϕ.
We can list several regularities:
Lemma 5.22. In each GT -model Mµ = 〈Wµ, µ,F , Vµ〉 the following holds:
(1) If w µ ϕ for each w ∈
⋃
µ, v ∈W \⋃µ and ∅ /∈ Fv, then v µ ♦ϕ, where
♦ϕ is a shortcut for ¬¬ϕ.
(2) If w µ ϕ for each w ∈
⋃
µ, v ∈W \⋃µ and Fv 6= ∅, then v µ ϕ.
(3) If for each w ∈ W , Fw 6= ∅, then the following rule is true: ϕ|⋃µ `µ ϕ
(which should be read as ”if ϕ holds in each world from
⋃
µ, then ϕ holds
in each world from W”). Consequently, standard RN also becomes true
with this assumptions.
(4) If v ∈ W \ ⋃µ,w ∈ ⋃µ and Fv = Fw, then v µ ϕ ⇔ w  ϕ for any ϕ
from the set MOD which is built in the following way: i) for each formula
γ, γ ∈ MOD, ii) α ∨ β, α ∧ β, α → β are all in MOD, where α, β are
already in MOD.
Axiomatization of the logic determined by the class of all GTF -frames should
be a topic of future research. The main problem is with canonical model: it is
not clear how to distinguish between W and W \ ⋃µ in the universe of maximal
theories. In the section 7 we shall go back to this topic for a moment, presenting
some partial results based on the comparison with already known structures.
6. Generalized topo-bisimulations
In this section we introduce three notions of generalized topo-bisimulation be-
tween two GTF -models. They are based on the topo-bisimulation presented e.g.
by Aiello et al. in [2]. However, this standard definition was adapted to our needs.
Definition 6.1. Assume that M1 = 〈Wµ, µ,Fµ, Vµ〉 and M2 = 〈Wτ , τ,Fτ , Vτ 〉
are two GTF -models. We define generalized 0-topo-bisimulation as a non-empty
relation T ⊆W ×W ′ such that if wTw′ (where w ∈W,w′ ∈W ′), then:
(1) w µ q ⇔ w′ τ q for any q ∈ PV
(2) If w ∈ Ow ∈ µ, then there is Ow′ ∈ τ such that for each v′ ∈ Ow′ there
exists v ∈ Ow such that vTv′.
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(3) If w′ ∈ Ow′ ∈ τ , then there is Ow ∈ µ such that for each v ∈ Ow there
exists v′ ∈ Ow′ such that vTv′.
Such function is useful mostly for points which are somewhere in
⋃
µ. The next
notion is more general:
Definition 6.2. Assume that M1 = 〈Wµ, µ,Fµ, Vµ〉 and M2 = 〈Wτ , τ,Fµ, Vτ 〉
are two GTF -models. We define generalized 1-topo-bisimulation as a non-empty
relation T ⊆W ×W ′ such that if wTw′ (where w ∈W,w′ ∈W ′), then:
(1) w µ q ⇔ w′ τ q for any q ∈ PV
(2) If w ∈ O−1w , where ∅ 6= Ow ∈ µ, then there is Ow′ ∈ Fτw′ such that for each
v′ ∈ Ow′ there exists v ∈ Ow such that vTv′.
(3) If w′ ∈ O−1w′ , where ∅ 6= Ow′ ∈ τ , then there is Ow ∈ Fµw such that for each
v ∈ Ow there exists v′ ∈ Ow′ such that vTv′.
The third notion seems to be the most vague:
Definition 6.3. Assume that M1 = 〈Wµ, µ,Fµ, Vµ〉 and M2 = 〈Wτ , τ,Fµ, Vτ 〉
are two GTF -models. We define generalized 2-topo-bisimulation as a non-empty
relation T ⊆W ×W ′ such that if wTw′ (where w ∈W,w′ ∈W ′), then:
(1) w µ q ⇔ w′ τ q for any q ∈ PV
(2) If w ∈ O−1w , where ∅ 6= Ow ∈ µ, then there is Ow′ ∈ Fτw′ such that for each
v′ ∈ O−1w′ there exists v ∈ O−1w such that vTv′.
(3) If w′ ∈ O−1w′ , where ∅ 6= Ow′ ∈ τ , then there is Ow ∈ Fτw such that for each
v ∈ O−1w there exists v′ ∈ O−1w′ such that vTv′.
Let us introduce some basic definitions concerning functions. The notions of
(ordinary) continuity and openess are taken from [8]):
Definition 6.4. Assume that F1 = 〈Wµ, µ,Fµ〉 and F2 = 〈Wτ , τ,Fτ 〉 are two
generalized topological frames and f is a function from Wµ into Wτ . We say that
f is:
• continuous ⇔ [G′ ∈ τ ⇒ f−1(G′) ∈ µ]
• open ⇔ f(G) ∈ τ for each G ∈ µ.
• F-continuous ⇔ [G′ ∈ Fτw′ ⇒ f−1(G′) ∈ Fµw] for any w ∈ Wµ, w′ ∈ Wτ
such that f(w) = w′.
• F-open ⇔ f(G) ∈ Fτw′ for each G ∈ Fµw for any w ∈ Wµ, w′ ∈ Wτ such
that f(w) = w′.
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The following two theorems give us our expected relationship beetween bisimu-
lations and functions introduced above.
Theorem 6.5. Assume that F1 = 〈Wµ, µ,Fµ〉 is a GTF -frame and M2 = 〈Wτ , τ,Fτ , Vτ 〉
is a GTF -model. Suppose that f is a continuous and open map between Wµ
and Wτ ; and for any q ∈ PV we set Vµ(q) = f−1(Vτ (q)). Then f is a 0-topo-
bisimulation between M1 = 〈Wµ, µ,Fµ, Vµ〉 and M2.
Proof. Let f(w) = w′, where w ∈ Wµ, w′ ∈ Wτ . First, assume that w µ q, so
w ∈ Vµ(q) = f−1(Vτ (q)). We know that f(w) = w′ ∈ f(f−1(Vτ (q))) = Vτ (q).
Hence w′ τ q.
Now suppose that w′ τ q. Hence, w′ ∈ Vτ (q) = f(f−1(Vτ (q)) = f(Vµ(q)).
Moreover, w ∈ f−1({w′}). From set theory we know that if {w′} ⊆ f(V µ(q))
(which is true), then f−1({w′}) ⊆ f−1(f(Vµ(q)) = Vµ(q). Hence, w µ q.
Second, assume that w ∈ Ow ∈ µ. We can say that f(Ow) ∈ τ (because f is
open). If f(w) = w′, then w′ ∈ f(Ow). Now if we take v′ ∈ f(Ow), then it is clear
that there is v ∈ Ow such that f(v) = v′.
Third, assume that w′ ∈ Ow′ ∈ τ . We see that f−1(Ow′) ∈ µ (because f is
continuous). Now w ∈ f−1({w′}), so w ∈ f−1(Ow′). Let us take v ∈ Ow. We can
say that f(Ow) = f(f−1(Ow′)) = Ow′ , so there is v′ ∈ Ow′ such that f(v) = v′. 
Theorem 6.6. Assume that F1 = 〈Wµ, µ,Fµ〉 is a GTF -frame and M2 = 〈Wτ , τ,Fτ , Vτ 〉
is a GTF -model. Suppose that f is a F-continuous and F-open map between Wµ
and Wτ ; and for any q ∈ PV we set Vµ(q) = f−1(Vτ (q)). Then f is a 1-topo-
bisimulation between M1 = 〈Wµ, µ,Fµ, Vµ〉 and M2.
Proof. Let f(w) = w′, where w ∈ Wµ, w′ ∈ Wτ . The first part of the proof is
exactly the same as in Theorem 6.5.
As for the second one, suppose that w ∈ O−1w , i.e. Ow ∈ Fw. We can say that
f(Ow) ∈ Fw′ (because f is F-open). Assume that v′ ∈ f(Ow). Of course there
must be certain v ∈ Ow such that f(v) = v′.
Third part is similar. Suppose that w′ ∈ O−1w′ , i.e. Ow′ ∈ Fw′ . We can say that
f−1(Ow′) ∈ Fw (because f is F-continuous). Assume that v ∈ f−1(Ow′). Then
f(v) ∈ f(f−1(Ow′)) = Ow′ . 
The main benefit of bisimulation is certain kind of ”logical similarity” between
two models. It has been presented below in two theorems:
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Theorem 6.7. Assume that M1 = 〈Wµ, µ,Fµ, Vµ〉 and M2 = 〈Wτ , τ,Fµ, Vτ 〉 are
two GTF -models, T is a 0-bisimulation between them and there are w ∈ ⋃µ,w′ ∈⋃
τ such that wTw′. Then w and w′ satisfy the same formulas.
Proof. The proof goes by induction on the complexity of formulas. If ϕ := q ∈ PV ,
then our thesis is obvious (because of the very definition of bisimulation). Boolean
cases are simple so we can go to the modal case. Assume that ϕ := γ and
w µ γ. We said that w ∈
⋃
µ, so there is certain Ow ∈ µ such that w ∈ Ow
and Ow ⊆ Vµ(γ). Hence, there is Ow′ ∈ τ such that for each v′ ∈ Ow′ there exists
v ∈ Ow such that vTv′. Of course, v µ γ. But then, by means of induction
hypothesis, v′ τ γ. Then w′ τ γ.
Now let us start from the assumption that w′ τ γ. We know that w′ ∈
⋃
τ ,
hence there is certain Ow′ ∈ τ such that w′ ∈ Ow′ and Ow′ ⊆ Vτ (γ). 
In the next theorem we speak about consistent models (frames). It means that
each of their worlds is consistent: ∅ /∈ Fw.
Theorem 6.8. Assume that M1 = 〈Wµ, µ,Fµ, Vµ〉 and M2 = 〈Wτ , τ,Fτ , Vτ 〉 are
two consistent GTF -models, T is a 1-bisimulation between them and there are
w ∈Wµ, w′ ∈Wτ such that wTw′. Then w and w′ satisfy the same formulas.
Proof. Again, the proof goes by induction. If ϕ := q ∈ PV , then our thesis is clear.
Boolean cases are simple.
Assume that ϕ := γ and w µ γ. There is certain Ow ∈ µ such that
Ow ∈ Fµw and Ow ⊆ Vµ(γ). Thus, by means of 1-bisimulation, there is Ow′ ∈ Fτw′
with expected properties. Let us take v′ ∈ Ow′ (we can do it because of consistency
of the model). Now we can find v ∈ Ow such that vTv′. By means of induction
hypothesis, v′ τ γ. Then w′ τ γ.
Now suppose that w′ τ γ. There is Ow′ ∈ τ such that Ow′ ∈ Fτw′ and
Ow′ ⊆ Vτ (γ). Thus, by means of 1-bisimulation, there is Ow ∈ Fµw with expected
properties. Let us consider v ∈ Ow. Now we can find v′ ∈ Ow′ such that vTv′.
Induction hypothesis allows us to conclude that v µ γ. Hence, w′ µ γ.

As for the 2-bisimulation, we shall not obtain analogous result for . However,
it is possible to obtain it for new modality, which is in some sense more vague:
w  •ϕ⇔ there is Ow ∈ Fw such that for any v ∈ O−1w , v  ϕ
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Note that if we use this modality, then the axiom scheme •ϕ → ϕ becomes
true in each GTF -model. Assume now that we replace  by • and let us call
corresponding models bGTF -models. Using this new language, we can prove the
theorem below:
Theorem 6.9. Assume that M1 = 〈Wµ, µ,Fµ, Vµ〉 and M2 = 〈Wτ , τ,Fτ , Vτ 〉 are
two consistent bGTF -models, T is a 2-bisimulation between them and there are
w ∈Wµ, w′ ∈Wτ such that wTw′. Then w and w′ satisfy the same formulas.
Proof. The proof goes by induction. We present only the modal case. Assume that
ϕ := •γ and w µ •γ. Hence, there is Ow ∈ Fµw such that O−1w ⊆ Vµ(γ). Using
2-bisimulation, we find Ow′ ∈ Fτw′ with expected properties. Now we take v′ ∈ O−1w′
and we find suitable v ∈ O−1w . Hence, vTv′ and for this reason they support the
same formulas. In particular, v′ τ ϕ. Thus, we can say that w′ τ •ϕ. Similar
reasoning can be provided if we start from the assumption that w′ τ •ϕ. 
At first glance, this new operator seems to be somewhat artificial. However, we
can show that if we replace  by •, then certain subclass of bGTF -models can be
treated as strong GT -model.
Definition 6.10. Assume that F = 〈W,µ,F〉 is bGTF -frame. We say that M =
〈W,µ,F , Vµ〉 is in-fact-strong (i.f.s.) bGTF -model iff modality in our language is
interpreted as • and the following additional conditions hold for any w ∈W \⋃µ:
(1) if X ∈ Fw and X ⊆ Y ∈ µ, then Y ∈ Fw ( superset condition)
(2) if
⋃
i∈J Xi ∈ Fw, where Xi ∈ µ for any i ∈ J , then there is k ∈ J such
that w ∈ X−1k ( union partition condition)
(3) Fw 6= ∅
Now we can formulate the following theorem:
Theorem 6.11. For any i.f.s. bGTF -model there exists pointwise equivalent
sGT -model (with modality interpreted as ).
Proof. Having generalized topology µ, we must establish new generalized topology
τ in such a way that the whole space becomes τ -open. Hence, we are looking for
M ′ = 〈W ′, τ, Vτ 〉, where we can presuppose that W ′ = W and Vτ = Vµ.
Let us assume that Y ∈ τ ⇔ Y = ∅ or Y = X−1 for certain X ∈ µ. We must
check properties of gen. top. First, ∅ ∈ τ (by the very definition). What about
arbitrary unions? Let J 6= ∅ and Yi be τ -open for any i ∈ J . We may assume that
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there is at least one k ∈ J such that Yk 6= ∅. Consider
⋃
i∈J Yi =
⋃
i∈J X
−1
i (where
X−1i = Yi and Xi ∈ µ for each i ∈ J). We shall show that this set is equal with
(
⋃
i∈J Xi)
−1:
(⊆) Let w ∈ ⋃i∈J Yi. Hence, there are k ∈ J and Yk such that w ∈ Yk. Therefore
there is Xk ∈ µ such that Yk = X−1k . Thus Xk ∈ Fw. Moreover, Xk ⊆
⋃
i∈J Xi.
But from the basic properties of gen. top.
⋃
i∈J Xi ∈ µ. By the superset condition
we have that
⋃
i∈J Xi ∈ Fw. Thus w ∈ (
⋃
i∈J Xi)
−1.
(⊇) Let w ∈ (⋃i∈J Xi)−1. Hence, ⋃i∈J Xi ∈ Fw. By the partition condition,
there is k ∈ J such that Xk ∈ Fw. Hence, w ∈ X−1k ⊆
⋃
i∈J X
−1
i .
Regarding the whole space: for each w ∈ W , Fw 6= ∅. Hence, for each w ∈ W
there is Xw such that Xw ∈ Fw, i.e. w ∈ X−1w . Thus W ⊆
⋃
w∈W X
−1
w =
(
⋃
w∈W Xw)
−1 and the other inclusion is trivial. Finally, W is τ -open.
Now let us go to the pointwise equivalency. We shall prove only the modal case
which should be written as such: w µ •ϕ ⇔ w τ ϕ. Assume that w µ •ϕ.
Hence, there is X ∈ Fw such that for any v ∈ X−1, v µ ϕ. By induction
hypothesis, v τ ϕ. But X−1 ∈ τ , so we can say that there is Z ∈ τ (namely,
Z = X−1) such that w ∈ Z and for any v ∈ Z, v τ ϕ. Thus w τ ϕ.
Now suppose that w τ ϕ. Hence, there is Z ∈ τ such that w ∈ Z and for
any v ∈ Z, v τ ϕ. By induction, v µ ϕ. But there must be X ∈ µ such that
Z = X−1. Thus w ∈ X−1, i. e. X−1 ∈ Fw. This means that w µ •ϕ.

The next theorem is much simpler to prove:
Theorem 6.12. Assume that M ′ = 〈W ′, τ, Vτ 〉 is an sGT -model. Then there
exists pointwise equivalent i.f.s. bGTF -model M = 〈W,µ,F , Vµ〉.
Proof. (sketch) It is easy to check that sGT -model is just a special case of i.f.s.
bGTF -model. We should just identify Fw with the family of all open sets con-
taining w (for each w ∈ W ). It is clear that superset condition holds. Obviously,
Fw 6= ∅. Concerning union partition condition, we may take an arbitrary k ∈ J be-
cause w is in each of its open neighbourhoods. Note that in sGT -frame X = X−1
for any X ⊆ ⋃ τ = W . 
7. Some interesting connections and references
7.1. Extensional abstractions. There are certain connections between our re-
sults and those of Soldano [18]. However, his point of departure is different because
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he started from purely algebraic considerations. His main tools are extensional
abstractions of lattices. As he writes, ”an extensional abstraction is obtained by
considering part of the powerset of W , and closing it by the union operator ∪”.
Using this notion, he formally defines a family of abstract modal logics.
Because of the lack of space, we shall quote only some basic ideas. For reasons
of coherence, the notation has been changed in several aspects.
Soldano introduces two important notions. The first is AI : the set of
⋃
-
irreducible elements of A, where A is an (extensional) abstraction. The second is the
set of minimal abstractions of w, denoted as Am(w) = {X ∈ AI ;w ∈ X and if w ∈
Y ⊂ X then Y /∈ A}. Hence, minimal abstractions of w are the minimal elements
of A containing w.
As for the forcing of modality, Soldano proposes the following definition: w 
ϕ ⇔ there is X ∈ Am(w) such that X ⊆ V (ϕ). At first glance, this definition
is nearly identical with our definition for GTF -models. However, we cannot treat
Am(w) as something identical with Fw. Note that Soldano assumes that for any
X ∈ Am(w), w ∈ X. This is not our way of reasoning: we remain open to
the possibility that w is beyond any set from Fw. In fact, this is crucial for our
considerations. Moreover, Am(w) contains only minimal abstractions.
Soldano defines the class of abstract modal logics as the class of monotonic modal
logics with T and 4 as axioms. He calls abstraction A complete if every world w
has at least one minimal abstraction in AI . The smallest logic for complete ab-
stractions is then MNT4 . Clearly, this system characterizes our strong generalized
topological frames. Soldano does not assume directly that the whole space is ab-
straction (i.e. is open) but this is obvious: if each world is contained in its minimal
open set and generalized topology is closed under set theoretic union, then we can
just sum up all these sets. On the other hand, if we assume that W ∈ µ, then it
does not imply that each world has its minimal open neighbourhood. Hence, in our
sGT -model the fact that w  ϕ does not allow for the conclusion that w  ϕ,
albeit if w  ϕ, then w  ϕ.
7.2. Impossible worlds. We used F in our GTF -models because we wanted to
associate orphaned worlds with topology. However, it is also possible to treat them
as impossible worlds. It requires certain changes in the definitions of frame, model
and forcing of modality.
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Definition 7.1. We define GT -model with impossible worlds ( iGT -model) as
a triple Mµ = 〈Wµ, µ, Vµ〉 such that µ is a generalized topology on Wµ, Vµ is a
function from PV into P (W ) and W = W1 ∪ W2, where W1 =
⋃
µ and W2 =
W \⋃µ.
As for the forcing of modal formulas, we use the following definition (see [15]
and compare [10]):
w  ϕ⇔ there is Ow ∈ µ such that w ∈ Ow and for each v ∈ Ow, v  ϕ
We do not assume that each point is somewhere in
⋃
µ. Hence, if w ∈W2, then
for any ϕ, w 1 ϕ. At the same time, w  ♦ϕ. It fits to the well-known definition
of impossible worlds: everything is possible inside them and nothing is necessary.
Note that we can treat iGT -model as a GTF -model in which Fw = ∅ for any
w ∈W \⋃µ.
Impossible worlds are used mostly to discard axiom N (or rule RN ) without
violation of axiom K (which can be written also as a conjunction of C and M ). If we
assume that our generalized topology is not strong but is closed under intersections,
then our further considerations will be similar to those for the system E4, analysed
in [15]. It has been defined there as KT4 with rule RM .
7.3. Galois connections and interior systems. As for the monotonic system
MT4 , probably it has not been already investigated in the context of impossible
worlds. However, there is an interesting paper by Ja¨rvinen, Kondo and Kortelainen
(see [12]), where we can find structures analogous to our generalized topological
frames. They are named interior systems and are based on the notion of interior
operator . Those authors have shown directly that in general case logic T4 with
RM (i.e. MT4 ) is complete with respect to this semantics (and this semantics is
just like our iGT -frames).
Moreover, they noticed that if the whole universe belongs to the interior system,
then we obtain logic MNT4 . Clearly, this is our system of strong frames. It is
worth to say that their approach was inspired by certain thoughts on the approxi-
mate reasoning and rough sets. They have shown that MT4 can be embedded in
their ”Information Logic of Galois Connections” (ILGC). Just like Soldano, these
authors do not refer 1 to Csa´sza´r and the whole theory of generalized topologies.
We believe that it would be fruitful to connect these two worlds (namely, the world
1Strictly speaking, Soldano refered to Csa´sza´r but only very briefly.
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of rough sets, approximate reasoning or formal concept analysis on the one hand,
and the world of generalized topology on the other).
7.4. Peritopologies. We can also compare our GTF -frames with peritopologies
invented by Ahmet and Terziler in [1]. They describe peritopology as a family of
subsets ”where neighborhoods of a point need not contain that point and some
points might even have an empty neighborhood”. Strictly speaking, they assume
that peritopology on the set W is a family (V(w))w∈W where each V(w) is either
a proper filter on W or the unproper filter, e.g. the whole P (W ). For any w ∈W ,
V ∈ V(w) is called neighbourhood of w. Now let us imagine that µ in our GTF -
frame is closed under (at least finite) intersections and for any v ∈ W \ ⋃µ, Fv
associates v with certain proper filter on
⋃
µ. Now each world in W has its family
of neighbourhoods in the sense of Ahmet and Terziler, so we can consider our
space as peritopological. Those authors investigated various classes of such spaces,
in particular so-called proper spaces (which are strongly complete with respect to
the normal modal logic D characterized by the axiom D ) and Alexandrov spaces
(strongly complete with respect to the logic K).
8. Subintuitionistic approach
It is well-known that open sets can be used to model not only necessity but
also the behaviour of implication. In fact, this is the case of topological semantics
for intuitionistic logic. This line of reasoning can be partially repeated in our
generalized setting. Below we use strong GT -frames for our purposes. Now our
language does not contain . As in the section 4 we denote any set X ∈ µ which
contains w as Xw.
Definition 8.1. We define strong subintuitionistic GT -model ( ssGT -model) as a
triple 〈Wµ, µ, Vµ〉 where 〈W,µ〉 is sGTS and Vµ is a function from PV into P (W ).
Forcing of implication is defined in the following manner:
w µ ϕ→ ψ ⇔ there is Xw ∈ µ such that for each v ∈ X, v 1 ϕ or v  ψ.
Unfortunately, at this moment we do not have complete axiomatization of the
logic induced by these models. However, we have some clues. Clearly, it is a
subintuitionistic system. On the one hand, it contains all axioms and rules from
the system WFN, investigated by de Jongh and Maleki in [13]. WFN is much weaker
than the system F, presented by Corsi in [6]. On the other hand, we have also some
axioms which are not in the original F. It is similar to the modal situation, where
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we had few ”weak” axioms (like M ,T ,N ) and one ”quite strong”, namely 4 .
Modal completeness of sGT - and iGT -frames suggests us that subintuitionistic
completeness is also possible.
Below we show the package which has been already checked by us as true in
ssGT -models. The notion of truth is standard, i.e. we expect that formula should
be accepted in each possible world of each frame. Some authors (see [16]) used
rooted relational models to speak about subintuitionism (and truth meant for them
that given formula is satisfied in a root / base world).
Axioms: From WFN
1) ϕ→ ϕ, 2) ϕ ∧ ψ → ψ, 3) ϕ ∧ ψ → ϕ, 4) ϕ→ (ϕ ∨ ψ), 5) ψ → (ϕ ∨ ψ),
6) ϕ ∧ (γ ∨ ψ)→ (ϕ ∧ γ) ∨ (ϕ ∧ ψ), 7) ⊥ → ϕ
Other (beyond F)
8) ϕ ∧ (ϕ→ ψ)→ ψ, 9) (ϕ→ ψ)→ (γ → (ϕ→ ψ)), 10) ¬¬ϕ
Rules:
11) ϕ→ ψ,ψ → γ ` ϕ→ γ, 12) ϕ,ϕ→ ψ ` ψ, 13) ϕ ` ψ → ϕ,
14) ϕ→ ψ,ψ → γ ` ϕ→ γ, 15) (ϕ→ ψ) ∧ (γ → ψ) ` (ϕ ∨ γ)→ ψ,
16) ϕ,ψ ` ϕ ∧ ψ, 17) ϕ↔ ψ, α↔ β ` (ϕ→ α)↔ (ψ → β)
18) γ → α∨ δ, α∧ γ ∧ β → δ ` (α→ β)→ (γ → δ) [this rule is characteristic for
WFN]
What may be interesting, is to show that certain rules are not accepted when
treated as theorems:
Example 8.2. Axiom (ϕ → ψ) ∧ (ψ → γ) → (ϕ → γ) is not true in ssGT -
models. Let us consider the following model: W = {v, u, s}, µ = {∅, A = {v, u}, B =
{v, s}, {u, v, s}}, V (ϕ) = {u, s}, V (ψ) = {u}, V (γ) = ∅.
Now v  ϕ → ψ because there is A ∈ µv where v 1 ϕ, u  ψ. Moreover,
v  ψ → γ because there is B ∈ µv where v 1 ψ, s 1 ψ. On the other hand,
v 1 ϕ → γ. Indeed, in each X ∈ µv we can find at least one world which satisfies
ϕ but denies γ (in A : u, in B : s).
Example 8.3. Counter-examples for some other axioms:
(1) ϕ→ (ψ → ϕ). Take W = {w, u}, µ = {∅,W}, V (ϕ) = {v}, V (ψ) = {w}.
(2) (ϕ→ ψ)∧(ϕ→ γ)→ (ϕ→ ψ∧γ). Take W = {v, u, s}, µ = {∅, {v, u}, {v, s},W},
V (ϕ) = {s, u}, V (ψ) = {u}, V (γ) = {s}.
(3) (ϕ→ ψ)∧(γ → ψ)→ (ϕ∨γ → ψ). Take W = {v, u, s}, µ = {∅, {v, u}, {v, s},W},
V (ϕ) = {s}, V (γ) = {u}, V (ψ) = ∅.
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9. Further research
Let us recall the fact that there has been already developed the whole theory of
generalized topologies (see [4], [5], [9] or [17]). There are counterparts of well-known
notions and properties (like continuity, connectedness, convergence, separation ax-
ioms, filters or compactness). Undoubtedly, they are waiting for their logical char-
acterization. We have also started to investigate generalized nets and sequences
with the notion of convergence based on the properties of our function F .
Our upcoming research will be focused on: i) relations between our frames and
similar structures presented by other authors mentioned earlier; ii) question of
modal and subintuistionistic completeness of our frames or their subclasses; iii)
logical description of various generalized topological notions.
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