This paper concerns Floer homology for periodic orbits and for a Lagrangian intersection problem on the cotangent bundle T * M of a compact orientable manifold M . The first result is a new L ∞ estimate for the solutions of the Floer equation, which allows to deal with a larger -and more natural -class of Hamiltonians. The second and main result is a new construction of the isomorphism between the Floer homology and the singular homology of the free loop space of M , in the periodic case, or of the based loop space of M , in the Lagrangian intersection problem. The idea for the construction of such an isomorphism is to consider a Hamiltonian which is the Legendre transform of a Lagrangian on T M , and to construct an isomorphism between the Floer complex and the Morse complex of the classical Lagrangian action functional on the space of W 1,2 free or based loops on M .
Under these assumptions, the elements of P(H) generate a chain complex of Abelian groups, the Floer complex {CF * (H), ∂ * (H, J)}. Indeed, (H1) and (H2) easily imply that the set of x ∈ P(H) with A(x) ≤ a is finite for every real a, and we will prove that the set of solutions u : R×T → T * M of the Floer equation ∂ s u − J(t, u)(∂ t u − X H (t, u)) = 0 ∀(s, t) ∈ R × T,
with bounded action A(u(s, ·)) for every s ∈ R, is bounded in L ∞ . The latter statement improves the L ∞ estimates proved by Cieliebak [Cie94] under more restrictive -and not metric independent -assumptions on the Hamiltonian. Essentially, the reason why we get better estimates is that we deal directly with the Cauchy-Riemann operator, instead than differentiating and using the maximum principle for the Laplace operator.
Then the methods of standard Floer theory for compact symplectic manifolds can be applied. Actually, the situation is somehow simpler than the general compact case, because the presence of the Lagrangian foliation given by the fibers of T * M implies that the Conley-Zehnder index µ CZ (x) of every x ∈ P(H) is a well-defined integer, and because the exactness of ω excludes the possible lack of compactness of solutions of (1) coming from the phenomenon of bubbling of J-holomorphic spheres. Therefore, the equation (1) can be successfully seen as the negative gradient equation for the action functional A, and the analogue of Morse theory for such a functional can be developed: if CF k (H) denotes the free Abelian group generated by the elements of P(H) of Conley-Zehnder index k, one constructs a boundary operator
by counting the number of solutions of (1) which connect elements of P(H) with Conley-Zehnder index k to those with index k−1. The isomorphism class of the chain complex {CF * (H), ∂ * (H, J)} -called the Floer complex of (T * M, H, J) -does not depend on the choice of the almost complex structure J. The homology of the Floer complex does not depend on the Hamiltonian H, as long as H satisfies (H1) and (H2) (see [Oh97] for other possible choices, such as the case of compactly supported Hamiltonians). Thus it makes sense to talk about the Floer homology of T * M , which we denote by HF * (T * M ). Unlike the compact case where the homology of the Floer complex is just the singular homology of the underlying symplectic manifold, the homology of the Floer homology of T * M can be fairly complicated. Indeed, Viterbo [Vit95] has shown that it is isomorphic to the singular homology of Λ(M ), the free loop space of M . His proof makes use of generating functions and of Traynor's homology for generating functions [Tra94] . A complete proof is contained in [Vit96] . See also [MO97] , and [MO98] . Actually, in Viterbo's work cohomology is considered, and the use of L ∞ estimates is avoided, by considering the Floer cohomology of the compact symplectic manifold with contact-type boundary {(q, p) ∈ T * M | |p| ≤ r}, and then taking a limit of the Floer groups for r → +∞.
Another beautiful approach to the question of the isomorphism between the Floer homology of T * M and the singular homology of Λ(M ), has been recently proposed by Salamon and Weber [SW03] . Their idea consists in considering a Hamiltonian of the form H(t, q, p) = 1 2 |p| 2 + V (t, q), and almost complex structures which in the horizontal-vertical splitting of T T * M given by some metric have the form
Writing u = (q, p), and making the change of variable s → s/ǫ, the Floer equation (1) becomes
As ǫ tends to 0 one obtains, at least formally, that p = ∂ t q and q solves the heat equation
where s plays the role of time, and t of space. This is a better equation than the Floer equation, because the corresponding Cauchy problem is well-posed in suitable spaces, and one can derive the equivalent of Morse theory for its flow, obtaining a chain complex whose homology can be proved to be isomorphic to the singular homology of Λ(M ). A rigorous formulation of the asymptotics for ǫ going to 0 then shows that for any a ∈ R there is some small ǫ for which the Floer subcomplex given by solutions of action not exceeding a is isomorphic to the corresponding subcomplex of the heat flow equation, just because there is a one-to-one correspondence between the relevant solutions of the corresponding PDE's. A limit for a → +∞ then allows to conclude.
The aim of this paper is to present a third construction of the isomorphism between the Floer homology of T * M and the singular homology of Λ(M ). Taking advantage of the freedom in the choice of the Hamiltonian, provided that it satisfies (H1) and (H2), we choose H to be the Legendre transform of a Lagrangian function L : T × T M → R, which is assumed to be strongly convex on the fibers T q M : and for each (t, q, p) the above maximum is achieved at a unique point v(t, q, p). The Legendre transform (t, q, p) → (t, q, v(t, q, p)) establishes a one-to-one correspondence (q, p) → (q,q) between the solutions of the first order Hamiltonian system on T * M given by H, and the solutions of the second order Lagrangian system on M given by L, which can be written in local coordinates as d dt ∂ v L(t, q(t),q(t)) = ∂ q L(t, q(t),q(t)).
In the latter formulation, the set of 1-periodic solutions -denoted by P(L) -is the set of critical points of the Lagrangian action functional
L(t, q(t),q(t)) dt
on the space of smooth loops on M . Developing Morse theory for E is considerably simpler than developing it for A. Indeed, E is smooth on the Hilbert manifold Λ 1 (M ), the space of loops on M of Sobolev class W 1,2 , satisfies the Palais-Smale condition (as proved by Benci [Ben86] ), and is bounded below. Moreover, classical results by Duistermaat [Dui76] show that the Morse index m(q) of every q ∈ P(L) coincides with the Conley-Zehnder index µ CZ (x) of the corresponding solution x ∈ P(H) (which is therefore always non-negative in the case of Hamiltonians which are strictly convex in the p variables). The finiteness of the indices, the Palais-Smale condition, and the lower bound on E make it possible to apply infinite dimensional Morse theory as developed by Palais [Pal63] . Actually, it is convenient to use also here the Morse complex approach: if we denote by CM k (E) the free Abelian group generated by the critical points of E of Morse index k, we obtain a boundary homomorphism
by introducing a Morse-Smale Riemannian metric g on Λ 1 (M ) and by counting the solutions of the corresponding negative gradient equation
for every x ∈ P(H) and q ∈ P(L) corresponding to the same periodic solution. Indeed, (5) implies that M + (q, x) = ∅ if E(q) ≤ A(x), unless q and x correspond to the same periodic solution, in which case M + (q, x) consists just of the stationary solution (γ(s) = q, u(s, t) = x(t)). Such a solution is a regular one (in the sense of transversality theory) because of (6). We conclude that, if we order the generators of CM k (E) and CF k (H) by increasing action, the homomorphism Θ k is given by a square matrix which is lower triangular and has ±1 on each diagonal entry. Hence Θ is an isomorphism.
Notice that we cannot construct an isomorphism CF * (H) → CM * (E) starting from moduli spaces of solutions analogue to M + (q, x). Indeed, we would not obtain a Fredholm problem, and we would not dispose of action estimates guaranteeing the compactness property.
In the proof sketched above, we are coupling Floer theory for A with Morse theory for E on Λ 1 (M ). We should however stress the fact that it is not essential that on the Morse side we have a W 1,2 negative gradient flow: another Morse-Smale flow, having E as a Lyapunov function would suffice. The W 1,2 option is the obvious one, and it makes particularly easy the step from the Morse complex to the singular homology of the loop space, but one could try other possibilities. For instance, one may couple Floer theory with the heat flow equation (3), avoiding all the analysis on the behavior of the solutions of the Floer equation (2) as ǫ tends to 0.
A similar construction works for the fixed ends case: given q 0 , q 1 ∈ M , we look at solutions q of the Lagrangian system such that q(0) = q 0 , q(1) = q 1 . On the Hamiltonian side, this means that we are looking at solutions x such that x(0) ∈ T * q0 M and x(1) ∈ T * q1 M . The Floer equation is the same as (1), but this time u is defined on the strip R × [0, 1], with boundary conditions u(s, 0) ∈ T * q0 M , u(s, 1) ∈ T * q1 M , for every s ∈ R. Again, one finds a Floer complex and a Morse complex, the latter one being associated to the Lagrangian action functional E on Ω 1 (M, q 0 , q 1 ), the Hilbert manifold of W 1,2 curves [0, 1] → M connecting q 0 to q 1 . Such a manifold is homotopically equivalent to Ω(M ), the based loop space of M , hence we obtain that the Floer homology of the fixed ends problem is isomorphic to the singular homology of Ω(M ).
We wish to emphasize the fact that the assumption that the manifold M should be orientable is made only to have some technical simplifications -mainly in the choice of suitable preferred symplectic trivializations of the tangent bundle of T * M along the solutions of the Hamiltonian system -but it could be easily dropped.
In a forthcoming paper we will prove that the isomorphism defined here from the Floer homology of T * M -in the periodic cases -to the singular homology of the free loop space of M is actually a ring isomorphism: it relates the pair-of-pants product in Floer homology to the Chas-Sullivan loop product on the singular homology of Λ(M ). In the fixed ends problem, this isomorphism relates the Y product (the analogue of the pair-of-pants product with strips) in Floer homology to the classical Pontrjagin product on the singular homology of Ω(M ). Let M be a connected compact orientable smooth manifold of dimension n. Points in the cotangent bundle T * M will be denoted by (q, p), with q ∈ M , p ∈ T * q M , and τ * : T * M → M will denote the standard projection. The cotangent bundle T * M carries the following canonical structures: the Liouville 1-form θ and the Liouville vector field η, which are defined by
and the symplectic structure ω = dθ. In local coordinates (q, p) of T * M we have θ local = p dq, η local = p ∂ ∂p , ω local = dp ∧ dq.
is a Lagrangian subspace of (T x T * M, ω x ). A 1-periodic Hamiltonian H, i.e. a smooth function H : T × T * M → R, T = R/Z, determines a 1-periodic vector field, the Hamiltonian vector field X H defined by
In local coordinates, the Hamiltonian equatioṅ
takes the classical physical form q = ∂ p H(t, q, p), p = −∂ q H(t, q, p).
The integral flow of the vector field X H will be denoted by φ t H . We will be interested in the set P Λ (H) of 1-periodic solutions of (7), and in the set P Ω (H) of solutions x : [0, 1] → T * M of (7) such that x(0) ∈ T * q0 M and x(1) ∈ T * q1 M , for two fixed points 1 q 0 , q 1 ∈ M . In each of these cases 2 we shall make one of the following non-degeneracy assumptions:
(H0) Λ every solution x ∈ P Λ (H) is non-degenerate, meaning that 1 is not an eigenvalue of Dφ
The above conditions imply that the set {x(0) | x ∈ P(H)} is discrete in T * M . [SZ92, Web02] ). It is worth remarking that if H satisfies the additional condition
The Maslov index
Let R 2n = T * R n = R n × R n be endowed with its standard Euclidean product, with its standard symplectic structure ω 0 = dp ∧ dq, (q, p) ∈ R n × R n , and with its standard complex structure
We denote by Sp(2n) the group of symplectic automorphisms of (R 2n , ω 0 ), by L(n) the space of Lagrangian subspaces of (R 2n , ω 0 ), and by λ 0 the vertical Lagrangian subspace λ 0 = (0) × R n . We recall that the Conley-Zehnder index assigns an integer µ CZ (γ) to every path of symplectic automorphisms γ belonging to the space γ ∈ C 0 ([0, 1], Sp(2n)) | γ(0) = I and 1 is not an eigenvalue of γ(1) .
See [SZ92] , section 3. For future reference, we recall that the Conley-Zehnder indices of the paths
, with α ∈ R \ {0}, γ 2 (t) = e tθJ0 , with θ ∈ R \ 2πZ, are the integers
A related notion is the relative Maslov index of a pair of Lagrangian paths, which assigns a halfinteger µ(λ 1 , λ 2 ) to every pair of continuous paths
. For future reference, we recall that if n = 1 and γ(t) = e tθJ0 , with θ ∈ R \ πZ, there holds
Lemma 1.1 (i) Assume that M is orientable, and let x ∈ P Λ (H). Then the symplectic vector bundle x * (T T * M ) admits a symplectic trivialization
(ii) Let x ∈ P Ω (H). Then the symplectic vector bundle
Proof. (i) Since M is orientable, the vector bundle
be a trivialization, and let J be a ω-compatible complex structure on x * (T T * M ) (meaning that ω(·, J·) is an inner product on x * (T T * M )). Then
and the trivialization
is symplectic (actually unitary) and maps λ 0 into the vertical subbundle.
(ii) Starting from the fact that the vector bundle x * (T v T * M ) is trivial because [0, 1] is contractible, the construction is identical to the one shown in (i).
2 Let x ∈ P Λ (H). We can use the symplectic trivialization Φ provided by the above lemma to transform the differential of the Hamiltonian flow along x into a path in Sp(2n),
which belongs to the space (8), thanks to (H0) Λ .
Similarly if x ∈ P Ω (H), the symplectic trivialization Φ provided by the above lemma produces the path in L(n),
such that λ Φ (0) = λ 0 and λ Φ (1) ∩ λ 0 = (0), thanks to (H0) Ω . Denote by Sp(2n, λ 0 ) the subgroup of the symplectic group consisting of those automorphisms which preserve the vertical Lagrangian subspace λ 0 :
It is easily seen that Sp(2n, λ 0 ) is continuously retractable onto its closed subgroup
on which the determinant map det : U (n) → S 1 takes the values ±1. It follows that Sp(2n, λ 0 ) and Sp(2n, λ 0 ) ∩ U (n) have two connected components, and that the inclusions
induce the zero homomorphism between fundamental groups. Lemma 1.2 (i) If x ∈ P Λ (H), the Conley-Zehnder µ CZ (γ Φ ) does not depend on the symplectic trivialization Φ satisfying (11).
(ii) If x ∈ P Ω (H), the relative Maslov index µ(λ Φ , λ 0 ) does not depend on the symplectic trivialization Φ satisfying (12).
Proof. Let x ∈ P Λ (H) and let Φ, Ψ be two symplectic trivializations satisfying (11). Then
Since the inclusion Sp(2n, λ 0 ) ֒→ Sp(2n) induces the zero homomorphism between fundamental groups, α(0)γ Φ α(0) −1 and γ Ψ are homotopic by a homotopy which fixes the end-points. The homotopy and the naturality property of the Conley-Zehnder index imply that µ CZ (γ Φ ) = µ CZ (γ Ψ ).
Now let x ∈ P Ω (H) and let Φ, Ψ be two symplectic trivializations satisfying (12). Then
for some α : [0, 1] → Sp(2n, λ 0 ), and by the naturality of the relative Maslov index,
The above lemma allows us to give the following:
Indeed, since λ Φ (0)λ 0 = λ 0 and λ Φ (1) ∩ λ 0 = (0), the number µ(λ Φ , λ 0 ) − n/2 is an integer (see [RS93] , Corollary 4.12). 
is smooth on Λ 1 (T * M ) and on Ω 1 (T * M, q 0 , q 1 ). The differential of A on both manifolds takes the form
so the critical points of A| Λ 1 are the elements of P Λ (H), while the critical points of A| Ω 1 are the elements of P Ω (H). However, variational methods using the gradient flow of A with respect to some metric compatible with the W 1,2 topology are not suitable for classifying the critical points of A, because the Morse index of every critical point is infinite, and because of lack of compactness (the Palais-Smale condition would not hold, but see [Hof85] for a possible approach in this direction). It was Floer's idea to overcome these difficulties by studying the L 2 -gradient equation for A. More precisely, let J be a smooth almost complex structure on T * M , 1-periodic in the time variable t, and compatible with ω, meaning that
is a loop of Riemannian metrics on T * M . We can rewrite (13) as
and we will denote by ∇ J A the gradient of A with respect to the L 2 inner product given by the periodic metric ·, · Jt , namely
We will be interested in the negative gradient equation, that is in the Cauchy-Riemann type PDE
where
Given x − , x + ∈ P(H), we will denote by M(x − , x + ) = M(x − , x + ; H, J) the set of all solutions of (14,15) such that lim s→±∞ u(s, t) = x ± (t) uniformly in t.
As usual, we shall add the subscript Λ or Ω when we wish to distinguish between the periodic and the fixed-ends problem. The elements of P(H) are the stationary solutions of (14,15), and A is strictly decreasing on all the other solutions. So M(x, x) contains only the element x, and
Clearly, M Λ (x − , x + ) = ∅ implies that the loops x − and x + are homotopic, which is equivalent to saying that their projections onto M , τ * •x − and τ * •x + , are homotopic. Similarly, M Ω (x − , x + ) = ∅ implies that the paths x − and x + are homotopic within the space of paths having end-points on T * q0 M and on T * q1 M , which is equivalent to saying that their projections onto M are homotopic with fixed end-points.
We conclude this section by describing the standard functional setting which allows to see M(x − , x + ) as the set of zeros of a smooth section of a Banach bundle. Let us fix a number r > 2, and recall that the maps on two-dimensional domains of Sobolev class W 1,r are Hölder continuous. Fix two solutions x − , x + ∈ P(H), which are homotopic in the sense explained above. In the Λ case, we define B Λ = B Λ (x − , x + ) as the set of all maps u : R × T → T * M of Sobolev class W 1,r loc such that there is s 0 ≥ 0 for which
where ζ − and ζ
Here exp denotes the exponential map with respect to some metric on T * M , and the space of W 1,r sections is also defined in terms of this metric. Then B Λ can be given the structure of a smooth Banach manifold, and the tangent space at u ∈ B Λ is identified with the space of 
is the set of zeros of the smooth section
Indeed, standard elliptic regularity results imply that the zeros of the above section are smooth maps. Moreover, the non-degeneracy assumption (H0) guarantees that u(s, t) → x ± (t) and ∂ s u(s, t) → 0 for s → ±∞ exponentially fast, uniformly in t (see e.g. [Sch95, Sal99] ).
Denote by R the extended real line R ∪ {−∞, +∞}, with the differentiable structure induced by the bijection [ 
, which we shall also denote by u.
, and let
Then there exists a smooth unitary trivialization
, and such that the isomorphisms 
Proof. (i) By the same construction used in the proof of Lemma 1.1, we can find a smooth unitary trivialization Ψ :
Since the inclusion Sp(2n, λ 0 ) ∩ U (n) ֒→ U (n) induces the zero homomorphism between fundamental groups, and since Sp(2n) is connected, we can find a homotopy
such that α(±∞, t) = α ± (t) for every t ∈ T. Then the unitary trivialization
has the required asymptotics.
(ii) By the same construction used in the proof of Lemma 1.1, we can find a smooth unitary trivialization Ψ :
Since the isomorphisms Φ ± (t)| λ0 are both orientation preserving, the paths
take values into the same connected component of Sp(2n, λ 0 ) ∩ U (n). Therefore we can find a homotopy
maps λ 0 into the vertical subbundle, and has the required asymptotics. 2
We denote by W 1,r λ0 the Sobolev space of R 2n -valued maps v taking values in λ 0 on the boundary:
, and let Φ be a trivialization of u * (T T * M ) as in the lemma above. Then Φ defines a conjugacy between the fiberwise derivative of the section
and a bounded operator
of the form
Here S is a smooth family of endomorphisms of R 2n -1-periodic in t in the Λ case -such that the limits
are symmetric. Moreover, the solution of
is easily seen to be γ
. Finally, the requirements of Lemma 1.3 guarantee that Φ(±∞, ·) are symplectic trivializations of x ± * (T T * M ) satisfying (11) (resp. (12)). The following theorem is then an immediate consequence of Theorem 7.42 and Remarks 7.44, 7.46 in [RS95] (together with the estimates of Lemma 2.4 in [Sal99] to deal with the case r > 2, see also [Sch95] ):
.
Coherent orientations
The aim of this section is to show how the manifolds M(x − , x + ) can be oriented in a way which is coherent with gluing. The construction is a particular case of the procedure described in [FH93] for an arbitrary symplectic manifold. However, since the fact that we are dealing with the cotangent bundle of an oriented manifold allows some slight simplifications, we carry out the construction explicitly.
If E and F are real Banach spaces, Fred(E, F ) will denote the space of Fredholm linear operators from E to F , endowed with the operator norm topology. It is a Banach manifold, being an open subset of the Banach space of all linear continuous operators from E to F . The manifold Fred(E, F ) is the base space of a smooth real line bundle, the determinant bundle Det(Fred(E, F )), with fibers
where Λ max (V ) denotes the exterior algebra of top degree of the real finite dimensional vector space V . See [Qui85] for the construction of the smooth bundle structure 3 of Det(Fred(E, F )). Two isomorphisms Φ : E ∼ = E ′ and Ψ :
is a closed finite codimensional linear subspace and A ∈ Fred(E, F ), the restriction A| E0 belongs to Fred(E 0 , F ), and the exact sequence
Fix some r > 1. Let Σ Λ be the set of operators
with S ∈ C 0 (R × T, gl(2n)) such that S(±∞, t) are symmetric for every t ∈ T, and the paths of symplectic matrices γ − S and γ
Similarly, Σ Ω will denote the set of operators
of the form (19), where
symmetric, is such that the paths of symplectic matrices γ − S and γ
They are Fredholm operators of index
The paths of symmetric matrices S(±∞, ·) satisfying (20) (resp. (21)) will be called simply nondegenerate paths. As usual, we shall omit the subscript Λ or Ω when we wish to consider both situations at the same time.
The determinant bundle over Fred(W 1,r , L r ) restricts to a line bundle over Σ, which is nontrivial on some connected components of Σ. Actually, the determinant bundle may be non-trivial on such simple sets as
for fixed D S ∈ Σ. Indeed, if n is even we can find a path α : [0, 1] → Sp(2n, λ 0 ) ∩ U (n) such that α(0) = I and α(1) = −I, and it is easy to show (see Theorem 2 of [FH93] ) that the restriction of the determinant bundle to the loop
is trivial if and only if ind D S,Λ is even. However, the determinant bundle becomes trivial when we fix the asymptotics: if S + and
) are non-degenerate paths, we can consider the subset of Σ,
consisting of those operators having fixed asymptotics. The set Σ(
, Proposition 7), so the determinant bundle restricts to a trivial bundle on it, which we denote by Det(Σ(S − , S + )). Two orientations o(S 1 , S 2 ) and o(S 2 , S 3 ) of Det(Σ(S 1 , S 2 )) and Det(Σ(S 2 , S 3 )), respectively, induce in a canonical way an orientation
of Det(Σ(S 1 , S 3 )) (see [FH93] , section 3). Such an orientation is associative, meaning that
for each triplet (S 1 , S 2 , S 3 ) of non-degenerate paths. The existence of coherent orientations for Σ Λ is established in [FH93] , Theorem 12. The construction for Σ Ω is identical.
Let us fix unitary trivializations Φ
In the Ω case we also require the isomorphisms Φ x (t)| λ0 to be orientation preserving. Correspondingly, we obtain the non-degenerate path
. Let us fix also a coherent orientation for Σ. We shall see that these data determine an orientation of
the determinant of the fiberwise derivative of the section ∂ J,H :
. By Lemma 1.3, we can find a smooth unitary trivialization Φ u of u * (T T * M ) agreeing with Φ x − and Φ x + for s = −∞ and s = +∞, respectively. In the Ω case we also require that
Changing the trivialization Φ u by another one with the same asymptotics changes D S by a unitary conjugacy ΨD S Ψ −1 , where
) is the identity for s = ±∞, so Lemma 13 in [FH93] implies that the orientation of Det(D f ∂ J,H (u)) does not depend on the choice of Φ u .
Such an orientation varies continuously with u, so if the section ∂ J,H :
is a finite dimensional manifold and
to be +1 if the R-action is orientation preserving on the connected component of M(x − , x + ) containing u, −1 in the opposite case. [FH93] . The use of a coherent orientation for T T * M → T * M would allow to drop the orientability assumption on M .
Remark 1.4 In our construction, the orientations of moduli spaces of solutions of the Floer equation depend on the choice of suitable trivializations of
x * (T T * M ), for every x ∈ P(H),
L ∞ estimates
In order to have L ∞ bounds on the set of solutions of (14,15) with bounded action, further assumptions on the Hamiltonian H and on the almost complex structure J are needed. Let us fix a metric ·, · on M . We shall denote by the same symbol the induced metric on T M and on T * M , and by ∇ the corresponding Levi-Civita covariant derivation. All the L r and Sobolev norms we will use refer to this metric. This metric determines an isometry T M → T * M , and a direct summand of the vertical bundle T v T * M , the horizontal bundle T h T * M , together with isomorphisms
There is a preferred ω-compatible almost complex structure J on T * M , which in the above splitting has the form
The Liouville and the Hamiltonian vector field can be written as
where ∇ q and ∇ p denote the horizontal and the vertical components of the covariant derivative. We shall make the following assumptions:
(H1) there exist h 0 > 0 and h 1 ≥ 0 such that
(H2) there exists h 2 ≥ 0 such that
Condition (H1) is a condition of quadratic growth at infinity: thanks to the compactness of M , it easily implies the estimate
for a suitable constant h 3 . Both conditions (H1) and (H2) do not depend on the choice of the metric on M . In particular, condition (H2) is weaker than the corresponding growth condition appearing in [Cie94] . Physical Hamiltonians of the form
satisfy (H1) and (H2), provided that the symmetric tensor T * T is everywhere positive. Condition (H2) implies the estimate
for a suitable constant h 4 . Here is a first important consequence of assumptions (H1) and (H2):
Lemma 1.5 Assume that H satisfies (H0), (H1), and (H2)
. Then for every a ∈ R, the set of solutions x ∈ P(H) such that A(x) ≤ a is finite.
from which we conclude that P(H) ∩ {A ≤ a} is bounded in W 1,1 , hence in L ∞ . In particular, the set {x(0) | x ∈ P(H), A(x) ≤ a} is pre-compact in T * M , and being discrete by (H0), it must be finite.
2
We shall prove that if H satisfies (H1), (H2), and J is close to J, then the solutions of (14,15) with bounded action are uniformly bounded in L ∞ . We shall need the following interpolation inequality:
Proof. This is an easy consequence of the interpolation inequality (see [Maz85] , section 1.4.7)
Indeed, if ϕ ∈ W 1,2 (R×]0, 1[), by reflection along the lines R × {0}, and R × {1} we obtain a functionφ
and the conclusion follows from the inequalities
and
The main step to prove the L ∞ estimates is provided by the following:
Lemma 1.7 Assume that H satisfies (H1), (H2), and that the t-dependent
For every pair of real numbers a 1 , a 2 there exists a number c such that for every
and such that a 1 ≤ A(u(s, ·)) ≤ a 2 for every s ∈ R (resp. s ∈ [0, +∞[), there holds
Proof. We shall denote by U the set of solutions
Notice that in the case of u defined on the half-strip, our assumptions imply that u(0, ·) ∈ W 1−1/r,r (]0, 1[, T * M ) (see [Ada75] section 7.56), from which it easily follows that the function s → A(u(s, ·)) is continuous on [0, +∞[.
Indeed, since u solves (25),
Then by (H1) and by the fact that |η(q, p)| = |p|,
and integrating over [0, 1] we find
Indeed, by (23),
which can be estimated by Claim 2 by
Then the same is true a fortiori for the L ∞ norm of p(s, ·).
Claim 4. For every δ > 0 there is a number m(δ) with the following property: for every u = (q, p) ∈ U there exists a subset S δ (u) of R (resp. of [0, +∞[) which has non-empty intersection with any closed interval I ⊂ R (resp. I ⊂ [0, +∞[) of length δ, and such that
Indeed, for every
because of Claim 1. Then Claim 3 implies Claim 4 with
Given u = (q, p) ∈ U and s ∈ R (resp. s ∈ [0, +∞[), let s 0 be an element of S 1 (u) such that |s − s 0 | ≤ 1 (see Claim 4). Then by (26),
, and using also Claim 2 we get
so it is enough to estimate the L 2 norm of ∇p. By (23),
for a suitable constant b 1 . Integrating this inequality over ]s 0 , s 1 [×]0, 1[ and using Claim 1 we get
Let δ be a positive number, to be fixed later, and let S δ (u) be the δ-dense subset of R (resp. of [0, +∞[) provided by Claim 4. Let s 1 ∈ S δ (u), and set s 0 = s 1 − δ (resp. s 0 = max{s 1 − δ, 0}). The real valued function (|p(s, t)| − m(δ)) + vanishes for s = s 1 , so by reflection along the line {s 0 } × R we obtain the function
which belongs to ∈ W 1,2 (R×]0, 1[) and satisfies
Since (a + b)
The interpolation estimate of Lemma 1.6 then implies
By (28) and Claim 5,
So (30) and (31) imply
Therefore, by (27),
Hence, if we choose δ to be 1/(32b 1 Cc 2 4 ), the above inequality implies
We have proved that the square of the L 2 norm of ∇p on the set I 0 × T is bounded by b 2 , if I 0 ⊂ R (resp. I 0 ⊂ [0, +∞[) is an interval with the right-hand point in S δ (u) and length at most δ. Since any bounded interval I ⊂ R (resp. I ⊂ [0, +∞[) can be covered by at most ⌈1/δ⌉|I| such intervals, we conclude that ∇p
We recall that λ 0 denotes the Lagrangian subspace (0) × R n in the symplectic vector space R n ×R n , and that W 1,r λ0 denotes the Sobolev space of functions taking values in λ 0 on the boundary:
We recall the following consequences of the Calderon-Zygmund inequalities for the Cauchy-Riemann operator: 
Indeed, the above result easily follows from the Calderon-Zygmund estimate
which holds for every smooth function ϕ : R 2 → C with compact support (see e.g. [HZ94] or [MS04] , Appendix B), together with a reflection argument.
It will be useful to view M as a submanifold of R N , for some large N , by means of an isometric embedding M ֒→ R N , as given by Nash's theorem. Such an embedding induces also isometric embeddings of T M and T * M into R 2N , and it is easy to see that J is the restriction of J 0 .
Theorem 1.9 Assume that H satisfies (H1), (H2).
Then there exists a number j 0 > 0 such that, if the t-dependent 1-periodic almost complex structure J on T * M satisfies J − J ∞ < j 0 , then for every a 1 , a 2 , ∈ R there holds:
Furthermore, if r > 2 there exists j 1 = j 1 (r) such that if J − J ∞ < j 1 then for every a 1 , a 2 , a 3 ∈ R there holds:
Proof. Using the above mentioned embedding, equation (32) can be written as
Let
Proof of (i) and (ii). Let u = (q, p) be a solution meeting the requirements of (i) or (ii). Let r > 2, k ∈ Z and letq(t) = tq 1
-in which case we also have v(s, 0) = v(s, 1) = 0 for every s ∈ R. Moreover v has compact support, so by Proposition 1.8
where d = max {|z| | z ∈ M } and C r = C r (R × T) (resp. C r = C r (R×]0, 1[)). If J − J < 1 both J ∞ and J −1 ∞ are bounded, so Lemma 1.7 implies
where S r is the norm of the linear embedding In the case (iii) we can assumeq to be 1-periodic in t, while in the case (iv) we can assume that q(s, 0) = q 0 ,q(s, 1) = q 1 , for every s ∈ [0, 1]. The map w(s, t) = χ(s)(q(s, t) −q(s, t), p(s, t)) 
Indeed, solutions of (14) on R × T with bounded action have uniform gradient bounds, because otherwise a bubbling-off argument would produce a J-holomorphic sphere in T * M , which cannot exist because ω is exact. Solutions of (14) on R × [0, 1] taking values in T * q0 M for s = 0 and in T * q1 M for s = 1, and having bounded action also have uniform gradient bounds: in this case the bubbling-off argument could also produce a J-holomorphic disc with boundary in either T * q0 M or T * q1 M , which cannot exist because the Liouville form θ vanishes on the vertical subspaces.
Then elliptic bootstrap produces bounds on the derivatives of every order. See for instance [Flo88] or [Sal90] for more details.
Remark 1.5 Notice that all the results of this section hold also by replacing (H2) with the weaker condition (23), which could therefore replace (H2) in the whole paper. However, condition (23) is somehow unsatisfactory because it depends on the choice of the metric on M .

Remark 1.6 Besides the conditions on H, the L ∞ estimates for the Floer equation require that J belongs to a suitable neighborhood of the set of almost complex structures on T * M produced by metrics on M . It would be interesting to have a better description of a set of ω-compatible almost complex structures for which the L
∞ estimates hold.
Transversality
Let J = J ( ·, · ) be the set of all t-dependent 1-periodic smooth ω-compatible almost complex structures on
makes J a complete metric space. Here dist C ∞ loc is the usual distance
, where
inducing the C ∞ loc topology. We denote by J reg = J reg (H) the subset of J consisting of those almost complex structures J for which the section
is transverse to the zero-section, for every x − , x + ∈ P(H). We recall that a subset of a topological space is called residual if it contains a countable intersection of open and dense sets. Baire theorem states that a residual subset of a complete metric space is dense. The proof of the following result is absolutely standard (see [FHS96] ): Theorem 1.11 The set J reg (H) is residual in J .
The Floer complex
Let H be a Hamiltonian on T × T * M satisfying (H0), (H1), and (H2). Denote by CF Λ,k (H) (resp. CF Ω,k (H)) the free Abelian group generated by the elements x of P Λ (H) (resp. P Ω (H)) with Maslov index µ Λ (x) = k (resp. µ Ω (x) = k). Notice that these groups need not be finitely generated. Since the discussion will present no differences in the Λ and in the Ω case, we will omit the subscripts and deal with both situations at the same time.
Let j 0 be the positive number given by Theorem 1.9. By Theorem 1.11, the set
is non-empty. Let us fix some J ∈ J j0,reg (H). If x, y ∈ P(H) have index difference µ(x) − µ(y) = 1, Theorem 1.4 and transversality imply that M(x, y) is a one-dimensional manifold. The compactness stated in Theorem 1.10 and transversality imply that M(x, y) consists of finitely many lines. Then we can define the integer n(x, y) to be
the numbers ǫ([u]) ∈ {−1, +1} having been defined in section 1.4. The homomorphism
is defined in terms of the generators by
n(x, y)y, ∀x ∈ P(H), µ(x) = k.
Indeed, the above sum contains finitely many terms thanks to (16) and Lemma 1.5. A standard gluing argument shows that ∂ k−1 • ∂ k = 0, so {CF * (H), ∂ * (H, J)} is a complex of free Abelian groups, called the Floer complex of (H, J). The homology of such a complex is called the Floer homology of (H, J):
The Floer complex splits into subcomplexes, one for each conjugacy class of π 1 (M ) in the Λ case, one for each element of π 1 (M ) in the Ω case. Moreover, the Floer complex has an R-filtration defined by the action functional: if CF a k (H) denotes the subgroup of CF k (H) generated by the x ∈ P(H) such that A(x) < a, the boundary operator ∂ k maps CF a k (H) into CF a k−1 (H), so {CF a * (H), ∂ * (H, J)} is a subcomplex. By Lemma 1.5, such a subcomplex is finitely generated. Changing the orientation data (namely, the preferred unitary trivializations of x * (T T * M ), for x ∈ P(H), and the coherent orientation for Σ), we obtain an isomorphic chain complex, the isomorphism being of the special form
where σ(x) ∈ {−1, +1}. What is less trivial is that a different choice of the almost complex structure J -an operation which changes the Floer equation, and thus its solution spaces -produces isomorphic Floer complexes, as the next result shows:
there is an isomorphism of complexes
n 01 (x, y)y, such that n 01 (x, x) = 1 and n 01 (x, y) = 0 if A(x) ≤ A(y) and x = y, or if x and y are not homotopic. Such an isomorphism is uniquely defined up to chain homotopy. If J 2 is a third element of J j0,reg (H), the isomorphisms φ 12 • φ 01 and φ 02 are chain homotopic.
In particular, the isomorphism φ 01 preserves the R-filtration, and it is compatible with the splitting of the Floer complex determined by the structure of π 1 (M ). The above result is due to Cornea and Ranicki, [CR03] (in the case of Floer homology for a class of compact symplectic manifolds). Here we just sketch the proof.
Proof. Using the fact that the space J j0 , the ball of J centered in J of radius j 0 , is contractible, one can find a homotopy (J s ) s∈R in J j0 such that J s = J 0 for s ≤ 0 and J s = J 1 for s ≥ 1, such that counting solutions of
between x, y ∈ P(H) of the same Maslov index, defines a chain map
Js,t dt, so the only solutions of (37) connecting a curve x with a curve y with A(y) ≥ A(x) are the stationary ones. Therefore the coefficients n 01 (x, y) satisfy the required assumptions. This means that, if we order the elements of P(H) -the generators of CF * (H) -by increasing action, φ 01 is represented by a lower triangular matrix with diagonal entries equal 1, so it is an isomorphism. The other statements can be proved by introducing a homotopy of homotopies. 2 Therefore, we can consider the Floer homology HF * (H) = HF * (H, J) as independent from J. A different choice of the Hamiltonian, instead, produces chain homotopic complexes: Proposition 1.13 Let H 0 , H 1 be Hamiltonians on T × T * M satisfying (H0), (H1), and (H2), and let J ∈ J j0,reg (H 0 ) ∩ J j0,reg (H 1 ). Then there is a homotopy equivalence
uniquely determined up to chain homotopy. If moreover H 2 is a third Hamiltonian satisfying the same conditions, and such that J ∈ J j0,reg (H 2 ), then the chain maps ψ 12 • ψ 01 and ψ 02 are chain homotopic.
In particular, HF * (H 0 ) ∼ = HF * (H 1 ). The proof is carried out using the standard homotopy argument from Floer theory. Indeed, the space of Hamiltonians satisfying (H1) and (H2) is contractible, so one can consider a homotopy (H s ) s∈R , and define a chain map by considering solutions of the equation
for which the compactness results of section 1.5 are still valid.
2 The Morse complex of the Lagrangian action functional
Lagrangian dynamical systems
Let M be a connected compact smooth manifold, the configuration space of a Lagrangian dynamical system, assumed to be one-periodic in time. Points in the tangent bundle T M will be denoted by (q, v), with q ∈ M , v ∈ T q M . We will denote by τ : T M → M the standard projection, and by
will be a smooth function satisfying:
for every (t, q, v) ∈ T × T M .
Here we have fixed a Riemannian metric ·, · on M , with corresponding norm | · |, and ∇ vv , ∇ qv , ∇denote the components of the Hessian in the splitting of T T M into the vertical and horizontal part, given by the corresponding Levi-Civita connection. It is easily seen that the above conditions do not depend on the choice of the Riemannian metric. Physical Lagrangians of the form
satisfy conditions (L1) and (L2), provided that the symmetric tensor T * T is everywhere positive. The strong convexity assumption 4 (L1) implies that L defines a smooth vector field Y L on T M . Indeed, we can define a 1-periodic Hamiltonian on T * M by means of the Legendre transform (see for instance [Mañ91] ):
where the map v is a component of the fiber-preserving diffeomorphism
the inverse of
Actually,
The Hamiltonian H and the canonical symplectic form ω on T * M define the 1-periodic Hamiltonian vector field X H on T * M , and Y L is defined to be the pull-back of X H by the diffeomorphism L L . Equivalently, Y L is the 1-periodic Hamiltonian vector field on T M determined by the symplectic form L * L ω and by the Hamiltonian H • L L . 
Remark 2.1 Notice that if the Lagrangian has the form
Here ∇ t denotes the covariant derivation along q, and ∇ v , ∇ q denote the vertical and the horizontal part of the gradient of L.
We will be interested in the set P Λ (L) of 1-periodic solutions of (40), and in the set P Ω (L, q 0 , q 1 ) of solutions q : [0, 1] → M of (40) such that q(0) = q 0 and q(1) = q 1 , for two fixed points q 0 , q 1 ∈ M . In each of these cases we shall make one of the following non-degeneracy assumptions: These conditions can be stated in an equivalent way in terms of the Jacobi vector fields along the solution q: (L0) Λ requires that there are no 1-periodic Jacobi vector fields, while (L0) Ω requires that there are no Jacobi vector fields vanishing for t = 0 and for t = 1.
The Legendre transform L L provides us with a one-to-one correspondence between the set of solutions P Λ (L) (resp. P Ω (L)) of the Lagrangian system and the set of solutions P Λ (H) (resp. P Ω (H)) of the Hamiltonian system. The non-degeneracy condition (L0) is equivalent to its counterpart (H0).
The variational setting
Denote by Λ 1 (M ) the space of all loops q : T × M of Sobolev class W 1,2 , and by Ω 1 (M, q 0 , q 1 ) the space of all paths q : [0, 1] → M of Sobolev class W 1,2 such that q(0) = q 0 and q(1) = q 1 . These spaces have Hilbert manifold structures (see [Kli82] for this and for the other results cited in this section). The tangent space of Λ 1 (M ) at q is identified with the space of 1-periodic W 1,2 tangent vector fields along q, while the tangent space of Ω 1 (M ) at q is identified with the space of W 1,2 tangent vector fields along q vanishing for t = 0 and for t = 1. The action functional
is smooth on Λ 1 (M ) and on Ω 1 (M, q 0 , q 1 ). Its restrictions to these manifolds will be denoted by E Λ and E Ω . The critical points of E Λ are the elements of P Λ (L), while the critical points of E Ω are the elements of P Ω (L, q 0 , q 1 ). Condition (L0) Λ (resp. (L0) Ω ) is equivalent to the fact that all the critical points of E Λ (resp. of E Ω ) are non-degenerate. Moreover, condition (L1) implies that all these critical points have finite Morse indices, denoted by m Λ (q) and m Ω (q). The proof of the following result, essentially due to Duistermaat [Dui76] , can be found in [Web02] , Theorem 1.2, for the case of periodic orbits, and in [RS95] , Proposition 6.38, for the case of fixed end-points 5 .
Theorem 2.1 Assume that M is orientable, let q ∈ P Λ (L), and let x ∈ P Λ (H), (t, x(t)) = L L (t, q(t),q(t)), be the corresponding 1-periodic solution of the Hamiltonian system on T * M . Then
, be the corresponding solution of the Hamiltonian system on T * M . Then
The following comparison between the Hamiltonian and the Lagrangian action functionals follows immediately from the definition of the Hamiltonian (38) and from (39):
the equality holding if and only if p(t) = dL(t, q(t),q(t))| T v q(t) T M , that is if and only if (t, q(t), p(t)) = L L (t, q(t),q(t)) for every t ∈ [0, 1]. In particular, the Hamiltonian and the Lagrangian action functionals coincide on the solutions of the two systems.
Let q be a solution in P Λ (L) (resp. in P Ω (L)), and let x = (q, p) be the corresponding solution in P Λ (H) (resp. in P Ω (H)). By the above lemma, A ≤ E • τ * on Λ 1 (T * M ) (resp. on Ω 1 (T * M )), and A(x) = E(τ * • x). So, taking also into account the fact that x is a critical point of A Λ (resp. A Ω ), and τ * • x = q is a critical point of E Λ (resp. E Ω ), we deduce the following:
, and let x = (q, p) be the corresponding solution in P Λ (H) (resp. in P Ω (H)). Then
Assumptions (L1) and (L2) imply that L is bounded below, and so is the action functional E. The metric ·, · on M induces a Riemannian metric on the Hilbert manifolds Λ 1 (M ) and Ω 1 (M, q 0 , q 1 ), defined by
The corresponding distances on Λ 1 (M ) and on Ω 1 (M, q 0 , q 1 ) are compatible with the manifold topologies, and they are complete. The following compactness result is proved in [Ben86] (in the case of periodic orbits, the case of fixed end-points is analogous): we can associate to it a complex of Abelian groups, the Morse complex of f , whose homology is isomorphic to the singular homology of M. Its construction will be sketched in this section. See [AM04] for full details.
Proposition 2.4 The functional E satisfies the Palais-Smale condition on
(Λ 1 (M ), ·, · 1 ) and on (Ω 1 (M, q 0 , q 1 ), ·, · 1 ): every sequence (q n ) ⊂ Λ 1 (M ) (resp. (q n ) ⊂ Ω 1 (M, q 0 , q 1 )) such that E(q n ) is bounded and ∇E Λ (q n ) 1 (resp. ∇E Ω (q n ) 1 ) is infinitesimal, is compact.
The Morse complex
Denote by crit(f ) the set of critical points of f . Our assumptions imply that the set
is finite for every a ∈ R. Denote by crit k (f ) the set of critical points x of f of Morse index m(x) = k, and let CM k (f ) be the free Abelian group generated by the elements of crit k (f ).
Notice that CM k (f ) may have infinite rank. Denote by G the space of C h−1 sections G of the bundle of endomorphisms of T M such that G(p) is ·, · -symmetric for every p ∈ M, G C h−1 < ∞, and G C 0 < 1, endowed with the (metrizable) topology of uniform convergence up to the (h − 1)-th derivative. If
is a complete Riemannian metric on M, uniformly equivalent to the original one, so f satisfies the Palais-Smale condition with respect to g. The gradient of f with respect to the metric g will be denoted by ∇ g f . Let φ t be the local integral flow of the vector field −∇ g f . Its rest points are the critical points of f , and f is strictly decreasing on the non-constant orbits of φ t . For x ∈ crit(f ), let
be the splitting of T x M corresponding to the decomposition of the spectrum of the Hessian ∇ 2 g f (x) into the negative and the positive part. By (i), m(x) = dim V − (x) is always finite. If x ∈ crit(f ), the unstable and the stable manifold of x,
is orientable, and W s (x) is co-orientable, meaning that its normal bundle is orientable. Assumptions (i-iv) on the functional have the following consequences:
Proposition 2.6 There is a residual set G reg ⊂ G of elements G for which W u (x) and W s (y) intersect transversally, whenever 6 m(x) − m(y) ≤ h − 1. In particular, for G ∈ G reg :
A metric g = g G coming from G ∈ G reg is therefore a Morse-Smale metric for f . Let us fix such a metric g. Consider the increasing sequence of open sets
where U(x) is an open neighborhood of x. We also set
Using Proposition 2.6 (i) and the Palais-Smale condition, it can be proved 7 that if the neighborhoods U(x) are suitably small, then the singular homology groups of the pair (U k , U k−1 ) are
6 The fact that we get transversal intersections only for index difference not exceeding h − 1 is related to the fact that we are assuming f to be only of class C h . The possibility of keeping the regularity requirements low is important in nonlinear analysis, because functionals arising from smooth problems have often low regularity, and because in infinite dimensions C h+1 functionals are not dense in the space of C h ones, when h ≥ 1. Notice that C 2 regularity implies transversality up to index difference one, which is just what is needed for the construction of the Morse complex. In our case, the action functional E is smooth, so we get transversal intersections for arbitrary index difference, for a residual set of smooth metrics.
7 Here we are assuming that for every k ∈ N there are finitely many critical points of Morse index k. In the case of infinitely many critical points with the same index a stronger transversality assumption would be needed. In that case, an easier way to construct the Morse complex is to deal with each sublevel separately, and then take a direct limit. See [AM04] for more details.
Indeed, H k (U k , U k−1 ) is the free Abelian group generated by the relative homology classes of balls in W u (x), for x ∈ crit k (f ), chosen to be so large that their boundary lies in U k−1 . Moreover, the gradient flow of f can be used to show that U is a deformation retract of M. By (42), {U k } k≥−1 is a cellular filtration of U (see [Dol80] , section V.1), and we set
By standard results about cellular filtrations, the above homomorphisms are the data of a complex, the cellular complex associated to the filtration {U k } k≥−1 , whose homology is isomorphic to the singular homology of U :
The complex {CM * (f ), ∂ * (f, g)} is called the Morse complex of (f, g).
Finally, let us describe what the boundary homomorphisms ∂ k (f, g) look like, in terms of the generators of CM k (f ). Let us fix an orientation of each unstable manifold W u (x), in an arbitrary way. Consequently, we get a co-orientation of each stable manifold W s (x). Since a transversal intersection of an oriented submanifold and a co-oriented submanifold has a canonical orientation, by Proposition 2.6 (ii) we get an orientation of each intersection W u (x) ∩ W s (y), in the case m(x) − m(y) = 1. Let x ∈ crit k (f ) and y ∈ crit k−1 (f ). The compactness expressed by Proposition 2.5 and the transversality expressed by Proposition 2.6 imply that W u (x) ∩ W s (y) consists of finitely many flow lines. The flow lines through p -denote it by [p] -has the orientation defined above, and we define ǫ([p]) to be +1 if the tangent vector −∇ g f (p) is positively oriented, to be −1 in the opposite case. Then the integer n(x, y) is defined to be the sum of these entries,
varying among all the flow lines connecting x to y. It can be proved that
n(x, y)y.
Notice that the above sum is finite because the set (41) is finite. Furthermore, it can be proved that the isomorphism class of the complex {CM * (f ), ∂ * (f, g G )} does not depend on G ∈ G reg :
Proposition 2.7 Assume that g 0 and g 1 are Morse-Smale metrics for f , uniformly equivalent to ·, · . Then there exists a chain isomorphism
n 01 (x, y)y, such that n 01 (x, x) = 1 and n 01 (x, y) = 0 if f (x) ≤ f (y) and x = y.
The proof is completely analogous to that of Proposition 1.12. We summarize the above discussion into the following:
on a Hilbert manifold M, satisfying (i), (ii), (iii), (iv). Let CM k (f ) be the free Abelian group generated by its critical points of Morse index k. Then the above construction produces a complex
n(x, y)y, uniquely determined up to isomorphism, whose homology groups are isomorphic to the singular homology groups of M.
Clearly, the Morse complex splits into subcomplexes, one for each connected component of M, and the isomorphisms with singular homology respects such a splitting. Moreover, the Morse complex is filtered by the functional level: if a ∈ R, the boundary homomorphism maps CM
)}, and its homology is seen to be isomorphic to the singular homology of the sublevel {f < a}. Both the splitting into subcomplexes and the R filtering are compatible with the isomorphisms of Proposition 2.7.
The Morse complex of E
By what we have seen, assumptions (L0), (L1), and (L2) imply that both E Λ and E Ω satisfy the conditions (i), (ii), (iii), and (iv) of section 2.3. Therefore, if CM k (E Λ ) (resp. CM k (E Ω )) denotes the free Abelian group generated by the solutions in P Λ (L) (resp. P Ω (L, q 0 , q 1 )) of Morse index i Λ (q) = k (resp. i Ω (q) = k) we get an isomorphism class of complexes
whose homology is isomorphic to the singular homology of Λ 1 (M ) (resp. of Ω 1 (M, q 0 , q 1 )). Since the inclusions
are homotopy equivalence and since the latter space is homotopically equivalent to the based loop space Ω(M ), we deduce that the homology of the above complexes are isomorphic to the singular homology of the free loop space of M , and of the based loop space of M :
The complex {CM * (E Λ ), ∂ * } (resp. {CM * (E Ω ), ∂ * }) splits into subcomplexes, one for each conjugacy class of π 1 (M ) (resp. one for each element of
) generated by solutions of action less than a, we obtain a filtering of the above complex by subcomplexes such that
The isomorphism between the Morse and the Floer complex
We are now ready to state and prove the main result of this paper:
(H0), (H1), and (H2). Assume also that H is the Legendre transform of the Lagrangian
, and (L2). Let J be a t-dependent, t ∈ T, ω-compatible almost complex structure on T * M , belonging to J j0,reg (H). Let g be a Riemannian structure on Λ 1 (M ) (resp. on Ω 1 (M, q 0 , q 1 )) uniformly equivalent to ·, · 1 , and having the Morse-Smale property with respect to E. Then there is a chain complex isomorphism
, unless q and x correspond to the same solution -that it L(t, q(t),q(t)) = (t, x(t)) for every t ∈ [0, 1] -in which case n + (q, x) = ±1. In particular, Θ induces an isomorphism between the subcomplexes {CM a * (E)} and {CF a * (H)}, for every a ∈ R. Finally, Θ is compatible with the splitting of the Floer and the Morse complex into the subcomplexes corresponding to different conjugacy classes of π 1 (M ) (resp. of different elements of π 1 (M )).
Fix some r ∈]2, 4]. Given q ∈ P Λ (L) and x ∈ P Λ (H), let M + Λ (q, x) be the set of all maps
Similarly, if q ∈ P Ω (L) and x ∈ P Ω (H), let M + Ω (q, x) be the set of all maps
It makes sense to look for solutions u which are of Sobolev class 
for everyq ∈ W u (q) \ {q}, and
for every solution u of ∂ s u − J(t, u)(∂ t u − X H (t, u)) = 0 converging to x for s → +∞, different from the stationary solution u(s, t) = x(t). Then Lemma 2.2 implies that if u ∈ M + (q, x) and q(t) := τ * u(0, t), there holds
and E(q) = A(x) if and only if q and x correspond to the same solution by the Legendre transform -that is L L (t, q(t),q(t)) = (t, x(t)) for every t -in which case M + (q, x) consists of a single element, the stationary solution x. 
The Fredholm theory
(ii) there is s 0 ≥ 0 for which
where ζ is a W 1,r section of
The set B + Λ has a natural structure of smooth Banach manifold, and its tangent space at u ∈ B + Λ is identified with the space of W 1,r sections w of u 
The aim of this section is to prove the following:
By (44), the space W u of W 1,r sections w of u
Therefore it is enough to prove that the restriction of
We recall that λ 0 denotes the vertical Lagrangian subspace of (R 2n , ω 0 ), λ 0 = (0) × R n . The proof of the following lemma is analogous to that of Lemma 1.3 (it is actually simpler): where S(+∞, t) is symmetric for every t, and the solution of
Then there exists a unitary trivialization
is conjugated to the differential of the Hamiltonian flow along x: 
while (H0) Ω is translated into the condition
Therefore Theorem 3.2 is a consequence of the following: is uniform in t ∈ T, and that the solution γ of (45) is uniform in t ∈ [0, 1], and that the solution γ of (45) 
satisfies (46). Then the bounded linear operator
D + S,Λ : W 1,r λ0 (]0, +∞[×T, R 2n ) → L r (]0, +∞[×T, R 2n ), u → ∂ s u − J 0 ∂ t u − S(s, t)u,
satisfies (47). Then the bounded linear operator
Proof. The multiplication operator
is compact. Indeed, if S 2 has support in [0, s 0 ] × [0, 1], the above operator factorizes through
where the inclusion is compact because r > 2, and the second map is continuous because S 2 ∈ L r . Since a compact perturbation of a Fredholm operator is still Fredholm with the same index, the presence of the term S 2 does not change the Fredholm property and the index. Therefore, in the remaining part of the proof we may assume that S 2 = 0, hence that S = S 1 is in L ∞ . In this case statements 
(ii) The Calderon-Zygmund inequality stated in Proposition 1.8 implies that there exists c 0 such that 
Then the regularity theory for the weak solutions of the Cauchy-Riemann operator implies the following facts:
(a) the cokernel of D + S,Λ consists of the functions v ∈ W 1,r
and such that v(0, t) ∈ λ 
By (i) and (ii) there exist constants s 0 and c 1 such that
Then the compactness of the embedding We will make this computation when n = 1 and S is a suitable constant matrix, and then we will use a homotopy argument to pass to a general S. Notice that if S is constant, the elements of the kernel and cokernel of D + S are smooth up to the boundary, and the asymptotic conditions (46) and (47) imply that they decay exponentially fast for s → +∞. 
Then the function 
Notice that in this case γ(t) = e tθJ0 , so condition (46) is equivalent to θ / ∈ 2πZ, and by (9), µ CZ (γ) = 2⌊θ/(2π)⌋ + 1.
By separating the variables, it is easily seen that the solutions of the equation
In order for such a function to decay for s → +∞, it is necessary that ζ h = 0 whenever θ−2πh > 0, so in the sum above h ranges from ⌈θ/(2π)⌉ to +∞. In particular, the first component of u(0, t) is
Recalling that {1, sin 2πt, cos 2πt, sin 4πt, cos 4πt, . . . } is a complete orthogonal family in L 2 (T), we find that:
• if θ > 0, u 1 (0, ·) vanishes identically on T if and only if ξ h = η h = 0 for every h;
• if θ < 0, (53) can be rewritten as 
Since v solves the above system if and only if w(s, t)
and the index formula (51) follows.
Proof of (a). Now let S be arbitrary. If µ CZ (γ) is odd, we can find θ ∈ R \ 2πZ such that
Reordering the coordinates (q 1 , . . . , q n , p 1 , . . . , p n ) as (q 1 , p 1 , . . . , q n , p n ), we consider the symmetric matrix
By Claim 1 and Claim 2 we have
If µ CZ (γ) is even and n ≥ 2, we can find θ 1 , θ 2 ∈ R \ 2πZ such that
and setting
we obtain again
Since the Conley-Zehnder index labels the connected components of the set (8), it is easy to construct a continuous homotopy This proves the index formula (48) in the case µ CZ (γ) odd or n ≥ 2. The analysis is not complete in the case n = 1, but this case follows from the case n = 2 by considering S ⊕ S.
Claim 3. If n = 1 and S(s, t) = θI, with θ ∈ R \ πZ, then
Notice that in this case γ(t) = e θtJ0 , (47) is equivalent to θ / ∈ πZ, and by (10) µ(γλ 0 , λ 0 ) = ⌊θ/π⌋ + 1/2. The solutions of
In order for such a function to decay for s → +∞ it is necessary that η h = 0 when θ − hπ > 0, so in the sum above h ranges from ⌈θ/π⌉ to +∞. In particular,
Recalling that {sin πt, sin 2πt, . . . } is a complete orthogonal family in L 2 (]0, 1[), we find that:
• if θ > 0, u 1 (0, ·) vanishes identically on [0, 1] if and only if η h = 0 for every h;
• if θ < 0, (55) can be rewritten as 
The solutions of the first two equations of (57) have the form
In order for such a function to decay for s → +∞, it is necessary that η h = 0 whenever hπ − θ > 0, so in the above sum h ranges from −∞ to ⌊θ/π⌋. In particular, the second component of
Recalling that {1, cos πt, cos 2πt, . . . } is a complete orthogonal family in L 2 (]0, 1[), we find that:
• if θ < 0, v 1 (0, ·) vanishes identically on [0, 1] if and only if η h = 0 for every h;
• if θ > 0, (58) can be rewritten as We conclude that the space of solutions of (57) is (0) if θ < 0, it consists of the functions
The index formula (54) follows from (56) and (59).
Proof of (b). Since γ(0) = I and γ(1)λ 0 ∩ λ 0 = (0), µ(γλ 0 , λ 0 ) − n/2 is an integer (see [RS93] Corollary 4.12), so we can find numbers θ 1 , . . . θ n ∈ R \ πZ such that Therefore a homotopy argument analogous to the one used to prove (a) allows to conclude the proof of (49). 2
Compatible orientations
The aim of this section is to orient the manifolds M + (q, x) in a way which is compatible with the orientations of M(x, y) and of W u (q), for every x, y ∈ P(H) and q ∈ P(L). The construction will be analogous to the one described in section 1.4. The space Σ + (S + ) is contractible (it is actually star-shaped), so the restriction of the determinant bundle to it -denote it by Det(Σ + (S + )) -is trivial. Two orientations o(S 1 ) of Det(Σ + (S 1 )) and o(S 1 , S 2 ) of Det(Σ(S 1 , S 2 )) induce in a canonical way an orientation o(S 1 )#o(S 1 , S 2 )
of Det(Σ + (S 2 )) (exactly as in section 3 of [FH93] ). By construction, o(S + )#o(S + , S + ) = o(S + ).
Associativity now reads as (o(S 1 )#o(S 1 , S 2 ))#o(S 2 , S 3 ) = o(S 1 )#(o(S 1 , S 2 ))#o(S 2 , S 3 )).
Let us fix a coherent orientation for Σ. A compatible orientation for Σ + consists of a set of orientations o(S + ) of Det(Σ + (S + )), for every non-degenerate path S + , such that o(S 1 )#o(S 1 , S 2 ) = o(S 2 ),
for every pair (S 1 , S 2 ) of non-degenerate paths. A compatible orientation for Σ + can be constructed simply by choosing an arbitrary non-degenerate path S 0 , by fixing an arbitrary orientation o(S 0 ) of Det(Σ + (S 0 )), and by setting o(S + ) := o(S 0 )#o(S 0 , S + ), for every non-degenerate path S + . The identity (61) implies that this is well-defined. The compatibility condition (63) follows from the associativity property (62) and from the coherence of the orientation for Σ, i.e. (22). Actually, the above argument shows that there are exactly two orientations for Σ + which are compatible with a given coherent orientation for Σ. For every x ∈ P(H) let Φ x be the unitary trivializations of x * (T T * M ) mapping λ 0 into the vertical bundle, as chosen in section 1.4. Let S x be the corresponding non-degenerate path. Let us fix a coherent orientation for Σ, and a compatible orientation for Σ + . Let us fix orientations of the unstable manifolds W u (q), for every q ∈ P(L). These data will now determine an orientation of Det(D f ∂ + J,H (u)), the determinant of the fiberwise derivative of the section ∂ J,H + : B + (q, x) → W + (q, x) at every u ∈ M + (q, x), for every q ∈ P(L) and x ∈ P(H). Namely, let q ∈ P(L), x ∈ P(H), and u ∈ M + (q, x). The closed finite codimensional subspace ) is transverse to the zero section, we obtain an orientation of M + (q, x). In particular, when m(q) = µ(x), the zero-dimensional manifold M + (q, x) is oriented, meaning that each point u ∈ M + (q, x) is given a number ǫ(u) ∈ {−1, +1}.
Compactness and convergence to broken trajectories
The following result is now an easy consequence of the L ∞ estimates of Theorem 1.9. 
The isomorphism
Let us prove Theorem 3.1. Since the isomorphism class of the Floer complex {CF * (H), ∂ * (H, J)} does not depend on J ∈ J reg (H) (Proposition 1.12), by Theorem 3.8 we may assume that J also belongs to J reg (H, g) and that J − J < j 1 , where j 1 is given by Theorem 1.9. Let q ∈ P(L) and x ∈ P(H) with m(q) = µ(x). Then the zero-dimensional manifold M + (q, x) is compact: otherwise we could deduce a violation of transversality from Proposition 3.6. Therefore, M + (q, x) is a finite set, and we can indicate by n + (q, x) the integer
ǫ(u), the numbers ǫ(u) having being defined in section 3.2. The sequence of homomorphisms
can be defined in terms of the generators as Θ k q = x∈P(H) µ(x)=k n + (q, x)x, for q ∈ P(L), m(q) = k.
A standard argument using Propositions 3.6 and 3.9 implies that Θ is a chain homomorphism, meaning that Θ k−1 ∂ k (E, g) = ∂ k (H, J)Θ k ∀k ≥ 1.
Assume that E(q) ≤ A(x). Then (43) implies that M + (q, x) is empty -hence n + (q, x) = 0 -unless q and x correspond to the same solution by the Legendre transform, in which case M + (q, x) = {(q, x)} -hence n + (q, x) = ±1. Therefore, if we order the generators of CM k (E) and CF k (H) by increasing action, the homomorphism Θ k is represented by a (possibly infinite) square matrix which is lower triangular and has the entries ±1 on the diagonal. Such a homomorphism is necessarily invertible, hence Θ is a chain complex isomorphism.
Finally, M(q, x) is necessarily empty -hence n + (q, x) = 0 -if q and τ * • x are not homotopic within the space of free loops (resp. within the space of curves joining q 0 to q 1 ). Therefore Θ is compatible with the splitting of the Morse and the Floer complexes corresponding to the partition of π 1 (M ) into its conjugacy classes (resp. into its elements). This completes the proof of Theorem 3.1.
