We study M (n, k, r), the number of orbits of
INTRODUCTION
While investigating an approach to fusion rules [5] started in [1] and [4] , we were led to study certain orbits of the permutation group S k acting on Z k n . Let A(n, k, r) = {(a 1 , · · · , a k ) ∈ Z k n | a 1 + · · · + a k ≡ r mod n} and let M (n, k, r) be the number of orbits of A(n, k, r) under the action of S k . Equivalently, we can represent each such orbit uniquely by a ktuple of integers (a 1 , · · · , a k ) where 0 ≤ a j ≤ n − 1 for 0 ≤ j ≤ k, and a 1 ≥ a 2 ≥ · · · ≥ a k . Each such k-tuple corresponds to a partition of a 1 + · · · + a k into at most k parts, each of which is at most n − 1. Hence, if we denote by p(a, b, t) the number of partitions of t into at most b parts, each of which is at most a, we get the alternative description M (n, k, r) = t≥0 p(n − 1, k, r + nt) .
(Here we understand that p(a, b, 0) = 1 and that 0 ≤ r < n.) The aim of this paper is to study sums of this type, which we refer to as arithmetic partition sums. Our main result is
where g = gcd(n, k) and the sum is over the positive divisors of g. Here c d (r) denotes the Ramanujan sum, defined for integers d and r, d > 0, as
. Note that, in particular, we get the symmetry
Other immediate corollaries of (1) are the special cases
where φ denotes Euler's totient function,
where µ is the Möbius function, and
if gcd(n, k, r 1 ) = gcd(n, k, r 2 ). We can also prove the more subtle identity
and variations of it. From the viewpoint of partitions, it seems more natural to consider
We get a formula similar to (1) for this arithmetic partition sum, however, it is not symmetric. We obtain the formula
with similar special cases and identities as above. Our proof of these formulas uses facts about the Gaussian polynomials and their relation to p(a, b, t) which can be found, for example, in [2] . We review the necessary material in the following section, and then give the proofs in Section 3.
A similar "n-multisection" of Gaussian polynomials was studied by Garvan and Stanton [6] ; however, they concentrated on q-identities, whereas we "evaluate" the n-multisection of q-binomial coefficients at q = 1. Finally, we mention the work of Odlyzko and Stanley [7] , who evaluated the number of subsets of {1, . . . , p − 1} whose members sum up to a fixed number modulo p.
BACKGROUND AND PRELIMINARIES
The generating function of p(a, b, t) is the Gaussian polynomial (see, for example, Chapter 3 of [2] )
which is a monic polynomial of degree ab. Here, for a ≥ b ≥ 0,
The following basic lemma allows us to sieve an arithmetic sequence of coefficients from a generating function.
Lemma 2.1. For any Laurent polynomial f (q) = j c j q j ∈ C[q, q −1 ] and for any r ∈ Z, we have
Proof. This follows immediately from the fact that if ζ n = e 2πi/n (or any primitive n th root of unity) then
The key lemma for proving (1) 
Consequently, the evaluation of
is the same at each primitive d th root of unity.
Proof. Although the Gaussian polynomials are polynomials, their evaluation at ζ from the formula (3) usually requires L'Hospital's Rule. We have
Note that since ζ is a primitive d th root of unity, ζ j = 1 if and only if d|j, and that ζ n+j = ζ j since d|n. Hence for each j in the above product,
where ⌊x⌋ denotes the greatest integer less than or equal to x. In the last step we changed the index j to j Proof. We have
Consequently, the evaluation of
As above, for each j,
Finally, we will need the following lemma to deal with rearrangements of sums.
Proof. By switching d to 
MAIN RESULTS
Theorem 3.1. For positive integers n and k, and integer 0 ≤ r < n, we have
Proof. Applying Lemma 2.1 to the definition of M (n, k, r), we get
Replacing the summation variable m by m ′ = m/d and using the second part of Lemma 2.2 yields
In the second step we replaced the summation variable d by n/d. Finally, applying Lemma 2.2, the only nonzero terms contributing to the last summation are those where d|k, so we get
Corollary 3.1. For positive integers n, k, and r,
where r mod n denotes the least nonnegative residue of r modulo n.
Proof. The right-hand side of the identity in Theorem 3.1 is symmetric in n and k.
The following special cases are a direct consequence of Theorem 3.1.
Corollary 3.2. For positive integers n and k, we have
Proof. From the definition of the Ramanujan sum, it is clear that
Corollary 3.3. For positive integers n, k, r 1 , and r 2 , such that r 1 , r 2 < n and gcd(n, k, r 1 ) = gcd(n, k, r 2 ), we have
Proof. It is well-known (see, for example, [3] , p. 162) that
In particular, if gcd(d,
. The statement now follows with the easy fact that gcd(n, k, r 1 ) = gcd(n, k, r 2 ) implies gcd(d, r 1 ) = gcd(d, r 2 ) for all d| gcd(n, k).
If we sum M (n, k, r) for all 0 ≤ r < n, we get
It is amusing to note that in the case gcd(n, k) = 1, all M (n, k, r) are equal as r varies.
Corollary 3.4. If n and k are relatively prime then for all integers 0 ≤ r < n, we have
Proof. Since gcd(n, k, r 1 ) = gcd(n, k, r 2 ) for all r 1 , r 2 , M (n, k, r) is the same for all r, by Corollary 3.3. The statement now follows from (5).
Corollary 3.5. For positive integers n, k, and r < n, such that gcd(n, k, r) = 1, we have
Proof. It follows from (4) that c d (1) = µ(d).
Theorem 3.2. For positive integers n and k, and integer 0 ≤ r < n,
Proof. Using (4) in Theorem 3.1, we have
Theorem 3.3. For positive integers n and k, and integer 0 ≤ r < n,
Proof. The proof is similar to the proof of Theorem 3.1. By Lemma 2.1, we get
Changing the index m to m ′ = m/d and using Lemma 2.3 yields
As before, the following special cases are straightforward. 
(b) For positive integers n, k, r 1 , and r 2 , such that r 1 , r 2 < n and gcd(n, k, r 1 ) = gcd(n, k, r 2 ), we have
(c) If n and k are relatively prime then for all integers 0 ≤ r < n, we have
(d) For positive integers n, k, and r < n, such that gcd(n, k, r) = 1, we have
Finally, we prove the following analogue to Theorem 3.2.
Theorem 3.4. For positive integers n and k, integer 0 ≤ r < n, such that gcd(n, r)|k, we have
Proof. Using (4) in Theorem 3.3, we obtain
Now apply Lemma 2.4 with N = n and R = r to get
by Corollary 3.7.
CLOSING REMARKS
As mentioned in the introduction, we do not obtain a symmetry identity for N (n, k, r) that would parallel Corollary 3.1. However, we can achieve a different sort of symmetry with the following construction. Define the arithmetic partition sum
In other words, we sum over an arithmetic sequence mod k (as compared to mod n in N (n, k, r) ). The symmetry of the partition function implies the following result.
Theorem 4.1. For positive integers n and k, and integer 0 ≤ r < min(n, k), N 2 (n, k, r) = N (k, n, r) .
Proof. It is not hard to see (see, for example, [2] ) that p(a, b, t) = p(b, a, t). Hence N 2 (n, k, r) = j≥0 p(n, k, r + jk) = j≥0 p(k, n, r + jk) = N (k, n, r) .
Based on numerical data, we have a conjecture that makes Corollary 3.6 more precise in the case when s = 0.
Conjecture. Let n and k be positive integers, and r an integer, 0 ≤ r < n. Suppose gcd(n, k) = p , 0 .
On a final note, all our proofs use elementary number-theoretic methods. On the other hand, our identities involve very basic combinatorial functions. It seems therefore desirable to find combinatorial/bijective proofs for our identities. This should shed additional light on, for example, the symmetry expressed in Corollary 3.1, and Theorems 3.2 and 3.4.
