Description of the System and General Setup of the Problem
A mobile robot travels in the three-dimensional space R 3 with a constant surge speed v and is controlled by bounded pitching q and yawing r rates.
* There is an unknown domain D ⊂ R 3 in the space. The objective is to drive the robot to the desired distance d 0 to D and to scan and patrol its boundary surface ∂D afterwards, with maintaining this distance d 0 .
By following [24] , we do not come into details of the roll motion (which is of minor importance for the problem at hand) and employ the abridged kinematic model of 3D unicycle: r = v ı,˙ ı = u, u; ı = 0, u ≤ u. (2.1)
Here r = col(x, y, z) is the robot's position, x, y, z are its absolute Cartesian coordinates, ı is the unit vector along its centerline, ·; · and · are the standard Euclidian inner product and norm, respectively, u is the two-dimensional control, and the upper bound u on its magnitude is given. In (2.1), the equation u; ı = 0 keeps the length of ı constant, as is required. In effect, (2.1) comes to setting up the speed v and minimal turning radius R := v/u of the robot: It travels with the speed v over space curves whose curvature radii are no less than R. Remark 2.1 in [24] discusses replacement of the "abstract" control u by the conventional pitching q and yawing r rates in various contexts, based on a one-to-one correspondence u ↔ (q, r). That remark also shows that the model (2.1) is applicable whenever the speed v can be kept constant by a proper control, whereas the acceleration can be simultaneously manipulated within a disk perpendicular to the velocity v and centered at the origin; then ı := v/v. This holds for helicopters, submarine-like vehicles, and many other mechanical systems that move not necessarily in the surge direction [5, 31] . Since our main results are expressed in terms of u, they cover this case as well.
The robot has access to a certain unit vector h ∈ R 3 in the local frame attached to its body. It also measures its own coordinate h(r) = r; h + const along the direction given by h. For the convenience's sake and to indicate a typical, though not mandatory, scenario, h and h are termed the vertical vector and altitude, respectively. The "horizontal" distance d(r) := min r ′ ∈D∩Hr r − r ′ to the domain D is also accessible. Here H r := {r ′ : r ′ − r; h = 0} is the horizontal plane passing through the current location r of the robot, and inf r ′ ∈Ø d := ∞. No other measurements are available. A safety margin d ≥ d safe > 0 should be always respected.
To specify the problem, we note that in our theoretical analysis, D is viewed as a compact 3-dimensional smooth manifold with boundary. Its boundary surface ∂D is a 2-dimensional smooth manifold in R 3 with finitely many connected components. One of them is the "outer" boundary of D, the others are attached to the "holes" in D. The objective is to scan a certain component B † , e.g., the "outer" one. The scan should be done within a given range of altitudes h ∈ [h − , h + ], where h − < h + . In the horizontal flat layer L defined by this range, the surface B † may in turns, look like a set of several isolated pieces; the scan objective is focused on only one of them B. So the directive to maintain a distance of d 0 in fact addresses the distance to B.
The scan itself is meant as a robot's motion for which the point b r of B horizontally nearest to the robot sweeps over the entire B so that any point b of B appears to be in a close proximity of the path traced by b r . Then b is at approximately a distance of d 0 = r − b r from the robot at some time, which distance is viewed as favorable for achieving a certain "higher level" objective, like monitoring, recording, processing or inspection of the boundary, or prevention of intrusions through B. Finally, repeated scans should be arranged: a complete surface scan of B should be rerun over and over again. Now we pass to formal details of the problem setup.
Assumptions Underlying Theoretical Analysis, Necessary Conditions, and Notations
This specification proceeds from the following.
Assumption 3.1. The domain D is a compact 3-dimensional C 3 -smooth manifold with boundary ∂D. Within the horizontal layer L := {r : h − ≤ h ≤ h + }, the unit inner normal N b to ∂D is not vertical (co-linear to h) at any point b from the boundary piece B † of interest.
Here "inner"="directed inwards D". Due to the second claim, B † ∩ L has finitely many connected components, each vertically spreading from h − to h + . As was noted, one of them B is to be scanned. Let D out be the part of the free space in the layer L whose boundary includes B.
We would like to organize scan as circumnavigation of B at a distance of d = d 0 with a small increment ∆h in altitude from one round of circumvention to the next one so that the robot spirals around B. Circumnavigation may be either outer or inner, depending on the side of B that hosts D out . More precise idea about the desired maneuver will be given and justified in the next section based on our main assumptions about the surface. In turns, they are slightly enhanced conditions necessary for a robot with a limited turning radius to be capable of coping with contortion of the scanned surface B. To come into details of these conditions and assumptions, we need the following notations.
• T b -the plane tangent to B at point b ∈ B;
• θ b ∈ [0, π] -the angle between the normal N (b) and h;
• S b (V ) = −D V N ∈ T r -the shape operator, i.e., minus the derivative of N in the tangent direction V ;
• γ(h * ) = {r ∈ B : h(r) = h * } -the horizontal slice of B at the altitude h * ;
• a 1 × a 2 -the cross-product of two vectors a i ∈ R 3 ;
-the unit vector tangential to the slice γ b at b ∈ B and directed so that D is to the left;
-the inner unit normal to the slice γ b in the host horizontal plane;
• b r -the point of B horizontally nearest to r.
Within the horizontal layer
As was remarked, we are interested in circumnavigation of B with a small increment ∆h in altitude between the rounds of circumnavigation. Looking for necessary conditions, we focus on the idealized limit case where ∆h = 0 and so the ideal maneuver comes to planar horizontal circumnavigation of a horizontal slice of B with a constant margin of d 0 . By Lemma 1 in [26] and the associated discussion, the following property is nearly necessary for this maneuver to be feasible at any altitude h ∈ [h − , h + ]. This assumption is necessarily fulfilled if any horizontal slice of the domain D is convex. The next condition is that the robot's minimum turning radius R should be small enough as compared with contortion of B evaluated by the second fundamental form. 
for any b ∈ B, where T 0 := T 0 (b), a/0 := ∞ ∀a > 0, and sgn 0 := 0.
The proof of this claim employs several technical facts concentrated in the next lemma. To state it, we recall that D V is the derivative in direction V and [ a, b, c ] = a; b × c is the scalar triple product. h; T 0 = h; n = 0, h; T ⊥ = − N ; n = − sin θ, (3.4) n; T 0 = T ⊥ ; T 0 = 0, n; T ⊥ = cos θ, (3.5)
6)
Proof: Formulas (3.3)-(3.5) are immediate from the definitions of θ, T 0 , T ⊥ , and n since
== cos θ.
Here (a) holds since the triple scalar product is anti-symmetric. By differentiating cos θ = N ; h , we arrive
= − S(V ); π , where π := h − cos θN and (b) holds since S(V ) ∈ T and N is normal to the tangent plane T. Since π; N = 0 ⇒ π ∈ T, we have π = cT 0 + eT ⊥ , c, e ∈ R. Here c = h − cos θN ; T 0 = 0 and e = h − cos θN ; T ⊥ = − sin θ by (3.3) and (3.4). Thus we arrive at (3.6). The first part of (3.7) holds since n; h = 0 ∀b ⇒ D V n; h = 0 and
Similar arguments assure that
where N × h sin θ = T 0 , which completes the proof of (3.7). Finally, D V T ⊥ lies in the plane normal to T ⊥ since T ⊥ = 1 ∀b. By (3.3) and (3.5), T 0 and N constitute a basis of this plane, and so D V T ⊥ = ςT 0 + βN . It remains to note that
Proof of Lemma 3.1. Let ̺(σ) be a regular parametric representation of γ near b r . Here σ is the arclength, σ = 0 represents b r , and σ ascends in the direction of
Meanwhile, the robot's motion can be parametrized as follows
, where σ(t) is the parameter of b r(t) . With regard to (2.1) and (3.7), we have
Soσ = v/C and the robot's acceleration u is normal to T 0 by (2.1); it also horizontal since the robot moves in the horizontal plane. It follows that u = u n, where
By putting this into the last relation |u| = u ≤ u from (2.1) and invoking that C ≥ 0 by the foregoing, we arrive at (3.2) via elementary transformations. Thus (3.2) is needed for capacity to maintain d ≡ d 0 , which at least means that whenever d = d 0 andḋ = 0, a feasible control exists such thatd = 0. It does not come as a surprise that putting < in place of ≤ in (3.2) implies the possibility to freely manipulate the sign ofd by picking proper feasible controls, thus making the output d locally controllable. In problems of regulating an output to a desired value, the output controllability is conventionally needed at all points on the transient portion of the trajectory. In view of this, we enhance (3.2) by the replacement "≤" → "<" and extend the resultant inequality on the entire operational zone D op .
For convenience's sake, we define this zone in terms of h and d. Since upward and downward scans should be terminated and commenced, respectively, at the altitude h = h + and the vertical velocity cannot be instantly reversed, transfer from the former to the latter inevitably involves a maneuver at altitudes h > h + . Similarly, the opposite transfer is through altitudes h < h − . So we expand the altitude range from
(with a certain ∆ h > 0) in the definition of the operational zone. It is also characterized by the extreme values
and we arrive at the following assumption, which covers Assumption 3.2 and the second part of Assumptions 3.1. From now on, B denotes the extension of the original B to the lateral piece of the boundary of D op . Our last assumption addresses the initial location r in and orientation ı in of the robot. To simplify the formulations, we assume that the latter is horizontal ı in ; h = 0, which can be always achieved by a preliminary maneuver. Then u; h ≡ 0 guarantees that the robot remains in the initial horizontal plane. There are two options of such a motion with a maximum and constant actuation In fact, the core objective is to perform such a scan with small enough ε * . This leaves much freedom with respect to the paths of both the robot and its projection b r . The next definition specifies them by choosing a spiral-like pattern of motion along the surface of interest. iii. The intervals I k are bounded sup k (t
It is required to design a controller that ensures repeated scans in the sense of Definition 4.3.
In conclusion of the section, we flesh out the above remark about the relationship between scans in the sense of Definitions 4.1 and 4.2, respectively.
To this end, we suppose that Assumptions 3.2 and 3.3 hold, and start with introduction of "pseudocylindrical" coordinates on B. The horizontal slice γ(h − ) is a connected compact closed smooth curve. So there is an isometrical isomorphism ς ∈ S 
is the diffeomorphism between the indicated manifolds. Thus h and ς can be viewed as "pseudo-cylindrical" coordinates on B. The proof of this lemma is prefaced by several technical facts. Proof: The first two formulas in (4.11) are immediate from (2.1) since h = r; ı + const. The velocity τ (t) = db r(t) dt of the point b r(t) ∈ B nearest to r(t) is tangential to B and so τ = ζT 0 + ξT ⊥ . By differentiating the equation r = b − d n with regard to (2.1) and (3.7), we see that
Lemma 4.2. While the robot moves in the operational zone,
= −v ı; n + ξ cos θ = −v ı; n −ḣ cot θ ⇒ (4.11),
By differentiating (4.14), we get due to (2.1), (3.7), (3.8),
Here with regard to (4),
Summarizing, we arrive at (4.12). 
Proof: The first formula in (4.16) follows from (4.14) and (3.3), (3.4). The second formula holds since
The third relation holds since ı
The the fourth formula is true thanks to (4.14) since 
The Proposed Control Law and its Convergence
The proposed control law assumes that the robot is not vertically oriented, i.e., the angle α ∈ [0, π] between ı and h differs from 0 and π. Then the orthogonal projection h − cos α ı of h onto the plane ı ⊥ normal to ı is nonzero.
Let ı
stand for the normalization of this projection to the unit length, and let ı
forms an orthonormal basis in ı ⊥ and is computable by the robot in its local reference frame. To achieve the control objective, we employ a hybrid controller with three discrete states (modes) IN , S + , and S − , which mean "initial maneuver", "upward scan" and "downward scan", respectively. The duration T in > 0 of the initial maneuver and the scan vertical speed η * > 0 are controller parameters. They are converted into the current vertical rate η depending on the mode:
The logic of switching the modes is as follows (see Fig. 1 ):
The initial mode is IN ; in the middle row from (5.3), an arbitrary choice between S + and S − is performed. The control law is given by the simple formula
Here χ(·) is a linear function with saturation
and u h ∈ (0, u), γ > 0, δ > 0 are controller parameters. Since the unit vectors ı ⊥ h , ı ⊥ ⊥ , and ı are mutually perpendicular, the control (5.4) is feasible, i.e., meets the last two requirements from (2.1). The time derivativeṡ h andḋ can be accessed via, e.g., numerical differentiation.
Solutions of the system closed by the discontinuous controller (5.4) are meant in the Filippov sense [9] . Now we show that the control objective can always be achieved by means of the proposed control law under the above nearly unavoidable assumptions.
Theorem 5.1. Suppose that Assumptions 3.3 and 3.4 hold. Then there exist controller parameters η * , u h , µ, δ, and T in such that the following claim holds:
(i) The proposed controller ensures a repeated scan of the surface B with the requested vertical speed and constantly maintaining a non-vertical orientation ı × h = 0 ∀t.
Moreover, for any compact set Q in = {(r, ı)} of initial states each element of which satisfies Assumption 3.4 and any η * > 0, there exist common values of the controller parameters for which (i) holds with the vertical speed of scan η * ≤ η * whenever the initial state lies in Q in .
The proof of the results stated in this section are given in the journal version of the paper submitted to Automatica. The first claim of Theorem 5.1 is a particular case of the second one (Q in contains only one state). Now we detail controller tuning under which the conclusion of Theorem 5.1 holds.
As a preliminary step, we note that by Assumption 3.4,
in the operational zone. Since this zone is compact, there exist k > 1 and ∆ > 0 such that in this zone,
After finding such k and ∆, we pick a free design parameter κ ∈ (0, 1).
Tuning u h ∈ (0, u) from (5.4). To this end, we first modify the definition of the initial disk via putting 
Tuning η * from (5.1) and µ, γ from (5.5). These parameters are chosen so that in the operational zone,
Finally, the duration of the initial mode should be chosen so that
The recommended choice is feasible since (5.8)-(5.12) are satisfied by all small enough u h , η * , µ, and γ. This can be viewed as a guideline for experimentally tuning the controller. If an a priory knowledge about the domain is available, (5.8)-(5.12) can be used for analytically tuning the controller, which is based on estimation of the involved parameters θ and II[·; ·] of the surface. In the next section, we illustrate this with simple examples.
Illustrative Examples: Inner and Outer Scans of an Unknown Surface of Revolution
Let the surface of interest B be generated by rotating a C 3 -smooth planar regular curve C around a vertical axis A. Also, let the generatrix C lie in a plane containing A, do not intersect A, and let its tangent T C be never normal to A. It follows that C can be viewed as the graph of the function ρ(h) that gives the distance between C and A at the altitude h ∈ I h :
Assuming that the z-axis of the world frame is aligned with A, we parametrize x = ρ(h) cos ϕ, y = ρ(h) sin ϕ, z = h the surface B by ϕ and h ∈ I h . By using this, it is easy to show (see [19, Sec. 5 .10] for details) that
Here β(h) = arctan ρ ′ (h) is the angle from h to T C , σ = 0 and σ = 1 in the case of outer and inner scan, respectively, and c = c(h) is the signed curvature of C at the altitude h (c > 0 at concavities of the graph). After simple computations, the necessary conditions from Section 3 take the form R ≤ ρ(h) + (−1) σ d 0 with an apparent sense: The minimal turning radius R is so small that the robot can horizontally rotate around A at a distance of ρ + (−1) σ d 0 , which is equivalent to horizontally following the surface B with the margin d = d 0 . Now we comment on analytically tuning the controller, assuming that the available knowledge about the unknown curve C comes to the following estimates:
• β ∈ [0, π/2) -an upper bound on the tangent angle |β|;
• 0 < ρ − < ρ + -a lower and upper estimate of the distance ρ(h), h ∈ I h from A to the curve C, respectively;
• c + -an upper estimate of the curvature |c| of C.
Based on these data, the controller should be tuned so that from any initial location r in with h(r in ) ∈ I h and ρ(r in ) ∈ [ρ 
Outer Scan
We assume that ρ
The first two inequalities mean that the initial location r in is far enough from A; the first of them guarantees that r in is on the correct side of B. The last inequality enhances the controllability condition R ≤ ρ(h) + d 0 ∀h. Now we put 
Then claim (i) of Theorem 5.1 is true whenever h(r in ) ∈ I h , ρ(r in ) ∈ [ρ − in , ρ + in ], and an outer scan is performed. Here the range of u h 's is given in a closed form, whereas (6.4), (6.5), and (6.6) explicitly describe a domain of (η * , µ)'s bounded by an ellipse, hyperbola, and a straight line. After µ is chosen, (6.7) bounds γ in an explicit form.
Proof of Proposition 6.1. By putting d − := d * , d + := ∞, it is easy to see that Assumptions 3.3 and 3.4 hold and (5.7) takes the form (6.3). It is straightforward to check that the quantity (6.2) meets the requirements preceding formula (5.8). By maximizing over θ = π/2 − β(h), h ∈ I h , the requirements (5.8)-(5.11), (5.13) are reduced to those from the proposition's body, except for (6.7) and the second part of (6.6). The last inequalities are similarly obtained from (5.12).
Inner Scan
We assume that ρ − > ρ By the last inequality, the space inside B is "wide enough"; the first two ones mean that the initial location is far enough from both B and the axis A. We put , and an inner scan is performed. The proof is similar to that of Proposition 6.1.
