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We have studied the use of a solid-state heat-capacity laser (SSHCL) in mortar defense. This 
type of laser, as built at LLNL, produces high-energy pulses with a wavelength of about 1 µm 
and a pulse repetition rate of 200 Hz. Currently, the average power is about 26 kW. Our model of 
target interactions includes optical absorption, two-dimensional heat transport in the metal casing 
and explosive, melting, wind effects (cooling and melt removal), high-explosive reactions, and 
mortar rotation. The simulations continue until HE initiation is reached. We first calculate the 
initiation time for a range of powers on target and spot sizes. Then we consider an engagement 
geometry in which a mortar is fired at an asset defended by a 100-kW SSHCL. Propagation 
effects such as diffraction, turbulent broadening, scattering, and absorption are calculated for 
points on the trajectory, by means of a validated model. We obtain kill times and fluences, as 
functions of the rotation rate. These appear quite feasible.   
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Nomenclature 
C   specific heat 
2
nC    refractive index structure constant  
D   thermal diffusivity 
E   high-explosive activation energy 
F   fluence 
GGG   Gadolinium Gallium Garnet 
h   slab thickness 
HE   high explosive 
I   laser intensity 
k   Boltzmann factor 
P   laser power 
Q   heat of decomposition 
SSHCL  Solid-State Heat-Capacity Laser 
T   temperature 
Z   pre-exponential factor (high-explosive kinetics) 
α   optical absorptivity 
κ   thermal conductivity 
ρ   density 
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 1. Introduction 
Our laboratory and industrial collaborators have been developing solid-state heat-
capacity lasers (SSHCLs) since 1997. These devices represent a new concept in tactical 
battlefield weapons, in that heat-capacity operation provides a compact and mobile laser 
architecture suitable for scaling to powers relevant to engagements. The lasers produce bursts of 
pulses, while the waste heat is stored in the medium (solid-state slabs). After sufficient heating, 
the hot slabs are switched out for rapid cooling while cool slabs are simultaneously switched into 
the aperture. The lasers are designed for flexible platform requirements. Until recently, the most 
powerful such laser (also built at LLNL) contained 9 Nd:glass slabs pumped by flashlamps. It 
produced 10 kW (500 J/pulse at a pulse repetition rate of 20 Hz), at a wavelength of 1.053 µm. 
The material interactions of this laser and a predecessor have been studied at some length (Boley 
and Rubenchik, 2002; Boley and Rubenchik, 2003; Boley and Rubenchik, 2004). Excellent beam 
quality has been demonstrated (LaFortune et al., 2004). The most recently built SSHCL (Rotter 
et al., 2004) has four Nd:GGG slabs pumped by diodes at 200 Hz. The pulse length is about  
0.5 ms and the wavelength is 1.064 µm. Routine operation at an average power of about 26 kW 
(130 J/pulse) for several seconds has been achieved.  
We are concerned here with a future battlefield configuration of this last laser, upgraded 
in power to100 kW. We evaluate its lethality in an engagement with an M252-type mortar. The 
analysis proceeds in two steps: (1) calculation of target interactions, including ignition of the 
high explosive, over a range of powers on target and spot sizes; and (2) calculations of 
propagation and engagement for a mortar trajectory, using the results of (1). These steps are 
discussed in the next two sections. This is followed by a general discussion and the conclusions. 
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Figure 1. Geometry of the target interaction model. 
 
2. Target Interactions 
For our purposes, we model an M-252 mortar as a cylinder of diameter 8 cm, consisting 
of an iron casing (of thickness 1 cm) filled with TNT. We neglect the tapering of the vessel and 
variations in the casing thickness. The chosen value is conservative. Mortars are spin-stabilized 
by fins, but various imperfections may give rise to a rotation rate up to about 10 rpm. In our 
scenarios, the mortar is killed via rapid cook-off of the HE. During this process, the beam 
directly heats the steel container, raising the temperature of the adjacent high explosive to 
initiation. At this moment, only a fraction (or possibly none) of the container width has been 
melted. Thus the reaction products are confined, increasing the pressure and stimulating the HE 
explosion and mortar destruction.  
The main physical processes at the target are absorption of the incident laser energy by 
the metal, heat conduction in the metal and explosive, and reaction kinetics in the explosive. The 
wind also plays a role by removing melt and cooling the surface. The geometry is depicted in 
Fig. 1. We have developed a computational model (THALES), which simulates these processes 
throughout the engagement until the moment of HE initiation. Calculations are performed in 
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 two-dimensional (r,z) symmetry. The model employs a database of material properties, such as 
the heat capacity, the thermal conductivity, and the absorptivity. An important feature of these 
properties is their temperature dependence, which can be pronounced.  
In the application to mortars, we supplement this model with HE reactions. These are 
described by Arrhenius kinetics (Frank-Kamenetskii, 1939; Zinn and Mader, 1960), occurring in 
the temperature equation according to: 
)/exp(/ kTEZQTtTC −+∇⋅∇=∂∂ ρκρ .            (1) 
The first term on the right-hand side describes heat conduction, while the second term describes 
HE reactions. The driving laser absorption occurs as a boundary condition involving the surface 
absorptivity of the metal. The quantities Q, E, and Z are, respectively, the heat of decomposition, 
the activation energy, and a characteristic reaction rate (“pre-exponential factor”). Their values, 
as inferred from experiments with HE, are quite reliable. The exponential term leads to 
extremely rapid heating once initiation is reached. Vapor generation and disassembly, which are 
outside the scope of the model, then take place. Our simulations terminate when the temperature 
anywhere within the HE (in practice, near the interface with the metal, on the beam axis) 
suddenly spikes. The temperature at which this occurs depends on the spot size and the rate of 
heating. It is about 550-600 C in our simulations. This decreases for larger spots and slower 
heating rates. 
 At the target, we consider a CW beam incident with a Gaussian radial profile. Therefore 
the intensity has the form , in terms of the power P on target and 
the 1/e spot radius a. In the simulations, the assumed wind speed is Mach 0.3. The simulations 
are insensitive to the precise speed, since wind cooling is not a major effect and since the model 
treats melt removal independently of the wind speed. 
)/exp()/()( 222 araPrI −= π
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 As an example, let us first consider a 30 kW beam on target, with 1/e spot radius 2.5 cm, 
and assume that the target is not rotating. As shown in Fig. 2, the temperature of the front edge, 
on the beam axis, rises to the melting temperature (~1540 C) within about 4 s. It remains 
clamped at this level, as melt is removed by the wind. The maximum temperature in the HE rises 
steadily until, at about 5.9 s, it begins to increase sharply from about 580 C. This signals HE 
initiation. Figure 3 shows the overall temperature distribution at the moment of initiation. Note 
the presence of lateral heat conduction. The wind has removed about 250 µm of melt on axis. 
Now we consider a range of powers (20-120 kW) on target, along with a range of 1/e spot  
radii (1.8-2.3 cm) at the target. The results for these simulations are summarized in the left-hand 
plot of Fig. 4. At 120 kW, the initiation times lie between 1.5 s and 2.8 s. At 20 kW, the range of 
initiation times increases to 5.5-8.6 s. As shown in the right-hand plot of Fig. 4, all these times 
depend not on the power and spot size separately, but rather on the central intensity I(0) via 
00 )0(/ ττ += IA .      (2) 
The least-squares fit parameters are  = 7.0 kJ/cm0A
2 and 0τ  = 1.5 s. The fit is best at low 
intensities, but it is reasonable over the full range. 
This behavior can be understood in terms of one-dimensional heat transfer across a 
material (the metal casing) of width h, with constant material properties. To account for the HE, 
which is a poor conductor, we impose a zero-conduction boundary condition on the opposite 
side. The HE initiation time is modeled as the time τ required for the temperature of this side to 
be raised by an amount T0 (~ 550-600 C in our case). This problem has an analytic solution 
(Carslaw and Jaeger, 1959), expressed implicitly in terms of the heat-capacity time 
IhTCC αρτ /0=  (the time to reach a given temperature assuming instantaneous heat  
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Figure 2. Simulation of 30 kW beam on 1-cm thickness of iron, shielding TNT (beam 1/e radius 
of 2.5 cm). Left: temperature of front edge of iron, on axis. Right: maximum temperature in HE. 
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Figure 3. Temperature distribution in iron and HE, at the moment of HE initiation. The hot spot 
in the HE (barely visible) is on the beam axis. 
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Figure 4. Left: calculated HE initiation times for a range of powers on target and 1/e spot radii. 
Right: initiation time versus central intensity. The dots correspond to calculated times, while the 
solid line gives the fit described in the text. 
 
conduction), and the thermal-conduction time . Here α is the absorptivity and D is the 
thermal diffusivity. Expanding the analytic solution in powers of the width, we obtain 
DhD /
2=τ
,6//
6/
2
0 K
L
++=
++≈
DhIhTC
DC
αρ
τττ
    (3) 
which has the same form as the fit above. In this approximation, therefore, the initiation time 
involves a weighted sum of the heat-capacity time and the thermal-conductivity time (note the 
factor of 1/6 multiplying the latter). This result, with the values given above, is a practical 
formula for estimating kill times. Since melting is neglected in this simplified treatment, we 
expect the fit to become less applicable at high intensities, as can be seen in Fig. 4 (right plot). 
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Figure 5. Schematic deposition of beam energy during rotational averaging.  
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Now we turn to the rotating case. If the mortar rotates sufficiently rapidly, then the beam 
energy is deposited uniformly around the circumference of the mortar, as sketched in Fig. 5. In 
this case, referred to as rotational averaging, the temperature dependence is still two-
dimensional, but the coordinates are radial (into the mortar) and parallel to the mortar axis. We 
assume that rotational averaging is appropriate if two rotations take place during the initiation 
time, or πτω 4≥ . For slower rates of rotation, we interpolate the initiation times between this 
case and zero rotation. Figure 6 shows calculated kill times for a rotationally averaged mortar. 
Rotational averaging increases the kill time by a factor ranging from 2.5 to 5.  
For a rotationally averaged target, the kill times are fit by a formula of the same form as 
for a nonrotating target. In this case, though, the appropriate intensity is the rotationally averaged  
central intensity, or , where C is the circumference of the target. We find CaPI eff
2/1/)0( π=
11 )0(/ ττ += effIA ,     (4) 
where = 7.4 kJ/cm1A
2 and 1τ  = 1.5 s. 
In the cases described up to this point, the laser illuminates the target until the moment of 
HE initiation (“dwell to kill”). In principle, though, it is possible to stop the laser irradiation 
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Figure 6. Calculated initiation times for a rotationally averaged target versus power on the 
target. The times for a nonrotating target (cf. Fig. 4) are included. 
 
before this time and still to achieve HE initiation, as the heat already deposited continues to 
conduct (“predictive kill,” Kulkarny et al., 1998). For our ranges of powers on target and spot 
sizes, this reduces the rotationally averaged engagement time by about 2.4 s. Even if this is not a 
deliberate engagement strategy, it allows for a margin of error.  
3. Engagement Calculation 
A full consideration of practical engagement scenarios would involve a systems analysis. 
Here we consider a particular scenario, in which a mortar is fired at an asset over a range of  
4 km. The asset is protected by a 100-kW SSHCL located at a distance of 1 km, at cross range. 
The overall geometry and details of the trajectory are indicated in Fig. 7.  
We assume that the beam director has diameter 30 cm, central obscuration 33%, 
efficiency 85%, and jitter 2.5 µrad. It is assumed capable of removing beam wander, via tip/tilt 
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Figure 7. Engagement scenario considered in this paper. The muzzle speed is 208 m/s, 
corresponding to two charges. The angle of elevation is about 58 deg, and the time of flight is 
about 36 s. We assume a frictionless trajectory. The line from the laser to the asset is 
perpendicular to the plane of the trajectory. 
 
control. We assume a beam quality of twice the diffraction limit.  
The main processes involved in propagation are diffraction, atmospheric turbulence, 
absorption, scattering, and thermal blooming. Precise modeling of these effects requires a  
physical optics code. For our purposes, a less complex treatment is sufficient. We employ the 
BRLPRO propagation code (Breaux, 1979), which was developed to give rapid, simple 
propagation results and which has been benchmarked against wave optics treatments We use this 
code as driven by NOVAE (Gebhardt et al., 1993). We assume a turbulence level characterized 
by at a height of 10 m, decreasing as 1/h with height. The nominal laser 
height is 2 m. We employ profiles of absorption and scattering coefficients appropriate for 
3/2142 m101 −−×=nC
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 midlatitude, summer, rural conditions. For our wavelength, these are due to interactions with 
aerosols. We consider a visibility of 23 km. 
 Along the trajectory, the spot size and power on target are calculated as functions of time. 
The spot is idealized as a Gaussian profile with a particular 1/e width. Since the beam 
generally intercepts the projectile at an angleθ , as illustrated in Fig. 5, the spot area is enhanced 
by a factor of 1/cosθ  (the effective 1/e radius is enhanced by the square root of this factor). 
Except near the beginning and ending of the trajectory, the spot size is largely determined by 
diffraction. Turbulent effects are sizeable only near the endpoints, due to near-horizontal 
propagation. Otherwise, they account for only a couple percent of the spot size, as the beam 
travels substantially upward. Thermal blooming generally accounts for 6% or less.  
 Figure 8 shows the 1/e spot radius and the power on target as functions of time, along the 
trajectory. Note that they are reasonably flat near the apex, where the mortar is moving most 
slowly (~112 m/s). Therefore we assume that the engagement is centered around the apex, with a 
constant spot radius (~2.6 cm) and power on target (~75 kW) appropriate for the apex. The kill 
time is bounded by the value for a nonrotating mortar (3.6 s) and for a rotationally averaged 
mortar (10.4 s). Figure 9 shows the kill time as a function of rotation rate, up to 10 rpm. The 
curves flatten just beyond this, as a rotationally averaged rate is achieved. Also shown is the peak 
fluence on target (the kill fluence), as a function of rotation rate. This ranges from 8.3 kJ/cm2 (no 
rotation) to 23 kJ/cm2 (rotationally averaged). 
4. Discussion 
Any modeling of countermortar lethality by SSHCLs will inevitably neglect some effects. 
In our case, these would include the following. 
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Figure 8. Left: 1/e spot radius on the target during the engagement. Right: fluence on target. 
 
 
 
 
 
 
 
 
 
 
 
Figure 9. Kill time (left) and fluence (right) versus rotation rate. 
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 (1) Target paint was not taken into account. Although paint may survive for some time 
during the engagement, it tends to increase the absorption. 
(2) Coupon experiments by our SSHCL group have demonstrated combustion in an iron 
target (Boley and Rubenchik, 2003), resulting in an effective increase in absorbed power. 
(3)  The beam was treated as CW, despite its actual pulsed format. Since the absorptivity 
increases with temperature, a pulsed format is expected to result in increased energy 
deposition (Boley and Rubenchik, 2003). At 200 Hz, however, the gain may not be large. 
(4) The casing was modeled as 10 mm thick. The casing thickness of an actual 82-mm 
mortar varies with position but is generally less than 10 mm except near the front. Near 
the rear, it decreases to less than 9 mm. 
(5) The circumferential curvature of the mortar was not taken into account. This results in a 
small decrease of absorption near the edge of the spot. But for the large spots under 
consideration, for which lateral thermal transport is not too important, lethality is 
determined mainly by the central power. Thus surface curvature effects are not important. 
The first four of these effects would lead to increased lethality. As a result, we believe that our 
lethality estimates are conservative and reliable.  
It is interesting that the kill time can be described quite well by the simple formulas of 
Eqs. (2) and (4), when the intensity is not too high. These can be employed for rapid estimates. 
5. Conclusions 
We have described a countermortar lethality study, taking into account the complex 
physics of the laser-target interaction and propagation effects. The kill mechanism is rapid cook-
off of the HE. In the sample engagement considered, the kill time ranged from 3.6 to 10.4 s, 
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 depending on the mortar rotation rate. It appears that a solid-state heat-capacity laser, operating 
at 100 kW, can be an effective weapon for countermortar defense. 
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