The ability to generate options for action is crucial for everyday life decision-making. In this article, we propose and test a model of the cognitive underpinnings of option generation in everyday life situations. We carried out a laboratory study using measures of a wide range of cognitive functions and asked participants (N = 157) to generate options for actions for different everyday life decision-making scenarios. The results of a latent variable analysis show that the cognitive underpinnings of option generation are consistent across different everyday life situations and, hence, option generation can be conceptualized as a general construct. Moreover, the results of a confirmatory factor analysis reveal that, when controlling for the shared variance among the cognitive processes assessed, verbal fluency, working memory capacity, ideation fluency, and processing speed predicted option generation. These findings suggest that option generation in everyday life situations can be distinguished from other cognitive constructs, such as divergent thinking (in terms of ideas' originality) and long-term memory.
Introduction
Imagine that you have missed your train and have to spend 1 h waiting for the next one to come. Obviously, you would first generate options for what you could possibly do (option generation) and then select one of those options (decision-making). Effective decision-making hinges on the quality and the amount of available choice options; for example, one cannot decide that it would be best to spend 1 h at a train station in a mall nearby and do some shopping that is necessary anyway, if this option does not come to mind in the first place. The same is true for other and potentially more important decisions in life (e.g., making financial investments, presenting a new business strategy).
In stark contrast to the prevalence and importance of option generation, research on the exact nature of its cognitive underpinnings is sparse. In the current research, we will apply a latent variable approach and focus on individual differences in the ability to generate options reflected in the number of options generated (Del Missier, Visentini, & M€ antyl€ a, 2015) . Specifically, we (a) examine how this ability relates to other cognitive abilities and (b) whether the cognitive underpinnings of option generation generalize across situations. In this study, we focus on the general ability underlying option generation fluency in various everyday situations and aim to explain interindividual differences in the number of options generated (referred to as option generation fluency). In doing so, we answer the question of if and how individual differences (as opposed to situational variables) determine option generation fluency and, thereby, advance current theories of option generation in everyday life decision-making. Specifically, implementing option generation in a nomological network of potentially related cognitive abilities (i.e., its cognitive underpinnings) provides insights as to how option generation is distinct from other abilities, thus avoiding jingle-and-jangle fallacies (i.e., two different constructs mistakenly treated as identical or identical constructs mistakenly treated as two different constructs; Block, 1995) . In doing so, we also contribute to parsimonious theory development.
Before turning to our empirical study, we will first define option generation and introduce the current theoretical work on option generation. Based thereupon, we will then point to the cognitive correlates that are most likely relevant for interindividual differences in option generation performance. Finally, we will propose a model of the cognitive underpinnings of option generation in everyday life situations and test it, employing a latent variable analysis.
Option generation
Research in judgment and decision-making often focuses on situations where alternatives are externally provided; that is, alternatives are presented as in a menu at a restaurant. However, in many real-life decisions, alternatives are not provided externally but need to be generated, and this predecisional process is essential for subsequent decisionmaking (Gettys, Pliske, Manning, & Casey, 1987) . Options can represent hypotheses when drawing inferences (Dougherty & Hunter, 2003; Manning, Gettys, Nicewander, Fisher, & Mehle, 1980; Mehle, 1982) , or they may constitute possible acts presenting solutions to ill-defined problems (Del Missier et al., 2015; Engelmann & Gettys, 1985; Gettys et al., 1987) or available behavioral responses in complex but familiar situations as, for example, in sports (Johnson & Raab, 2003; Ward, Anders Ericsson, & Mark Williams, 2013; Ward, Suss, Eccles, Williams, & Harris, 2011) . Everyday life situations present ill-defined problems embedded in a broad spectrum of different contexts, which results in interindividual variation in familiarity and, thus, offers a broad assessment of option generation ability as compared to option generation in specific situations, for example, sports (Johnson & Raab, 2003; Raab & Johnson, 2007; Ward et al., 2013) , where decisions are made quickly and rely on heuristics which are selected based on past experience (Gigerenzer, 2008) . In the present paper, we follow the definition of option generation as "the formation of mental representations of candidates for goal-directed action" (Kalis, Kaiser, & Mojzisch, 2013, p. 4) and focus on option generation in everyday decision-making.
Previous research lends support to the hypothesis that option generation is a more or less automatic process which is largely affected by expertise (e.g., Klein, Wolf, Militello, & Zsambok, 1995; Mehle, 1982; Raab & Johnson, 2007; Ward et al., 2011) . However, it entertains two competing hypotheses concerning the retrieval of options: Either retrieval is based on learned associative strength between options and the current situation (Johnson & Raab, 2003; Raab & Johnson, 2007) or retrieval is based on complex situation representations available in long-term memory which result in an ordered menu of possible acts (Belling, Suss, & Ward, 2014) . The latter assumption is fueled by research on the development of long-term working memory with increasing expertise (Ericsson & Kintsch, 1995) . Both models result in different predictions regarding the effect of expertise on the number of generated options. According to the hypothesis of spreading activation, experts only generate a small set of options, and earlier-generated options are better than later-generated options (i.e., the so-called take the first heuristic, which was corroborated in studies focusing on decision-making in sports; Johnson & Raab, 2003; Raab & Gigerenzer, 2015; Raab & Johnson, 2007) . On the other hand, according to the long-term working memory based assumption, experts have a more detailed and complex representation of the situation in which an option is generated. Therefore, higher levels of skill result in more task-relevant options in complex situations. This assumption is supported by recent studies focusing on decisions in sports as well as in law enforcement (Belling et al., 2014; Belling, Suss, & Ward, 2015b; Ward et al., 2011 Ward et al., , 2013 . Option generation in this framework is examined in familiar and well-defined situations in which routines and heuristics might be particularly relevant (Keller & Ho, 1988) . Importantly, while these studies point to the role of long-term memory retrieval and working memory as important cognitive processes underlying option generation, they remain relatively mute on the question if differences in these processes affect option generation fluency.
The interest in the cognitive underpinnings of option generation reaches back to the early studies of option generation where interindividual differences in hypothesis generation were sought to be explained by differences in other cognitive processes, such as episodic memory, divergent thinking, and cognitive achievement (Manning et al., 1980) . Divergent thinking was found to be the most important predictor, a finding which was replicated in later studies focusing on act generation in ill-defined problems (Engelmann & Gettys, 1985) . The number of hypotheses generated to predict the likelihood of a specific event was found to be correlated with working memory capacity (Dougherty & Hunter, 2003; Thomas, Dougherty, & Buttaccio, 2014) . Based on these findings, it was assumed that option generation is a higher order cognitive process that relies on more basic processes associated with long-term memory and working memory as well as divergent thinking, and as a result option generation should be influenced by interindividual differences in long-term memory recall and working memory capacity and divergent thinking.
While empirical research on the topic of option generation is still sparse, it supports the notion that option generation is crucial for decision outcomes (e.g., Adelman, Gualtieri, & Stanford, 1995; Del Missier et al., 2015; Engelmann & Gettys, 1985; Gettys et al., 1987; Hartmann et al., 2015; Hepler & Feltz, 2012; Johnson & Raab, 2003; Klein et al., 1995; Raab & Johnson, 2007) . Previous studies have found that individuals generate only a limited number of options, and they tend to prefer the first option generated, which points to a process based on recognition and memory retrieval (Johnson & Raab, 2003; Raab & Johnson, 2007) .
Paradigms used to investigate option generation
Studies on option generation are typically based on two different paradigms. One paradigm uses videos depicting situations from specific tasks, such as handball (e.g., Johnson & Raab, 2003) , soccer (e.g., Belling, Suss, & Ward, 2015a) , or law enforcement (Ward et al., 2011) , and asks participants to generate different responses in the given situation and select the most appropriate one. The described situations, therefore, involve the anticipation of possible states of the world (i.e., moves of the opponents), the generation of possible responses specific to each state, and assignments of likelihoods of states in order to determine the most adaptive response. The second paradigm uses brief scenarios which involve ill-defined problems, such as a friend who needs a place to stay without paying money (Engelmann & Gettys, 1985) , solving a parking problem in the center of a city (Del Missier et al., 2015) , or something to do on a free day , and asks participants to come up with solutions in terms of what they could do to solve the problem and decide what to do. Solutions in these situations are not as dependent on the states of the world as solutions in the first paradigm and options do not necessarily present responses in terms of generating an appropriate reaction; for example, finding something to do while waiting for the train differs from coming up with the next move in a chess game.
Studies showing evidence for the role of memory have typically employed the first paradigm (e.g., solving a chess problem). By contrast, studies that have employed the second paradigm and focused on everyday situations generally found that long-term memory recall as well as working memory is less important than divergent thinking for option generation. Hence, it is unclear whether the results of studies focusing on familiar but complex situations where inferences are important in order to determine options (e.g., moves in a handball game) can be transferred to situations in which options are not affected by states of the world (e.g., wondering what to do while waiting 1 h for the next train to come).
Interestingly, considerable interindividual differences in option generation performance (i.e., the number of options generated in a specified time period) have been observed in previous studies. For example, Manning et al. (1980) asked participants to generate hypotheses about land use in a given area and found substantial variation between participants. Engelmann and Gettys (1985) compared graduate and undergraduate students regarding their ability to generate options for ill-defined problems (finding a place to live for a person without paying money for it) and found that undergraduates generate fewer options than graduate students. Importantly, differences were explained based on divergent thinking scores, which were higher for graduate students. Divergent thinking also explained observed differences in option generation in ill-defined problems such as a lack of parking space in a city center, identifying ways to save energy at home, and finding ways to raise funds for a charity (Del Missier et al., 2015) . Presenting multiple ill-defined problems in everyday life decision-making scenarios, such as having no milk on Sunday morning, also resulted in substantial variation that could be explained by interindividual differences in cognitive processes (Hartmann et al., 2015; Kaiser et al., 2013) . As we will show in the following section, understanding the underlying cognitive processes involved in option generation is key to explaining this variability. In addition, it helps to validate the construct of option generation empirically and distinguish it from other constructs such as memory recall or creative cognition.
The cognitive underpinnings of option generation
Due to the traditional focus of decision-making research on choice behavior, there exist only a few theoretical accounts of interindividual differences in option generation in everyday life situations (e.g., Kalis, Mojzisch, Schweizer, & Kaiser, 2008; Kalis et al., 2013; Smaldino & Richerson, 2012) . One might object that the concept of option generation in everyday life situations is new wine in old wineskins, as it apparently shares conceptual overlap with other psychological constructs. For example, one effective way to answer the question of what one could do might be to engage in divergent thinking; another one might be to retrieve options from long-term memory.
Next, we will briefly discuss the relationship between option generation, on the one hand, and memory (working memory and long-term memory), divergent thinking (originality and ideation fluency), and instrumental cognitive skills (verbal fluency and processing speed), on the other hand.
Option generation and working memory
Working memory is generally considered to reflect one's ability to maintain the focus of attention on task-relevant information (i.e., choice options) in the face of distraction (cf. Engle, Tuholski, Laughlin, & Conway, 1999) . Building on the idea that hypothesis generation is closely linked to long-term memory and working memory, Dougherty and Hunter (2003) found that working memory capacity was positively correlated with the number of alternatives generated by participants. Thomas et al. (2008) proposed a general model of human judgment, the HyGene model. According to HyGene, the number of options that a decision-maker can actively entertain at any point in time is constrained by working memory capacity. If cognitive load is increased and, as a result, working memory capacity is reduced, fewer options are generated (Sprenger et al., 2011) . It is important to note, however, that these studies focused on hypothesis generation, but not option generation in general. Yet it is likely that working memory is also involved in option generation since while successively generating several options for action, one has to keep all options in memory before making a decision.
Option generation and long-term memory
Interindividual differences in long-term memory recall are likely to be associated with differences in option generation, since options can be retrieved from memory based on situational cues (e.g., Gettys et al., 1987; Raab, de Oliveira, & Heinen, 2009; Thomas et al., 2014) . Surprisingly, empirical investigations of interindividual differences in longterm memory recall and the number of generated options in ill-structured everyday life situations yielded mixed findings. While the results of Kaiser et al. (2013) clearly support a link of long-term memory recall and option generation, other studies replicated this finding only for one of the three scenarios used (Del Missier et al., 2015) or not at all (Hartmann et al., 2015) . Possible explanations for these inconsistent results could be in differences in sample size and, hence, in test power, and the lack of importance of memory recall in tasks that present novel problem-solving situations (as in the study by Del Missier et al., 2015) . Both issues will be addressed in the present article.
Option generation and creative cognition
Creative cognition is defined as the ability to come up with novel and adequate ideas (Sternberg, 1999) . Creative cognition has two facets: divergent and convergent thinking (Guilford, 1967) . Divergent thinking reflects the originality of each idea (idea originality), flexibility of category switches, and the number of alternative ideas, referred to as ideation fluency (Barron & Harrington, 1981) . Convergent thinking, on the other hand, reflects the ability to arrive at the correct solution of a specified problem. As argued by Manning et al. (1980) , divergent thinking should be particularly relevant for the generation of new options, that is, in the generation phase, while selecting the "right" option is affected by convergent thinking. Importantly, while convergent thinking might be particularly important for deciding between options, divergent thinking (coming up with new ideas) may be particularly relevant for coming up with different options in ill-defined problems (Engelmann & Gettys, 1985) .
Empirical evidence for the assumption that creative cognition is related to option generation is mixed. Studies using the alternate uses test report divergent thinking to be associated with option generation (Del Missier et al., 2015; Engelmann & Gettys, 1985; Hartmann et al., 2015) . By contrast, a study using the remote association test (Mednick, 1962) , which is a measure of convergent thinking, found no relationship between creative cognition and option generation . Taken together, these findings are in line with the assumption that divergent thinking is associated with the number of generated options, while convergent thinking is not. Importantly, the relationship between option generation and divergent thinking so far has been addressed by the association between the quantity of ideas and the number of generated options. However, it remains an open question if this holds true for the originality of ideas, too.
Different mechanisms have been proposed to explain why divergent thinking is related to option generation. Higher ability in divergent thinking is associated with a higher likelihood of generating qualitatively new ideas instead of variations of existing ones (Goel, 2014) . This could be due to the focus on different situational features and problem elements which give rise to new options (Keller & Ho, 1988) or the ability to better suppress prior knowledge in order to derive novel ideas (Marsh, Ward, & Landau, 1999) . For this reason, the ability to generate new ideas could also affect the ability to generate options. Importantly, divergent thinking relies on memory as well as verbal fluency. While the generation of early ideas seems to be memory based, later ideas present deviations from early ideas based on semantic search and properties of the target, and this second process seems particularly related to verbal fluency measures (Gilhooly, Fioratou, Anthony, & Wynn, 2007) . Ideation fluency is also closely linked to general verbal fluency (e.g., Carroll, 1993; Silvia, Beaty, & Nusbaum, 2013 , see also next section).
Option generation and verbal fluency
Verbal fluency-the ease with which verbal information is accessed from long-term memory (Benjamin, Bjork, & Schwartz, 1998 )-is an important factor determining whether information stored in long-term memory is actually available. Simply stated, verbal fluency refers to how quickly an item stored in long-term memory comes to mind (Benjamin et al., 1998) . In verbal fluency tasks, participants are asked to generate words based on a given set of rules (e.g., as many words as possible beginning with the letter M or as many animals as possible) within a specified amount of time. Importantly, there is preliminary evidence for a link between verbal fluency and option generation. Kaiser et al. (2013, Study 1) observed that verbal fluency was associated with the number of options generated (Study 1, Kaiser et al., 2013) and verbal fluency was the only general cognitive process associated with option generation in one scenario in the study of Del Missier et al. (2015) . Furthermore, Hartmann et al. (2015) found that apathy ratings in patients with schizophrenia were negatively correlated with the quantity of generated options, and, importantly, this link between apathy and option generation performance was partially mediated by verbal fluency. These findings suggest that verbal fluency is an important cognitive component underlying option generation.
Option generation and processing speed
Processing speed is generally considered a measure of the efficiency of processing information (encoding, transforming, retrieving) activated in working memory (Kail & Salthouse, 1994; Salthouse, 1996) . For these reasons, processing speed could share substantial variance explaining variation in option generation. In this study, we assume that processing speed is an important determinant of option generation since individuals with higher processing speed should be faster in carrying out retrieval operations and, therefore, generate more options in a finite time period.
The present study
The main objectives of this study were twofold: first, we aimed to examine whether interindividual differences in option generation are consistent across different everyday life situations indicating that option generation relies on one general ability or common factor, which explains interindividual differences in option generation fluency. Second, we aimed to test the hypothesis that option generation is a distinct construct, being related, but not identical to long-term memory and divergent thinking (in terms of ideas' originality), and relying on working memory, verbal fluency, and processing speed .
Moving beyond previous work on interindividual differences in option generation (Del Missier et al., 2015; Hartmann et al., 2015; Kaiser et al., 2013) , we analyzed our data using a latent variable approach. Latent-variable procedures require multiple tasks to measure each construct, and they statistically remove the error variance associated with the individual, imperfect tasks, retaining only the variance shared among all the tasks. This shared variance represents the latent construct of interest which can be considered a purer measure of the underlying construct (Bollen, 1989) . In order to derive latent variables for each cognitive function of interest, we used two indicators of each cognitive function (for details, see below).
As outlined above, previous option generation studies have employed scenarios ranging from specific problem situations, such as saving electricity or solving a parking problem in the center of a city (Del Missier et al., 2015) , to very open situations, such as what to do when having an hour to spare at the train station . In this study, we used the scenario set developed by Kaiser et al. (2013) . These everyday life decisionmaking scenarios were particularly suitable for our study since they ranged from specific problem situations to very open situations and, therefore, allowed us to examine the robustness of the cognitive underpinnings of option generation across different situations. As proposed by Kalis et al. (2013) , it is conceivable that the relationship between divergent thinking in terms of ideas' originality and option generation fluency is moderated by the presence of implicit goals in the scenario: In scenarios with no implicit desired outcome, divergent thinking in terms of ideas' originality might be more important for option generation, as compared to scenarios yielding implicit desired outcomes. In contrast, if the relative importance of the cognitive processes does not vary as a function of the existence of implicit desired outcomes, this would indicate that option generation is a more global and coherent cognitive construct, distinguishing it even clearer from longterm-memory recall and creative cognition. To test this idea, we manipulated as a withinsubjects factor whether participants were exposed to scenarios with either an implicit desired outcome or no implicit desired outcome.
Methods

Participants
One hundred fifty-seven student participants (78% female, M age = 23.04, SD age = 3.65) were recruited via ORSEE, which is a web-based online recruitment system (Greiner, 2015) . Students participated in return for course credit or received 7€ per hour in exchange for their participation. Option generation, long-term memory recall, working memory capacity, verbal fluency, processing speed, and creative cognition (ideation fluency and divergent thinking) were measured with different tasks described in detail below. The study procedure was designed and performed according to the criteria of the Helsinki Declaration (1964), and written informed consent was obtained from all participants.
Materials and procedure
Participants attended two sessions conducted on separate days. In one session, the option generation task was completed, and in the other session a cognitive test battery was administered. The order of the sessions was counterbalanced between participants. In the option generation task, participants were asked to generate options for action in 30 different everyday life decision-making scenarios . In the cognitive test battery, each of the five cognitive functions under study was assessed using two different tasks. Participants worked on an automated operation span task (Ospan), an automated reading span task (Rspan) (working memory, both Unsworth, Heitz, Schrock, & Engle, 2005) , the Brick Test and the Cup Test (creative cognition, Friedman & F€ orster, 2001 ), a number comparison task and a letter comparison task (processing speed, both Salthouse & Babcock, 1991) , a semantic verbal fluency task and a letter verbal fluency task (verbal fluency, both Aschenbrenner, Tucha, & Lange, 2001 ), a cued free recall task and a delayed free recall task (long-term memory, both Unsworth, 2010) . The tasks were randomized and then administered in the order listed above, which was fixed across participants. Ospan, Rspan, cued free recall, and delayed free recall were computer-based, whereas the remaining tasks were conducted via paper-pencil. Between two tasks, participants had a 5-min break.
Tasks
Option generation
A pilot study was carried out to create a set of scenarios which differed in their degree of yielding an implicit desired outcome. In the pilot study, we asked N = 22 persons to rate the 50 scenarios used by Kaiser et al. (2013) . Participants were asked, "How clear is what the outcome should be in the present situation? Please rate from 1 (unclear) to 7 (clear) and write down the desired outcome." We then calculated the mean rating as an indicator whether a scenario yields an implicit desired outcome or not. We also counted how many participants were aiming at the same desired outcome. For example, when 18 out of all 22 participants said that when the food was out, they would look for some kind of food, this would indicate the same desired outcome and the rating would be 18. The 15 scenarios that were rated the clearest and the 15 scenarios that were rated the most unclear were used in the main study (clear scenarios: M clearness = 5.76, SD clearness = 0.43, M same goal = 15.67, SD same goal = 4.82; unclear scenarios: M clearness = 3.55, SD clearness = 0.67, M same goal = 8.00, SD same goal = 4.49; ts > 4.5, ps < .001; r clearness,same goal = .63, p < .001). We used these 30 scenarios to measure option generation in the main study (the results of the pilot study are found in Table A1 ). The grouping of scenarios allowed us to test if the cognitive underpinnings of option generation were the same across situations.
In the main study, 30 different everyday life decision-making scenarios were randomized and then presented in the same order to participants on a computer screen (e.g., "You have traveled 200 km to attend a concert"). After reading each scenario participants were asked, "What could you do?" and had 1 min to write down as many options for action as possible. Afterward, participants had to choose their preferred option, and the next scenario was presented.
Prior to data analysis, we corrected the number of generated options for redundant and invalid options, following a procedure developed by H€ ausser, Schlemmer, Kaiser, Kalis, and Mojzisch (2014) . In line with H€ ausser et al., we considered an option as valid if it was practical, not contained in any other option, and if it was an option for action. All corrections were carried out by trained raters using a standardized protocol. The corrected number of generated options was only slightly lower than the uncorrected number (M uncorrected = 4.46, SD uncorrected = 0.99 vs. M corrected = 4.02, SD corrected = 0.87) and both measures were highly correlated: r = .96.
The aggregated scale of option generation reflecting the mean of the number of generated options across all scenarios yielded 30 items and a high consistency indicated by a Cronbachs's alpha of a = .94. The corrected item-scale correlations of all scenarios were in a range of r = .42 to r = .74 and thus fell in the recommended range (Kline, 2011) . Grouping the scenarios according to implicit desired outcomes results in two scales with high consistency indicated by a Cronbachs's alpha of a = .89. We ensured that the construct is unidimensional using a principal axis analysis and checked if items yielded a normal distribution (factor loadings and item characteristics can be found in Table A1 ).
2.3.2. Tasks assessing working memory capacity 2.3.2.1. Operation span task: In the Operation span task (Ospan) (Unsworth, 2010) participants had to solve a series of math problems while retaining a set of unrelated letters. Participants always saw a set of letters first, which remained on the screen for 1,000 ms. Then participants saw a math problem (e.g., (1 + 4) 9 2 = ?) which they were told to solve as quickly as possible and then advanced to the next screen where they were asked if the number presented (e.g., "9") was either a correct or an incorrect solution of the previously presented math problem. After solving the math problem, participants had to recall the letters presented earlier in the correct order. Recall was carried out by clicking on the letters within a 4 9 3 matrix of letters presented on the screen. Recall was untimed.
Before the beginning of full Ospan trials, participants completed three practice sessions. After completing the practice trials, participants progressed to the full Ospan trials. In these trials, set sizes ranged from 3 to 7, and each set size was presented in three trials. Thus, a total of 75 sets of letters with 75 math problems were presented at random order. The score was the number of correct items recalled in the correct position.
2.3.2.2. Reading span task: In the Reading span task (Rspan) (Unsworth, 2010) , participants had to read sentences and determine whether the sentences made sense while trying to remember the same set of unrelated letters as in the Ospan task. Presentation time and procedure were similar to the Ospan. First, participants saw a set of letters, and then they had to read a sentence and had to decide whether the content of the sentence made sense or not (e.g., "The prosecutor's dish was lost because it was not based on fact."). Half of the sentences made sense, and variation was achieved by simply changing one word (e.g., from "dish" to "case") from an otherwise normal sentence. Then, participants had to recall the set of letters presented earlier in the correct order. As with the Ospan, recall was carried out by clicking on the letters within a 4 9 3 matrix of letters presented on the screen. Before the full trials, three practice trials were conducted in the same manner as in the Ospan. The scoring was the same as in the Ospan.
2.3.3. Tasks assessing long-term memory recall 2.3.3.1. Delayed free recall: In the delayed free recall task (Unsworth, 2010) participants had to learn six lists of ten words (common nouns), each sequentially. Each word was presented for 1 s. After all words of one list were presented on a computer screen, participants saw an eight-digit number for 16 s and had to write down the numbers on paper in ascending order. This task functioned as a distractor task. Next, participants had 45 s to write down as many words as they remembered from the list presented before the distractor task. The list of words was randomly presented using PsychoPy (Peirce, 2007) . The score was the total number of words recalled correctly.
Cued free recall:
In the cued free recall task (Unsworth, 2010) , participants had to memorize pairs of words (again common nouns) presented in three lists with each list containing 10 word pairs. Each word pair was presented for 2 s in a vertical order. Participants were instructed that the word on top represented the cue word and the word on the bottom represented the target word. After participants had memorized one entire list, one randomly drawn cue word of that list was presented and participants were asked to type in the target word from the current list that matched the cue word within 5 s. The same procedure was followed for all three lists. The score was the proportion of items recalled correctly.
2.3.4. Creative cognition: Divergent thinking as ideation fluency and idea originality 2.3.4.1. Brick test: In the Brick test (Friedman & F€ orster, 2001) , participants were asked to write down as many unusual applications for a brick they could think of within 1 min.
As a measure of divergent thinking in terms of originality, the different ways of use for a brick were then rated on a scale of 1 (uncreative) to 9 (very creative) with 5 (neither creative nor creative) as explicit midpoint by two independent raters. Inter-rater reliability was calculated based on Kendall's coefficient of concordance correcting for ties between raters (W) as an index of inter-rater reliability of ordinal data W = .84, v 2 (1277) = 2,135, p < .001, indicating a good agreement. The mean of both ratings was calculated for each use and for each participant the mean ratings were then used to calculate a score of average idea originality. As a measure of divergent thinking in terms of ideation fluency, we used the number of ideas participants generated (see Del Missier et al., 2015) .
Cup test:
In the Cup test (Friedman & F€ orster, 2001) , participants were asked to write down as many unusual applications for a cup that they could think of within 1 min.
As a measure of divergent thinking in terms of originality, the different ways of use for a cup were then rated on a scale of 1 (uncreative) to 9 (very creative) with 5 (neither creative nor creative) as explicit midpoint by two independent raters. Inter-rater reliability was W = .85, v 2 (1255) = 2,135, p < .001, suggesting good agreement. The mean of both ratings was calculated for each use, and for each participant the mean ratings were then used to calculate a score of average idea originality. As a measure of divergent thinking in terms of ideation fluency, we used the number of ideas participants generated (see Del Missier et al., 2015) .
Verbal fluency
Verbal fluency was assessed using the Regensburger Wortfl€ ussigkeitstest (RWT) (Aschenbrenner et al., 2001) . In this study two subtests were used: the semantic verbal fluency test with category switch and the lexical verbal fluency test with letter switch. Verbal fluency is assessed through the number of produced words.
2.3.5.1. Semantic verbal fluency: In the semantic verbal fluency task (Aschenbrenner et al., 2001) , participants were asked to write down as many exemplars of a given category (birds and trees) as possible within 1 min. Each participant received the two categories sequentially. The score for the task was the average number of real words that were exemplars of the respective category.
Letter verbal fluency:
In the letter verbal fluency task (Aschenbrenner et al., 2001) , participants were asked to write down as many words starting with a given letter (L or P) as possible within 1 min. Each participant received the two categories sequentially. The score for the task was the average number of real words starting with the given letter.
2.3.6. Processing speed 2.3.6.1. Number comparison: In the number comparison task (Salthouse & Babcock, 1991) , participants were shown 36 rows with 3-9 digit numbers in two columns. Participants had to decide as quickly as possible whether rows next to each other were identical or not and mark them accordingly. Participants were given 60 s to complete the task. The score for the task was calculated by counting all correct responses.
2.3.6.2. Letter comparison: The letter comparison task (Salthouse & Babcock, 1991) was equivalent to the number comparison task, except that participants saw 60 rows with 3-9 letter sequences in two columns. Again, participants had 60 s to complete the task. The scoring was the same as in the number comparison task.
Results
Preliminary analysis
On average, participants generated 4.02 (SD = 0.87) options per scenario. The number of generated options differed significantly, depending on whether a scenario yielded implicit desired outcomes or not. In scenarios yielding implicit desired outcomes, participants generated significantly fewer options (M = 3.80, SD = 0.94) than in scenarios with no implicit desired outcomes (M = 4.26, SD = 0.86), t(200) = 10, p < .001, d = 0.13. The correlation between the scores was very high, r = .89, p < .001, indicating a high rank stability across both scenario types. Due to the high correlation, we aggregated results.
Next, we inspected the reliability and scale properties of our cognitive measures and their correlation with option generation. Descriptive statistics for the cognitive test battery are shown and reliability measured with Cronbach's a are depicted in Table 1 . The measures yielded acceptable to very good internal consistency and were approximately normally distributed (i.e., skewness < 2 and kurtosis < 4 see Kline, 2011) .
The correlations among measures of the same cognitive processes were generally moderate and positive. As expected, such correlations were generally higher than those observed between different cognitive constructs. Overall, we found low to moderate correlations between option generation and other cognitive constructs (see Table 1 ).
Latent variable analysis
Latent variable analysis was used to test the hypothesis that option generation is a distinct construct, being related, but not identical to long-term memory recall and divergent thinking in terms of originality . Confirmatory factor analysis allows testing various alternative models against each other in order to determine which of the models is most consistent with the observed pattern of correlations. All models were Table 1 Descriptive statistics and correlations for cognitive measures and option generation 
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Ospan (2 fitted in R with the "lavaan" package, using robust maximum likelihood estimation (Rosseel, 2012). As a first step, we deleted all data from participants yielding more than three missing values, which resulted in a final dataset with N = 155. The final dataset yielded four missing values, which were completely random (Little's MCAR test: v²(128) = 115, p = .782).
We report v 2 , root mean square error of approximation (RMSEA), standardized root mean square residual (SRMR), the comparative fit index (CFI), and Akaike information criterion (AIC). The v 2 statistic is based on the difference between the observed and reproduced covariance matrices, and as a result, larger discrepancies result in larger values for v 2 , and nonsignificant values are desirable. Since v 2 is biased for sample size and in large samples even small deviations between covariance matrices can result in significant values of v 2 , we also report the ratio of v 2 and the number of degrees of freedom. Ratios of two or less usually indicate acceptable fit. Tests between nested models are examined via v 2 difference tests. CFI values greater than .90 and RMSEA and SRMR values less than .08 are indicative of acceptable fit, and values less than .05 are indicative of good fit (Kline, 2011) . Finally, the AIC examines the relative fit between models in which the model with the smallest AIC is preferred given the same degrees of freedom. Comparison of nested models was conducted through a chi-square difference test according to Kline (2011) . Since option generation was measured with 30 scenarios (i.e., items) we used parceling in order to ensure model identifiability due to the large number of indicators, following the recommendations of Little, Cunningham, Shahar, and Widaman (2002) : We ensured that option generation is unidimensional using a principal axis analysis, and items yielded a normal distribution. We ensured our models are robust to parceling by following the recommendation of Sterba and MacCallum (2010) , and we created repeated random parcels (N = 100) to estimate variability utilizing the random parcel allocation function in the R package semTools (semTools Contributors, 2016). Finally, for the structural models presented, we tested the equivalence of the causal structure by ensuring invariance across a calibration sample and a bootstrapped validation sample.
Factor structure of option generation and related constructs
First, we specified a measurement model for option generation alone, termed Model 1 (CFA_OG_item). Model 1 yielded a good fit of the data (see Table 2 ), and the average loading of all scenarios on one common factor was k = .60 [min = .45, max = .76]. The explained variance was R 2 = .38 (loadings for each item can be found in Table A2 ).
We then parceled items of option generation and controlled for the order of scenarios. We created five parcels, with parcels consisting of every fifth scenario (e.g., parcel 1 contained scenario 1, 6, 11, 16, 21, and 26) , which resulted in Model 2 (CFA_OG_parcel). Model fit was good and the ordered parcel model was robust to random parceling. Average path coefficients resulting from random parceling were similar to our ordered parcel model (see Table A4 ).
We specified a measurement model including all other latent variables and their respective indicators, termed Model 3 (CFA_full). For the full measurement model, all variables were z-standardized. The cognitive tasks used reflect standard measures of the respective latent construct and the loadings were fixed to 1.00. Residuals of items measuring different constructs were not allowed to correlate. Model 3 captures the idea that option generation is distinct from but related to ideation fluency, idea originality, LTM, verbal fluency, working memory, and processing speed. Model 3 yields good fit (see Table 2 ), and it is robust to random parcel allocations as indicated by the stability of significant paths of option generation with all other latent constructs and fit indices indicating satisfactory fit across all allocations (see Table A5 ). Option generation correlated marginally with long-term memory (r = .22, p = .05), significantly with working memory (r = .34, p = .001), not with idea originality (r = .10, p = .39), significantly with ideation fluency (r = .35, p < .001), verbal fluency (r = .47, p < .001), and processing speed (r = .33, p < .001). All standardized path coefficients (p ≤ .05) are depicted in Fig. 1 .
Cognitive processes (working memory, long-term memory, processing speed, and verbal fluency) were moderately correlated with one another, and verbal fluency and working memory were highly correlated (r = .78, p < .001). Verbal fluency measures have been shown to reflect the updating function relevant in working memory span tasks (Shao, Janse, Visser, & Meyer, 2014) . Furthermore, correlations of tasks indicate that letter fluency correlates with RSPAN (r = .41) and OSPAN (r = .39), which is higher than with sematic fluency (r = .37) which also correlates with OSPAN (r = .22) and RSPAN (r = .25). For this reason, assuming two distinct factors of working memory and verbal fluency does not seem warranted by the data. This results in two competing models: a one-factor model with all four items of verbal fluency and working memory loading on the same factor and a bi-factor model, where the latent variables of verbal fluency and working memory are caused by an underlying joint latent variable (as before all loadings were fixed to one). Comparing the AIC fit index (see Table 2 ), Model 5 (CFA_Hi_wmflu), assuming a higher order factor, yields better fit than Model 4 (CFA_one_wmflu), the one-factor model, and is not different from Model 3 (CFA_full), the model assuming two correlated but independent factors. Furthermore, comparing the CFA_full to CFA_one_wmflu indicates a better fit for CFA_full, Δv 2 (2) = 14.87, p = .038, but not when comparing CFA_full to CFA_Hi_wmflu, Δv 2 (2) = 8.09, p = .15. For this reason, CFA_Hi_wmflu is preferred to CFA_one_wmflu. This decision is theoretically supported by the finding that a large proportion of variance in verbal fluency tasks is explained by differences in executive control ability, which is also measured in span-tasks and not verbal ability (for discussion, see Shao et al., 2014) . Model 5 (CFA_Hi_wmflu) standardized structural coefficients and standard errors are depicted in Fig. 2 . The model was robust to random parcel allocations as indicated by the stability of significant paths of option generation with all other latent constructs and fit indices, thereby indicating satisfactory fit across all allocations (see Table A6 ). 
Structural equation model for the cognitive underpinnings of option generation
It is apparent from the confirmatory factor analysis that the cognitive measures which correlated with option generation share substantial variance as indicated by the medium or high correlations between measures (e.g., fluency with working memory, r = .78, p < .001, processing speed with fluency, r = .34, p < .001). We used structural models to regress option generation on all cognitive measures in order to identify the unique variance explained by each factor, and to determine which factors are most important for option generation. We specified two structural models, the SEM_full model, regressing option generation on all cognitive factors, and the SEM_Hi_wmflu, where working memory and verbal fluency are jointly reflected in a higher order factor. As depicted in Table 2 , both models fit the data well. Regarding fit, the models are equivalent. Comparing the structural coefficients of both models depicted in Table 3 yields that in the model SEM_full, no predictor significantly predicts option generation, an effect most likely due to multicollinearity, which results in large standard errors. Results of the SEM_Hi_wmflu, where the two highly correlated factors, working memory and verbal fluency, are captured by a higher order factor, results in significant paths for the higher order factor working memory-verbal fluency, ideation fluency, and a marginal significant path of processing speed.
Both models were robust to the random parcel allocation (see Tables A7 and A8 ). Based on the theoretical properties, we selected the final model, SEM_Hi_wmflu, as model which captures best the cognitive underpinnings of option generation (model depicted in Fig. 3) .
Finally, to ensure robustness of our final model, we tested measurement invariance across a calibration and a validation sample to ensure equivalence of the causal structure across samples according to the recommendations of Byrne (2013) . Because the sample size of this study did not suffice to randomly split the sample before the analysis into the calibration and validation sample, we used the sample as population and resampled a sample of equal size (N = 157) as validation set. We tested the invariance of the configural model, the invariance of factor loadings, invariance of intercepts, and invariance of means by estimating them in the calibration sample, and then fixing them for the validation sample. Following the cut-off values put forth by Chen (2007) , ΔCFI ≤ .01, we found that comparing fit of the configural model to the fully constrained model, fit measures virtually remained the same and ΔCFI was below the cutoff value (see Table 4 ). Thus, we can conclude that all parameters are equivalent across both groups, thereby providing evidence of strong measurement and structural invariance (Meredith, 1993) .
Discussion
Using a latent variable model approach, we examined the cognitive underpinnings of option generation in everyday life situations. Specifically, we tested the idea that option generation is distinct from both long-term memory and divergent thinking. Our study extends previous work (Del Missier et al., 2015; Hartmann et al., 2015; Kaiser et al., 2013; Schweizer et al., 2016) by increasing the specificity of the cognitive model underlying option generation. From a methodological point of view, using structural equation modeling allowed us to assess the differential contribution of various cognitive processes to option generation across different scenarios. Furthermore, we manipulated as a within-subjects factor whether participants were exposed to either scenario with clear implicit desired outcomes or scenarios which yielded no clear implicit desired outcome. Taken together, the results of our study show that option generation across different everyday life situations relies on a common latent construct and interindividual differences in option generation are explained by interindividual differences in verbal fluency, working memory, ideation fluency, and to a lesser degree processing speed.
Theoretical implications
The results of this study show that interindividual differences in option generation are not affected by whether the scenario yields implicit desired outcomes or not. While scenarios with implicit desired outcomes led to fewer generated options compared to scenarios with no implicit desired outcomes, this effect was observed for all participants and there were no interindividual differences due to the scenario type. These results suggest that option generation is a rather global and coherent cognitive construct that does not depend critically on the type of scenario. Past studies on option generation typically used only very few scenarios (Del Missier et al., 2015; Gettys et al., 1987) . By contrast, we used 30 different scenarios and, hence, we were able to estimate the degree of fluctuation of the cognitive processes underlying interindividual differences in option generation. The models of option generation presented here rest on the assumption that the performance in all scenarios is explained by a common factor. However, the average loading of all scenarios was k = .60 [min = .45, max = .76], and the explained variance was R 2 = .38, which indicates that a considerable proportion of variance is not explained by the common factor, but specific to each scenario and could possibly be related to a number of factors inherent in the scenarios (e.g., familiarity, structure). By using a structural equation modeling, this study investigated the relationship between latent cognitive abilities, and the latent option generation ability underlying option generation fluency across situations. Hence, our study extends previous research by extracting the true value of the ability underlying option generation fluency across many different situations and its relationship to cognitive abilities. Also, our study controls for measurement error which could be responsible for variation in significant predictors across different specific scenarios, for example, found by Del Missier et al. (2015) . Which specific features of situations might moderate the cognitive underpinnings of option generation is a question for future research which utilizes our approach of using multiple scenarios (differing in the feature of interest) and structural equation modelling.
We found that all scenarios load on one general factor of option generation, which is positively correlated with working memory, ideation fluency, verbal fluency, processing speed, and (marginally) long-term memory. The final structural equation model shows that option generation relies on three cognitive components, (a) a higher order factor capturing verbal fluency and working memory, (b) ideation fluency, and (c) processing speed. This model explained 28% of the interindividual differences in option generation. Importantly, the confirmatory factor analysis of our measurement model indicated that longterm memory and divergent thinking in terms of originality were no significant predictors of option generation nor significantly correlated with option generation in the confirmatory factor analysis. In conclusion, we found empirical evidence for our assumption that option generation is distinct from both divergent thinking in terms of originality and long-term memory recall.
Before turning to the theoretical implications of our final model for the understanding of option generation, the three cognitive processes predictive of option generation will be briefly restated. Working memory capacity reflects differences in executive control when automatic responses need to be inhibited, maintain information in active storage, and distinguish relevant from irrelevant information dependent on context and cues when retrieving information (Unsworth & Engle, 2007) . It is assumed that working memory tasks demand a high degree of controlled attention in the face of concurrent tasks requiring attention shifts (Engle et al., 1999; Kane & Engle, 2003) . This view of working memory is reflected in the statement of Engle that "the tasks used to reflect WMC largely reflect an ability to maintain information in the maelstrom of divergent thought" (Engle, 2018, p. 192) . Option generation presents a process in which individuals need to maintain the current goal given in a situation as active representation and search through viable options for actions, which are retrieved from memory (Ericsson & Kintsch, 1995) . Our findings suggest that the resulting number of options is a result of the ability to control this process, and update options in memory rather than retrieval of options from longterm memory per se.
Ideation fluency reflects the ability to come up with new ideas in a given time span. Ideation fluency is a higher order cognitive process which is also affected by differences in working memory (Silvia et al., 2013) ; thus, the explanatory power of ideation fluency beyond its association with working memory suggests that search processes and strategies to come up with a high quantity of new ideas is similar in option generation and general ideation, which has been suggested by Del Missier et al. (2015) . Option generation involves the updating and avoidance of repetition, which is similar to the process underlying verbal fluency tasks (Shao et al., 2014) . Previous research shows a strong link between verbal fluency and ideation fluency (Silvia et al., 2013) , and verbal fluency is strongly related to working memory capacity (Shao et al., 2014; Unsworth, Brewer, & Spillers, 2011) . As ideation fluency was shown to be affected by executive control (Gilhooly et al., 2007) , our finding that (a) ideation fluency was associated with working memory, and (b) controlling for the shared variance still predicted option generation suggests that the nature of the task, coming up with ideas, and the strategies used in such situations are similar in general ideation and option generation.
Processing speed reflects a measure of efficiency of mental operations, and it results in differences in the performance of working memory tasks (Salthouse, 1996) . In line with previous research, processing speed was correlated with working memory capacity and verbal fluency (e.g., Conway et al., 2002) , and it explained unique variance of option generation. This finding suggests that processing speed determines the number of generated options, which is not surprising given the time limit in this study. In conclusion, from our final model, we infer that option generation in everyday decision-making does not seem to rely solely on recognition and automatic activation as suggested by previous research focusing on option generation in sports (e.g., Johnson & Raab, 2003) , but also on deliberation and active generation involving working memory and executive control.
The importance of ideation fluency and verbal fluency for option generation is in line with earlier studies (Del Missier et al., 2015; Hartmann et al., 2015; Kaiser et al., 2013) .
By contrast, our findings deviate from earlier results regarding the influence of long-term memory recall . Albeit speculatively, one explanation for this inconsistent finding might be that participants in the Kaiser et al. (2013) study had to generate options under extremely high time pressure: Whereas participants in our study had 1 min for each scenario to come up with options, participants in the Kaiser et al. (2013) study had 8 s only. This explanation is in line with research on divergent thinking which found that initial responses are based on long-term memory recall, while later responses use the initial responses as a basis of variations and do not rely on long-term memory recall (Gilhooly et al., 2007) . Future research should test the idea that time pressure moderates the importance of interindividual differences in long-term memory performance for option generation. Another explanation for the observation that long-term memory did not significantly predict option generation fluency could be the fact that in situations where only individual preferences are relevant for choices, long-term memory is less important as compared to more constraint problem-like situations based on inferences. While in such constraint situations option generation is based on inference and a true answer exists, option generation in ill-defined everyday problems, such as deciding what to do while waiting for the train, is based on preferences and solely a matter of taste (Gigerenzer & Gaissmaier, 2011) . We can only speculate that particularly in cases when option generation relies on inferences to assess the state of the environment, it requires the retrieval of knowledge, since inferences rely on memory as suggested by long-term working memory theory (Ericsson & Kintsch, 1995) and empirical evidence (Ward et al., 2011) . Therefore, differences in long-term memory retrieval might in these cases explain individual differences in option generation.
Limitations and future research
An important caveat of this study is the lack of measures assessing participants' idiosyncratic perception of a given scenario regarding the clarity of an implicit desired outcome as well as a lack of assessing familiarity with a given scenario. Please keep in mind that the clarity of an implicit desired outcome was based on the ratings of a pretest in which participants had to rate the clarity of the implicit desired outcome of the 50 scenarios used by Kaiser et al. (2013) . The scenarios with the 15 highest and 15 lowest ratings were then used in the main study. Although unlikely, it is possible that participants in the main study rated the scenarios differently than participants in the pretest. This might explain why we found no effect for implicit desired outcomes on the relationship between cognitive processes and option generation.
In the same way, the lack of a relationship between option generation and long-term memory recall might be due to the fact that long-term memory is more likely to be involved in option generation in familiar contexts, a distinction we cannot make based on the present data. Familiarity with a given situation might be another important moderator for the cognitive underpinnings of option generation. While in scenarios that are unfamiliar, long-term memory recall might be less important than divergent thinking, this effect might be reversed in highly familiar situations. Other studies that are more in favor of a cue-based recall approach to option generation used scenarios that were highly familiar to the participants (e.g., Johnson & Raab, 2003) . Furthermore, according to the long-term working memory model (Ericsson & Kintsch, 1995) and empirical findings (Belling et al., 2014 (Belling et al., , 2015b Ward et al., 2013) , expertise in a given scenario would be another important predictor of interindividual differences in option generation fluency. Importantly, since it is highly idiosyncratic how everyday situations are experienced in terms of familiarity or goals status, future studies should assess each individual's scenario-specific perceptions.
In this study, option generation performance was measured by how many options were generated in 1 min; thus, we measured option generation fluency. Hence, it is possible that the variance shared by option generation and the significant predictors is due to the fact that all fluency measures yielded time constraints (e.g., verbal fluency was measured by coming up with words of a specific semantic or starting letter category in a 1 min). In other words, differences in our option generation task might not reflect differences in option generation per se but reflect the more general ability of how quickly information is retrieved and processed. While this seems problematic at first glance, it is important to note that an alternative measure of option generation performance in terms of quality is rather difficult for the scenarios used in our study. In everyday situations, options' quality is highly idiosyncratic (e.g., there is no objectively best option how to spend an unexpected free hour after missing your train). Therefore, the number of generated options was used as the central performance indicator in this study. Interestingly, empirical evidence shows that larger option sets are not associated with better decisions in sport (Johnson & Raab, 2003) , and higher option generation fluency is associated with a lower mean option quality (Del Missier et al., 2015) , which is to some extent logical, since adding more and more options increases the likelihood of adding inferior options. On the other hand, other research has found that the maximum option quality was positively correlated with option generation fluency (Del Missier et al., 2015) .
In our study, option generation time was constraint to 1 min for each scenario. We decided to do so, because for our analytical strategy as well as to account for the conceptual broadness of the option generation construct, a large and diverse set of scenarios (30 different scenarios) was important. Limiting the generation phase to 1 min could render processing speed and verbal fluency particularly important, since both interindividual differences are measures that yield time constraints. Previous studies used time constraints of 2 min (Hartmann et al., 2015) , 30 s (H€ ausser et al., 2014), 8 s , or 6 min (Del Missier et al., 2015) . In line with our findings, in the study with a 2 min time limit (Hartmann et al., 2015) , processing speed, ideation fluency, and category fluency were also relevant predictors of option generation. The limitation of the option generation process to 1 min might truncate generation and bias the resulting number of options. On the other hand, people seem to only use a limited amount of time to generate options (in Hartmann et al., 2015 ; about only 40 s for each scenario). However, it is still likely that time limitations could influence the cognitive processes involved in option generation; for example, when the time limit was 8 s in one past study , long-term memory turned out to be a significant predictor of option generation. The potential moderating role of time (or other situational) constraints on the cognitive underpinnings of option generation should be addressed by future research.
Finally, the sample size of this study is satisfactory, although on the lower boundary of what is deemed necessary to conduct a confirmatory factor analysis. Based on previous research, we a priori expected higher loadings of indicators on the respective latent variables (around .80) which would render the current sample sufficiently large (Wolf, Harrington, Clark, & Miller, 2013) . Furthermore, to minimize burden on the side of test takers, we consequently restricted ourselves to measuring only two indicators per cognitive function (the whole cognitive test battery took about 120 min, including instructions and a 5 min break). We chose this approach since we aimed at investing a broad range of cognitive functions and, thus, it was necessary to limit the number of indicators for the latent variables. These methodological limitations call for further examinations of the robustness of our findings.
Conclusion
Previous studies yielded inconsistent results regarding the cognitive underpinnings of option generation in everyday life situations (Del Missier et al., 2015; Hartmann et al., 2015; Kaiser et al., 2013) . We employed a confirmatory factor analysis, a latent variable analysis, and structural equation modeling to resolve this riddle. Our results show that the cognitive underpinnings of option generation are consistent across different everyday life situations and, hence, option generation can be conceptualized as a general construct. When controlling for the shared variance among the cognitive processes assessed, working memory capacity, verbal fluency, ideation fluency, and processing speed predicted option generation. Overall, our results, therefore, support the hypothesis put forward by Kalis et al. (2013) that option generation is a distinct construct, being different from long-term memory and the ability to come up with original ideas as one facet of divergent thinking.
Supporting Information
Additional supporting information may be found online in the Supporting Information section at the end of the article. Table A1 . Scenarios of pilot study, implicit desired outcome rating means and standard deviations, selection for main study and grouping regarding implicit desired outcome. Table A2 . Detailed description of option generation scenarios. Table A3 . Estimates and fit of CFA_og_parcel. Comparing the ordered parcel solution of the option generation measurement model to a distribution of N = 100 randomly parceled solution. Presenting the unstandardized loadings for each parcel on the factor option generation. Table A4 . Estimates and fit of CFA_full. Comparing the ordered parcel solution of the full measurement model to a distribution of N = 100 randomly parceled solution. Presenting the unstandardized structural coefficients capturing the covariance between factors and model fit. Table A5 . Estimates and fit of CFA_Hi_wmflu. Comparing the ordered parcel solution of the full measurement model to a distribution of N = 100 randomly parceled solution. Presenting the unstandardized structural coefficients capturing the covariance between factors and model fit. Table A6 . Estimates and fit of SEM_full. Comparing the ordered parcel solution to a distribution of N = 100 randomly parceled solution. Presenting the unstandardized structural coefficients. Table A7 . Estimates and fit of SEM_Hi_wmflu. Comparing the ordered parcel solution to a distribution of N = 100 randomly parceled solution. Presenting the unstandardized structural coefficients.
