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1. Introduction
1.1. Models of Ordered Random Variables
Models of ordered random variables occur in a wide range of statistical issues dealing
with ordered data sets. Different models provide a broad variety of interpretations.
Kamps (1995a,b) developed a unified approach to many models of ordered random vari-
ables. Kamps introduced uniform generalized order statistics and used quantile trans-
formations to define generalized order statistics (GOSs). Generalized order statistics
which are based on an underlying absolutely continuous distribution function can be
defined by their joint densities.
Definition 1.1.1 (Generalized order statistics (GOSs))
Let 퐹 be an absolutely continuous distribution function with corresponding density func-
tion 푓 . For 푛 ∈ ℕ and a vector of positive model parameters 휸 = (훾1, . . . , 훾푛)′ ∈ ℝ푛+,
the ordered random variables 푋∗1, . . . , 푋∗푛 are called generalized order statistics if they
possess a joint density of the form
푓푋∗1,...,푋∗푛휸 (푥1, . . . , 푥푛) =
(
푛∏
푗=1
훾푗
)(
푛−1∏
푗=1
(1− 퐹 (푥푗))훾푗−훾푗+1−1푓(푥푗)
)
× (1− 퐹 (푥푛))훾푛−1푓(푥푛)
(1.1.1)
on the cone 퐹−1(0+) < 푥1 ≤ . . . ≤ 푥푛 < 퐹−1(1).
In this work, only such generalized order statistics are discussed. The convenient form
of their joint densities allows for simple computation of several divergence measures. It
is useful to note the following.
Remark 1.1.2. The joint density of the first 푟 ∈ {1, . . . , 푛} GOSs according to Defini-
tion 1.1.1 is given by (cf. Kamps, 1995b, p. 62)
푓푋∗1,...,푋∗푟휸 (푥1, . . . , 푥푟) =
(
푟∏
푗=1
훾푗
)(
푟−1∏
푗=1
(1− 퐹 (푥푗))훾푗−훾푗+1−1푓(푥푗)
)
× (1− 퐹 (푥푟))훾푟−1푓(푥푟)
(1.1.2)
on the cone 퐹−1(0+) < 푥1 ≤ . . . ≤ 푥푟 < 퐹−1(1).
The particular structure in equation (1.1.2) is the same as in equation (1.1.1). This
observation allows for two possible points of view on occurring marginal densities. The
marginal densities of the first 푟 of 푛 (푟 < 푛) ordered quantities in an included model
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coincide with corresponding marginal densities of GOSs with appropriate model pa-
rameters. An alternative approach is to model the first 푟 random variables as GOSs
themselves with another parametrization (e.g., setting 푛˜ = 푟 in place of 푛 in (1.1.1)).
A variety of models of ordered random variables can be described with the presentation
given in (1.1.1) using this concept of GOSs. The form of the densities will be used to
determine exact expressions of the divergence measures considered in this work. For a
more detailed discussion about underlying models of GOSs we refer to Kamps (1995b)
and his references. Here, only some important examples of models covered by GOSs
will be discussed briefly in the following (cf. Kamps (2006)).
In statistical modeling (ordinary) order statistics (OSs) play a prominent role. For
given random variables 푋1, . . . , 푋푛 the corresponding quantities arranged in ascend-
ing order 푋1:푛, . . . , 푋푛:푛 are called order statistics. Throughout this work, the original
random variables, on which OSs are based, will be assumed to be independent and
identically distributed (iid). Based on iid random variables 푋1, . . . , 푋푛, where 푋1 is dis-
tributed according to an absolutely continuous distribution function 퐹 , the joint density
of the first 푟 OSs is obtained by setting 훾푗 = 푛− 푗 +1, 푗 = 1, . . . , 푟, in equation (1.1.2).
For an introduction into the topic of OSs we refer to David and Nagaraja (2003). An
interesting application of OSs is obtained when modeling (푛− 푟 + 1)-out-of-푛 systems.
Such a system consists of 푛 identical components, which start working at the same time.
The system keeps on working as long as at least 푛−푟+1 components are running. Thus,
if random variables 푋1, . . . , 푋푛 model the components’ failure times, then the 푟th OS
푋푟:푛 represents the life length of the system.
A more realistic model in many practical situations is given, if the failure of each of
the components may influence the life length of the remaining components at work.
By this more flexible modeling it can be taken into consideration if the failure of a
component causes damage on the remaining ones or if after a failure the remaining
components are supposed to bear an increased workload. Starting with iid random
variables 푋
(1)
1 , . . . , 푋
(1)
푛 distributed according to a distribution function 퐹1 modeling
the life lengths of the 푛 components of the system each, the first (ordinary) OS 푋
(1)
1:푛
describes the first failure time. Given a corresponding realization 푥
(1)
1:푛, the next failure
time is modeled as minimum of iid random variables 푋
(2)
1 , . . . , 푋
(2)
푛−1 distributed accord-
ing to a possibly different distribution function 퐹2 truncated on the left at 푥
(1)
1:푛, that
is, 푋
(2)
1 ∼ (퐹2 − 퐹2(푥(1)1:푛))/(1− 퐹2(푥(1)1:푛)). Proceeding in this way leads to the structure
of sequential order statistics (SOSs), which allows for more flexible modeling as
mentioned above. The model of SOSs can be viewed as extension of the model of OSs.
In this work, we restrict ourselves to the particular choice of the distribution functions
퐹푗 = 1− (1− 퐹 )훼푗 , 푗 = 1, . . . , 푛, (1.1.3)
with a distribution function 퐹 and positive model parameters 훼1, . . . , 훼푛. Such SOSs are
called sequential order statistics based on 퐹 and 훼1, . . . , 훼푛 in the following. If 퐹 is an
absolutely continuous distribution function, the joint density of the first 푟 ∈ {1, . . . , 푛}
SOSs is obtained by setting 훾푗 = 훼푗(푛 − 푗 + 1), 푗 = 1, . . . , 푟, in equation (1.1.2). The
particular choice of the baseline distributions 퐹1, . . . , 퐹푛 given in (1.1.3) leads to the
hazard function 훼푗+1푓/(1 − 퐹 ) of each component at work after the 푗th failure. This
provides a simple interpretation of the parameters, since they establish a factor for the
2
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respective failure rates. In most practical applications, especially when dealing with
technical systems, it is plausible to have non-decreasing failure rates from step to step,
i.e. 훼1 ≤ . . . ≤ 훼푛.
Another well-known and widely used model concerning ordered quantities besides the
one of order statistics is the model of record values (RVs) (cf., e.g., Arnold et al.,
1998). They describe successive largest values in a sequence of iid random variables
(푋푗)푗∈ℕ, where each random variable is distributed according to a continuous distribu-
tion function 퐹 . With record times 퐿(1) = 1 and 퐿(푖 + 1) = min{푗 > 퐿(푖) : 푋푗 >
푋퐿(푖)}, 푖 ∈ ℕ, the RVs are given by 푋퐿(푖), 푖 ∈ ℕ. The joint density of the first 푟 record
values is obtained by setting 훾푗 = 1, 푗 = 1, . . . , 푟, in equation (1.1.2).
Just as SOSs are an extension of (ordinary) OSs, Pfeifer record values (PRVs) ex-
tend the model of RVs in a similar way. In the model of PRVs the respective distributions
are allowed to change after each observed record. More precisely, PRVs are based on a
double sequence of independent random variables (푋
(푖)
푗 )푖,푗∈ℕ with 푋
(푖)
푗 ∼ 퐹푖 for 푖, 푗 ∈ ℕ.
With inter record times Δ1 = 1 and Δ(푖+1) = min{푗 ∈ ℕ : 푋(푖+1)푗 > 푋(푖)Δ푖}, 푖 ∈ ℕ,
Pfeifer record values are given by 푋
(푖)
Δ푖
, 푖 ∈ ℕ. In this work, we restrict ourselves to the
particular choice of the distribution functions (cf. (1.1.3))
퐹푗 = 1− (1− 퐹 )훽푗 , 푗 = 1, . . . , 푟,
with an absolutely continuous distribution function 퐹 and positive parameters 훽푗, 푗 =
1 . . . , 푟. The joint density of the first 푟 PRVs is obtained by setting 훾푗 = 훽푗, 푗 = 1, . . . , 푟,
in equation (1.1.2).
Progressively Type-II censored order statistics (PC OSs) are another kind of or-
dered quantities. They originate from a quite different motivation and are also included
in GOSs. Starting a life test with 푁 units only 푛 < 푁 failure times are designated
for observation. Embedded in ordinary OSs such a scenario would be achieved if the
experiment is stopped after the failure of the 푛th out of 푁 possible ones. In this case
푋1:푁 , . . . , 푋푛:푁 would be the ordered quantities of interest, whereas the life times of
censored items are only known to be larger than 푋푛:푁 or its realization. The described
procedure is called Type-II censoring on the right. The number of failures is pre-fixed
and the duration of the experiment is random (in contrast to Type-I censoring). Pro-
gressive Type-II censoring is an extension of this kind of censoring in the sense that not
all censored units are necessarily removed after the 푛th failure, but a pre-fixed number
0 ≤ 푅푗 ≤ 푁 − 푛 of items still at work can be removed at random after the 푗th failure
for each 푗 = 1, . . . , 푛. The tuple
푹 = (푅1, . . . , 푅푛)
is called censoring scheme. Obviously, 푛 is the number of observed failure times and∑푛
푖=1푅푖 is the total number of removed objects. This yields 푁 = 푛 +
∑푛
푖=1푅푖. For
insights about the topic of progressive censoring we refer to the overview article Bal-
akrishnan (2007) and the monograph Balakrishnan and Aggarwala (2000). The joint
density of the first 푟 progressively Type-II censored OSs is obtained by setting 훾푗 =
푛 − 푗 + 1 +∑푛푖=푗 푅푖, 푗 = 1, . . . , 푟, in equation (1.1.2). Note that the first 푟 PC OSs
based on a censoring scheme (푅1, . . . , 푅푛) form a progressively Type-II censored sample
of size 푟 from 푁 units with censoring scheme (푅1, . . . , 푅푟−1, 푁 − 푟−
∑푟−1
푗=1푅푗) (see, e.g.,
Balakrishnan and Aggarwala, 2000, Thm. 2.3, p. 12).
Remark 1.1.3. It can be seen from the joint density given in (1.1.1) that GOSs based
on a distribution function 퐹 and a parameter vector 푐 ⋅ 휸 ∈ ℝ푛+ with a factor 푐 ∈ ℝ+
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can also be interpreted as GOSs based on 1− (1−퐹 )푐 and 휸 ∈ ℝ푛+. Analogously, SOSs
based on constant parameters 훼1 = . . . = 훼푛 may be viewed as OSs based on a different
distribution function, namely 1− (1− 퐹 )훼1 . Similarly, PRVs with constant parameters
훽1 = . . . = 훽푛 can be interpreted as RVs based on 1 − (1 − 퐹 )훽1 . Clearly, 훼1 = 1 and
훽1 = 1 yield ordinary OSs and RVs based on 퐹 , respectively.
Table 1.1 provides an overview for different choices of 휸 ∈ ℝ푛+ and the corresponding
models.
Model 훾푗 > 0 (1 ≤ 푗 ≤ 푛) Abbreviation
order statistics based on
퐹˜ = 1− (1− 퐹 )훼0 (푛− 푗 + 1)훼0
푂푆훼0
(푂푆 = 푂푆1)
sequential order statistics with
퐹푗 = 1− (1− 퐹 )훼푗 , 1 ≤ 푗 ≤ 푛
(푛− 푗 + 1)훼푗 푆푂푆휶
record values based on
퐹˜ = 1− (1− 퐹 )훽0 훽0
푅푉훽0
(푅푉 = 푅푉1)
Pfeifer record values with
퐹푗 = 1− (1− 퐹 )훽푗 , 1 ≤ 푗 ≤ 푛
훽푗 푃푅푉휷
progressive Type-II censored order
statistics
푛− 푗 + 1 +∑푛푖=푗 푅푖 푃퐶푹
Table 1.1.: Models of ordered random variables included in the model of generalized order
statistics by appropriate choice of 훾1, . . . , 훾푛 (훼0, 훽0 ∈ ℝ+, 휶 = (훼1, . . . , 훼푛)′ ∈ ℝ푛+,
휷 = (훽1, . . . , 훽푛)
′ ∈ ℝ푛+, 푹 = (푅1, . . . , 푅푛)′ ∈ ℕ푛0 )
1.2. Several Divergence Measures
Divergence measures are coefficients to quantify the dissimilarity of two probability dis-
tributions. Divergence measure coefficients are 0 if and only if the distributions are the
same. The higher the coefficient the ”further away from each other” the probability dis-
tributions are, and the smaller the coefficient the ”closer to each other” the distributions
are. Although the measures do not necessarily satisfy all metric properties, this descrip-
tion conveys the idea that the divergence measures are interpreted as distances between
probability distributions. In fact, most of the divergence measures considered in this
work fail to satisfy the triangle inequality. Some measures are not even symmetric, but
they partly satisfy the requirements of the measures in the following definition.
Definition 1.2.1
Let 픓 be a set. A function 퐷 : 픓×픓→ ℝ is called a distance (or distance measure)
on 픓 if for all 푃,푄 ∈ 픓, there holds:
(i) 퐷(푃,푄) ≥ 0 (non-negativity).
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(ii) 퐷(푃,푄) = 퐷(푄,푃 ) (symmetry).
(iii) 퐷(푃, 푃 ) = 0 (reflexivity).
If 퐷 does have the first and the third property but not the second, it is called quasi-
distance (cf., e.g., Deza and Deza, 2009, pp. 3/4) or divergence instead.
The measures considered in this work do additionally fulfill 퐷(푃,푄) = 0 ⇒ 푃 = 푄.
Hence, the main difference between a metric and the considered distance (i.e., symmetric
divergence) measures is the validity of the triangle equality
퐷(푃1, 푃2) ≤ 퐷(푃1, 푄) +퐷(푄,푃2), 푃1, 푃2, 푄 ∈ 픓.
Although the origins of the considered measures are not the same, they are all denoted
as divergence measures in this work. The usage of the unified term ”divergence measure”
is adapted from Pardo (2006), who gives a systematic overview of divergence measures
and their use in statistical inference. A wide class of divergence measures is given by the
concept of Φ-divergences introduced by Csisza´r (1963) and Ali and Silvey (1966). For
our purposes it is not useful to consider such a wide class, since the coefficients cannot be
given in a closed form for GOSs due to the flexibility of the function Φ. The same applies
to the even more general class of divergences given by the (ℎ,Φ)-divergences (Mene´ndez
et al., 1995). In the following let (픛,픅) be a measurable space and 픓 = {푃휗∣휗 ∈ Θ} a
family of equivalent probability measures on (픛,픅) with Θ ∕= ∅. Further, let 푃휗, 휗 ∈ Θ,
be absolutely continuous with respect to a 휎-finite measure 휇 on (픛,픅) with 휇-densities
of 푃휗, 휗 ∈ Θ,
푓휗(푥) =
푑푃휗
푑휇
(푥), 푥 ∈ 픛.
An important and well-known divergence measure introduced by Kullback and Leibler
(1951) as mean information for discrimination between two distributions (or hypotheses)
is the (directed) Kullback-Leibler divergence
퐷퐾퐿(푓휗1 , 푓휗2) =
∫
픛
푓휗1(푥) ln
푓휗1(푥)
푓휗2(푥)
푑휇(푥) = 퐸휗1
[
ln
푓휗1(푋)
푓휗2(푋)
]
. (1.2.1)
퐷퐾퐿 is a function with domain {푓휗∣휗 ∈ Θ}×{푓휗∣휗 ∈ Θ} and so are the other divergences
in this section. Since we assume that the 휇-densities 푓휗 may be identified with their cor-
responding parameter 휗 and vice versa, throughout this work it is written 퐷퐾퐿(휗1, 휗2)
instead of 퐷퐾퐿(푓휗1 , 푓휗2) whenever it is convenient. Strictly speaking, considering the
divergence measures as functions with domain {푃휗∣휗 ∈ Θ} × {푃휗∣휗 ∈ Θ} would be the
most accurate point of view.
Kullback and Leibler (1951) and Kullback (1959) introduced and studied 퐷퐾퐿 as a mea-
sure of information for general probability measures. Some other measures originated
from information theory too, but as mentioned earlier in this section, all the coefficients
will be just considered as divergences where larger values indicate larger discrepancies
between probability distributions.
A closely related divergence measure was introduced by Jeffreys (1946, 1948). It can be
seen as a symmetric version of the Kullback-Leibler divergence, namely
퐷퐽(푓휗1 , 푓휗2) = 퐷퐾퐿(푓휗1 , 푓휗2) +퐷퐾퐿(푓휗2 , 푓휗1). (1.2.2)
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To emphasize the symmetry property with respect to its arguments, we refer to Jeffreys
J-divergence as J-distance in the following. Note that 퐷퐾퐿 is not symmetric with
respect to its arguments.
Re´nyi (1961) introduced generalized probability distributions and a system of postulates
for an information measure. In the discrete case he achieved Re´nyi’s information of order
훼 for 훼 ∈ ℝ+∖{1}, of which a general analogue was extended by Liese and Vajda (1987)
with a factor 1/훼 to
퐷푅,훼(푓휗1 , 푓휗2) =
1
훼(훼− 1) ln
∫
픛
푓휗1(푥)
훼푓휗2(푥)
1−훼푑휇(푥). (1.2.3)
In this work, 퐷푅,훼 from equation (1.2.3) will be referred to as Re´nyi divergence (of
order 훼). The additional factor 1/훼 yields the symmetry
퐷푅,훼(푓휗1 , 푓휗2) = 퐷푅,1−훼(푓휗2 , 푓휗1) .
Furthermore, there is a relationship to the Kullback-Leibler divergence given by the
equations (see Liese and Vajda, 1987, pp. 35 ff)
lim
훼→1
퐷푅,훼(푓휗1 , 푓휗2) = 퐷퐾퐿(푓휗1 , 푓휗2) and
lim
훼→0
퐷푅,훼(푓휗1 , 푓휗2) = 퐷퐾퐿(푓휗2 , 푓휗1),
(1.2.4)
where the first equation is also valid for the original Re´nyi divergence and the second is
not if the factor 1/훼 is omitted. Another related measure traces back to Bhattacharyya
(1943), who extended his divergence between two multinomial populations to continuous
distributions as
퐷퐵(푓휗1 , 푓휗2) = − ln
∫
픛
√
푓휗1(푥)푓휗2(푥)푑휇(푥) =
1
4
퐷푅, 1
2
(푓휗1 , 푓휗2). (1.2.5)
With respect to the two concerned distributions the Bhattacharyya distance 퐷퐵 is
symmetric and 훼 = 1/2 is the only special case for which 퐷푅,훼 is symmetric. The next
measure is also related to the Bhattacharyya distance and further it is the only measure
considered in this work that is a metric. To emphasize this specialty among the other
divergence measures, we denote it as the Hellinger distance or Hellinger metric.
For (푚 = 2) it is given by
퐷퐻,2(푓휗1 , 푓휗2) =
(∫
픛
∣
√
푓휗1(푥)−
√
푓휗2(푥)∣2푑휇(푥)
) 1
2
(1.2.6)
= (2− 2 exp(−퐷퐵(푓휗1 , 푓휗2)))
1
2
It is dedicated to Hellinger (1909), since it can be defined in terms of the Hellinger
integral. Matusita studied properties of the Hellinger distance in several works, for
example Matusita (1964) and references given there, with a main focus on statistical
decisions. As a generalization for 푚 ≥ 1 we also denote
퐷퐻,푚(푓휗1 , 푓휗2) =
(∫
픛
∣푓휗1(푥)
1
푚 − 푓휗2(푥)
1
푚 ∣푚푑휇(푥)
) 1
푚
(1.2.7)
as Hellinger distance. Nevertheless, when speaking of Hellinger distance, the measure
퐷퐻,2 will be meant in this work if nothing else is explicitly mentioned. The expression
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(퐷퐻,푚(푓휗1 , 푓휗2))
푚 coincides with a second invariant introduced by Jeffreys (1946, 1948)
simultaneously with the J-distance given in (1.2.2). It is worth mentioning that the
Hellinger distance is bounded (by 푚
√
2) in contrast to the other divergences.
퐷퐾퐿 and 퐷퐽 are included in the class of Φ-divergences; 퐷퐵 and 퐷푅,훼 are not, but
they belong to the class of (ℎ,Φ)-divergences (see, e.g., Pardo, 2006, pp. 6/8).
All considered measures in this work are divergences. The measures of Bhattacharyya,
Jeffreys, and Re´nyi of order 1/2 are distances, and the Hellinger distance is even a
metric.
1.3. Outline
In Chapter 2, the divergences from Section 1.2 are determined for models of GOSs from
Section 1.1. It is a natural idea to learn more about the structure possessed by the model
of GOSs by comparing different included models using these divergences as coefficients
of discrepancies.
In order to obtain the explicit forms of the different divergence measures between GOSs
based on the same underlying distribution function 퐹 , exponential families are defined
in Section 2.1, and explicit forms of the divergence measures for the latter are derived.
The explicit forms of divergences for GOSs can be determined by exploiting the expo-
nential family structure of GOSs.
In Section 2.2, the first results concerning the formulas of the divergences are stated,
and the different models identified with their model parameters as representations are
considered and illustrated as points in the Euclidean Space ℝ푟. At this, closest models
and spheres with respect to different divergences are discussed.
Chapter 3 is concerned with applications (to SOSs) based on the considered divergence
measures.
In Section 3.1 some general properties of maximum likelihood estimators are noted, and
Section 3.2 takes up the results of the previous Chapter 2 directly. Multivariate con-
fidence regions for the model parameters are considered. They are given implicitly by
inequalities concerning divergence measures. A comparison of these confidence sets and
rectangular confidence regions is given for simulated data sets.
Section 3.3 deals with the results of Mene´ndez et al. (1997). They considered a diver-
gence measure for 푡 > 2 populations in case of populations belonging to an exponential
family, and derived its asymptotic distribution in order to construct statistical tests for
homogeneity within the 푡 populations. By presenting their results a few mistakes are
corrected, and a shorter notation for some equations is shown. Moreover, the results
are applied to the case of sequential (푛 − 푟 + 1)-out-of-푛 systems finding that, for the
considered example, the derived asymptotic test leads to type I error rates which dis-
tinctly exceed the nominal significance levels for reasonable sample sizes. That is, the
asymptotic test is not applicable in many practical situations, since a small type I error
rate is not assured.
In Section 3.4, a new general estimation approach using pre-information about the mag-
nitude of the parameters to be estimated is introduced in the framework of exponential
families first. This somehow heuristical approach using divergence measures is designed
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for small sample sizes, for which it is known that the maximum likelihood estimator per-
forms poorly. Further, sequential (푛−푟+1)-out-of-푛 systems are considered as example.
The simulation study results indicate high potential especially for multiparameter cases.
Finally, in Chapter 4, the contents of the work are discussed in conclusion.
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In the first section of this chapter, exponential families are introduced along with useful
properties. For such families, exact forms of some divergence measures can be found
in the literature. We refer to these results in order to obtain explicit expressions of
the divergences for generalized order statistics. This is possible, since generalized order
statistics form an exponential family in model parameters (see Bedbur et al., 2012).
In Section 2.2, the explicit formulas are studied.
2.1. Exponential Families
Exponential families are parametric families of distributions which are characterized by
the specific form of the corresponding density functions. The distributions of many
important classes form exponential families, for example, normal distributions, gamma
distributions, and beta distributions. Due to nice properties of exponential families it
is often useful to view questions involving particular classes of distributions from the
perspective of exponential families (cf, e.g., Brown, 1986). This is the case for the
purpose of deriving explicit forms of the divergences considered in this work. Therefore,
exponential families are introduced in the following. Regarding the respective notations
in this work concerning exponential families we follow the dissertation of Bedbur (2011)
closely.
Definition 2.1.1 (Exponential Family)
Let Θ ∕= ∅ be a set of parameters and 픓 = {푃휗 ∣ 휗 ∈ Θ} be a family of distributions
on a measurable space (픛,픅). If there exist an integer 푘 ∈ ℕ, a 휎-finite measure 휇 on
(픛,픅) dominating 픓 and functions
퐶 : Θ→ ℝ
휻 = (휁1, . . . , 휁푘)
′ : Θ→ ℝ푘
푻 = (푇1, . . . , 푇푘)
′ : (픛,픅)→ (ℝ푘,픹푘)
ℎ : (픛,픅)→ (ℝ≥0,픹 ∩ ℝ≥0)
such that the 휇-densities of 푃휗, 휗 ∈ Θ, are given by
푓휗(푥) =
푑푃휗
푑휇
= 퐶(휗) exp
(
푘∑
푗=1
휁푗(휗)푇푗(푥)
)
ℎ(푥), 푥 ∈ 픛, (2.1.1)
then 픓 is called a 푘-parametrical exponential family in 휁1,. . . ,휁푘 and 푇1, . . . , 푇푘.
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퐶(휗) is a normalizing constant, which is sometimes useful to be written in the argu-
ment of the exponential function. Therefore, we additionally define the mapping
휅 : Θ→ ℝ
휗 7→ − ln(퐶(휗)) (2.1.2)
This yields another representation of equation (2.1.1)
푓휗(푥) =
푑푃휗
푑휇
= exp
(
푘∑
푗=1
휁푗(휗)푇푗(푥)− 휅(휗)
)
ℎ(푥), 푥 ∈ 픛,
A more convenient form, which will be of our main interest, is given in dependence on
natural parameters.
Definition 2.1.2 (Natural parameter space; natural extension)
Let 픓 be an exponential family according to Def. 2.1.1. Then
Θ∗ := {휻 = (휁1, . . . , 휁푘)′ ∈ ℝ푘∣0 <
∫
픛
exp
{
푘∑
푗=1
휁푗푇푗(푥)
}
ℎ(푥)푑휇(푥) <∞}
is called natural parameter space of 픓. 픓∗ = {푃 ∗휻 ∣휻 ∈ Θ∗} with
퐶∗(휻) =
(∫
픛
exp
{
푘∑
푗=1
휁푗푇푗(푥)
}
ℎ(푥)푑휇(푥)
)−1
,
푓 ∗휻 (푥) = 퐶
∗(휻) exp
{
푘∑
푗=1
휁푗푇푗(푥)
}
ℎ(푥), 푥 ∈ 픛, and
푃 ∗휻 = 푓
∗
휻휇,
is the natural extension of 픓.
Throughout this work let the general assumption be true that the considered expo-
nential families have open natural parameter spaces. The value 퐶∗(휻) is a normalizing
constant. As stated in (2.1.2), we additionally define a transformed mapping
휅∗ : Θ∗ → ℝ
휻 7→ − ln(퐶∗(휻)). (2.1.3)
The mappings 휅 and 휅∗ are closely related. In fact, it is 휅∗(휻(휗)) = 휅(휗), 휗 ∈ Θ. In
the following subsection, both notations are distinguished strictly, in order to clarify
the difference between both cases for computation of the divergences. Afterwards, for
reasons of simplicity, only one notation (without ”∗”) will be used if the meaning is clear
in context (natural parameter space, or not). In case of GOSs, the natural parameter
representation comes out directly.
An exponential family is called strictly 푘-parametrical if the integer 푘 is minimal for
such a representation of the densities, in the sense that there is no such representation
with a smaller number of statistics. It is useful to have a characterization of this property.
The following theorem (see, e.g., Witting, 1985, Thm. 1.153, p. 145) contains one using
affine independence.
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Definition 2.1.3 (Affine independence)
Let 푘 ∈ ℕ.
(i) Let 휁1, . . . , 휁푘 be real valued functions with domain Θ ∕= ∅. 휁1, . . . , 휁푘 are called
affinely independent if for 푎0, 푎1, . . . , 푎푘, 푏 ∈ ℝ it holds:
푘∑
푗=1
푎푗휁푗(휗) = 푏 ∀휗 ∈ Θ ⇒ 0 = 푎1 = . . . = 푎푘 = 푏.
(ii) Let (픛,픅) be a measurable space and 푇1, . . . , 푇푘 be real valued 픅− 픹−measurable
functions on (픛,픅). 푇1, . . . , 푇푘 are called 푃 -affinely independent for a probability
measure 푃 on (픛,픅) if for 푎1, . . . , 푎푘, 푏 ∈ ℝ it holds:
푘∑
푗=1
푎푗푇푗 = 푏 푃 − 푎.푠. ⇒ 0 = 푎1 = . . . = 푎푘 = 푏.
For a set 픓 of probability measures, 푇1, . . . , 푇푘 are called 픓-affinely independent,
if 푇1, . . . , 푇푘 are affinely independent for every 푃 ∈ 픓.
Theorem 2.1.4
Let 픓 be an exponential family in 휁1, . . . , 휁푘 and 푇1, . . . , 푇푘 according to Def. 2.1.1. Then,
it is
(i) 픓 is strictly 푘-parametrical if and only if the 휇-densities have a representation
according to (2.1.1) with affinely independent functions 휁1, . . . , 휁푘 and 픓-affinely
independent statistics 푇1, . . . , 푇푘.
(ii) 푇1, . . . , 푇푘 are 픓-affinely independent statistics if and only if there exists 휗 ∈ Θ
such that 퐶표푣휗(푻 ) > 0 (i.e., 퐶표푣휗(푻 ) is positive definite).
The following theorem demonstrates some useful properties of exponential families
(see, e.g., Witting, 1985, Thm. 1.164, pp. 152/153 and Thm. 1.170, p. 157).
Theorem 2.1.5
Let 픓 be a 푘-parametrical exponential family in 휻 and 푇 with natural parameter space
Θ∗ and 휇-densities of the form
푓 ∗휻 (푥) =
푑푃 ∗휻
푑휇
= 퐶∗(휻) exp
(
푘∑
푗=1
휁푗푇푗(푥)
)
ℎ(푥)
= exp
(
푘∑
푗=1
휁푗푇푗(푥)− 휅∗(휻)
)
ℎ(푥), 푥 ∈ 픛.
(2.1.4)
Then for all 휻 ∈ Θ∗ the following statements are true:
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(i) The statistic 푻 = (푇1, . . . , 푇푘)
′ has finite moments of any order. The functions
휻 7→ 퐸휻푇 푙11 . . . 푇 푙푘푘 , 휅∗ and 퐶∗ are arbitrarily often differentiable in 휻, and it is
퐸휁푻 = ∇휅∗(휻) = −∇ ln퐶∗(휻), (2.1.5)
퐶표푣휁푻 = 퐻휅∗(휻) = −퐻ln퐶∗(휻),
퐸휁푇
푙1
1 . . . 푇
푙푘
푘 = 퐶
∗(휁)∇푙11 . . .∇푙푘푘
∫
픛
exp
(
푘∑
푗=1
휁푗푇푗(푥)
)
ℎ(푥)푑휇(푥),
where ∇휅∗ = ( ∂
∂휁1
휅∗, . . . , ∂
∂휁푘
휅∗)′ and 퐻휅∗ = ( ∂
2
∂휁푖∂휁푗
휅∗)1≤푖,푗≤푘 denote the gradient
and the Hessian of 휅∗, respectively.
(ii) If 픓 is strictly 푘-parametrical, 퐶표푣휻푻 is positive definite.
(iii) The logarithmic derivative of the likelihood and the Fisher information matrix are
given by
푼 휻(푥) :=∇휻(ln 푓휻)(푥) = 푻 (푥)− 퐸휻푻 ,
I푓 (휻) :=퐸휻(푼 휻(푋)푼 휻(푋)
′) = 퐶표푣휻(푻 ).
In particular, the single entries of the Fisher information matrix can be expressed in
terms of partial derivatives of 휅∗.
Corollary 2.1.6
Given the situation of Theorem 2.1.5 for the (푖, 푗)-element of I푓 (휻), 1 ≤ 푖, 푗 ≤ 푘, we
have
I푓 (휻)푖푗 =
∂2휅∗(휻)
∂휻푖∂휻푗
. (2.1.6)
In case of a natural parameter space Θ∗, we further define the mapping
휋 : Θ∗ → ℝ+
휻 7→ 퐸휻(푻 ) (2.1.5)= ∇휅∗(휻)
(2.1.7)
for shorter notations in the following.
2.1.1. Explicit Forms of Divergences
Upon introducing the basic notations for exponential families, we derive explicit forms
of divergences in the following.
We begin with the J-distance. Jeffreys (1946, 1948) obtained exact forms of his
two invariants for particular distributions, whereas Huzurbazar (1955) found that for
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distributions admitting sufficient statistics the exact forms of (퐷퐻,푚)
푚 (푚 even) and 퐷퐽
are explicit functions of the parameters of the distributions. Huzurbazar considered the
most general form of distributions admitting sufficient statistics as given by Koopman
(1936), who was one of the creators of the concept of exponential families. In fact, the
probability densities examined by Huzurbazar are of the form (2.1.1) for one variate, but
he also described that for multivariate distributions this variate just has to be replaced
by a set of variates. In the following, we will reproduce the calculations of Huzurbazar
using the notations in this work and general 휇-densities. Therefore, let
푓휗(푥) =
푑푃휗
푑휇
= exp
(
푘∑
푗=1
휁푗(휗)푇푗(푥)− 휅(휗)
)
ℎ(푥), 푥 ∈ 픛, and
푓휗˜(푥) =
푑푃휗˜
푑휇
= exp
(
푘∑
푗=1
휁푗(휗˜)푇푗(푥)− 휅(휗˜)
)
ℎ(푥), 푥 ∈ 픛,
be density functions belonging to probability distributions 푃휗, 푃휗˜ ∈ 픓, respectively,
where 픓 is an exponential family according to Definition 2.1.1. We begin with the
computation of 퐷퐽 :
퐷퐽(휗, 휗˜) = 퐷퐾퐿(휗, 휗˜) +퐷퐾퐿(휗˜, 휗)
=
∫
픛
(푓휗(푥)− 푓휗˜(푥))(ln(푓휗(푥))− ln(푓휗˜(푥)))푑휇(푥)
=
∫
픛
(푓휗(푥)− 푓휗˜(푥))
푘∑
푗=1
(
휁푗(휗)푇푗(푥)− 휅(휗)− 휁푗(휗˜)푇푗(푥) + 휅(휗˜)
)
푑휇(푥)
=
푘∑
푗=1
[휁푗(휗)− 휁푗(휗˜)] ⋅
∫
픛
(푓휗(푥)− 푓휗˜(푥))푇푗(푥)푑휇(푥)
=
푘∑
푗=1
[휁푗(휗)− 휁푗(휗˜)] ⋅ [퐸휗(푇푗)− 퐸휗˜(푇푗)]
= (휻(휗)− 휻(휗˜))′ (퐸휗(푻 )− 퐸휗˜(푻 )) .
Huzurbazar (1955) explained how to express [퐸휗(푇푗)−퐸휗˜(푇푗)] in terms of 휗 in general,
but we are only interested in the case of a natural parameter space, where 퐸휗(푻 ) is
obtainable from (2.1.5).
As an intermediate result, we compute an explicit expression for
휆푝,푞(푓휗, 푓휗˜) =
∫
픛
푓휗(푥)
푝푓휗˜(푥)
푞푑휇(푥).
Huzurbazar calculated this coefficient for 푝 = 푚−푗
푚
and 푞 = 푗
푚
, 푗 = 1, . . . ,푚, but here
any 푝, 푞 ∈ [0, 1] with 푝 + 푞 = 1 are allowed. Thus, 휆푝,푞 can be used for the exact form
of Re´nyi divergence 퐷푅,푝 for any 푝 ∈ (0, 1). The steps of calculation are not affected by
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this. We find
휆푝,푞(푓휗, 푓휗˜) =
∫
픛
푓휗(푥)
푝푓휗˜(푥)
푞푑휇(푥)
= exp
(
−푝휅(휗)− 푞휅(휗˜)
)∫
픛
exp
(
푘∑
푗=1
(푝휁푗(휗) + 푞휁푗(휗˜))푇푗(푥)
)
ℎ(푥)푑휇(푥)
=
∫
픛
exp
(
푘∑
푗=1
(
(푝휁푗(휗) + 푞휁푗(휗˜))푇푗(푥)
)− (휅∗(푝휻(휗) + 푞휻(휗˜))))ℎ(푥)푑휇(푥)
× exp
(
휅∗(푝휻(휗) + 푞휻(휗˜))
)
exp
(
−푝휅(휗)− 푞휅(휗˜)
)
(∗)
= exp
[(
휅∗(푝휻(휗) + 푞휻(휗˜))
)
−
(
푝휅(휗) + 푞휅(휗˜)
)]
,
where in (∗) it used that 푝휻(휗) + 푞휻(휗˜) ∈ Θ∗, if 휻(휗), 휻(휗˜) ∈ Θ∗, because the natural
parameter space Θ∗ is convex (see, e.g., Lehmann and Romano, 2005, La. 2.7.1, p. 48).
Now, for 푚 ∈ 2ℕ, we can state(
퐷퐻,푚(휗, 휗˜)
)푚
=
∫
픛
∣푓휗(푥)
1
푚 − 푓휗˜(푥)
1
푚 ∣푚푑휇(푥)
=
∫
픛
(푓휗(푥)
1
푚 − 푓휗˜(푥)
1
푚 )푚푑휇(푥) (since 푚 is even)
=
∫
픛
푚∑
푗=0
(−1)푗
(
푚
푗
)
푓휗(푥)
푗
푚푓휗˜(푥)
푚−푗
푚 푑휇(푥)
=
푚∑
푗=0
(−1)푗
(
푚
푗
)∫
픛
푓휗(푥)
푗
푚푓휗˜(푥)
푚−푗
푚 푑휇(푥)
=
푚∑
푗=0
(−1)푗
(
푚
푗
)
휆 푗
푚
,푚−푗
푚
(푓휗, 푓휗˜),
and this yields formulas for the Hellinger distance for푚 ∈ 2ℕ in case of the two compared
distributions belonging to the same exponential family
퐷퐻,푚(휗, 휗˜) =
(
푚∑
푗=0
(−1)푗
(
푚
푗
)
휆 푗
푚
,푚−푗
푚
(푓휗, 푓휗˜)
) 1
푚
,
and as important special case we find
퐷퐻,2(휗, 휗˜) =
(
2− 2휆 1
2
, 1
2
(푓휗, 푓휗˜)
) 1
2
=
(
2− 2 exp
[(
휅∗(
1
2
(휻(휗) + 휻(휗˜)))
)
−
(
1
2
(휅(휗) + 휅(휗˜))
)]) 1
2
. (2.1.8)
Noticing the equality
퐷푅,훼(휗, 휗˜) =
1
훼(훼− 1) ln
(
휆훼,1−훼(푓휗, 푓휗˜)
)
,
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the Re´nyi divergence for an exponential family is also obtainable directly from the results
of Huzurbazar (1955). Applying the equation in (1.2.4) delivers the missing Kullback-
Leibler divergence. The missing divergence can also be calculated directly through
straightforward computation with the exponential family structure (see Kullback, 1959,
Corollary 3.2, p. 45). The steps of calculation are:
퐷퐾퐿(휗, 휗˜) =
∫
픛
푓휗(푥) ln
푓휗(푥)
푓휗˜(푥)
푑휇(푥)
=
∫
픛
푓휗(푥)
(
푘∑
푗=1
(휁푗(휗)− 휁푗(휗˜))푇푗(푥)− (휅(휗)− 휅(휗˜))
)
푑휇(푥)
= −(휅(휗)− 휅(휗˜)) +
(
푘∑
푗=1
(휁푗(휗)− 휁푗(휗˜))
∫
픛
푓휗(푥)푇푗(푥)푑휇(푥)
)
= 휅(휗˜)− 휅(휗) +
(
푘∑
푗=1
(휁푗(휗)− 휁푗(휗˜))퐸휗(푇푗))
)
= 휅(휗˜)− 휅(휗) +
(
(휻(휗)− 휻(휗˜))′퐸휗(푻 )
)
.
Clearly,퐷퐾퐿(휗, 휗˜)+퐷퐾퐿(휗˜, 휗) = 퐷퐽(휗, 휗˜) provides a further way to obtain the J-distance.
Summarizing the previous results, we obtain the following:
Lemma 2.1.7 (Divergences in an exponential family)
Let 푓휗, 푓휗˜ be 휇-densities from an exponential family according to Def. 2.1.1. Then fol-
lowing formulas are true.
Kullback-Leibler divergence
퐷퐾퐿(휗, 휗˜) = 휅(휗˜)− 휅(휗) +
(
(휻(휗)− 휻(휗˜))′퐸휗(푻 )
)
Jeffreys J-distance
퐷퐽(휗, 휗˜) = (휻(휗)− 휻(휗˜))′
(
퐸휗(푻 )− 퐸휗˜(푻 )
)
Re´nyi divergence for 훼 ∈ (0, 1)
퐷푅,훼(휗, 휗˜) =
1
훼(훼− 1)
[(
휅∗(훼휻(휗) + (1− 훼)휻(휗˜))
)
−
(
훼휅(휗) + (1− 훼)휅(휗˜)
)]
Bhattacharyya distance
퐷퐵(휗, 휗˜) = −
[(
휅∗(
1
2
(휻(휗) + 휻(휗˜)))
)
−
(
1
2
(휅(휗) + 휅(휗˜))
)]
Hellinger distance for 푚 ∈ 2ℕ
퐷퐻,푚(휗, 휗˜) =
(
푚∑
푗=0
(−1)푗
(
푚
푗
)
휆 푗
푚
,푚−푗
푚
(푓휗, 푓휗˜)
) 1
푚
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In particular: Hellinger distance for 푚 = 2
퐷퐻,2(휗, 휗˜) =
(
2− 2 exp
[(
휅∗(
1
2
(휻(휗) + 휻(휗˜)))
)
−
(
1
2
(휅(휗) + 휅(휗˜))
)]) 1
2
In case of natural parameters, the expressions are simplified.
Corollary 2.1.8 (Divergences in an exponential family with natural parameter
space)
Let 푓휻, 푓휻˜ be 휇-densities of the form (2.1.4) from an exponential family with natural
parameter space according to Def. 2.1.1 and Def. 2.1.2. Then following formulas are
valid (for 휋 see (2.1.7)).
Kullback-Leibler divergence
퐷퐾퐿(휻, 휻˜) = 휅
∗(휻˜)− 휅∗(휻) +
(
(휻 − 휻˜)′휋(휻)
)
Jeffreys J-distance
퐷퐽(휻, 휻˜) = (휻 − 휻˜)′
(
휋(휻)− 휋(휻˜)
)
Re´nyi divergence for 훼 ∈ (0, 1)
퐷푅,훼(휻, 휻˜) =
1
훼(훼− 1)
[
휅∗(훼휻 + (1− 훼)휻˜)−
(
훼휅∗(휻) + (1− 훼)휅∗(휻˜)
)]
Bhattacharyya distance
퐷퐵(휻, 휻˜) = −
[
휅∗(
1
2
(휻 + 휻˜))−
(
1
2
(휅∗(휻) + 휅∗(휻˜))
)]
Hellinger distance for 푚 ∈ 2ℕ
퐷퐻,푚(휻, 휻˜) =
(
푚∑
푗=0
(−1)푗
(
푚
푗
)
휆 푗
푚
,푚−푗
푚
(푓휻, 푓휻˜)
) 1
푚
In particular: Hellinger distance for 푚 = 2
퐷퐻,2(휻, 휻˜) =
(
2− 2 exp
[(
휅∗(
1
2
(휻 + 휻˜))
)
−
(
1
2
(휅∗(휻) + 휅∗(휻˜))
)]) 1
2
Proof. The results are obtained immediately by substituting the respective parameters
in Lemma 2.1.7: 휻(휗) = 휻, 휻(휗˜) = 휻˜, and 휅∗ instead of 휅, where for the equations of
Kullback-Leibler divergence and J-distance (2.1.7) is used.
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Liese and Vajda (1987) stated these results for Re´nyi divergence and Kullback-Leibler
divergence. By Corollary 2.1.8, for natural parameters, all considered divergences in
this work can be obtained directly by plugging in the mappings 휅∗ and 휋, where 휋 is
obtained immediately from the partial derivatives of 휅∗ (see (2.1.7)). Hence, the latter
is the function of interest.
2.1.2. GOSs and Exponential Families in Model Parameters
In this subsection, the mappings 휅 and 휋 are derived for densities of generalized order
statistics. Beginning with densities of the form given in (1.1.1) and setting 퐹 (푥0) := 0
in equation (∗), we conclude
푓푋∗1,...,푋∗푛휸 (푥1, . . . , 푥푛) =
(
푛∏
푗=1
훾푗
)(
푛−1∏
푗=1
(1− 퐹 (푥푗))훾푗−훾푗+1−1푓(푥푗)
)
× (1− 퐹 (푥푛))훾푛−1푓(푥푛)
=
(
푛∏
푗=1
훾푗
)(
푛∏
푗=1
(1− 퐹 (푥푗))훾푗
)(
푛∏
푗=2
(1− 퐹 (푥푗−1))−훾푗
)
×
(
푛∏
푗=1
(1− 퐹 (푥푗))−1푓(푥푗)
)
=
(
푛∏
푗=1
훾푗
)
exp
(
푛∑
푗=1
훾푗 ln (1− 퐹 (푥푗))−
푛∑
푗=2
훾푗 ln (1− 퐹 (푥푗−1))
)
×
(
푛∏
푗=1
(1− 퐹 (푥푗))−1푓(푥푗)
)
(∗)
=
(
푛∏
푗=1
훾푗
)
︸ ︷︷ ︸
퐶(휸)
exp
(
푛∑
푗=1
훾푗 ln
( 1− 퐹 (푥푗)
1− 퐹 (푥푗−1)
)
︸ ︷︷ ︸
푇푗(풙)
)(
푛∏
푗=1
푓(푥푗)
1− 퐹 (푥푗)
)
︸ ︷︷ ︸
ℎ(풙)
= exp
(
푛∑
푗=1
훾푗 ln
( 1− 퐹 (푥푗)
1− 퐹 (푥푗−1)
)
−
푛∑
푗=1
− ln 훾푗︸ ︷︷ ︸
휅(휸)
)(
푛∏
푗=1
푓(푥푗)
1− 퐹 (푥푗)
)
on the cone 퐹−1(0+) < 푥1 ≤ . . . ≤ 푥푛 < 퐹−1(1). The exponential family structure with
natural parameter 휸 = (훾1, . . . , 훾푛)
′ is obvious. As previously mentioned, the natural
parameter space notation of ”∗” will not be used in the following.
The first 푟 ∈ {1, . . . , 푛} (for fixed 푟) GOSs are considered as model for 푟 ordered
random quantities. By this we have a natural method for quantifying distances between
different models that are included in GOSs, due to the two points of view described in
Remark 1.1.2, although, in reality, marginal distributions are compared. For example,
if different distributions of random variables describing the failure times of a 4-out-of-5
system are considered, it is reasonable to consider only the first two SOSs. Accordingly,
the divergence numbers between two marginal densities are interpreted as divergence
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numbers for the respective models. Let 푿 = (푋∗1, . . . , 푋∗푟)′ denote the vector of the
first 푟 GOSs and 픓푿 = {푃푿휸 = 푓푿휸 휆푟
∣∣
ℝ푟<
: 휸 ∈ ℝ푟+} be the family of associated
distributions, where ℝ푟< = {푥 ∈ ℝ푟 : 퐹−1(0) < 푥1 < . . . < 푥푟 < 퐹−1(1)} denotes
the cone of increasing real numbers and 휆푟
∣∣
ℝ푟<
the 푟-dimensional Lebesgue measure on
(ℝ푟,픹푟) restricted to that cone. The 휆푟
∣∣
ℝ푟<
-densities 푓푿휸 of the measures 푃
푿
휸 , 휸 ∈ ℝ푟+,
are given by
푓푿휸 (풙)= exp
(( 푟∑
푗=1
훾푗푇푗(풙)
)
− 휅(휸)
)
ℎ(풙), 풙 ∈ ℝ푟<, 휆푟
∣∣
ℝ푟<
− 푎.푒., (2.1.9)
with ℎ(풙) =
(∏푟
푗=1
푓(푥푗)
1−퐹 (푥푗)
)
, 풙 = (푥1, . . . , 푥푟)
′ ∈ ℝ푟<,
푇1(풙) = ln (1− 퐹 (푥1)) , 풙 ∈ ℝ푟<,
푇푗(풙) = ln
(
1− 퐹 (푥푗)
1− 퐹 (푥푗−1)
)
, 풙 ∈ ℝ푟<, 푗 = 2, . . . , 푟, (2.1.10)
and
휅(휸) = −
푟∑
푗=1
ln 훾푗, 휸 = (훾1, . . . , 훾푟)
′ ∈ ℝ푟+. (2.1.11)
Then 픓푿 is an exponential family with natural parameter space ℝ푟+.
For 휸 = (훾1, . . . , 훾푟)
′ ∈ ℝ푟+ Theorem 2.1.5 yields
퐸휸푻 = 휋(휸) = ∇휅(휸) = (− 1
훾1
, . . . ,− 1
훾푟
)′, (2.1.12)
I푓 (휸) = 퐶표푣휸(푻 ) = 퐻휅(휸) = diag(
1
훾21
, . . . ,
1
훾2푟
) > 0, (2.1.13)
where diag(푎1, . . . , 푎푟) denotes the diagonal matrix in ℝ
푟×푟 which has elements 푎1, . . . , 푎푟
on the main diagonal (i.e. entry (푖, 푖) is 푎푖, 푖 = 1, . . . , 푟) and zero elsewhere. In par-
ticular, from equation (2.1.13) and Theorem 2.1.4 it can be seen that 픓푿 is strictly
푟-parametrical.
Moreover, we also remark the exponential structure for the special case of SOSs (i.e.
훾푗 = 훼푗(푛− 푗 +1), 푗 = 1, . . . , 푟) with natural parameter 휶 = (훼1, . . . , 훼푟), since models
of SOSs play an important role in Chapter 3. The representation follows immediately
from the one of GOSs
푓푋∗1,...,푋∗푟휶 (푥1, . . . , 푥푟) =
(
푟∏
푗=1
훼푗(푛− 푗 + 1)
)(
푟−1∏
푗=1
(1− 퐹 (푥푗))훼푗(푛−푗+1)−훼푗+1(푛−푗)−1푓(푥푗)
)
× (1− 퐹 (푥푟))훼푟(푛−푟+1)−1푓(푥푟)
=
(
푟∏
푗=1
훼푗
)
exp
(
푟∑
푗=1
훼푗(푛− 푗 + 1) ln
( 1− 퐹 (푥푗)
1− 퐹 (푥푗−1)
))
×
(
푛!
(푛− 푟)!
푟∏
푗=1
푓(푥푗)
1− 퐹 (푥푗)
)
.
In his dissertation, Bedbur (2011) gives an extensive overview on this topic.
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2.1.3. Explicit Forms of Divergences for GOSs
In the previous two subsections, fundamentals are established to obtain all considered
divergences for distributions of GOSs based on the same absolutely continuous distri-
bution function 퐹 (with corresponding density 푓) and on possibly different parameters
휸, 흉 ∈ ℝ푟+. With corresponding densities 푓푿휸 and 푓푿흉 according to (2.1.9) we find the
following result.
Proposition 2.1.9 (Divergences for GOSs)
Given the unique parameters 휸 and 흉 of two joint (marginal) distributions of the first
푟 ∈ {1, . . . , 푛} GOSs the divergence between them can be computed as follows.
Kullback-Leibler divergence
퐷퐾퐿(휸, 흉 ) =
푟∑
푗=1
(
휏푗
훾푗
+ ln
(
훾푗
휏푗
)
− 1
)
Jeffreys J-distance
퐷퐽(휸, 흉 ) =
푟∑
푗=1
(
휏푗
훾푗
+
훾푗
휏푗
− 2
)
=
푟∑
푗=1
(휏푗 − 훾푗)2
휏푗훾푗
Re´nyi divergence for 훼 ∈ (0, 1)
퐷푅,훼(휸, 흉 ) =
1
훼(훼− 1) ln
(
푟∏
푗=1
훾훼푗 휏
1−훼
푗
훼훾푗 + (1− 훼)휏푗
)
Bhattacharyya distance
퐷퐵(휸, 흉 ) = − ln
(
푟∏
푗=1
2
√
훾푗휏푗
훾푗 + 휏푗
)
Hellinger distance for 푚 ∈ 2ℕ
퐷퐻,푚(휸, 흉 ) =
⎛⎝ 푚∑
푘=0
(−1)푘
(
푚
푘
) 푟∏
푗=1
⎛⎝ 훾 푘푚푗 휏 푚−푘푚푗
푘
푚
훾푗 +
푚−푘
푚
휏푗
⎞⎠⎞⎠ 1푚
In particular: Hellinger distance for 푚 = 2
퐷퐻,2(휸, 흉 ) =
(
2− 2
(
푟∏
푗=1
2
√
훾푗휏푗
훾푗 + 휏푗
)) 1
2
The expressions in this proposition can be viewed as respective divergences and dis-
tances for uniform generalized order statistics, since the baseline distribution is not
involved in the explicit forms. We will return to this property in Section 2.2.
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Proof. The equations are a conclusion from Corollary 2.1.8 and the presentations of 휅
and 휋 for GOSs according to (2.1.11) and (2.1.12), respectively.
For the Kullback-Leibler divergence we have
퐷퐾퐿(휸, 흉 ) = 휅(흉 )− 휅(휸) + ((휸 − 흉 )′휋(휸))
= −
푟∑
푗=1
ln(휏푗) +
푟∑
푗=1
ln(훾푗) +
(
(휸 − 흉 )′(− 1
훾1
, . . . ,− 1
훾푟
)′
)
=
푟∑
푗=1
ln
(
훾푗
휏푗
)
−
(
(휸 − 흉 )′( 1
훾1
, . . . ,
1
훾푟
)′
)
=
푟∑
푗=1
(
ln
(
훾푗
휏푗
)
− 1 + 휏푗
훾푗
)
=
푟∑
푗=1
(
휏푗
훾푗
+ ln
(
훾푗
휏푗
)
− 1
)
.
Jeffreys distance follows immediately by
퐷퐽(휸, 흉 ) = 퐷퐾퐿(휸, 흉 ) +퐷퐾퐿(흉 ,휸)
=
푟∑
푗=1
(
휏푗
훾푗
+
훾푗
휏푗
+ ln
(
휏푗
훾푗
)
+ ln
(
훾푗
휏푗
)
︸ ︷︷ ︸
=0
−2
)
.
The Re´nyi divergence of order 훼 ∈ (0, 1) in case of GOSs is
퐷푅,훼(휸, 흉 ) =
1
훼(훼− 1) [휅(훼휸 + (1− 훼)흉 )− (훼휅(휸) + (1− 훼)휅(흉 ))]
=
1
훼(훼− 1)
[
−
푟∑
푗=1
ln(훼훾푗 + (1− 훼)휏푗) +
푟∑
푗=1
(훼 ln(훾푗) + (1− 훼) ln(휏푗))
]
=
1
훼(훼− 1) ln
(
푟∏
푗=1
훾훼푗 휏
1−훼
푗
훼훾푗 + (1− 훼)휏푗
)
.
Since for 훼 = 1
2
= 1− 훼 this formula simplifies, the Bhattacharyya distance is
퐷퐵(휸, 흉 )
(1.2.5)
=
1
4
퐷푅, 1
2
(휸, 흉 ) = − ln
(
푟∏
푗=1
2
√
훾푗휏푗
훾푗 + 휏푗
)
and as transformation of the latter, the Hellinger distance (푚 = 2) is
퐷퐻,2(휸, 흉 )
(1.2.6)
= (2− 2 exp(−퐷퐵(휸, 흉 )))
1
2 =
(
2− 2
푟∏
푗=1
2
√
훾푗휏푗
훾푗 + 휏푗
) 1
2
.
The Hellinger distance for 푚 ∈ 2ℕ is achieved with an explicit expression for 휆 푗
푚
,푚−푗
푚
.
It can be computed analogously to the computation of the product for the Re´nyi diver-
gence, since 퐷푅,훼(휸, 흉 ) =
1
훼(훼−1) ln (휆훼,1−훼(푓휸 , 푓흉 )) .
Note that Bhattacharyya distance and Hellinger metric are transformations of a sim-
ilarity coefficient which is given by the product of the componentwise ratios of the
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geometric mean and the arithmetic mean. These ratios are always larger than zero and
not larger than 1 (inequality of arithmetic and geometric means) and so is the product
of them.
We consider a first example for the J-distance.
Example 2.1.10. Let 푟 ∈ ℕ, 휸 = (푛, 푛 − 1, 푛 − 2, . . . , 푛 − 푟 + 1)′ (i.e. model parameter
for first 푟 OSs based on a sample of size 푛 ∈ ℕ), and 휏 (푘) = (푛+ 푘, (푛+ 푘)− 1, (푛+ 푘)−
2, . . . , (푛 + 푘)− 푟 + 1)′, 푘 ∈ ℕ (i.e. model parameter for first 푟 OSs based on a sample
of size 푛+ 푘 ∈ ℕ). Then we find
퐷퐽(휸, 흉
(푘)) =
푟∑
푗=1
(
푛− 푗 + 1
푛− 푗 + 1 + 푘 +
푛− 푗 + 1 + 푘
푛− 푗 + 1 − 2
)
=
푟∑
푗=1
(
1− 푘
푛− 푗 + 1 + 푘 + 1 +
푘
푛− 푗 + 1 − 2
)
=
푟∑
푗=1
(
− 푘
푛− 푗 + 1 + 푘 +
푘
푛− 푗 + 1
)
= 푘
(
푛+푘∑
푗=푛−푟+1+푘
−1
푗
+
푛∑
푗=푛−푟+1
1
푗
)
= 푘
푛∑
푗=푛−푟+1
(
1
푗
− 1
푗 + 푘
)
.
This distance tends to zero as 푛 tends to infinity if 푘 and 푟 are fixed. It tends to infinity
as 푘 tends to infinity with 푛 and 푟 fixed. As special case we note
퐷퐽(휸, 흉
(1)) =
1
푛− 푟 + 1 −
1
푛+ 1
=
푟
(푛− 푟 + 1)(푛+ 1) .
As mentioned before, the J-distance fails to be a metric in general because it does
not satisfy the triangle equality. Even for the class of densities given by the concept of
GOSs, the J-distance still does not have this metric property.
Remark 2.1.11. Let 휸, 흉 ∈ ℝ푟+. It can be shown that for every 휹 ∈ ℝ푟+ with
훿푗 ∈ (min{훾푗, 휏푗},max{훾푗, 휏푗})
the inequality
퐷퐽(휸, 흉 ) > 퐷퐽(휸, 휹) +퐷퐽(휹, 흉 )
holds (see Section A.1 in the appendix). That is, the triangle inequality is not satisfied.
Note that the condition given here is only a sufficient one. There are more examples for
which the triangle equality is not valid.
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2.2. On Structure of and Relations between Models of GOSs w.r.t.
to Divergences
In this section, some properties of chosen divergences given in Proposition 2.1.9 are dis-
cussed. Throughout this work, divergences between distributions of first 푟 ∈ {1, . . . , 푛}
ordered random quantities are interpreted as divergences between the corresponding
models itself, although strictly speaking, only marginal distributions are compared. The
interpretation as distance between two models seems to be justified by the fact that the
specific joint distributions of 푟 ordered random quantities are directly connected to the
corresponding models. For the described purposes and a simple notation, the abbre-
viations 푂푆훼0 , 푆푂푆휶, 푅푉훽0 , 푃푅푉휷, and 푃퐶푹, which are already given in Table 1.1,
are used as arguments for the divergences for a fixed 푟 in the following. This has to
be understood in the following way as it is explained with an example of progressively
Type-II censored order statistics: 푃퐶푹 is a short notation for the parameter vector
which corresponds to a progressively Type-II censored sample of size 푟 from 푁 units
with censoring scheme 푹 = (푅1, . . . , 푅푟), that is
(푁,푁 − 1−푅1, . . . , 푁 − 푟 + 1−
푟−1∑
푖=1
푅푖)
′ = (푟 +
푟∑
푖=1
푅푖, 푟 − 1 +
푟∑
푖=2
푅푖, . . . , 1 +푅푟)
′,
where 푟+
∑푟
푖=1푅푖 = 푁 . Analogously, for a given 푛 ∈ ℕ, 푆푂푆휶 with 휶 = (훼1, . . . , 훼푟)′ ∈
ℝ
푟
+ denotes the parameter vector
(훼1푛, 훼2(푛− 1), . . . , 훼푟(푛− 푟 + 1))′,
which yields the distribution of the first 푟 SOSs based on 훼1, . . . , 훼푟. Upon introduc-
ing such notations, we give an example that provides some alternative expressions for
divergences and distances between models of OSs and RVs. The corresponding model
parameters are only dependent on 푟 (RVs) or 푟 and 푛 (OSs).
Example 2.2.1. For the Kullback-Leibler divergence we find
퐷퐾퐿(푅푉,푂푆) =
푟∑
푗=1
(
푛− 푗 + 1 + ln
(
1
푛− 푗 + 1
)
− 1
)
=
푟
2
(2푛− 푟 − 1)− ln
(
푛!
(푛− 푟)!
)
and
퐷퐾퐿(푂푆,푅푉 ) =
푟∑
푗=1
(
1
푛− 푗 + 1 + ln (푛− 푗 + 1)− 1
)
=
푛∑
푗=1
(
1
푗
)
−
푛−푟∑
푗=1
(
1
푗
)
+ ln
(
푛!
(푛− 푟)!
)
− 푟
= 휓(푛+ 1)− 휓(푛− 푟 + 1) + ln
(
푛!
(푛− 푟)!
)
− 푟,
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where 훾 is the Euler constant and 휓 is the digamma function. The latter is given by
휓(푥) = 푑/푑푥 ln Γ(푥), and the equality 휓(푛) + 훾 =
∑푛−1
푘=1 푘
−1, 푛 ∈ ℕ, holds (see, e.g.,
Abramowitz and Stegun, 1964, p. 258). Moreover, we derive the distances
퐷퐽(푂푆,푅푉 ) = 퐷퐾퐿(푂푆,푅푉 ) +퐷퐾퐿(푅푉,푂푆)
= 휓(푛+ 1)− 휓(푛− 푟 + 1) + 푟
2
(2푛− 푟 − 3)
and
퐷퐻,2(푂푆,푅푉 ) =
(
2− 2
푟∏
푗=1
2
√
푛− 푗 + 1
푛− 푗 + 2
) 1
2
=
(
2− 2푟+1
(
푛!
(푛− 푟)!
) 1
2 (푛− 푟 + 1)!
(푛+ 1)!
) 1
2
=
(
2− 2푟+1
(
(푛− 푟)!
푛!
) 1
2 푛− 푟 + 1
푛+ 1
) 1
2
.
Tables C.1 to C.4 (on pp. 138 ff.) in the appendix contain computed values of these
derived divergences and distances between OSs and RVs. In particular, there are many
values for large 푟 and 푛 of the Hellinger distance which are close to
√
2 (the upper bound
of 퐷퐻,2). This may be understood as a disadvantage of the Hellinger distance, which
is the only considered divergence with metric properties in this work. The very similar
values of the Hellinger distance cannot reveal relative differences of distances between
models as detailed as the values of unbounded measures can.
For Jeffreys and Hellinger distances, this example of OSs and RVs is given in a preprint
of Vuong et al. (2012) along with some other special cases which yield explicit alternative
expressions.
2.2.1. First Results
No dependence on baseline distribution
The first interesting common property of the divergences between GOSs is that they
are independent of the baseline cumulative distribution function 퐹 . Meaning, the diver-
gences between two models of GOSs are invariant under particular choices of a common
baseline distribution function. This is due to the fact that 퐹 is not involved in 휅. For
example, the divergence between record values and ordinary order statistics is always
the same for fixed 푟 and 푛, regardless on which absolutely continuous distribution func-
tion they are based if it is the same for both.
Cramer and Bagh (2011) used the Kullback-Leibler divergence as an information mea-
sure (see Kullback and Leibler, 1951; Kullback, 1959) to consider optimal censoring
schemes for progressively Type-II censored order statistics. They compare progressively
Type-II censored OSs with an iid sample of same size. By this, they can establish
optimal censoring schemes in the sense of minimum or maximum information for any
continuous distribution function because the divergence is distribution free in this case,
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too. Moreover, Cramer and Bagh considered an 퐼훼-information, which is closely related
to Re´nyi divergence as it is considered in this work.
Dependence on parameter ratios
Another property directly to be seen from the formulas in Proposition 2.1.9 is that all
measures may be rewritten as functions of the ratios 훾푗/휏푗 or of its reciprocals. For
Kullback-Leibler divergence and Jeffreys J-distance this is obvious from the expressions
given in Proposition 2.1.9. The equation
푟∏
푗=1
훾푝푗 휏
푞
푗
푝훾푗 + 푞휏푗
=
푟∏
푗=1
(훾푗/휏푗)
푝
푝(훾푗/휏푗) + 푞
for 푝, 푞 ∈ (0, 1) with 푝+푞 = 1 reveals the dependence on the parameter ratios of the other
considered measures. Consequently, with respect to the 푗th component (푗 ∈ {1, . . . , 푟})
of two parameter vectors factors will cancel out each other for every considered di-
vergence measure. An example occurs in case of two models of SOSs. For the 푗th
component of the parameter vectors the factor (푛−푗+1) is canceled, since the fractions
훼˜푗(푛− 푗 + 1)
훼푗(푛− 푗 + 1) =
훼˜푗
훼푗
, 푗 = 1, . . . , 푟,
will lead to equal divergences. Note that this yields a kind of independence of the diver-
gences of the number 푛 of total random variables, similar to the distribution freedom
mentioned above. For a comparison of two models for the first 푟 (≤ 푛) SOSs determined
by their model parameter vectors 휶, 휶˜, the crucial item to determine the divergence is
the vector of parameter quotients (훼1/훼˜1, . . . , 훼푟/훼˜푟)
′ ∈ ℝ푟+.
Table 2.1 illustrates some distances between representatives of different sets of models
푂푆훼0 , 푆푂푆휶, 푅푉훽0 , 푃푅푉휷, 푃퐶푹. Jeffreys distance and (squared) Hellinger distance
for 푚 = 2 are specified, but since the main product (Bhattacharyya coefficient) in the
Hellinger distance is also the crucial term in the Bhattacharyya distance, it can also be
seen as a table for the latter. By comparing the values in Table 2.1, it is noticeable that
the entries in the block of 푂푆훼0/푆푂푆휶 are equally structured as the ones in the block
concerning 푅푉훽0/푃푅푉휷. This similarity is a consequence of the exclusive dependence
on the ratios and it is illustrated in Figure 2.1.
A closer look at the two well-known models OSs and RVs provides further insight to
the mentioned property. These two models are also interesting for a comparison because
they do not have any further parameters (cf. Example 2.2.1). Meaning, they can be
viewed as 푆푂푆휶 models with fixed choices of 휶.
Example 2.2.2 (distance scheme around record values). Let 푟 and 푛 be fixed, and let 퐷★
denote any divergence measure from Proposition 2.1.9. Then 푑 = 퐷★(푅푉,푂푆) > 0 is a
fixed number. Hence, a question may arise: Which choices for the parameter 휶 provide
퐷★(푅푉, 푆푂푆휶) = 푑 ? (2.2.1)
Obviously, 휶 = (1, . . . , 1)′ =: 1 ∈ ℝ푟 is a possible choice, since 푆푂푆1=푂푆, but it can be
seen that there are infinitely many different possible choices for 휶 (for 푟 ≥ 2). Recursive
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Figure 2.1.: Equidistant models of (Pfeifer) record values and (sequential) order statistics with
respect to divergences for arbitrary parameters 휶,휷 ∈ ℝ푟+ illustrated by the num-
ber of connecting lines.
equations are obtainable despite the unavailability of closed form solutions of equation
(2.2.1). See also Subsection 2.2.3 on this topic. For clarity, let 휶∗ denote such a solution
of equation (2.2.1). Another similar query arises: Which choices for the parameter 휷
yield
퐷★(푅푉, 푃푅푉휷) = 푑 ? (2.2.2)
Let 휷∗ denote a solution for this equation. Because of the mentioned property of direct
dependence on the parameter ratios, it is immediate that
퐷★(푂푆, 푆푂푆휷∗) = 푑 (follows from def. of 휷
∗, since
푛− 푗 + 1
훽∗푗 (푛− 푗 + 1)
=
1
훽∗푗
),
퐷★(푃푅푉휶∗ , 푆푂푆휶∗) = 푑 (follows from def. of 푑, since
훼∗푗
훼∗푗 (푛− 푗 + 1)
=
1
푛− 푗 + 1),
퐷★(푃푅푉휷∗ , 푆푂푆휷∗) = 푑 (follows from def. of 푑, since
훽∗푗
훽∗푗 (푛− 푗 + 1)
=
1
푛− 푗 + 1).
It is worth mentioning that we have
퐷★(푅푉, 푆푂푆) = 퐷★(푃푅푉휶, 푆푂푆휶) = 퐷★(푃푅푉휷, 푆푂푆휷)
for all 휶,휷 ∈ ℝ푟+.
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Considering the remaining divergences between the six considered models, two addi-
tional equations can be stated:
퐷★(푃푅푉휶∗ , 푃푅푉휷∗) = 퐷★(푆푂푆휶∗ , 푆푂푆휷∗) (since
훼∗푗
훽∗푗
=
훼∗푗 (푛− 푗 + 1)
훽∗푗 (푛− 푗 + 1)
), and
퐷★(푅푉, 푃푅푉휶∗) = 퐷★(푂푆, 푆푂푆휶∗) (since
1
훼∗푗
=
푛− 푗 + 1
훼∗푗 (푛− 푗 + 1)
).
Figure 2.2 illustrates the found relationships. As scheme for special divergence numbers
it can be seen as slight extension of the scheme given in Figure 2.1, where the claim to
the choices solving equations (2.2.1) and (2.2.2) is omitted, respectively.
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푑′ = 퐷★(푃푅푉휶∗ , 푃푅푉휷∗)
푑′′ = 퐷★(푅푉, 푃푅푉휶∗)
푑 = 퐷★(푅푉, 푃푅푉휷∗)
푑′
푑′′
푑
Figure 2.2.: Divergence scheme around record values for parameters 휶∗,휷∗ ∈ ℝ푟+ solving equa-
tions (2.2.1) and (2.2.2).
It should be noted that both figures have to be understood for particular choices
of 휶 and 휷. The distance scheme in Figure 2.2 is established for 휶∗ and 휷∗ being
arbitrary but fixed solutions of the equations (2.2.1) and (2.2.2). For example, if 휷∗ = 1,
then RV=PRV휷∗ , OS=SOS휷∗ , and the single lines and the corresponding doubled lines
coincide. Note that for the non-symmetric measures the direction of the divergences or
the ordering of the arguments is an important consideration. For symmetric measures
(i.e., the distances 퐷퐽 , 퐷푅, 1
2
, 퐷퐻,푚, 퐷퐵) the single, double and triple lines can be read
in both directions.
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Component by component computation
Another useful property of the respective divergences is that the influence of every
parameter ratio on them can be considered separately. For the Kullback-Leibler related
measures 퐷퐾퐿 and 퐷퐽 , every component is used exclusively in one summand of the sum
over all 푟 parameters. All of the summands that depend on the 푗th parameter quotients
each, 푗 = 1, . . . , 푟, are equally structured. In summary, the additive divergences can be
written in a form
퐷★(휸, 흉 ) =
푟∑
푗=1
퐷★(훾푗, 휏푗) =
푟∑
푗=1
푑★(
훾푗
휏푗
),
where 퐷★ ∈ {퐷퐾퐿, 퐷퐽} and 푑★ is a suitable mapping in dependence on the parameter
ratios fitting to 퐷★.
For the other measures, besides 퐷퐻,푚 (푚 ∕= 2), products play a similar role as the
sums do for Kullback-Leibler related measures. There are 푟 factors. Every factor is
only dependent on the parameter ratio for one particular parameter component. These
divergences can be written as
퐷★(휸, 흉 ) = ℎ★(
푟∏
푗=1
푑★(
훾푗
휏푗
)),
where ℎ★ : (0, 1] → ℝ≥0 and 푑★ : ℝ+ → (0, 1] are suitable functions. Table 2.2 contains
these appropriate functions. 푑퐽 and 푑퐾퐿 are strictly decreasing on (0, 1) and increasing
on (1,∞). 푑푅,훼 and 푑퐵 = 푑퐻,2 are strictly increasing on (0, 1) and decreasing on (1,∞).
Divergence Type ℎ★ : (0, 1]→ ℝ≥0 (0 < 푦 ≤ 1) 푑★ : 푅+ → ℝ≥0 (푥 > 0)
퐷퐾퐿
∑푟
푗=1 – 푑퐽(푥) = 1/푥+ ln(푥)− 1
퐷퐽
∑푟
푗=1 – 푑퐾퐿(푥) = 푥+ 1/푥− 2
퐷푅,훼
∏푟
푗=1 ℎ푅,훼(푦) = 1/훼/(훼− 1) ln(푦) 푑푅,훼(푥) = 푥훼/(훼푥+ 1− 훼)
퐷퐵
∏푟
푗=1 ℎ퐵(푦) = − ln(푦) 푑퐵(푥) = 2
√
푥/(푥+ 1)
퐷퐻,2
∏푟
푗=1 ℎ퐻,2(푦) =
√
2− 2푦 푑퐻,2(푥) = 2
√
푥/(푥+ 1)
Table 2.2.: Divergence measures as combination of functions of the parameter ratios.
2.2.2. Closest Model of OSs to a given Model of SOSs
The quantification and comparison of the divergences between models is enabled after
deriving the explicit expressions of divergences and distances for GOSs. Thus, state-
ments such as ”one model is closer to another model than a third one” get an inter-
pretable meaning. Given a class of models, it is natural to be interested in the closest
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model from this class to another model that is not in this class. This query arises
quite naturally for true sequential order statistics (i.e., there exist 푖, 푗 ∈ {1, . . . , 푟}
with 훼푖 ∕= 훼푗), which shall be approximated with (common) order statistics. Some
properties of models of ordinary order statistics are more convenient. For example,
one-dimensional marginal densities have a simpler form in comparison to correspond-
ing densities of marginal distributions of a SOS. Cramer and Kamps (2003) presented
expressions for marginal distributions of SOSs without any restrictions imposed on the
model parameters. Another advantage of models of OSs compared to models of SOSs
is the reduction of the number of parameters. As a consequence, it might be preferable
to use a model 푂푆훼0 (i.e., SOSs based on (훼0, . . . , 훼0)
′, cf. Remark 1.1.3) instead of
푆푂푆휶 if the corresponding model of OSs is close enough to the original SOSs model. In
the following, the closest models 푂푆훼0 , 훼0 ∈ ℝ+, are derived for various divergences by
finding the values
훼0 = arg min
훼˜∈ℝ+
퐷★(푆푂푆휶, 푂푆훼˜) (2.2.3)
for 퐷★ ∈ {퐷퐾퐿, 퐷푟퐾퐿, 퐷퐽 , 퐷퐻,2, 퐷퐵, 퐷푅, 1
2
}, where the reverse Kullback-Leibler diver-
gence 퐷푟퐾퐿 is defined by
퐷푟퐾퐿(휸, 흉 ) = 퐷퐾퐿(흉 ,휸), 휸, 흉 ∈ ℝ푟+.
It is introduced at this point for notational convenience. Clearly, a minimizing argument
훼0 in (2.2.3) for 퐷★ = 퐷퐻,2 is also a solution for the Bhattacharyya distance 퐷퐵 and
Re´nyi divergence 퐷푅, 1
2
of order 1/2. The following proposition contains the relevant
assertions, which are also stated in the preprint of Vuong et al. (2012).
Proposition 2.2.3
Let 푆푂푆휶, 휶 ∈ ℝ푟+, be a model of SOSs. Then, we have
휶 = arg min
훼˜∈ℝ+
퐷퐾퐿(푆푂푆휶, 푂푆훼˜), (2.2.4)
휶 = arg min
훼˜∈ℝ+
퐷푟퐾퐿(푆푂푆휶, 푂푆훼˜),
휶퐽 :=
√
휶 ⋅휶 = arg min
훼˜∈ℝ+
퐷퐽(푆푂푆휶, 푂푆훼˜),
and 휶퐻 = arg min
훼˜∈ℝ+
퐷퐻,2(푆푂푆휶, 푂푆훼˜),
where 휶 denotes the arithmetic and 휶 the harmonic mean of the components of param-
eter 휶, and 휶퐻 is the unique solution w.r.t. 훼˜ of the equation
푟∑
푗=1
훼푗
훼˜ + 훼푗
=
푟
2
. (2.2.5)
Further, it is
min
훼˜∈ℝ+
퐷퐾퐿(푆푂푆휶, 푂푆훼˜) = 퐷퐾퐿(푆푂푆휶, 푂푆휶) =
푟∑
푗=1
ln
(
훼푗
휶
)
, (2.2.6)
min
훼˜∈ℝ+
퐷푟퐾퐿(푆푂푆휶, 푂푆훼˜) = 퐷퐾퐿(푂푆휶, 푆푂푆휶) =
푟∑
푗=1
ln
(
휶
훼푗
)
,
and min
훼˜∈ℝ+
퐷퐽(푆푂푆휶, 푂푆훼˜) = 퐷퐽(푆푂푆휶, 푂푆휶퐽 ) ≥ 푟 ln
(
휶
휶
)
.
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Proof. First, the Kullback-Leibler related measures are considered. We define the func-
tions
푔1 :ℝ+ → ℝ≥0, 훼˜ 7→ 퐷퐾퐿(푆푂푆휶, 푂푆훼˜)
푔2 :ℝ+ → ℝ≥0, 훼˜ 7→ 퐷푟퐾퐿(푆푂푆휶, 푂푆훼˜)
푔3 :ℝ+ → ℝ≥0, 훼˜ 7→ 퐷퐽(푆푂푆휶, 푂푆훼˜)
in order to minimize them. For 훼˜ ∈ ℝ+ their derivatives are given by
푑
푑훼˜
푔1(훼˜) =
푟∑
푗=1
(
1
훼푗
− 1
훼˜
)
= 푟
(
1
푟
푟∑
푗=1
(
1
훼푗
)
− 1
훼˜
)
= 푟
(
1
휶
− 1
훼˜
)
,
푑
푑훼˜
푔2(훼˜) =
푟∑
푗=1
(
−훼푗
훼˜2
+
1
훼˜
)
=
푟
훼˜2
(
훼˜− 1
푟
푟∑
푗=1
훼푗
)
=
푟
훼˜2
(훼˜−휶) , and
푑
푑훼˜
푔3(훼˜) =
푟∑
푗=1
(
−훼푗
훼˜2
+
1
훼푗
)
=
1
훼˜2
(
푟∑
푗=1
1
훼푗
)⎛⎝훼˜2 −( 푟∑
푗=1
훼푗
)(
푟∑
푗=1
1
훼푗
)−1⎞⎠
=
1
훼˜2
(
푟∑
푗=1
1
훼푗
)(
훼˜2 −휶 ⋅휶) .
The resulting monotonicity behavior of the functions 푔1, 푔2, and 푔3 yields the first three
equations directly, since we have decreasing functions for values smaller than the respec-
tive solutions and increasing functions for values larger than the respective solutions.
In particular, the minimizing solutions are unique for a given parameter vector 휶. The
minimum values are obtained by plugging in the found solutions in the respective di-
vergences as arguments
퐷퐾퐿(푆푂푆휶, 푂푆휶) =
푟∑
푗=1
[
휶
훼푗
+ ln
(
훼푗
휶
)
− 1
]
= 휶
푟∑
푗=1
[
1
훼푗
]
− 푟 +
푟∑
푗=1
ln
(
훼푗
휶
)
=
푟∑
푗=1
ln
(
훼푗
휶
)
,
퐷퐾퐿(푂푆휶, 푆푂푆휶) =
푟∑
푗=1
[
훼푗
휶
+ ln
(
휶
훼푗
)
− 1
]
= 휶−1
푟∑
푗=1
[훼푗]− 푟 +
푟∑
푗=1
[
ln
(
휶
훼푗
)]
=
푟∑
푗=1
ln
(
휶
훼푗
)
.
The missing inequality follows from the fact that minimizing a sum cannot lead to a
smaller value than the sum of minimum summands each. That is,
min
훼˜∈ℝ+
퐷퐽(푆푂푆휶, 푂푆훼˜) = min
훼˜∈ℝ+
{퐷퐾퐿(푆푂푆휶, 푂푆훼˜) +퐷푟퐾퐿(푆푂푆휶, 푂푆훼˜)}
≥ min
훼˜∈ℝ+
퐷퐾퐿(푆푂푆휶, 푂푆훼˜) + min
훼˜∈ℝ+
퐷푟퐾퐿(푆푂푆휶, 푂푆훼˜)
=
푟∑
푗=1
ln
(
훼푗
휶
)
+
푟∑
푗=1
ln
(
휶
훼푗
)
=
푟∑
푗=1
ln
(
휶
휶
)
= 푟 ln
(
휶
휶
)
.
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For the closest OSs model 푂푆훼0 in Hellinger distance sense, note that
훼0 = arg min
훼˜∈ℝ+
퐷퐻,2(푆푂푆휶, 푂푆훼˜) = arg max
훼˜∈ℝ+
푟∏
푗=1
2
√
훼푗훼˜
훼푗 + 훼˜
holds. Hence, we may consider the function
푔 : ℝ+ → ℝ+, 훼˜ 7→
푟∏
푗=1
2
√
훼푗훼˜
훼푗 + 훼˜
.
We find
푑
푑훼˜
푔(훼˜) = 푔(훼˜)
푟∑
푗=1
(
1
2훼˜
− 1
훼˜ + 훼푗
) =
푔(훼˜)
2훼˜
푟∑
푗=1
훼푗 − 훼˜
훼˜ + 훼푗
= 0 (2.2.7)
⇔
푟∑
푗=1
훼푗 − 훼˜
훼˜ + 훼푗
= 0 ⇔
푟∑
푗=1
훼˜
훼˜ + 훼푗
=
푟
2
⇔
푟∑
푗=1
훼푗
훼˜ + 훼푗
=
푟
2
.
Since ℎ : ℝ+ → ℝ, 훼˜ 7→
∑푟
푗=1
훼푗
훼˜+훼푗
− 푟
2
is a strictly decreasing function with
lim
훼˜→0
ℎ(훼˜) =
푟
2
and lim
훼˜→∞
ℎ(훼˜) = −푟
2
,
there is a unique solution 훼0 of equation (2.2.7), which is the maximizing argument of
푔, because 푔 is continuous, 푔(훼˜) > 0 holds for all 훼˜ ∈ ℝ+, and
lim
훼˜→0
푔(훼˜) = 0 and lim
훼˜→∞
푔(훼˜) = 0.
Hence, the closest order statistics model OS훼0 to the sequential order statistics model
SOS휶 is determined by equation (2.2.5).
The solution and the corresponding solution value obtained with respect to the Kullback-
Leibler divergence has interesting relations to applications in statistical inference. We
will return to this in Remark 3.1.3 (on p. 63). The different solutions in the foregoing
proposition are interpretable as types of mean values of the parameter components.
For Kullback-Leibler and reverse Kullback-Leibler divergence one obtains harmonic and
arithmetic mean, whereas Jeffreys distance yields the geometric mean of these. The
Hellinger distance solution 휶퐻 has similarities to these means. The first one is given in
the following corollary.
Corollary 2.2.4
For a given 휶 ∈ ℝ푟+, let 푐 > 0 and 휶★ ∈ {휶,휶,휶퐽 ,휶퐻}. Then it is
푐(휶★) = 푐휶★.
That is, 푐(휶★) is the solution of (2.2.3) for a given model 푆푂푆푐⋅휶 and the respective
divergence.
Proof. For the harmonic and the arithmetic mean this property is clear, and so is it for
the geometric mean of both. For 휶퐻 it can be seen by multiplication of each numerator
and denominator with 푐 in equation (2.2.5).
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Note that this result could have also been obtained in advance for all considered
measures, which can be seen as follows. Due to the fact that a constant factor 푐 for the
involved parameters can be viewed as change of the underlying distribution, which has
no influence on the respective divergences and distances, any minimum solution must
have the property given in Corollary 2.2.4.
The Hellinger distance solution 휶퐻 is given only implicitly for 푟 ≥ 3. Numerically,
the defining equation (2.2.5) is solved easily due to its simple structure. In order to
examine properties of 휶퐻 the following lemma is helpful.
Lemma 2.2.5
For a vector 휶 ∈ ℝ푟+ (푟 ∈ ℕ) the inequalities
푟∑
푗=1
훼푗
휶+ 훼푗
≤ 푟
2
and
푟∑
푗=1
훼푗
휶+ 훼푗
≥ 푟
2
are true. At this, equality each holds if and only if 훼1 = . . . = 훼푟, that is, 휶 = 휶.
Proof. In the appendix A.1.
The solution 휶퐻 for the Hellinger distance cannot be given explicitly, but the fol-
lowing corollary reveals interesting insights about its behavior, which has remarkable
similarities to the properties of 휶퐽 .
Corollary 2.2.6
With the notations from Proposition 2.2.3 the following assertions are true
(i) If 푟 = 2, then it is
휶퐻 =
√
휶휶 =
√
훼1훼2.
That is, the solutions for Hellinger distance and the J-distance coincide with the
geometric mean of the two parameters 훼1 and 훼2 in this particular case.
(ii) It is
휶 ≤ 휶퐻 ≤ 휶
with equality each if and only if 휶 = 휶.
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Proof. (i) can be seen easily by considering equation (2.2.5) with 푟 = 2
1 =
2∑
푗=1
훼푗
훼˜ + 훼푗
=
훼1
훼˜ + 훼1
+
훼2
훼˜ + 훼2
=
훼1(훼˜ + 훼2) + 훼2(훼˜ + 훼1)
(훼˜ + 훼1)(훼˜ + 훼2)
⇔ 훼˜2 + 훼˜(훼1 + 훼2) + 훼1훼2 = 2훼1훼2 + 훼˜(훼1 + 훼2)
⇔ 훼˜ = √훼1훼2 =
√
훼1 + 훼2
훼1+훼2
훼1훼2
=
√
1
2
(훼1 + 훼2) ⋅ 2
(
1
훼1
+
1
훼2
)−1
=
√
휶휶.
Assertion (ii) is trivial for 푟 = 1, 2. For 푟 ≥ 3, it follows from the fact that 휶퐻 is
the unique zero of the strictly decreasing function ℎ : 훼˜ 7→ ∑푟푗=1 훼푗훼˜+훼푗 − 푟2 , and that
ℎ(휶) ≥ 0 and ℎ(휶) ≤ 0 holds, which is known from Lemma 2.2.5.
Since 휶퐽 is the geometric mean of arithmetic and harmonic mean, it also satisfies:
휶 ≤
√
휶휶 = 휶퐽 ≤ 휶
with equality each if and only if 휶 = 휶. Aside from this similarity of 휶퐻 and 휶퐽 there
is no further direct relation between them. An example shows this because they do not
coincide for 푟 ≥ 3, and an order relation does not hold in general.
Example 2.2.7. The following table contains the four different solutions for the particular
choice of 푟 = 3 and (1, 1.2, 2)′ as well as (1, 1.8, 2)′ for 휶.
휶 휶 휶퐻 휶퐽 휶
(1, 1.2, 2)′ 1.2857 1.3374 1.3416 1.4000
(1, 1.8, 2)′ 1.4595 1.5350 1.5281 1.6000
For the first choice, 휶퐻 < 휶퐽 holds, and for the second choice 휶퐻 > 휶퐽 .
As it can be seen by the corresponding proof, the bounds in Corollary 2.2.6 (ii) are
sharp. In fact, for 휶 with 훼1 = . . . = 훼푟 all of the solutions are equal to each other.
If there is a component in 휶 about three times larger than the arithmetic mean of the
other components, then it can be given a better upper bound for 휶퐻 .
Corollary 2.2.8
With the notations from Proposition 2.2.3 the following assertion is true for 푟 ≥ 3. Let
(w.l.o.g.) 훼1 ≤ . . . ≤ 훼푟. If it is
훼푟 >
3푟 − 2
푟 − 2
(
1
푟 − 1
푟−1∑
푗=1
훼푗
)
,
then we have
휶 < 휶퐻 ≤ 푟
(푟 − 2)
(
1
(푟 − 1)
푟−1∑
푗=1
훼푗
)
< 휶.
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Proof. In the appendix A.1.
Note that this statement is not valid for 휶퐽 . For example, if 휶 = (1, . . . , 1, 훼푟)
′ ∈ ℝ푟+,
then we find
휶퐽 =
√
휶휶 =
√
푟
푟 − 1 + 훼−1푟
⋅ 푟 − 1 + 훼푟
푟
=
√
푟 − 1 + 훼푟
푟 − 1 + 훼−1푟
.
This term is not bounded, since it tends to infinity as 훼푟 tends to infinity. Corollary 2.2.8
states that 휶퐻 is bounded by an expression not depending on 훼푟. Such a bound cannot
be found for 휶퐽 . Figure 2.3 illustrates the situation with 휶, 휶, 휶퐽 , and 휶퐻 for 휶 =
(1, 1, 1, 1, 훼5)
′ as functions of 훼5.
Figure 2.3.: (1, 1, 1, 1, 훼5)
′ (dashed curve), (1, 1, 1, 1, 훼5)′ (dotted curve), (1, 1, 1, 1, 훼5)′퐽
(dashed-dotted curve), (1, 1, 1, 1, 훼5)′퐻 (gray dashed-dotted curve), and upper
bound according to Corollary 2.2.8 (red solid curve)
Illustrative examples (for alternative model choice)
For a comparison of some of the previous results, we will consider two examples of
explicit sequential (푛 − 푟 + 1)-out-of-푛 systems. The system life length coincides with
the survival time of the 푟th SOS. Kamps and Cramer (2001) derived for 푟 ∈ {1, . . . , 푛}
in case of pairwise different model parameters 훾1, . . . , 훾푛, i.e.
훾푖 ∕= 훾푗, 푖 ∕= 푗, ∀ 푖, 푗 ∈ {1, . . . , 푛},
the marginal density functions 푓푋∗푟휸 as well as the marginal distribution functions 퐹
푋∗푟
휸
for GOSs 푋∗1, . . . , 푋∗푛 based on a distribution function 퐹 with corresponding 푓 and
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parameter 휸 as
푓푋∗푟휸 (푥) = 푐푟−1푓(푥)
푟∑
푖=1
푎푟푖 (1− 퐹 (푥))훾푖−1 and
퐹푋∗푟휸 (푥) = 1− 푐푟−1
푟∑
푖=1
푎푟푖
훾푖
(1− 퐹 (푥))훾푖 ,
(2.2.8)
where 푐푟−1 =
∏푟
푗=1 훾푗 and 푎
푟
푖 =
∏푟
푗=1
푗 ∕=푖
1
훾푗−훾푖 . With this explicit expressions for the
marginal distributions of the 푗th GOS, we can compare the ones of SOSs to the ones of
their closest OS models. Here, we will consider two examples similar to the one in the
preprint of Vuong et al. (2012).
Example 2.2.9. Let the SOSs 푋∗1, 푋∗2, 푋∗3 describe a 3-out-of-5 system. Let them
further be based on a Weibull distribution with shape parameter equal to 3/2 and scale
parameter equal to 2, that is
퐹 (푡) = 1− 푒−( 푡2)
3
2
, 푡 > 0.
The model parameters are set to 훼1 = 1, 훼2 = 4/3, 훼3 = 2 (i.e. 훾1 = 5, 훾2 = 16/3,
훾3 = 6). With (2.2.8) we compute for 푥 > 0:
퐹푋∗1휶 (푥) = 1− 푒−
5
√
2
4
푥
3
2 ,
퐹푋∗2휶 (푥) = 1− 16푒−
5
√
2
4
푥
3
2 + 15푒−
4
√
2
3
푥
3
2 , and
퐹푋∗3휶 (푥) = 1− 96푒−
5
√
2
4
푥
3
2 + 135푒−
4
√
2
3
푥
3
2 − 40푒− 3
√
2
2
푥
3
2 .
For SOSs based on 훼˜1 = 훼˜2 = 훼˜3 = 푐 ∈ ℝ+ or ordinary OSs 푋(푐)1:5, 푋(푐)2:5, 푋(푐)3:5 based on
distribution 퐹˜ = 1− (1− 퐹 )푐 the marginal distributions are given by
퐹푋
(푐)
1:5(푥) = 1− 푒−푐 5
√
2
4
푥
3
2 ,
퐹푋
(푐)
2:5(푥) = 1 + 4푒−푐
5
√
2
4
푥
3
2 − 5푒−푐
√
2푥
3
2 , and
퐹푋
(푐)
3:5(푥) = 1− 6푒−푐 5
√
2
4
푥
3
2 + 15푒−푐
√
2푥
3
2 − 10−푐 3
√
2
4
푥
3
2 .
(2.2.9)
The closest OSs models according to Proposition 2.2.3 are represented by parameters
휶 = arg min
훼˜∈ℝ+
퐷퐾퐿(푆푂푆휶, 푂푆훼˜) =
4
3
≈ 1.333,
휶 = arg min
훼˜∈ℝ+
퐷퐾퐿(푂푆훼˜, 푆푂푆휶) =
13
9
≈ 1.444,
휶퐽 = arg min
훼˜∈ℝ+
퐷퐽(푆푂푆휶, 푂푆훼˜) ≈ 1.388,
and 휶퐻 = arg min
훼˜∈ℝ+
퐷퐻,2(푆푂푆휶, 푂푆훼˜) ≈ 1.386.
Substituting 푐 in (2.2.9) with these values yields the marginal distribution functions cor-
responding to 푂푆휶, 푂푆휶, 푂푆휶퐽 , and 푂푆휶퐻 , respectively. Figure 2.4 shows the marginal
distribution functions of the first three SOSs and the corresponding OSs according to the
closest models. Especially the approximate distributions for the marginal distribution of
the third SOS are similar to the original one. Table 2.3 contains computed values of the
respective distribution functions for the third SOS. They indicate a good approximation
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푞 퐹푋∗3휶 (푞) 퐹
푋
(휶)
3:5 (푞) 퐹푋
(휶퐻 )
3:5 퐹푋
(휶퐽 )
3:5 (푞) 퐹푋
(휶)
3:5 (푞)
0.372 0.010 0.009 0.010 0.010 0.011
0.470 0.025 0.022 0.025 0.025 0.028
0.566 0.050 0.045 0.049 0.050 0.055
0.691 0.100 0.091 0.099 0.099 0.108
0.862 0.200 0.183 0.197 0.197 0.213
0.999 0.300 0.276 0.295 0.296 0.316
1.125 0.400 0.370 0.393 0.394 0.418
1.249 0.500 0.466 0.491 0.492 0.518
1.380 0.600 0.564 0.590 0.591 0.617
1.528 0.700 0.664 0.689 0.690 0.715
1.710 0.800 0.767 0.789 0.789 0.811
1.979 0.900 0.875 0.890 0.891 0.905
2.214 0.950 0.933 0.943 0.943 0.952
2.428 0.975 0.964 0.970 0.970 0.976
2.687 0.990 0.984 0.987 0.987 0.990
Table 2.3.: Values of the third marginal distribution functions from Example 2.2.9.
of 퐹푋∗3휶 by the values of 퐹
푋
(휶퐻 )
3:5 as well as 퐹푋
(휶퐽 )
3:5 , whereas for this example the values
approximated with 퐹푋
(휶)
3:5 are too small, and approximation by 퐹푋
(휶)
3:5 tends to provide
values that are too large. There is a range of up to about 0.05 between the latter two
approximate values.
In summary, in this example Hellinger distance and J-distance would provide good ap-
proximate OSs models for the survival time of the 3-out-of-5 system. In the case of
ascending parameters 훼1 < 훼2 < 훼3 the failure times of the first two components in
the system would be approximated in a pessimistic way. Meaning, the approximate
probabilities of failures prior to time 푡 are larger than the original ones. Overall, the
system life length is well modeled by the approximation and the earlier single compo-
nents failure times tend to be larger than expected. These might be useful properties
for an alternative model for the original model in practical situations.
A second example illustrates a case in which the approximation of a model of SOSs
with models of OSs is not as good as in the previous example. Moreover, the approximate
distributions based on J-distance and Hellinger distance are more obviously distinct, and
the approximated values based on the directed Kullback-Leibler divergences are wide
apart.
Example 2.2.10. Let the setting be identical to the one given in Example 2.2.9, besides
the choice of 훼3 = 4 instead of 2, modeling a sequential 3-out-of-5 system with a –
compared to the first example – higher load on each component at work after the first
two failures of components. For this example, Proposition 2.2.3 yields the approximating
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푞 퐹푋∗3휶 (푞) 퐹
푋
(휶)
3:5 (푞) 퐹푋
(휶퐻 )
3:5 퐹푋
(휶퐽 )
3:5 (푞) 퐹푋
(휶)
3:5 (푞)
0.321 0.010 0.007 0.010 0.011 0.017
0.407 0.025 0.017 0.025 0.027 0.041
0.491 0.050 0.036 0.050 0.054 0.080
0.602 0.100 0.074 0.102 0.108 0.155
0.755 0.200 0.155 0.205 0.217 0.295
0.878 0.300 0.241 0.309 0.325 0.423
0.993 0.400 0.332 0.414 0.432 0.542
1.108 0.500 0.427 0.518 0.537 0.649
1.230 0.600 0.528 0.621 0.640 0.747
1.368 0.700 0.633 0.723 0.741 0.833
1.541 0.800 0.745 0.823 0.837 0.907
1.799 0.900 0.864 0.918 0.926 0.965
2.027 0.950 0.929 0.962 0.967 0.987
2.236 0.975 0.963 0.982 0.985 0.995
2.491 0.990 0.984 0.994 0.995 0.999
Table 2.4.: Values of the third marginal distribution functions from Example 2.2.10.
parameters
휶 = arg min
훼˜∈ℝ+
퐷퐾퐿(푆푂푆휶, 푂푆훼˜) = 1.5,
휶 = arg min
훼˜∈ℝ+
퐷퐾퐿(푂푆훼˜, 푆푂푆휶) ≈ 2.111,
휶퐽 = arg min
훼˜∈ℝ+
퐷퐽(푆푂푆휶, 푂푆훼˜) ≈ 1.780,
and 휶퐻 = arg min
훼˜∈ℝ+
퐷퐻,2(푆푂푆휶, 푂푆훼˜) ≈ 1.729.
Figure 2.5 and Table 2.4 illustrate the modified situation. The findings are quite similar
to the ones in Example 2.2.9. For the first two marginal distributions, the approximate
OSs models are too pessimistic. This is again to be traced back to the ascending
order of the model parameters. For the third marginal distribution function, the values
corresponding to model 푆푂푆휶 are in between the values corresponding to the models
푂푆훼 and 푂푆훼 for the arguments of interest. For this example, it is to mention that
sup
푞∈ℝ
(퐹푋
(휶)
3:5 (푞)− 퐹푋(휶)3:5 (푞)) ≥ 퐹푋(휶)3:5 (1.108)− 퐹푋(휶)3:5 (1.108) = 0.222.
Of course, this magnitude cannot be disregarded. Both models do not seem to provide
good approximate values. The values of 퐹푿
(휶퐽 )
3:5 (푞) and especially 퐹푿
(휶퐻 )
3:5 (푞) are closer
to the values of 퐹푿∗3휶 (푞). Within these two approximate distribution functions 퐹
푿
(휶퐻 )
∗3
seems to be closer to the original marginal distribution (cf. Figure 2.5 (c)) with deviations
of about 0.023 or less, although the original SOSs model with parameters 훼1 = 1, 훼2 =
4
3
, 훼3 = 4 does not seem convenient to be approximated by an 푂푆훼˜ model.
The fact that the Hellinger distance based solution performs better than the one based
on the J-distance, is attributable to the particular choice of 휶 ∈ ℝ푟+. For other examples
it is vice versa.
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(a) Marginal distribution function of the first SOS and OSs.
(b) Marginal distribution function of the second SOS and OSs.
(c) Marginal distribution function of the third SOS and OSs.
Figure 2.4.: Comparison of marginal distribution functions from Example 2.2.9. 푂푆휶 (dashed
curve), 푂푆휶 (dotted curve), and 푂푆휶퐽 (dashed-dotted curve), 푂푆휶퐻 (gray
dashed-dotted curve) and 푆푂푆휶 with 휶 = (1, 4/3, 2)
′ (red solid curve). Note
that the curves for 푂푆휶퐽 and 푂푆휶퐻 in this example are too close to each other
to be distinguished in the figures.
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(a) Marginal distribution function of the first SOS and OSs.
(b) Marginal distribution function of the second SOS and OSs.
(c) Marginal distribution function of the third SOS and OSs.
Figure 2.5.: Comparison of marginal distribution functions from Example 2.2.10. 푂푆휶 (dashed
curve), 푂푆휶 (dotted curve), and 푂푆휶퐽 (dashed-dotted curve), 푂푆휶퐻 (gray
dashed-dotted curve) and 푆푂푆휶 with 휶 = (1, 4/3, 4)
′ (red solid curve).
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Models of GOSs as points in Euclidean space
For an 훼0 ∈ ℝ+ we introduce the following notations (cf. Vuong et al., 2012)
푁(훼0) = {휶 ∈ ℝ푟+ : 휶 = 훼0},
푁(훼0) = {휶 ∈ ℝ푟+ : 휶 = 훼0},
푁퐽(훼0) = {휶 ∈ ℝ푟+ :
√
휶 휶 = 훼0},
and 푁퐻(훼0) = {휶 ∈ ℝ푟+ : 휶퐻 = 훼0}.
According to Proposition 2.2.3, these are the sets of models of SOSs (more precisely,
their parameter representations) of which the closest model of OSs is 푂푆훼0 with respect
to a divergence (Kullback-Leibler, reverse Kullback-Leibler, Jeffreys and Hellinger, re-
spectively). It can be seen that 푁(훼0) = 훼0푁(1) holds for 푁 ∈ {푁,푁,푁퐽 , 푁퐻} (cf.
Cor. 2.2.4). This can be interpreted as follows. The SOSs models in 푁(훼0) correspond
to SOSs models in 푁(1) with a different baseline distribution, namely 1 − (1 − 퐹 )훼0
instead of 퐹 .
Figure 2.6 illustrates the shapes of the sets given above for different values of 훼0 for
푟 = 2, and Figure 2.7 shows 푁퐽(1), . . . , 푁퐽(5) for 푟 = 2. Additionally it illustrates the
position of different models interpreted as points in the Euclidean plane ℝ2 parameter-
ized in 훼1 and 훼2. For a parameterization in 훾1 and 훾2 the axes just have to be rescaled
by the factors 푛 and 푛− 1, respectively.
Figure 2.6.: 푁(훼0) (dashed curve), 푁(훼0) (dotted curve), and 푁퐽(훼0) = 푁퐻(훼0) (dashed-
dotted curve) for 훼0 ∈ {1, 3, 5} (푟 = 2). The solid line corresponds to the models
푂푆훼˜, 훼˜ ∈ ℝ+, of order statistics.
Remark 2.2.11 (denseness of progressively Type-II censored models). The progressively
Type-II censored order statistics illustrated in Figure 2.7 represent different censoring
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Figure 2.7.: Models of GOSs interpreted as points in ℝ2. In particular, the sets 푁퐽(훼0) (black
dashed-dotted curves), and models 푂푆훼0 (black solid line), 푅푉훽0 (red dashed line),
and 푃퐶푹 with different censoring schemes 푹 for 푛 = 4 (gray dots) are shown.
schemes. If we allow the baseline distribution 퐹 to be substituted by 1 − (1 − 퐹 )훼0
analogously to our considerations for OSs or RVs, other points may also be interpreted
as models of PC OSs. However, not every other model of GOSs can be expressed as a
PC OSs model. For example, neither a 휸 with some 푖 < 푗 and 훾푖 < 훾푗 can be expressed
as a PC OSs model nor a parameter 휸 with irrational and rational elements can. The
parameter vectors 휸 which can be interpreted as PC OSs model to a certain baseline
distribution are of the form
훾푗 = 훼0(푛− 푗 + 1 +
푛∑
푖=푗
푅푖), 푗 = 1, . . . , 푟,
for 푅푖 ∈ ℕ0, 푖 = 1, . . . , 푛, and 훼0 ∈ ℝ+. This explains why a partially rational and
partially irrational 휸 cannot be expressed, since (푛− 푗+1+∑푛푖=푗 푅푖) is always rational,
and 훼0 is either rational or irrational and so is every component. Nevertheless, the set
{(훼0(푛+
푛∑
푖=1
푅푖), . . . , 훼0(푛− 푟 + 1 +
푛∑
푖=푟
푅푖))
′ ∈ ℝ푟 : 푅푖 ∈ ℕ0, 푖 = 1, . . . , 푛, 훼0 ∈ ℝ+}
of PC OSs model parameters with baseline distribution 퐹˜ ∈ {1− (1−퐹 )훼0 : 훼0 ∈ ℝ+}
is dense in the set
{휸 ∈ ℝ푟 : 훾1 ≥ 훾2 ≥ . . . ≥ 훾푟}
of GOSs model parameters with non-increasing elements 훾푗’s. However, to get arbitrarily
close to a model which can not be expressed directly with appropriate choices of 훼0(푛−
푗 + 1 +
∑푛
푖=푗 푅푖), 훼0 has to tend to zero and some of the 푅푖, 푖 = 1, . . . , 푛, have to tend
to infinity. Thus, it is more of a theoretical remark. We consider a simple example.
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Example 2.2.12. Let 푛 = 푟 = 2 and 휸 = (
√
2, 1)′ ≈ (1.414214, 1)′. For some different
choices of 푅1, 푅2, and 훼0 = 1/(푛−1+푅2), we find the following (similar) values, which
can be interpreted as parameters of progressively Type-II censored models:
훼0 푅1 푅2 훼0(푛+푅1 +푅2) 훼0(푛− 1 +푅2)
0.500000 0 1 1.500000 1.00000
0.333333 0 2 1.333333 1.00000
0.250000 0 3 1.250000 1.00000
0.200000 0 4 1.200000 1.00000
0.166667 0 5 1.166667 1.00000
0.500000 1 1 2.000000 1.00000
0.333333 1 2 1.666667 1.00000
0.250000 1 3 1.500000 1.00000
0.200000 1 4 1.400000 1.00000
0.166667 1 5 1.333333 1.00000
0.500000 2 1 2.500000 1.00000
0.333333 2 2 2.000000 1.00000
0.250000 2 3 1.750000 1.00000
0.200000 2 4 1.600000 1.00000
0.166667 2 5 1.500000 1.00000
0.142857 2 6 1.428571 1.00000
0.125000 2 7 1.375000 1.00000
0.111111 2 8 1.333333 1.00000
0.100000 2 9 1.300000 1.00000
0.500000 2 1 2.500000 1.00000
0.333333 2 2 2.000000 1.00000
0.250000 2 3 1.750000 1.00000
0.200000 2 4 1.600000 1.00000
0.166667 2 5 1.500000 1.00000
0.142857 2 6 1.428571 1.00000
0.125000 2 7 1.375000 1.00000
0.111111 2 8 1.333333 1.00000
0.100000 2 9 1.300000 1.00000
0.100000 3 9 1.400000 1.00000
0.100000 4 9 1.500000 1.00000
0.100000 5 9 1.600000 1.00000
0.100000 6 9 1.700000 1.00000
0.100000 7 9 1.800000 1.00000
0.100000 8 9 1.900000 1.00000
0.100000 9 9 2.000000 1.00000
0.010000 41 99 1.420000 1.00000
0.001000 414 999 1.415000 1.00000
0.000100 4142 9999 1.414300 1.00000
0.000010 41421 99999 1.414220 1.00000
0.000001 414213 999999 1.414214 1.00000
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2.2.3. Spheres and Balls
In this subsection, different models yielding the same (or smaller) divergence values to
a fixed model are considered.
Definition 2.2.13
Let 퐷★ ∈ {퐷퐾퐿, 퐷푟퐾퐿, 퐷퐽 , 퐷푅,훼, 퐷퐵, 퐷퐻,푚}, 휸 ∈ ℝ푟+ and 푑 > 0. We set
푆퐷★푑 (휸) = {흉 ∈ ℝ푟+ : 퐷★(휸, 흉 ) = 푑}, and
퐵퐷★푑 (휸) = {흉 ∈ ℝ푟+ : 퐷★(휸, 흉 ) ≤ 푑}.
The set 푆퐷★푑 (휸) is called sphere around center 휸 with radius 푑 with respect to 퐷★.
The set 퐵퐷★푑 (휸) is called ball around center 휸 with radius 푑 with respect to 퐷★.
Remark 2.2.14.
(i) By Definition 2.2.13 we denote the spherical surface as sphere and the solid sphere
as ball.
(ii) The spheres and balls are defined with a parametrization in terms of 휸. For SOSs
models 푆푂푆휶 parametrized in terms of 휶 everything can be showed analogously.
We restrict our investigations to the spheres based on the symmetric measures J-
distance and Hellinger distance in most of the following parts. Similar results should
also be obtainable for the other measures. As a direct consequence of the properties of
the symmetric divergence measures the following corollary is achieved.
Corollary 2.2.15
Let 퐷★ ∈ {퐷퐽 , 퐷푅,1/2, 퐷퐵, 퐷퐻,2}, 휸 ∈ ℝ푟+ and 푑 > 0. For every 흉 ∈ 푆퐷★휸 (푑) the following
is valid. If 흉˜ ∈ ℝ푟+ is chosen according to 휏˜푗 ∈ {훾푗/푡푗, 훾푗푡푗} with 푡푗 = 훾푗/휏푗, 푗 = 1, . . . , 푟,
then 흉˜ ∈ 푆퐷★휸 (푑).
Proof. The statement follows immediately from the equality 푑★(푡) = 푑★(1/푡) for the
symmetric measures (cf. Table 2.2 on page 28), since we find 훾푗/휏푗 = 푡푗 and 훾푗/휏˜푗 ∈
{푡푗, 1/푡푗}.
As a consequence, we find for center 휸 = (1, . . . , 1)′ (i.e., the sphere consists of equidis-
tant models to RVs) that for a given point 흉 on the sphere all points with components
which are equal to the corresponding ones of 흉 or to their reciprocals are also on the
sphere. The objective of the next statement are the parameter vectors on a sphere with
only one component differing from the corresponding component of the center parame-
ter.
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Lemma 2.2.16
Let 휸 ∈ ℝ푟+, 푑 > 0 (with 푑 <
√
2 in (ii)), and 푘 ∈ {1, . . . , 푟}. The following assertions
hold. If 휏푗 = 훾푗, 푗 ∈ {1, . . . , 푟}∖{푘}, then
(i) 흉 ∈ 푆퐷퐽푑 (휸) if and only if
휏푘 ∈
{
훾푘
(
1 +
푑
2
− 1
2
√
푑(푑+ 4)
)
, 훾푘
(
1 +
푑
2
+
1
2
√
푑(푑+ 4)
)}
.
(ii) 흉 ∈ 푆퐷퐻,2푑 (휸) if and only if
휏푘 ∈
{
훾푘
4− 4√푑2(4− 푑2) + 푑2(4− 푑2)
(2− 푑2)2 , 훾푘
4 + 4
√
푑2(4− 푑2) + 푑2(4− 푑2)
(2− 푑2)2
}
.
Proof. (i) In the given setting it is
퐷퐽(휸, 흉 ) =
훾푘
휏푘
+
휏푘
훾푘
− 2 = 푑
⇔ 훾푘
휏푘
− (2 + 푑) + 휏푘
훾푘
= 0 ⇔
(
휏푘
훾푘
)2
− 휏푘
훾푘
(2 + 푑) + 1 = 0
⇔ 휏푘
훾푘
∈
{
(2 + 푑)−√(2 + 푑)2 − 4
2
,
(2 + 푑) +
√
(2 + 푑)2 − 4
2
}
⇔ 휏푘 ∈
{
훾푘
(
1 +
푑
2
− 1
2
√
푑(푑+ 4)
)
, 훾푘
(
1 +
푑
2
+
1
2
√
푑(푑+ 4)
)}
.
(ii) Here, it is
퐷퐻,2(휸, 흉 ) =
√
2− 22
√
훾푘휏푘
휏푘 + 훾푘
= 푑 ⇔
√
휏푘
훾푘
휏푘
훾푘
+ 1
− 2− 푑
2
4
= 0
⇔
√
휏푘
훾푘
−
(
휏푘
훾푘
+ 1
)
2− 푑2
4
= 0 ⇔ 휏푘
훾푘
−
√
휏푘
훾푘
4
2− 푑2 + 1 = 0
⇔
√
휏푘
훾푘
∈
{
2−√4− (2− 푑2)2
2− 푑2 ,
2 +
√
4− (2− 푑2)2
2− 푑2
}
휏푘
훾푘
>0
⇔ 휏푘
훾푘
∈
⎧⎨⎩
(
2−√푑2(4− 푑2)
2− 푑2
)2
,
(
2 +
√
푑2(4− 푑2)
2− 푑2
)2⎫⎬⎭
⇔ 휏푘 ∈
{
훾푘
4− 4√푑2(4− 푑2) + 푑2(4− 푑2)
(2− 푑2)2 , 훾푘
4 + 4
√
푑2(4− 푑2) + 푑2(4− 푑2)
(2− 푑2)2
}
.
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Remark 2.2.17. Note that from the form of the quadratic equations in the foregoing
proofs (푧2 −퐴푧 + 1 = (푧 − 푧1)(푧 − 푧2)⇒ 푧1푧2 = 1), we find that the product of the two
corresponding solutions for 휏푘/훾푘 have to yield 1 each. Hence, it is obvious that these
solutions are reciprocals of each other (cf. Cor. 2.2.15). This implies that one possible
value of 휏푘 is smaller, and the other one is larger than 훾푘.
Lemma 2.2.18
Let 휸 ∈ ℝ푟+, 푑 > 0, 퐷★ ∈ {퐷퐾퐿, 퐷푟퐾퐿, 퐷퐽 , 퐷푅,훼, 퐷퐵, 퐷퐻,2} and 흉 = (휏1, . . . , 휏푟)′ ∈ ℝ푟+
with 흉 ∈ 퐵퐷★푑 (휸)∖푆퐷★푑 (휸) (i.e. 퐷★(휸, 흉 ) < 푑). Then for every 푘 ∈ {1, . . . , 푟} there exist
two numbers 퐿푘, 푈푘 ∈ ℝ+, such that 퐿푘 < 휏푘 < 푈푘 and
흉˜ ∈ 푆퐷★푑 (휸) (i.e., 퐷★(휸, 흉˜ ) = 푑),
where 흉˜ is given by 휏˜푗 = 휏푗, 푗 ∈ {1, . . . , 푟}∖{푘} and 휏˜푘 ∈ {퐿푘, 푈푘}.
Proof. Set 푐★ = 퐷★(휸, 흉
∗) with 휏 ∗푗 = 휏푗, 푗 ∈ {1, . . . , 푟}∖{푘} and 휏 ∗푘 = 훾푘. We have
푐★ ≤ 퐷★(휸, 흉 ) < 푑. The proof mainly consists of the insight that the computation of the
divergences can be done component by component in some sense (cf. Subsection 2.2.1)
by using the surjectivity of the corresponding mappings given in Table 2.2 on page 28.
By a manipulation of the ratio 훾푘/휏˜푘 the overall divergence can always be increased.
Particularly, for 퐷★ ∈ {퐷퐾퐿, 퐷푟퐾퐿, 퐷퐽} we find
퐷★(휸, 흉˜ ) = 푐★ + 푑★(
훾푘
휏˜푘
).
Further, we find
푑′★(푥)
⎧⎨⎩
< 0, 0 < 푥 < 1
= 0, 푥 = 1
> 0, 푥 > 1
and
lim
푥→+∞
푑★(푥) =∞, lim
푥→+0
푑★(푥) =∞.
Hence, there are two ratios fulfilling the needed equation 퐷★(휸, 흉˜ ) = 푑. One is smaller
and one is larger than 1. Similarly, for 퐷★ ∈ {퐷푅,훼, 퐷퐵, 퐷퐻,2} it is
퐷★(휸, (휏1, . . . , 휏푟)
′) = ℎ★(ℎ−1★ (푐★) ⋅ 푑★(
훾푟
휏푟
)),
where ℎ−1★ is the inverse function of the respective injective function ℎ★ in Table 2.2.
Analogous arguments as before yield the assertion.
The next corollary is worth mentioning, and it is proved with similar ideas used to
prove the foregoing two lemmas.
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Corollary 2.2.19
Let 휸 ∈ ℝ푟+. The J-distance and the Hellinger distance spheres are bounded in the
Euclidean space. In particular, the following is valid.
(i) Let 푑 > 0. For all 흉 = (휏1, . . . , 휏푟)
′ ∈ 푆퐷퐽푑 (휸) and 푗 = 1, . . . , 푟, it holds
0 < 훾푗
(
1 +
푑
2
− 1
2
√
푑(푑+ 4)
)
≤ 휏푗 ≤ 훾푗
(
1 +
푑
2
+
1
2
√
푑(푑+ 4)
)
<∞.
(ii) Let 0 < 푑 <
√
2. For all 흉 = (휏1, . . . , 휏푟)
′ ∈ 푆퐷퐻,2푑 (휸) and 푗 = 1, . . . , 푟, it holds
0 < 훾푗
4− 4√푑2(4− 푑2) + 푑2(4− 푑2)
(2− 푑2)2 ≤ 휏푗 ≤ 훾푗
4 + 4
√
푑2(4− 푑2) + 푑2(4− 푑2)
(2− 푑2)2 <∞.
Proof. If one of the 휏푗’s is not in between the given bounds taken from Lemma 2.2.16, the
distance exceeds the radius 푑, even if all other remaining 휏푗’s were coincident with the
corresponding 훾푗’s (which yields the smallest possible distance between 휸 and 흉 ).
Corollary 2.2.20
The spheres with respect to Jeffreys and Hellinger distance are compact.
Proof. For 푑 ≥ √2, the sphere with respect to Hellinger distance is empty. Hence, for
퐷퐻,2 we restrict ourselves to 푑 <
√
2 in the following. Let 푑 > 0 and 휸 ∈ ℝ푟+. From
Corollary 2.2.19 it is obvious that the spheres are bounded (in usual sense in Euclidean
space ℝ푟). Thus, it is sufficient to show that the spheres are closed. Let퐷★ ∈ {퐷퐽 , 퐷퐻,2}
and define the continuous mapping 푔 : ℝ푟+ → ℝ by 푔(흉 ) = 퐷★(휸, 흉 ). Then it is
푆퐷★푑 (휸) = {흉 : 푔(흉 ) = 푑}. We consider an arbitrary 흉˜ ∈ ℝ푟∖푆퐷★푑 (휸), i.e., either 푔(흉˜ ) ∕=
푑 or 흉˜ ∈ ℝ푟∖ℝ푟+. For the latter case ℝ푟 without the open 푟-dimensional rectangular
region constructed with the limits from Corollary 2.2.19 is an open neighborhood of 흉˜ ,
which is a subset of ℝ푟∖푆퐷★푑 (휸). For 푔(흉˜ ) ∕= 푑 there is a neighborhood 푁훿(흉˜ ) = {흉 :
∣∣흉 − 흉˜ ∣∣ < 훿} of 흉˜ such that ∣푔(흉˜ )− 푔(흉 )∣ < ∣푔(흉˜ )− 푑∣/2 for all 흉 ∈ 푁훿(흉˜ ), since 푔 is
continuous. Consequently, it is
∣푔(흉 )− 푑∣ = ∣푔(흉 )− 푔(흉˜ ) + 푔(흉˜ )− 푑∣ ≥ ∣푔(흉˜ )− 푑∣ − ∣푔(흉 )− 푔(흉˜ )∣
> ∣푔(흉˜ )− 푑∣ − ∣푔(흉˜ )− 푑∣/2 = ∣푔(흉˜ )− 푑∣/2 > 0, ∀ 흉 ∈ 푁훿(흉˜ ).
Hence, for all 흉 ∈ 푁훿(흉˜ ) it holds 푔(흉 ) ∕= 푑. Thus, ℝ푟∖푆퐷★푑 (휸) is open, and 푆퐷★푑 (휸) is
closed.
Figures 2.8 to 2.11 are illustrations of the shape of some spheres for 푟 = 2, 3 regarding
the divergences 퐷퐾퐿, 퐷푟퐾퐿, 퐷퐽 and 퐷퐻,2 with 푅푉 parameters as center and different
radius values. See Section 3.2, in which balls are discussed as confidence regions, for
more illustrations. Obviously, as it can be seen from the respective figures the balls
with respect to the reverse Kullback-Leibler divergence and the Hellinger distance fail
to be convex. However, the balls belonging to Kullback-Leibler divergence and Jeffreys
J-distance are convex. This fact is stated in the next lemma.
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Lemma 2.2.21
Let 휸 ∈ ℝ푟+ and 푑 > 0. Then 퐵퐷퐾퐿푑 (휸) and 퐵퐷퐽푑 (휸) are convex sets.
Proof. We define the two functions
푔퐾퐿 : ℝ
푟
+ → ℝ
흉 7→ 퐷퐾퐿(휸, 흉 )
and
푔퐽 : ℝ
푟
+ → ℝ
흉 7→ 퐷퐽(휸, 흉 ).
Their Hessians for 흉 ∈ ℝ+ are given by
퐻푔퐾퐿(흉 ) = 푑푖푎푔(휏
−2
1 , . . . , 휏
−2
푟 ) and 퐻푔퐽 (흉 ) = 2 ⋅ 푑푖푎푔(훾1/휏−31 , . . . , 훾푟/휏−3푟 ).
Both are positive definite, which yields the convexity of the functions 푔퐾퐿 and 푔퐽 , and
as a consequence the convexity of the sublevel sets
{흉 ∈ ℝ푟+ : 푔퐾퐿(흉 ) ≤ 푑} = 퐵퐷퐾퐿푑 (휸)
and
{흉 ∈ ℝ푟+ : 푔퐽(흉 ) ≤ 푑} = 퐵퐷퐽푑 (휸).
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(a) 푆퐷퐾퐿푑 ((1, 1)
′) for 푑 ∈ {1, 2, 3, 4, 5, 6, 7, 8} and 푟 = 2.
(b) 푆퐷퐾퐿푑 ((1, 1, 1)
′) for 푑 = 8 and 푟 = 3.
Figure 2.8.: Kullback-Leibler divergence spheres
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(a) 푆퐷푟퐾퐿푑 ((1, 1)
′) for 푑 ∈ {0.2, 0.4, 0.6, 0.8, 1.0, 1.2, 1.4, 1.6} and 푟 =
2.
(b) 푆퐷푟퐾퐿푑 ((1, 1, 1)
′) for 푑 = 1.8 and 푟 = 3.
Figure 2.9.: reverse Kullback-Leibler divergence spheres
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(a) 푆퐷퐽푑 ((1, 1)
′) for 푑 ∈ {1, 2, 3, 4, 5, 6, 7, 8} and 푟 = 2.
(b) 푆퐷퐽푑 ((1, 1, 1)
′) for 푑 = 10 and 푟 = 3.
Figure 2.10.: J-distance spheres
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(a) 푆
퐷퐻,2
푑 ((1, 1)
′) for 푑 ∈ {0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0} and 푟 = 2.
(b) 푆
퐷퐻,2
푑 ((1, 1, 1)
′) for 푑 = 1.0 and 푟 = 3.
Figure 2.11.: Hellinger distance spheres
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Hellinger distance spheres
Next, we will have a closer look at spheres based on the Hellinger distance, since it is
the only metric within the divergence measures considered in this work. Lemma 2.2.16
provides the points on the sphere that have only one component different to the center
point. Clearly, there are 2푟 of them on each sphere, namely two for each of the 푟
components. There are two other interesting points on the sphere for which the ratios
of the single components of both parameters are all equal to each other. These ratios
are given in the next lemma.
Lemma 2.2.22
Let 휸, 흉 ∈ ℝ푟+, 0 < 푑 <
√
2, and 휏푗/훾푗 = 푡 ∈ ℝ+ for all 푗 = 1, . . . , 푟. Then 흉 ∈ 푆퐷퐻,2푑 (휸)
if and only if
푡 ∈
{
2− 2
√
1− 푑˜2 − 푑˜2
푑˜2
,
2 + 2
√
1− 푑˜2 − 푑˜2
푑˜2
}
with 푑˜ =
푟
√
2− 푑2
2
∈ (0, 1).
At this, the two possible values for 푡 are reciprocal values of each other.
Proof. Under the given conditions it follows for 푡 ∈ ℝ+
퐷퐻,2(휸, 흉 ) =
√√√⎷2− 2 푟∏
푗=1
2
√
푡
푡+ 1
= 푑
⇔
(
2
√
푡
푡+ 1
)푟
=
2− 푑2
2
⇔ 2
√
푡
푡+ 1
=
(
2− 푑2
2
)1/푟
= 푑˜
⇔ 푡−√푡2
푑˜
+ 1 = 0
⇔ √푡 ∈
{
1−
√
1− 푑˜2
푑˜
,
1 +
√
1− 푑˜2
푑˜
}
⇔ 푡 ∈
{
2− 2
√
1− 푑˜2 − 푑˜2
푑˜2
,
2 + 2
√
1− 푑˜2 − 푑˜2
푑˜2
}
.
Again the quadratic equation in
√
푡 with constant summand 1 yields that the two
solutions are reciprocal values of each other and so are the corresponding values for
푡.
Clearly, it follows 휏푗 < 훾푗 in one case (푡 < 1) and 휏푗 > 훾푗 in the other case (푡 > 1).
For linguistic convenience, we introduce the following notations for the center related
points which are provided by Lemma 2.2.16 and Lemma 2.2.22.
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Notation 2.2.23
Let a Hellinger sphere 푆
퐷퐻,2
푑 (휸) with center 휸 = (훾1, . . . , 훾푟)
′ ∈ ℝ푟+ and radius 0 < 푑 <√
2 be given.
(i) A parameter vector 흉 = (휏1, . . . , 휏푟)
′ ∈ 푆퐷퐻,2푑 (휸) is called shifted (푗th) component
point of the sphere 푆
퐷퐻,2
푑 (휸) for 푗 ∈ {1, . . . , 푟} if there exists a number 푐 ∈ ℝ+∖{1}
such that
흉 = 휸 + 훾푗(푐− 1) ⋅ 풆푗, (2.2.10)
where 풆푗 = (0, . . . , 0, 1, 0, . . . , 0)
′ is the 푗th standard basis vector of the 푟-dimensional
Euclidean space.
(ii) A parameter vector 흉 = (휏1, . . . , 휏푟)
′ ∈ 푆퐷퐻,2푑 (휸) is called equal ratio point of the
sphere 푆
퐷퐻,2
푑 (휸) if there exists a number 푐 ∈ ℝ+∖{1} such that
흉 = 푐 ⋅ 휸. (2.2.11)
Remark 2.2.24. Note that equations (2.2.10) and (2.2.11) can be expressed equivalently
in terms of the component ratios by
(
휏1
훾1
, . . . ,
휏푟
훾푟
)′ = (1, . . . , 1︸ ︷︷ ︸
푗−1
, 푐, 1, . . . , 1︸ ︷︷ ︸
푟−푗
)′
and
(
휏1
훾1
, . . . ,
휏푟
훾푟
)′ = (푐, . . . , 푐)′,
respectively. The possible values of 푐 in equation (2.2.10) are given in the proof of
Lemma 2.2.16, and the values for 푐 in equation (2.2.11) are given Lemma 2.2.22.
Shifted component points and equal ratio points are two kinds of extremes on the
sphere. For a shifted 푗th component point the whole distance given by the radius is
based on the difference for exclusively one single component, namely the 푗th component,
whereas for the equal ratio points the distance is carried uniformly by the dissimilarity
of all single components of the parameter vectors.
Figure 2.12 illustrates, for a Hellinger distance sphere in ℝ2, the shifted component
points as well as the equal ratio points. The shifted component points have one com-
ponent in common with the center point and the other component achieves one of the
bounds given in Corollary 2.2.19 (ii). The two equal ratio points can be interpreted as
analogous models to the one represented by the center with a different baseline distribu-
tion function, namely 1− (1− 퐹 )푐, where 푐 is one of the values given in Lemma 2.2.22.
As mentioned before, for every component there is one pair of two shifted component
points which are shifted in the respective component. We will call points of such a pair
corresponding shifted component points in the following.
The next theorem establishes a connection between corresponding shifted component
points and, analogously, between equal ratio points.
53
2. Framework
Figure 2.12.: Hellinger distance sphere 푆
퐷퐻,2
푑 (휸) with 휸 = (5, 4)
′ (푂푆, 푛 = 5, 푟 = 2) and
푑 = 0.8. Corresponding shifted component points are plotted as circles with
same color (#, #) and the equal ratio points as squares (2). Additional dotted
lines show the vertical and the horizontal location of shifted component points
respectively (cf. bounds given in Cor. 2.2.19 (ii)).
Theorem 2.2.25
Given the situation of Notation 2.2.23, we have:
(i) Let 흉˜ = (훾1, . . . , 훾푘−1, 훾푘 ⋅ 푐, 훾푘+1, . . . , 훾푟)′ be a shifted 푘th component point of the
sphere 푆
퐷퐻,2
푑 (휸) with 0 < 푑 <
√
2, where 푐 is one of the two appropriate val-
ues (cf. Lemma 2.2.16 (ii)). Then the point on the sphere being farthest away
(in 퐷퐻,2 sense) from 흉˜ is the corresponding other shifted 푘th component point
(훾1, . . . , 훾푘−1, 훾푘/푐, 훾푘+1, . . . , 훾푟)′.
(ii) Let 흉˜ = 푐(훾1, . . . , 훾푟)
′ be an equal ratio point of the sphere 푆퐷퐻,2푑 (휸) with 0 < 푑 <√
2, where 푐 is one of the two appropriate values (cf. Lemma 2.2.22). Then the
point on the sphere being farthest away (in 퐷퐻,2 sense) from 흉˜ is the other equal
ratio point (1/푐) ⋅ (훾1, . . . , 훾푟)′.
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Proof. First, we prove (i). Without loss of generality, we consider the shifted 푟th compo-
nent point 흉˜ = (훾1, . . . , 훾푟−1, 푐훾푟)′. We have to show that 흉 ∗ = (훾1, . . . , 훾푟−1, (1/푐) ⋅ 훾푟)′
is the solution of the optimization problem
max
흉∈ℝ푟+
퐷퐻,2(흉˜ , 흉 ) s. t. 퐷퐻,2(휸, 흉 ) = 푑. (2.2.12)
By considering the respective objective functions we find that alternatively the problems
min
흉∈ℝ푟+
(
푟−1∏
푗=1
√
휏푗/훾푗
1 + 휏푗/훾푗
)(√
푐휏푟/훾푟
푐+ 휏푟/훾푟
)
s. t. 퐷퐻,2(휸, 흉 ) = 푑
or min
흉∈ℝ푟+
[
푟−1∑
푗=1
1
2
ln
휏푗
훾푗
− ln
(
1 +
휏푗
훾푗
)]
+
1
2
(
ln
휏푟
훾푟
+ ln(푐)
)
− ln
(
푐+
휏푟
훾푟
)
s. t. 퐷퐻,2(휸, 흉 ) = 푑
can be solved, since they yield the same solution with respect to 흉 . In the following,
the latter problem is solved for 푡푗 = 휏푗/훾푗, 푗 = 1, . . . , 푟, by the Lagrange method. Since
for the constraint it holds
퐷퐻,2(휸, 흉 ) = 푑 ⇔ 푟 ln(2) +
[
푟∑
푗=1
1
2
ln
휏푗
훾푗
− ln
(
1 +
휏푗
훾푗
)]
= ln
2− 푑2
2
퐿푎. 2.2.16
= ln
2
√
푐
1 + 푐
,
the corresponding Lagrange function can be chosen to be given by
퐿(풕, 휆) =
[
푟−1∑
푗=1
1
2
ln 푡푗 − ln (1 + 푡푗)
]
+
1
2
(ln 푡푟 + ln(푐))− ln (푐+ 푡푟)
+ 휆
(
푟 ln(2) +
[
푟∑
푗=1
1
2
ln 푡푗 − ln (1 + 푡푗)
]
− ln 2
√
푐
1 + 푐
)
.
Setting the partial derivatives equal to 0, one obtains the following equations
∂
∂푡푗
퐿(풕, 휆) = (1 + 휆)
(
1
2푡푗
− 1
1 + 푡푗
)
= 0, 푗 = 1, . . . , 푟 − 1, (2.2.13)
∂
∂푡푟
퐿(풕, 휆) =
1
2푡푟
− 1
푐+ 푡푟
+ 휆
(
1
2푡푟
− 1
1 + 푡푟
)
= 0, (2.2.14)
∂
∂휆
퐿(풕, 휆) = 푟 ln(2) +
[
푟∑
푗=1
1
2
ln 푡푗 − ln (1 + 푡푗)
]
− ln 2
√
푐
1 + 푐
= 0. (2.2.15)
The assumption 휆 = −1 in combination with equation (2.2.14) leads to the contradiction
1
푐+ 푡푟
=
1
1 + 푡푟
⇒ 푐 = 1,
because 푐 ∕= 1 follows from 휏˜푟 ∕= 훾푟. Thus, it is 휆 ∕= −1. Then equation (2.2.13) yields
for 푗 ∈ {1, . . . , 푟 − 1}
1
2푡푗
− 1
1 + 푡푗
= 0 ⇒ 푡푗 = 1.
55
2. Framework
Finally, equation (2.2.15) is equivalent to the original constraint 퐷퐻,2(휸, 흉 ) = 푑. Plug-
ging in 푡푗 = 1, 푗 = 1, . . . , 푟 − 1, it is immediate with Lemma 2.2.16 and Remark 2.2.17
that
푡푟 = 푐 or 푡푟 =
1
푐
.
Thus, the only two possible candidates at which extremal values subject to the given
constraint can be attained are given by
풕∗ = (1, . . . , 1,
1
푐
)′
and
풕∗∗ = (1, . . . , 1, 푐)′
Clearly, at 풕∗∗ the minimum solution value in the original objective function is attained,
since 풕∗∗ yields 흉 ∗∗ = 흉˜ and thus 퐷퐻,2(흉˜ , 흉 ∗∗) = 0. Accordingly, the term[
푟−1∑
푗=1
1
2
ln 푡푗 − ln (1 + 푡푗)
]
+
1
2
(ln 푡푟 + ln(푐))− ln (푐+ 푡푟)
is maximized by 풕∗∗ and it does not solve the considered problem. Therefore, 풕∗ is the
only remaining candidate. Since the sphere is compact (cf. Cor. 2.2.20), there exists a
minimum point on it. For the rank of the Jacobian of the constraint function it holds
rank
(
1
2푡1
− 1
1 + 푡1
, . . . ,
1
2푡푟
− 1
1 + 푡푟
)
= 1, (푡1, . . . , 푡푟)
′ ∈ ℝ푟+∖{(1, . . . , 1)′}.
Thus, according to Theorem B.1.1 in the appendix 풕∗ has to be this minimum point.
Hence,
흉 ∗ = (푡∗1 ⋅ 훾1, . . . , 푡∗푟 ⋅ 훾푟)′ = (훾1, . . . , 훾푟−1, (1/푐)훾푟)′
solves the problem (2.2.12). That is, 흉 ∗ provides a global maximum of the Hellinger
distance to the considered shifted component point on the sphere 푆
퐷퐻,2
푑 (휸).
For part (ii), it is to show that 흉 ∗ = (1/푐) ⋅ (훾1, . . . , 훾푟)′ is the solution of the opti-
mization problem
max
흉∈ℝ푟+
퐷퐻,2(흉˜ , 흉 ) s. t. 퐷퐻,2(휸, 흉 ) = 푑. (2.2.16)
Similarly to the proof of part (i), one can alternatively consider an optimization problem
with transformed objective and constraint:
min
흉∈ℝ푟+
[
푟∑
푗=1
1
2
(
ln
휏푗
훾푗
+ ln 푐
)
− ln
(
푐+
휏푗
훾푗
)]
(2.2.17)
s. t. 푟 ln(2) +
푟∑
푗=1
1
2
ln
휏푗
훾푗
− ln
(
1 +
휏푗
훾푗
)
= ln
2− 푑2
2
퐿푎. 2.2.22
= ln
(
2
√
푐
1 + 푐
)푟
,
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In the following, the latter problem is solved for 푡푗 = 휏푗/훾푗, 푗 = 1, . . . , 푟, by the Lagrange
method with a Lagrange function given by
퐿(풕, 휆) =
[
푟∑
푗=1
1
2
(ln 푡푗 + ln 푐)− ln (푐+ 푡푗)
]
+ 휆
(
푟 ln(2) +
푟∑
푗=1
1
2
ln 푡푗 − ln (1 + 푡푗)− ln
(
2
√
푐
1 + 푐
)푟)
.
Setting the partial derivatives equal to 0, one obtains the following equations
∂
∂푡푗
퐿(풕, 휆) =
1
2푡푗
− 1
푐+ 푡푗
+ 휆
(
1
2푡푗
− 1
1 + 푡푗
)
= 0, 푗 = 1, . . . , 푟, and (2.2.18)
∂
∂휆
퐿(풕, 휆) = 푟 ln(2) +
[
푟∑
푗=1
1
2
ln 푡푗 − ln (1 + 푡푗)
]
− ln
(
2
√
푐
1 + 푐
)푟
= 0. (2.2.19)
Since it is 푡푗 > 0, 푗 = 1, . . . , 푟, equation (2.2.18) is equivalent to
휆 = −
(
1− 푡푗
2푡푗(1 + 푡푗)
)−1(
푐− 푡푗
2푡푗(푐+ 푡푗)
)
= −(푐− 푡푗)(1 + 푡푗)
(푐+ 푡푗)(1− 푡푗) , 푗 = 1, . . . , 푟.
Note that we have 푡푗 ∕= 1, 푗 = 1, . . . , 푟, because otherwise we would find the contradiction
1 = 푡푗 = 푐 by equation (2.2.18). Without loss of generality, let 푡
∗
1 > 0 be the first
component of a solution of the equation system. Then we conclude for 푗 = 2, . . . , 푟:
(푐− 푡푗)(1 + 푡푗) (푐+ 푡∗1)(1− 푡∗1)︸ ︷︷ ︸
=푎∗
= (푐− 푡∗1)(1 + 푡∗1)︸ ︷︷ ︸
=푏∗
(푐+ 푡푗)(1− 푡푗)
⇔ (푐− 푡푗)(1 + 푡푗)푎∗ − (푐+ 푡푗)(1− 푡푗)푏∗ = 0.
Hence, for every 푗 = 2, . . . , 푟 there is a quadratic equation with at most two solutions,
namely
푡푗 = 푡
∗
1 and 푡푗 = −
푐
푡∗1
< 0.
Thus, 풕∗ = (푡∗1, . . . , 푡
∗
1)
′ ∈ ℝ푟+ is the only remaining structure for possible candidates
solving the considered optimization problem with respect to 풕. Lemma 2.2.22 states
that for such structured parameters with 푡∗푗 = 휏
∗
푗 /훾푗 = 푡
∗
1, 푗 = 1, . . . , 푟, there are only
two possible values for 푡∗1, namely 푐 and its reciprocal 1/푐. Since 풕 = (1, . . . , 1)
′ is the
only choice for which the Jacobian of the constraint function vanishes, Theorem B.1.1
is applicable again yielding
풕∗ = (1/푐, . . . , 1/푐)′ being the minimizing argument
and 풕∗∗ = (푐, . . . , 푐)′ being the maximizing argument
of the transformed objective on the compact sphere. Hence, 흉 ∗ = (푡∗1훾1, . . . , 푡
∗
푟훾푟)
′ =
(1/푐)(훾1, . . . , 훾푟)
′ solves the problem (2.2.16). Therefore, a global maximum of the
Hellinger distance to the considered equal ratio point on the sphere 푆
퐷퐻,2
푑 (휸) is attained
at 흉 ∗.
The following theorem establishes a relationship between the distance between corre-
sponding shifted component points and the distance between equal ratio points.
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Theorem 2.2.26
The Hellinger distance between two corresponding shifted component points on a Hellinger
distance sphere 푆
퐷퐻,2
푑 (휸) around 휸 ∈ ℝ푟+ with radius 0 < 푑 <
√
2 is smaller than the
distance of the equal ratio points on the same sphere. In particular, the respective values
are given by √√√⎷2− (2− 푑2)2
2
(
2− (2−푑2
2
)2) <
√
2− (2− 푑
2)2
2
(
2− (2−푑2
2
)2/푟
)푟 .
Proof. Clearly, the Hellinger distance between two corresponding shifted component
points is equal for each pair of corresponding shifted component points on a sphere.
Without loss of generality, we consider the two shifted 푟th component points which
differ in the last component, and denote them with
흉 푙 = (훾1, . . . , 훾푟−1, (1/푐)훾푟)′ and 흉 푢= (훾1, . . . , 훾푟−1, 푐훾푟)′,
where 1/푐 =
4−4
√
푑2(4−푑2)+푑2(4−푑2)
(2−푑2)2 and 푐 =
4+4
√
푑2(4−푑2)+푑2(4−푑2)
(2−푑2)2 (cf. Lemma 2.2.16 (ii)).
Further, let
흍푙 = (1/푐˜)휸 and 흍푢 = 푐˜휸
with 1/푐˜ = 2−2
√
1−푑˜2−푑˜2
푑˜2
and 푐˜ = 2+2
√
1−푑˜2−푑˜2
푑˜2
with 푑˜ = 푟
√
2−푑2
2
∈ (0, 1) (cf. Lemma 2.2.22)
denote the two equal ratio points. The respective distances are given by
퐷퐻,2(흉 푙, 흉 푢) =
√√√√⎷2− 2
⎛⎝푟−1∏
푗=1
2
√
훾2푗
훾푗 + 훾푗
⎞⎠ 2√훾2푟
훾푟/푐+ 푐훾푟
=
√
2− 2 2
1/푐+ 푐
=
√
2− 4
(
8 + 2푑2(4− 푑2)
(2− 푑2)2
)−1
=
√
2− 2
(
(2− 푑2)2
4 + 4푑2 − 푑4
)
=
√
2− 2
(
(2− 푑2)2
8 + (−4 + 4푑2 − 푑4)
)
=
√√√⎷2− (2− 푑2)2
2
(
2− (2−푑2
2
)2)
and
퐷퐻,2(흍푙,흍푢) =
√√√√⎷2− 2 푟∏
푗=1
2
√
훾2푗
훾푗/푐˜+ 푐˜훾푗
=
√
2− 2
(
2
1/푐+ 푐
)푟
=
√√√⎷2− 2푟+1(4− 2푑˜2
푑˜2
)−푟
=
√√√⎷2− 2푟+1( (2−푑22 )2/푟
4− 2(2−푑2
2
)2/푟
)푟
=
√
2− 2푟+1 (
2−푑2
2
)2(
4− 2(2−푑2
2
)2/푟
)푟 =√2− (2− 푑2)2
2
(
2− (2−푑2
2
)2/푟
)푟 .
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Consequently, it is
퐷퐻,2(흉 푙, 흉 푢) < 퐷퐻,2(흍푙,흍푢)
⇔ (2− 푑
2)2
2
(
2− (2−푑2
2
)2) > (2− 푑2)2
2
(
2− (2−푑2
2
)2/푟)푟
⇔
(
2−
(
2− 푑2
2
)2)
<
(
2−
(
2− 푑2
2
)2/푟)푟
⇔
(
2−
(
푑˜2
)푟)
<
(
2− 푑˜2
)푟
.
In order to show the last inequality, we define the mapping
ℎ : (0, 1)→ ℝ, 푥 7→ 2− 푥
푟
(2− 푥)푟 .
Since 푑˜2 ∈ (0, 1), it suffices to show that ℎ(푥) < 1 for all 푥 ∈ (0, 1). For the derivative
of ℎ, we have
ℎ′(푥) =
−푟푥푟−1 (2− 푥)푟 − (2− 푥푟)(−푟) (2− 푥)푟−1
(2− 푥)2푟
= 푟
(2− 푥)푟−1
(2− 푥)2푟 ⋅ (−푥
푟−1 (2− 푥) + (2− 푥푟))
=
2푟
(2− 푥)푟+1︸ ︷︷ ︸
>0
⋅ (1− 푥푟−1)︸ ︷︷ ︸
>0
> 0, 푥 ∈ (0, 1).
Thus, ℎ is strictly increasing on (0, 1). By this and lim푥→1 ℎ(푥) = 1 it follows that
ℎ(푥) < 1 for 푥 ∈ (0, 1).
Considering, for example, models of SOSs, the assertion may be interpreted in a nat-
ural way. Assuming the center 휸 represents OSs, a shifted component point represents
SOSs based on equal distribution functions except for only one step, whereas equal ratio
points would represent OSs with different baseline distribution functions. Considering
the restriction to such models in the solid sphere 퐵
퐷퐻,2
푑 (푂푆), yields
퐵푘 = {푆푂푆휶 ; 훼푗 = 1, 푗 ∈ {1, . . . , 푟}∖{푘}, 1
푐
≤ 훼푘 ≤ 푐}, 푘 = 1, . . . , 푟,
and
퐶 = {푂푆훼0 ;
1
푐˜
≤ 훼0 ≤ 푐˜},
respectively, where 푐 and 푐˜ are the values as in the proof of Theorem 2.2.26. Theo-
rem 2.2.26 reveals that 퐶 covers a ”wider range” of models than each of the 퐵푘’s does.
Figure 2.13 illustrates the sets 퐵푘 and 퐶 for the example already used for Figure 2.12.
Note that the lengths of the three colored lines in Figure 2.13 are obviously not an
indication for the Hellinger distances between the respective endpoints.
It is not possible to find the maximal distant point on a sphere for an arbitrary given
point on it, except for the discussed extreme points, by the method used above because
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Figure 2.13.: 퐵1 (blue), 퐵2 (green), and 퐶 (red).
the equations resulting from the partial derivatives are not simply structured as in the
considered special cases. Nevertheless, we would like to state a conjecture which we
have neither been able to prove nor to disprove.
Conjecture 2.2.27
Let 흉 ∈ 푆퐷퐻,2푑 (휸) for 휸 ∈ ℝ푟+ and 0 < 푑 <
√
2. If 흉˜ is the point on the sphere with
maximum distance to 흉 , then it holds√√√⎷2− (2− 푑2)2
2
(
2− (2−푑2
2
)2) ≤ 퐷퐻,2(흉 , 흉˜ ) ≤
√
2− (2− 푑
2)2
2
(
2− (2−푑2
2
)2/푟
)푟 .
If it is true, the conjecture reveals that a pair of corresponding shifted component
points would lead to minimum maximal distance to each other on the sphere and two
equal ratio points would lead to maximum maximal distance of two points on the sphere.
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This chapter provides some examples of applications using the computed divergences.
In particular, multivariate confidence regions are discussed in Section 3.2, statistical
tests of homogeneity between 푡 ∈ ℕ populations are considered in Section 3.3, and
a new heuristic approach for estimation in case of small sample sizes is presented in
Section 3.4.
Aiming at a convenient discussion of the sampling situation and the results, we restrict
ourselves to sequential order statistics. A concrete model has the advantage of an
interpretation of the observations and the model parameters. Nevertheless, analogous
results apply to other models contained in the model of generalized order statistics by
setting appropriate parameter choice.
Prior to the remarks on applications, some properties of the MLE are noted, which are
useful for the subsequent considerations.
3.1. Preliminary Remarks
Let 푿(1), . . . ,푿(푠) be independent and identically distributed random vectors of SOSs
based on parameter 휶 ∈ ℝ푟+ and a known absolutely continuous distribution function
퐹 with corresponding observation vectors 풙(1), . . . ,풙(푠) describing a sample of size 푠 for
a sequential (푛− 푟 + 1)-out-of-푛 system with the following denotations
푿(푖) = (푋
(푖)
∗1 , . . . , 푋
(푖)
∗푟 ), 푖 = 1, . . . , 푠,
풙(푖) = (푥
(푖)
1 , . . . , 푥
(푖)
푟 ), 푖 = 1, . . . , 푠.
Cramer and Kamps (1996) derived the MLE of the model parameter 휶 for known 퐹
and stated some helpful properties.
Theorem 3.1.1
The MLE 휶ˆ of 휶 is given by
훼ˆ1 = − 푠
푛
(
ln
푠∏
푖=1
(1− 퐹 (푋(푖)∗1 ))
)−1
and (3.1.1)
훼ˆ푗 = − 푠
푛− 푗 + 1
(
ln
푠∏
푖=1
1− 퐹 (푋(푖)∗푗 )
1− 퐹 (푋(푖)∗푗−1)
)−1
, 푗 ∈ {2, . . . , 푟}. (3.1.2)
Further, they have the following properties for 푗 = 1, . . . , 푟.
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(i) 훼ˆ1, . . . , 훼ˆ푟 are jointly independent and 훼ˆ푗 is inverted gamma distributed with shape
parameter equal to 푠 and scale parameter equal to (푠훼푗), 푗 = 1, . . . , 푟. That is,
훼ˆ푗 ∼ 훼푗(1푠
∑푠
푖=1 푉푖푗)
−1, where (푉푖푗)푖,푗 are iid with 푃 (푉11 ≤ 푥) = 1 − 푒−푥, 푥 > 0,
and the corresponding 휆1-density is given by
푓 훼ˆ푗(푥) =
(푠훼푗)
푠
(푠− 1)!푥
−(푠+1)푒−
푠훼푗
푥 , 푥 > 0.
(ii) 퐸휶(훼ˆ
푘
푗 ) =
(푠−푘−1)!
(푠−1)! (푠훼푗)
푘, if 푠 ≥ 푘 + 1.
In particular, it is 퐸휶(훼ˆ푗) =
푠
(푠−1)훼푗, if 푠 ≥ 2.
(iii) 푉 푎푟휶(훼ˆ푗) =
푠2
(푠−1)2(푠−2)훼
2
푗 , 푠 > 2.
(iv) 푀푆퐸휶(훼ˆ푗) =
푠+2
(푠−1)(푠−2)훼
2
푗 , 푠 > 2.
Proof. See Cramer and Kamps (1996) or Bedbur (2011), who uses the exponential family
structure of SOSs distributions.
From Theorem 3.1.1 we find useful pivotal quantities, which are given in the following
corollary for simple referring. Pivotal quantities are random variables whose distribution
is independent of all parameters. Hence, they for example can be used to construct
confidence sets (cf., e.g., Casella and Berger, 2002, p. 427).
Corollary 3.1.2
For 푗 ∈ {1, . . . , 푟} the following statements hold.
(i) 훼ˆ푗/훼푗 has an inverted gamma distribution with shape and scale parameter both
equal to 푠. Its cumulative distribution function is given by
퐹
훼ˆ푗
훼푗 (푡) = 푒−
푠
푡
푠−1∑
푖=0
(
푠
푡
)푖
푖!
, 푡 > 0. (3.1.3)
(ii) 훼푗/훼ˆ푗 has a gamma distribution with shape parameter 푠 and scale parameter equal
to 푠−1, i.e. an Erlang distribution with shape and rate parameter both equal to 푠.
Its cumulative distribution function is given by
퐹
훼푗
훼ˆ푗 (푡) = 1− 푒−푠푡
푠−1∑
푖=0
(푠푡)푖
푖!
, 푡 > 0. (3.1.4)
Proof. The assertions are direct consequences from Theorem 3.1.1.
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Corollary 3.1.2 enables the computation of quantiles of the distribution of 훼ˆ푗/훼푗 or
훼푗/훼ˆ푗 for 푗 ∈ {1, . . . , 푟} in dependence only on sample size 푠. In particular, the quantiles
are not dependent on 훼푗.
Remark 3.1.3. As already mentioned in Chapter 2 we find some relationship between the
results in Proposition 2.2.3 on page 29 and functions in statistical inference concerning
model parameters of SOSs.
(i) It is worth mentioning that (2.2.6) provides the likelihood ratio test statistic for
the null hypothesis 휶 ∈ {휶 ∈ ℝ푟+ : 훼1 = . . . = 훼푟} by plugging in the MLE 휶ˆ for
휶 (cf. Bedbur, 2011, pp. 79/80).
(ii) The plug-in estimator of 휶 is also related to statistical inference queries. Given iid
vectors 푿(1), . . . ,푿(푠) of SOSs, the plug-in estimator
휶ˆ(푿(1), . . . ,푿(푠)) = 휶ˆ(푿(1), . . . ,푿(푠)) =
푟∑푟
푗=1
(
1
훼ˆ푗(푿
(1),...,푿(푠))
)
coincides with the MLE 훼ˆ0(푿
(1), . . . ,푿(푠)) of 훼0 for iid vectors 푿
(1), . . . ,푿(푠) of
OSs based on distribution 1− (1−퐹 (⋅))훼0 . That is, it yields the same estimate, if
either the MLE of 휶 is obtained first and the closest model OS휶 is estimated with
휶ˆ, or the MLE of 훼0 is calculated directly. A proof is given in the appendix A.2.
Figure 3.1 illustrates this relationship between the MLEs in the two different mod-
els.
푂푆훼0 푆푂푆휶
푆푂푆휶ˆ푂푆훼ˆ0
 closest model of OSs
?
MLE
?
MLE
Figure 3.1.: Relationship between ML estimation for OSs and SOSs with the minimum
Kullback-Leibler divergence 퐷퐾퐿(푆푂푆휶, 푂푆훼0).
3.2. Confidence Sets
Let the sampling situation of the previous section be given. In this situation, rectangular
(1 − 훼)-confidence regions can easily be constructed using one-dimensional confidence
intervals (퐿푗, 푈푗) for 훼푗 ∈ ℝ+ for which
푃 (훼푗 ∈ (퐿푗, 푈푗)) = (1− 훼) 1푟 , 푗 = 1, . . . , 푟, 훼 ∈ (0, 1),
holds. Since from Theorem 3.1.1 it is known that 훼ˆ1, . . . , 훼ˆ푟 are independent, such
random confidence intervals can be obtained independently for each component based
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on the respective MLE. The 푟-dimensional rectangular region
퐶 = {휶˜ ∈ ℝ푟+ : 훼˜푗 ∈ (퐿푗, 푈푗), 푗 = 1, . . . , 푟} (3.2.1)
is a confidence set with confidence level
푃 (휶 ∈ 퐶) =
푟∏
푗=1
푃 (훼푗 ∈ (퐿푗, 푈푗)) =
(
(1− 훼) 1푟
)푟
= 1− 훼,
since the 푟 one-dimensional intervals are stochastically independent. The needed inter-
vals can be constructed with
1− 훼˜ := (1− 훼) 1푟 = 푃
(
훼푗
훼ˆ푗
∈ (푞훼˜/2, 푞1−훼˜/2)
)
= 푃
(
훼푗 ∈ (훼ˆ푗푞훼˜/2, 훼ˆ푗푞1−훼˜/2)
)
, (3.2.2)
where 푞훽 is the 훽-quantile of Γ(푠, 푠
−1) (cf. Corollary 3.1.2 (ii)). The results from Sub-
section 2.2.1 and Section 3.1 offer another convenient way to construct a couple of
confidence sets using divergence or distance measures. In this section, the interpreta-
tion of balls is slightly different from the one in the previous section. For notational
convenience we use the model parameters 휶 to represent 푆푂푆휶 instead of 휸. This is
a different parametrization, but since the factors (푛 − 푗 + 1) do not play any role, if
omitted for both parameter vectors, the findings of Subsection 2.2.3 may be transferred.
Balls around the MLE 휶ˆ provide implicit expressions for confidence sets if the radius is
appropriately chosen (cf. Vuong et al., 2012).
Proposition 3.2.1
For 훼 ∈ (0, 1) and 푿 = (푿(1), . . . ,푿(푠)), we have
푃 (휶 ∈ 퐵퐷★
푑푟,푠★,1−훼
(휶ˆ(푿))) = 1− 훼,
where 푑푟,푠★,1−훼 is the (1−훼)-quantile of the distribution of the random variable 퐷★(휶ˆ(푿),휶).
Proof. We have
푃 (휶 ∈ 퐵퐷★
푑푟,푠★,1−훼
(휶ˆ(푿))) = 푃 (휶 ∈ {휶˜ ∈ ℝ푟+ : 퐷★(휶ˆ(푿), 휶˜) ≤ 푑푟,푠★,1−훼})
= 푃 (퐷★(휶ˆ(푿),휶) ≤ 푑푟,푠★,1−훼)
= 1− 훼.
Remark 3.2.2. (i) As noted in Subsection 2.2.1, 퐷★(휶ˆ(푿),휶) can be expressed in
terms of the quotients 훼푗/훼ˆ푗(푿), 푗 = 1, . . . , 푟. Further, Corollary 3.1.2 states that
the distributions of these quotients are independent of the true parameters 훼푗 ,
푗 = 1, . . . , 푟. Hence, the nonnegative random variable 퐷★(휶ˆ(푿),휶) is indepen-
dent of the true parameter 휶. That is, 퐷★(휶ˆ(푿),휶) is a pivotal quantity and the
corresponding quantiles can be computed dependent only on 푟, 푠 and on the partic-
ular choice of the divergence 퐷★ ∈ {퐷퐾퐿, 퐷푟퐾퐿, 퐷퐽 , 퐷푅,훼, 퐷퐵, 퐷퐻,2}. Tables C.5
to C.12 in the appendix contain empirically obtained quantiles for different diver-
gences, namely (reverse) Kullback-Leibler divergence, Jeffreys J-distance and the
Hellinger distance, and particular choices of 푟 and 푠.
(ii) The spheres considered in Subsection 2.2.3 are illustrative examples of the bound-
aries of balls, which build the confidence sets.
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3.2.1. Graphical Comparison of two-dimensional Confidence Regions for
Different Sample Sizes
Figure 3.2 illustrates for 푟 = 2 and 푠 = 5 some concrete confidence sets for observed
(simulated) data. Although only the case of 푟 = 2 is shown, this is still informative,
since the divergences are computed by terms concerning single components (cf. Sub-
section 2.2.1). Three examples of MLE observations are considered. For each of them
confidence regions are shown, namely the rectangular region according to (3.2.1) con-
structed by splitting the confidence level to the single components uniformly, and the
confidence sets constructed according to Proposition 3.2.1 with the divergences 퐷퐾퐿,
퐷푟퐾퐿, 퐷퐽 , and 퐷퐻,2. This is done for confidence level 0.9 (left side) and 0.95 (right
side). Note that due to the particular respective radii of the balls, the confidence regions
constructed with 퐷퐽 and 퐷퐻,2 are quite similar. They can hardly be distinguished in
the subfigures. For larger values of the respective radii, the corresponding shapes of
the balls would be more distinguishable (cf. Figures 2.10 and 2.11). Similarly to the
described illustrations, Figures 3.3 and 3.4 illustrates examples for 푠 = 10 and 푠 = 50,
respectively.
These examples indicate that especially for small sample size 푠, the confidence sets
according to Proposition 3.2.1 are larger than the simple 푟-dimensional rectangular con-
fidence region according to (3.2.1). At this, 퐷퐽 and 퐷퐻,2 yield very similar confidence
regions, and 퐷퐾퐿 provides the largest regions by the approach 퐷푟퐾퐿(휶ˆ(푿),휶) as well
as the smallest by the approach 퐷퐾퐿(휶ˆ(푿),휶) of the four confidence sets constructed
with divergence measures. For the large sample size 푠 = 50 the four divergence based
confidence sets are all very similar to each other, and the differences between their areas
and the area of the corresponding rectangular regions are smaller than in case 푠 = 5.
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(a1) 푠 = 5, 1− 훼 = 0.9 (a2) 푠 = 5, 1− 훼 = 0.95
(b1) 푠 = 5, 1− 훼 = 0.9 (b2) 푠 = 5, 1− 훼 = 0.95
(c1) 푠 = 5, 1− 훼 = 0.9 (c2) 푠 = 5, 1− 훼 = 0.95
Figure 3.2.: Comparison of 2-dimensional confidence sets based on three different MLE re-
alizations (+) for true parameter (1, 1.33)′ (+): (1) rectangular region (3.2.1),
(2) 퐷퐾퐿(휶ˆ(푿), 휶˜), (3) 퐷푟퐾퐿(휶ˆ(푿), 휶˜), (4) 퐷퐽(휶ˆ(푿), 휶˜), (5) 퐷퐻,2(휶ˆ(푿), 휶˜).
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(a1) 푠 = 10, 1− 훼 = 0.9 (a2) 푠 = 10, 1− 훼 = 0.95
(b1) 푠 = 10, 1− 훼 = 0.9 (b2) 푠 = 10, 1− 훼 = 0.95
(c1) 푠 = 10, 1− 훼 = 0.9 (c2) 푠 = 10, 1− 훼 = 0.95
Figure 3.3.: Comparison of two-dimensional confidence sets based on three different MLE re-
alizations (+) for true parameter (1, 1.33)′ (+): (1) rectangular region (3.2.1),
(2) 퐷퐾퐿(휶ˆ(푿), 휶˜), (3) 퐷푟퐾퐿(휶ˆ(푿), 휶˜), (4) 퐷퐽(휶ˆ(푿), 휶˜), (5) 퐷퐻,2(휶ˆ(푿), 휶˜).
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(a1) 푠 = 50, 1− 훼 = 0.9 (a2) 푠 = 50, 1− 훼 = 0.95
(b1) 푠 = 50, 1− 훼 = 0.9 (b2) 푠 = 50, 1− 훼 = 0.95
(c1) 푠 = 50, 1− 훼 = 0.9 (c2) 푠 = 50, 1− 훼 = 0.95
Figure 3.4.: Comparison of two-dimensional confidence sets based on three different MLE re-
alizations (+) for true parameter (1, 1.33)′ (+): (1) rectangular region (3.2.1),
(2) 퐷퐾퐿(휶ˆ(푿), 휶˜), (3) 퐷푟퐾퐿(휶ˆ(푿), 휶˜), (4) 퐷퐽(휶ˆ(푿), 휶˜), (5) 퐷퐻,2(휶ˆ(푿), 휶˜).
Here, the sets (4) and (5) are too close together to be distinguished.
68
3.2. Confidence Sets
3.2.2. Simulated Confidence Regions for Different Dimensions
The first impressions regarding the given examples for 푟 = 2 are supported by further
performed simulations for this work. The sample sizes are chosen as 푠 = 10 and 푠 = 50,
and the confidence level is fixed at 0.9. By simulations, the confidence sets based on
different divergence measures are compared with respect to their sizes for 푟 = 2, 3, 4. The
respective simulated observations are each based on a Weibull distribution with shape
parameter equal to 3/2 and scale parameter equal to 2 as baseline distribution. Recall
that the particular known baseline distribution has no influence on the distribution of
the MLE or the divergence measures. One hundred data sets were simulated. The
small number of simulated data sets is due to the tedious computations for each data
set. Moreover, the systematics of the results indicate that a larger number would not
deliver much more insight. For each of these samples the 푟-dimensional volumes of the
five different types of confidence sets were computed. Prior to discussing the results,
we explain first how the 푟-dimensional volumes were computed. The volume of the
rectangular region is simply (cf. (3.2.2))
푟∏
푗=1
훼ˆ푗
(
푞1−훼˜/2 − 푞훼˜/2
)
= (푞1−훼˜/2 − 푞훼˜/2︸ ︷︷ ︸
Δ훼˜:=
)푟
푟∏
푗=1
훼ˆ푗.
In Table 3.1 some explicit values concerned with this expression are listed. Note that the
푟 훼˜/2 1− 훼˜/2 푞훼˜/2 푞1−훼˜/2 Δ훼˜푟
1 0.0500 0.9500 0.5425 1.5705 1.0280
2 0.0257 0.9743 0.4817 1.7035 1.4928
3 0.0173 0.9827 0.4507 1.7787 2.3418
4 0.0130 0.9870 0.4305 1.8309 3.8462
5 0.0104 0.9896 0.4157 1.8708 6.5234
6 0.0087 0.9913 0.4042 1.9031 11.3394
7 0.0075 0.9925 0.3948 1.9301 20.1045
8 0.0065 0.9935 0.3870 1.9533 36.2362
9 0.0058 0.9942 0.3802 1.9737 66.2366
10 0.0052 0.9948 0.3743 1.9918 122.5656
Table 3.1.: Values for computation of the 푟-dimensional volume of the rectangular region ac-
cording to (3.2.1) for 푠 = 10.
last column of this table gives a hint of the increasing magnitude of the 푟-dimensional
volume of the rectangular regions with increasing 푟. The volumes of the other four
considered confidence set types related to divergences cannot be calculated explicitly in
such an easy way. In fact, especially for higher dimensions this is a hard task. Therefore,
we approximated the volumes by application of the Monte Carlo method as follows: For
each set 퐴 for which the volume 푉 (퐴) was to compute, fifty million pseudo random
vectors were considered uniformly distributed in a larger set 퐵 with 퐴 ⊂ 퐵. The
number of random points lying in 퐴 divided by the total number of points (50000000)
is approximately equal to the ratio of the volumes of 퐴 and 퐵, i.e. 푉 (퐴)/푉 (퐵). This
can be seen by considering the law of large numbers for iid variables for a Bernoulli
distribution with parameter 푝 = 푉 (퐴)/푉 (퐵). It follows 푉 (퐴) ≈ 푝ˆ ⋅ 푉 (퐵).
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Upon having described how we approximated the sizes of the confidence regions,
next, we discuss the results for sample size 푠 = 10. For 푟 = 2 the model parameter
for our simulations was 휶 = (1, 1.33)′ again. The complete results sorted in ascending
order with respect to the size of the rectangular region are listed in Table C.13 in the
appendix (see Subsection C.1.3). Figure 3.5 (a) illustrates the results graphically. A
box plot on the left side confirms for these simulated data sets that the rectangular
confidence region yields small areas. The approach with 퐷퐾퐿 lead to areas of very
similar size. The other three approaches seem to yield larger areas, where the approaches
with 퐷퐽 and 퐷퐻,2 lead to very similar results to each other and the approach with
퐷푟퐾퐿 involves larger areas than the other approaches. The plot on the right side of
Figure 3.5 (a) shows the magnitude of the approximated areas of the confidence regions
according to Proposition 3.2.1 plotted against the corresponding areas of the rectangular
region according to (3.2.1). That is, there are four points plotted each (representing
the different four divergence approaches) corresponding to an example with a concrete
rectangular confidence region of a certain size (value on the abscissa). The angle bisector
is given as orientation aid because plotted points lying above this line represent examples
with a smaller area of the rectangular region and points lying under this line represent
examples of confidence regions with an (approximated) area that is exceeded by the area
of the corresponding rectangular region. It can be seen that there are actually no points
under the angle bisector, but the points for 퐷퐾퐿 are very close to it. The divergences
퐷퐽 and 퐷퐻,2 lead to very close area values to each other for every of the 100 simulated
examples, and the values corresponding to 퐷푟퐾퐿 are the largest. An interesting aspect
about this figure is that for each of the different divergences there seems to be a linear
relation between the size of the rectangular region and the size of the other confidence
sets.
Analogously to the previous descriptions, the cases 푟 = 3, 4 were treated. For these cases
we used 훼3 = 2 and 훼4 = 3.5 additionally to the given values 훼1 = 1 and 훼2 = 1.33.
The resulting sizes of confidence regions (cf. Table C.14 to C.16 in the appendix) are
illustrated in Figure 3.5 (b) and (c). The observations to make from these subfigures
are very similar to the case of 푟 = 2. The main distinction is that there are points below
the angle bisector. That is, there are examples for which the (approximated) volumes of
the confidence sets are smaller than the one of the corresponding rectangular region. All
these points belong to the approach with 퐷퐾퐿, which seems to produce the confidence
sets of the smallest size, followed by the approaches with 퐷퐽 and 퐷퐻,2, which lead to
very similar results again. The values corresponding to 퐷푟퐾퐿 are the largest. Again the
seemingly linearity between the magnitudes of volumes is apparent. In fact, all twelve
occurring empirical Pearson correlation coefficients are larger than 0.999 (cf. Table 3.2).
Note that this holds although the areas and volumes of the divergence based confidence
regions are only approximated and the used quantiles are only empirical ones.
r 퐷퐾퐿(휶ˆ(푿), 휶˜) 퐷퐾퐿(휶˜, 휶ˆ(푿)) 퐷퐽(휶ˆ(푿), 휶˜) 퐷퐻,2(휶ˆ(푿), 휶˜)
2 0.9999957 0.9999966 0.9999961 0.9999961
3 0.9996842 0.9998933 0.9997802 0.9997834
4 0.9997694 0.9998790 0.9997944 0.9998044
Table 3.2.: Pearson correlation coefficients for simulated (approximate) area/volume of rect-
angular confidence regions and confidence sets using divergences.
We repeated this simulation experiment with the same setting as described above
except for the choice of a larger sample size 푠 = 50. The corresponding results are
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Figure 3.5.: Comparison of approximated areas/volumes of divergence based confidence regions
with the area/volume of the rectangular region of simulated confidence sets for
100 simulated data sets for sample size 푠 = 10: (1) rectangular region (3.2.1),
(2) 퐷퐾퐿(휶ˆ(푿), 휶˜), (3) 퐷푟퐾퐿(휶ˆ(푿), 휶˜), (4) 퐷퐽(휶ˆ(푿), 휶˜), (5) 퐷퐻,2(휶ˆ(푿), 휶˜)
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(c) 푟 = 4, 1− 훼 = 0.9, 휶 = (1, 1.33, 2, 3.5)′
Figure 3.6.: Comparison of approximated areas/volumes of divergence based confidence regions
with the area/volume of the rectangular region of simulated confidence sets for
100 simulated data sets for sample size 푠 = 50: (1) rectangular region (3.2.1),
(2) 퐷퐾퐿(휶ˆ(푿), 휶˜), (3) 퐷푟퐾퐿(휶ˆ(푿), 휶˜), (4) 퐷퐽(휶ˆ(푿), 휶˜), (5) 퐷퐻,2(휶ˆ(푿), 휶˜)
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listed in Subsection C.1.3 of the appendix (see Tables C.17 to C.20) and illustrated
in Figure 3.6. The findings are similar. From the examples above, the approach with
퐷퐾퐿(휶ˆ(푿), 휶˜) is most promising for a small volume of the confidence region. Especially
for large 푟 and 푠 it seems to be useful to consider this approach instead of constructing
a 푟-dimensional rectangular region by combining single component intervals. It could
be an objective of future work to investigate conditions for which the confidence sets
constructed with Proposition 3.2.1 would be advantageous compared to each other and
the corresponding rectangular region.
Aside from the criterion of smallest size of the confidence sets, it should be mentioned
that the confidence sets according to Proposition 3.2.1 have the advantage that models
included in the set are in some sense the closest ones to the MLE, whereas models in
the rectangular region may be of a larger dissimilarity to the one represented by the
MLE. That is, it might happen that although the observation of the MLE is ”close” to
the true parameter in some sense the concrete rectangular region does not contain the
true parameter, whereas a divergence related confidence region contains the ”closest”
models to the MLE. The rectangular region, however, has the advantage of being given
explicitly. It is directly seen for these regions if a parameter is in a concrete region or
not. For the implicit regions according to Proposition 3.2.1, a divergence for the MLE
and the respective parameter has to be computed first.
3.3. Homogeneity Tests
In this section, the paper ”Divergence Measures between Populations: Applications in
the Exponential Family” by Mene´ndez et al. (1997) is discussed in order to note the
applicability of their statistical homogeneity tests for the case of SOSs or GOSs. The
descriptions are close to the original work. Nevertheless, at some points simpler ex-
pressions are given here. Moreover, some misprints and inconvenient calculations in the
original work are mentioned in Subsection 3.3.6.
Salicru´ et al. (1994) considered asymptotic homogeneity tests based on divergence mea-
sures in case of two samples. The main objective of Mene´ndez et al. (1997) is to construct
tests for hypotheses of homogeneity between 푡 (푡 > 2, 푡 ∈ ℕ) populations in the frame-
work of exponential families. For that reason, an extended version of the J-distance for
푡 distributions (with pdfs 푓1, . . . , 푓푡) introduced by Toussaint (1974) and given by the
average J-distance
퐷푇 (푓1, . . . , 푓푡) =
1
푡2
푡∑
푖=1
푡∑
푗=1
퐷퐽(푓푖, 푓푗)
is considered. In the following, we reproduce the asymptotic results for exponential
families and apply it to the example of SOSs. For this example, it will be seen that
the resulting test decisions based on the asymptotic distributions compared to decisions
based on the exact distributions lead to higher rejection rates for the null hypothesis.
Meaning, the asymptotic tests are not conservative, since they do not satisfy the nominal
significance level.
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3.3.1. Setting
As in the original work we consider the general case of an exponential family with natural
parameter space Θ∗. Hence, let for a 휻 ∈ Θ∗ the corresponding distribution be given by
the probability density function (cf. Section 2.1)
푓휻(푥) = exp
(
푟∑
푗=1
휁푗푇푗(푥)− 휅∗(휻)
)
ℎ(푥), 푥 ∈ 픛.
We assume that the considered family is strictly 푟-parametrical. The 푡 distributions are
represented by the corresponding parameters
휻1 = (휁11, . . . , 휁1푘, 휁1,푘+1, . . . , 휁1푟)
′, . . . , 휻푡 = (휁푡1, . . . , 휁푡푘, 휁푡,푘+1, . . . , 휁푡푟)
′,
where it is assumed that 휁1푖 = . . . = 휁푡푖, 푖 = 1, . . . , 푘. Hence, we have
휻1 = (휁11, . . . , 휁1푘 , 휁1,푘+1, . . . , 휁1푟)
′,
휻2 = (휁11, . . . , 휁1푘 , 휁2,푘+1, . . . , 휁2푟)
′,
...
휻푡 = (휁11, . . . , 휁1푘︸ ︷︷ ︸
*
, 휁푡,푘+1, . . . , 휁푡푟︸ ︷︷ ︸
**
)′
(* homogeneous part,** possibly inhomogeneous part).
Consequently, the joint parameter space Ψ is a subset of ℝ푘+푡(푟−푘) with elements
휓푖 =
{
휁1푖 , 1 ≤ 푖 ≤ 푘,
휁푗,푖−(푗−1)(푟−푘) , 푘 + (푗 − 1)(푟 − 푘) + 1 ≤ 푖 ≤ 푘 + 푗(푟 − 푘), 푗 = 1, . . . , 푡,
i.e. 흍 = (휁11, . . . , 휁1푘, 휁1,푘+1, . . . , 휁1푟 , 휁2,푘+1, . . . , 휁2푟, . . . , 휁푡,푘+1, . . . , 휁푡푟)
′. We consider the
situation with independent random samples for each of the 푡 populations. The sample
sizes are denoted by 푠1, . . . , 푠푡. Then for realizations 푥푗푖, 1 ≤ 푖 ≤ 푠푗, 1 ≤ 푗 ≤ 푡, the joint
log likelihood function is given by
ln퐿(흍∣푥푗푖; 1 ≤ 푖 ≤ 푠푗, 1 ≤ 푗 ≤ 푡) =
푡∑
푗=1
푠푗∑
푖=1
ln 푓휻푗(푥푗푖)
=
푡∑
푗=1
푠푗∑
푖=1
(
푟∑
푙=1
휁푗푙푇푙(푥푗푖)− 휅∗(휻푗)
)
+
푡∑
푗=1
푠푗∑
푖=1
lnℎ(푥푗푖).
Let 흍ˆ = (휓ˆ1, . . . , 휓ˆ푘+푡(푟−푘))′ = (휁ˆ11, . . . , 휁ˆ1푟 , 휁ˆ2,푘+1, . . . , 휁ˆ2푟, . . . , 휁ˆ푡,푘+1, . . . , 휁ˆ푡푟)′ denote
the occurring maximum likelihood estimators corresponding to 흍, 휻푗 , 푗 = 1, . . . , 푡 and
their components, respectively.
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For distributions 푃휻1 , . . . , 푃휻푡 from an exponential family the average J-distance is ob-
tained directly from Corollary 2.1.8. Here, we find
퐷푇 (휻1, . . . , 휻푡) =
1
푡2
푡∑
푙=1
푡∑
ℎ=1
(휻푙 − 휻ℎ)′ (휋(휻푙)− 휋(휻ℎ))
=
1
푡2
푡∑
푙,ℎ=1
푙 ∕=ℎ
(휻푙 − 휻ℎ)′ (∇휅∗(휻푙)−∇휅∗(휻ℎ))
=
1
푡2
푡∑
푙,ℎ=1
푙 ∕=ℎ
푟∑
푖=푘+1
{
(휁푙푖 − 휁ℎ푖)
(
∂휅∗(휻푙)
∂휁푙푖
− ∂휅
∗(휻ℎ)
∂휁ℎ푖
)}
=
1
푡2
푡∑
푙,ℎ=1
푙 ∕=ℎ
푟∑
푖=푘+1
{
(휁푙푖 − 휁ℎ푖)∂휅
∗(휻푙)
∂휁푙푖
− (휁푙푖 − 휁ℎ푖)∂휅
∗(휻ℎ)
∂휁ℎ푖
}
=
1
푡2
푡∑
푙,ℎ=1
푙 ∕=ℎ
푟∑
푖=푘+1
{
(휁푙푖 − 휁ℎ푖)∂휅
∗(휻푙)
∂휁푙푖
+ (휁ℎ푖 − 휁푙푖)∂휅
∗(휻ℎ)
∂휁ℎ푖
}
=
2
푡2
푡∑
푙,ℎ=1
푙 ∕=ℎ
푟∑
푖=푘+1
{
(휁ℎ푖 − 휁푙푖)∂휅
∗(휻ℎ)
∂휁ℎ푖
}
.
Mene´ndez et al. (1997) substituted the J-distances by the sums of appropriate Kullback-
Leibler divergences, but this complicates the following computations and expressions (cf.
Subsection 3.3.6). Therefore, the J-distance expressions are kept here in contrast to the
original work.
3.3.2. Asymptotic Normality of MLE
Under regularity conditions from Assumptions I the sequence of MLE vectors is consis-
tent (cf. Section B.3 in the appendix). Corollary B.3.3 can be applied, and for 푠→∞
with 푠푖 = 푠휆푖 we have
√∏푡
푗=1 푠푗
푠푡−1
(흍ˆ −흍0) 푑→ 풩푘+푡(푟−푘)(0,Σ(휻1, . . . , 휻푡)−1), (3.3.1)
where Σ(휻1, . . . , 휻푡) ∈ ℝ푘+푡(푟−푘)×푘+푡(푟−푘) mainly consists of appropriate entries of the
Fisher information matrices I푓 (휻푗), 푗 = 1, . . . , 푡, and zeros for entries belonging to dif-
ferent and independent parameter values. Explicitly, Σ(휻1, . . . , 휻푡) (cf. Cor. B.3.3 in the
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appendix; especially
(∏푡
푗=1 1/휆푗
)
푱0) is given by
푡∏
푗=1
1
휆푗
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
∑푡
푖=1 휆푖
1,푘
1,푘I푓 (휻푖) 휆1
1,푘
푘+1,푟I푓 (휻1) 휆2
1,푘
푘+1,푟I푓 (휻2) . . . 휆푡
1,푘
푘+1,푟I푓 (휻푡)
휆1
푘+1,푟
1,푘 I푓 (휻1) 휆1
푘+1,푟
푘+1,푟I푓 (휻1) 0 . . . 0
휆2
푘+1,푟
1,푘 I푓 (휻2) 0 휆2
푘+1,푟
푘+1,푟I푓 (휻2) . . . 0
...
...
...
. . .
...
휆푡
푘+1,푟
1,푘 I푓 (휻푡) 0 0 . . . 휆푡
푘+1,푟
푘+1,푟I푓 (휻푡)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
where 푖,푗푣,푤I푓 (휻) denotes the (푗−푖+1)×(푤−푣+1) submatrix of I(휻) with rows 푖, 푖+1, . . . , 푗
and columns 푣, 푣+1, . . . , 푤. The first 푘 rows and columns of Σ(휻1, . . . , 휻푡) correspond to
the first 푘 components of 흍 which are the equal ones for each of the 푡 populations. The
submatrix of Σ(휻1, . . . , 휻푡) with row and column indices larger than 푘 is a block diagonal
matrix. Each of the (푟 − 푘)× (푟 − 푘) submatrices on the main diagonal corresponds to
the independent part of one of the 푡 parameters 휻푗, 푗 = 1, . . . , 푡. Since, here, 푓푗,흍 = 푓휻푗
is independent of 휓푖 for 푖 /∈ {1, . . . , 푘} ∪ {푘 + (푗 − 1)(푟 − 푘) + 1, . . . , 푘 + 푗(푟 − 푘)}, the
zero elements are also clear from the expression in Corollary B.3.3.
3.3.3. Asymptotic Distribution of the Average J-distance for the MLE
General case
From the asymptotic behavior of the MLEs, the asymptotic distribution of the difference
between the average J-distance of MLEs and the one of true parameters will be derived
in this subsection.
We define the function 퐷 : Ψ→ ℝ≥0 by
퐷(흍) := 퐷푇 (휻1, . . . , 휻푡) =
2
푡2
푡∑
푙,ℎ=1
푙 ∕=ℎ
푟∑
푢=푘+1
{
(휁ℎ푢 − 휁푙푢)∂휅
∗(휻ℎ)
∂휁ℎ푢
}
. (3.3.2)
A Taylor’s expansion around 흍 (cf. Cor. B.2.2 in the appendix) yields
퐷(흍ˆ) = 퐷(흍) + 풕′(흍ˆ −흍) +푅푠1,...,푠푡 , (3.3.3)
where 풕′ = (푡1, . . . , 푡푘+푡(푟−푘)) is given by the partial derivatives 푡푖 =
∂퐷(흍)
∂휓푖
. It follows
푡푖 =
2
푡2
푡∑
푙,ℎ=1
푙 ∕=ℎ
푟∑
푢=푘+1
{
(휁ℎ푢 − 휁푙푢)∂
2휅∗(휻ℎ)
∂휁ℎ푢∂휁ℎ푖
}
for 1 ≤ 푖 ≤ 푘,
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and
푡푖 =
derivatives of terms with ”ℎ = 푗”︷ ︸︸ ︷
2
푡2
푡∑
푙=1
푙 ∕=푗
{
∂휅∗(휻푗)
∂휁푗,푖−(푗−1)(푟−푘)
+
푟∑
푢=푘+1
(휁푗푢 − 휁푙푢)
∂휅∗(휻푗)
∂휁푗푢∂휁푗,푖−(푗−1)(푟−푘)
}
+
2
푡2
푡∑
ℎ=1
ℎ ∕=푗
{
− ∂휅
∗(휻ℎ)
∂휁ℎ,푖−(푗−1)(푟−푘)
}
︸ ︷︷ ︸
derivatives of terms with ”푙 = 푗”
=
2
푡2
푡∑
푙=1
푙 ∕=푗
{
∂휅∗(휻푗)
∂휁푗,푖−(푗−1)(푟−푘)
− ∂휅
∗(휻푙)
∂휁푙,푖−(푗−1)(푟−푘)
(3.3.4)
+
푟∑
푢=푘+1
(휁푗푢 − 휁푙푢)
∂2휅∗(휻푗)
∂휁푗푢∂휁푗,푖−(푗−1)(푟−푘)
}
for 푘 + (푗 − 1)(푟 − 푘) + 1 ≤ 푖 ≤ 푘 + 푗(푟 − 푘), 푗 = 1, . . . , 푡.
The remainder term in (3.3.3) is given by
푅푠1,...,푠푡 =
∑
∣흂∣=2
∂흂퐷(흍 + 휃1흃)
흂!
(흍ˆ −흍)흂
for a 휃1 ∈ [0, 1] and 흃 = 흍ˆ − 흍. The terms ∂흂퐷(흍+휃1흃)흂! are expressions of derivatives
of 휅∗, which is arbitrarily often differentiable (cf. Thm. 2.1.5). Hence, ∂
흂퐷(흍)
흂!
∈ ℝ are
constants and from 흍ˆ − 흍 푑→ 0 it follows ∂흂퐷(흍+휃1흃)
흂!
푑→ ∂흂퐷(흍)
흂!
< ∞ by the continuous
mapping theorem (cf. Thm. B.2.3 in the appendix). Since convergence in distribution to
a constant implies convergence in probability to this constant (see, e.g., van der Vaart,
1998, Thm. 2.7, p. 10), Slutsky’s theorem (cf. Thm. B.3.2 in the appendix) yields for
each 흂, 흂˜ ∈ ℕ푘+푡(푟−푘)0 with ∣흂˜∣ = 1
∂흂퐷(흍 + 휃1흃)
흂!
(흍ˆ −흍)흂˜ 푑−→ 0
or equivalently
∂흂퐷(흍 + 휃1흃)
흂!
(흍ˆ −흍)흂˜ 푝−→ 0. (3.3.5)
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Applying Slutsky’s theorem and the continuous mapping theorem once more yields√∏푡
푗=1 푠푗
푠푡−1
∣푅푠1,...,푠푡 ∣ =
√∏푡
푗=1 푠푗
푠푡−1
∣∣ ∑
∣흂∣=2
∂흂퐷(흍 + 휃1흃)
흂!
(흍ˆ −흍)흂∣∣
≤
√∏푡
푗=1 푠푗
푠푡−1
∑
∣흂˜∣=1
∑
∣˜˜흂∣=1
∣∣∂(흂˜+˜˜흂)퐷(흍 + 휃1흃)
(흂˜ + ˜˜흂)! ∣∣ ⋅ ∣∣(흍ˆ −흍)(흂˜+˜˜흂)∣∣
=
∑
∣흂˜∣=1
∑
∣˜˜흂∣=1
∣∣ ∂(흂˜+˜˜흂)퐷(흍 + 휃1흃)
(흂˜ + ˜˜흂)! (흍ˆ −흍)흂˜︸ ︷︷ ︸
푝−→0 (cf. (3.3.5))
∣∣ ⋅ ∣∣
√∏푡
푗=1 푠푗
푠푡−1
(흍ˆ −흍)˜˜흂︸ ︷︷ ︸
푑−→풩 (0,∗) (cf. (3.3.1))
∣∣
푝−→ 0.
Hence, from equations (3.3.1) and (3.3.3) we can derive the asymptotic distribution of
the difference of the average J-distance with the continuous mapping theorem√∏푡
푗=1 푠푗
푠푡−1
(
퐷(흍ˆ)−퐷(흍)
)
푑−→ 풩 (0, 풕′Σ(휻1, . . . , 휻푡)−1풕),
provided that 풕′Σ(휻1, . . . , 휻푡)
−1풕 > 0.
Assumption: 휻1 = . . . = 휻푡
In this subsection, we assume
휻1 = . . . = 휻푡 (3.3.6)
additionally to the model setting that the first 푘 components of the 푡 parameter vectors
are equal. Clearly, in this case it is 퐷(흍) = 퐷푇 (휻1, . . . , 휻푡) = 0 and 풕 = 0 ∈ ℝ푘+푡(푟−푘).
Therefore, another Taylor’s expansion (cf. Cor. B.2.2 in the appendix) yields
퐷(흍ˆ) = 퐷(흍) + 풕′(흍ˆ −흍) + 1
2
(흍ˆ −흍)′퐻퐷(흍)(흍ˆ −흍) +푅∗푠1,...,푠푡 ,
=
1
2
(흍ˆ −흍)′퐻퐷(흍)(흍ˆ −흍) +푅∗푠1,...,푠푡 .
Since we have for 1 ≤ 푖1, 푖2 ≤ 푘, 푘 + (푗 − 1)(푟 − 푘) + 1 ≤ 푖 ≤ 푘 + 푗(푟 − 푘), 푗 = 1, . . . , 푡,
∂2퐷(흍)
∂휓푖1∂휓푖2
=
2
푡2
푡∑
푙,ℎ=1
푙 ∕=ℎ
푟∑
푢=푘+1
{
(휁ℎ푢 − 휁푙푢) ∂
3휅∗(휻ℎ)
∂휁ℎ푢∂휁ℎ푖1∂휁ℎ푖2
}
(3.3.6)
= 0,
and
∂2퐷(흍)
∂휓푖1∂휓푖
=
2
푡2
푡∑
푙=1
푙 ∕=푗
{
∂2휅∗(휻푗)
∂휁푗,푖1∂휁푗,푖−(푗−1)(푟−푘)
− ∂
2휅∗(휻푙)
∂휁푙,푖1∂휁푙,푖−(푗−1)(푟−푘)
+
푟∑
푢=푘+1
(휁푗푢 − 휁푙푢)
∂3휅∗(휻푗)
∂휁푗,푖1∂휁푗푢∂휁푗,푖−(푗−1)(푟−푘)
}
(3.3.6)
= 0,
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the entries in the first 푘 rows and columns of 퐻퐷(흍) are equal to 0. Hence, it is
퐷(흍ˆ) =
1
2
(휼ˆ − 휼)′퐴(휼ˆ − 휼) +푅∗푠1,...,푠푡 , (3.3.7)
where 휼 = (휓푘+1, . . . , 휓푘+푡(푟−푘))′, 휼ˆ = (휓ˆ푘+1, . . . , 휓ˆ푘+푡(푟−푘))′ are the vectors of dimension
푡(푟 − 푘) for which the first 푘 components of 흍 and 흍ˆ are omitted each, and 퐴 ∈
ℝ
푡(푟−푘)×푡(푟−푘) is given by 푘+1,푘+푡(푟−푘)푘+1,푘+푡(푟−푘)퐻퐷(흍).
Let 푗 ∈ {1, . . . , 푡} and set 퐾푗 := (푗 − 1)(푟 − 푘) for shorter notations.
For 푘 + (푗 − 1)(푟 − 푘) + 1 ≤ 푖1, 푖2 ≤ 푘 + 푗(푟 − 푘), it is
∂2퐷(흍)
∂휓푖1∂휓푖2
=
∂
∂휓푖2
⎡⎢⎣ 2
푡2
푡∑
푙=1
푙 ∕=푗
{
∂휅∗(휻푗)
∂휁푗,푖1−퐾푗
− ∂휅
∗(휻푙)
∂휁푙,푖1−퐾푗
+
푟∑
푢=푘+1
(휁푗푢 − 휁푙푢)
∂2휅∗(휻푗)
∂휁푗푢∂휁푗,푖1−퐾푗
}⎤⎥⎦
=
2
푡2
푡∑
푙=1
푙 ∕=푗
{
∂2휅∗(휻푗)
∂휁푗,푖1−퐾푗∂휁푗,푖2−퐾푗
+
∂2휅∗(휻푗)
∂휁푗,푖2−퐾푗∂휁푗,푖1−퐾푗
+
푟∑
푢=푘+1
(휁푗푢 − 휁푙푢)
∂3휅∗(휻푗)
∂휁푗푢∂휁푗,푖1−퐾푗∂휁푗,푖2−퐾푗
}
(3.3.6)
=
2
푡2
푡∑
푙=1
푙 ∕=푗
{
∂2휅∗(휻푗)
∂휁푗,푖1−퐾푗∂휁푗,푖2−퐾푗
+
∂2휅∗(휻푗)
∂휁푗,푖2−퐾푗∂휁푗,푖1−퐾푗
}
(2.1.6)
=
4
푡2
(푡− 1)푰푓 (휻푗)푖1−퐾푗 ,푖2−퐾푗
(3.3.6)
=
4
푡2
(푡− 1)푰푓 (휻1)푖1−퐾푗 ,푖2−퐾푗 .
That is, the diagonal block (푟−푘)×(푟−푘) submatrices 퐴 are equal to 4
푡2
(푡−1) 푘+1,푟푘+1,푟I푓 (휻1).
Now, let 푗, 푗˜ ∈ {1, . . . , 푡} with 푗 ∕= 푗˜. For 푘 + (푗 − 1)(푟 − 푘) + 1 ≤ 푖1 ≤ 푘 + 푗(푟 − 푘),
and 푘 + (푗˜ − 1)(푟 − 푘) + 1 ≤ 푖2 ≤ 푘 + 푗˜(푟 − 푘) it is
∂2퐷(흍)
∂휓푖1∂휓푖2
=
∂
∂휓푖2
⎡⎢⎣ 2
푡2
푡∑
푙=1
푙 ∕=푗
{
∂휅∗(휻푗)
∂휁푗,푖1−퐾푗
− ∂휅
∗(휻푙)
∂휁푙,푖1−퐾푗
+
푟∑
푢=푘+1
(휁푗푢 − 휁푙푢)
∂2휅∗(휻푗)
∂휁푗푢∂휁푗,푖1−퐾푗
}⎤⎥⎦
=
2
푡2
[
− ∂
2휅∗(휻 푗˜)
∂휁푗˜,푖1−퐾푗∂휁푗˜,푖2−퐾푗˜
− ∂
2휅∗(휻푗)
∂휁푗,푖2−퐾푗˜∂휁푗,푖1−퐾푗
]
(2.1.6)
= − 4
푡2
푰푓 (휻푗)푖1−퐾푗 ,푖2−퐾푗˜
(3.3.6)
= − 4
푡2
푰푓 (휻1)푖1−퐾푗 ,푖2−퐾푗˜ .
That is, the other blocks in 퐴 out of the diagonal are given by − 4
푡2
푘+1,푟
푘+1,푟I푓 (휻1). In short,
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we have
퐴 =
4
푡2
(푡− 1)
⎛⎜⎜⎜⎜⎜⎝
푘+1,푟
푘+1,푟I푓 (휻1) − 1푡−1 푘+1,푟푘+1,푟I푓 (휻1) . . . − 1푡−1 푘+1,푟푘+1,푟I푓 (휻1)
− 1
푡−1
푘+1,푟
푘+1,푟I푓 (휻1)
푘+1,푟
푘+1,푟I푓 (휻1) . . . − 1푡−1 푘+1,푟푘+1,푟I푓 (휻1)
...
...
. . .
...
− 1
푡−1
푘+1,푟
푘+1,푟I푓 (휻1) − 1푡−1 푘+1,푟푘+1,푟I푓 (휻1) . . . 푘+1,푟푘+1,푟I푓 (휻1)
⎞⎟⎟⎟⎟⎟⎠ . (3.3.8)
From the considerations in Subsection 3.3.2 and the continuous mapping theorem it is
immediate under assumption (3.3.6) that√∏푡
푗=1 푠푗
푠푡−1
(휼ˆ − 휼) 푑→ 풩푡(푟−푘)(0,Σ휼) (3.3.9)
with
Σ휼 =
[
푘+1,푘+푡(푟−푘)
푘+1,푘+푡(푟−푘)Σ(휻1, . . . , 휻푡)
]−1
=
⎡⎢⎢⎢⎢⎢⎣
푡∏
푗=1
1
휆푗
⎛⎜⎜⎜⎜⎜⎝
휆1
푘+1,푟
푘+1,푟I푓 (휻1) 0 . . . 0
0 휆2
푘+1,푟
푘+1,푟I푓 (휻2) . . . 0
...
...
. . .
...
0 0 . . . 휆푡
푘+1,푟
푘+1,푟I푓 (휻푡)
⎞⎟⎟⎟⎟⎟⎠
⎤⎥⎥⎥⎥⎥⎦
−1
=
푡∏
푗=1
휆푗
⎛⎜⎜⎜⎜⎜⎜⎝
1
휆1
푘+1,푟
푘+1,푟I푓 (휻1)
−1
0 . . . 0
0 1
휆2
푘+1,푟
푘+1,푟I푓 (휻2)
−1
. . . 0
...
...
. . .
...
0 0 . . . 1
휆푡
푘+1,푟
푘+1,푟I푓 (휻푡)
−1
⎞⎟⎟⎟⎟⎟⎟⎠ . (3.3.10)
By analogous arguments, as in the general case, the remainder term 푅∗푠1,...,푠푡 converges in
probability to zero. Hence, with Slutsky’s theorem and the continuous mapping theorem
it follows from equations (3.3.7) and (3.3.9) that
2
∏푡
푗=1 푠푗
푠푡−1
퐷(흍ˆ)
푑−→ 풁 ′퐴풁, (3.3.11)
where 풁 ∼ 풩푡(푟−푘)(0,Σ휼). Since Σ휼 is a real symmetric matrix, there exists an orthog-
onal matrix 퐶˜ ∈ ℝ푡(푟−푘) with Σ휼 = 퐶˜ ′Λ휼퐶˜, where Λ휼 is the diagonal matrix containing
the eigenvalues of Σ휼 on the diagonal (see, e.g., Ja¨nich, 2003, p. 219). Because of the
positive definiteness of Σ휼 we can set 퐶 = 퐶˜
′Λ
1
2
휼 퐶˜. 퐶 is symmetric, and the equation
Σ휼 = 퐶
′퐶 = 퐶퐶 ′ = 퐶2
holds since it is 퐶˜ ′Λ
1
2
휼 퐶˜퐶˜ ′Λ
1
2
휼 퐶˜ = 퐶˜ ′Λ휼퐶˜ = Σ휼. Therefore, with 풀 ∼ 풩푡(푟−푘)(0, 퐼푡(푟−푘)),
where 퐼푡(푟−푘) is the 푡(푟 − 푘)-dimensional unit matrix, it follows 풁 푑= 퐶풀 (see, e.g.,
Anderson, 1958, Thm. 2.4.1, p. 19) and further
풁 ′퐴풁 푑= (퐶풀 )′퐴(퐶풀 ) = 풀 ′(퐶 ′퐴퐶)풀 . (3.3.12)
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The matrix 퐶 ′퐴퐶 is also real and symmetric. Hence, there exists an orthogonal matrix
푄 ∈ ℝ푡(푟−푘) with
퐶 ′퐴퐶 = 푄′Λ푄, (3.3.13)
where Λ = diag(훽1, . . . , 훽푡(푟−푘)) is the diagonal matrix with eigenvalues of 퐶 ′퐴퐶. The
following lemma is useful to derive the characteristic function of 풀 ′(퐶 ′퐴퐶)풀 .
Lemma 3.3.1
Given an orthogonal matrix 푄 ∈ ℝ푚, a diagonal matrix Λ = diag(훽1, . . . , 훽푚) ∈ ℝ푚×푚
and an arbitrary matrix 푆 = (푠푖푗)1≤푖,푗≤푚 ∈ ℝ푚, we have
(i) trace(Λ푆) =
∑푚
푗=1 훽푗푠푗푗 and
(ii) trace(푄푆푄′) = trace(푆).
Proof. The proof is obvious (cf., e.g., Graybill, 1961, p. 7).
The characteristic function of 풀 ′(퐶 ′퐴퐶)풀 is given by
휑풀 ′(퐶′퐴퐶)풀 (푡) = 퐸(exp(푖푡풀
′(퐶 ′퐴퐶)풀 )) = 퐸(exp(푖푡 ⋅ trace(풀 ′(퐶 ′퐴퐶)풀 )))
(3.3.13)
= 퐸(exp(푖푡 ⋅ trace(풀 ′(푄′Λ푄)풀 )))
= 퐸(exp(푖푡 ⋅ trace(Λ푄풀 풀 ′푄′)))
퐿푎. 3.3.1
= 퐸(exp(푖푡 ⋅
푡(푟−푘)∑
푗=1
훽푗(풀 풀
′)푗푗))
= 퐸(exp(푖푡 ⋅
푡(푟−푘)∑
푗=1
훽푗푌
2
푗 )) = 휑∑푡(푟−푘)
푗=1 훽푗푌
2
푗
(푡).
That is, the characteristic function of 풀 ′(퐶 ′퐴퐶)풀 coincides with the one of
∑푡(푟−푘)
푗=1 훽푗푌
2
푗 ,
where 푌 21 , . . . , 푌
2
푡(푟−푘)
푖푖푑∼ 휒21, since 푌1, . . . , 푌푡(푟−푘) 푖푖푑∼ 풩 (0, 1). In combination with (3.3.11)
and (3.3.12) it follows that 2
∏푡
푗=1 푠푗
푠푡−1 퐷(흍ˆ) is asymptotically distributed as a weighted sum
of independent 휒21 random variables, more precisely
2
∏푡
푗=1 푠푗
푠푡−1
퐷(흍ˆ)
푑−→
푡(푟−푘)∑
푗=1
훽푗푌
2
푗 .
Results
We summarize the findings in the following theorem.
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Theorem 3.3.2 (Mene´ndez et al. (1997))
Assume 푠푗 = 푠휆푗 ∈ ℕ, 휆푗 ∈ (0, 1), 푗 = 1, . . . , 푡.
(i) If 풕′Σ(휻1, . . . , 휻푡)
−1풕 > 0, then (for 푠→∞)√∏푡
푗=1 푠푗
푠푡−1
(
퐷푇 (휻ˆ1, . . . , 휻ˆ푡)−퐷푇 (휻1, . . . , 휻푡)
)
푑−→ 풩 (0, 풕′Σ(휻1, . . . , 휻푡)−1풕).
holds.
(ii) If 휻1 = . . . = 휻푡, then (for 푠→∞)
2
∏푡
푗=1 푠푗
푠푡−1
퐷푇 (휻ˆ1, . . . , 휻ˆ푡)
푑−→
(푡−1)(푟−푘)∑
푗=1
훽푗푌
2
푗
holds, where 푌 21 , . . . , 푌
2
(푡−1)(푟−푘) are independent and identically distributed with
푌 21 ∼휒21, and 훽1, . . . , 훽(푡−1)(푟−푘) are the non-zero eigenvalues of the matrix 퐴Σ휼 with
퐴 and Σ휼 according to (3.3.8) and (3.3.10), respectively.
Proof. The main part has already been established above. Therefore, it is sufficient to
show that the eigenvalues of 퐶 ′퐴퐶 are equal to the eigenvalues of 퐴Σ휼, and that (푟−푘)
of these eigenvalues are equal to 0. Note that 퐶 is regular, since Σ휼 > 0. Thus, 퐶
−1
exists. Let 훽푗 be an eigenvalue of 퐶
′퐴퐶 with a corresponding eigenvector 푣푗, that is
퐶퐴퐶푣푗 = 퐶
′퐴퐶푣푗 = 훽푗푣푗 ⇒ 퐴퐶푣푗 = 훽푗퐶−1푣푗.
It follows
퐴Σ휼(퐶
−1푣푗) = 퐴퐶2퐶−1푣푗 = 퐴퐶푣푗 = 훽푗퐶−1푣푗.
Hence, 퐶−1푣푗 is an eigenvector of 퐴Σ휼 to the eigenvalue 훽푗. From (3.3.8), it can be seen
that the first 푟 − 푘 rows of 퐴 can be expressed as linear combination of the remaining
row vectors. Hence, we find 푟푎푛푘(퐴) ≤ (푡− 1)(푟 − 푘) and as further consequence
rank(퐴Σ휼) ≤ min{rank(퐴), rank(Σ휼)} ≤ min{(푡− 1)(푟 − 푘), 푡(푟 − 푘)} = (푡− 1)(푟 − 푘).
To be more precise, it can also be seen by application of elementary operations on 퐴Σ휂
that its rank is equal to
rank
⎛⎜⎜⎝
0 0 0 0
퐼푟−푘 퐼푟−푘 0 0
... 0
. . . 0
퐼푟−푘 0 0 퐼푟−푘
⎞⎟⎟⎠ = (푡− 1)(푟 − 푘).
Remark 3.3.3. Note that independent of the explicit form of 푘+1,푟푘+1,푟I푓 (휻1) it is
퐴Σ휼 =
4
푡2
푡∏
푗=1
휆푗
⎛⎜⎜⎜⎜⎝
푡−1
휆1
퐼푟−푘 − 1휆2 퐼푟−푘 ⋅ ⋅ ⋅ − 1휆푡 퐼푟−푘
− 1
휆1
퐼푟−푘 푡−1휆2 퐼푟−푘 ⋅ ⋅ ⋅
...
...
...
. . .
...
− 1
휆1
퐼푟−푘 − 1휆2 퐼푟−푘 ⋅ ⋅ ⋅ 푡−1휆푡 퐼푟−푘
⎞⎟⎟⎟⎟⎠ . (3.3.14)
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Thus, the needed eigenvalues of 퐴Σ휼 can be determined in general in dependence on
푟 − 푘, 푡 and 휆1, . . . , 휆푡 for any exponential family. For example, for 푘 = 1, 푟 = 2, and
푡 = 3 the eigenvalues of 퐴Σ휼 are
훽0 = 0,
훽1 =
4
9
(휆1휆2 + 휆1휆3 + 휆2휆3 +
√
−휆1휆2휆3 + 휆21휆22 + 휆21휆23 + 휆22휆23),
훽2 =
4
9
(휆1휆2 + 휆1휆3 + 휆2휆3 −
√
−휆1휆2휆3 + 휆21휆22 + 휆21휆23 + 휆22휆23).
It should be pointed out that only the difference 푟 − 푘 is relevant to the matrix 퐴Σ휼
and its eigenvalues, not 푟 and 푘 themselves.
In case of equal sample sizes, it is not necessary to determine eigenvalues, since the
asymptotic distribution simplifies to a single chi-square distribution with (푡− 1)(푟 − 푘)
degrees of freedom instead of a distribution of a weighted sum of independent 휒21-
distributed random variables.
Corollary 3.3.4 (Mene´ndez et al. (1997))
Assume 푠푗 =
푠
푡
, 푗 = 1, . . . , 푡.
If 휻1 = . . . = 휻푡, then (for 푠→∞) we have
푠
2
퐷푇 (휻ˆ1, . . . , 휻ˆ푡)
푑−→ 휒2(푡−1)(푟−푘).
Proof. In this case, it is
∏푡
푗=1 휆푗 =
(
1
푡
)푡
= 1
푡푡
. Thus, equation (3.3.14) simplifies to
퐴Σ휼 =
4
푡푡+1
⎛⎜⎜⎜⎝
(푡− 1)퐼푟−푘 −퐼푟−푘 ⋅ ⋅ ⋅ −퐼푟−푘
−퐼푟−푘 (푡− 1)퐼푟−푘 ⋅ ⋅ ⋅ ...
...
...
. . .
...
−퐼푟−푘 −퐼푟−푘 ⋅ ⋅ ⋅ (푡− 1)퐼푟−푘
⎞⎟⎟⎟⎠ .
It follows
(
푡푡
4
퐴Σ휼
)2
=
1
푡2
⎛⎜⎜⎜⎜⎝
(푡− 1)퐼푟−푘 −퐼푟−푘 ⋅ ⋅ ⋅ −퐼푟−푘
−퐼푟−푘 (푡− 1)퐼푟−푘 ⋅ ⋅ ⋅ ...
...
...
. . .
...
−퐼푟−푘 −퐼푟−푘 ... (푡− 1)퐼푟−푘
⎞⎟⎟⎟⎟⎠
2
=
1
푡2
⎛⎜⎜⎜⎝
(푡− 1)2퐼푟−푘 + (푡− 1)퐼푟−푘 −2(푡− 1)퐼푟−푘 + (푡− 2)퐼푟−푘 ⋅ ⋅ ⋅ −푡퐼푟−푘
−2(푡− 1)퐼푟−푘 + (푡− 2)퐼푟−푘 (푡− 1)2퐼푟−푘 + (푡− 1)퐼푟−푘 ⋅ ⋅ ⋅ ...
...
...
. . .
...
−푡퐼푟−푘 −푡퐼푟−푘 ⋅ ⋅ ⋅ 푡(푡− 1)퐼푟−푘
⎞⎟⎟⎟⎠
=
1
푡2
⎛⎜⎜⎜⎝
푡(푡− 1)퐼푟−푘 −푡퐼푟−푘 ⋅ ⋅ ⋅ −푡퐼푟−푘
−푡퐼푟−푘 푡(푡− 1)퐼푟−푘 ⋅ ⋅ ⋅ ...
...
...
. . .
...
−푡퐼푟−푘 −푡퐼푟−푘 ⋅ ⋅ ⋅ 푡(푡− 1)퐼푟−푘
⎞⎟⎟⎟⎠
=
푡푡
4
퐴Σ휼.
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That is, (푡푡/4)퐴Σ휼 is idempotent. Thus, all eigenvalues of (푡
푡/4)퐴Σ휼 are equal to 0 or to
1. Since trace( 푡
푡
4
퐴Σ휼) = (푡−1)(푟−푘) holds, the eigenvalue 1 is present (푡−1)(푟−푘) times.
For the eigenvalues 훽1, . . . , 훽푡(푟−푘) of 퐴Σ휼 we find that (푡푡/4)훽1, . . . , (푡푡/4)훽푡(푟−푘) are the
eigenvalues of (푡푡/4)퐴Σ휼. Without loss of generality, let
푡푡
4
훽1 = . . . =
푡푡
4
훽(푡−1)(푟−푘) = 1
and 푡
푡
4
훽(푡−1)(푟−푘)+1 = . . . = 푡
푡
4
훽(푡)(푟−푘) = 0. Applying Theorem 3.3.2 (ii) in this situation
yields
2푠
푡푡
퐷푇 (휻ˆ1, . . . , 휻ˆ푡)
푑−→
(푡−1)(푟−푘)∑
푗=1
훽푗푌
2
푗
and consequently
푠
2
퐷푇 (휻ˆ1, . . . , 휻ˆ푡)
푑−→
(푡−1)(푟−푘)∑
푗=1
푡푡
4
훽푗푌
2
푗 =
(푡−1)(푟−푘)∑
푗=1
푌 2푗 ∼ 휒2(푡−1)(푟−푘).
Mene´ndez et al. (1997) stated two corollaries with assertions analogous to Theorem 3.3.2
and Corollary 3.3.4 for the case 푘 = 0. Note that in this case, the MLEs 휻ˆ푗 for 휻푗,
푗 = 1, . . . , 푡, may be considered independently, because they are not connected through
any components.
Corollary 3.3.5 (Mene´ndez et al. (1997))
Assume 푘 = 0 and 푠푗 = 푠휆푗 ∈ ℕ, 휆푗 ∈ (0, 1), 푗 = 1, . . . , 푡.
(i) If
∑푡
푗=1 휆
−1
푗 풕
′
푗푰푓 (휻푗)
−1풕푗 > 0, then (for 푠→∞) we have
√
푠
(
퐷푇 (휻ˆ1, . . . , 휻ˆ푡)−퐷푇 (휻1, . . . , 휻푡)
)
푑−→ 풩 (0,
푡∑
푗=1
휆−1푗 풕
′
푗푰푓 (휻푗)
−1풕푗)
with 풕푗 = (푡푘+(푗−1)(푟−푘)+1, . . . , 푡푘+푗(푟−푘))′, 푗 = 1, . . . , 푡, given in (3.3.4) for 푘 = 0.
(ii) If 휻1 = . . . = 휻푡, then (for 푠→∞) we have
2
∏푡
푗=1 푠푗
푠푡−1
퐷푇 (휻ˆ1, . . . , 휻ˆ푡)
푑−→
(푡−1)푟∑
푗=1
훽푗푌
2
푗 ,
where 푌 21 , . . . , 푌
2
(푡−1)푟 are independent and identically distributed with 푌
2
1 ∼휒21, and
훽1, . . . , 훽(푡−1)푟 are the non-zero eigenvalues of the matrix 퐴Σ휼.
Corollary 3.3.6 (Mene´ndez et al. (1997))
Assume 푘 = 0 and 푠푗 = 푠/푡, 푗 = 1, . . . , 푡.
If 휻1 = . . . = 휻푡, then (for 푠→∞) we find
푠
2
퐷푇 (휻ˆ1, . . . , 휻ˆ푡)
푑−→ 휒2(푡−1)푟.
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3.3.4. Statistical Applications
The results from the previous subsection enable asymptotic tests in different settings,
by comparing statistics based on the plug-in estimator for the average J-distance with
appropriate quantiles of the asymptotic distributions of these statistics. The following
table gives an overview of the statistical tests for two kind of hypotheses with corre-
sponding results that can be used in the concrete setting regarding equality of the sample
sizes and the number 푘 of equal components in the parameter vectors.
Hypotheses 푘 sample sizes result
(i) 퐻0 : 퐷푇 (휻1, . . . , 휻푡) = 푑0
0 equal/not equal Cor. 3.3.5 (i)
≥ 1 equal/not equal Thm. 3.3.2 (i)
(ii) 퐻0 : 휻1 = . . . = 휻푡
0 not equal Cor. 3.3.5 (ii)
0 equal Cor. 3.3.6
≥ 1 not equal Thm. 3.3.2 (ii)
≥ 1 equal Cor. 3.3.4
Clearly, hypotheses of the first kind (i) are of negligible importance for practical issues.
It is not meaningful to ask, whether the average J-distance is of a certain magnitude.
The only interesting case with an interpretable null hypothesis would be obtained with
푑0 = 0, but this would be equivalent to the null hypothesis that all parameter vectors are
equal, that is the hypothesis of type (ii) in the table above. Under this null hypothesis,
the asymptotic normal distribution collapses, since the corresponding variance becomes
0. This can be seen by setting 휻1 = . . . = 휻푡 in 풕.
As an example, we will discuss a possible construction of a statistical test for the
setting with 푘 ∈ ℕ and equal sample sizes 푠푗 = 푠/푡 ∈ ℕ for the null hypothesis퐻0 : 휻1 =
. . . = 휻푡. Therefore, the statistic 퐷
∗(푠) = (푠/2)퐷푇 (휻ˆ1, . . . , 휻ˆ푡) given in Corollary 3.3.4 is
used. Since this statistic has asymptotically a chi-square distribution with (푡−1)(푟−푘)
degrees of freedom under 퐻0, the null hypothesis 퐻0 is rejected for a realization 푑
∗ of
퐷∗(푠) at a level 훼 ∈ (0, 1) if 푑∗ > 휒2(푡−1)(푟−푘)(1 − 훼), where 휒2(푡−1)(푟−푘)(1 − 훼) is the
(1 − 훼)-quantile of the chi-square distribution with (푡 − 1)(푟 − 푘) degrees of freedom.
This is a reasonable choice of the critical value, since under 퐻0 we find
lim
푠→∞
푃 (퐷∗(푠) > 휒2(푡−1)(푟−푘)(1− 훼)) = 푃 (휒2(푡−1)(푟−푘) > 휒2(푡−1)(푟−푘)(1− 훼))
= 1− 푃 (휒2(푡−1)(푟−푘) ≤ 휒2(푡−1)(푟−푘)(1− 훼)) = 훼.
3.3.5. Application to SOSs
Up to this point, we described the main results of Mene´ndez et al. (1997) in the setting
of exponential families in general. As explicit application, we will consider models of
SOSs. More precisely, we consider 푡 sequential (푛 − 푟 + 1)-out-of-푛 systems modeled
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with parameters
휶1 = (훼1, . . . , 훼푘, 훼1,푘+1, . . . , 훼1푟),
휶2 = (훼1, . . . , 훼푘, 훼2,푘+1, . . . , 훼2푟),
...
휶푡 = (훼1, . . . , 훼푘, 훼푡,푘+1, . . . , 훼푡푟).
Such kind of modeling provides a natural interpretation for sequential systems. For
example, the equality of the first component in all parameter vectors can be interpreted
as appropriate modeling of equal failure rates for single system components at system
start for each of the 푡 systems. That interpretation might be reasonable in practice for
identical system components. After the first 푘 failures, a different kind of influence of
failures on remaining component life lengths can be modeled with the corresponding
model parameters, namely 훼푖푗, 푖 = 1, . . . , 푡, 푗 = 푘 + 1, . . . , 푟.
From Proposition 2.1.9 it follows for this setting
퐷푇 (휶1, . . . ,휶푡) =
1
푡2
푡∑
푙=1
푡∑
ℎ=1
{
푟∑
푢=푘+1
훼푙푢
훼ℎ푢
+
훼ℎ푢
훼푙푢
− 2
}
=
2
푡2
∑
1≤푙<ℎ≤푡
{
푟∑
푢=푘+1
훼푙푢
훼ℎ푢
+
훼ℎ푢
훼푙푢
− 2
}
︸ ︷︷ ︸
퐷퐽 (훼ℎ푢,훼ℎ푢)
.
Let 푿1, . . . ,푿 푡 be given by 푿푗 = (푿
(1)
푗 , . . . ,푿
(푠푗)
푗 ), 푗 = 1, . . . , 푡, with
푿
(푖)
푗 = (푋
(푖)
푗,∗1, . . . , 푋
(푖)
푗,∗푟), 푖 = 1, . . . , 푠푗,
where 푿
(푖)
푗 ∼ 푓휶푗 for 푗 = 1, . . . , 푡, are independent, and let 휶ˆ1(푿1), . . . , 휶ˆ푡(푿 푡) denote
the MLEs of 휶1, . . . ,휶푡, respectively. Then from the results in this section, the asymp-
totic distribution of (푠/2)퐷푇 (휶ˆ1(푿1), . . . , 휶ˆ푡(푿 푡)) is known under the null hypothesis
퐻0 : 휶1 = . . . = 휶푡. Recalling Corollary 3.1.2, we can also see that given 퐻0, an exact
distribution is obtainable, since
퐷푇 (휶ˆ1(푿1), . . . , 휶ˆ푡(푿 푡)) =
2
푡2
∑
1≤푙<ℎ≤푡
{
푟∑
푢=푘+1
훼ˆ푙푢(푿 푙)
훼ˆℎ푢(푿ℎ)
+
훼ˆℎ푢(푿ℎ)
훼ˆ푙푢(푿 푙)
− 2
}
=
2
푡2
∑
1≤푙<ℎ≤푡
{
푟∑
푢=푘+1
훼ˆ푙푢(푿 푙)
훼푙푢
훼ℎ푢
훼ˆℎ푢(푿ℎ)
+
훼ˆℎ푢(푿ℎ)
훼ℎ푢
훼푙푢
훼ˆ푙푢(푿 푙)
− 2
}
holds, where 훼푙푢/훼ˆ푙푢(푿 푙), 푢 = 푘 + 1, . . . , 푟, are independent and identically Erlang
distributed with shape and rate parameter both equal to 푠푙, 푙 = 1, . . . , 푡. Thus, the
corresponding quantiles can be empirically computed in dependence on 푟 − 푘, 푡 and
푠1, . . . , 푠푡 via simulation. We consider an example in order to compare the results for the
statistical test based on the asymptotic distribution and the one of the exact distribution.
Example 3.3.7. Let 푡 = 3, 푟− 푘 = 4. For example, this could be a model for three types
of sequential 4-out-of-8 systems with equal failure rates of the single system compo-
nents prior to the first failure. We assumed equal sample sizes and computed empirical
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quantiles for
푠
2
퐷푇 (휶ˆ1(푿1), . . . , 휶ˆ푡(푿 푡)) =
푠
푡2
∑
1≤푙<ℎ≤푡
{
푟∑
푢=푘+1
훼ˆ푙푢(푿 푙)
훼푙푢
훼ℎ푢
훼ˆℎ푢(푿ℎ)
+
훼ˆℎ푢(푿ℎ)
훼ℎ푢
훼푙푢
훼ˆ푙푢(푿 푙)
− 2
}
based on 100000 simulated samples of total size 푠 ∈ {15, 60, 150} yielding 푠1 = 푠2 = 푠3 ∈
{5, 20, 50} in order to compare these empirical quantiles based on the exact distribution
with the quantiles of the asymptotic distribution, namely the chi-square distribution
with (푡−1)(푟−푘) = 8 degrees of freedom. Figure 3.7 illustrates the situation graphically.
Figure 3.7.: Quantiles of chi-square distribution with eight degrees of freedom (red solid line)
compared with empirical (1−훼)-quantiles (blue lines) for 푠 = 15 (dotted), 푠 = 60
(dashed-dotted), 푠 = 150 (dashed) from simulated data.
It can be seen that the quantiles obtained with larger sample size 푠 are closer to the
asymptotic case. Moreover, all quantiles of the exact distributions seem to be larger
than the asymptotic ones. If this is the case, then the asymptotic test tends to produce
higher rejection rates, and this would result in type I error rates exceeding the nominal
significance level for the asymptotic test in our example. For smaller samples, which
are more common in practice, the difference is not negligible. Table 3.3 contains chosen
empirical quantiles based on 1000000 simulated samples for different sample sizes. The
values do also indicate that the asymptotic test is not a conservative one, since the
critical values for which 퐻0 is rejected if the test statistic (푠/2)퐷푇 (휶ˆ1, 휶ˆ2, 휶ˆ3) exceeds
it are smaller than the ones based on the exact distributions. That is, the asymptotic test
tends to reject too often under 퐻0, yielding type I error rates exceeding the significance
levels. Table 3.4 contains the resulting (approximated) type I error probabilities of the
asymptotic test decisions. For very large sample sizes, the asymptotic test satisfies the
significance level quite precisely, but for smaller sample sizes the difference between the
real type I error probability and the significance level is non-negligible.
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Significance level 훼
푠 푠푗 0.1 0.05 0.025 0.01
asymptotic 휒2 - - 13.362 15.507 17.535 20.090
exact distribution
15 5 17.667 21.519 25.516 31.286
30 10 15.251 18.102 20.920 24.688
45 15 14.583 17.176 19.668 22.933
60 20 14.264 16.720 19.081 22.121
75 25 14.081 16.467 18.793 21.750
150 50 13.707 15.959 18.132 20.884
300 100 13.532 15.747 17.822 20.439
600 200 13.447 15.623 17.677 20.283
1500 500 13.409 15.570 17.611 20.171
3000 1000 13.374 15.538 17.548 20.114
30000 10000 13.358 15.502 17.528 20.055
150000 50000 13.358 15.491 17.505 20.066
Table 3.3.: Critical values for the asymptotic test according to Mene´ndez et al. (1997) (quan-
tiles 휒2(푡−1)(푟−푘)(1− 훼) = 휒28(1− 훼)) and exact values (empirical (1− 훼)-quantiles
of (푠/2)퐷푇 (휶ˆ1, 휶ˆ2, 휶ˆ3) based on 1000000 simulated samples).
3.3.6. Comments on Original Work
Next, a few misprints and drawbacks of the original work by Mene´ndez et al. (1997) are
noted. As mentioned in Subsection 3.3.1, they used the relation between the J-distance
and the Kullback-Leibler divergence to compute the average J-distance between 푡 pop-
ulations, namely (cf. Cor. 2.1.8)
퐷푇 (휻1, . . . , 휻푡) =
1
푡2
푡∑
푙=1
푡∑
ℎ=1
퐷퐽(휻푙, 휻ℎ)
=
1
푡2
푡∑
푙=1
푡∑
ℎ=1
퐷퐾퐿(휻푙, 휻ℎ) +퐷퐾퐿(휻ℎ, 휻푙)
=
2
푡2
푡∑
푙=1
푡∑
ℎ=1
퐷퐾퐿(휻ℎ, 휻푙)
=
2
푡2
푡∑
푙=1
푡∑
ℎ=1
{휅∗(휻푙)− 휅∗(휻ℎ) + ((휻ℎ − 휻푙)′휋(휻ℎ))}
=
2
푡2
푡∑
푙,ℎ=1
푙 ∕=ℎ
{
휅∗(휻푙)− 휅∗(휻ℎ) +
푟∑
푖=푘+1
(휁ℎ푖 − 휁푙푖)∂휅
∗(휻ℎ)
∂휁ℎ푖
}
.
Obviously, the term 휅∗(휻ℎ) − 휅∗(휻푙) is redundant if added for all 1 ≤ 푙, ℎ ≤ 푡. Using
this by omitting the redundant summands, the formulas of Mene´ndez et al. (1997) are
considerably simplified here. Another reason why the originally obtained expressions
are shortened in this work is the use of the function 휅∗. In the original work a related
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Significance level 훼
푠 푠푗 0.100 0.050 0.025 0.010
15 5 0.221 0.149 0.102 0.065
30 10 0.157 0.094 0.058 0.031
45 15 0.138 0.078 0.046 0.022
60 20 0.128 0.071 0.040 0.019
75 25 0.122 0.066 0.037 0.017
150 50 0.111 0.058 0.030 0.013
300 100 0.106 0.054 0.028 0.012
600 200 0.103 0.051 0.026 0.011
1500 500 0.102 0.051 0.026 0.010
3000 1000 0.101 0.051 0.025 0.010
30000 10000 0.100 0.050 0.025 0.010
150000 50000 0.100 0.050 0.025 0.010
Table 3.4.: Type I error probabilities resulting from the critical values according to the asymp-
totic test by Mene´ndez et al. (1997).
function 푐 : Θ∗ → ℝ was used, namely the one given by
푐(휻) = exp(휅∗(휻)) =
∫
픛
exp
(
푟∑
푗=1
휁푗푇푗(푥)
)
ℎ(푥)푑휇(푥).
Altogether, the following expression was used
퐷(흍) = 퐷푇 (휻1, . . . , 휻푡) =
2
푡2
푡∑
푙,ℎ=1
푙 ∕=ℎ
{
ln
푐(휻푙)
푐(휻ℎ)
+
1
푐(휻ℎ)
푟∑
푖=푘+1
(휁ℎ푖 − 휁푙푖)∂푐(휻ℎ)
∂휁ℎ푖
}
for the Taylor’s expansions in the original work instead of the term given in (3.3.2). The
partial derivatives are simplified here, since the redundant term ln 푐(휻푙)
푐(휻ℎ)
is omitted and
the needed partial derivatives can be given in a much more compact form in terms of
휅∗ instead of 푐. The latter can be seen from the partial derivatives of 휅∗, which occur
in the Taylor’s expansion of 퐷(흍) (cf. computations for 풕 and 퐴 in Subsection 3.3.3):
∂
∂휁푖
휅∗(휻) =
∂
∂휁푖
ln(푐(휻)) =
1
푐(휻)
∂푐(휻)
∂휁푖
,
∂2
∂휁푗∂휁푖
휅∗(휻) = − 1
푐(휻)2
∂푐(휻)
∂휁푗
∂푐(휻)
∂휁푖
+
1
푐(휻)
∂2푐(휻)
∂휁푗∂휁푖
,
∂3
∂휁푢∂휁푗∂휁푖
휅∗(휻) =
2
푐(휻)3
∂푐(휻)
∂휁푢
∂푐(휻)
∂휁푗
∂푐(휻)
∂휁푖
− 1
푐(휻)2
∂2푐(휻)
∂휁푢∂휁푗
∂푐(휻)
∂휁푖
− 1
푐(휻)2
∂푐(휻)
∂휁푗
∂2푐(휻)
∂휁푢∂휁푖
− 1
푐(휻)2
∂푐(휻)
∂휁푢
∂2푐(휻)
∂휁푗∂휁푖
+
1
푐(휻)
∂3푐(휻)
∂휁푢∂휁푗∂휁푖
.
Obviously, usage of 휅∗ instead of 푐 is advantageous for shorter expressions of partial
derivatives of 퐷.
The following remark mentions some misprinted formulas in the original work.
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Remark 3.3.8. In the following, we use some notations from the original work instead of
the ones used above, in order to simplify the comparison for the reader. In particular,
휃, 푠, 푛, and 푀 are used instead of 휻, 푡, 푠, and 푟, respectively.
∙ In the equation used for the Kullback-Leibler divergence on page 1100 the repre-
senting parameter vectors are mixed up. This has no consequences, since for the
average J-distance always both summands (퐷퐾퐿(휃, 휃˜) and 퐷퐾퐿(휃˜, 휃)) are included
in the sum.
∙ On page 1102, the index of ”휃푗,푖−(푗−1)(푀−푘)−푘” is a misprint. For ”(푀 −푘)(푗−1)+
푘 + 1 ≤ 푖 ≤ 푗(푀 − 푘) + 푘”, as given in the original work, this would yield the
parameter elements 휃푗,1, . . . , 휃푗,푀−푘 instead of 휃푗,푘+1, . . . , 휃푗,푀 . Thus, 휃푗,푖−(푗−1)(푀−푘)
is the correct expression. The misprint is repeated several times on pages 1103 and
1104.
∙ On pages 1103 and 1104, the given 푡푖 for 푖 > 푘 is not correct. On page 1103
the factor ∂푐(휃푗)/∂휃푗,푖−(푗−1)(푀−푘)−푘 is missing, and on the next page, there is a
misprinted minus sign in front of the first term of the last sum. This point and
the next one lead to the insight that Theorem 1 (a) of the original work is not
completely correct. Aside from this ”푗 = 2, . . . , 푠” must be replaced by 푗 = 1, . . . , 푠.
∙ On page 1104, the matrix Σ(휃1, . . . , 휃푠) contains a misprinted ”0” in the first row
instead of (1/휆2)
1,푘
푘+1,푀I퐹 (휃2). Furthermore, the factor
∏푠
푗=1 휆푗 is missing for the
whole matrix, and the factors printed in the matrix ” 1
휆1
”, . . . , ” 1
휆푠
” have to be
replaced by their reciprocals.
∙ Another misprint on the same page is that ” 푖,푗푟,푣I퐹 (휃)” is noted as ”(푗 − 푖 + 1) ×
(푟 − 푣 + 1)” submatrix, but, in fact, it is a (푗 − 푖+ 1)× (푣 − 푟 + 1) submatrix.
∙ On page 1105, the correct submatrices of Σ휂 are 푘+1,푀푘+1,푀I퐹 (휃1)−1 instead of ”I퐹 (휃1)−1”.
∙ On page 1106, in the proof of Corollary 1 the trace of 푠푠
4
퐴Σ휂 is (푠 − 1)(푀 − 푘),
not ”(푚− 1)(푀 − 푘)”.
∙ On page 1107, in Corollary 2 (a) there is a consequential error, since the ma-
trix Σ(휃1, . . . , 휃푠) is given wrong earlier. The terms ”
√
푛1푛2...푛푠
푛푠−1 ” and ”휆푗” can be
replaced by
√
푛 and 휆−1푗 , respectively, to correct the assertion.
In particular, the parts about the general case without further assumption of 휃1 = . . . =
휃푠 contain some substantial mistakes which lead to wrong assertions. As mentioned be-
fore, this case is the less interesting one for statistical applications in practice. Mene´ndez
et al. (1997) seem to be of a similar opinion, since all of the five examples given in the
original work concern the other case with 퐻0 : 휃1 = . . . = 휃푠. Besides the mentioned
misprint in Σ휂 the parts concerning this case are correct to the best of our knowledge.
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3.4. Estimator based on MLE and Pre-Information via Distance
Constraints
In practice, one is often faced with small sample sizes when trying to find a good es-
timate for an unknown parameter 휃0 of an underlying distribution. For example, the
frequently used maximum likelihood method has well-known nice asymptotic properties.
When MLEs are based on a small sample size, they are prone to have a high variance
which can lead to poor estimates. Considering estimation for model parameter 휶 in
the context of sequential 푘-out-of-푛 systems, such a behavior of the MLE is also ob-
servable. For example, Balakrishnan et al. (2008) performed extensive simulations and
found that, especially in case of small sample sizes, the MLE under order restriction is
advantageous over the common MLE.
In this section, a new approach, which is based on the ordinary MLE, will be consid-
ered. The new approach can be applied if there is a pre-estimate 휃푃 for the unknown
parameter 휃0 available. It should be considered as some kind of pre-information or
prior knowledge about the magnitude of the parameter. The principle idea is to find an
estimation method that leads to estimates which can be seen as improvements over a
ML-estimate, the pre-estimate or both of them in concrete situations.
In the following, the method is described generally, since it is applicable to any esti-
mation setting with a known MLE and a given distance measure. In this work, the
special case of estimation of model parameters in sequential systems is discussed explic-
itly. The univariate case is considered first and it will be seen that the new method
has advantages in some situations. Due to a lack of comprehensive analysis, some sim-
ulation study results are presented for the multiparameter case, which also indicates a
high potential – much higher than in the univariate case – of the concept presented here.
3.4.1. Equal Distance Estimation
Let 푋(1), . . . , 푋(푠) be an iid random sample from a population with pdf 푓휃0 , 휃0 ∈ Θ. The
likelihood function 퐿 for observations 푥(1), . . . , 푥(푠) is given by
퐿(휃∣푥(1), . . . , 푥(푠)) =
푠∏
푗=1
푓휃(푥
(푗)). (3.4.1)
Let 휃ˆ(푿) denote the MLE for 휃0 given 푿 = (푋
(1), . . . , 푋(푠)). The new estimator 휃ˆ∗(푿)
based on the common MLE 휃ˆ(푿) and a pre-estimate 휃푃 ∈ Θ shall satisfy the equation
퐷(휃ˆ∗(푿), 휃ˆ(푿)) = 퐷(휃ˆ∗(푿), 휃푃 ), (3.4.2)
where 퐷 : Θ×Θ→ ℝ≥0 is an eligible divergence/distance measure on Θ or on {푃휃∣휃 ∈
Θ}. Equation (3.4.2) yields that 휃ˆ∗(푿) has the same distance (w.r.t. 퐷) to the MLE as
to the pre-estimate. It can be interpreted as a kind of averaging of the MLE, which is
related to the data set 푥(1), . . . , 푥(푠), and the fixed pre-estimate based on prior knowledge
about the magnitude of the true but unknown parameter 휃0. It is crucial that this
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averaging is based on the chosen distance measure, since the distance can incorporate
distinctions between different distributions. That is conceptually very different from an
averaging of the parameters themselves in an Euclidean sense, unless the chosen distance
measure leads to such an averaging. Regarding the conceptual equation (3.4.2), the
resulting estimators are called equal distance estimators (EDE) in the following.
In the usual case of more than one candidate meeting (3.4.2), there has to be a further
criterion to determine the EDE 휃ˆ퐸퐷(푿). A natural idea is to choose the candidate
minimizing the distance 퐷(휃ˆ퐸퐷(푿), 휃ˆ(푿)) or equivalently 퐷(휃ˆ퐸퐷(푿), 휃푃 ). Another
approach is to maximize the likelihood function subject to constraint (3.4.2). For 푆Θ =
{휃 ∈ Θ∣퐷(푓휃, 푓휃푃 ) = 퐷(푓휃, 푓휃ˆ(풙))} the two approaches can be described as optimization
problems as follows,
Approach I
arg min
휃∈푆Θ
퐷(푓휃, 푓휃ˆ(풙)) (3.4.3)
Approach II
argmax
휃∈푆Θ
퐿(휃∣푥(1), . . . , 푥(푠)). (3.4.4)
The latter one would give the data a higher relevance, because it would affect the EDE
twice, through the MLE itself and through an additional maximization of the likelihood
subject to constraint (3.4.2). Because of this procedure, one could interpret the EDE
as modification of the MLE, especially for the second approach.
For example, Aitchison and Silvey (1958) considered MLEs subject to constraints to
the parameters one wants to estimate. While in their approach the true parameter 휃0
does also meet the conditions of the constraints, our approach accepts that the true
parameter usually does not satisfy (3.4.2). This constraint is designed to improve the
ML-estimate or the pre-estimate or both of them. It should be noted that (3.4.2) is also
random due to the involvement of the common MLE and thus of the random vector 푿.
Wide applicability is given immediately for estimation in exponential families, since
MLEs are obtained easily and several appropriate expressions for divergences and dis-
tances are noted in Lemma 2.1.7. In order to study the described approach, we restrict
ourselves to the choice of the J-distance as distance.
Remark 3.4.1. For an iid sample푿(1), . . . ,푿(푠) of random vectors with푿(1) ∼ 풩 (흁0,Σ),
Σ ∈ ℝ푟×푟, Σ > 0 known, i.e., the corresponding density is given by
푓흁(풙) =
1
(2휋)
푟
2 ∣Σ∣ 12 exp
(
−1
2
(풙− 흁)′Σ−1(풙− 흁)
)
, 풙 ∈ ℝ푟,
it can be shown that the EDEs according to (3.4.3) and (3.4.4) coincide. That is,
흁ˆ
퐸퐷(풙) = argmin
흁∈푆
퐷퐽(푓흁, 푓흁ˆ(풙)) = argmax
흁∈푆
퐿(흁∣풙(1), . . . ,풙(푠))
for 푆 = {흁 ∈ ℝ푟∣퐷퐽(푓흁, 푓흁푃 ) = 퐷퐽(푓흁, 푓흁ˆ(풙))}, where 흁ˆ(풙) is the ML-estimate and 흁푃
a pre-estimate. Explicitly, in this situation
흁ˆ
퐸퐷(푿) =
1
2
⋅ (흁ˆ(푿) + 흁푃 ) ,
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is given by the componentwise arithmetic mean of the MLE and the pre-estimate. A
proof is given in the appendix in Subsection A.2.2. Note that the particular forms of
the EDE and the MLE reveal an interesting connection between MLE and EDE. Given
two independent samples of size 푠, ED estimation based on a pre-estimate which is the
ML-estimate based on one of the two samples yields the same estimate as ML estimation
based on the whole sample of size 2푠.
In the following section, the estimation of model parameters, for sequential (푛−푟+1)-
out-of-푛 systems, is considered. From this example it will be seen that Approach I and
II do not yield the same estimate in general. In fact, (3.4.3) will lead to a similar result
as in Remark 3.4.1, and the estimator based on (3.4.4) cannot be derived explicitly.
3.4.2. SOS (univariate case)
First, the one parameter case is considered. That is, the objective is only the very first
SOS with corresponding parameter 훼1. For 푟 = 1 the J-distance simplifies to
퐷퐽(훼, 훽) =
(훼− 훽)2
훼훽
, 훼, 훽 ∈ ℝ+.
For 푐 > 0 let ℎ푐 : ℝ+ → ℝ+ be defined by ℎ푐(푥) = 퐷퐽(푥, 푐), 푥 > 0. Then the first
derivative of ℎ푐 for 푥 > 0 is given by
푑
푑푥
ℎ푐(푥) =
1
푐
− 푐
푥2
=
1
푐
(
1−
( 푐
푥
)2)⎧⎨⎩
< 0 , 푥 < 푐
= 0 , 푥 = 푐
> 0 , 푥 > 푐
.
Therefore, the global minimum of ℎ푐 is attained at 푐 with value ℎ푐(푐) = 0 and the
following two statements are true
0 < 훼 ≤ 훽 ≤ 푐 ⇒ 퐷퐽(훼, 푐) = ℎ푐(훼) ≥ ℎ푐(훽) = 퐷퐽(훽, 푐) (3.4.5)
and 훼 ≥ 훽 ≥ 푐 > 0 ⇒ 퐷퐽(훼, 푐) = ℎ푐(훼) ≥ ℎ푐(훽) = 퐷퐽(훽, 푐). (3.4.6)
That is, if 푐 is an upper (or lower) bound for both numbers 훼, 훽 ∈ ℝ+, then 훽 is closer
to 푐 than 훼 with respect to the J-distance if and only if it is so in the Euclidean sense.
Futher, there is only one point satisfying (3.4.2) for a given concrete ML-estimate 훼ˆ1(풙)
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and a pre-estimate 훼푃1 . It can be found as follows
퐷퐽(훼ˆ
퐸퐷
1 (풙), 훼
푃
1 ) = 퐷퐽(훼ˆ
퐸퐷
1 (풙), 훼ˆ1(풙))
⇔ 훼ˆ
퐸퐷
1 (풙)
훼푃1
+
훼푃1
훼ˆ퐸퐷1 (풙)
=
훼ˆ퐸퐷1 (풙)
훼ˆ1(풙)
+
훼ˆ1(풙)
훼ˆ퐸퐷1 (풙)
⇔ 훼ˆ
퐸퐷
1 (풙)
훼푃1
− 훼ˆ
퐸퐷
1 (풙)
훼ˆ1(풙)
=
훼ˆ1(풙)
훼ˆ퐸퐷1 (풙)
− 훼
푃
1
훼ˆ퐸퐷1 (풙)
⇔ 훼ˆ퐸퐷1 (풙)2(
1
훼푃1
− 1
훼ˆ1(풙)
) = 훼ˆ1(풙)− 훼푃1
⇔ 훼ˆ퐸퐷1 (풙)2 = (훼ˆ1(풙)− 훼푃1 )
(
훼ˆ1(풙)− 훼푃1
훼ˆ1(풙)훼푃1
)−1
= 훼ˆ1(풙)훼
푃
1
⇔ 훼ˆ퐸퐷1 (풙) =
√
훼ˆ1(풙)훼푃1 . (3.4.7)
That is, the unique solution of (3.4.2), in this special case, is the geometric mean of the
pre-estimate and the ML-estimate, and no further criterion is needed to identify the ED-
estimate as it would be the case in multivariate models. In order to obtain properties of
this EDE, it is helpful to find equivalent conditions for an estimate being closer to the
true parameter 훼1 than one of the other estimates. The following equivalences are true
퐷퐽(훼
푃
1 , 훼1) < 퐷퐽(훼ˆ1(풙), 훼1)
⇔ 훼
푃
1
훼1
+
훼1
훼푃1
− 2 < 훼ˆ1(풙)
훼1
+
훼1
훼ˆ1(풙)
− 2
⇔ 훼ˆ1(풙)2 + 훼21 − 훼푃1 훼ˆ1(풙)−
훼21훼ˆ1(풙)
훼푃1
> 0
⇔ (훼ˆ1(풙)− 훼푃1 )(훼ˆ1(풙)− 훼1
(
훼1
훼푃1
)1
) > 0.
Further, we conclude
퐷퐽(훼ˆ
퐸퐷
1 (풙), 훼1) < 퐷퐽(훼ˆ1(풙), 훼1)
⇔
√
훼ˆ1(풙)훼푃1
훼1
+
훼1√
훼ˆ1(풙)훼푃1
− 2 < 훼ˆ1(풙)
훼1
+
훼1
훼ˆ1(풙)
− 2
⇔ 훼ˆ1(풙)2 + 훼21 − 훼ˆ1(풙)
√
훼ˆ1(풙)훼푃1 −
훼21
√
훼ˆ1(풙)√
훼푃1
> 0
⇔ (
√
훼ˆ1(풙)−
√
훼푃1 )((훼ˆ1(풙))
3
2 − 훼
3
2
1
(
훼1
훼푃1
) 1
2
) > 0,
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and analogously
퐷퐽(훼ˆ
퐸퐷
1 (풙), 훼1) < 퐷퐽(훼
푃
1 , 훼1)
⇔
√
훼ˆ1(풙)훼푃1
훼1
+
훼1√
훼ˆ1(풙)훼푃1
− 2 < 훼
푃
1
훼1
+
훼1
훼푃1
− 2
⇔ 훼ˆ1(풙)훼푃1 + 훼21 − 훼푃1
√
훼ˆ1(풙)훼푃1 −
훼21
√
훼ˆ1(풙)√
훼푃1
< 0
⇔ 훼푃1
(
훼ˆ1(풙) +
훼21
훼푃1
−
√
훼ˆ1(풙)훼푃1 −
훼21
√
훼ˆ1(풙)
훼푃1
√
훼푃1
)
< 0
⇔ (
√
훼ˆ1(풙)−
√
훼푃1 )(
√
훼ˆ1(풙)−√훼1
(
훼1
훼푃1
) 3
2
) < 0.
Clearly, in case 훼푃1 = 훼1 there remains nothing to examine, since then 훼
푃
1 is the best pos-
sible estimate, and the distance between 훼ˆ퐸퐷1 (풙) and 훼1 is not larger than the distance
between 훼ˆ1(풙) and 훼1. This can be argued with the validity of one of the inequalities
훼ˆ1(풙) ≤ 훼ˆ퐸퐷1 (풙) ≤ 훼푃1 = 훼1 or 훼1 = 훼푃1 ≤ 훼ˆ퐸퐷1 (풙) ≤ 훼ˆ1(풙)
and the conclusions (3.4.5) and (3.4.6). Thus, only 훼푃1 ∕= 훼1 is of interest. For the
benefit of brevity and clarity we restrict ourselves to the case 0 < 훼푃1 < 훼1. As we will
show later, such an underestimating pre-estimate might be advantageous regarding bias
and MSE of the EDE. The opposite case 0 < 훼1 < 훼
푃
1 can be investigated analogously.
Given 0 < 훼푃1 < 훼1, we have 훼1/훼
푃
1 > 1 and
0 < 훼푃1 = 훼1
(
훼1
훼푃1
)−1
< 훼1 = 훼1
(
훼1
훼푃1
)0
< 훼1
(
훼1
훼푃1
)1/3
< 훼1
(
훼1
훼푃1
)1
< 훼1
(
훼1
훼푃1
)3
,
and it follows
퐷퐽(훼
푃
1 , 훼1) < 퐷퐽(훼ˆ1(풙), 훼1)
⇔
⎧⎨⎩0 < 훼ˆ1(풙) < 훼
푃
1 or
0 < 훼1
(
훼1
훼푃1
)1
< 훼ˆ1(풙)
(3.4.8)
and
퐷퐽(훼ˆ
퐸퐷
1 (풙), 훼1) < 퐷퐽(훼ˆ1(풙), 훼1)
⇔
⎧⎨⎩0 < 훼ˆ1(풙) < 훼
푃
1 or
0 < 훼1
(
훼1
훼푃1
) 1
3
< 훼ˆ1(풙)
(3.4.9)
and
퐷퐽(훼ˆ
퐸퐷
1 (풙), 훼1) < 퐷퐽(훼
푃
1 , 훼1)
⇔ 0 < 훼푃1 < 훼ˆ1(풙) < 훼1
(
훼1
훼푃1
)3
.
(3.4.10)
These equivalences allow us to identify three different cases for the possible positions
of the ML-estimate 훼ˆ1(풙) in relation to the pre-estimate 훼
푃
1 and the true parameter 훼1
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which describe the ordering of J-distances of the different types of estimates to the true
parameter. Each case describes one of the distinct situations in which one of the three
estimates has the smallest distance to the true parameter. For a better overview in the
following distinction of cases, we denote some sets as follows
푆푃 = (0, 훼
푃
1 ) ∪ (훼1
(
훼1
훼푃1
)3
,∞), 푆푀퐿 =(훼푃1 , 훼1
(
훼1
훼푃1
) 1
3
),
and 푆퐸퐷 = 푆퐸퐷,1 ∪ 푆퐸퐷,2 with
푆퐸퐷,1 = (훼1
(
훼1
훼푃1
) 1
3
, 훼1
(
훼1
훼푃1
)1
), 푆퐸퐷,2 =(훼1
(
훼1
훼푃1
)1
, 훼1
(
훼1
훼푃1
)3
).
푆푃 , 푆푀퐿, and 푆퐸퐷 are disjoint sets, and 푆푃 ∪ 푆푀퐿 ∪ 푆퐸퐷 = ℝ+∖{훼1
(
훼1
훼푃1
)푐
: 푐 ∈
{−1, 1/3, 1, 3}} holds.
Case 1: 훼ˆ1(풙) ∈ 푆푃
퐷퐽(훼
푃
1 , 훼1)
(3.4.10)
< 퐷퐽(훼ˆ
퐸퐷
1 (풙), 훼1)
(3.4.9)
< 퐷퐽(훼ˆ1(풙), 훼1)
In Case 1 the ML-estimate 훼ˆ1(풙) is such far away from the true parameter 훼1 in relation
to the pre-estimate 훼푃1 that 훼
푃
1 is best (in the sense of smallest J-distance to the true
parameter), followed by 훼ˆ퐸퐷1 (풙) as combination of both others, while 훼ˆ1(풙) is the worst
estimate.
Case 2: 훼ˆ1(풙) ∈ 푆푀퐿
퐷퐽(훼ˆ1(풙), 훼1)
(3.4.9)
< 퐷퐽(훼ˆ
퐸퐷
1 (풙), 훼1)
(3.4.10)
< 퐷퐽(훼
푃
1 , 훼1)
Case 2 may be considered as the opposite of Case 1. In relation to 훼푃1 the ML-estimate
훼ˆ1(풙) is closer to 훼1 and simultaneously the best of the three estimates. Again 훼ˆ
퐸퐷
1 (풙)
is the second best estimate as combination of the two others.
Case 3: 훼ˆ1(풙) ∈ 푆퐸퐷
Case 3 describes the situation in which 훼ˆ퐸퐷1 (풙) is the best estimate for 훼1 among the
three considered ones. It may be split into two sub-cases.
∙ Case 3.1: 훼ˆ1(풙) ∈ 푆퐸퐷,1
퐷퐽(훼ˆ
퐸퐷
1 (풙), 훼1)
(3.4.9)
< 퐷퐽(훼ˆ1(풙), 훼1)
(3.4.8)
< 퐷퐽(훼
푃
1 , 훼1)
훼ˆ1(풙) is closer to 훼1 than 훼
푃
1 is.
∙ Case 3.2: 훼ˆ1(풙) ∈ 푆퐸퐷,2
퐷퐽(훼ˆ
퐸퐷
1 (풙), 훼1)
(3.4.10)
< 퐷퐽(훼
푃
1 , 훼1)
(3.4.8)
< 퐷퐽(훼ˆ1(풙), 훼1)
훼푃1 is closer to 훼1 than 훼ˆ1(풙) is.
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If 훼ˆ1(풙) ∈ {훼1
(
훼1/훼
푃
1
)푐
: 푐 ∈ {−1, 1/3, 1, 3}}, then two of the three J-distances of the
estimates to the true parameter are equal to each other. Since MLE 훼ˆ1(푿) follows a
continuous distribution, this case is negligible. All other attainable values of the MLE
are elements of one of the sets 푆푃 , 푆푀퐿, 푆퐸퐷,1, or 푆퐸퐷,2. Figure 3.8 (a) illustrates the
different regions with corresponding J-distance values of the three estimates and the
true parameter in dependence on the value of the ML-estimate, for 훼1/훼
푃
1 = 1.5. It
is worth mentioning that the ED-estimate is always at least the second closest of the
three estimates. That is, the ED-estimate is never the worst of the three estimates.
This property matches the construction idea, to always improve the ML-estimate or
the pre-estimate or even both with the ED-estimate. Another aspect that can be seen
illustratively in Figure 3.8 is that the distance of the ML-estimate and the true parameter
becomes much larger than the one of the ED-estimate and the true parameter if 훼ˆ1(풙) /∈
푆푀퐿. Figure 3.8 (b) shows the difference 퐷퐽(훼ˆ1(풙), 훼1)−퐷퐽(훼ˆ퐸퐷1 (풙), 훼1) in dependence
on 훼ˆ1(풙) and makes this discrepancy even more obvious. Only in the narrow region
푆푀퐿 around the true parameter 훼1, the ML-estimate happens to be closer to the true
parameter. Furthermore, in this region the J-distance value corresponding to the ED-
estimate is quite small, too. This properties can be interpreted as follows: if the ML-
estimate is not a ”good estimate” for 훼1, the ED-estimate will be much closer to 훼1. If
the ML-estimate is a ”good estimate”, the ED-estimate is also close to 훼1.
Recall that based on a small sample, it is often the case that a ML-estimate fails to be
a ”good estimate” for 훼1.
In this example, the interval 푆퐸퐷 is obviously wider than 푆푀퐿. However, it depends
on the distribution of 훼ˆ1(푿), which of these two intervals contains 훼ˆ1(푿) with a higher
probability. Therefore, the next step is to investigate the corresponding probabilities.
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(a) The red and the green line display the graphs of the mappings 훼ˆ1(풙) 7→ 퐷퐽 (훼ˆ1(풙), 훼1) and 훼ˆ1(풙) 7→
퐷퐽(훼ˆ
퐸퐷
1 (풙), 훼1), respectively. The blue one illustrates the constant value 퐷퐽(훼
푃
1 , 훼1).
(b) The red dashed line displays the graph of the mapping 훼ˆ1(풙) 7→ 퐷퐽(훼ˆ1(풙), 훼1)−퐷퐽(훼ˆ퐸퐷1 (풙), 훼1).
Figure 3.8.: The vertical black lines show the limits of the different sets 푆푃 , 푆푀퐿, 푆퐸퐷,1, 푆퐸퐷,2,
while the colored (corresponding to the line colors) bars illustrate the ordering of
the magnitude of J-distances – the higher the bar, the smaller the J-distance of
the respective estimate to the true parameter compared to the others.
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Probabilities 푷 (휶ˆ1(푿) ∈ 푺∗)
Using Corollary 3.1.2, we derive the probabilities of interest for 훼ˆ1(푿) lying in the
different sets. We find
푃 (훼ˆ1(푿) ∈ 푆푃 ) = 푃 (훼ˆ1(푿) < 훼푃1 ) + 푃 (훼ˆ1(푿) > 훼1
(
훼1
훼푃1
)3
)
= 푃 (
훼ˆ1(푿)
훼1
<
훼푃1
훼1
) + 푃 (
훼ˆ1(푿)
훼1
≥
(
훼1
훼푃1
)3
)
= 푒
−푠
(
훼푃1
훼1
)−1 푠−1∑
푖=0
(
푠
(
훼푃1
훼1
)−1)푖
푖!
+ 1− 푒−푠
(
훼푃1
훼1
)3 푠−1∑
푖=0
(
푠
(
훼푃1
훼1
)3)푖
푖!
,
푃 (훼ˆ1(푿) ∈ 푆푀퐿) = 푃 (훼푃1 < 훼ˆ1(푿) < 훼1
(
훼1
훼푃1
) 1
3
) = 푃 (
훼푃1
훼1
<
훼ˆ1(푿)
훼1
<
(
훼1
훼푃1
) 1
3
)
= 푒
−푠
(
훼푃1
훼1
) 1
3 푠−1∑
푖=0
(
푠
(
훼푃1
훼1
) 1
3
)푖
푖!
− 푒−푠
(
훼푃1
훼1
)−1 푠−1∑
푖=0
(
푠
(
훼푃1
훼1
)−1)푖
푖!
, and
푃 (훼ˆ1(푿) ∈ 푆퐸퐷) = 푃 (훼1
(
훼1
훼푃1
) 1
3
< 훼ˆ1(푿) < 훼1
(
훼1
훼푃1
)3
)
= 푃 (
(
훼1
훼푃1
) 1
3
<
훼ˆ1(푿)
훼1
<
(
훼1
훼푃1
)3
)
= 푒
−푠
(
훼푃1
훼1
)3 푠−1∑
푖=0
(
푠
(
훼푃1
훼1
)3)푖
푖!
− 푒−푠
(
훼푃1
훼1
) 1
3 푠−1∑
푖=0
(
푠
(
훼푃1
훼1
) 1
3
)푖
푖!
. (3.4.11)
These probabilities are only dependent on sample size 푠 and the distance 퐷퐽(훼
푃
1 , 훼1)
between the pre-estimate and the true parameter. Note that the distance is not involved
explicitly, but it can be written in terms of the ratio 훼1/훼
푃
1 (cf. Subsection 2.2.1), since
we have
퐷퐽(훼
푃
1 , 훼1) =
훼1
훼푃1
+
(
훼1
훼푃1
)−1
− 2.
In general, there are two values 푡 = 훼1/훼
푃
1 , which are reciprocals of each other, corre-
sponding to an explicit value of 퐷퐽(훼
푃
1 , 훼1) > 0. With the assumption 0 < 훼
푃
1 < 훼1
we find that there is only one value 푡 > 1 which has to be examined. Depending on a
given sample size 푠 it is possible to find the quotient 푡 = 훼1/훼
푃
1 > 1 maximizing some
probabilities of interest.
Lemma 3.4.2
In the given situation with sample size 푠, under all pre-estimates satisfying 훼푃1 < 훼1
there is a unique pre-estimate 훼푃1
∗
(푠) leading to the maximum probability
푃 ∗(푠) = max
훼푃1 <훼1
푃 (퐷퐽(훼ˆ
퐸퐷
1 (푿), 훼1) < min{퐷퐽(훼ˆ1(푿), 훼1), 퐷퐽(훼푃1 , 훼1)})
= max
훼푃1 <훼1
푃 (훼ˆ1(푿) ∈ 푆퐸퐷).
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This pre-estimate is determined by 훼푃1
∗
(푠) = 훼1/푡
∗(푠), where
푡∗(푠) = arg max
푡=
훼1
훼푃1
>0
푃 (퐷퐽(훼ˆ
퐸퐷
1 (푿), 훼1) ≤ min{퐷퐽(훼ˆ1(푿), 훼1), 퐷퐽(훼푃1 , 훼1)}) > 1
(3.4.12)
is the unique solution of the equation
푡−
1
3 − 푡−3 − 8
3
ln(푡) = − ln(9)
푠
with respect to 푡 > 1.
Proof. We define the mapping 푔 : (1,∞)→ [0, 1] with
푔(푡) = 푒−푠푡
−3
푠−1∑
푖=0
(푠푡−3)푖
푖!
− 푒−푠푡−
1
3
푠−1∑
푖=0
(
푠푡−
1
3
)푖
푖!
.
The number 푔(푡) coincides with the probability given in (3.4.11) with plugged in 푡 =
훼1/훼
푃
1 . Thus, a maximization of 푔 leads to the statement to be proven. Therefore, we
consider the derivative of 푔, which is given by
푔′(푡) = 3푠푡−4 exp(−푠푡−3)
푠−1∑
푖=0
(푠푡−3)푖
푖!
− exp(−푠푡−3)3푠푡−4
푠−1∑
푖=1
(푠푡−3)푖−1
(푖− 1)!
−
⎡⎢⎣1
3
푠푡−
4
3 exp(−푠푡− 13 )
푠−1∑
푖=0
(
푠푡−
1
3
)푖
푖!
− exp(−푠푡− 13 )1
3
푠푡−
4
3
푠−1∑
푖=1
(
푠푡−
1
3
)푖−1
(푖− 1)!
⎤⎥⎦
= 3푠푡−4 exp(−푠푡−3)(푠푡
−3)푠−1
(푠− 1)! −
1
3
푠푡−
4
3 exp(−푠푡− 13 )
(
푠푡−
1
3
)푠−1
(푠− 1)!
=
푠푠
(푠− 1)!
(
3 exp(−푠푡−3)푡−(3푠+1) − 1
3
exp(−푠푡− 13 )푡−( 푠3+1)
)
=
푠푠
(푠− 1)!
(
1
3
exp(−푠푡− 13 )푡−( 푠3+1)
)(
9 exp(−푠(푡−3 + 푡− 13 ))푡−3푠+ 푠3 − 1
)
, 푡 > 1.
Clearly, we have 푠
푠
(푠−1)!
(
1
3
exp(−푠푡− 13 )푡−( 푠3+1)
)
> 0, and thus, we find
푔′(푡) > 0 ⇔ 9 exp(−푠(푡−3 + 푡− 13 ))푡−3푠+ 푠3 > 1
⇔ ln(9) + 푠(푡− 13 − 푡−3)− 푠8
3
ln(푡) > 0
⇔ 푡− 13 − 푡−3 − 8
3
ln(푡) > − ln(9)
푠
.
Analogously, we have
푔′(푡)<0 ⇔ 푡− 13 − 푡−3 − 8
3
ln(푡) < − ln(9)
푠
.
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Hence, it remains to show that there is a unique 푡∗ with (푡∗)−
1
3−(푡∗)−3− 8
3
ln(푡∗) = − ln(9)
푠
such that
{푡 > 1 : 푔′(푡) > 0} = {푡 > 1 : 푡− 13 − 푡−3 − 8
3
ln(푡) > − ln(9)
푠
} = (1, 푡∗)
and
{푡 > 1 : 푔′(푡) < 0} = {푡 > 1 : 푡− 13 − 푡−3 − 8
3
ln(푡) < − ln(9)
푠
} = (푡∗,∞)
holds. This yields an appropriate monotonicity behavior of 푔 proving the statement.
We define the mapping 푧 : 푡 7→ 푡− 13 − 푡−3 − 8
3
ln(푡). Then the remaining parts to show
follow from
lim
푡→1+
푧(푡) = 0 > − ln(9)
푠
> lim
푡→∞
푧(푡) = −∞
and the monotonicity of 푧, which is implied by
푧′(푡) = −1
3
푡−
4
3 + 3푡−4 − 8
3
푡−1
푡>1
< (−1
3
+ 3− 8
3
)푡−4 = 0.
Next, upon having found the pre-estimate 훼푃1
∗
(푠) = 훼1/푡
∗(푠), we introduce the nota-
tions
푃 ∗푀퐿(푠) = 푃 (퐷퐽(훼ˆ
퐸퐷
1 (푿), 훼1) ≤ 퐷퐽(훼ˆ1(푿), 훼1))
= 1− 푃 (훼ˆ1(푿) ∈ 푆푀퐿)
and 푃 ∗푝푟푒(푠) = 푃 (퐷퐽(훼ˆ
퐸퐷
1 (푿), 훼1) ≤ 퐷퐽(훼푃1 ∗, 훼1))
= 1− 푃 (훼ˆ1(푿) ∈ 푆푃 )
for the resulting probabilities of 훼ˆ퐸퐷1 (푿) being closer to 훼1 than 훼ˆ1(푿) and 훼
푃
1
∗
(푠),
respectively. Table 3.5 contains such probabilities and the maximum probabilities 푃 ∗(푠)
for different sample sizes 푠 with the corresponding values of 푡∗(푠) = 훼1/훼푃1
∗
(푠). The
values indicate a possible asymptotic behavior. It seems as if with increasing sample
size 푠, the maximum probability 푃 ∗(푠) and 푡∗(푠) decrease. Further, it seems as if 푃 ∗(푠)
converges to a value at about 0.39 and 푡∗(푠) converges to 1. The latter is very plausible,
since a value of 푡∗(푠) ≈ 1 is equivalent to a very good pre-estimate 훼푃1 ≈ 훼1, and as a
larger sample size decreases the MLE’s variance, the pre-estimate needs to be better for
a greater improvement probability (of EDE over MLE), in case of large sample sizes.
However, for such large sample sizes, the MLE will lead to estimates being good enough
on their own. Recall that the focus of the construction idea for the EDE is on small
sample size situations.
Note that the values of 푡∗ in Table 3.5 should not be taken as estimation instruction.
Although a choice of a pre-estimate equal to 훼1/푡
∗(푠) would yield maximum probability
for the EDE being better than MLE and pre-estimate, since 훼1 is unknown, one cannot
choose the pre-estimate in such a way. Nevertheless, Table 3.5 still provides hints about
the magnitude of proper pre-estimates and resulting improvement probabilities over
MLE and pre-estimate. Pre-estimates not equal to 훼1/푡
∗(푠) can also yield convenient
probabilities of improvement. For example, one could have a higher improvement proba-
bility over the MLE and lower improvement probability over the pre-estimate compared
to the values in Table 3.5.
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푠 푃 ∗(푠) 푡∗(푠) 푃 ∗푀퐿(푠) 푃
∗
푝푟푒(푠) 푠 푃
∗(푠) 푡∗(푠) 푃 ∗푀퐿(푠) 푃
∗
푝푟푒(푠)
2 0.4449 1.9371 0.5777 0.8672 20 0.4087 1.1862 0.6246 0.7841
3 0.4358 1.6650 0.5892 0.8466 30 0.4053 1.1472 0.6289 0.7764
4 0.4302 1.5328 0.5966 0.8336 40 0.4033 1.1250 0.6315 0.7718
5 0.4262 1.4530 0.6018 0.8245 50 0.4019 1.1104 0.6333 0.7686
6 0.4233 1.3988 0.6056 0.8176 100 0.3984 1.0756 0.6377 0.7608
7 0.4209 1.3592 0.6087 0.8122 1000 0.3926 1.0228 0.6449 0.7478
8 0.4190 1.3288 0.6112 0.8079 10000 0.3908 1.0071 0.6469 0.7439
9 0.4175 1.3045 0.6132 0.8042 50000 0.3903 1.0032 0.6473 0.7430
10 0.4161 1.2846 0.6150 0.8011 100000 0.3902 1.0022 0.6478 0.7424
Table 3.5.: Values of 푡∗(푠) = 훼1/훼푃1
∗
(푠) > 1 with corresponding probabilities.
Figure 3.9 illustrates for 푠 = 10 the probabilities for respective improvements depend-
ing on the choice of the pre-estimate, or more precisely on 푡 = 훼1/훼
푃
1 . In case 푡 = 1,
that is, 훼푃1 = 훼1, the MLE is improved and the pre-estimate is not improved by the
EDE with probability 1. With increasing 푡 (i.e., the pre-estimate becomes smaller and
thus worse) the probability of improvement over the MLE becomes smaller. For im-
provements over the pre-estimate it is vice versa. The probability of the EDE being an
improvement for both other estimators increases with 푡 > 1 up to the point 푡∗(푠) and
decreases beyond this point.
Figure 3.9.: Probabilities for an improvement by EDE over the pre-estimate (blue), the MLE
(red) and both (green) in dependence on 푡 = 훼1/훼
푃
1 for 푠 = 10.
Remark 3.4.3. An analogous maximization to the one above in case of an one parameter
normal distribution (cf. Remark 3.4.1) leads to a probability of about 0.38989 for the
corresponding EDE being the best of the three estimators with no dependence on the
sample size.
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Bias and MSE
Up to this point, the usefulness of the estimation method was discussed using the prob-
abilities of the EDE lying closer to the true parameter. In the following, we will consider
a small mean squared error as a further criterion. The advantage of 훼ˆ퐸퐷1 in case of small
sample size 푠 will be confirmed.
The probability density function of 훼ˆ1(푿)/훼1 is given by the derivative of the cdf in
(3.1.3):
푓
훼ˆ1(푿)
훼1 (푡) =
푠
푡2
푒−
푠
푡
푠−1∑
푖=0
(
푠
푡
)푖
푖!
+ 푒−
푠
푡
푠−1∑
푖=1
(
푠
푡
)푖−1
(푖− 1)!
(
− 푠
푡2
)
=
푠
푡2
푒−
푠
푡
(
푠
푡
)푠−1
(푠− 1)! =
푒−
푠
푡
푠!
(푠
푡
)푠+1
, 푡 > 0.
From this, the expected value of
√
훼ˆ1(푿)
훼1
can be computed as
퐸
⎛⎝√ 훼ˆ1(푿)
훼1
⎞⎠ = ∫ ∞
0
√
푡
푒−
푠
푡
푠!
(푠
푡
)푠+1
푑푡 =
√
푠
(푠− 1)!
∫ ∞
0
푠
푡2
(푠
푡
)푠− 3
2
푒−
푠
푡 푑푡
=
√
푠
(푠− 1)!
∫ ∞
0
푧((푠−
1
2
)−1) 푒−푧 푑푧 =
√
푠 ⋅ Γ(푠− 1
2
)
Γ(푠)
=
√
푠휋
푠−1∏
푗=1
(1− 1
2푗
).
with gamma function Γ given by Γ(푦) =
∫∞
0
푧푦−1푒−푧푑푧, 푦 > 0, and the functional
equations Γ(푠) = (푠− 1)!, and Γ(푠− 1/2) = Γ(1/2)∏푠−1푗=1(푗 − 1/2) = √휋∏푠−1푗=1(푗 − 1/2),
푠 ∈ ℕ (see, e.g, Abramowitz and Stegun, 1964, p. 255). Consequently, we obtain the
expected value of the EDE
퐸(훼ˆ퐸퐷1 (푿)) = 퐸
(√
훼ˆ1(푿)훼푃1
)
=
√
훼1 훼푃1 퐸
⎛⎝√ 훼ˆ1(푿)
훼1
⎞⎠
=
√
훼1 훼푃1
√
푠 ⋅ Γ(푠− 1
2
)
Γ(푠)
=
√
훼1 훼푃1
√
푠휋
푠−1∏
푗=1
(1− 1
2푗
). (3.4.13)
Obviously, 훼ˆ퐸퐷1 (푿) is a biased estimator for 훼1 except for the very special case
훼푃1 = 훼1
(
Γ(푠)√
푠 ⋅ Γ(푠− 1
2
)
)2
.
Figure 3.10 illustrates values of 퐸
(√
훼ˆ1(푿)
훼1
)
and Table 3.6 (on p. 105) lists some of
them for different sample sizes 푠. Noticing that at least for choices of 푠 ∈ {2 . . . , 100} it
is 1.0 < 퐸
(√
훼ˆ1(푿)
훼1
)
< 1.3, it seems advantageous with respect to a small bias if one
chooses a pre-estimate which underestimates 훼1.
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Figure 3.10.: 퐸
(√
훼ˆ1(푿)
훼1
)
in dependence on sample size 푠
The mean squared error of the EDE is given by
푀푆퐸(훼ˆ퐸퐷1 (푿)) =푀푆퐸
(√
훼ˆ1(푿)훼푃1
)
= 퐸
((√
훼ˆ1(푿)훼푃1 − 훼1
)2)
= 훼푃1 퐸(훼ˆ1(푿))− 2훼1퐸
(√
훼ˆ1(푿)훼푃1
)
+ 훼21.
Exploiting (3.4.13) and 퐸(훼ˆ1(푿)) =
푠
푠−1훼1, 푠 ≥ 2, (cf. Thm. 3.1.1 (ii)), we obtain
푀푆퐸(훼ˆ퐸퐷1 (푿)) = 훼
푃
1
푠
푠− 1훼1 − 2훼1
√
훼1 훼푃1
√
푠 ⋅ Γ(푠− 1
2
)
Γ(푠)
+ 훼21 (3.4.14)
=
푠
푠− 1훼1
[
훼푃1 − 2
√
훼푃1
푠− 1
푠
√
훼1
√
푠 ⋅ Γ(푠− 1
2
)
Γ(푠)
+ 훼1
푠− 1
푠
]
=
푠
푠− 1훼1
[(√
훼푃1 −
푠− 1
푠
√
훼1
√
푠 ⋅ Γ(푠− 1
2
)
Γ(푠)
)2
−
(
푠− 1
푠
√
훼1
√
푠 ⋅ Γ(푠− 1
2
)
Γ(푠)
)2
+ 훼1
푠− 1
푠
]
.
Hence, the mean squared error is minimal for a pre-estimate
훼푃1
∗∗
(푠) = 훼1
(
푠− 1
푠
⋅
√
푠 ⋅ Γ(푠− 1
2
)
Γ(푠)
)2
= 훼1
(
Γ(푠− 1
2
)√
푠 ⋅ Γ(푠− 1)
)2
or equivalently for the ratio
푡∗∗(푠) =
훼1
훼푃1
∗∗
(푠)
=
(
푠− 1
푠
⋅
√
푠 ⋅ Γ(푠− 1
2
)
Γ(푠)
)−2
=
(
Γ(푠− 1
2
)√
푠 ⋅ Γ(푠− 1)
)−2
. (3.4.15)
In the third column of Table 3.6 such ratios are listed. Compared to the values 푡∗(푠)
in Table 3.5, the ratios 푡∗∗(푠) are smaller (at least) for 푠 ∈ {4, . . . , 100}. That is, the
optimal pre-estimate in the sense of highest improvement probability is smaller than the
optimal pre-estimate in the sense of minimum mean squared error (cf. Figure 3.11 on p.
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푠 퐸
(√
훼ˆ1(푿)
훼1
)
=
√
푠⋅Γ(푠− 1
2
)
Γ(푠) 푡
∗∗(푠) = 훼1
훼푃1
∗∗ intervals according to (3.4.16)
3 38
√
3휋 ≈ 1.1512 163 휋−1 ≈ 1.6977 (0.00000훼1 , 4.11307훼1)
4 516
√
4휋 ≈ 1.1078 1024225휋 ≈ 1.4487 (0.00000훼1 , 2.76117훼1)
5 35128
√
5휋 ≈ 1.0837 1024245휋 ≈ 1.3304 (0.04849훼1 , 2.29145훼1)
6 63256
√
6휋 ≈ 1.0684 13107233075휋 ≈ 1.2614 (0.12201훼1 , 2.04902훼1)
7 2311024
√
7휋 ≈ 1.0579 26214468607휋 ≈ 1.2162 (0.18955훼1 , 1.89926훼1)
8 4292048
√
8휋 ≈ 1.0501 335544329018009휋 ≈ 1.1844 (0.24738훼1 , 1.79659훼1)
9 643532768
√
9휋 ≈ 1.0442 167772164601025휋 ≈ 1.1607 (0.29642훼1 , 1.72125훼1)
10 1215565536
√
10휋 ≈ 1.0396 85899345922393453205휋 ≈ 1.1424 (0.33820훼1 , 1.66323훼1)
20 1.01925 1.06657 (0.55894훼1 , 1.41362훼1)
30 1.01272 1.04344 (0.65019훼1 , 1.32615훼1)
40 1.00950 1.03224 (0.70219훼1 , 1.27815훼1)
50 1.00758 1.02563 (0.73664훼1 , 1.24674훼1)
60 1.00630 1.02127 (0.76154훼1 , 1.22412훼1)
70 1.00540 1.01818 (0.78059훼1 , 1.20683훼1)
80 1.00472 1.01587 (0.79576훼1 , 1.19304훼1)
90 1.00419 1.01408 (0.80820훼1 , 1.18171훼1)
100 1.00377 1.01265 (0.81864훼1 , 1.17219훼1)
Table 3.6.: Values of 퐸
(√
훼ˆ1(푿)
훼1
)
, values of MSE minimizing ratios 푡∗∗(푠) = 훼1
훼푃1
∗∗ according
to (3.4.15), and intervals in which 훼푃1 has to lie for a smaller MSE of the EDE
compared to the MLE according to (3.4.16) for different sample sizes.
107). Since the values of 푡∗∗(푠) are still larger than 1, an advantage of an underestimating
pre-estimate is indicated for this criterion of minimal MSE, too.
Next, we find out for which choices of 훼푃1 the MSE of the MLE
푀푆퐸(훼ˆ1(푿)) =
푠+ 2
(푠− 1)(푠− 2)훼
2
1, 푠 > 2, (cf. Thm. 3.1.1 (iv))
is larger than the one of the EDE. Using (3.4.14), we find
푀푆퐸(훼ˆ퐸퐷1 (푿)) < 푀푆퐸(훼ˆ1(푿))
⇔ 훼푃1
푠
푠− 1훼1 − 2훼1
√
훼1 훼푃1
√
푠 ⋅ Γ(푠− 1
2
)
Γ(푠)
+ 훼21 <
푠+ 2
(푠− 1)(푠− 2)훼
2
1
⇔ 훼푃1
푠
푠− 1훼1 − 2훼1
√
훼1 훼푃1
√
푠 ⋅ Γ(푠− 1
2
)
Γ(푠)
+
푠(푠− 4)
(푠− 1)(푠− 2)훼
2
1 < 0
⇔ 훼푃1 − 2
√
훼푃1 ⋅
√
훼1
푠− 1
푠
⋅
√
푠 ⋅ Γ(푠− 1
2
)
Γ(푠)
+
(푠− 4)
(푠− 2)훼1 < 0
⇔ 훼푃1 − 2
√
훼푃1 ⋅
√
훼푃1
∗∗
(푠) +
(푠− 4)
(푠− 2)훼1 < 0 , 푠 > 2,
In order to point out the exceptional role of the cases 푠 = 3 and 푠 = 4, we perform a
distinction of cases with respect to 푠.
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Case 푠 = 3: It is 푀푆퐸(훼ˆ1(푿)) > 푀푆퐸(훼ˆ
퐸퐷
1 (푿)) if and only if
훼푃1 −
√
훼푃1
√
훼13휋
2
− 훼1 < 0.
This inequality is equivalent to√
훼푃1 ∈
( √
훼13휋
4
−
√
훼13휋
42
+ 훼1︸ ︷︷ ︸
<0
,
√
훼13휋
4
+
√
훼13휋
42
+ 훼1︸ ︷︷ ︸
>0
)
∩ ℝ+
This condition simplifies to the condition for the pre-estimate
0 < 훼푃1 <
(√
훼13휋
4
+
√
훼13휋
42
+ 훼1
)2
≈ 4.113훼1.
It is remarkable that for the small sample size 푠 = 3, any pre-estimate which is
smaller than about four times the true, but unknown, model parameter 훼1 will
lead to a smaller MSE of 훼ˆ퐸퐷1 (푿) compared to the MSE of 훼ˆ1(푿). For practical
issues this should not be a very restrictive demand on 훼푃1 , since there is quite a
wide range possible to the upper end, and 훼푃1 cannot be too small as long as it is
a positive number.
Case 푠 = 4: It is 푀푆퐸(훼ˆ1(푿)) > 푀푆퐸(훼ˆ
퐸퐷
1 (푿)) if and only if
훼푃1 −
√
훼푃1
15
√
훼1휋
16
< 0.
This inequality is equivalent to√
훼푃1 ∈
(
0 ,
15
√
훼1휋
16︸ ︷︷ ︸
>0
)
⇔ 훼푃1 ∈
(
0 ,
225
256
휋훼1
)
≈ (0 , 2.761훼1) .
For 푠 = 4, the feasible interval for 훼푃1 leading to a smaller MSE is smaller compared
to the one in case 푠 = 3, but it is still a comparable result. If the pre-estimate is
not chosen ”too large”, then the EDE has a smaller MSE than the MLE .
Case 푠 > 4: It is 푀푆퐸(훼ˆ1(푿)) > 푀푆퐸(훼ˆ
퐸퐷
1 (푿)) if and only if
훼푃1 − 2
√
훼푃1 ⋅
√
훼푃1
∗∗
(푠) +
(푠− 4)
(푠− 2)훼1 < 0.
This inequality is equivalent to√
훼푃1 ∈
(√
훼푃1
∗∗
(푠)−
√
훼푃1
∗∗
(푠)− 훼1 (푠− 4)
(푠− 2)︸ ︷︷ ︸
>0
,
√
훼푃1
∗∗
(푠) +
√
훼푃1
∗∗
(푠)− 훼1 (푠− 4)
(푠− 2)︸ ︷︷ ︸
>0
)
,
and
훼푃1 ∈
((√
훼푃1
∗∗
(푠)−
√
훼푃1
∗∗
(푠)− 훼1 (푠− 4)
(푠− 2)
)2
,(√
훼푃1
∗∗
(푠)−
√
훼푃1
∗∗
(푠) + 훼1
(푠− 4)
(푠− 2)
)2)
.
(3.4.16)
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Table 3.6 contains computed intervals for different sample sizes 푠. As expected, these
intervals include the true parameter 훼1 and they become smaller with increasing 푠.
This means, the pre-estimate has to be closer (also in the common sense, cf. (3.4.5)
and (3.4.6)) to the true parameter for larger sample sizes if one is interested in a small
mean squared error of the EDE. It is worth mentioning that the lower endpoints of
the intervals are further away from 훼1 than the corresponding upper endpoints. From
this point of view, where there is doubt, it is advantageous to underestimate the true
parameter with the pre-estimate. This coincides with the considerations regarding a
small bias of the EDE. The estimation of the first model parameter of SOSs can be
improved with respect to the MSE in a quite wide range of situations, especially for
small sample sizes. For example, for 푠 = 5 the MSE of the EDE will be smaller than
the one of the MLE even if the true parameter is 20 times larger than the pre-estimate,
because the latter would still be in the interval according to (3.4.16).
Another aspect to note is that a pre-estimate satisfying 훼푃1
∗
(푠) = 훼1/푡
∗(푠) according to
(3.4.12), does also lie in the intervals according to (3.4.16) (at least for 3 ≤ 푠 ≤ 100).
That is, such a pre-estimate will ensure a high improvement probability as well as a
MSE of the EDE smaller than the MSE of the MLE. To end this subsection about the
one-parameter case, Figure 3.11 illustrates the different derived values concerning the
pre-estimate.
Figure 3.11.: Illustration of different pre-estimates for 훼1 = 1:
(1) 훼푃1 = 훼1
(
Γ(푠)√
푠⋅Γ(푠− 1
2
)
)2
(unbiased),
(2) 훼푃1 = 훼
푃
1
∗
(푠) (maximum improvement probability w.r.t. J-distance),
(3) 훼푃1 = 훼
푃
1
∗∗
(푠) (minimum MSE),
(4) 훼푃1 as lower endpoint according to (3.4.16), and
(5) 훼푃1 as upper endpoint according to (3.4.16).
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3.4.3. SOSs (multivariate case)
In the multivariate case there is an infinite number of parameter choices fulfilling (3.4.2).
Therefore, a further criterion has to be added to determine the EDE. Maximization of
the likelihood function subject to (3.4.2) will make analytical investigations tough. In
fact, we were not able to calculate the estimator explicitly.
As mentioned in the beginning of this section, the solutions for Approach I (3.4.3) differ
from the ones for Approach II (3.4.4) for the example of SOSs in contrast to the example
given in Remark 3.4.1. In fact, the approach based on the minimization of the occurring
J-distances leads to a simple generalization of the univariate case.
Theorem 3.4.4
Let푿(1), . . . ,푿(푠) be an iid sample of the first 푟 SOSs. Then the equal distance estimator
based on 푿 = (푿(1), . . . ,푿(푠)) and pre-estimate 휶푃 ∈ ℝ푟+ for 휶0 defined by the solution
of the optimization problem
휶ˆ
퐸퐷(풙) = argmin
휶∈푆
퐷퐽(푆푂푆휶, 푆푂푆휶ˆ(풙))
with 푆 = {휶 ∈ ℝ푟+∣퐷퐽(푆푂푆휶, 푆푂푆휶푃 ) = 퐷퐽(푆푂푆휶, 푆푂푆휶ˆ(풙))},
(3.4.17)
with a ML-estimate 휶ˆ(풙), is given by
휶ˆ
퐸퐷(푿) = (
√
훼ˆ1(푿)훼푃1 , . . . ,
√
훼ˆ푟(푿)훼푃푟 ).
Proof. Clearly, in the exceptional case 휶ˆ(풙) = 휶푃 nothing has to be shown, since we
find
휶ˆ
퐸퐷(풙) = (
√
훼ˆ1(풙)훼푃1 , . . . ,
√
훼ˆ푟(풙)훼푃푟 ) = 휶ˆ(풙)
with minimum value 퐷퐽(푆푂푆휶ˆ퐸퐷(풙), 푆푂푆휶ˆ(풙)) = 0. Similarly, if 훼ˆ푗(풙) = 훼
푃
푗 for a
푗 ∈ {1, . . . , 푟}, then 훼ˆ퐸퐷푗 (풙) = 훼ˆ푗(풙) =
√
훼ˆ푗(풙)훼푃푗 is an optimal choice subject to the
constraint independent of the other parameter values because the corresponding 푗th
summands of the J-distance in the constraint are irrelevant, and the corresponding 푗th
summand in the objective is minimized for 훼ˆ퐸퐷푗 (풙) = 훼ˆ푗(풙). Thus, without loss of
generality, we may assume 훼ˆ푗(풙) ∕= 훼푃푗 , 푗 = 1 . . . , 푟. We will use a statement from
Section B.1 in the appendix. For this situation, an appropriate Lagrange function is
given by
퐿(휶, 휆) = 퐷퐽(휶ˆ(풙),휶) + 휆
(
퐷퐽(휶ˆ(풙),휶)−퐷퐽(휶푃 ,휶)
)
=
푟∑
푗=1
훼ˆ푗(풙)
훼푗
+
훼푗
훼ˆ푗(풙)
− 2 + 휆
(
푟∑
푗=1
훼ˆ푗(풙)
훼푗
+
훼푗
훼ˆ푗(풙)
− 훼
푃
푗
훼푗
− 훼푗
훼푃푗
)
.
To determine a stationary point, the following equation system has to be solved:
∂
∂훼푗
퐿(휶, 휆) = − 훼ˆ푗(풙)
훼2푗
+
1
훼ˆ푗(풙)
+ 휆
(
− 훼ˆ푗(풙)
훼2푗
+
1
훼ˆ푗(풙)
+
훼푃푗
훼2푗
− 1
훼푃푗
)
= 0 (3.4.18)
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for 푗 = 1, . . . , 푟 and
∂
∂휆
퐿(휶, 휆) =
푟∑
푗=1
훼ˆ푗(풙)
훼푗
+
훼푗
훼ˆ푗(풙)
− 훼
푃
푗
훼푗
− 훼푗
훼푃푗
= 0. (3.4.19)
From equation (3.4.18) and 훼ˆ푗(풙) ∕= 훼푃푗 one obtains
휆 = −
(
− 훼ˆ푗(풙)
훼2푗
+
1
훼ˆ푗(풙)
)(
− 훼ˆ푗(풙)
훼2푗
+
1
훼ˆ푗(풙)
+
훼푃푗
훼2푗
− 1
훼푃푗
)−1
= −
(
− 훼ˆ푗(풙)
2 − 훼2푗
훼2푗 훼ˆ푗(풙)
)(−훼푃푗 (훼ˆ푗(풙)2 − 훼2푗 ) + 훼ˆ푗(풙)(훼푃푗 2 − 훼2푗 )
훼2푗 훼ˆ푗(풙)훼
푃
푗
)−1
=
(훼ˆ푗(풙)
2 − 훼2푗 )훼푃푗
−훼푃푗 훼ˆ푗(풙)2 + 훼ˆ푗(풙)훼푃푗 2 + (훼푃푗 − 훼ˆ푗(풙))훼2푗
=
(훼ˆ푗(풙)
2 − 훼2푗 )훼푃푗
(훼푃푗 − 훼ˆ푗(풙))(훼ˆ푗(풙)훼푃푗 + 훼2푗 )
, 푗 = 1, . . . , 푟.
Substituting 훼푗 with 훼
∗
푗 =
√
훼ˆ푗(풙)훼푃푗 yields
휆∗ =
훼ˆ푗(풙)훼
푃
푗 (훼ˆ푗(풙)− 훼푃푗 )
2훼ˆ푗(풙)훼푃푗 (훼
푃
푗 − 훼ˆ푗(풙))
= −1
2
, 푗 = 1, . . . , 푟.
Plugging in 훼∗푗 =
√
훼ˆ푗(풙)훼푃푗 in equation (3.4.19) yields
∂
∂휆
퐿(휶∗, 휆) =
푟∑
푗=1
⎧⎨⎩ 훼ˆ푗(풙)√훼푃푗 훼ˆ푗(풙) +
√
훼푃푗 훼ˆ푗(풙)
훼ˆ푗(풙)
− 훼
푃
푗√
훼푃푗 훼ˆ푗(풙)
−
√
훼푃푗 훼ˆ푗(풙)
훼푃푗
⎫⎬⎭
=
푟∑
푗=1
⎧⎨⎩
√
훼ˆ푗(풙)√
훼푃푗
+
√
훼푃푗√
훼ˆ푗(풙)
−
√
훼푃푗√
훼ˆ푗(풙)
−
√
훼ˆ푗(풙)√
훼푃푗
⎫⎬⎭ = 0.
That is, if condition (3.4.2) is met on each component, meaning the single summands
of the J-distances are equal each, and not only the whole sums, then equations (3.4.18)
and (3.4.19) are satisfied with 휆∗ = −1
2
. Since the respective Hessian matrix
퐻퐿(⋅,휆∗)(휶) = 푑푖푎푔
(
2
훼ˆ1(풙)
훼31
+ 휆∗
(
2
훼ˆ1(풙)
훼31
− 2훼
푃
1
훼31
)
, . . . , 2
훼ˆ푟(풙)
훼3푟
+ 휆∗
(
2
훼ˆ푟(풙)
훼3푟
− 2훼
푃
푟
훼3푟
))
= 푑푖푎푔
(
2
훼31
[
훼ˆ1(풙)− 1
2
(
훼ˆ1(풙)− 훼푃1
)]
, . . . ,
2
훼3푟
[
훼ˆ푟(풙)− 1
2
(
훼ˆ푟(풙)− 훼푃푟
)])
= 푑푖푎푔
(
1
훼31
[
훼ˆ1(풙) + 훼
푃
1
]
, . . . ,
1
훼3푟
[
훼ˆ푟(풙) + 훼
푃
푟
])
is positive definite for every 휶 ∈ ℝ푟+, it follows from Theorem B.1.2 (ii) that at
휶ˆ
퐸퐷(풙) = 휶∗ = (
√
훼ˆ1(풙)훼푃1 , . . . ,
√
훼ˆ푟(풙)훼푃푟 )
a global minimum subject to the given constraint is attained. Thus, 휶ˆ퐸퐷(풙) is the
solution of the optimization problem (3.4.17).
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Theorem 3.4.4 reveals that the components of a joint vector of the EDE coincide with
the EDEs of a single model parameter each. This result is not self-evident, because
constraint (3.4.2) is not given component by component. To each single parameter it is
less restrictive if additional parameters are involved.
Since the MLEs 훼ˆ1(푿), . . . , 훼ˆ푟(푿) are jointly independent, some of the statements for
the one parameter case of the first SOS may be easily transfered to the multiparameter
case, but it will be seen from the results of our simulations that the rates of improvements
in a single component may be exceeded distinctly by the overall improvement rate for
the whole model parameter vector. Note that the overall improvement is the one of main
interest, because it describes the relationship of the respective distributions themselves.
For the following simulation results we chose the underlying distribution function 퐹
being the cdf of a two parameter Weibull distribution with shape parameter equal to
3/2 and scale parameter equal to 2, that is,
퐹 (푡) = 1− 푒−( 푡2)
3
2
, 푡 > 0.
It is important to note that the particular choice of 퐹 has neither an influence on the
distribution of the MLE 휶ˆ(푿) nor on the J-distance of two SOSs models which are
based on the same underlying 퐹 . Therefore, the EDE 휶ˆ퐸퐷(푿) is also independent of
the particular 퐹 , except for a general proportionality factor for the hazard rate. Aiming
at a more general overview, we included results for the uniformly minimum variance
unbiased estimator (UMVUE) given by (see, e. g., Cramer and Kamps, 2001, p. 320)
푠− 1
푠
휶ˆ(푿)
in our simulations, and compared it with the EDE. The particular form of the UMVUE
is obtainable from the expression of the MLE and the theorem of Lehmann-Scheffe´ (see,
e. g., Shao, 1999, Thm. 3.1, p. 128).
r=2
The first two examples including the first two SOSs shall illustrate the locations of the
estimates graphically, and demonstrate the greater potential for higher dimensions. By
choosing the true parameters and the corresponding pre-estimates according to results
from Subsection 3.4.2 we will see some similarities and some distinctions to the univariate
case. We chose sample size 푠 = 6 for a sequential 3-out-of-4 system based on 퐹 and
the true parameter vector 휶 = (1.3988 , 8.1960)′. The first example was determined by
choice of the pre-estimate 휶푃 = (1 , 1)′. Hence, we have 휶1
휶푃1
≈ 푡∗(6) (cf. Table 3.5) and
휶푃2 ≈ 0.12201휶2, which corresponds to the lower interval limit computed for 푠 = 6 (cf.
Table 3.6). For the described setting, we simulated 100000 observations of the first two
SOSs. Table 3.7 summarizes the results. In fact, the improvement rates over MLE and
pre-estimate for the first component fit to the probabilities given in Table 3.5. Recall
that this improvement is with respect to a corresponding J-distance (or more precisely,
w.r.t. its summands for single parameters). This differs from an improvement in absolute
differences, which is less meaningful, since the J-distance compares the corresponding
distributions instead of the pure parameters. The proportion of improvements for the
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second component over the MLE is only 8.12%. Overall, for the whole vector, it is
11.63%. That is, the bad pre-estimate element for the second component of 휶 led to
worse ED-estimates with larger distances to the true parameter in comparison to ML-
estimates in most of the cases. It can be seen from the figure that the pre-estimate seems
to be further away from the true parameter than most of the ML-estimates. The results
in Table 3.7 reveal that the ED-estimates were always better than the bad pre-estimate.
How ”bad” the pre-estimate is, can be quantified with the corresponding J-distance
퐷퐽(휶,휶
푃 ) ≈ 6.4317, which is much larger than the mean J-distance between the ML-
estimates and 휶. Hence, for this example we found that the pre-estimate is more likely
improved than the MLE.
The mean squared error for the first component of the ED-estimates is much smaller
than the ones of MLE and UMVUE. The mean squared error for the second component
of the ED-estimates is very similar to the MSE of the ML-estimates. That was also
expected due to our particular choice of 휶푃2 .
For our second example, we kept the same settings except for the choice of the second
component of the pre-estimate. With 휶푃2 = 5.8590 ≈ 휶2/푡∗(6) according to the entry
in Table 3.5, one should expect similar rates of improvements for the second component
as for the first one. The results in Table 3.8 confirm this expectation. Interestingly, the
overall proportions of improvement over ML-estimates (76.83%), pre-estimate (84.89%),
and UMVUE (94.58%) are distinctly higher than the ones for the single components
each. This effect becomes larger when more components are involved, as indicated by
the results of the simulations that are discussed in the following.
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0 5 10 15 20 25 30
0
5
10
15
20
25
30
alpha[1]
a
lp
ha
[2]
휶ˆ(풙) 휶푃 UMVUE 휶ˆ퐸퐷(풙)
Proportion of improvement over 0.1163 1.0000 0.0774 –
– for single components 0.60580.0812
0.8175
1.0000
0.8138
0.0513 –
Mean J-distance to 휶 0.3999 6.4317 0.3996 1.2383
Mean estimates ( 1.67929.8361 ) – (
1.3993
8.1968 ) (
1.2638
3.0592 )
Mean squared error ( 0.784826.7830 ) (
0.1590
51.7824 ) (
0.4904
16.7312 ) (
0.1001
26.8644 )
Table 3.7.: Summarized results for 100000 simulated data sets according to SOSs based on a
Weibull distribution with scale parameter 2 and shape parameter equal to 1.5 with
푠 = 6, 푛 = 4, 푟 = 2, 휶 = (1.3988, 8.1960)′, and 휶푃 = (1.0, 1.0)′ . The figure shows
휶 (black) , 휶푃 (blue), 휶ˆ(풙) (red) and 휶ˆ퐸퐷(풙) (green) for 200 data sets.
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0 5 10 15 20 25 30
0
5
10
15
20
25
30
alpha[1]
a
lp
ha
[2]
휶ˆ(풙) 휶푃 UMVUE 휶ˆ퐸퐷(풙)
Proportion of improvement against 0.7683 0.8489 0.9458 –
– for single components 0.60580.6052
0.8175
0.8186
0.8138
0.8136 –
Mean J-distance to 휶 0.3999 0.2274 0.3996 0.1233
Mean estimates ( 1.67929.8361 ) – (
1.3993
8.1968 ) (
1.2638
7.4051 )
Mean squared error ( 0.784826.7830 ) (
0.1590
51.7824 ) (
0.4904
16.7312 ) (
0.1001
3.4236 )
Table 3.8.: Summarized results for 100000 simulated data sets according to SOSs based on a
Weibull distribution with scale parameter 2 and shape parameter equal to 1.5 with
푠 = 6, 푛 = 4, 푟 = 2, 휶 = (1.3988, 8.1960)′, and 휶푃 = (1.0, 5.8590)′ . The figure
shows 휶 (black) , 휶푃 (blue), 휶ˆ(풙) (red) and 휶ˆ퐸퐷(풙) (green) for 200 data sets.
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r=3
Five examples for 푟 = 3 with different pre-estimates and the same simulated data each
are considered in the following. For 푠 = 6, 푛 = 5 and 휶 = (2.0, 3.0, 6.2)′ the pre-
estimates were determined by multiplication of 휶 with the factors 1/2, 1/푡∗(푠), 1, 푡∗(푠),
and 2, respectively, where 푡∗(푠) = 1.3988 for 푠 = 6 according to Table 3.5. That is, the
(rounded) pre-estimates are given by
훼푃1 훼
푃
2 훼
푃
3 results in
(i) 1.0 1.5 3.1 Table 3.9
(ii) 1.4298 2.1447 4.4324 Table 3.10
(iii) 2.0 3.0 6.2 Table 3.11
(iv) 2.7976 4.1964 8.6725 Table 3.12
(v) 4.0 6.0 12.4 Table 3.13
Note that by this particular choice the first and the last as well as the second and the
second last pre-estimates yield equal J-distances to the true parameter, respectively,
that is,
퐷퐽(푆푂푆휶, 푆푂푆휶푃
(푖)
) = 퐷퐽(푆푂푆휶, 푆푂푆휶푃
(푣)
)
and 퐷퐽(푆푂푆휶, 푆푂푆휶푃
(푖푖)
) = 퐷퐽(푆푂푆휶, 푆푂푆휶푃
(푖푣)
).
The results are are summarized in Tables 3.9 to 3.13.
Since every component of all five pre-estimates satisfies to lay in intervals according
to (3.4.16) for sample sizes 푠 = 6 (cf. Table 3.6), it is not surprising that all empir-
ical mean squared error values corresponding to the EDE are smaller than the ones
of the ML-estimates. More interesting are the improvement rates. The single compo-
nents corresponding to one of the five pre-estimates each have very similar improvement
rates to each other. The overall improvement rate for the whole parameter exceeds
the values for the single components. The highest overall improvement rate over ML-
estimates is, of course, achieved with pre-estimate (iii), i.e. 휶푃 = 휶. It is equal to
1, whereas the pre-estimate itself cannot and therefore is never improved by the ED-
estimate. Choice (ii), i.e. 휶푃 = (1/푡∗(푠)) ⋅휶, leads to high improvement rates for both,
ML-estimates (85.2%) as well as pre-estimate (87.8%). That is, for this pre-estimate,
the ED-estimates are better than both of its origins in many cases. By comparison of
Table 3.9 to Table 3.13 as well as Table 3.10 to Table 3.12 it is indicated that for a
given J-distance it is advantageous to underestimate the true parameter vector with the
pre-estimate regarding high improvement rates, because (i) and (ii) yield better results
than (v) and (iv), respectively.
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alpha[1]
 0
alpha[3]
alpha[2]
 5
10
15
20
25
 0
30
 5
10
15
20
25
30
 0
 5 10 15 20 25 30
휶ˆ(풙) 휶푃 UMVUE 휶ˆ퐸퐷(풙)
Proportion of improvement over 0.4928 0.9997 0.5754 –
– for single components
0.3624
0.3621
0.3626
0.9795
0.9795
0.9795
0.4125
0.4120
0.4117
–
Mean J-distance to 휶 0.5997 1.5000 0.6001 0.4221
Mean estimates
(
2.3987
3.5984
7.4394
) (
1.0
1.5
3.1
) (
1.9989
2.9987
6.1994
) (
1.5106
2.2660
4.6840
)
Mean squared error
(
1.5926
3.6111
15.3091
) (
1.0000
2.2500
9.6100
) (
0.9956
2.2590
9.5647
) (
0.3562
0.8019
3.4205
)
Table 3.9.: Summarized results for 100000 simulated data sets according to SOSs based on a
Weibull distribution with scale parameter 2 and shape parameter equal to 1.5 with
푠 = 6, 푛 = 5, 푟 = 3, 휶 = (2.0, 3.0, 6.2)′, and 휶푃 according to choice (i). The figure
shows 휶 (black) , 휶푃 (blue), 휶ˆ(풙) (red) and 휶ˆ퐸퐷(풙) (green) for 500 data sets.
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alpha[1]
 0
alpha[3]
alpha[2]
 5
10
15
20
25
 0
30
 5
10
15
20
25
30
 0
 5 10 15 20 25 30
휶ˆ(풙) 휶푃 UMVUE 휶ˆ퐸퐷(풙)
Proportion of improvement over 0.8521 0.8783 0.9828 –
– for single components
0.6053
0.6056
0.6048
0.8173
0.8171
0.8177
0.8143
0.8138
0.8145
–
Mean J-distance to 휶 0.5997 0.3411 0.6001 0.1853
Mean estimates
(
2.3987
3.5984
7.4394
) (
1.4298
2.1445
4.4324
) (
1.9989
2.9987
6.1994
) (
1.8063
2.7095
5.6008
)
Mean squared error
(
1.5926
3.6111
15.3091
) (
0.3251
0.7315
3.1245
) (
0.9956
2.2590
9.5647
) (
0.2043
0.4606
1.9635
)
Table 3.10.: Summarized results for 100000 simulated data sets according to SOSs based on
a Weibull distribution with scale parameter 2 and shape parameter equal to 1.5
with 푠 = 6, 푛 = 5, 푟 = 3, 휶 = (2.0, 3.0, 6.2)′, and 휶푃 according to choice (ii). The
figure shows 휶 (black) , 휶푃 (blue), 휶ˆ(풙) (red) and 휶ˆ퐸퐷(풙) (green) for 500 data
sets.
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alpha[1]
 0
alpha[3]
alpha[2]
 5
10
15
20
25
 0
30
 5
10
15
20
25
30
 0
 5 10 15 20 25 30
휶ˆ(풙) 휶푃 UMVUE 휶ˆ퐸퐷(풙)
Proportion of improvement over 1.0 0.0 0.9795 –
– for single components
1.0
1.0
1.0
0.0
0.0
0.0
0.8031
0.8025
0.8031
–
Mean J-distance to 휶 0.5997 0.0 0.6001 0.1435
Mean estimates
(
2.3987
3.5984
7.4394
) (
2.0
3.0
6.2
) (
1.9989
2.9987
6.1994
) (
2.1364
3.2045
6.6242
)
Mean squared error
(
1.5926
3.6111
15.3091
) (
0.0
0.0
0.0
) (
0.9956
2.2590
9.5647
) (
0.2520
0.5680
2.4243
)
Table 3.11.: Summarized results for 100000 simulated data sets according to SOSs based on
a Weibull distribution with scale parameter 2 and shape parameter equal to 1.5
with 푠 = 6, 푛 = 5, 푟 = 3, 휶 = (2.0, 3.0, 6.2)′, and 휶푃 according to choice (iii).
The figure shows 휶 (black) , 휶푃 (blue), 휶ˆ(풙) (red) and 휶ˆ퐸퐷(풙) (green) for 500
data sets.
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alpha[1]
 0
alpha[3]
alpha[2]
 5
10
15
20
25
 0
30
 5
10
15
20
25
30
 0
 5 10 15 20 25 30
휶ˆ(풙) 휶푃 UMVUE 휶ˆ퐸퐷(풙)
Proportion of improvement over 0.8440 0.7126 0.7543 –
– for single components
0.6014
0.6003
0.6003
0.7374
0.7382
0.7379
0.5371
0.5370
0.5377
–
Mean J-distance to 휶 0.5997 0.3411 0.6001 0.2750
Mean estimates
(
2.3987
3.5984
7.4394
) (
2.7976
4.1964
8.6726
) (
1.9989
2.9987
6.1994
) (
2.5267
3.7900
7.8345
)
Mean squared error
(
1.5926
3.6111
15.3091
) (
0.6362
1.4314
6.1136
) (
0.9956
2.2590
9.5647
) (
0.6039
1.3602
5.8109
)
Table 3.12.: Summarized results for 100000 simulated data sets according to SOSs based on
a Weibull distribution with scale parameter 2 and shape parameter equal to 1.5
with 푠 = 6, 푛 = 5, 푟 = 3, 휶 = (2.0, 3.0, 6.2)′, and 휶푃 according to choice (iv).
The figure shows 휶 (black) , 휶푃 (blue), 휶ˆ(풙) (red) and 휶ˆ퐸퐷(풙) (green) for 500
data sets.
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alpha[1]
 0
alpha[3]
alpha[2]
 5
10
15
20
25
 0
30
 5
10
15
20
25
30
 0
 5 10 15 20 25 30
휶ˆ(풙) 휶푃 UMVUE 휶ˆ퐸퐷(풙)
Proportion of improvement over 0.3803 0.9742 0.4180 –
– for single components
0.3196
0.3190
0.3190
0.9161
0.9162
0.9158
0.3618
0.3616
0.3613
–
Mean J-distance to 휶 0.5997 1.5000 0.6001 0.6102
Mean estimates
(
2.3987
3.5984
7.4394
) (
4.0
6.0
12.4
) (
1.9989
2.9987
6.1994
) (
3.0213
4.5319
9.3680
)
Mean squared error
(
1.5926
3.6111
15.3091
) (
4.00
9.00
38.44
) (
0.9956
2.2590
9.5647
) (
1.5098
3.3991
14.5250
)
Table 3.13.: Summarized results for 100000 simulated data sets according to SOSs based on
a Weibull distribution with scale parameter 2 and shape parameter equal to 1.5
with 푠 = 6, 푛 = 5, 푟 = 3, 휶 = (2.0, 3.0, 6.2)′, and 휶푃 according to choice (v). The
figure shows 휶 (black) , 휶푃 (blue), 휶ˆ(풙) (red) and 휶ˆ퐸퐷(풙) (green) for 500 data
sets.
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3. Applications
r=8
We close this section with an example involving 푟 = 8 parameters. For this we set
푛 = 10,
휶 = (1.3988, . . . , 1.3988) ≈ (1/푡∗(6), . . . , 1/푡∗(6))′ ∈ ℝ8+ and
휶푃 = (1, . . . , 1)′ ∈ ℝ8+
The remaining setting is retained in comparison to the previous examples, i.e. 푠 = 6 and
a baseline Weibull distribution with scale parameter equal to 2 and shape parameter
equal to 1.5. The findings from the previous examples are confirmed as it can be seen
at the results in Table 3.14.
휶ˆ(풙) 휶푃 UMVUE 휶ˆ퐸퐷(풙)
Proportion of improvement over 0.9784 0.9558 0.9999 –
– for single components
0.6058
0.6058
0.6051
0.6054
0.6049
0.6065
0.6057
0.6071
0.8174
0.8165
0.8181
0.8175
0.8179
0.8173
0.8178
0.8174
0.8140
0.8142
0.8137
0.8140
0.8140
0.8142
0.8139
0.8134
–
Mean J-distance to 휶 1.5994 0.9096 1.5997 0.4939
Mean estimates
⎛⎜⎜⎝
1.6794
1.6768
1.6788
1.6771
1.6789
1.6784
1.6784
1.6791
⎞⎟⎟⎠
⎛⎜⎜⎝
1
1
1
1
1
1
1
1
⎞⎟⎟⎠
⎛⎜⎜⎝
1.3995
1.3973
1.3990
1.3976
1.3991
1.3986
1.3986
1.3992
⎞⎟⎟⎠
⎛⎜⎜⎝
1.2639
1.2630
1.2638
1.2631
1.2637
1.2636
1.2637
1.2639
⎞⎟⎟⎠
Mean squared error
⎛⎜⎜⎝
0.7856
0.7784
0.7825
0.7799
0.7886
0.7816
0.7797
0.7835
⎞⎟⎟⎠
⎛⎜⎜⎝
0.1590
0.1590
0.1590
0.1590
0.1590
0.1590
0.1590
0.1590
⎞⎟⎟⎠
⎛⎜⎜⎝
0.4909
0.4869
0.4889
0.4878
0.4931
0.4885
0.4872
0.4896
⎞⎟⎟⎠
⎛⎜⎜⎝
0.1001
0.1000
0.0999
0.1000
0.1003
0.1000
0.0997
0.0999
⎞⎟⎟⎠
Table 3.14.: Summarized results for 100000 simulated data sets according to SOSs based on a
Weibull distribution with scale parameter 2 and shape parameter equal to 1.5 with
푠 = 6, 푛 = 10, 푟 = 8, 휶 = (1/푡∗(6), . . . , 1/푡∗(6))′ ∈ ℝ8+ and 휶푃 = (1, . . . , 1)′ ∈ ℝ8+.
First of all, the very high improvement rates against all other estimates are to be
noticed. In fact, each of MLE, the pre-estimate itself as well as the UMVUE leads to
estimates being further away from the true distribution in over 95% of the simulated
cases. Of course, the example is constructed to maximize the componentwise improve-
ment rates but it does still indicate the potential of the new estimation method with its
extraordinary high overall improvement rates. Given an appropriate pre-estimate, it is
remarkable that the results indicate a high probability for the EDE being better than
both of the two estimators on which the EDE is based. Considering the other numbers,
one also sees that the mean J-distance corresponding to the EDE is smallest among the
four methods, and the componentwise MSE is also the smallest for the EDE.
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4. Summary
The main objective of this dissertation is to establish an approach to quantify the differ-
ences between various models of ordered random variables, namely the ones included in
generalized order statistics. Therefore, several divergence and distance measures were
derived in Chapter 2, which provides such a quantification.
The considered measures have several common properties, which were also noted in
Chapter 2. For example, it is remarkable that the underlying distribution function 퐹
has no influence on the respective divergences between different models. Moreover, the
crucial items which carry the dissimilarity of the corresponding models are identified
as the parameter ratios on each component. This led to some structural insights about
models that are included in generalized order statistics. Some of the results may be
used for considerations about proper statistical modeling and planning. For example,
the closest models to a given one, which were discussed, enable an alternative modeling
(e.g., OSs instead of SOSs) with approximate models if the latter are more convenient
for one’s purposes. We found that ordinary order statistics can provide good approxi-
mate distributions for the life length of sequential 푘-out-of-푛 systems.
All in all, Chapter 2 provides means in form of the explicit divergences which enable di-
vergence based methods in statistical inference for generalized order statistics. It should
be worthwhile to consider established methods that use divergence measures in a general
setting and to carry them over to generalized order statistics.
In Chapter 3, some explicit statistical inference applications were considered with a focus
on sequential order statistics. It was noted that with each of the divergence measures
multivariate confidence regions can be constructed.
As an example for statistical inference issues which are enabled for models of general-
ized order statistics with the derived divergence measures, Mene´ndez et al. (1997) were
recited. Some corrections and improvements on the original work were given. Moreover,
we compared an asymptotic test provided by Mene´ndez et al. (1997) with an exact one
for a concrete situation with sequential order statistics. At this, we found that for small
samples the exact test is preferable because the type I error probabilities of the asymp-
totic test were much larger than the nominal significance level.
Finally, a new estimation approach was given which makes use of the maximum likeli-
hood estimator and a pre-estimate. By demanding equal distance of the equal distance
estimator to each of both, some kind of averaging is achieved that revealed promising
results. The theoretical findings for the one parameter case, as well as the simulation
study results for higher dimensions, indicate a high potential of equal distance esti-
mation, especially for small sample sizes. The estimation method should be further
examined in general, and for different estimation situations.
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A. Selected Proofs
A.1. Concerning Chapter 2
A.1.1. Proof of Remark 2.1.11
Proof. It is to show
퐷퐽(휸, 흉 ) =
푟∑
푗=1
(
훾푗
휏푗
+
휏푗
훾푗
− 2
)
>
푟∑
푗=1
(
훾푗
훿푗
+
훿푗
훾푗
+
훿푗
휏푗
+
휏푗
훿푗
− 4
)
= 퐷퐽(휸, 휹) +퐷퐽(휹, 흉 )
if 훿푗 ∈ (min{훾푗, 휏푗},max{훾푗, 휏푗}). A sufficient condition is given by corresponding in-
equalities for each of the 푗th summands, 푗 = 1, . . . , 푟. For their differences we find
훾푗
휏푗
+
휏푗
훾푗
− 2−
(
훾푗
훿푗
+
훿푗
훾푗
+
훿푗
휏푗
+
휏푗
훿푗
− 4
)
=
훿푗(훾푗 − 휏푗)2 − 휏푗(훾푗 − 훿푗)2 − 훾푗(훿푗 − 휏푗)2
훾푗휏푗훿푗
=
훿푗(훾푗 − 휏푗)2 + 훿2푗 (−휏푗 − 훾푗) + 4훿푗훾푗휏푗 − 훾2푗 휏푗 − 훾푗휏 2푗
훾푗휏푗훿푗
=
−훿2푗 (훾푗 + 휏푗) + 훿푗(훾푗 + 휏푗)2 − 훾푗휏푗(훾푗 + 휏푗)
훾푗휏푗훿푗
.
Since we have 훾푗, 휏푗 , 훿푗 ∈ ℝ+, the last expression is larger than 0 if and only if
−훿2푗 + 훿푗(훾푗 + 휏푗)− 훾푗휏푗 = −(훿푗 − 훾푗)(훿푗 − 휏푗) > 0.
Clearly, this is exactly the case if 훿푗 ∈ (min{훾푗, 휏푗},max{훾푗, 휏푗}). Thus, we have
훾푗
휏푗
+
휏푗
훾푗
− 2 > 훾푗
훿푗
+
훿푗
훾푗
+
훿푗
휏푗
+
휏푗
훿푗
− 4, 푗 = 1, . . . , 푟.
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A.1.2. Proof of Lemma 2.2.5
Proof. For 푟 = 1 the statement is trivial. Let 푟 ≥ 2 and consider the term ∑푟푗=1 훼푗휶+훼푗
for fixed 휶 = 푐 > 0 as a function of 휶, i. e.
푔푐 : {휶 ∈ ℝ푟≥0 : 휶 = 푐} → ℝ
휶 = (훼1, . . . , 훼푟)
′ 7→
푟∑
푗=1
훼푗
푐+ 훼푗
.
We will show that the maximum of 푔푐 is achieved for 훼1 = . . . = 훼푟 = 푐. Let 휶 ∈ ℝ푟+ be
arbitrary with at least two different components. Without loss of generality let 훼1 < 훼2.
Replacing 훼1 and 훼2 by 훼˜1 = 훼˜2 =
1
2
(훼1 + 훼2) and keeping the other components
unchanged yields
휶˜ = (훼˜1, 훼˜1, 훼3, . . . , 훼푟)
with 휶˜ = 휶 = 푐, but
훼1
푐+ 훼1
+
훼2
푐+ 훼2
=
훼1(푐+ 훼2) + 훼2(푐+ 훼1)
(푐+ 훼1)(푐+ 훼2)
=
푐(훼1 + 훼2) + 2훼1훼2
푐2 + 푐(훼1 + 훼2) + 훼1훼2
=
푐(훼˜1 + 훼˜2) + 2훼1훼2
푐2 + 푐(훼˜1 + 훼˜2) + 훼1훼2
(∗)
<
푐(훼˜1 + 훼˜2) + 2훼˜1훼˜2
푐2 + 푐(훼˜1 + 훼˜2) + 훼˜1훼˜2
=
훼˜1
푐+ 훼˜1
+
훼˜2
푐+ 훼˜2
.
For (∗) it is used that
훼1훼2 = (훼˜1 − 훿)(훼˜1 + 훿) = 훼˜21 − 훿2 = 훼˜1훼˜2 − 훿2 < 훼˜1훼˜2,
where 훿 = 1
2
(훼2−훼1), and that with 푎 = 푐(훼˜1+훼˜2)+2훼1훼2 and 푏 = 푐2+푐(훼˜1+훼˜2)+훼1훼2
we have
푎
푏
<
푎+ 2훿2
푏+ 훿2
⇔ 푎훿2 < 2푏훿2 ⇔ 푎 < 2푏 ⇔ 2푏− 푎 = 2푐2 + 푐(훼˜1 + 훼˜2) > 0.
Since we have shown the inequality above for the first two summands and the other
summands remain unaltered, we found
푔푐(휶˜) > 푔푐(휶).
Obviously, the arbitrarily chosen 휶 cannot be the maximizing argument of 푔푐, which
has to exist due to the compactness of the domain of 푔푐. Hence, we conclude that the
maximum value of 푔푐 is 푔푐((푐, . . . , 푐)
′) =
∑푟
푗=1
푐
푐+푐
= 푟
2
. It follows
∑푟
푗=1
훼푗
휶+훼푗
≤ 푟
2
for
every 휶 ∈ ℝ푟+, since 푐 ∈ ℝ+ was arbitrary.
The second inequality of the lemma is shown analogously in the following by consider-
ation of the function
푔˜푐 : {휶 ∈ ℝ푟≥0 : 휶 = 푐} → ℝ
휶 = (훼1, . . . , 훼푟)
′ 7→
푟∑
푗=1
훼푗
푐+ 훼푗
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for a fixed 푐 ∈ ℝ+. Let 휶 ∈ {휶 ∈ ℝ푟+ : 휶 = 푐} be arbitrary with at least two
components differing from each other, w.l.o.g. 훼1 < 훼2. Set 훼˜1 = 훼˜2 = 2
훼1훼2
훼1+훼2
and
훼˜푗 = 훼푗, 푗 = 3, . . . , 푟. It follows that
훼1
푐+ 훼1
+
훼2
푐+ 훼2
=
푐(훼1 + 훼2) + 2훼1훼2
푐2 + 푐(훼1 + 훼2) + 훼1훼2
=
푐훼1+훼2
훼1훼2
+ 2
푐2
훼1훼2
+ 푐훼1+훼2
훼1훼2
+ 1
=
푐 훼˜1+훼˜2
훼˜1훼˜2
+ 2
푐2
훼1훼2
+ 푐 훼˜1+훼˜2
훼˜1훼˜2
+ 1
(∗)
>
푐 훼˜1+훼˜2
훼˜1훼˜2
+ 2
푐2
훼˜1훼˜2
+ 푐 훼˜1+훼˜2
훼˜1훼˜2
+ 1
=
훼˜1
푐+ 훼˜1
+
훼˜2
푐+ 훼˜2
.
In (∗), it is used that
1
훼˜1훼˜2
=
1
훼˜21
=
1
훼1훼2
(훼1 + 훼2)
2
4훼1훼2︸ ︷︷ ︸
=:ℎ훼2 (훼1)>1
>
1
훼1훼2
,
where the last inequality holds for 훼1 ∕= 훼2 because
ℎ′훼2(훼1) =
8훼21훼2 + 8훼1훼
2
2 − 4훼2(훼21 + 2훼1훼2 + 훼22)
(4훼1훼2)2
=
4훼2
4(훼1훼2)2
(훼21 − 훼22)
⎧⎨⎩
< 0, 훼1 < 훼2
= 0, 훼1 = 훼2
> 0, 훼1 > 훼2
,
yields a minimum of ℎ훼2(훼2) = 1. We found
푔˜푐(휶˜) < 푔˜푐(휶)
and analogous arguments as above yield the second inequality of the lemma.
A.1.3. Proof of Corollary 2.2.8
Proof. For fixed 푐 :=
∑푟−1
푗=1 훼푗 > 0, it suffices to show the inequality for the particular
choice of 휶 as
훼1 = . . . = 훼푟−1 =
푐
푟 − 1 =
1
푟 − 1(푟휶− 훼푟).
This can be seen by similar arguments as in the proof of Lemma 2.2.5. Let 휶 =
( 푐
푟−1 , . . . ,
푐
푟−1 , 훼푟). Then, it is
푟∑
푗=1
훼푗
훼˜ + 훼푗
= (푟 − 1)
푐
푟−1
훼˜ + 푐
푟−1
+
훼푟
훼˜ + 훼푟
=
푐
훼˜ + 푐
푟−1
+
훼푟
훼˜ + 훼푟
!
=
푟
2
.
Since the first 푟 − 1 훼푗’s are kept fixed, the solution 휶퐻 of the last equation can be
interpreted as function of 훼푟. This function is monotonically increasing, which can be
seen as follows. Let 훿 > 0 be an arbitrary number. It is
푐
휶퐻(훼푟) +
푐
푟−1
+
훼푟
휶퐻(훼푟) + 훼푟
=
푟
2
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and
푐
휶퐻(훼푟 + 훿) +
푐
푟−1
+
훼푟 + 훿
휶퐻(훼푟 + 훿) + 훼푟 + 훿
=
푟
2
.
Assume 휶퐻(훼푟 + 훿) ≤ 휶퐻(훼푟), then it is
푐
휶퐻(훼푟 + 훿) +
푐
푟−1
≥ 푐
휶퐻(훼푟) +
푐
푟−1
and
훼푟 + 훿
휶퐻(훼푟 + 훿) + 훼푟 + 훿
>
훼푟
휶퐻(훼푟) + 훼푟
.
This yields the contradiction
푐
휶퐻(훼푟 + 훿) +
푐
푟−1
+
훼푟 + 훿
휶퐻(훼푟 + 훿) + 훼푟 + 훿
>
푟
2
.
Therefore, the assumption has to be false. This implies 휶퐻(훼푟 + 훿) > 휶퐻(훼푟), and
휶퐻(⋅) is strictly increasing in 훼푟. Knowing this property, it is immediate that an upper
bound of 휶퐻 is achieved by letting 훼푟 tend to infinity:
푐
휶퐻(훼푟) +
푐
푟−1
+
훼푟
휶퐻(훼푟) + 훼푟
−−−−→
훼푟→∞
푐
휶퐻
∗ + 푐
푟−1
+ 1 =
푟
2
,
where 휶퐻
∗ = lim훼푟→∞휶퐻(훼푟) < ∞ has to exist, because otherwise the first summand
would tend to zero, whereas the limit of the second summand is not larger than 1, and,
therefore, especially smaller than 푟/2, 푟 ≥ 3. Hence,
휶퐻
∗ =
푐
푟/2− 1 −
푐
푟 − 1 =
2푐
푟 − 2 −
푐
푟 − 1 =
푐(2(푟 − 1)− (푟 − 2))
(푟 − 2)(푟 − 1) =
푟
푟 − 2
1
푟 − 1푐
can be computed. For the special case of 휶 = ( 푐
푟−1 , . . . ,
푐
푟−1 , 훼푟)
′ the inequality
휶퐻 ≤ 푟
(푟 − 2)(푟 − 1)
푟−1∑
푗=1
훼푗
is shown. Since 휶퐻 is maximal in this case subject to the constraint
∑푟−1
푗=1 훼푗 = 푐, every
other choice 휶 = (훼1, . . . , 훼푟)
′ ∈ ℝ푟+ with
∑푟−1
푗=1 훼푗 = 푐 must yield a smaller solution
휶퐻 <
푟
푟 − 2
1
푟 − 1
푟−1∑
푗=1
훼푗 .
This inequality is always valid. The remaining ones, which ensure that the given upper
bound is smaller than 휶, are simple consequences. Because of 훼푟 > 휶, it follows that
not all 훼푗’s can be equal. Hence, it is 휶 < 휶퐻 . Further, we find
푟
(푟 − 2)(푟 − 1)
푟−1∑
푗=1
훼푗 < 휶
⇔ 푟
2
(푟 − 2)(푟 − 1)
푟−1∑
푗=1
훼푗 <
푟∑
푗=1
훼푗
⇔ 푟
2 − 푟2 + 3푟 − 2
(푟 − 2)(푟 − 1)
푟−1∑
푗=1
훼푗 < 훼푟
⇔ 3푟 − 2
(푟 − 2)(푟 − 1)
푟−1∑
푗=1
훼푗 < 훼푟.
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A.2.1. Proof of Remark 3.1.3 (ii)
Let 퐹 be an absolutely continuous distribution function, and 푿(1), . . . ,푿(푠) be an iid
sample of the first 푟 (out of 푛) order statistics based on a distribution
퐹˜ = 1− (1− 퐹 )훼0 , 훼0 > 0,
and 풙(1), . . . ,풙(푠) ∈ ℝ푟 the corresponding observations, where 푿(푖) = (푋(푖)1:푟, . . . , 푋(푖)푟:푟),
푖 = 1, . . . , 푠 and 풙(푖) = (푥
(푖)
1 , . . . , 푥
(푖)
푟 ), 푖 = 1, . . . , 푠. The likelihood and the log-likelihood
functions are given by
퐿(훼0; 푥
(푖)
푗 ; 1 ≤ 푖 ≤ 푠, 1 ≤ 푗 ≤ 푟) =
푠∏
푖=1
푓
푋
(푖)
1:푟,...,푋
(푖)
푟:푟
푂푆훼0
(푥
(푖)
1 , . . . , 푥
(푖)
푟 )
=
푠∏
푖=1
[(
훼푟0
푛!
(푛− 푟)!
)
exp
(
푟∑
푗=1
훼0(푛− 푗 + 1) ln
( 1− 퐹 (푥(푖)푗 )
1− 퐹 (푥(푖)푗−1)
))( 푟∏
푗=1
푓(푥
(푖)
푗 )
1− 퐹 (푥(푖)푗 )
)]
=
푠∏
푖=1
[(
훼푟0
푛!
(푛− 푟)!
)
exp
(
푟∑
푗=1
훼0(푛− 푗 + 1)푇푗(풙(푖))
)
ℎ(풙(푖))
]
and
푙(훼0; 푥
(푖)
푗 ; 1 ≤ 푖 ≤ 푠, 1 ≤ 푗 ≤ 푟) = ln(퐿(훼0; 푥(푖)푗 ; 1 ≤ 푖 ≤ 푠, 1 ≤ 푗 ≤ 푟))
= 푠 ln
(
훼푟0
푛!
(푛− 푟)!
)
+
푠∑
푖=1
[(
푟∑
푗=1
훼0(푛− 푗 + 1)푇푗(풙(푖))
)
+ ln
(
ℎ(풙(푖))
)]
= 푠 ln
(
훼푟0
푛!
(푛− 푟)!
)
+
(
푟∑
푗=1
훼0(푛− 푗 + 1)
푠∑
푖=1
푇푗(풙
(푖))
)
+
푠∑
푖=1
ln
(
ℎ(풙(푖))
)
,
respectively, where 푇푗 and ℎ are defined according to (2.1.9). Considering the derivative,
given by
푙′(훼0; 푥
(푖)
푗 ; 1 ≤ 푖 ≤ 푠, 1 ≤ 푗 ≤ 푟) =
푠푟
훼0
+
(
푟∑
푗=1
(푛− 푗 + 1)
푠∑
푖=1
푇푗(풙
(푖))
)
= 푠푟
(
1
훼0
+
1
푟
(
푟∑
푗=1
(푛− 푗 + 1)
푠
푠∑
푖=1
푇푗(풙
(푖))
))
,
it follows from the monotonicity behavior of 푙 that the MLE of 훼0 is given by
훼ˆ0(푿
(1), . . . ,푿(푠)) =
푟
−∑푟푗=1 (푛−푗+1)푠 ∑푠푖=1 푇푗(푿(푖)) . (A.2.1)
Since the MLE of 휶ˆ = (훼1, . . . , 훼푟)
′ in the model of SOSs is given by (cf. Thm. 3.1.1
and equation (2.1.10))
훼ˆ푗 = − 푠
(푛− 푗 + 1)
(
푠∑
푖=1
푇푗(푿
(푖))
)−1
, 푗 = 1, . . . , 푟,
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(A.2.1) coincides with the harmonic mean of these MLEs, i. e. 훼ˆ0 = 휶ˆ.
A.2.2. Proof of Remark 3.4.1
Proof. For two multivariate normal distributions with mean vectors 흁, 흁˜ ∈ ℝ푟 and the
same covariance matrix Σ > 0 the J-distance is given by (see Kullback, 1959, p. 190)
퐷퐽(푓흁, 푓흁˜) = (흁− 흁˜)′Σ−1(흁− 흁˜) =
푟∑
푖,푗=1
Σ−1푖,푗 (휇푖 − 휇˜푖)(휇푗 − 휇˜푗).
Hence, with the function 푔 : ℝ푟 → ℝ defined by
푔(흁) = (흁− 흁ˆ(풙))′Σ−1(흁− 흁ˆ(풙))− (흁− 흁푃 )′Σ−1(흁− 흁푃 )
the needed constraint for the ED estimation can be expressed as 푔(휇) = 0. First, we
consider minimization of the J-distance (i.e. Approach I) subject to this constraint. An
appropriate Lagrange function is given by
퐿푑(흁, 휆) = 퐷퐽(흁, 흁ˆ(풙)) + 휆
(
퐷퐽(흁, 흁ˆ(풙))−퐷퐽(흁,흁푃 )
)
= (흁− 흁ˆ(풙))′Σ−1(흁− 흁ˆ(풙)) + 휆푔(흁).
Setting the partial derivatives equal to 0, yields the equation system
∂
∂휇푘
퐿푑(흁, 휆) =
∂
∂휇푘
퐷퐽(흁, 흁ˆ(풙)) + 휆
∂
∂휇푘
푔(흁)
= 2
푟∑
푗=1
Σ−1푘,푗(휇푗 − 휇ˆ푗(풙)) + 2휆
(
푟∑
푗=1
Σ−1푘,푗(휇푗 − 휇ˆ푗(풙))−
푟∑
푗=1
Σ−1푘,푗(휇푗 − 휇푃푗 )
)
= 2
푟∑
푗=1
Σ−1푘,푗(휇푗 − 휇ˆ푗(풙)) + 2휆
(
푟∑
푗=1
Σ−1푘,푗(휇
푃
푗 − 휇ˆ푗(풙))
)
= 0, 푘 = 1, . . . , 푟,
and
∂
∂휆
퐿푑(흁, 휆) = (흁− 흁ˆ(풙))′Σ−1(흁− 흁ˆ(풙))− (흁− 흁푃 )′Σ−1(흁− 흁푃 ) = 0.
One of the infinitely many solutions of the latter equation is 흁∗ = 1
2
(흁ˆ(풙) + 흁푃 ), as it
can be seen from
(흁∗ − 흁ˆ(풙))′Σ−1(흁∗ − 흁ˆ(풙)) = (1
2
(흁푃 − 흁ˆ(풙)))′Σ−1(1
2
(흁푃 − 흁ˆ(풙)))
= (
1
2
(흁ˆ(풙)− 흁푃 ))′Σ−1(1
2
(흁ˆ(풙)− 흁푃 ))
= (
1
2
(흁ˆ(풙) + 흁푃 )− 흁푃 )′Σ−1(1
2
(흁ˆ(풙) + 흁푃 )− 흁푃 )
= (흁∗ − 흁푃 )′Σ−1(흁∗ − 흁푃 ).
The other equations are also solved with 흁∗ by setting 휆 = −1/2. Since the Hessian of
퐿푑(⋅, 휆) is given by 2Σ−1 > 0, Theorem B.1.2 yields that at 흁∗ a global minimum subject
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to the constraint is attained. The second part of the assertion is that maximization of
the likelihood subject to the constraint yields the same solution. We have
argmax
흁∈ℝ푟
(
푠∏
푖=1
푓흁(풙
(푖))
)
= argmax
흁∈ℝ푟
ln
(
푠∏
푖=1
푓흁(풙
(푖))
)
= argmax
흁∈ℝ푟
푠∑
푖=1
(
−1
2
(풙(푖) − 흁)′Σ−1(풙(푖) − 흁)
)
We use the Lagrange method once more with the Lagrange function given by
퐿푙(흁, 휆) = −1
2
푠∑
푖=1
(
(풙(푖) − 흁)′Σ−1(풙(푖) − 흁))+ 휆푔(흁).
Here, the partial derivatives for 푘 = 1, . . . , 푟 are given by
∂
∂휇푘
퐿푙(흁, 휆) =
(
1
2
푠∑
푖=1
2
푟∑
푗=1
Σ−1푘,푗(푥
(푖)
푗 − 휇푗)
)
+ 휆
∂
∂휇푘
푔(흁)
=
(
푟∑
푗=1
Σ−1푘,푗(
푠∑
푖=1
(
푥
(푖)
푗 − 휇푗
)
)
)
+ 휆
∂
∂휇푘
푔(흁)
=
(
푟∑
푗=1
Σ−1푘,푗(푠푥푗 − 푠휇푗)
)
+ 휆
∂
∂휇푘
푔(흁)
=
(
푟∑
푗=1
Σ−1푘,푗(푠휇ˆ푗(풙)− 푠휇푗)
)
+ 휆
∂
∂휇푘
푔(흁)
and
∂
∂휆
퐿푙(흁, 휆) = (흁− 흁ˆ(풙))′Σ−1(흁− 흁ˆ(풙))− (흁− 흁푃 )′Σ−1(흁− 흁푃 ).
Setting these derivatives equal to 0 yields an equation system which is solved for 흁∗ =
1
2
(흁ˆ(풙) + 흁푃 ) and 휆 = 푠/4. The Hessian is −푠Σ−1 < 0, and Theorem B.1.2 yields the
assertion.
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B.1. Optimization Subject to Equality Constraints
First, we mention a well-known necessary condition for a local extreme of a function
(see, e.g., Voxman and Goetschel, 1981, pp. 225/226).
Theorem B.1.1 (Lagrange Multipliers)
Let 퐷 ⊆ ℝ푟 be an open set and 푓 : 퐷 → ℝ, 푔 = (푔1, . . . , 푔푚)′ : 퐷 → ℝ푚 (푚 < 푟)
be continuously differentiable functions. Let there exist a local extreme point 풙∗ of 푓
subject to the condition 푔(풙) = 0, and let the Jacobian matrix
퐷푔(풙∗) =
⎛⎜⎝
∂푔1(풙∗)
∂푥1
. . . ∂푔1(풙
∗)
∂푥푟
...
. . .
...
∂푔푚(풙∗)
∂푥1
. . . ∂푔푚(풙
∗)
∂푥푟
⎞⎟⎠
be of full rank, i.e., rank(퐷푔(풙∗)) = 푚. Then there exist 푚 numbers 휆1, . . . , 휆푚 (La-
grange multipliers) such that the equation
∇
(
푓(풙) +
푚∑
푗=1
휆푗푔푗(풙)
)∣∣
풙=풙∗
= 0
holds.
Next, we note a simple but useful theorem about global optimality subject to equality
constraints. It uses nice properties of convex (concave) functions with respect to global
minimums (maximums) (cf., e.g., Jongen et al., 2004, pp. 49 ff) and the approach of a
Lagrangian method (see, e.g., Ledermann and Vajda, 1961, Thm. 15.3.1, p. 644).
Theorem B.1.2
Let 퐷 ⊆ ℝ푟 be a convex set and 푓 : 퐷 → ℝ, 푔 = (푔1, . . . , 푔푚)′ : 퐷 → ℝ푚 be continuously
differentiable functions defining the optimization problem
푓(풙)→ max (→ min)
s.t. 푔푖(풙) = 0 for 푖 = 1, . . . ,푚, 푚 < 푟
(B.1.1)
and the Lagrange function
퐿(풙,흀) = 푓(풙) +
푚∑
푖=1
휆푖푔푖(풙).
Further, let a solution (풙∗,흀∗) of ∇퐿(풙,흀) = 0 exist. Then it holds
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(i) 퐻퐿(⋅,흀∗)(풙∗) < 0 ⇒ a local maximum for (B.1.1) is attained at 풙∗.
퐻퐿(⋅,흀∗)(풙∗) > 0 ⇒ a local minimum for (B.1.1) is attained at 풙∗.
(ii) 퐻퐿(⋅,흀∗)(풙) < 0 ∀풙 ∈ 퐷 ⇒ a global maximum for (B.1.1) is attained at 풙∗.
퐻퐿(⋅,흀∗)(풙) > 0 ∀풙 ∈ 퐷 ⇒ a global minimum for (B.1.1) is attained at 풙∗.
Proof. We only prove the first assertion in (ii). Under the given conditions 퐿∗(⋅) =
퐿(⋅, 휆∗) is a concave function on 퐷 with a unique maximizing 풙∗. It follows for all
풙 ∈ 퐷
푓(풙∗) = 퐿(풙∗,흀∗) = 퐿∗(풙∗) ≥ 퐿∗(풙) = 퐿(풙,흀∗) = 푓(풙) +
푚∑
푖=1
휆∗푖 푔푖(풙) (B.1.2)
For every 풙 ∈ 퐷 with 푔푖(풙) = 0 for 푖 = 1, . . . ,푚, this yields 푓(풙∗) ≥ 푓(풙).
B.2. Taylor’s Expansion and Continuous Mapping Theorem
In the next theorem, we note Taylor’s formula (cf., e.g., Fulks, 1961, Thm. 10.5b, p. 230)
Theorem B.2.1 (Taylor’s expansion)
Let Ψ ⊂ ℝ푟 be open, 휓 ∈ Ψ and 흃 ∈ ℝ푟 such that for all 0 ≤ 휆 ≤ 1 it is 흍 + 휆흃 ∈ Ψ.
If 퐷 : Ψ→ ℝ is a (푛+ 1) times continuously differentiable function, then there exists a
휃 ∈ [0, 1] such that
퐷(흍 + 흃) =
∑
∣흂∣≤푛
∂흂퐷(흍)
흂!
흃흂 +
∑
∣흂∣=푛+1
∂흂퐷(흍 + 휃흃)
흂!
흃흂 ,
where the following notations are used
흂 = (휈1, . . . , 휈푟) ∈ ℕ푟0, ∣흂∣ = 휈1 + . . .+ 휈푟, 흂! =
푟∏
푖=1
휈푖! ,
∂흂퐷 =
∂∣흂∣퐷
∂휈1 . . . ∂휈푟
, and 흃흂 =
푟∏
푖=1
휉휈푖푖 .
For this work only the cases 푛 = 1, 2 are of interest.
Corollary B.2.2
Given the situation from Theorem. B.2.1 and setting 흍ˆ = 흍 + 흃 there exist values
휃1, 휃2 ∈ [0, 1] such that it is
퐷(흍ˆ) = 퐷(흍) +∇퐷(흍)′(흍ˆ −흍) +
∑
∣흂∣=2
∂흂퐷(흍 + 휃1흃)
흂!
(흍ˆ −흍)흂 ,
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and
퐷(흍ˆ) = 퐷(흍) +∇퐷(흍)′(흍ˆ −흍) + 1
2
(흍ˆ −흍)′퐻퐷(흍)(흍ˆ −흍)
+
∑
∣흂∣=3
∂흂퐷(흍 + 휃2흃)
흂!
(흍ˆ −흍)흂 .
Another statement that is used in Chapter 3 is the continuous mapping theorem (see,
e.g., Lehmann and Romano, 2005, Thm. 11.2.13, p. 435).
Theorem B.2.3 (Continuous Mapping Theorem)
Suppose 푿(푠)
푑→ 푿 as 푠 → ∞. Let 푔 : ℝ푟 → ℝ푚 be a measurable mapping and 퐶 the
set of points in ℝ푟 for which 푔 is continuous. If 푃 (푿 ∈ 퐶) = 1, then 푔(푿(푠)) 푑→ 푔(푿)
as 푠→∞.
B.3. Asymptotic Normality of MLEs when Sampling from
Associated Populations
In this section, a few assertions are mentioned which explain the asymptotic normality
used in Section 3.3. For proofs of the assertions see the given references.
Bradley and Gart (1962) stated a very useful theorem for the derivations in Subsec-
tion 3.3.2 regarding the asymptotic normality of MLEs. In the following we briefly
display this result in the form as it is used in this work. Let 푓푖,흍, 푖 = 1, . . . , 푡, denote den-
sity functions belonging to distributions of random vectors푿 푖, 푖 = 1, . . . , 푡, respectively,
with values in a region 푅푖 not dependent on the parameter vector 흍 = (휓1, . . . , 휓퐾).
Let 풙푖1, . . . ,풙푖푠푖 be 푠푖 independent observation vectors of 푿 푖, 푖 = 1, . . . , 푡. The joint
likelihood function is given by
퐿(흍) =
푡∏
푖=1
푠푖∏
푗=1
푓푖,흍(풙푖푗).
Assumptions I
(i) For almost all 풙푖 ∈ 푅푖 and for all 흍 ∈ Ψ, the logarithmic derivatives
∂ ln 푓푖,흍
∂휓푎
,
∂2 ln 푓푖,흍
∂휓푎∂휓푏
,
∂3 ln 푓푖,흍
∂휓푎∂휓푏∂휓푐
exist for 푎, 푏, 푐 = 1, . . . , 퐾, 푖 = 1, . . . , 푡.
(ii) For almost all 풙푖 ∈ 푅푖, and for all 흍 ∈ Ψ and 푎, 푏, 푐 = 1, . . . , 퐾, 푖 = 1, . . . , 푡, it is∣∣∣∣∂푓푖,흍∂휓푎
∣∣∣∣ < 퐹푖푎(풙푖), ∣∣∣∣ ∂2푓푖,흍∂휓푎∂휓푏
∣∣∣∣ < 퐹푖푎푏(풙푖), ∣∣∣∣ ∂3 ln 푓푖,흍∂휓푎∂휓푏∂휓푐
∣∣∣∣ < 퐻푖푎푏푐(풙푖),
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where 퐹푖푎 and 퐹푖푎푏 are integrable over 푅푖 and∫
푅푖
퐻푖푎푏푐(풙푖)푓푖,흍(풙푖)푑휇(풙푖) < 푀푖
for positive constants 푀푖, 푖 = 1, . . . , 푡.
(iii) For all 흍 ∈ Ψ, the matrix 푱 = (퐽푎푏(흍))푎푏 with
퐽푎푏(흍) =
푡∑
푖=1
푠푖
푠
∫
푅푖
∂ ln 푓푖,흍(풙푖)
∂휓푎
∂ ln 푓푖,흍(풙푖)
∂휓푏
푓푖,흍(풙푖)푑휇(풙푖)
is positive definite with finite determinant, where 푠 =
∑푡
푖=1 푠푖.
Theorem B.3.1 (Bradley and Gart (1962), Thm. 1 (i) and (iv))
Let 휆푖 =
푠푖
푠
be constant for 푖 = 1, . . . , 푡. Let 흍0 be the vector of true parameter values
and 흍ˆ be the vector of corresponding MLEs. Under Assumptions I the sequence of the
MLE vectors is consistent for 흍0, i.e. 흍ˆ
푝→ 흍0, and further it is
√
푠(흍ˆ −흍0) 푑→ 풩퐾(0,푱−10 ), as 푠푖, 푠→∞,
where
푱0 =
[
푡∑
푖=1
휆푖퐸
(
∂ ln 푓푖,흍(푿 푖)
∂휓푎
∂ ln 푓푖,흍(푿 푖)
∂휓푏
) ∣∣∣
흍=흍0
]
1≤푎,푏≤퐾
= −
[
푡∑
푖=1
휆푖퐸
(
∂2 ln 푓푖,흍(푿 푖)
∂휓푎∂휓푏
) ∣∣∣
흍=흍0
]
1≤푎,푏≤퐾
∈ ℝ퐾×퐾 .
This result requires some slight transformation to become the form used in Section 3.3.
Therefore, we mention a multivariate version of Slutsky’s theorem (cf., e.g., Lehmann,
1999, p. 283, Thm. 5.1.6).
Theorem B.3.2 (Slutsky’s Theorem)
If
(푋
(푠)
1 , . . . , 푋
(푠)
퐾 )
푑→ (푋1, . . . , 푋퐾), 푠→∞,
and if 퐴
(푠)
푖 and 퐵
(푠)
푖 (푖 = 1, . . . , 퐾) are random variables which tend in probability to
constants 푎푖 and 푏푖 (for 푠→∞), respectively, then it is
(
퐴
(푠)
1 + 퐵
(푠)
1 푋
(푠)
1 , . . . , 퐴
(푠)
퐾 + 퐵
(푠)
퐾 푋
(푠)
퐾
)
푑→ (푎1 + 푏1푋1, . . . , 푎퐾 + 푏퐾푋퐾) , 푠→∞.
Setting 퐴
(푠)
푖 ≡ 0 and 퐵(푠)푖 ≡
√∏푡
푖=1
푠푖
푠
it follows from the two theorems above.
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Corollary B.3.3
Given the situation from Theorem B.3.1, we have√∏푡
푗=1 푠푖
푠푡−1
(흍ˆ −흍0) 푑→ 풩퐾(0,
(
푡∏
푖=1
휆푖
)
푱−10 ), as 푠푖, 푠→∞,
where((
푡∏
푖=1
휆푖
)
푱−10
)−1
=
(
푡∏
푗=1
1
휆푖
)[
푡∑
푖=1
휆푖퐸
(
∂ ln 푓푖,흍(푿 푖)
∂휓푎
∂ ln 푓푖,흍(푿 푖)
∂휓푏
) ∣∣∣
흍=흍0
]
1≤푎,푏≤퐾
= −
(
푡∏
푖=1
1
휆푖
)[
푡∑
푖=1
휆푖퐸
(
∂2 ln 푓푖,흍(푿 푖)
∂휓푎∂휓푏
) ∣∣∣
흍=흍0
]
1≤푎,푏≤퐾
∈ ℝ퐾×퐾 .
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C.1. Tables
C.1.1. Tables for Divergences between OSs and RVs
The following tables contain computed values of divergences and distances between OSs
and RVs, for which alternative formulas were derived in Example 2.2.1 (p. 22).
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푟
푛
1
2
3
4
5
6
7
8
9
1
0
2
0
3
0
4
0
5
0
6
0
7
0
2
0
.3
1
0
.3
1
-
-
-
-
-
-
-
-
-
-
-
-
-
-
3
0
.9
0
1
.2
1
1
.2
1
-
-
-
-
-
-
-
-
-
-
-
-
-
4
1
.6
1
2
.5
2
2
.8
2
2
.8
2
-
-
-
-
-
-
-
-
-
-
-
-
5
2
.3
9
4
.0
0
4
.9
1
5
.2
1
5
.2
1
-
-
-
-
-
-
-
-
-
-
-
6
3
.2
1
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C.1.2. Quantile Tables concerning Section 3.2
In the following, empirical 0.9 and 0.95 quantiles of the distributions considered in
Section 3.2 for selected values of 푟 and 푠 are listed. Each value is based on a simulation
with one million pseudo random samples.
푟
푠
2 3 4 5 10 15 20 25
2 1.245 1.688 2.097 2.493 4.316 6.020 7.677 9.288
3 0.811 1.099 1.365 1.623 2.808 3.913 4.991 6.044
4 0.601 0.814 1.010 1.201 2.079 2.901 3.697 4.474
5 0.476 0.646 0.802 0.954 1.651 2.302 2.936 3.551
6 0.394 0.535 0.667 0.791 1.370 1.910 2.432 2.941
7 0.336 0.458 0.570 0.675 1.168 1.631 2.077 2.514
8 0.294 0.399 0.497 0.590 1.020 1.423 1.813 2.194
9 0.260 0.354 0.440 0.522 0.904 1.262 1.607 1.946
10 0.234 0.317 0.395 0.469 0.813 1.134 1.444 1.748
15 0.155 0.211 0.263 0.311 0.539 0.752 0.957 1.160
20 0.116 0.157 0.196 0.233 0.403 0.563 0.717 0.867
25 0.093 0.126 0.157 0.1861 0.322 0.449 0.572 0.693
50 0.046 0.063 0.078 0.093 0.160 0.224 0.285 0.345
75 0.031 0.042 0.052 0.062 0.107 0.149 0.190 0.230
100 0.023 0.031 0.039 0.046 0.080 0.112 0.142 0.172
Table C.5.: 0.90-quantiles for 퐷퐾퐿(휶ˆ(푿),휶)
푟
푠
2 3 4 5 10 15 20 25
2 1.616 2.109 2.557 2.984 4.938 6.741 8.486 10.174
3 1.052 1.373 1.665 1.945 3.215 4.393 5.515 6.612
4 0.778 1.016 1.233 1.442 2.383 3.252 4.085 4.904
5 0.619 0.807 0.981 1.144 1.890 2.583 3.242 3.890
6 0.512 0.669 0.811 0.949 1.567 2.143 2.690 3.224
7 0.437 0.572 0.693 0.810 1.339 1.830 2.299 2.755
8 0.382 0.498 0.604 0.706 1.169 1.596 2.005 2.401
9 0.339 0.442 0.538 0.625 1.036 1.415 1.776 2.131
10 0.305 0.397 0.482 0.562 0.930 1.270 1.597 1.914
15 0.202 0.263 0.320 0.373 0.617 0.842 1.059 1.268
20 0.151 0.197 0.239 0.279 0.462 0.630 0.791 0.950
25 0.120 0.157 0.191 0.223 0.369 0.503 0.632 0.758
50 0.060 0.078 0.095 0.111 0.184 0.251 0.315 0.378
75 0.040 0.052 0.063 0.074 0.122 0.167 0.210 0.252
100 0.030 0.039 0.048 0.055 0.092 0.125 0.157 0.189
Table C.6.: 0.95-quantiles for 퐷퐾퐿(휶ˆ(푿),휶)
142
C.1. Tables
푟
푠
2 3 4 5 10 15 20 25
2 3.147 4.723 6.214 7.697 14.379 20.547 26.401 32.104
3 1.515 2.206 2.870 3.494 6.291 8.841 11.252 13.596
4 0.960 1.381 1.779 2.153 3.829 5.368 6.812 8.208
5 0.688 0.989 1.264 1.529 2.708 3.780 4.797 5.778
6 0.535 0.764 0.978 1.176 2.075 2.894 3.670 4.416
7 0.434 0.620 0.790 0.950 1.670 2.332 2.961 3.563
8 0.365 0.519 0.661 0.794 1.398 1.947 2.473 2.982
9 0.316 0.446 0.567 0.682 1.198 1.671 2.121 2.557
10 0.277 0.391 0.497 0.596 1.049 1.460 1.856 2.238
15 0.173 0.241 0.305 0.365 0.639 0.891 1.132 1.369
20 0.126 0.174 0.219 0.262 0.458 0.639 0.814 0.981
25 0.099 0.136 0.171 0.204 0.357 0.498 0.633 0.765
50 0.048 0.065 0.082 0.097 0.169 0.236 0.300 0.363
75 0.031 0.043 0.053 0.064 0.110 0.154 0.196 0.238
100 0.023 0.032 0.040 0.047 0.082 0.115 0.146 0.177
Table C.7.: 0.90-quantiles for 퐷퐾퐿(휶, 휶ˆ(푿))
푟
푠
2 3 4 5 10 15 20 25
2 5.533 7.853 9.958 11.912 20.858 28.606 35.977 42.993
3 2.472 3.421 4.249 5.028 8.460 11.410 14.205 16.827
4 1.504 2.060 2.542 3.008 4.971 6.686 8.313 9.868
5 1.064 1.434 1.776 2.081 3.434 4.626 5.738 6.799
6 0.808 1.090 1.342 1.584 2.594 3.505 4.341 5.145
7 0.650 0.876 1.072 1.262 2.072 2.799 3.473 4.122
8 0.540 0.725 0.891 1.045 1.719 2.319 2.887 3.422
9 0.460 0.619 0.758 0.889 1.465 1.975 2.458 2.926
10 0.403 0.537 0.659 0.773 1.273 1.718 2.139 2.551
15 0.242 0.322 0.395 0.464 0.764 1.035 1.292 1.540
20 0.172 0.229 0.280 0.328 0.543 0.737 0.921 1.099
25 0.134 0.178 0.217 0.254 0.420 0.570 0.714 0.852
50 0.063 0.083 0.102 0.119 0.196 0.267 0.335 0.401
75 0.041 0.054 0.066 0.077 0.128 0.174 0.219 0.262
100 0.031 0.040 0.049 0.057 0.095 0.129 0.162 0.194
Table C.8.: 0.95-quantiles for 퐷퐾퐿(휶, 휶ˆ(푿))
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푟
푠
2 3 4 5 10 15 20 25
2 4.289 6.295 8.183 10.063 18.503 26.327 33.763 41.027
3 2.273 3.238 4.161 5.029 8.981 12.606 16.082 19.439
4 1.531 2.154 2.744 3.300 5.831 8.180 10.391 12.546
5 1.149 1.609 2.032 2.446 4.305 6.010 7.656 9.237
6 0.921 1.282 1.622 1.940 3.404 4.751 6.039 7.288
7 0.767 1.065 1.343 1.604 2.806 3.922 4.991 6.022
8 0.658 0.910 1.144 1.369 2.393 3.337 4.250 5.133
9 0.576 0.795 0.998 1.191 2.082 2.909 3.697 4.467
10 0.511 0.705 0.884 1.055 1.845 2.572 3.276 3.957
15 0.329 0.451 0.566 0.672 1.170 1.632 2.077 2.514
20 0.243 0.332 0.414 0.493 0.856 1.195 1.524 1.839
25 0.192 0.263 0.328 0.389 0.676 0.943 1.201 1.452
50 0.094 0.128 0.160 0.190 0.329 0.458 0.584 0.706
75 0.062 0.085 0.105 0.125 0.217 0.303 0.386 0.467
100 0.046 0.063 0.079 0.094 0.162 0.226 0.288 0.349
Table C.9.: 0.90-quantiles for 퐷퐽(휶ˆ(푿),휶)
푟
푠
2 3 4 5 10 15 20 25
2 7.022 9.829 12.346 14.707 25.478 34.926 43.949 52.508
3 3.436 4.696 5.809 6.858 11.492 15.566 19.433 23.110
4 2.219 3.004 3.693 4.364 7.233 9.789 12.214 14.566
5 1.639 2.188 2.697 3.156 5.235 7.098 8.857 10.543
6 1.288 1.720 2.110 2.484 4.090 5.566 6.933 8.259
7 1.063 1.416 1.730 2.033 3.359 4.563 5.695 6.789
8 0.905 1.199 1.468 1.720 2.844 3.860 4.830 5.753
9 0.785 1.041 1.271 1.487 2.463 3.346 4.185 4.997
10 0.698 0.919 1.123 1.313 2.171 2.951 3.692 4.418
15 0.441 0.578 0.706 0.826 1.366 1.859 2.329 2.786
20 0.321 0.423 0.515 0.601 0.997 1.356 1.700 2.035
25 0.253 0.333 0.405 0.473 0.783 1.066 1.338 1.600
50 0.123 0.161 0.196 0.229 0.379 0.516 0.647 0.776
75 0.081 0.107 0.129 0.151 0.249 0.341 0.428 0.512
100 0.061 0.079 0.096 0.112 0.186 0.254 0.319 0.382
Table C.10.: 0.95-quantiles for 퐷퐽(휶ˆ(푿),휶)
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푟
푠
2 3 4 5 10 15 20 25
2 0.803 0.912 0.990 1.051 1.224 1.306 1.351 1.376
3 0.648 0.746 0.820 0.879 1.068 1.175 1.245 1.292
4 0.556 0.643 0.711 0.766 0.952 1.066 1.145 1.203
5 0.494 0.573 0.635 0.686 0.864 0.978 1.061 1.124
6 0.449 0.521 0.579 0.627 0.796 0.907 0.990 1.055
7 0.414 0.482 0.535 0.580 0.740 0.848 0.931 0.996
8 0.386 0.450 0.500 0.542 0.695 0.800 0.880 0.946
9 0.363 0.423 0.471 0.511 0.657 0.759 0.837 0.901
10 0.344 0.401 0.446 0.484 0.625 0.723 0.800 0.863
15 0.280 0.326 0.363 0.395 0.513 0.597 0.665 0.723
20 0.242 0.282 0.314 0.341 0.445 0.520 0.582 0.633
25 0.216 0.252 0.281 0.305 0.398 0.467 0.523 0.571
50 0.152 0.177 0.198 0.215 0.282 0.332 0.373 0.409
75 0.124 0.145 0.161 0.176 0.231 0.272 0.306 0.336
100 0.107 0.125 0.140 0.152 0.200 0.235 0.265 0.291
Table C.11.: 0.90-quantiles for 퐷퐻,2(휶ˆ(푿),휶)
푟
푠
2 3 4 5 10 15 20 25
2 0.918 1.011 1.077 1.126 1.270 1.334 1.368 1.387
3 0.748 0.838 0.904 0.957 1.124 1.217 1.276 1.316
4 0.642 0.725 0.787 0.839 1.009 1.111 1.183 1.234
5 0.571 0.646 0.705 0.753 0.919 1.024 1.100 1.158
6 0.518 0.588 0.643 0.689 0.847 0.953 1.030 1.090
7 0.477 0.543 0.594 0.638 0.790 0.893 0.971 1.032
8 0.445 0.507 0.555 0.596 0.743 0.843 0.920 0.981
9 0.418 0.477 0.523 0.561 0.702 0.800 0.875 0.937
10 0.397 0.451 0.495 0.532 0.668 0.762 0.836 0.897
15 0.321 0.366 0.403 0.434 0.549 0.631 0.698 0.753
20 0.276 0.316 0.348 0.374 0.477 0.550 0.610 0.661
25 0.247 0.282 0.310 0.335 0.427 0.494 0.549 0.596
50 0.174 0.199 0.219 0.236 0.302 0.351 0.392 0.428
75 0.142 0.162 0.178 0.193 0.247 0.288 0.322 0.351
100 0.123 0.140 0.154 0.167 0.214 0.249 0.279 0.305
Table C.12.: 0.95-quantiles for 퐷퐻,2(휶ˆ(푿),휶)
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C.1.3. Tables of (approximated) areas/volumes of simulated confidence regions
for Subsection 3.2.2
Column descriptions:
(1) rectangular region (3.2.1), (2)퐷퐾퐿(휶ˆ(푿), 휶˜), (3)퐷푟퐾퐿(휶ˆ(푿), 휶˜), (4)퐷퐽(휶ˆ(푿), 휶˜),
(5) 퐷퐻,2(휶ˆ(푿), 휶˜).
훼ˆ1 훼ˆ2 (1) (2) (3) (4) (5) 훼ˆ1 훼ˆ2 (1) (2) (3) (4) (5)
0.559 0.896 0.75 0.75 1.18 0.88 0.88 0.802 1.886 2.26 2.26 3.54 2.65 2.65
0.715 0.772 0.82 0.83 1.30 0.97 0.97 1.293 1.212 2.34 2.35 3.68 2.75 2.75
0.649 0.986 0.96 0.96 1.50 1.12 1.12 1.125 1.397 2.35 2.35 3.69 2.76 2.76
0.510 1.322 1.01 1.01 1.58 1.19 1.18 1.242 1.274 2.36 2.37 3.71 2.77 2.77
0.700 1.016 1.06 1.06 1.67 1.25 1.25 1.447 1.104 2.38 2.38 3.74 2.81 2.81
0.599 1.224 1.09 1.09 1.71 1.29 1.29 1.567 1.050 2.45 2.46 3.85 2.89 2.88
0.694 1.069 1.11 1.11 1.74 1.30 1.30 1.169 1.421 2.48 2.48 3.90 2.92 2.92
0.655 1.157 1.13 1.13 1.78 1.33 1.33 0.990 1.709 2.53 2.54 3.97 2.98 2.98
0.540 1.499 1.21 1.21 1.89 1.42 1.42 0.816 2.090 2.55 2.55 4.00 2.99 2.99
1.178 0.701 1.23 1.24 1.94 1.46 1.46 0.822 2.091 2.57 2.57 4.03 3.02 3.02
0.913 0.901 1.23 1.23 1.93 1.45 1.45 1.394 1.239 2.58 2.58 4.05 3.03 3.03
1.022 0.827 1.26 1.27 1.99 1.49 1.49 1.381 1.261 2.60 2.60 4.08 3.06 3.05
0.759 1.116 1.26 1.26 1.99 1.49 1.49 1.527 1.158 2.64 2.64 4.15 3.11 3.11
0.981 0.884 1.29 1.30 2.04 1.53 1.53 1.500 1.194 2.67 2.68 4.20 3.15 3.14
0.822 1.096 1.34 1.35 2.11 1.59 1.58 1.274 1.475 2.81 2.81 4.41 3.31 3.30
0.655 1.379 1.35 1.35 2.12 1.59 1.59 1.055 1.822 2.87 2.88 4.52 3.39 3.39
0.575 1.574 1.35 1.36 2.12 1.59 1.59 0.894 2.170 2.90 2.90 4.55 3.41 3.41
0.645 1.417 1.36 1.37 2.14 1.60 1.60 1.292 1.510 2.91 2.92 4.58 3.43 3.43
0.612 1.558 1.42 1.43 2.23 1.67 1.67 0.838 2.369 2.96 2.97 4.66 3.49 3.49
0.697 1.400 1.46 1.46 2.28 1.72 1.72 1.194 1.736 3.09 3.10 4.87 3.65 3.65
0.879 1.145 1.50 1.51 2.36 1.77 1.77 1.147 1.814 3.11 3.12 4.89 3.66 3.66
0.976 1.060 1.55 1.55 2.42 1.82 1.82 1.256 1.666 3.12 3.14 4.91 3.68 3.68
0.647 1.641 1.58 1.58 2.48 1.86 1.86 1.567 1.413 3.31 3.31 5.19 3.89 3.89
1.464 0.727 1.59 1.60 2.50 1.88 1.87 1.684 1.345 3.38 3.39 5.31 3.98 3.98
0.844 1.287 1.62 1.62 2.55 1.91 1.91 1.283 1.776 3.40 3.41 5.35 4.01 4.01
0.545 1.995 1.62 1.62 2.55 1.91 1.91 0.755 3.063 3.45 3.47 5.44 4.07 4.07
0.959 1.154 1.65 1.66 2.60 1.94 1.94 1.094 2.120 3.46 3.47 5.45 4.08 4.08
1.081 1.055 1.70 1.71 2.67 2.01 2.01 2.094 1.113 3.48 3.47 5.46 4.08 4.08
1.125 1.012 1.70 1.70 2.67 2.01 2.00 1.168 2.077 3.62 3.63 5.70 4.27 4.27
1.293 0.888 1.71 1.73 2.69 2.02 2.02 1.859 1.311 3.64 3.64 5.71 4.28 4.28
0.813 1.463 1.78 1.78 2.79 2.09 2.09 2.350 1.091 3.83 3.82 6.01 4.50 4.49
1.178 1.020 1.79 1.80 2.81 2.11 2.11 1.893 1.364 3.86 3.86 6.06 4.53 4.53
0.799 1.497 1.79 1.79 2.80 2.10 2.10 1.178 2.334 4.11 4.12 6.45 4.84 4.84
0.559 2.149 1.79 1.79 2.82 2.11 2.11 2.375 1.197 4.24 4.24 6.67 4.99 4.99
1.212 1.005 1.82 1.82 2.86 2.14 2.14 1.498 1.898 4.25 4.26 6.67 5.00 5.00
0.792 1.566 1.85 1.85 2.91 2.18 2.18 1.389 2.086 4.33 4.34 6.80 5.09 5.09
0.728 1.735 1.88 1.88 2.96 2.21 2.21 1.238 2.437 4.50 4.51 7.07 5.30 5.30
0.971 1.320 1.91 1.92 3.01 2.25 2.25 1.294 2.434 4.70 4.71 7.38 5.54 5.53
1.118 1.153 1.92 1.93 3.02 2.27 2.26 1.932 1.673 4.83 4.84 7.59 5.68 5.68
1.136 1.154 1.96 1.96 3.07 2.30 2.30 1.697 1.928 4.89 4.90 7.68 5.75 5.75
1.085 1.220 1.98 1.98 3.10 2.33 2.33 1.123 2.965 4.97 4.98 7.80 5.85 5.85
0.986 1.360 2.00 2.00 3.15 2.35 2.35 1.708 2.068 5.27 5.28 8.28 6.21 6.21
1.344 1.010 2.03 2.02 3.18 2.38 2.38 1.619 2.192 5.30 5.31 8.32 6.24 6.23
0.919 1.508 2.07 2.07 3.26 2.44 2.44 3.043 1.212 5.51 5.52 8.67 6.49 6.49
1.404 0.990 2.07 2.07 3.26 2.44 2.44 1.193 3.155 5.62 5.62 8.82 6.61 6.61
1.011 1.386 2.09 2.09 3.29 2.46 2.46 1.689 2.255 5.69 5.69 8.92 6.69 6.69
1.444 1.000 2.16 2.16 3.39 2.54 2.54 2.148 1.935 6.21 6.22 9.74 7.31 7.30
0.905 1.606 2.17 2.18 3.42 2.56 2.56 1.783 2.390 6.36 6.37 9.98 7.49 7.48
0.963 1.536 2.21 2.21 3.48 2.60 2.60 3.190 1.458 6.95 6.96 10.93 8.20 8.19
1.210 1.239 2.24 2.24 3.51 2.63 2.63 2.027 2.383 7.21 7.22 11.31 8.48 8.47
Table C.13.: 푠 = 10, 푟 = 2, ML-estimates for true parameter 휶 = (1, 1.33)′ with resulting
(approximated) areas of confidence regions
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훼ˆ1 훼ˆ2 훼ˆ3 (1) (2) (3) (4) (5) 훼ˆ1 훼ˆ2 훼ˆ3 (1) (2) (3) (4) (5)
0.623 0.778 1.730 1.96 1.80 3.98 2.39 2.39 1.014 1.155 2.376 6.52 6.07 13.54 8.10 8.07
0.665 0.783 1.627 1.98 1.82 4.00 2.39 2.38 0.633 2.222 2.013 6.63 6.14 13.45 8.10 8.06
0.621 1.034 1.626 2.45 2.21 4.92 3.00 2.98 1.427 1.054 1.936 6.82 6.50 13.96 8.49 8.45
0.431 1.047 2.405 2.54 2.39 5.20 3.08 3.08 1.429 0.813 2.512 6.84 6.50 13.88 8.57 8.53
0.852 0.750 1.935 2.89 2.63 5.93 3.53 3.52 1.262 1.489 1.556 6.85 6.35 14.04 8.40 8.39
0.698 0.978 1.815 2.90 2.69 5.85 3.46 3.45 1.420 1.149 1.792 6.85 6.49 14.07 8.51 8.50
0.800 0.937 1.741 3.06 2.84 6.26 3.72 3.72 1.061 1.279 2.200 6.99 6.55 14.46 8.73 8.70
1.265 0.933 1.115 3.08 2.98 6.44 3.90 3.90 1.170 0.906 2.833 7.03 6.57 14.45 8.65 8.64
0.853 0.980 1.578 3.09 2.88 6.33 3.82 3.82 0.767 1.679 2.368 7.14 6.66 14.63 8.85 8.85
0.788 1.190 1.468 3.22 3.00 6.49 3.94 3.92 1.021 1.015 3.072 7.45 6.89 15.22 9.14 9.14
0.639 1.184 1.821 3.22 2.94 6.49 3.84 3.82 0.777 1.824 2.249 7.46 6.97 15.37 9.28 9.26
0.764 1.487 1.235 3.29 3.05 6.70 3.93 3.93 0.683 1.380 3.392 7.48 6.92 15.35 9.23 9.15
0.797 1.122 1.579 3.31 3.09 6.69 4.06 4.06 0.956 2.253 1.525 7.69 7.07 15.67 9.22 9.19
0.909 1.109 1.480 3.49 3.26 7.08 4.25 4.24 1.194 1.638 1.744 7.99 7.49 16.46 9.80 9.79
0.630 0.961 2.524 3.58 3.36 7.20 4.31 4.31 1.206 0.979 2.927 8.09 7.61 16.62 9.90 9.85
0.821 1.116 1.708 3.67 3.37 7.43 4.52 4.49 1.312 1.290 2.094 8.30 7.79 17.00 10.27 10.20
0.681 1.196 1.941 3.71 3.34 7.49 4.46 4.45 0.775 1.615 2.832 8.30 7.84 16.97 10.21 10.22
0.653 1.356 1.842 3.82 3.44 7.58 4.54 4.53 0.897 1.521 2.633 8.41 7.92 17.44 10.52 10.47
0.974 1.345 1.308 4.01 3.76 8.12 4.98 4.95 1.122 1.557 2.088 8.54 8.05 17.58 10.53 10.50
0.848 0.846 2.428 4.08 3.78 8.21 5.00 4.99 1.139 1.701 1.947 8.84 8.33 18.11 10.96 10.94
1.006 1.105 1.589 4.13 3.85 8.41 5.14 5.13 1.206 1.060 3.024 9.06 8.48 18.59 11.21 11.19
0.645 1.405 1.962 4.17 3.80 8.35 5.04 5.03 1.154 1.690 2.017 9.21 8.72 18.88 11.41 11.40
0.948 0.892 2.113 4.18 3.87 8.61 5.16 5.13 0.906 1.393 3.220 9.51 8.97 19.44 11.67 11.65
0.762 0.985 2.464 4.33 4.01 8.84 5.21 5.24 1.135 1.821 1.967 9.52 8.92 19.42 11.81 11.78
0.619 1.344 2.262 4.41 4.05 8.97 5.41 5.40 1.067 1.394 2.807 9.78 9.25 20.22 12.19 12.15
0.823 1.074 2.140 4.43 4.10 9.06 5.36 5.36 1.353 1.058 2.992 10.03 9.43 20.43 12.45 12.40
0.732 1.624 1.619 4.51 4.11 9.10 5.45 5.43 1.682 1.270 2.050 10.25 9.73 20.97 12.73 12.73
1.270 0.927 1.637 4.51 4.33 9.30 5.63 5.62 1.487 1.753 1.680 10.26 9.51 21.03 12.63 12.61
1.253 1.136 1.418 4.73 4.48 9.80 5.87 5.86 1.243 1.947 1.819 10.31 9.67 21.03 12.74 12.71
1.246 1.123 1.492 4.89 4.64 10.12 6.12 6.11 0.925 1.656 2.925 10.50 9.97 21.44 13.07 13.02
0.742 1.351 2.089 4.90 4.46 10.01 5.94 5.92 0.994 1.557 2.901 10.52 9.95 21.63 13.10 13.09
1.381 1.088 1.403 4.93 4.67 10.24 6.13 6.15 1.212 1.670 2.245 10.64 10.06 21.85 13.16 13.12
0.767 1.386 2.061 5.13 4.68 10.48 6.21 6.21 1.241 1.004 3.658 10.68 9.99 21.84 13.00 13.03
0.837 2.065 1.282 5.19 4.80 10.34 6.18 6.15 1.074 2.175 1.990 10.88 10.20 22.23 13.39 13.31
1.140 1.810 1.128 5.45 5.03 10.94 6.56 6.56 1.375 1.663 2.050 10.98 10.34 22.50 13.63 13.61
0.826 1.010 2.801 5.48 5.02 11.22 6.55 6.55 1.854 1.232 2.063 11.04 10.56 22.67 13.78 13.79
1.136 1.033 1.994 5.48 5.20 11.23 6.78 6.79 1.045 1.754 2.658 11.41 10.88 23.20 14.08 14.05
0.796 1.386 2.129 5.50 5.05 11.25 6.71 6.69 0.952 1.798 2.962 11.87 11.28 24.19 14.62 14.60
1.255 1.374 1.371 5.54 5.14 11.36 6.80 6.77 0.664 3.130 2.496 12.15 11.25 24.50 14.72 14.70
0.982 0.942 2.602 5.64 5.25 11.59 6.92 6.91 1.586 2.749 1.198 12.23 11.19 24.73 14.74 14.74
0.766 1.745 1.833 5.74 5.28 11.76 6.89 6.86 1.156 2.127 2.225 12.81 12.10 26.06 15.83 15.84
1.008 0.927 2.663 5.83 5.49 11.96 7.15 7.12 1.563 1.489 2.403 13.10 12.42 27.06 16.32 16.33
0.758 1.524 2.156 5.83 5.38 11.96 7.09 7.06 1.147 2.342 2.237 14.07 13.22 28.40 17.22 17.24
1.022 1.300 1.880 5.85 5.55 12.03 7.17 7.14 0.636 1.785 6.095 16.21 14.97 32.95 19.79 19.77
1.595 0.717 2.248 6.03 5.79 12.32 7.42 7.42 1.630 0.944 4.544 16.37 15.29 33.23 19.89 19.86
1.411 1.110 1.648 6.05 5.74 12.55 7.47 7.45 0.803 3.326 2.630 16.45 15.34 33.29 20.08 20.03
1.328 1.769 1.104 6.07 5.57 12.22 7.34 7.30 1.636 2.021 2.452 18.99 18.00 38.66 23.54 23.47
1.261 1.029 2.010 6.11 5.75 12.52 7.64 7.63 1.727 1.478 3.263 19.51 18.40 40.01 24.14 24.10
0.715 1.026 3.645 6.26 5.71 12.79 7.57 7.57 1.097 3.677 2.288 21.61 19.84 43.93 26.36 26.31
0.911 1.306 2.322 6.47 6.05 13.39 7.95 7.92 1.556 1.094 5.629 22.43 20.82 45.99 27.53 27.44
Table C.14.: 푠 = 10, 푟 = 3, ML-estimates for true parameter 휶 = (1, 1.33, 2)′ with resulting
(approximated) volumes of confidence regions
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C. Tables and Notations
훼ˆ1 훼ˆ2 훼ˆ3 훼ˆ4 (1) (2) (3) (4) (5)
0.730 0.724 1.246 3.584 9.07 7.26 22.93 10.80 10.74
0.696 1.064 1.712 2.868 13.98 10.59 34.75 16.15 16.06
0.716 1.051 1.236 4.453 15.93 12.58 39.65 18.40 18.49
0.674 1.673 1.457 2.559 16.16 12.55 40.19 19.45 19.24
0.919 0.990 1.963 2.403 16.51 13.00 41.03 18.91 18.85
0.731 1.172 1.685 2.979 16.54 12.82 41.00 19.63 19.27
0.769 0.967 1.997 2.936 16.77 12.70 42.29 20.05 19.90
0.790 1.286 1.294 3.367 17.03 13.27 42.08 19.84 19.81
1.231 1.401 0.980 2.655 17.24 14.08 42.08 21.01 20.83
0.729 0.906 2.900 2.614 19.28 16.06 48.53 22.75 22.84
1.290 1.074 1.206 3.118 20.04 15.25 49.22 23.68 23.59
0.651 1.367 1.385 4.238 20.07 15.79 49.52 24.49 24.31
0.864 1.179 1.709 3.178 21.28 17.47 51.77 25.21 24.97
0.597 1.405 2.137 3.108 21.41 17.80 53.60 25.42 25.39
0.778 1.719 1.986 2.167 22.15 18.07 56.99 27.01 26.98
0.591 1.837 1.894 2.990 23.62 19.09 60.36 27.22 27.16
0.711 1.053 2.373 3.606 24.66 19.36 61.68 29.80 29.62
1.145 0.909 2.225 2.931 26.11 20.92 65.79 32.32 32.14
0.836 1.477 2.077 2.651 26.14 21.25 64.80 31.84 31.60
1.018 1.357 1.577 3.329 27.90 22.21 68.88 32.71 32.50
1.435 1.307 1.661 2.359 28.25 23.92 72.75 34.87 34.84
0.821 1.485 1.940 3.196 29.06 24.10 72.15 34.96 35.02
0.717 1.329 1.428 5.593 29.28 23.41 73.56 35.62 35.50
0.926 1.453 1.568 3.622 29.38 23.80 72.66 35.14 34.99
0.801 1.374 1.593 4.483 30.24 24.10 73.89 37.22 36.80
1.122 1.783 1.565 2.516 30.31 25.06 76.47 35.98 35.65
1.081 1.157 1.364 4.708 30.88 25.06 76.47 37.16 37.07
0.786 1.090 3.324 2.912 31.91 26.08 79.50 38.51 38.45
0.885 1.965 2.450 1.981 32.44 28.39 83.31 40.85 40.49
0.951 1.203 2.035 3.694 33.09 26.71 83.01 39.50 39.29
0.739 0.986 1.664 7.145 33.35 28.09 85.45 42.17 42.05
1.078 1.303 1.747 3.561 33.61 26.17 84.55 38.75 38.42
0.962 1.791 1.533 3.372 34.22 27.13 86.62 41.15 41.06
0.556 2.140 1.870 4.094 35.02 28.87 88.75 44.15 43.76
1.191 1.437 1.528 3.535 35.53 28.72 89.59 42.05 42.11
1.016 1.642 1.420 3.942 35.89 28.54 88.99 42.71 42.62
1.379 0.898 3.244 2.421 37.38 31.03 93.85 46.01 46.07
1.174 2.271 1.737 2.100 37.40 31.72 94.36 46.70 46.61
0.685 2.076 2.189 3.157 37.81 30.52 97.36 47.15 46.76
1.843 1.332 1.653 2.437 38.03 32.26 95.74 48.47 47.93
0.760 1.194 2.119 5.282 39.09 31.78 99.88 47.54 47.54
0.878 1.515 2.222 3.506 39.86 32.47 100.96 47.66 47.33
1.375 1.451 2.004 2.597 39.94 33.46 102.43 48.89 48.59
0.977 0.945 2.636 4.401 41.20 33.85 105.43 50.96 51.05
0.671 2.429 1.376 4.777 41.21 33.22 102.04 48.65 48.71
0.813 1.228 2.052 5.455 43.00 35.32 107.80 51.74 51.89
1.061 2.602 1.268 3.274 44.08 35.77 110.63 53.21 53.06
1.449 1.268 2.316 2.704 44.26 36.71 112.28 55.79 55.85
1.437 1.166 2.051 3.407 45.01 37.04 114.86 55.31 55.31
0.790 1.921 1.664 4.747 46.07 37.58 114.77 56.27 56.15
Table C.15.: 푠 = 10, 푟 = 4 (part I/II), ML-estimates for true parameter 휶 = (1, 1.33, 2, 3.5)′
with resulting (approximated) volumes of confidence regions
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C.1. Tables
훼ˆ1 훼ˆ2 훼ˆ4 훼ˆ4 (1) (2) (3) (4) (5)
1.090 1.708 1.619 4.017 46.61 37.70 115.79 56.96 56.78
1.309 1.426 2.508 2.608 47.00 39.53 120.26 58.46 58.52
1.003 1.540 3.232 2.501 47.99 40.13 123.38 59.48 59.45
1.040 1.282 2.588 3.622 48.07 39.02 121.52 58.37 57.68
1.295 1.231 1.225 6.407 48.11 39.62 119.27 57.59 57.68
0.493 2.285 1.930 5.754 48.14 41.15 122.42 60.51 59.93
0.638 2.821 1.632 4.300 48.54 41.15 122.84 58.82 58.70
0.680 1.386 3.005 4.526 49.25 40.37 124.76 58.97 59.30
2.532 1.418 1.613 2.218 49.38 42.53 123.68 60.60 60.42
0.688 2.369 1.926 4.134 49.89 41.69 126.08 61.71 61.20
0.729 1.334 3.154 4.279 50.47 41.36 129.17 60.51 60.42
1.112 1.103 1.956 5.468 50.47 41.72 126.92 62.25 62.22
0.974 1.894 3.068 2.336 50.85 43.01 131.78 63.57 63.54
1.088 2.389 1.319 3.965 52.28 42.29 131.45 63.96 63.87
1.048 0.559 3.080 7.559 52.47 46.22 137.67 69.00 69.00
0.874 2.289 2.121 3.230 52.69 43.73 134.97 65.25 65.01
1.625 1.131 2.146 3.682 55.85 47.00 140.82 68.76 68.49
1.223 1.292 1.949 4.780 56.62 47.27 140.04 68.91 69.09
0.981 2.441 2.388 2.587 56.90 48.29 149.52 71.82 71.28
1.916 0.904 2.344 3.656 57.08 48.32 145.05 71.01 70.56
1.062 1.421 2.810 3.552 57.91 47.42 148.08 70.20 69.66
1.221 1.129 2.241 5.000 59.42 50.45 149.37 72.84 72.90
1.518 0.963 2.710 4.030 61.41 51.08 153.36 75.78 75.36
1.353 1.045 2.434 4.793 63.44 54.53 159.37 78.09 78.24
1.087 1.125 2.765 4.952 64.41 53.90 162.82 78.69 78.60
1.253 1.126 2.777 4.322 65.11 54.29 163.18 80.79 80.40
0.607 2.308 2.748 4.414 65.35 55.73 165.19 83.16 82.68
0.985 1.216 3.293 4.463 67.71 55.16 173.02 81.84 81.45
1.146 1.191 3.628 3.563 67.87 55.28 171.76 83.37 82.77
1.021 1.590 2.509 4.766 74.64 62.22 189.32 90.76 90.19
1.837 1.458 2.806 2.612 75.48 63.60 190.28 93.10 92.98
0.773 1.192 3.274 6.509 75.54 64.35 198.05 93.91 93.76
1.228 1.423 2.504 4.561 76.77 64.47 192.92 94.69 94.57
0.891 1.761 1.934 6.632 77.37 64.86 196.19 93.52 93.40
1.396 1.975 2.075 3.730 82.10 67.98 209.07 100.24 99.82
0.960 1.613 2.884 4.977 85.47 70.68 217.50 104.11 104.23
0.780 2.744 1.848 5.787 88.01 73.26 222.03 106.45 105.76
0.867 1.430 3.225 5.851 89.99 74.82 232.60 112.10 112.16
1.289 1.682 1.742 6.555 95.24 79.98 244.69 116.18 115.67
1.083 2.236 1.786 5.855 97.38 79.71 248.38 119.48 119.18
0.596 2.571 2.086 8.149 100.18 85.06 253.94 124.73 124.25
0.998 1.920 6.202 2.262 103.33 88.33 263.96 128.48 128.18
1.182 1.158 3.039 8.498 135.97 114.62 346.94 168.37 167.71
1.403 1.599 3.567 4.634 142.59 117.65 360.63 173.02 173.14
1.197 2.514 2.714 4.591 144.22 119.51 368.16 177.52 177.46
2.038 2.550 2.841 2.767 157.09 132.02 399.44 195.32 194.27
1.096 2.398 2.532 6.142 157.27 132.12 401.99 195.95 195.32
1.130 2.725 2.552 8.145 246.17 208.89 625.67 306.40 304.87
1.660 2.206 4.625 4.326 281.74 234.55 709.11 343.73 342.35
1.746 1.498 4.434 6.828 304.54 253.34 764.30 372.88 372.40
Table C.16.: 푠 = 10, 푟 = 4 (part I/II), ML-estimates for true parameter 휶 = (1, 1.33, 2, 3.5)′
with resulting (approximated) volumes of confidence regions
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C. Tables and Notations
훼ˆ1 훼ˆ2 (1) (2) (3) (4) (5) 훼ˆ1 훼ˆ2 (1) (2) (3) (4) (5)
0.838 0.971 0.25 0.24 0.26 0.24 0.24 0.748 1.868 0.42 0.41 0.44 0.42 0.42
0.823 1.076 0.27 0.26 0.28 0.27 0.27 1.052 1.332 0.42 0.41 0.44 0.42 0.42
0.742 1.219 0.27 0.26 0.29 0.27 0.27 1.049 1.310 0.42 0.40 0.43 0.41 0.41
0.794 1.210 0.29 0.28 0.30 0.29 0.29 1.025 1.366 0.42 0.41 0.44 0.42 0.42
0.912 1.093 0.30 0.29 0.31 0.30 0.30 0.932 1.492 0.42 0.41 0.44 0.42 0.42
0.812 1.203 0.30 0.28 0.31 0.29 0.29 1.070 1.327 0.43 0.41 0.45 0.43 0.43
0.816 1.266 0.31 0.30 0.33 0.31 0.31 1.028 1.372 0.43 0.41 0.44 0.42 0.42
0.815 1.285 0.32 0.31 0.33 0.31 0.31 0.933 1.518 0.43 0.41 0.45 0.43 0.43
0.828 1.272 0.32 0.31 0.33 0.32 0.32 0.975 1.540 0.45 0.44 0.47 0.45 0.45
0.849 1.264 0.32 0.31 0.34 0.32 0.32 1.035 1.448 0.45 0.44 0.47 0.45 0.45
0.924 1.184 0.33 0.32 0.34 0.33 0.33 1.168 1.281 0.45 0.44 0.47 0.45 0.45
0.801 1.369 0.33 0.32 0.35 0.33 0.33 1.100 1.350 0.45 0.43 0.47 0.45 0.45
0.844 1.302 0.33 0.32 0.35 0.33 0.33 1.080 1.376 0.45 0.43 0.47 0.45 0.45
1.048 1.041 0.33 0.32 0.34 0.33 0.33 1.226 1.216 0.45 0.43 0.47 0.45 0.45
1.079 1.028 0.34 0.32 0.35 0.33 0.33 0.997 1.492 0.45 0.43 0.47 0.45 0.45
0.963 1.172 0.34 0.33 0.35 0.34 0.34 0.941 1.609 0.46 0.44 0.48 0.46 0.46
0.929 1.209 0.34 0.33 0.35 0.34 0.34 0.941 1.620 0.46 0.45 0.48 0.46 0.46
0.878 1.289 0.34 0.33 0.36 0.34 0.34 1.130 1.354 0.46 0.45 0.48 0.46 0.46
0.839 1.375 0.35 0.34 0.36 0.35 0.35 1.149 1.328 0.46 0.45 0.48 0.46 0.46
0.908 1.283 0.35 0.34 0.37 0.35 0.35 1.053 1.470 0.47 0.45 0.49 0.46 0.46
1.082 1.074 0.35 0.34 0.37 0.35 0.35 1.130 1.365 0.47 0.45 0.49 0.46 0.46
1.074 1.067 0.35 0.33 0.36 0.34 0.34 0.930 1.684 0.47 0.46 0.49 0.47 0.47
1.049 1.096 0.35 0.33 0.36 0.34 0.34 1.148 1.354 0.47 0.45 0.49 0.47 0.47
0.908 1.278 0.35 0.34 0.37 0.35 0.35 0.972 1.587 0.47 0.45 0.49 0.46 0.46
0.783 1.461 0.35 0.33 0.36 0.34 0.34 1.216 1.279 0.47 0.45 0.49 0.47 0.47
0.982 1.175 0.35 0.34 0.36 0.35 0.35 0.878 1.789 0.48 0.46 0.50 0.47 0.47
0.788 1.446 0.35 0.33 0.36 0.34 0.34 1.008 1.565 0.48 0.46 0.50 0.47 0.47
1.083 1.093 0.36 0.35 0.37 0.36 0.36 1.137 1.396 0.48 0.46 0.50 0.48 0.48
0.933 1.294 0.37 0.35 0.38 0.36 0.36 1.180 1.343 0.48 0.46 0.50 0.48 0.48
1.175 1.033 0.37 0.35 0.38 0.36 0.36 0.994 1.609 0.48 0.47 0.50 0.48 0.48
1.024 1.205 0.37 0.36 0.39 0.37 0.37 1.270 1.266 0.49 0.47 0.51 0.48 0.48
1.061 1.172 0.38 0.36 0.39 0.37 0.37 1.099 1.487 0.49 0.48 0.51 0.49 0.49
0.988 1.320 0.39 0.38 0.41 0.39 0.39 1.274 1.260 0.49 0.47 0.50 0.48 0.48
0.919 1.386 0.39 0.37 0.40 0.38 0.38 1.155 1.401 0.49 0.47 0.51 0.49 0.49
0.892 1.437 0.39 0.37 0.40 0.39 0.39 1.032 1.555 0.49 0.47 0.51 0.48 0.48
0.963 1.339 0.39 0.38 0.41 0.39 0.39 0.981 1.696 0.50 0.49 0.53 0.50 0.50
0.996 1.303 0.39 0.38 0.41 0.39 0.39 1.235 1.331 0.50 0.48 0.52 0.49 0.49
1.031 1.252 0.39 0.38 0.41 0.39 0.39 1.105 1.538 0.51 0.50 0.54 0.51 0.51
0.938 1.389 0.39 0.38 0.41 0.39 0.39 1.163 1.438 0.51 0.49 0.53 0.50 0.50
1.024 1.272 0.39 0.38 0.41 0.39 0.39 0.968 1.739 0.51 0.49 0.53 0.51 0.51
1.101 1.179 0.39 0.38 0.41 0.39 0.39 1.170 1.437 0.51 0.49 0.53 0.51 0.51
1.078 1.229 0.40 0.39 0.42 0.40 0.40 1.109 1.556 0.52 0.50 0.54 0.52 0.52
0.921 1.433 0.40 0.39 0.42 0.40 0.40 1.134 1.536 0.53 0.51 0.55 0.52 0.52
1.155 1.150 0.40 0.39 0.42 0.40 0.40 1.137 1.589 0.55 0.53 0.57 0.54 0.54
1.098 1.207 0.40 0.39 0.42 0.40 0.40 1.178 1.530 0.55 0.52 0.57 0.54 0.54
0.927 1.429 0.40 0.39 0.42 0.40 0.40 1.254 1.488 0.56 0.54 0.59 0.56 0.56
1.038 1.286 0.40 0.39 0.42 0.40 0.40 1.151 1.637 0.57 0.55 0.59 0.57 0.57
0.974 1.405 0.41 0.40 0.43 0.41 0.41 1.406 1.471 0.63 0.60 0.65 0.62 0.62
1.109 1.231 0.41 0.40 0.43 0.41 0.41 1.350 1.547 0.63 0.61 0.66 0.63 0.63
0.907 1.509 0.41 0.40 0.43 0.41 0.41 1.176 1.891 0.67 0.65 0.70 0.67 0.67
Table C.17.: 푠 = 50, 푟 = 2, ML-estimates for true parameter 휶 = (1, 1.33)′ with resulting
(approximated) areas of confidence regions
150
C.1. Tables
훼ˆ1 훼ˆ2 훼ˆ3 (1) (2) (3) (4) (5) 훼ˆ1 훼ˆ2 훼ˆ3 (1) (2) (3) (4) (5)
0.967 0.974 1.802 0.36 0.32 0.37 0.34 0.34 0.855 1.500 2.117 0.58 0.51 0.59 0.54 0.54
0.881 1.191 1.630 0.36 0.32 0.37 0.34 0.34 0.796 1.543 2.222 0.58 0.51 0.59 0.54 0.54
0.761 1.427 1.613 0.37 0.33 0.38 0.35 0.35 0.959 1.171 2.479 0.59 0.52 0.59 0.54 0.54
0.907 1.292 1.526 0.38 0.33 0.38 0.35 0.35 0.968 1.501 1.899 0.59 0.52 0.60 0.55 0.55
0.904 1.188 1.646 0.38 0.33 0.38 0.35 0.35 1.007 1.432 1.912 0.59 0.52 0.59 0.55 0.55
0.857 1.112 1.914 0.39 0.34 0.39 0.36 0.36 1.132 1.273 1.930 0.59 0.52 0.60 0.55 0.55
0.747 1.355 1.854 0.40 0.35 0.40 0.37 0.37 1.097 1.475 1.748 0.60 0.53 0.61 0.56 0.56
1.002 1.253 1.499 0.40 0.35 0.41 0.37 0.37 0.778 1.711 2.117 0.60 0.53 0.61 0.56 0.56
0.826 1.078 2.117 0.40 0.35 0.40 0.37 0.37 1.007 1.188 2.348 0.60 0.52 0.60 0.55 0.55
0.897 1.278 1.742 0.43 0.37 0.43 0.39 0.39 0.847 1.262 2.722 0.62 0.54 0.62 0.57 0.57
0.839 1.093 2.215 0.43 0.38 0.43 0.40 0.40 1.092 1.300 2.085 0.63 0.55 0.63 0.58 0.58
0.796 1.262 2.024 0.43 0.38 0.43 0.40 0.40 1.055 1.436 1.967 0.63 0.56 0.64 0.59 0.59
0.724 1.581 1.792 0.44 0.39 0.44 0.41 0.41 0.953 1.432 2.164 0.63 0.55 0.63 0.58 0.58
1.076 1.130 1.715 0.44 0.39 0.45 0.41 0.41 0.897 1.204 2.836 0.65 0.57 0.65 0.60 0.60
0.857 1.286 1.869 0.44 0.39 0.44 0.41 0.41 1.060 1.326 2.185 0.65 0.57 0.66 0.60 0.60
0.971 1.008 2.157 0.45 0.40 0.45 0.42 0.42 0.816 1.509 2.461 0.65 0.57 0.65 0.60 0.60
1.051 1.077 1.859 0.45 0.40 0.45 0.42 0.42 1.115 1.569 1.778 0.66 0.58 0.67 0.61 0.61
1.001 1.650 1.307 0.46 0.40 0.46 0.42 0.42 1.057 1.397 2.107 0.66 0.58 0.67 0.61 0.61
0.824 1.302 2.110 0.48 0.42 0.48 0.44 0.44 1.283 1.332 1.854 0.67 0.59 0.68 0.62 0.62
0.922 1.373 1.795 0.48 0.43 0.49 0.45 0.45 1.219 1.482 1.756 0.68 0.59 0.68 0.62 0.62
1.071 1.026 2.064 0.48 0.42 0.49 0.45 0.45 1.110 1.408 2.058 0.68 0.61 0.69 0.64 0.64
0.807 1.367 2.041 0.48 0.42 0.48 0.45 0.45 1.008 1.614 2.000 0.69 0.61 0.70 0.65 0.65
1.214 1.186 1.608 0.49 0.44 0.50 0.46 0.46 1.281 1.080 2.343 0.69 0.61 0.70 0.64 0.64
1.172 1.339 1.476 0.49 0.43 0.49 0.46 0.46 1.147 1.522 1.877 0.70 0.62 0.70 0.65 0.65
1.010 1.102 2.082 0.49 0.43 0.49 0.45 0.45 1.169 1.275 2.210 0.70 0.62 0.71 0.65 0.65
0.918 1.343 1.870 0.49 0.43 0.50 0.46 0.46 1.128 1.357 2.138 0.70 0.61 0.70 0.65 0.65
0.743 1.274 2.453 0.49 0.43 0.50 0.46 0.46 0.803 1.800 2.354 0.72 0.64 0.73 0.67 0.67
0.994 0.978 2.371 0.49 0.43 0.50 0.46 0.46 1.052 1.223 2.631 0.72 0.63 0.72 0.67 0.66
1.078 1.209 1.791 0.50 0.44 0.50 0.46 0.46 1.021 1.542 2.173 0.73 0.64 0.74 0.68 0.68
0.962 1.300 1.871 0.50 0.44 0.50 0.46 0.46 1.263 1.529 1.803 0.74 0.65 0.74 0.68 0.68
0.749 1.281 2.435 0.50 0.44 0.50 0.46 0.46 1.153 1.335 2.249 0.74 0.65 0.74 0.68 0.68
0.957 1.347 1.859 0.51 0.45 0.52 0.48 0.48 1.264 1.364 2.032 0.75 0.66 0.75 0.70 0.70
0.978 1.253 1.947 0.51 0.45 0.51 0.47 0.47 1.101 1.556 2.086 0.76 0.67 0.77 0.71 0.71
0.796 1.474 2.065 0.52 0.46 0.52 0.48 0.48 1.230 1.429 2.095 0.78 0.69 0.79 0.73 0.73
0.882 1.098 2.530 0.52 0.46 0.52 0.48 0.48 1.458 1.216 2.132 0.80 0.71 0.81 0.75 0.75
0.884 1.278 2.167 0.52 0.46 0.52 0.48 0.48 1.283 1.722 1.719 0.81 0.71 0.81 0.75 0.75
0.797 1.126 2.767 0.53 0.46 0.53 0.49 0.49 0.737 2.256 2.286 0.81 0.71 0.82 0.75 0.75
0.864 1.223 2.371 0.53 0.46 0.53 0.49 0.49 1.134 1.606 2.085 0.81 0.71 0.81 0.75 0.75
1.122 1.344 1.677 0.54 0.47 0.54 0.50 0.50 1.128 1.324 2.582 0.82 0.72 0.83 0.76 0.76
1.081 1.155 2.023 0.54 0.47 0.54 0.50 0.50 1.113 1.545 2.335 0.86 0.75 0.86 0.79 0.79
1.175 1.080 2.001 0.54 0.48 0.55 0.50 0.50 1.094 1.519 2.435 0.86 0.76 0.87 0.80 0.80
0.978 1.034 2.533 0.55 0.48 0.55 0.51 0.50 1.089 1.626 2.280 0.86 0.76 0.87 0.80 0.80
0.987 1.138 2.312 0.55 0.48 0.55 0.51 0.51 1.297 1.379 2.325 0.89 0.78 0.90 0.82 0.82
0.876 1.529 1.912 0.55 0.48 0.56 0.51 0.51 1.348 1.399 2.260 0.91 0.80 0.92 0.85 0.84
1.080 1.355 1.767 0.55 0.49 0.56 0.51 0.51 1.043 1.619 2.589 0.93 0.82 0.93 0.86 0.86
0.881 1.320 2.227 0.55 0.48 0.55 0.51 0.51 0.994 1.824 2.424 0.94 0.82 0.94 0.87 0.87
1.159 1.233 1.842 0.56 0.50 0.57 0.52 0.52 1.285 1.515 2.278 0.94 0.83 0.95 0.88 0.88
0.975 1.252 2.185 0.57 0.50 0.57 0.52 0.52 1.007 1.670 2.704 0.97 0.85 0.97 0.89 0.89
0.945 1.411 2.011 0.57 0.51 0.58 0.53 0.53 1.243 1.843 2.003 0.98 0.86 0.98 0.90 0.90
0.888 1.576 1.948 0.58 0.52 0.59 0.55 0.55 1.357 1.597 2.243 1.04 0.91 1.04 0.96 0.96
Table C.18.: 푠 = 50, 푟 = 3, ML-estimates for true parameter 휶 = (1, 1.33, 2)′ with resulting
(approximated) volumes of confidence regions
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훼ˆ1 훼ˆ2 훼ˆ3 훼ˆ4 (1) (2) (3) (4) (5)
0.766 1.160 1.831 2.689 0.68 0.53 0.64 0.57 0.57
0.909 1.182 1.875 2.700 0.85 0.65 0.79 0.71 0.71
0.896 1.216 1.769 2.912 0.88 0.68 0.82 0.73 0.73
0.762 1.584 1.508 3.308 0.94 0.72 0.88 0.78 0.78
0.916 1.191 1.546 3.702 0.98 0.74 0.91 0.80 0.80
0.858 1.349 1.622 3.480 1.02 0.79 0.96 0.85 0.85
1.155 0.924 1.614 3.941 1.06 0.81 1.00 0.88 0.88
0.879 1.035 2.047 3.740 1.09 0.83 1.01 0.89 0.89
0.797 1.222 2.493 2.940 1.12 0.87 1.06 0.94 0.94
1.004 1.224 1.968 2.961 1.12 0.86 1.04 0.92 0.93
0.815 1.119 1.956 4.052 1.13 0.86 1.05 0.93 0.93
0.853 1.336 1.769 3.630 1.14 0.88 1.07 0.95 0.95
1.054 1.155 1.823 3.309 1.15 0.88 1.06 0.94 0.94
1.240 1.514 1.514 2.682 1.19 0.94 1.14 1.01 1.01
0.938 1.336 1.625 3.748 1.19 0.92 1.12 1.00 0.99
0.895 1.276 2.121 3.139 1.19 0.92 1.12 0.99 0.99
0.740 1.137 2.339 3.905 1.20 0.92 1.12 0.99 0.99
0.966 1.296 1.764 3.494 1.21 0.92 1.13 1.00 1.00
0.835 1.374 2.077 3.282 1.22 0.94 1.14 1.02 1.02
1.150 1.296 1.800 2.952 1.24 0.96 1.16 1.03 1.03
0.957 1.141 1.961 3.720 1.25 0.96 1.16 1.03 1.03
0.977 1.253 1.808 3.624 1.26 0.96 1.17 1.04 1.04
0.990 1.180 1.813 3.926 1.30 1.00 1.22 1.08 1.08
1.051 1.256 2.086 3.009 1.30 1.00 1.22 1.07 1.07
0.748 1.554 1.900 3.771 1.30 1.00 1.21 1.07 1.07
1.030 1.136 1.930 3.700 1.31 1.00 1.22 1.08 1.08
1.049 1.385 1.883 3.085 1.32 1.02 1.24 1.10 1.10
0.815 1.425 2.348 3.090 1.32 1.01 1.23 1.09 1.09
0.904 1.238 2.168 3.492 1.33 1.02 1.24 1.10 1.10
0.996 1.275 1.741 3.942 1.36 1.05 1.28 1.13 1.13
0.911 1.254 2.016 3.794 1.37 1.04 1.28 1.13 1.13
1.003 1.197 1.953 3.747 1.38 1.06 1.28 1.13 1.13
0.972 1.374 2.233 2.970 1.39 1.08 1.30 1.16 1.16
0.958 1.308 2.182 3.250 1.39 1.07 1.30 1.15 1.15
0.989 1.438 2.031 3.097 1.40 1.09 1.31 1.17 1.17
0.913 1.321 2.525 2.933 1.40 1.09 1.31 1.16 1.17
1.108 1.335 2.114 2.876 1.41 1.08 1.32 1.17 1.17
0.988 1.302 1.852 3.781 1.41 1.08 1.32 1.17 1.17
0.961 1.163 2.222 3.748 1.46 1.12 1.35 1.20 1.20
1.125 1.339 1.616 3.857 1.47 1.14 1.38 1.22 1.23
1.129 1.273 1.777 3.672 1.47 1.13 1.38 1.21 1.21
0.965 1.019 2.281 4.210 1.48 1.14 1.39 1.23 1.23
1.015 1.084 2.129 4.073 1.49 1.15 1.39 1.23 1.23
0.956 1.455 2.174 3.150 1.49 1.15 1.39 1.23 1.23
1.181 1.537 1.949 2.740 1.52 1.18 1.43 1.27 1.27
1.118 1.354 2.197 2.947 1.53 1.18 1.43 1.27 1.27
0.948 1.679 1.982 3.109 1.53 1.18 1.43 1.27 1.27
1.140 1.078 2.073 3.860 1.54 1.17 1.45 1.27 1.28
0.928 1.330 2.343 3.447 1.56 1.19 1.45 1.29 1.29
0.929 1.320 2.175 3.737 1.56 1.20 1.45 1.29 1.29
Table C.19.: 푠 = 50, 푟 = 4 (part I/II), ML-estimates for true parameter 휶 = (1, 1.33, 2, 3.5)′
with resulting (approximated) volumes of confidence regions
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훼ˆ1 훼ˆ2 훼ˆ4 훼ˆ4 (1) (2) (3) (4) (5)
1.178 1.079 1.682 4.701 1.57 1.21 1.47 1.30 1.30
0.830 1.393 2.583 3.403 1.59 1.22 1.50 1.32 1.32
0.979 1.493 2.378 2.917 1.59 1.23 1.49 1.32 1.32
0.924 1.530 1.771 4.057 1.59 1.23 1.49 1.32 1.32
1.097 1.313 2.112 3.366 1.60 1.23 1.49 1.32 1.32
0.986 1.538 2.159 3.157 1.62 1.25 1.50 1.33 1.34
1.097 1.406 1.973 3.395 1.62 1.25 1.52 1.34 1.34
0.981 1.379 2.276 3.399 1.64 1.25 1.52 1.35 1.35
0.912 1.319 2.718 3.223 1.65 1.27 1.55 1.37 1.37
0.950 1.316 2.734 3.096 1.66 1.28 1.56 1.37 1.37
1.016 1.429 2.205 3.305 1.66 1.27 1.54 1.36 1.36
0.936 1.418 2.412 3.357 1.68 1.30 1.57 1.39 1.39
0.906 1.190 2.542 3.926 1.68 1.29 1.57 1.39 1.39
1.158 1.252 1.864 3.967 1.68 1.29 1.58 1.40 1.40
1.121 1.701 1.574 3.593 1.69 1.32 1.60 1.42 1.42
0.952 1.606 1.814 4.058 1.76 1.36 1.64 1.46 1.46
1.119 1.386 2.083 3.471 1.76 1.35 1.64 1.45 1.46
1.031 1.311 1.936 4.369 1.79 1.38 1.68 1.49 1.49
1.076 1.377 2.054 3.816 1.82 1.39 1.69 1.50 1.50
0.770 1.483 2.060 4.973 1.83 1.42 1.72 1.53 1.53
1.073 1.529 2.003 3.602 1.85 1.44 1.73 1.54 1.54
0.938 1.563 2.129 3.829 1.87 1.43 1.75 1.54 1.54
1.183 1.245 2.292 3.553 1.88 1.45 1.76 1.55 1.55
1.021 1.363 2.331 3.907 1.98 1.53 1.85 1.64 1.64
0.962 1.593 1.907 4.381 2.00 1.55 1.87 1.66 1.66
1.175 1.398 2.078 3.831 2.05 1.57 1.92 1.70 1.70
1.128 1.273 2.476 3.697 2.06 1.58 1.93 1.70 1.70
0.949 1.641 2.209 3.856 2.08 1.60 1.94 1.72 1.72
1.129 1.464 2.465 3.295 2.10 1.62 1.98 1.75 1.75
1.042 1.627 2.128 3.737 2.11 1.63 1.97 1.74 1.74
1.092 1.485 2.123 3.930 2.12 1.63 1.98 1.75 1.75
1.241 1.250 2.389 3.701 2.15 1.65 2.01 1.78 1.78
1.242 1.302 2.308 3.679 2.15 1.65 2.02 1.78 1.78
1.174 1.516 2.148 3.648 2.18 1.68 2.05 1.82 1.82
0.957 1.454 2.686 3.724 2.18 1.68 2.04 1.81 1.81
1.082 1.593 2.020 4.040 2.20 1.69 2.06 1.82 1.82
1.107 1.606 2.107 3.773 2.21 1.71 2.08 1.84 1.84
0.964 1.506 2.331 4.198 2.22 1.72 2.09 1.86 1.85
1.062 1.478 2.216 4.072 2.22 1.70 2.07 1.84 1.84
1.333 1.324 2.406 3.447 2.29 1.76 2.15 1.90 1.90
0.952 1.855 2.375 3.658 2.40 1.85 2.26 2.00 2.00
1.421 1.434 1.890 3.998 2.41 1.88 2.28 2.02 2.02
1.144 1.517 1.976 4.506 2.42 1.86 2.26 2.01 2.01
1.024 1.562 2.140 4.646 2.49 1.91 2.33 2.06 2.06
1.279 1.570 2.232 3.591 2.52 1.96 2.37 2.11 2.11
1.097 1.382 2.452 4.433 2.58 1.99 2.42 2.15 2.14
1.183 1.903 1.886 4.254 2.83 2.18 2.63 2.34 2.34
1.156 1.831 2.820 3.050 2.85 2.20 2.69 2.38 2.38
1.418 1.350 2.614 3.919 3.07 2.38 2.89 2.56 2.56
1.115 1.434 2.473 5.647 3.49 2.70 3.22 2.89 2.89
Table C.20.: 푠 = 50, 푟 = 4 (part I/II), ML-estimates for true parameter 휶 = (1, 1.33, 2, 3.5)′
with resulting (approximated) volumes of confidence regions
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C.2. Abbreviations and Notations
C.2.1. List of Symbols
퐷퐾퐿, (퐷푟퐾퐿) (reverse) Kullback-Leibler divergence
퐷퐽 Jeffreys J-distance
퐷퐻,푚 Hellinger distance for an even integer 푚
퐷퐵 Bhattacharyya distance
퐷푅,훼 Re´nyi divergence of order 훼
푋1:푛, . . . , 푋푛:푛 order statistics
푋∗1, . . . , 푋∗푛 generalized order statistics (or sequential order statistics)
푂푆 OSs model parameter, i.e. 푂푆 = (푛, 푛− 1, . . . , 푛− 푟 + 1)′
푂푆훼0 model parameter for OSs based on 1− (1−퐹 )훼0 , i.e. 푂푆훼0 =
훼0 ⋅ (푛, 푛− 1, . . . , 푛− 푟 + 1)′ for an 훼0 ∈ ℝ+
푆푂푆휶 SOSs model parameter, i.e. 푆푂푆휶 = (훼1푛, 훼2(푛 −
1), . . . , 훼푟(푛− 푟 + 1))′ for an 휶 = (훼1, . . . , 훼푟)′ ∈ ℝ푟+
푅푉 RVs model parameter, i.e. 푅푉 = (1, . . . , 1)′
푅푉훽0 model parameter for RVs based on 1− (1−퐹 )훽0 , i.e. 푅푉훼0 =
훽0 ⋅ (1, . . . , 1)′ for a 훽0 ∈ ℝ+
푃푅푉휷 PRVs model parameter, i.e. 푃푅푉휷 = (훽1, . . . , 훽푟)
′ ∈ ℝ푟+
푃퐶푹 PC OSs model parameter, i.e. 푃퐶푹 = (푛+
∑푟
푖=1푅푖, 푛− 1 +∑푟
푖=2푅푖, . . . , 푛− 푟 + 1 +푅푟)′ ∈ ℝ푟+
휶 arithmetic mean of the components of 휶 ∈ ℝ푟+, i.e. 1푟
∑푟
푗=1 훼푗
휶 harmonic mean of the components of 휶 ∈ ℝ푟+, i.e.
푟/
(∑푟
푗=1 훼
−1
푗
)
휶퐽 geometric mean of 휶 and 휶 for 휶 ∈ ℝ푟+, i.e.
√
휶휶
휶퐻 solution of
∑푟
푗=1
훼푗
훼˜+훼푗
= 푟
2
with respect to 훼˜ for an 휶 ∈ ℝ푟+
푁(훼0) {휶 ∈ ℝ푟+ : 휶 = 훼0}
푁(훼0) {휶 ∈ ℝ푟+ : 휶 = 훼0}
푁퐽(훼0) {휶 ∈ ℝ푟+ : 휶퐽 = 훼0}
푁퐻(훼0) {휶 ∈ ℝ푟+ : 휶퐻 = 훼0}
푆퐷★푑 (휸) sphere, more precisely spherical surface, with respect to a
divergence 퐷★, a center point 휸 ∈ ℝ푟+, and a radius 푑 > 0
퐵퐷★푑 (휸) ball or solid sphere with respect to a divergence 퐷★, a center
point 휸 ∈ ℝ푟+, and a radius 푑 > 0
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ℕ set of natural numbers {1, 2, 3, . . .}
ℕ0 set of nonnegative integer numbers {0, 1, 2, . . .}
ℝ set of real numbers (−∞,∞)
ℝ+ set of positive real numbers (0,∞)
ℝ≥0 set of nonnegative real numbers [0,∞)
ℝ
푟 ≡ ℝ푟×1 푟-dimensional Euclidean space, set of 푟-dimensional real col-
umn vectors
ℝ
푟
+ set of 푟-dimensional column vectors with component in ℝ+
ℝ
푟
< (truncated) cone of strictly increasing numbers in ℝ
푟
픹
푟 Borel sets of ℝ푟
퐴 ∩ 픹푟 Borel sets {퐴 ∩ 퐵 ; 퐵 ∈ 픹푟} of 퐴 ∈ ℝ푟
휆푟 Lebesgue measure on (ℝ푟,픹푟)
휆푟
∣∣
퐴
Lebesgue measure restricted to (퐴,퐴 ∩ 픹푟), 퐴 ∈ ℝ푟
푃 = 푓휇, 푓 = 푑푃
푑휇 푃 has a 휇-density 푓
푃 -a.s.; 휇-a.e 푃 -almost sure; 휇-almost everywhere
푑−→ convergence in distribution
푝−→ convergence in probability
I푓 (휻) Fisher information matrix
풗′; 퐴′ transpose of vector 풗; transpose of matrix 퐴
∣퐴∣ determinant of a matrix 퐴 ∈ ℝ푟×푟
퐴−1 inverse of a matrix 퐴 ∈ ℝ푟×푟
퐴 > 0 matrix 퐴 ∈ ℝ푟×푟 is positive definite
trace(퐴) trace of a matrix 퐴 ∈ ℝ푟×푟
rank(퐴) rank of a matrix 퐴 ∈ ℝ푟×푘
diag(푎1, . . . , 푎푟) 푟-dimensional diagonal matrix with elements 푎1, . . . , 푎푟 ∈ ℝ
on its diagonal and 0 elsewhere
퐼푟 푟-dimensional unit matrix
풆1, . . . , 풆푟 standard basis vectors of 푟-dimensional Euclidean space
∂
∂푥푖
푓 = ∂푓
∂푥푖
partial derivative of 푓 : ℝ푟 → ℝ
∇푓 gradient of 푓 : ℝ푟 → ℝ, i.e. ∇푓 = ( ∂푓
∂푥1
, . . . , ∂푓
∂푥푟
)′
퐻푓 Hessian matrix of 푓 : ℝ푟 → ℝ, i.e. 퐻푓 =
(
∂2푓
∂푥푖∂푥푗
)
1≤푖,푗≤푟
퐷푓 Jacobian matrix of 푓 = (푓1, . . . , 푓푘)
′ : ℝ푟 → ℝ푘, i.e. 퐷푓 =(
∂푓푖
∂푥푗
)
1≤푖≤푘,1≤푗≤푟
min
푥∈푆
푓(푥) minimum value of function 푓 : 푆 → ℝ
max
푥∈푆
푓(푥) maximum value of function 푓 : 푆 → ℝ
argmin
푥∈푆
푓(푥) minimizing argument for 푓 : 푆 → ℝ, at which the minimum
value of 푓 occurs
argmax
푥∈푆
푓(푥) maximizing argument for 푓 : 푆 → ℝ, at which the maximum
value of 푓 occurs
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C.2.2. Abbreviations
GOS generalized order statistic
OS order statistic
SOS sequential order statistic
RV record value
PRV Pfeifer record value
PC OS progressively Type-II censored order statistic
pdf probability density function
cdf cumulative distribution function
iid independent and identically distributed
MLE maximum likelihood estimator
EDE equal distance estimator
UMVUE uniformly minimum variance unbiased estimator
Def. Definition
Thm. Theorem
La. Lemma
Cor. Corollary
s.t. subject to
w.l.o.g. without loss of generality
w.r.t. with respect to
e.g. exempli gratia (for example)
i.e. id est (that is)
cf. confer (compare)
p.; pp. page; pages
ff. and the following
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