Kernel maps and operator decomposition by Matos, Gabriel & Oliveira, Lina
ar
X
iv
:1
90
2.
07
68
9v
2 
 [m
ath
.O
A]
  3
0 M
ay
 20
19
KERNEL MAPS AND OPERATOR DECOMPOSITION
GABRIEL MATOS AND LINA OLIVEIRA
Abstract. We introduce the notions of kernel map and kernel set of a bounded
linear operator on a Hilbert space relative to a subspace lattice. The characteri-
zation of the kernel maps and kernel sets of finite rank operators leads to showing
that every norm closed Lie module of a continuous nest algebra is decomposable.
The continuity of the nest cannot be lifted, in general.
1. Introduction
The main concepts introduced and investigated in the present work are the kernel
map and the kernel set of an operator relative to a subspace lattice (cf. Section 2).
The results obtained are subsequently applied to extend [3,17] by showing that every
norm closed Lie module of a continuous nest algebra is decomposable.
The idea of linking sets of operators with lattices and bilattices has been present
in the literature, e.g., [6, 8, 10, 11, 13, 20] and, more recently, [1]. However, this has
been done mainly in connection with reflexivity which is not the approach here, since
we are only interested in a single operator at a time.
Given a subspace lattice L on a Hilbert space H, we show that each bounded linear
operator on H determines a kernel map, from L to a bilattice contained in L × L⊥,
and a corresponding kernel set. The properties of the kernel map and kernel set are
crucial in addressing the question of decomposability central to Section 3.
A set S of bounded linear operators on a Hilbert space is called decomposable if
each finite rank operator in S is the sum of finitely many rank-1 operators in S.
Decomposability has been investigated in a wide variety of settings and it is well-
known that, for example, nest algebras are decomposable [19] whilst this is not the
case for CSL algebras [12, 14, 15]. It is also the case that norm closed modules of
nest algebras are decomposable [7, 9] but that if, however, one considers algebraic
structures other the associative ones, this can fail even for ideals. Indeed, Lie ideals
of nest algebras might not be decomposable unless the nest is continuous [17] or has,
at most, one atom which must be infinite dimensional [3]. In this latter case [3],
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the Hilbert space is supposed to be separable whilst the setting of the former [17] is
general.
In Section 3, we apply the results and techniques developed in Section 2 to investi-
gate the decomposability of norm closed Lie modules of nest algebras and are bound,
of course, by the same limitations as in the case of Lie ideals. We show that every
norm closed Lie module over a continuous nest algebra is decomposable (cf. Theorem
3.1) and, although the result itself might be seen as an extension of [3, 17], it is in
fact obtained using an approach quite distinct from those of [3, 17]. The hypothesis
of the continuity of the nest cannot be dispensed with, in general.
We end this section establishing some notation and facts needed in the two subse-
quent sections.
Recall that the set P(H) of self-adjoint projections on a Hilbert space is naturally
endowed with a partial order relation: given self-adjoint projections P,Q, define
P ≤ Q, if PQ = P . The set P(H) together with this partial ordering is a lattice, i.e.,
it is closed for binary infima and suprema. Given P,Q ∈ P(H), the supremum P ∨Q
and the infimum P ∧Q are, respectively, the projection onto the closure of the span
of the ranges of P and Q and the projection onto the intersection of those ranges.
A lattice L of self-adjoint projections on H is said to be a subspace lattice if it
contains 0, I and is strongly closed. Letting P⊥ = I − P , we define the subspace
lattice L⊥ by L⊥ = {P⊥ : P ∈ L}. Subspace lattices are complete lattices.
A nest is a totally ordered subspace lattice. The nest algebra T (L) associated with
a nest L is the subalgebra of all operators T in B(H) such that, for all projections P
in L, T (P (H)) ⊆ P (H). For any projection P in the nest L, define the projection P−
(respectively, P+) in L by P− = ∨{Q ∈ L : Q < P} (respectively, P+ = ∧{Q ∈ L :
P < Q}). A continuous nest is a nest where, for all P ∈ L, P− = P . A nest algebra
T (L) associated with a continuous nest is called a continuous nest algebra. For more
details on nest algebras, see [4, 19].
Let x and y be elements of the Hilbert space H and let x ⊗ y be the rank one
operator defined, for all z in H, by z → 〈z, y〉x, where 〈·, ·〉 denotes the inner product
of H. A rank one operator x⊗ y lies in T (L) if, and only if, there exists a projection
P such that P−y = 0 and Px = x. It follows that in a continuous nest algebra, x
and y are mutually orthogonal. It is shown in [19] that P can be chosen to be equal
to ∧{Q ∈ L : Qx = x}.
In the sequel, Hilbert spaces are denoted by H and are all assumed to be complex
and separable. By a slight abuse of notation, we shall not discriminate between a
self-adjoint projection and its range.
Let L be a subspace lattice on H. Generalizing [16, Lemma 3.2], for x ∈ H, define
the projections Px,L and Pˆx,L by
(1.1) Px,L = ∧{P ∈ L : Px = x},
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(1.2) Pˆx,L = ∨{P ∈ L : Px = 0},
respectively. It is easily seen that Pˆx,Lx = 0 and Px,Lx = x. In what follows, we shall
omit the subscript ·L whenever there is no risk of misunderstanding.
Proposition 1.1. Let L be a nest in a Hilbert space H and let S be a subset of H
not containing zero. The following hold.
(i) Given projections N,P in L with N < P , there exist x ∈ H such that Px = P
and Pˆx = N .
(ii) If, for all distinct x, y ∈ S, Px 6= Py, then S is a linearly independent set.
Proof. (i) We begin by showing that, given P ∈ L, P = Px, for some x ∈ H. If
P = 0, then x = 0 satisfies the requirement. Consider now a non-zero projection
P ∈ L. If P− < P , then, for any non-zero x ∈ P ⊖ P−, Px = P .
If, on the other hand, P = P− = ∨{Q ∈ L : Q < P}, then, since H is separable,
by [2, Proposition 3 and Corollary 4], there exists a strictly increasing sequence (Qn)
in L such that P = ∨Qn. Choose a sequence (xn) such that x1 ∈ Q1,
(1.3) xn ∈ Qn ⊖Qn−1 and 1 = ‖x1‖ = ‖xn‖.
Let x ∈ H be the sum of the series
∑∞
n=1
1
n2
xn. By the definition of x, we have
Px ≤ P . But Px cannot be smaller than P . If this were the case, then there would
exist p ∈ N such that Px < Qp+1 ≤ P . Hence, for all n > p + 1, xn = 0 thus
contradicting (1.3).
By definition, for any w ∈ H,
Pˆw = ∨{P ∈ L : Pw = 0} = (∧{P
⊥ ∈ L⊥ : Pw = 0})⊥ = (∧{P ∈ L⊥ : Pw = w})⊥.
Hence Pˆw = (Pw,L⊥)
⊥, where Pw,L⊥ is as in (1.1) when considering the nest L
⊥. Since,
by the above, there exists x ∈ H such that P
x,L
⊥ = P⊥, it follows that Pˆx = P .
It remains to show that given N,P ∈ L with N < P , there exists x ∈ H such that
P = Px and N = Pˆx. By the above, there exist z, w ∈ H such that Pz = P and
Pˆw = N . Let x1 = (P −N)z and x2 = (Pˆx1−N)w. Observe that 0 ≤ Pˆx1−N . Then
x = x1 + x2 is such that P = Px and N = Pˆx.
(ii) To prove that S is linearly independent, we must show that, for every finite
subset M = {xi : i = 1, . . . , m} of S, we have that
∑m
i=1 αixi = 0 only if αi = 0, for
all i = 1, . . . , m. The assertion trivially holds when S is a singleton. We shall prove
the general result using mathematical induction.
Assume now that the hypothesis is valid for all subsets of S having n or less vectors.
LetMn+1 be any subset of S containing n+1 distinct vectors. Index the vectors such
that Pxi < Pxj , i < j. Hence, if
∑n+1
i=1 αixi = 0, then
n+1∑
i=1
αiP
⊥
n xi = αn+1P
⊥
n xn+1 = 0,
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from which follows that αn+1 = 0. The assertion now follows by application of the
induction hypothesis. 
2. Kernel maps and kernel sets
Let P(H) be the lattice of projections in B(H). Following [1, 20], we consider the
partial order  on P(H)× P(H) defined, for all (P1, Q1), (P2, Q2) ∈ P(H)× P(H),
by
(2.1) (P1, Q1)  (P2, Q2) if, and only if, P1 ≤ P2 and Q2 ≤ Q1.
It follows that the operations of join and meet are given, respectively, by
(P1, Q1) ∨ (P2, Q2) = (P1 ∨ P2, Q1 ∧Q2),
(P1, Q1) ∧ (P2, Q2) = (P1 ∧ P2, Q1 ∨Q2).
(2.2)
We write P(H) × P(H) when referring to the cartesian product together with the
partial order relation . Recall that a subset of P(H)×P(H) is said to be a bilattice
if it is closed under the lattice operations (2.2) and contains the pairs (0, 0), (0, I),
and (I, 0) (cf. [1, 20]). The top and bottom elements of any bilattice are (I, 0), and
(0, I), respectively. P(H)×P(H) is itself one amongst many examples of bilattices.
Here, however, we are mainly interested in bilattices associated with a single operator
in a way to be made precise below (see (2.3)). For more details on bilattices, the
reader is referred to [1, 8, 13, 20].
Let L be a subspace lattice and let T be an operator in B(H). Adopting the
notation of [1], we define the set BIL(T,L) by
(2.3) BIL(T,L) = {(P,Q) ∈ L × L
⊥ : QTP = 0}.
Observe that the set defined in (2.3) is a strongly closed bilattice which coincides with
the intersection of the strongly closed bilattices L × L
⊥ and {(P,Q) ∈ P(H) ×
P(H) : QTP = 0} (cf. [1,20]). For each P ∈ L, define the projections ϕT,L(P ), ψT,L(P )
by
(2.4) ϕT,L(P ) = ∨{P
′ ∈ L : (P ′, P⊥) ∈ BIL(T,L)},
(2.5) ψT,L(P ) = ∨{P
′⊥ ∈ L⊥ : ϕT,L(P
′) = ϕT,L(P )},
Lemma 2.1. Let L be a subspace lattice and let T be an operator in B(H). Then
the map ϕT,L is an order homomorphism on L and the map ψT,L is an anti-order
homomorphism from L to L⊥.
Proof. Since L is complete, for each P , ϕT,L(P ) ∈ L and ψT,L(P ) ∈ L
⊥. We show
firstly that the map defined in (2.4) is an order homomorphism on the lattice L. In
fact, if P1, P2, P
′ are projections in L such that P1 ≤ P2 and (P
′, P⊥1 ) ∈ BIL(T,L),
then
P⊥2 TP
′ = P⊥2 P
⊥
1 TP
′ = 0.
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Hence (P ′, P⊥2 ) ∈ BIL(T,L), from which follows that ϕT,L(P1) ≤ ϕT,L(P2).
In order to prove that ψT,L is an anti-order homomorphism from L to L
⊥, we will
prove that
(2.6) ϕT (ψT (P )
⊥) = ϕT (P ),
(2.7) ψT (P ) = ∨{Q
⊥ ∈ L⊥ : Q⊥TϕT (P ) = 0}.
Observe that, by (2.5), P⊥ ≤ ψT (P ). Hence, since the map ϕT preserves order,
ϕT (ψT (P )
⊥) ≤ ϕT (P ). But, by Proposition 2.2, ψT (P )TϕT (P ) = 0, which shows
that ϕT (ψT (P )
⊥) ≮ ϕT (P ). Hence
ϕT (ψT (P )
⊥) = ϕT (P ),
proving (2.6).
Since L⊥ is complete, for each P , we have that ψT (P ) ∈ L
⊥. Define the set S by
S = {Q⊥ ∈ L⊥ : Q⊥TϕT (P ) = 0}.
By Proposition 2.2, (ϕT (P ), ψT (P )) ∈ BIL(T,L) from which follows that ψT (P ) ∈ S.
Consequently, ψT (P ) ≤ ∨S. Moreover, since L is strongly closed,
(∨S)TϕT (P ) = 0,
which shows that ϕT (P ) ≤ ϕT ((∨S)
⊥).
By (2.10), we also have
(∨S)TϕT ((∨S)
⊥) = 0.
Hence, since ψT (P ) ≤ ∨S ,
ψT (P )TϕT ((∨S)
⊥) = ψT (P )(∨S)TϕT ((∨S)
⊥) = 0.
Taking into account definition (2.4), it follows from the equality above and (2.6) that
ϕT ((∨S)
⊥) ≤ ϕT (ψT (P )
⊥) = ϕT ((P )).
Consequently, ϕT ((∨S)
⊥) = ϕT (P ) which shows that ∨S lies in the defining set of
(2.5).
Since, by definition (2.5), ∨S ≤ ψT (P ), it follows that
ψT (P ) = ∨S = ∨{Q
⊥ ∈ L⊥ : Q⊥TϕT (P ) = 0},
as required.
Now let P1, P2 ∈ L be such that P1 ≤ P2. Since, for Q such that Q
⊥TϕT (P2) = 0,
Q⊥TϕT (P1) = Q
⊥TϕT (P1)ϕT (P2) = Q
⊥TϕT (P2)ϕT (P1) = 0,
we have
{Q⊥ ∈ L⊥ : Q⊥TϕT (P2) = 0} ⊆ {Q
⊥ ∈ L⊥ : Q⊥TϕT (P1) = 0}.
Hence, by (2.7), ψT (P2) ≤ ψT (P1), which shows that the map ψT : L → L
⊥ is an
anti-order homomorphism. 
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In what follows, we mostly omit the subscript ·L to simplify the notation.
Proposition 2.2. Let T be an operator in B(H), let L be a subspace lattice and let
P be a projection in L. Then
(ϕT (P ), ψT (P )) ∈ BIL(T,L),
(2.8) (ϕT (P ), P
⊥) = ∨{(P ′, Q) ∈ BIL(T,L) : P⊥ ≤ Q},
and
(2.9) (ϕT (P ), ψT (P )) = ∧{(ϕT (P
′), P ′⊥) ∈ BIL(T,L) : ϕT (P
′) = ϕT (P )}.
Proof. Since L is complete, (ϕT (P ), ψT (P )) ∈ L×L
⊥. To show that (ϕT (P ), ψT (P )) ∈
BIL(T,L), it suffices to prove that ψT (P )TϕT (P ) = 0. Since L is strongly closed, we
have, for all Q ∈ L,
(2.10) Q⊥TϕT (Q) = 0.
Hence P ′⊥TϕT (P ) = 0, for all P
′ ∈ L for which ϕT (P
′) = ϕT (P ). It now follows
from (2.5), that ψT (P )TϕT (P ) = 0, since L
⊥ is also strongly closed.
Let S := {(P ′, Q) ∈ BIL(T,L) : P⊥ ≤ Q}. Observe that, by (2.10), (ϕT (P ), P
⊥) ∈
S. Hence, to show that (2.8) holds, it suffices to prove that (P ′, Q)  (ϕT (P ), P
⊥),
for all (P ′, Q) ∈ S. Suppose then that (P ′, Q) ∈ S. It follows, by Lemma 2.1 and
(2.4), that P ′ ≤ ϕT (Q
⊥) ≤ ϕT (P ), since Q
⊥ ≤ P . Hence (P ′, Q)  (ϕT (P ), P
⊥), as
required.
Let X := {(ϕT (P
′), P ′⊥) ∈ BIL(T,L) : ϕT (P
′) = ϕT (P )}. Hence
∧X =
(
ϕT (P ),∨{P
′⊥ ∈ L⊥ : ϕT (P
′) = ϕT (P )}
)
.
It now follows from definition (2.5) that ∧X = (ϕT (P ), ψT (P )). 
Define the kernel map ωT,L : L → BIL(T,L) of the operator T relative to L by
(2.11) ωT,L(P ) = (ϕT,L(P ), ψT,L(P )).
The kernel set ΩT,L of the operator T relative to L is the subset of BIL(T,L)
consisting of the image of L under the map ωT,L, that is,
(2.12) ΩT,L = {ωT,L(P ) : P ∈ L}.
The set ΩT,L together with the restriction of the ordering of BIL(T,L) is itself a
partially ordered set.
In the sequel, we write ωT and ΩT , since it will be clear which subspace lattice
we shall be considering. For simplicity, it will be frequent to refer to ωT and ΩT as,
respectively, the kernel map and the kernel set. It is also worth noticing that
(2.13) ψT (0) = I = ϕT (I).
Lemma 2.3. Let L be a subspace lattice, let T be an operator in B(H) and let
ωT : L → BIL(T,L) be the kernel map of T relative to L. The following assertions
hold.
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(i) The kernel map ωT is an order homomorphism such that, for all P ∈ L,
ωT (ψT (P )
⊥) = ωT (P ).
(ii) For projections P1, P2 ∈ L with P1 < P2, if ωT (P1) 6= ωT (P2), then ϕT (P1) <
ϕT (P2) and ψT (P2) < ψT (P1).
(iii) If L is a nest, then, for all P ∈ L, there exists x ∈ H such that ωT (P ) =
(Px, P
⊥
Tx).
Proof. (i) Let P1, P2 ∈ L be such that P1 ≤ P2. Since, by Lemma 2.1, ϕT (P1) ≤
ϕT (P2) and ψT (P2) ≤ ψT (P1), we have immediately that ωT (P1)  ωT (P2), that is,
ωT is an order homomorphism.
Observe that, by (2.6), ϕT (ψT (P )
⊥) = ϕT (P ). It now follows from (2.5) that
ψT (ψT (P )
⊥) = ψT (P ). Hence
(2.14) ωT (ψT (P )
⊥) = ωT (P ).
(ii) Let P1, P2 ∈ L be projections such that P1 < P2 and ωT (P1) 6= ωT (P2). We
shall show that ϕT (P1) < ϕT (P2) and ψT (P2) < ψT (P1).
Assume, firstly, that ϕT (P1) 6= ϕT (P2). Hence, the only possibility is ϕT (P1) <
ϕT (P2). If ψT (P1) = ψT (P2), then, by (i) of this lemma,
ϕT (P1) = ϕT (ψT (P1)
⊥) = ϕT (ψT (P2)
⊥) = ϕT (P2),
which contraditcs the assumption. Hence ψT (P2) < ψT (P1).
If we start by assuming that ψT (P1) 6= ψT (P2), then it follows immediately from
(2.5) that ϕT (P1) < ϕT (P2).
(iii) Let P be a projection in L. By Proposition 1.1 (i), there exists x ∈ H such
that Px = ϕT (P ). By Proposition 2.2, for all z ∈ H with Pz ≤ ϕT (P ),
ψT (P )Tz = ψT (P )TPzz = ψT (P )TϕT (P )z = 0
and, consequently, ψT (P ) ≤ P
⊥
Tx. If ψT (P ) = P
⊥
Tx, then the result is proved.
Suppose that, on the other hand, ψT (P ) < P
⊥
Tx. We have that either ψT (P ) <
ψT (P )+ or ψT (P ) = ψT (P )+.
Case 1. ψT (P ) < ψT (P )+ or, equivalently, (ψT (P )
⊥)− < ψT (P )
⊥.
By (2.5), there exists a non-zero y ∈ ϕT (P ) such that
(
ψT (P )
⊥ − (ψT (P )
⊥)−
)
Ty 6= 0,
from which follows that PTy = ψT (P )
⊥. If Py = ϕT (P ), then the proof is finished. If
Py < ϕT (P ), then set z = x+ y. Hence Pz = ϕT (P ) and PTz = ψT (P )
⊥.
Case 2. ψT (P ) = ψT (P )+ or, equivalently, (ψT (P )
⊥)− = ψT (P )
⊥.
Let (Qn) be a strictly increasing sequence in L such that ψT (P )
⊥ = ∨{Qn : n ∈ N}
(cf. [2, Proposition 3 and Corollary 4]).
Let
Γ =
{
k ∈ N : (Qk+1 −Qk)TϕT (P ) 6= {0}
}
.
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Since ψT (P ) < P
⊥
Tx, it follows from (2.5) that the set Γ is infinite. For each k ∈ Γ,
choose xk ∈ ϕT (P ) such that
(Qk+1 −Qk)Txk 6= 0,
‖xk‖ = 1, and let y =
∑
k∈Γ
1
k2
xk.
A reasoning similar to that in the proof of Proposition 1.1 (i) yields ψT (P ) = P
⊥
Ty.
If Py = ϕT (P ), then (ϕT (P ), ψT (P )) = (Py, P
⊥
Ty), as required.
If Py < ϕT (P ), then take z = x + y. Obviously, Pz = Px = ϕT (P ) and PTz =
PTy = ψT (P )
⊥, concluding the proof. 
Remark 2.4. Observe that, if L is totally ordered, that is, if L is a nest, then ΩT
must be totally ordered, since, as seen in (i) of the above lemma, the map ωT is an
order homomorphism.
Theorem 2.5. Let T be a rank-n operator in B(H) and let L be a nest. Then, the
kernel set ΩT of the operator T relative to L has cardinality less than or equal to
n+ 1.
Proof. If n = 0, then T = 0, Ω0 = {(I, I)} and the assertion holds.
Let now n be positive. Firstly notice that, by Lemma 2.3 (i), for all P1, P2 ∈ L
with ωT (P1) 6= ωT (P2), we have ϕT (P1) 6= ϕT (P2) and ψT (P1) 6= ψT (P2). Recall also
that, by Lemma 2.3 (iii), for each P ∈ L, there exists x ∈ H such that Px = ϕT (P )
and P⊥Tx = ψT (P ).
Suppose now that the set ΩT has cardinality m > n + 1. By the above consid-
erations, it is possible to find a subset S = {Txi : i = 1, . . . , m} of imT having
cardinality m and such that PTxi 6= PTxj , for i, j = 1, . . . n with i 6= j. Hence there
exist, at least, m − 1 > n non-zero elements in S. By Proposition 1.1 (i), it follows
that these m−1 elements are linearly independent, which contradicts the hypothesis
of T having rank equal to n. 
Remark 2.6. Theorem 2.5 cannot be improved, as will be clear from the example
below. Let L consist of the projections 0 < P1 < P2 < P3 < P4 = I, where
Pi, 1 ≤ i ≤ 4, corresponds to the span of the vectors e1, . . . , ei of the canonical basis
of C4. Consider the operators
T1 =


0 1 0 1
0 0 1 1
0 0 1 1
0 0 1 1

 , T2 =


0 1 0 1
0 0 1 1
0 0 1 2
0 0 1 1


on C4 whose ranks are, respectively, 2 and 3. However, both have the same kernel
set
ΩT1 = {(P1, I), (P2, P
⊥
1 ), (I, 0)} = ΩT2 .
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For each P in a nest L, define the projection σT (P ) by
(2.15) σT (P ) = ∨{P
′ ∈ L : ϕT (P
′) = ϕT (P )}.
It follows from Lemma 2.1 that the map P 7→ σT (P ) is an order homomorphism on
L. Consequently, by Lemma 2.3 (i), for all P in L, ωT (P )  ωT (σ(P )).
Theorem 2.7. Let T be a rank-n operator in B(H) and let L be a nest. Then,
there exist operators xr ⊗ yr, r = 1, ..., m, such that T =
∑m
r=1 xr ⊗ yr and ωT (P ) ∈
BIL(xr ⊗ yr,L), for all P ∈ L. Moreover, if the nest is continuous then, for all
r = 1, ..., m, there exists (Φr,Ψr) ∈ ΩT such that xr ⊗ yr = σ(Ψ
⊥
r )(xr ⊗ yr)Φ
⊥
r .
Proof. If n = 0, the assertion is trivially true. Suppose then that n is a positive
integer and let T =
∑n
i=1 zi ⊗ wi.
In this case, there exists P ∈ L such that ψT (P ) < I. In fact, if ψ(P ) = I for all
P ∈ L, then ψT (I) = I. Hence, by Proposition 2.2,
0 = ψT (I)TϕT (I) = ITI = T,
which contradicts the assumption that T 6= 0.
Let k be the number of elements in the proper subset {ωT (P ) : ψT (P ) 6= I} of ΩT .
Using Theorem 2.5 and (2.13), there exists an integer k, with 1 ≤ k < n + 1, such
that
{ωT (P ) : ψT (P ) 6= I} = {(Φj,Ψj) : j = 1, . . . , k}.
If k = 1, then
{ωT (P ) : ψT (P ) 6= I} = {(Φ1,Ψ1)} = {ωT (P1)},
for some non-zero projection P1 ∈ L. If k 6= 1, let P1 < · · · < Pk be the pro-
jections such that ωT (P1)  · · ·  ωT (Pk) are the strictly ordered elements of
{ωT (P ) : ψT (P ) 6= I} (cf. Lemma 2.3 (ii)).
For j = 1, . . . , k, let ωT (Pj) = (Φj ,Ψj), and let ωT (0) = (Φ0, I). We have
T =
k∑
j=1
T (Φj − Φj−1)
=
k∑
j=1
(Ψj + Ψ
⊥
j )T (Φj − Φj−1)
=
k∑
j=1
Ψ⊥j T (Φj − Φj−1),
that is,
(2.16) T =
k∑
j=1
n∑
i=1
Ψ⊥j zi ⊗ (Φj − Φj−1)wi.
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Hence we have written the operator T as the sum of m rank-1 operators with m ≤
k × n.
We show next that, for each
Ψ⊥j zi ⊗ (Φj − Φj−1)wi
in (2.16), the pairs (Φ0, I) and (Φl,Ψl), where l = 1, . . . , k, lie in BIL
(
Ψ⊥j zi ⊗ (Φj −
Φj−1)wi,L
)
.
We begin by proving that (Φ0, I) ∈ BIL
(
Ψ⊥j zi ⊗ (Φj − Φj−1)wi,L
)
. We have
IΨ⊥j zi ⊗ (Φj − Φj−1)wiΦ0 = Ψ
⊥
j zi ⊗ (Φ0 − Φ0)wi = 0,
since it is always the case that Φ0 ≤ Φj−1 ≤ Φj .
Let Ψ⊥j zi⊗ (Φj−Φj−1)wi be an operator in (2.16) and let l be an integer such that
1 ≤ l ≤ k. We have two possibilites: j ≤ l or l < j.
Suppose firstly that j ≤ l. Then
(2.17) ΨlΨ
⊥
j zi ⊗ (Φj − Φj−1)wiΦl = 0,
since ΨlΨ
⊥
j = 0. Now let l < j, that is, l ≤ j − 1. In this case,
Φl(Φj − Φj−1)wi = 0,
since Φl ≤ Φj−1. Consequently, (2.17) holds also when l < j.
Suppose now that the nest L is continuous. We claim that for each j = 1, . . . , k,
Ψ⊥j = σ(Ψ
⊥
j−1).
Observe that, by Lemma 2.3 (i), (ii),
ϕT ((Ψj−1)
⊥) = Φj−1 < Φj = ϕT (Ψj
⊥).
Hence, by the definitions (2.5), (2.15) , we have
Ψ⊥j−1 ≤ σ(Ψ
⊥
j−1) ≤ Ψ
⊥
j .
Consequently, by Lemma 2.3 (i), either
ϕT
(
σ(Ψ⊥j−1)
)
= ϕT (Ψ
⊥
j−1)
or
ϕT
(
σ(Ψ⊥j−1)
)
= ϕT (Ψ
⊥
j ).
If σ(Ψ⊥j−1) < Ψ
⊥
j , then there would exist a projection Q such that
σ(Ψ⊥j−1) < Q < Ψ
⊥
j ,
since the nest L and, consequently, the nest L⊥ are continuous.
It follows that either
ϕT (Q) = ϕT (Ψ
⊥
j )
or
ϕT (Q) = ϕT
(
σ(Ψ⊥j−1)
)
.
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Recall here that ΩT consists of k + 1 elements satisfying
(Φ0, I)  · · ·  (Φj−1,Ψj−1)  (Φj ,Ψj)  · · ·  (I,Φk)
and that, by Lemma 2.3 (ii), this order is strict.
In the first case Q would have to coincide with Ψ⊥j , and in the second Q would
have to be equal to σ(Ψ⊥j−1), contradicting the initial assumption of Q being different
from these projections.
Finally,
Ψ⊥j zi ⊗ (Φj − Φj−1)wi = σ(Ψ
⊥
j−1)
(
Ψ⊥j zi ⊗ (Φj − Φj−1)wi)Φ
⊥
j−1,
as required. 
Remark 2.8. It is worth to make a note of the following fact already outlined in
the proof above. Let L be a continuous nest, let T 6= 0 be a rank-n operator and let
ΩT = {(Φj,Ψj) : j = 1, . . . , k}. Then, for each j = 1, . . . , k, we have Ψ
⊥
j = σ(Ψ
⊥
j−1).
Lemma 2.9. Let L be a continuous nest, let T be a finite rank operator with kernel
set ΩT = {(Φj,Ψj) : j = 1, . . . , k} and let P be a projection in L such that Φj <
P ≤ Φj+1 for some j. Then there exists x ∈ H such that Pˆx = Φj, Px = P and
PTx = σ(Ψ
⊥
j ).
Proof. Let 1 ≤ j < k be an integer and let P ∈ L be a projection such that Φj <
P ≤ Φj+1. By Proposition 1.1, there exists z ∈ H such that Pˆz = Φj and Pz = P .
The proof is complete if PTz = σ(Ψ
⊥
j ). If this is not the case, then
PTz < σ(Ψ
⊥
j ) = Ψ
⊥
j+1
(cf. Remark 2.8). Let (Qn) be a strictly increasing sequence in L such that σ(Ψ
⊥
j ) =
∨{Qn : n ∈ N} (cf. [2, Proposition 3 and Corollary 4]).
Define
Γ = {n ∈ N : (Qn+1 −Qn)T (P − Φj) 6= 0}.
This set is infinite. In fact, if one assumed that Γ is finite, then there would exist a
projection P ′ ∈ L such that
(2.18) Ψ⊥j < P
′ < σ(Ψ⊥j )
with P ′⊥T (P − Φj) = 0. But, by (2.15), this would imply that σ(Ψ
⊥
j ) < P
′, which
contradicts (2.18).
Let (xn) be a sequence with xn ∈ (P − Φj)(H) such that, for all n ∈ N, ‖xn‖ = 1
and
(Qn+1 −Qn)T (P − Φj)xn 6= 0.
Let y =
∑∞
n=1
1
n2
xn. It follows that PTy = σ(Ψ
⊥
j ).
Setting x = (P − Py + Pˆy − Φj)z + y ends the proof. 
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3. Operator decomposition
Recall that, given a nest L and the corresponding nest algebra T (L), a subspace
M of B(H) is called a Lie T (L)-module if [M, T (L)] ⊆M. Here [ , ] denotes the Lie
bracket, that is, for A,B ∈ B(H),
[A,B] = AB − BA.
A finite rank operator T in a subset X of B(H) is said to be decomposable in X
if T can be written as the sum of finitely many rank-1 operators in X . The set X is
decomposable if every finite rank operator in X is decomposable.
We apply here the results and techniques of Section 2 to prove the main theorem
of this section:
Theorem 3.1. Let L be a continuous nest. Then every norm closed Lie T (L)-module
is decomposable.
In other words, every finite rank operator lying in a norm closed Lie module of a
continuous nest algebra is a sum of finitely many rank-1 operators in the module. In
general, the continuity of the nest cannot be avoided, as Theorem 3.1 can fail in a
more general setting. For example, the Lie ideal CI in the algebra of the n×n upper
triangular complex matrices is not decomposable (see also Remark 3.5 below).
Before being able to prove Theorem 3.1, we need to consider firstly some auxilary
results.
Lemma 3.2. Let L be a continuous nest and let M be a norm closed Lie T (L)-
module. If x ⊗ y is a rank-1 operator in M, then, for all z, w ∈ H, P ∈ L, the
operator P⊥(Pxz ⊗ Pˆ
⊥
y w)P lies in M.
Proof. Firstly, notice that, if z = 0, w = 0, P⊥(x ⊗ y)P = 0, Px ≤ Pˆy, or P = 0, I,
the assertion is trivially verified. Thus, assume otherwise.
Observe that we can also assume that z = P⊥z = Pxz and w = Pw = Pˆ
⊥
y w. It
follows that
(3.1) Pˆy ≤ Pˆw ≤ Pw ≤ P < Pz ≤ Px.
By [18, Lemma 1], it is also the case that, for all P ∈ L, P⊥(x⊗ y)P ∈M.
We begin by showing that P⊥(Pxz ⊗ y)P ∈M.
Case 1. Pz < Px.
For a ∈ H, consider the operator z⊗P⊥z a ∈ T (L). We have that [z⊗P
⊥
z a, P
⊥(x⊗
y)P ] lies in M and
[z ⊗ P⊥z a, P
⊥(x⊗ y)P ] = 〈P⊥x, P⊥z a〉 z ⊗ Py − 〈z, Py〉 P
⊥x⊗ P⊥z a
= 〈P⊥x, P⊥z a〉 z ⊗ Py,
since 〈z, Py〉 = 〈P⊥z, Py〉 = 0.
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Recalling that P < Pz < Px, we can choose a ∈ H such that a = P
⊥
z x 6= 0. Hence
〈P⊥x, P⊥z a〉 = ||P
⊥
z x||
2 6= 0 and, therefore, z ⊗ Py = P⊥(Pxz ⊗ y)P lies in M.
Case 2. Pz = Px.
Following the proof of [17, Theorem 3.1], observe that
Px = Pz = ∨{Q ∈ L : Q < Pz},
from which follows that there exists a sequence (zn) in⋃
Q∈L,Q<Pz
Q(H)
such that zn = P
⊥zn = Pxzn which converges to z in the norm topology.
Hence, by Case 1., (zn ⊗ Py) is a convergent sequence in the norm closed Lie
T (L)-module M, from which follows that its limit z ⊗ Py also lies in M.
We have shown that P⊥(Pxz ⊗ y)P ∈ M and will show next that P
⊥(Pxz ⊗
Pˆ⊥y w)P ∈M.
As observed before, we can assume that w = Pˆ⊥y w. Hence either Pˆy < Pˆw or
Pˆy = Pˆw.
Suppose now that Pˆy < Pˆw. For b ∈ H, consider the operator Pˆwb ⊗ w in T (L).
Then [z ⊗ Py, Pˆwb⊗ w] lies in M and
[z ⊗ Py, Pˆwb⊗ w] = 〈Pˆwb, Py〉 z ⊗ w − 〈z, w〉 Pˆwb⊗ Py
= 〈Pˆwb, Py〉 z ⊗ w,
since 〈z, w〉 = 〈P⊥z, Pw〉 = 0.
Observing that Pˆy < Pˆw < P (cf. (3.1)), we can choose b = Pˆwy 6= 0. Hence
〈Pˆwb, Py〉 = ||Pˆwy||
2 6= 0 and it follows that z ⊗ w ∈M.
If on the other hand Pˆy = Pˆw, then
Pˆ⊥w = Pˆ
⊥
y = ∨{Q
⊥ : Q ∈ L, Pˆy < Q},
from which follows that there exists a sequence (wn) in⋃
Q∈L,Pˆy<Q
Q⊥(H)
converging to w in the norm topology and such that wn = Pwn = Pˆ
⊥
y wn. Hence
(z ⊗ wn) is a convergent sequence in M whose limit also lies in M. 
Lemma 3.3. Let L be a continuous nest and let M be a norm closed Lie T (L)-
module. If x⊗ y is a rank-1 operator inM, then, for all z, w ∈ H and all P ∈ L, the
operator P (Pxz ⊗ Pˆ
⊥
y w)P
⊥ lies in M.
Proof. Notice that, as in the proof of Lemma 3.2, if P = 0, I, then the assertion is
trivially verified. Thus, assume that P 6= 0, I.
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If x⊗ y ∈ T (L) or, equivalently, if Px ≤ Pˆy, the assertion is a consequence of [17,
Theorem 3.1].
Assume then that Pˆy < Px. It suffices to show that there exists a rank one operator
e⊗f such that e⊗f = P (e⊗f)P⊥ ∈M, with Pe = P = Pˆf , and apply [17, Theorem
3.1]. Notice that, in this case, e ⊗ f lies in the norm closed ideal M∩ T (L), since
P (e⊗ f)P⊥ ∈ T (L)(cf. [19, Lemma 3.3]).
Let a, b ∈ H and consider the Lie bracket
[a⊗ b, x⊗ y] = 〈x, b〉a⊗ y − 〈a, y〉x⊗ b.(3.2)
We analyse firstly the cases P = Pˆy (Case 1), P = Px (Case 2) and Pˆy < P < Px
(Case 3). The remaining possibilities, P < Pˆy or Px < P , will be dealt with in the
last part of the proof.
Case 1. P = Pˆy.
Let a ∈ H be such that Pa = P (cf. Proposition 1.1 (i)). Hence 〈a, y〉 =
〈Pˆya, Pˆ
⊥
y y〉 = 0.
Let b = P⊥x. In these circumstances,
〈x, b〉 = 〈x, P⊥x〉 = ||P⊥x||2 6= 0,
since P = Pˆy < Px. Moreover, since a⊗b ∈ T (L), it follows from (3.2) that a⊗y ∈M.
Setting e = a and f = y concludes the proof of this case.
Case 2. P = Px.
Let a = Py and let b ∈ H be such that Pˆb = P (cf. Proposition 1.1 (i)). Hence,
a⊗ b ∈ T (L), 〈a, y〉 = ||Py||2 6= 0 and 〈x, b〉 = 〈Px, P⊥b〉 = 0. It follows from (3.2)
that x⊗ b ∈M. The proof is concluded by setting e = x and f = b.
Case 3. Pˆy < P < Px.
We show now that a in (3.2) can be chosen with Pa = P and 〈a, y〉 = 0. By [2,
Proposition 3 and Corollary 4], there exists a strictly increasing sequence (Qn) in
L such that P = ∨Qn. Let (an) be a sequence in H such that, for all n ∈ N,
an ∈ Qn+1 ⊖Qn, ‖an‖ = 1 and 〈an, y〉 = 0. Observe that, if it were the case that for
some n there did not exist an orthogonal to y, then dim(Qn+1⊖Qn) = 1 which is an
impossibility, given the continuity of the nest.
Then a =
∑∞
n=1
1
n2
an is orthogonal to y and Pa = P . It is immediate that a satisfies
the requirements.
Let b = P⊥x. We have 〈x, b〉 = 〈x, P⊥x〉 = ||P⊥x||2 6= 0. Hence, a⊗ b ∈ T (L) and
it follows from (3.2) that a ⊗ y ∈ M. The proof is concluded by setting e = a and
f = y.
Finally, consider the remaining possibilities P < Pˆy or Px < P .
If P < Pˆy, then
P (Pxz ⊗ Pˆ
⊥
y w)P
⊥ = Py(PxPz ⊗ Pˆ
⊥
y w)Pˆ
⊥
y
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lies in M by Case 1. of this proof.
If Px < P , then
P (Pxz ⊗ Pˆ
⊥
y w)P
⊥ = Px(Pxz ⊗ P
⊥Pˆ⊥y w)P
⊥
x
lies in M by Case 2. above. 
Before proving the next theorem, we need a definition. Let F = {(Pi)i∈{0,...,k} : k ∈
N, Pi ∈ L, 0 = P0 < ... < Pk = I} be the set of totally ordered finite subsets of a nest
L beginning with the 0 projection and ending with I, seen as a net when ordered by
inclusion. Given an operator T in B(H) and F = (Pi)i∈{0,...,k} in F , define
UF (T ) =
k∑
i=1
Pi−1T (Pi − Pi−1)(3.3)
LF (T ) =
k∑
i=1
P⊥i T (Pi − Pi−1)(3.4)
DF (T ) =
k∑
i=1
(Pi − Pi−1)T (Pi − Pi−1) = T − (UF (T ) + LF (T ))(3.5)
(cf. [4]). Observe that T = UF (T ) + LF (T ) + DF (T ) and that UF (T ) lies in T (L)
whilst LF (T ) lies in T (L)
∗.
Theorem 3.4. Let L be a continuous nest, letM be a norm closed Lie T (L)-module
and let x⊗ y be a rank-1 operator in M. Then, M contains all rank-1 operators in
PxB(H)Pˆ
⊥
y .
Proof. Let a⊗b be a rank-1 operator such that a⊗b = Pxa⊗bPˆ
⊥
y . By [4, Proposition
4.3], the net (DF (a⊗b)) converges to zero in the norm topology. It follows from (3.5)
that (UF (a⊗ b) + LF (a⊗ b)) converges to a⊗ b in the norm topology.
By Lemmas 3.2, 3.3, for each F , the operators UF (a ⊗ b), LF (a ⊗ b) lie in the Lie
T (L)-module M. Hence a⊗ b ∈M, since M is norm closed. 
Remark 3.5. In general, the continuity of the nest cannot be lifted. For example,
Theorem 3.4 does not hold if T (L) is the algebra of the 6×6 upper triangular complex
matrices. In these circumstances, the smallest Lie T (L)-module M containing the
matrix unit E65 consists of the zero trace matrices having the first four columns equal
to zero. The module M does not contain E66, for example.
Theorem 3.6. Let L be a continuous nest, letM be a norm closed Lie T (L)-module,
let T be a finite rank operator in M and let (Φ,Ψ) be a pair of projections in the
kernel set ΩT . Then M contains all rank-1 operators in σ(Ψ
⊥)B(H)Φ⊥.
Proof. Let (Φ,Ψ) be a pair in the kernel set ΩT and suppose that Φ < I, since the
theorem holds trivially when Φ = I. The proof is split into the cases Φ < σ(Ψ⊥)
(Case 1) and σ(Ψ⊥) ≤ Φ (Case 2) below.
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Case 1. Φ < σ(Ψ⊥).
Let P ′, Q be any projections in L such that Φ < Q < P ′ < σ(Ψ⊥). By [18, Lemma
1], P ′⊥TP ′ ∈M.
By Proposition 1.1, we can also choose h ∈ H such that Pˆh = Φ. Let a ∈ H and
consider the operator Qa⊗Q⊥P ′h which, by by [19], Lemma 3.3, lies in T (L). Notice
that both a and h can be chosen such that the operator Qa⊗Q⊥P ′h is non-zero. It
follows that
[P ′⊥TP ′, Qa⊗Q⊥P ′h] = P ′⊥TP ′(Qa⊗Q⊥P ′h)− (Qa⊗Q⊥P ′h)P ′⊥TP ′
= P ′⊥TP ′Qa⊗Q⊥P ′h = P ′⊥TQa⊗Q⊥P ′h
lies in M.
Observing that Φ 6= I and that max{Φ′ : (Φ′,Ψ′) ∈ ΩT} = I, let Q be such that
Φ < Q ≤ min{Φ′ : Φ < Φ′}.
By Lemma 2.9, we can assume that a ∈ H is such that Pˆa = Φ, Pa = Q and
PTa = σ(Ψ
⊥). It follows that Qa = a, PTQa = σ(Ψ
⊥) and, since P ′ < σ(Ψ⊥),
PTQa = PP ′⊥TQa = σ(Ψ
⊥).
By Theorem 3.4, it follows that all rank-1 operators in
(3.6) PP ′⊥TQaB(H)PˆQ⊥P ′h = σ(Ψ
⊥)B(H)PˆQ⊥P ′h
lie in M.
Since
Φ⊥ = ∨{N⊥ : N ∈ L,Φ < N},
there exists a sequence (hn) in
⋃
N∈L,Φ<N
N⊥(H)
converging to h in the norm topology. Moreover, the sequence can be chosen such
that, for each n ∈ N, there exists Qn ∈ L with Φ < Qn and hn = Q
⊥
nhn = P
′hn.
Hence
P ′⊥TQa⊗ hn = P
′⊥TQa⊗Q⊥nP
′hn
lies in the set (3.6). Hence (P ′⊥TQa ⊗ Q⊥nP
′hn) is a convergent sequence in M
whose limit P ′⊥TQa⊗ h also lies in M. Now an immediate application of Theorem
3.4 yields the result.
Case 2. σ(Ψ⊥) ≤ Φ.
Recall that Φ < I and let P ′ ∈ L be such that Φ < P ′. Let z ∈ H and let
w ∈ H be such that Pˆw = P
′ (cf. Proposition 1.1). Since, by [18, Lemma 1],
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σ(Ψ⊥)T
(
σ(Ψ⊥)
)⊥
∈M, and by [19], Lemma 3.3, P ′z ⊗ P ′⊥w ∈ T (L), it follows
[σ(Ψ⊥)T
(
σ(Ψ⊥)
)⊥
, P ′z ⊗ P ′⊥w] = σ(Ψ⊥)T
(
σ(Ψ⊥)
)⊥
(P ′z ⊗ P ′⊥w)
− (P ′z ⊗ P ′⊥w)σ(Ψ⊥)T
(
σ(Ψ⊥)
)⊥
= σ(Ψ⊥)T
(
σ(Ψ⊥)
)⊥
(P ′z ⊗ P ′⊥w)
lies in M.
By Lemma 2.9, z ∈ H can be chosen such that Pˆz = Φ, Pz = P
′ and PTz = σ(Ψ
⊥).
Hence,
PTσ(Ψ⊥)⊥P ′z = PTΦ⊥P ′z = σ(Ψ
⊥),
since σ(Ψ⊥) ≤ Φ < P ′.
An application Theorem 3.4 to σ(Ψ⊥)T
(
σ(Ψ⊥)
)⊥
(P ′z⊗P ′⊥w) yields thatM con-
tains all rank-1 operators in σ(Ψ⊥)B(H)P ′⊥. Now, a density argument similar to
that of Case 1., concludes the proof. 
We are now ready to prove Theorem 3.1.
Proof. Let M be a norm closed Lie T (L)-module and let T be a rank-n operator in
M. Applying Theorem 2.7, we get a decomposition T =
∑m
r=1 xr ⊗ yr such that,
for all r ∈ {1, ..., m}, there exists (Φr,Ψr) ∈ ΩT with xr ⊗ yr = σ(Ψ
⊥
r )(xr ⊗ yr)Φ
⊥
r .
It finally follows from Theorem 3.6 that xr ⊗ yr ∈M. 
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