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Abstract
This paper reports the 3D planetary geostrophic viscous model has the exponential ergodicity and
global attractor if this model is driven by an additive random noise, which results in the support of
the integration of invariant measure for the dynamic is exactly a minimal global attractor. It’s worth
mentioning that this global attractor has finite Hausdorff dimension.
1 Introduction
Boussinesq equations is a fundamental model in meteorology, which is deduced from the Primitive Equa-
tions using Boussinesq approximation and Hydrostatic approximation (cf. [16, 17, 18, 19]). These are
roughly speaking, the Navier-Stokes equations with rotation, forced by the heat buoyancy and coupled
with the heat transport equation. Refer to [21], the 3D planetary geostrophic equations are derived from
Boussinesq equations using standard scale analysis. In order to strength their regularity, two methods are
considered for the momentum equation, one is to add linear drag and the other is to add viscosity term.
The latter case is called 3D planetary geostrophic viscous model, which is of our great interest. Com-
pared to 3D Navier-Stokes equations, the important feature of 3D planetary geostrophic viscous model is
absence of the nonlinear advection term of the momentum equation, which gives the possibility to obtain
its global well-posedness of both weak and strong solution and some other interesting properties.
For the determine case, the early work on this model was derived by Samelson, Termam and Wang
in 1998, the authors established global existence (without uniqueness) of the weak solutions and short
time existence of strong solutions in [21]. In 2003, Cao and Titi proved the global well posedness and
regularity of both the weak and strong solutions to this model in [4]. Moreover, they show that this model
possesses a finite-dimension global attractor. For the random case, in 2016, You and Li established the
existence of global attractor in the space H ⊂ L2 and proved that the global attractor of the 3D planetary
geostrophic viscous model with small linear multiplicative noise converges to the global attractor of the
unperturbed case in [24].
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In this paper, we consider this model in random case from two different aspects: random dynamical
system and Markovian semigroup. We obtain its global random attractor in V ⊂ H1, which is stronger
than [24]. Furthermore, we show that the Hausdorff dimension of the global attractor is almost surely
finite. Also we proved that the Markovian semigroup has the exponential mixing property. Thus it can
be derived that the support of the invariant measure for the dynamic is a minimal global attractor by the
known results.
The main difficulty comes from the nonlinear term (
∫ −1
z
∇ · vdz′)Tz, which results in much more
complicated computation. The reason why we can use the method in [20] dealing with 2D Navier-
Stokes is that the regularity of the velocity can be held by the temperature. This property is obtained
by some technical elliptic regularity for nonlocal, stokes-type, second-order elliptic systems in domains
with corners. These elliptic regularity results have been used to study the primitive equations in [12].
Since for general multiplicative noise, there is no cocycle property for (2.13)-(2.19), which restricts
us to dealing with additive noise of the form in Sect. 3.3 (for the linear multiplicative noise, our results
also hold). Our results are as follows.
Theorem 1.1. [Global well-posedness] Assume t0 ∈ R, τ ∈ L2(D), if T0 ∈ H(V), then for any given Υ >
t0, there exists a unique weak (strong) solution (ps, v, T ) of the system (2.13)-(2.19) on the interval [t0,Υ]
in the sense of Definition 3.3; Moveover, the weak (strong) solution (ps, v, T ) is dependent continuously
on the initial data.
The definition of space H, V and the weak (strong) solution are given in Sect. 3.
Theorem 1.2. [Existence of global attractor] Assume τ ∈ L2(D), then the system (2.13)-(2.19) possesses
a global random pullback attractor A(ω) in V. Moreover, A(ω) is connected.
The definition of global random attractor is given in Sect.5. Furthermore, we consider the Hausdorff
dimension of A(ω).
Theorem 1.3. [Finite Hausdorff dimension of the global attractor] Assume τ ∈ L2(D), then the Haus-
dorff dimension of the global attractor A(ω) is finite, P− a.s.
Ergodic property of the 3D stochastic planetary geostrophic viscous model is also established. At
that time, some nondegenerate condition on the noise is needed.
Theorem 1.4. [Exponential mixing] Assume τ ∈ L2(D) and Hypothesis H0 holds, then there exists a
unique stationary probability measure µ of (Pt)t∈R+ on H. Moreover, µ satisfies∫
H
|x|2µ(dx) < ∞,
and there exist C, γ′ > 0 such that for any λ ∈ P(H)
‖P∗t λ − µ‖∗ ≤ Ce−γ
′
t
(
1 +
∫
H
|x|2λ(dx)
)
.
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where P(H) stands for the set of all probability measures on H. The notation of the norm ‖ · ‖∗ and
Hypothesis H0 are given in Sect. 6.
This paper is organized as follows: In Sects. 2 and 3, we introduce the 3D stochastic planetary
geostrophic viscous model, and review some basic representational results; The global well-posedness
of both weak and strong solution are proved in Sect. 4; In Sect. 5, the existence of global attractor for
the strong solution is obtained; In Sect. 6, the exponential mixing for the weak solution is established;
Finally, in Sect. 7, we discuss connection between global attractor and the invariant measure of this
model.
2 Preliminaries
The 3D Planetary Geostrophic Viscous Model under a stochastic forcing, in a Cartesian system, are
written as
∇P + f k × v + εL1v = 0, (2.1)
∂zP + T = 0, (2.2)
∇ · v + ∂zθ = 0, (2.3)
∂T
∂t
+ (v · ∇)T + θ∂T
∂z
+ L2T = Θ(t, x, y, z), (2.4)
where the horizontal velocity field v = (v1, v2), the three-dimensional velocity field (v1, v2, θ), the tem-
perature T and the pressure P are unknown functionals. f is the Coriolis parameter and k is vertical
unit vector. εL1v is the viscous term, where ε is a positive viscous constant. Θ(t, x, y, z) is the stochastic
forcing which will be described in Sect.3.
Set ∇ = (∂x, ∂y) to be the horizontal gradient operator and ∆ = ∂2x+∂2y to be the horizontal Laplacian.
The viscosity and the heat diffusion operators L1 and L2 are given by
L1v = −Ah∆v − Av
∂2v
∂z2
,
L2T = −Kh∆T − Kv
∂2T
∂z2
,
where Ah, Av are positive molecular viscosities and Kh, Kv are positive conductivity constants.
The space domain for (2.1)-(2.4) is
O = D × (−1, 0),
where D is a bounded open domain with smooth bandary in R2.
The boundary conditions for (2.1)-(2.4) are given by
Av∂zv = τ, θ = 0, Kv∂zT = −α(T − T ∗) on D × {0} = Γu, (2.5)
∂zv = 0, θ = 0, ∂zT = 0 on D × {−1} = Γb, (2.6)
v · n = 0, ∂v
∂n
× n = 0, ∂T
∂n
= 0 on ∂D × (−1, 0) = Γl, (2.7)
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where τ(x, y) is the wind stress, n is the normal vector to Γl, T ∗(x, y) is the typical temperature of the top
surface, and α is a positive constant.
Refer to [4], τ and T ∗ are assumed to satisfy the compatibility boundary conditions
τ · n = 0, ∂τ
∂n
× n = 0, on ∂D. (2.8)
∂T ∗
∂n
= 0 on ∂D. (2.9)
In addition, the initial condition is
T (x, y, z, t0) = T0(x, y, z). (2.10)
Remark 1. For simplicity and without loss generality we will assume ε, Ah, Ah,Kh,Kv are equal to 1.
Moreover, By [3], we know that due to the compatibility boundary conditions (2.8) and (2.9), one can
convert the boundary condition (2.5)-(2.7) to be homogeneous by replacing (v, T ) by (v+ (z+1)2−1/32 τ, T +
T ∗). For convenience, in this article, we suppose T ∗ = 0 and we emphasize that our results are still valid
for general T ∗ provided it is smooth enough.
Let us reformulate the system (2.1)-(2.10). By integrating (2.3) from -1 to z and using (2.5), (2.6),
we obtain
θ(t, x, y, z) = Φ(v)(t, x, y, z) = −
∫ z
−1
∇ · v(t, x, y, z′)dz′. (2.11)
Integrating (2.2) from −1 to z, we obtain
P(x, y, z, t) = −
∫ z
−1
T (x, y, z′, t)dz′ + ps(x, y, t), (2.12)
where ps(x, y, t) is a certain unknown function at Γb.
Under the above calculation, (2.1)-(2.4) can be rewritten as
∇ps −
∫ z
−1
∇Tdz′ + f k × v + L1v = 0, (2.13)
∂T
∂t
+ (v · ∇)T + Φ(v)∂T
∂z
+ L2T = Θ(t, x, y, z), (2.14)∫ 0
−1
∇ · vdz = 0. (2.15)
The boundary and initial conditions are
∂zv = τ, ∂zT = −αT on Γu, (2.16)
∂zv = 0, ∂zT = 0 on Γb, (2.17)
v · n = 0, ∂v
∂n
× n = 0, ∂T
∂n
= 0 on Γl, (2.18)
T (x, y, z, t0) = T0(x, y, z). (2.19)
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3 Functional Spaces and Inequalities
3.1 Some Functional Spaces
Let L(K1,K2) (resp. L2(K1,K2)) be the space of bounded (resp. Hilbert-Schmidt) linear operators from
the Hilbert space K1 to K2, whose norms are denoted by ‖ · ‖L(K1,K2) ( resp ‖ · ‖L2(K1,K2)). Denote by | · |L2(D)
the norm of L2(D). | · | and (·, ·) represent the norm and inner product in L2(O). Let | · |p and | · |Hp(O) be
the norms of Lp(O) and Sobolev space Hp(O), respectively, for integer p,
Hp(O) =
{
Y ∈ L2(O)
∣∣∣∣ ∂αY ∈ L2(O), 0 ≤ |α| ≤ p},
|Y |2Hp(O) =
∑
0≤|α|≤p |∂αY |2.
Now, define working spaces for (2.13)-(2.19). Let
˘V ,
{
v ∈ (C∞(O))2; ∂v
∂z
∣∣∣∣
Γu
= τ,
∂v
∂z
∣∣∣∣
Γb
= 0, v · n
∣∣∣∣
Γl
= 0, ∂v
∂n
× n
∣∣∣∣
Γl
= 0,
∫ 0
−1
∇ · vdz = 0
}
,
V ,
{
T ∈ C∞(O); ∂T
∂z
+ αT
∣∣∣∣
Γu
= 0, ∂T
∂z
∣∣∣∣
Γb
= 0, ∂T
∂n
∣∣∣∣
Γl
= 0
}
,
˘V= the closure of ˘V with respect to the norm | · |H1(O),
˘H= the closure of ˘V with respect to the norm | · |,
V= the closure of V with respect to the norm ‖ · ‖,
H= the closure of V with respect to the norm | · |,
where
|v|2H1(O) =
∫
O
|∇v|2dxdydz +
∫
O
|
∂v
∂z
|2dxdydz,
|v|2 =
∫
O
|v|2dxdydz,
‖T‖2 =
∫
O
|∇T |2dxdydz +
∫
O
|
∂T
∂z
|2dxdydz + α
∫
Γu
|T (x, y, 0)|2dxdy,
|T |2 =
∫
O
|T |2dxdydz.
Define the bilinear functional a : V × V → R, and its corresponding linear operator A : V → V ′ , by
a(T, T1) , (AT, T1) =
∫
O
(
∇T · ∇T1 +
∂T
∂z
∂T1
∂z
)
dxdydz + α
∫
Γu
TT1dxdy,
for any T, T1 ∈ V .
It is well known that the operator A with domain
D(A) = closure o f V with respect to the H2(O) topology.
is a positive self-adjoint operator with discrete spectrum in H. Let (en)n=1,2,··· be an eigenbasis of H
associated to the increasing sequence {λn}n=1,2,··· of eigenvalues of A. Denote by Hn = span{e1, · · ·, en},
and Pn : H → Hn the H orthogonal projection onto Hn. Moreover, by definition of ˘H, there exists an
orthogonal basis (rn)n=1,2,··· of ˘H.
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Lemma 3.1. ([4]) We have the following results:
(i) There exists a positive constant K1 such that for T ∈ H1(O),
1
K1
‖T‖2 ≤ |T |2H1(O) ≤ K1‖T‖
2.
(ii) For every T ∈ V, ‖T‖2 = (AT, T ).
(iii) For every T ∈ V, |T |2H2(O) ≤ (AT, AT ).
3.2 Some Inequalities
We firstly recall some interpolation inequalities which will be used later (see [1] for detail).
For h ∈ H1(D),
|h|L4(D) ≤ c|h|
1
2
L2(D)|h|
1
2
H1(D),
|h|L5(D) ≤ c|h|
3
5
L3(D)|h|
2
5
H1(D),
|h|L6(D) ≤ c|h|
2
3
L4(D)|h|
1
3
H1(D).
For h ∈ H1(O),
|h|3 ≤ c|h|
1
2 |h|
1
2
H1(O),
|h|6 ≤ c|h|H1(O),
|h|∞ ≤ c|h|
1
2
H1(O)|h|
1
2
H2(O).
Lemma 3.2. ([4]) Suppose u = (u1, u2) be a smooth vector field, and let f and g be smooth scalar
functions, then
∣∣∣∣
∫
O
(u · ∇) f gdxdydz
∣∣∣∣ ≤ |u|6 |∇ f |3|g| ≤ c|u|H1(O)|∇ f | 12 | f | 12H2(O)|g|, (3.20)∣∣∣∣
∫
O
(∇ ·
∫ z
−1
u(x, y, z′, t)dz′) f gdxdydz
∣∣∣∣ ≤ c| f ||u| 12H1(O)|u|
1
2
H2(O)‖g‖
1
2 |g|
1
2 . (3.21)
Consider the following equations
∇ps(x, y, t) −
∫ z
−1
∇gdz′ + f k × ξ + L1ξ = 0, (3.22)
∫ 0
−1
∇ · ξdz = 0, (3.23)
∂ξ
∂z
∣∣∣∣
z=0
= 0, ∂ξ
∂z
∣∣∣∣
z=−1
= 0, ξ · n
∣∣∣∣
Γl
= 0, ∂ξ
∂n
× n
∣∣∣∣
Γl
= 0. (3.24)
The following proposition plays an important role during the following sections.
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Proposition 3.1. For (3.22)-(3.24), we have
|ξ|H1(O) ≤ c|g|, |ξ|H2(O) ≤ c‖g‖. (3.25)
Proof of Proposition 3.1 By averaging (3.22) and (3.24) from −1 to 0 with respect to z, we obtain
∇ps −
∫ 0
−1
(
∫ z
−1
∇g(x, y, z′, t)dz′)dz + f k × ¯ξ − ∆¯ξ −
∫ 0
−1
∂2ξ
∂z2
dz = 0, (3.26)
∇ · ¯ξ = 0, (3.27)
¯ξ · n = 0, ∂
¯ξ
∂n
× n = 0 on ∂D, (3.28)
where
¯ξ(x, y, t) =
∫ 0
−1
ξ(x, y, z, t)dz.
From the Fubini Theorem and boundary conditions (3.24), (3.26) can be written as
f k × ¯ξ + ∇ps + ∇
(∫ 0
−1
z′g(x, y, z′, t)dz′
)
− ∆¯ξ = 0. (3.29)
By taking inner product on both side of (3.29) with ¯ξ in L2(O), we obtain
∫
O
[
∇
(
ps(x, y, t) +
∫ 0
−1
z′g(x, y, z′, t)dz′
)
− ∆¯ξ
]
¯ξdxdydz = 0.
Notice that (3.23) and (3.24), by taking integration by parts, we get
∫
O
|∇¯ξ|2dxdydz = 0.
Thus, ¯ξ is a constant function. By (3.24), we reach ¯ξ = 0. As a result, we have
ps(x, y, t) = −
∫ 0
−1
z′g(x, y, z′, t)dz′,
(ps is unique up to a constant), then, (3.22) can be written as
− ∇[
∫ 0
−1
z′g(x, y, z′, t)dz′ +
∫ z
−1
g(x, y, z′, t)dz′] + f k × ξ + L1ξ = 0.
From the boundary value problem of the second-order elliptic equation, we have the following regularity
results (refer to similar techniques to those developed in [13],[25]):
|ξ|H1(O) ≤ c|g|, |ξ|H2(O) ≤ c‖g‖.

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3.3 Stochastic Forcing
In the present paper, we assume that the stochastic forcing Θ(t, x, y, z) is an additive white noise with the
form
Θ(t, x, y, z) = G dW(t)dt ,
where G is a Hilbert-Schmidt operator from H to H1(O), i.e.
+∞∑
i=1
‖Gei‖2 =
+∞∑
i=1
λi|Gei|2 < ∞, (3.30)
and the random process W is a two-sided in time cylindrical wiener process in H with the form
W(t) = ∑+∞i=1 wi(t, ω)ei. Here, {wi}i≥1 is a sequence of independent standard one-dimensional real-valued
Brownian motions on a complete probability space (Ω,F , P) with expectation E. More precisely, let
Ω =
{
ω : ω ∈ C(R,R∞), ω(0) = 0
}
,
with P being a product measure of two Wiener measures on the negative and positive time parts of Ω.
3.4 An Auxiliary Ornstein-Uhlenbeck Process
For α ≥ 0, let
Zα(t) =
∫ t
−∞
e(t−s)(−A−α)GdW(s),
be the solution of the stochastic Stokes equation
dZ = (−αZ − AZ)dt +GdW(t),
with Z(0) =
∫ 0
−∞
es(A+α)GdW(s). In the following, denote Zα(t) by Z(t) for simplicity. The damping
term αZ is not necessary to the global well-posedness, but is very useful to prove the existence of global
attractor.
Lemma 3.3. [10] If Z(t) is the solution for the above equation, then the process Z(t) is a stationary
ergodic solution with continuous trajectories in D(A).
Proposition 3.2. For any t, E|AZ(t)|2 < ∞ and E|AZ(t)|2 → 0, as α→ +∞.
Proof of Proposition 3.2 We prove the second statement, the first one can be proved similarly.
E|AZ(t)|2 = E
+∞∑
i=1
|
∫ t
−∞
λie
(t−s)(−λi−α)Geidwi(s)|2 (3.31)
=
+∞∑
i=1
∫ t
−∞
λ2i e
2(t−s)(−λi−α)|Gei|2ds
=
+∞∑
i=1
λ2i |Gei|
2
2(λi + α) ,
by (3.30), we obtain the result. 
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Remark 2. A simple example for Θ(t, x, y, z) is
Θ(t, x, y, z) =
N∑
j=1
µ j
dw j(t)
dt f or some N.
More examples can be found in [10].
3.5 Definition of Weak (Strong) Solution of (2.13)-(2.19)
Definition 3.3. Assume t0 ∈ R and Υ > t0, a stochastic process (ps, v, T ) is called a weak solution of
(2.13)-(2.19) in [t0,Υ], if P− a.e. ω ∈ Ω
ps(x, y, t) ∈ C(t0,Υ; L2(D))
⋂
L2(t0,Υ; H1(D)),
v(x, y, z, t) ∈ C(t0,Υ; H1(O))
⋂
L2(t0,Υ; H2(O)),
T (x, y, z, t) ∈ C(t0,Υ; H)
⋂
L2(t0,Υ; V),
and for all (φ, ψ) ∈ H2(O) × D(A), the identities hold P − a.s.
−(ps,∇ · φ) +
( ∫ z
−1
Tdz′,∇ · φ
)
+ ( f k × v, φ) + (∇v,∇φ) +
(∂v
∂z
,
∂φ
∂z
)
=
∫
Γu
τφdxdydz,
(
T (t), ψ
)
−
∫ t
t0
(
(v · ∇)ψ, T
)
ds −
∫ t
t0
(
Φ(v)∂ψ
∂z
, T
)
ds +
∫ t
t0
(Aψ, T )ds = (T0, ψ) +
( ∫ t
t0
GdW(s), ψ
)
.
Moreover, a weak solution is called a strong solution of (2.13)-(2.19) on [t0,Υ], if in addition, it
satisfies
ps(x, y, t) ∈ C(t0,Υ; H1(D))
⋂
L2(t0,Υ; H2(D)),
v(x, y, z, t) ∈ C(t0,Υ; H1(O))
⋂
L2(t0,Υ; H2(O)),
T (x, y, z, t) ∈ C(t0,Υ; V)
⋂
L2(t0,Υ; D(A)).
4 Global Well-posedness
We firstly prove the global well-posedness of weak solution.
Theorem 4.1. (Global well-posedness of weak solution) Suppose that τ ∈ L2(D). Then for every T0 ∈ H,
there is a unique weak solution (ps, v, T ) of the system (2.13)-(2.19) in the sense of definition 3.3.
Proof of Theorem 4.1 (Existence of weak solution) Let h(t) = T (t) − Z(t), where Z(t) is
defined in Sect.3.4, we get the following random parameter equations:
dh
dt + L2h + (v · ∇)(h + Z) + Φ(v)
∂(h + Z)
∂z
= αZ. (4.32)
∇
[
ps −
∫ z
−1
(h + Z)dz′
]
+ f k × v + L1v = 0, (4.33)
∂v
∂z
∣∣∣∣
z=0
= τ,
∂v
∂z
∣∣∣∣
z=−1
= 0, v · n
∣∣∣∣
Γl
= 0, ∂v
∂n
× n
∣∣∣∣
Γl
= 0, (4.34)
h(0) = T0 − Zt0 . (4.35)
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In the above system, the unknowns are h(x, y, z, t), ps(x, y, t) and v(x, y, z, t), while T0 and Zt0 are given.
It’s clear that once we determine h, ps and v, we can easily recover the original unknowns (v, θ), P and T
of the system (2.1)-(2.4) by (2.11) and (2.12).
In the following, we proceed by using Galerkin method to prove the global existence of weak solution
using the similar method as [21]. We divide the proof into several steps as follows.
Step 1. Approximate Solutions. Let ω ∈ Ω be fixed. In order to obtain a solution of (4.32)-(4.35),
we find an approximate solution pair (hn, vn) of the form
hn(x, y, z, t) =
n∑
k=1
βnk(t)ek(x, y, z),
vn(x, y, z, t) =
n∑
k=1
γnk (t)rk(x, y, z),
where {βnk} and {γ
n
k} are real functionals and (hn, vn) satisfies
d
dt (hn, ek) +
(
(vn · ∇)(hn + Zn), ek
)
+
(
Φ(vn)∂(hn + Zn)
∂z
, ek
)
+ (L2hn, ek) = (αZn, ek), (4.36)
−
( ∫ z
−1
∇(hn + Zn)dz′, rk
)
+ ( f k × vn, rk) + (L1vn, rk) = 0, (4.37)
hn(0) = Pn(T0 − Zt0), (4.38)
for k = 1, · · ·, n, where Zn = PnZ and (∇ps, rk) = 0 are used.
It’s easy to see that (4.36) and (4.38) are equivalent to an initial value problem of a system of n
ODEs, and (4.37) is equivalent to a linear system of n equations. Hence the existence of the local (in
time) approximate solution of (4.36)-(4.38) is obvious. For a short interval of time [t0,Υ∗), where Υ∗ is
independent of n, we have the existence and uniqueness of hn(x, y, z, t) and vn(x, y, z, t), then ps(x, y, t)
determined by (4.33) is also obtained on [t0,Υ∗).
Step 2. Energy estimates. To obtain the global (in time) solution of the original problem, the energy
estimates are necessary.
Firstly, multiplying (4.37) by γnk (t) and adding up the resulting equations for k = 1, · · ·, n, we deduce
that
(−
∫ z
−1
∇(hn + Zn)dz′, vn) + ( f k × vn, vn) + (L1vn, vn) = 0.
Since
(L1vn, vn) = |vn|2H1(O) −
∫
Γu
vnτdxdy, ( f k × vn, vn) = 0,
we have
|vn|
2
H1(O) =
∫
Γs
vnτdxdy + (−
∫ z
−1
∇(hn + Zn)dz′, vn)
≤ c|hn + Zn||∇vn| + c|τ|L2(D)|vn|L2(Γu)
≤
1
2
|∇vn|
2
+ c(|hn |2 + |Zn|2 + |τ|2L2(D)),
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thus,
|vn|
2
H1(O) ≤ c(|hn|2 + |Zn|2 + |τ|2L2(D)). (4.39)
For |ps|2H1(D), by
(∇ps, L1vn) = −
∫
Γu
τ∇psdxdy ≤ c|τ|L2(D)|ps|H1(D),
we have
|ps|2H1(D) = (∇ps,∇ps)
= (∇ps,
∫ z
−1
(hn + Zn)dz′ − f k × vn − L1vn)
≤ c‖hn + Zn‖|ps|H1(D) + c|vn ||ps|H1(D) + c|τ|L2(D)|ps|H1(D),
therefore,
|ps|2H1(D) ≤ c(‖hn‖2 + ‖Zn‖2 + |τ|2L2(D)). (4.40)
For |L1vn|2, we have
|L1vn|2 = (
∫ z
−1
∇(hn + Zn)dz′, L1vn) − ( f k × vn, L1vn) − (∇ps, L1vn)
≤ c|τ|L2(D)|ps|H1(D) + c|L1vn||vn| + c|L1vn|‖hn + Zn‖
≤
1
2
|L1vn|2 + c(‖hn‖2 + ‖Zn‖2 + |τ|2L2(D)),
where (4.40) is used. Then, we get
|vn|
2
H2(O) ≤ |L1vn|
2 ≤ c(‖hn‖2 + ‖Zn‖2 + |τ|2L2(D)). (4.41)
The above (4.39)-(4.40) hold for any t in the interval of the maximal existence of the solutions of the
approximate problem (4.36)-(4.38).
Multiplying (4.36) by βnk(t) and adding the resulting equations up, we get
1
2
d|hn |2
dt + ‖hn‖
2
+
(
[(vn · ∇)(hn + Zn) + Φ(vn)∂(hn + Zn)
∂z
], hn
)
= (αZn, hn),
by integration by parts and the boundary conditions (2.16)-(2.18), we have
(
[(vn · ∇)hn + Φ(vn)∂hn
∂z
], hn
)
= 0,
furthermore, by Hölder inequality we have
|
(
(vn · ∇)Zn, hn
)
| ≤ c|∇Zn||hn|3|vn|6,
by (4.39), we have
|vn|6 ≤ c|vn |H1(O) ≤ c(|hn | + |Zn| + |τ|L2(D)),
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then, by the Young inequality, we have
|
(
(vn · ∇)Zn, hn
)
| ≤ c|∇Zn|‖hn‖(|hn | + |Zn| + |τ|L2(D))
≤ ε‖hn‖2 + c|∇Zn|2|hn|2 + c|∇Zn|2(|Zn|2 + |τ|2L2(D)).
Moreover, by Lemma 3.2, we obtain
|
∫
O
Φ(vn)∂Zn
∂z
hndxdydz| ≤ c|
∂Zn
∂z
||∇v|
1
2 |v|
1
2
H2(O)|hn|
1
2 ‖hn‖
1
2
≤ c|
∂Zn
∂z
|(|hn | 12 ‖hn‖ 12 + ‖Zn‖ + |τ|L2(D))|hn|
1
2 ‖hn‖
1
2
≤ c|
∂Zn
∂z
||hn|‖hn‖ + c|
∂Zn
∂z
|(‖Zn‖ + |τ|L2(D))|hn|
1
2 ‖hn‖
1
2
≤ ε‖hn‖2 + c(|∂Zn
∂z
|2 + |
∂Zn
∂z
|4‖Zn‖4 + |
∂Zn
∂z
|4|τ|4L2(D))|hn|2.
where (4.39) and the Young inequality are used in the second and the forth inequality, respectively.
Applying Cauchy-Schwarz inequality, we obtain
|
∫
O
αZnhndxdydz| ≤ c|Zn||hn|
≤ c|Zn|2 + c|hn |2.
Therefore, collecting all the above inequalities, we reach
d|hn |2
dt + ‖hn‖
2 ≤ c(1 + |∇Zn|2 + |∂Zn
∂z
|2 + |
∂Zn
∂z
|4‖Zn‖4 + |
∂Zn
∂z
|4|τ|4L2(D))|hn |2 (4.42)
+c|∇Zn|2(1 + |Zn|2 + |τ|2L2(D)).
Let
α(s) = |hn(0)|2 + c
∫ s
0
|∇Zn|2(1 + |Zn|2 + |τ|2L2(D))dr,
β(s) = c(1 + |∇Zn|2 + |∂Zn
∂z
|2 + |
∂Zn
∂z
|4‖Zn‖4 + |
∂Zn
∂z
|4|τ|4L2(D)),
applying the Gronwall inequality for (4.42), we conclude that
|hn(t)|2 ≤ α(t) +
∫ t
t0
α(s)β(s) exp(
∫ t
s
β(r)dr)ds, t0 ≤ t ≤ Υ∗.
By Lemma 3.3, the right hand side is uniformly bounded in n as t → Υ∗, we conclude that hn must exit
globally, i.e., Υ∗ = +∞. Therefore, for any Υ > t0, we have
|hn(t)|2 ≤ K1(Υ, |h(0)|, |τ|L2(D)), t ∈ [t0,Υ]. (4.43)
By integrating (4.42) with respect to t over [t0,Υ] and by (4.43), we have
∫
Υ
t0
‖hn(s)‖2ds ≤ K2(Υ, |h(0)|, |τ|L2(D)). (4.44)
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Thus, we have that hn exists globally in time and is uniformly bounded in n, in L∞(t0,Υ; H)∩L2(t0,Υ; V).
Step 3. A prior estimates for ∂hn∂t . Now, in order to obtain the continuity of hn, we only need to show that
∂thn is uniformly bounded in n, in the space L2(t0,Υ; H′), here H′ is the dual space of H. From (4.36),
we have, for every ψ ∈ C∞(O),
〈
∂hn
∂t
, ψ〉 = 〈αZn, ψ〉 − 〈L2hn, ψ〉 −
〈
[(vn · ∇)(hn + Zn) + Φ(vn)∂(hn + Zn)
∂z
], ψ
〉
,
where 〈·, ·〉 is the dual norm of H′ and H.
By Cauchy-Schwarz inequality and ‖ψ‖ ≥ λ1|ψ|, we have
|〈αZn, ψ〉| ≤ c|Zn||ψ| ≤ c|Zn|‖ψ‖, (4.45)
and by integration by parts, we have
|〈L2hn, ψ〉| ≤ ‖hn‖‖ψ‖. (4.46)
It is easy to know
|
〈
[(vn · ∇)(hn + Zn) + Φ(vn)∂(hn + Zn)
∂z
], ψ
〉
|
= |〈[(vn · ∇)(hn + Zn) + Φ(vn)∂(hn + Zn)
∂z
], ψn〉|
= |〈[(vn · ∇)ψn + Φ(vn)∂ψn
∂z
], (hn + Zn)〉|,
where ψn = Pnψ. By Hölder inequality, we have
|
∫
O
(vn · ∇)ψn(hn + Zn)dxdydz| ≤ c‖ψn‖|hn + Zn|3|vn|6
≤ c‖ψn‖(|hn |
1
2 ‖hn‖
1
2 + |Zn|
1
2 ‖Zn‖
1
2 )(|hn| + |Zn| + |τ|L2(D)),
and by Lemma 3.3, (4.39) and (4.41), we obtain
|
∫
O
Φ(vn)∂ψn
∂z
(hn + Zn)dxdydz| ≤ c|∂ψn
∂z
||∇vn|‖vn‖
1
2
H2(O)|hn + Zn|
1
2 ‖hn + Zn‖
1
2
≤ c|
∂ψn
∂z
|(|hn| + |Zn| + |τ|L2(D))(‖hn‖ + ‖Zn‖ + |τ|L2(D)),
then, we have
|〈[(vn · ∇)(hn + Zn) + Φ(vn)∂(hn + Zn)
∂Zn
], ψ〉|
≤ c(|hn | + |Zn| + |τ|L2(D))(‖hn‖ + ‖Zn‖ + |τ|L2(D) + |hn|
1
2 ‖hn‖
1
2 + |Zn|
1
2 ‖Zn‖
1
2 )‖ψn‖,
since ψ ∈ H1(O), refer to [4], we get
‖ψn‖ ≤ c‖ψ‖,
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thus,
|〈[(vn · ∇)(hn + Zn) + Φ(vn)∂(hn + Zn)
∂z
], ψ〉| (4.47)
≤ c(|hn| + |Zn| + |τ|L2(D))(‖hn‖ + ‖Zn‖ + |τ|L2(D) + |hn|
1
2 ‖hn‖
1
2 + |Zn|
1
2 ‖Zn‖
1
2 )‖ψ‖.
Thanks to (4.45), (4.46) and (4.47), we have
|〈∂thn, ψ〉|
≤ c|Zn|‖ψ‖ + c‖hn‖‖ψ‖ + c(|hn | + |Zn| + |τ|L2(D))(1 + ‖hn‖ + ‖Zn‖ + |τ|L2(D))‖ψ‖,
due to (4.43) and (4.44), we get∫
Υ
t0
‖∂thn(t)‖2H′dt ≤ K3(Υ, |h(0)|, |τ|L2 (D)), (4.48)
where
K3(Υ, |h(0)|, |τ|L2(D)) = CK2 + c(Υ − t0)
(
sup
t∈[t0 ,Υ]
|Z(t)|
)
+c
[
K1 + sup
t∈[t0 ,Υ]
|Z(t)| + |τ|L2(D)
][
K2 + (1 + sup
t∈[t0 ,Υ]
‖Z‖ + |τ|L2(D))(Υ − t0)
]
.
Thus, we conclude that ∂thn is uniformly bounded in n in L2(t0,Υ; H′).
Step 4. Passage to the limit n → ∞. by Alaoglu compactness theorem, we can extract a subsequence
(vn′ , Tn′) such that
Tn′ ⇀ T weakly in L2(t0,Υ; V) and weak − star in L∞(t0,Υ; H),
vn′ ⇀ v weakly in L2(t0,Υ; H2(O)) and weak − star in L∞(t0,Υ; H1(O)),
where
T ∈ L∞(t0,Υ; H)
⋂
L2(t0,Υ; V),
v ∈ L∞(t0,Υ; H1(O))
⋂
L2(t0,Υ; H2(O)).
From Step 3 and using the standard argument used in proving global well-posedness of 2D stochastic
Navier-Stokes equations, we can prove that (v, T ) is a required weak solution of (4.32)-(4.35), that is,
(ps, v, T ) is a weak solution of the system (2.13)-(2.19).
(Uniqueness of weak solution) Suppose (h(i), v(i), p(i)s ), i = 1, 2 are two weak solutions of (4.32)-
(4.35), with the initial data h(i)0 ∈ H, let
ι = h(1) − h(2), κ = v(1) − v(2), ps = ps(1) − ps(2),
then we have
dι
dt + L2ι + (κ · ∇)(h
(1)
+ Zn) + (v(2) · ∇)ι + Φ(κ)∂(h
(1)
+ Zn)
∂z
+ Φ(v(2)) ∂ι
∂z
= 0, (4.49)
∇
[
ps(x, y, t) −
∫ z
−1
ιdz′
]
+ f k × κ + L1κ = 0, (4.50)
∂κ
∂z
∣∣∣∣
z=0
= 0, ∂κ
∂z
∣∣∣∣
z=−1
= 0, κ · n
∣∣∣∣
Γl
= 0, ∂κ
∂n
× n
∣∣∣∣
Γl
= 0, (4.51)
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by similar method as Proposition 3.1, we obtain
|κ|H1(O) ≤ c|ι|, |κ|H2(O) ≤ c‖ι‖. (4.52)
By taking inner product of (4.49) with ι in L2(O), we have
1
2
d|ι|2
dt + ‖ι‖
2
= −
〈
(κ · ∇)(h(1) + Zn), ι
〉
−
〈
(v(2) · ∇)ι, ι
〉
−
〈
Φ(κ)∂(h
(1)
+ Zn)
∂z
, ι
〉
−
〈
Φ(v(2)) ∂ι
∂z
, ι
〉
.
By integration by parts and (4.51), we reach
〈
(v(2) · ∇)ι, ι
〉
+
〈
Φ(v(2)) ∂ι
∂z
, ι
〉
= 0,
further, applying the Hölder inequality, (4.52) and the Young inequality, we obtain
∣∣∣∣〈(κ · ∇)(h(1) + Zn), ι〉
∣∣∣∣ ≤ c‖h(1) + Zn‖|κ|H1(O)‖ι‖
≤ c|ι|‖h(1) + Zn‖‖ι‖
≤ ε‖ι‖2 + c‖h(1) + Zn‖2|ι|2,
similarly,
∣∣∣∣∣∣
〈
Φ(κ)∂(h
(1)
+ Zn)
∂z
, ι
〉∣∣∣∣∣∣ ≤ c|
∂(h(1) + Zn)
∂z
||∇κ|
1
2 |κ|
1
2
H2(O)|ι|
1
2 ‖ι‖
1
2
≤ c|ι||
∂(h(1) + Zn)
∂z
|‖ι‖
≤ ε‖ι‖2 + c|
∂(h(1) + Zn)
∂z
|2|ι|2,
then
d|ι|2
dt + ‖ι‖
2 ≤ cg(t)|ι|2, (4.53)
where
g(t) = ‖h(1) + Zn‖2 + |∂(h
(1)
+ Zn)
∂z
|2.
Notice that for the weak solution h(i), i = 1, 2 and Zn ∈ D(A), we have
∫ t
t0
g(s)ds < ∞,
then, by a direct integration of (4.53), we have
|ι(t)|2 ≤ |ι(0)|2ec
∫ t
t0
g(s)ds
,
thus, the uniqueness and continuity on the initial data of ι are obtained. By (4.52), we have the uniqueness
of v, then (4.33) implies the uniqueness of ps. 
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Theorem 4.2. (Global well-posedness of strong solution) Suppose that τ ∈ L2(D). Then for every
T0 ∈ V, there is a unique strong solution (ps, v, T ) of the system (2.13)-(2.19) in the sense of definition
3.3.
Proof of theorem 4.2 Suppose that (ps, v, h) is the weak solution of (4.32)-(4.35) with the initial
data h(0) ∈ V . Taking the L2(O) inner product of equation (4.32) with L2h, we have
1
2
d‖h‖2
dt + |L2h|
2
=
∫
O
αZL2hdxdydz −
∫
O
(v · ∇)(h + Z)L2hdxdydz −
∫
O
Φ(v)∂(h + Z)
∂z
L2hdxdydz.
From Cauchy-Schwarz inequality,
|
∫
O
αZL2hdxdydz| ≤ C|Z||L2h|.
By (3.20) and (4.39), we have
|
∫
O
(v · ∇)hL2hdxdydz| ≤ c|L2h||∇h|3 |v|6
≤ c|L2h||∇h|
1
2 |L2h|
1
2 (|h| + |Z| + |τ|L2(D))
≤ ε|L2h|2 + c‖h‖2(|h|4 + |Z|4 + |τ|4L2(D)),
and similarly,
|
∫
O
(v · ∇)ZL2hdxdydz| ≤ c|L2h||∇Z|3|v|6
≤ c|L2h||∇Z|
1
2 |Z|
1
2
H2(O)(|h| + |Z| + |τ|L2(D))
≤ ε|L2h|2 + c|∇Z||Z|H2(O)(|h|2 + |Z|2 + |τ|2L2(D)).
Applying (3.21) and (4.39), we get
|
∫
O
Φ(v)∂h
∂z
L2hdxdydz| ≤ c|L2h||
∂h
∂z
|
1
2 |∇
∂h
∂z
|
1
2 |∇v|
1
2 |v|
1
2
H2(O)
≤ c|L2h|
3
2 ‖h‖
1
2 (|h| 12 ‖h‖ 12 + ‖Z‖ + |τ|L2(D))
≤ ε|L2h|2 + c(|h|2‖h‖2 + ‖Z‖4 + |τ|4L2(D))‖h‖2,
and similarly,
|
∫
O
Φ(v)∂Z
∂z
L2hdxdydz| ≤ c|L2h||
∂Z
∂z
|
1
2 |∇
∂Z
∂z
|
1
2 |∇v|
1
2 |v|
1
2
H2(O)
≤ c|L2h||
∂Z
∂z
|
1
2 |∇
∂Z
∂z
|
1
2 (|h| 12 ‖h‖ 12 + ‖Z‖ + |τ|L2(D))
≤ ε|L2h|2 + c|
∂Z
∂z
|2|∇
∂Z
∂z
|2‖h‖2 + c|h|2 + c|∂Z
∂z
||∇
∂Z
∂z
|(‖Z‖2 + |τ|2L2(D)).
Thus, from all the estimates, we obtain
d‖h‖2
dt + |L2h|
2 ≤ c(1 + |h|2‖h‖2 + ‖Z‖4 + |τ|4L2(D) + |
∂Z
∂z
|2|∇
∂Z
∂z
|2)‖h‖2
+c(1 + |∇Z||AZ|)|h|2 + c|∇Z||AZ|(1 + ‖Z‖2 + |τ|2L2(D)),
16
from Gronwall inequality and Theorem 4.1, for t ∈ [t0,Υ],
‖h(t)‖2 +
∫ t
t0
|L2h(s)|2ds ≤ K4(Υ, h(0), |τ|L2(D)), (4.54)
where
K3(Υ, h(0), |τ|L2(D)) =
[
K1 + c(Υ − t0) sup
t∈[t0 ,Υ]
(1 + |∇Z||AZ|)K1 + c sup
t∈[t0 ,Υ]
(|∇Z||AZ|)(1 + ‖Z‖2 + |τ|2L2(D))
]
exp
c(Υ − t0)(1 + sup
t∈[t0 ,Υ]
(‖Z‖4 + |∂Z
∂z
|2|∇
∂Z
∂z
|2) + |τ|4L2(D)) + K1K2
 ,
and K1, K2 are defined as (4.43) and (4.44) respectively. In addition, using similar argument as in
Theorem 4.1, we can show that
∂zh ∈ L2(t0,Υ; H).
Therefore, h ∈ C(t0,Υ; V)⋂ L2(t0,Υ; H2(O)). Moreover, by (4.39), we have
v ∈ C(t0,Υ; V)
⋂
L2(t0,Υ; H2(O)).
That is, (v, T ) is a strong solution. Since the strong solution must be a weak solution, by Theorem 4.1,
there is only one weak solution, we conclude that the strong solution is unique. 
5 Global Attractor
5.1 Preliminaries
Let
(
(Ω,F , P), (θt)t∈R
)
be a metric dynamical system over a complete probability space (Ω,F , P), i.e.
(t, ω) → θt(ω) is B(R) ⊗ F /F -measurable, θ0 = id and θt+s = θt ◦ θs for all t, s ∈ R. We recal some
concepts of random dynamical systems, the detail can be referring to [2] and [6] ets.
Definition 5.1. Let (X,d) be a complete separable metric space. A family of maps S (t, s;ω) : X → X,
s ≤ t is said to be a stochastic flow, if for all ω ∈ Ω
(i) S (s, s;ω) = id, for all s ∈ R,
(ii) S (t, s;ω)x = S (t, r;ω)S (r, s;ω)x, for all t ≥ r ≥ s, x ∈ X.
Definition 5.2. Let (X,d) be as Definition 5.1. A random dynamical system (RDS) over θt is a measurable
map
ϕ : R+ × X ×Ω→ X, (t, x, ω) → ϕ(t, ω)x,
such that ϕ(0, ω) = id and ϕ satisfies the cocycle property, i.e.
ϕ(t + s, ω) = ϕ(t, θsω) ◦ ϕ(s, ω),
for all t, s ∈ R+ and all ω ∈ Ω. ϕ is said to be a continuous RDS if P− a.s. x → ϕ(t, ω)x is continuous
for all t ∈ R+.
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With the notion of an RDS at our disposal, we can recall the stochastic generalization of notions of
absorption, attraction and Ω− limit sets.
Definition 5.3. Let (X, d) be as Definition 5.1,
(i) A set-valued map K : Ω → 2X is called measurable if for all x ∈ X the map ω → d(x,K(ω)) is
measurable, where for nonempty sets A, B ∈ 2X ,
d(A, B) = sup
x∈A
inf
y∈B
d(x, y) and d(x, B) = d({x}, B).
A measurable set-valued map is also called a random set.
(ii) Let A, B be random sets. A is said to absorb B if P− a.s. there exists an absorption time tB(ω) ≥ 0
such that for all t ≥ tB(ω)
ϕ(t, θ−tω)B(θ−tω) ⊆ A(ω).
A is said to attract B if
d(ϕ(t, θ−tω)B(θ−tω), A(ω)) → 0, as t →∞, P − a.s.
(iii) For a random set A we define the Ω− limit set to be
ΩA(ω) ,
⋂
T≥0
⋃
t≥T
ϕ(t, θ−tω)A(θ−tω).
Definition 5.4. A random attractor for an RDS ϕ is a compact random set A satisfying P−a.s.
(i) A is invariant, i.e. ϕ(t, ω)A(ω) = A(θtω),
(ii) A attracts all nonrandom bounded sets B ⊂ X.
Referring to [6], there has the sufficient condition for the existence of global attractor.
Theorem 5.5. [6] Let ϕ be a continuous RDS and assume that there exists a compact random set K
absorbing all nonrandom bounded sets B ⊂ X. We set
A(ω) =
⋃
B⊂X, B bounded
ΩB(ω),
where the union is taken over all the bounded subsets of X. Then for P-a.s.
(1) A(ω) is an nonempty compact invariant subset of X. In particular, if X is connected, then it is a
connected subset of K(ω).
(2) The family A(ω) , ω ∈ Ω is measurable.
(3) It is the minimal closed set attracting all nonrandom bounded set B ⊂ X.
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5.2 Existence of Global Attractor
Define the Wiener shift
θtω(s) = ω(t + s) − ω(t) t, s ∈ R, (5.55)
then, θs : Ω→ Ω is measure preserving and ergodic operators with respect to P.
Proof of Theorem 1.2 By Theorem 1.1, we know that if s ∈ R and the initial data hs ∈ V a.s.,
there exists a unique strong solution h(t, ω) defined on [s,∞) to (4.32)-(4.35) such that
h(s, ω) = hs(ω) P − a.s., (5.56)
and h(t, ω) depends continuously on the initial data hs. Define the stochastic dynamical system
(S (t, s;ω))t≥s,ω∈Ω by
S (t, s;ω)Ts = h(t, ω) + Z(t, ω),
where h(t, ω) is the solution of (4.32)-(4.35), and
Z(t, ω) =
∫ t
−∞
e(t−u)(−A−α)GdW(u).
By the uniqueness of h(t, ω), we have for all ω ∈ Ω, r, s, t ∈ R, s ≤ r ≤ t,
S (s, s;ω) = id,
S (t, s;ω) = S (t, r;ω)S (r, s;ω), (5.57)
S (t, s;ω) = S (t − s, 0; θsω), (5.58)
that is, (S (t, s;ω))t≥s,ω∈Ω is a stochastic flow. Furthermore, by (5.57) and (5.58), for any s, t ∈ R+, T0 ∈ V ,
we have P − a.s.
S (t + s, 0;ω)T0 = S (t, 0; θsω)S (s, 0;ω)T0. (5.59)
Define ϕ : R+ × V ×Ω→ V ,
ϕ(t, ω)T0 = S (t, 0;ω)T0,
then, (5.59) implies the cocycle property ϕ(t + s, ω) = ϕ(t, θsω) ◦ ϕ(s, ω) holds for ϕ. The joint measur-
ability of ϕ follows from the construction of the solutions h(t). Hence ϕ is a continuous RDS. Based on
Theorem 5.5, we only need to find a compact attracting set K(ω) at time 0.
Let B be a bounded set in V and Ts ∈ B for any s ∈ R. Let h(t, ω) be the solution of (4.32)-(4.35)
with the initial data hs = Ts − Z(s, ω). Fix ω ∈ Ω, we multiply (4.32) by h in H, we obtain
1
2
d|h|2
dt + ‖h‖
2
+
〈(
(v · ∇)(h + Z) + Φ(v)∂(h + Z)
∂z
)
, h
〉
= α〈Z, h〉,
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by integration by parts, 〈(
(v · ∇)h + Φ(v)∂h
∂z
)
, h
〉
= 0,
then using (3.20)and the Young inequality, we obtain
∣∣∣∣〈(v · ∇)Z, h〉
∣∣∣∣ ≤ c|h||AZ||v|H1(O) ≤ c|h|2|AZ|2 + c|v|2H1(O),
furthermore, by (3.21), we get
∣∣∣∣∣
〈
Φ(v)∂Z
∂z
, h
〉∣∣∣∣∣ ≤ c|h||AZ||v|
1
2
H1(O)|v|
1
2
H2(O) ≤ c|h||AZ||v|
1
2
H1(O)‖h + Z‖
1
2
≤ ε‖h‖2 + c|h|2 |AZ|2 + c|v|2H1(O) + c‖Z‖|v|H1(O),
as the strong solution v ∈ C(s,∞; ˘V), it follows
d|h|2
dt + ‖h‖
2 ≤ c|AZ|2|h|2 + λ1
4
|h|2 + g, (5.60)
with
g =
4α2
λ1
|Z|2 + c‖Z‖2,
where λ1 is the first eigenvalue of A, which satisfies
‖h‖2 ≥ λ1|h|2 h ∈ V.
From (5.60), we deduce that
d|h|2
dt +
1
2
‖h‖2 +
(λ1
4
− 2c|AZ|2
)
|h|2 ≤ g, (5.61)
and by Gronwall lemma, for s < −1, t ∈ [−1, 0],
|h(t)|2 ≤ |h(s)|2 exp
(
−
∫ t
s
(λ1
4
− 2c|AZ(σ)|2
)
dσ
)
(5.62)
+
∫ t
s
g(σ) exp
(
−
∫ t
σ
(λ1
4
− 2c|AZ(τ)|2)dτ
)
dσ
≤ c|h(s)|2 exp
(
s
(λ1
4
+
2c
s
∫ 0
s
|AZ(σ)|2dσ
))
+c
∫ 0
s
g(σ) exp
(
−
∫ 0
σ
(λ1
4
− 2c|AZ(τ)|2
)
dτ
)
dσ.
From the ergodicity of the process Z with values in D(A), we have
−
1
s
∫ s
0
|AZ(σ)|2dσ → E|AZ(0)|2,
when s → −∞. Thus, there exists s0(ω) < 0 such that for any s ≤ s0(ω),
−
1
s
∫ s
0
|AZ(σ)|2dσ ≤ 2E|AZ(0)|2,
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and
exp
(
s
(λ1
4
+
2c
s
∫ 0
s
|AZ(σ)|2dσ)) ≤ exp (s(λ1
4
+ 4cE|AZ(0)|2)). (5.63)
By Proposition 3.2, taking α large enough, we obtain
E|AZ(0)|2 ≤ λ1
16c , (5.64)
which implies that the first term of (5.63) decays to 0 when s → −∞. Moreover, by laws of iterated
logarithm of Brownian motion and from
Z j(t) = Z j(0) − α
∫ 0
t
Z j(s)ds + w j(t),
we have |Z j(t)|t is bounded at −∞ and that g(t) grows at most polynomially.
Since g(t) is multiplied by a function which delays exponentially, so by (5.63) and (5.63), the integral
converges. Thus, for s < s0(ω), t ∈ [−1, 0],
|h(t)|2 ≤ c|h(s)|2 exp(λ1s
2
) + c
∫ 0
−∞
g(σ) exp
(
σ
(λ1
4
+
2c
σ
∫ 0
σ
|AZ(τ)|2dτ
))
dσ
≤ 2c|Ts|2 exp(λ1s2 ) + 2c|Z(s)|
2 exp(λ1s
2
)
+c
∫ 0
−∞
g(σ) exp
(
σ
(λ1
4
+
2c
σ
∫ 0
σ
|AZ(τ)|2dτ
))
dσ.
It’s now clear that there exists s1(ω, B), depending only on B and ω, such that for s < s1(ω, B), t ∈ [−1, 0]
|h(t)|2 ≤ r0(ω), (5.65)
where
r0(ω) = c
∫ 0
−∞
g(σ) exp
(
σ
(λ1
4
+
2c
σ
∫ 0
σ
|AZ(τ)|2dτ
))
dσ
+2c sup
s∈(−∞,−1]
(
|Z(s)|2 exp(λ1s
2
)
)
+ 1.
Moreover, we can integrate (5.61) about t on [-1,0] to deduce
∫ 0
−1
‖h(t)‖2dt ≤ r1(ω), (5.66)
where
r1(ω) = 4c
( ∫ 0
−1
|AZ(σ)|2dσ
)
r0(ω) + 2
∫ 0
−1
g(σ)dσ.
To derive an estimate in V , we take the scalar product of (4.32) by Ah in H and obtain
1
2
d‖h‖2
dt + |Ah|
2
= α〈Z, Ah〉 −
〈
(v · ∇)(h + Z) + Φ(v)∂(h + Z)
∂z
, Ah
〉
.
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Applying Hölder inequality and the Young inequality, we get
∣∣∣∣α〈Z, Ah〉
∣∣∣∣ ≤ 2α2|Z|2 + 18‖h‖2,
and furthermore, by (3.20), we have
∣∣∣∣〈(v · ∇)(h + Z), Ah〉
∣∣∣∣ ≤ c|Ah||∇(h + Z)|3|v|6
≤ c|Ah|‖h + Z‖
1
2 |A(h + Z)| 12 (|h + Z| + |τ|L2(D)),
by using (3.21), we obtain
∣∣∣∣∣
〈
Φ(v)∂(h + Z)
∂z
, Ah
〉∣∣∣∣∣ ≤ c|Ah||v|
1
2
H1(O)|v|
1
2
H2(O)‖h + Z‖
1
2 |A(h + Z)| 12
≤ c|Ah|(|h + Z| + |τ|L2(D))
1
2 (‖h + Z‖ + |τ|L2(D))
1
2 ‖h + Z‖
1
2 |A(h + Z)| 12 .
As τ ∈ L2(D), we omit it for written simplicity. Then
∣∣∣∣∣
(
(v · ∇)(h + Z) + Φ(v)∂(h + Z)
∂z
, Ah
)∣∣∣∣∣ ≤ c|h + Z| 12 |A(h + Z)| 12 ‖h + Z‖|Ah|
≤ 2c2|h + Z||A(h + Z)|‖h + Z‖2 + 1
8
|Ah|2
≤ 16c4 |h + Z|2‖h‖4 + 1
16 |Ah|
2
+ 16c4 |h + Z|2‖Z‖4
+
1
16 |Ah|
2
+ 2c2|h + Z||AZ|‖h + Z‖2 + 18 |Ah|
2.
Collecting all the inequalities above, we deduce
d‖h‖2
dt + |Ah|
2 ≤ G(t) + H(t)‖h‖2, (5.67)
where
G(t) = 4α2|Z|2 + 4c2|h + Z||AZ|‖h + Z‖2 + 32c4|h + Z|2‖Z‖4,
H(t) = 32c4 |h + Z|2‖h‖2.
Let
K(t) = ‖h(t)‖2e
∫ 0
t H(σ)dσ +
∫ 0
t
G(σ)e
∫ 0
σ
H(τ)dτdσ,
by (5.67), we have
dK(t)
dt ≤ 0,
then, for any t ∈ [−1, 0], K(0) ≤ K(t), that is,
‖h(0)‖2 ≤ ‖h(t)‖2e
∫ 0
t H(σ)dσ +
∫ 0
t
G(σ)e
∫ 0
σ
H(τ)dτdσ
≤
(
‖h(t)‖2 +
∫ 0
−1
G(σ)dσ
)
e
∫ 0
−1 H(σ)dσ,
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and integrating the above inequality with respect to t on [-1,0],
‖h(0)‖2 ≤
(∫ 0
−1
‖h(t)‖2dt +
∫ 0
−1
G(σ)dσ
)
e
∫ 0
−1 H(σ)dσ.
Recalling (5.65) and (5.66), then there exists r2(ω) such that, when s < s1(ω, B),
‖h(0)‖2 ≤ r2(ω). (5.68)
Notice that, since ϕ(−s, θsω) = S (−s, 0; θsω) = S (0, s;ω), thus in the language of the stochastic flow, we
have
T (0, ω) = S (0, s;ω)Ts
= h(0, ω) + Z(0, ω).
Let K(ω) be the ball in V of radius r
1
2
2 (ω) + ‖Z(0, ω)‖, we have proved for any B bounded in V , there
exists s1(ω, B) such that, for s < s1(ω, B),
ϕ(−s, θsω)B ⊂ K(ω) P − a.e.
This clearly implies that K(ω) is attracting at time 0.
Due to Theorem 5.5, only the compactness is left for checking. Following the same method via a
special technique using an Aubin-Lions compactness lemma combined with the use of the Riesz lemma
and a continuity argument in [14], we easily obtain that ϕ(−s, θsω) is a compact operator from V to V .
We do not give the detail here. Thus, the proof of Theorem 1.2 is complete. 
5.3 Hausdorff Dimension of Global Attractor
5.3.1 Preliminaries
Firstly, we recall some definitions on Hausdorff measure.
Definition 5.6. ([23]) For a subset Y of a metric space, s ≥ 0 and ε > 0 put
µh(Y, s, ε) = inf
{∑
i∈I
rsi : (Bi)i∈I is a countable collection o f balls o f radii ri covering Y, ri ≤ ε
}
,
where inf ∅ = ∞. The s-dimensional Hausdorff measure of Y is
µH(Y, s) = lim
ε→0
µH(Y, s, ε) = sup
ε>0
µH(Y, s, ε).
Definition 5.7. ([23]) The Hausdorff dimension dimH(Y) of a subset Y of a metric space is
dimH(Y) = inf{s ≥ 0 : µH(Y, s) = 0} = sup{s ≥ 0 : µH(Y, s) > 0},
where µH(Y, s) is the s− dimensional Hausdorff measure of Y.
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We next show that volume contraction of an random dynamical system (RDS) on a random compact
invariant set implies that the Hausdorff dimension of this set is finite.
Suppose ϕ is a continuous RDS on a separable Hilbert space H with norm | · |, L is a bounded linear
operator on H. ∧dL denotes the d− fold exterior product of L, and ‖ · ‖L(Hd ,∧dH) denotes the operator
norm defined by
‖ ∧d L‖L(Hd ,∧dH) = sup
{ϕ1,···,ϕd∈H;|ϕi |H≤1,∀i}
|(∧dL)(ϕ1, · · ·, ϕd)|∧d H ,
where
(∧dL)(ϕ1, · · ·, ϕd) = Lϕ1 ∧ · · ·Lϕd.
Suppose that ω 7→ X(ω) is a compact strictly invariant set for ϕ.
Definition 5.8. ([8]) ϕ is called weakly differentiable on X, if for P− almost all ω, every u ∈ X(ω) and
t > 0, there exists a linear map Duϕ(t, ω) : H → H such that
gδ(t, ω) = sup
{ |ϕ(t, ω)u − ϕ(t, ω)v − Duϕ(t, ω)(u − v)|
|u − v|
: u, v ∈ X(ω), |u − v| ≤ δ
}
< ∞
for any δ > 0, and converges to zero P − a.s. as δ → 0 for any t > 0 fixed.
If ϕ is Fre´cher differentiable in u, then, the map Duϕ(t, ω) is the differential. Put
γ1(t, ω) = sup
u∈X(ω)
‖Duϕ(t, ω)‖, Γd(t, ω) = sup
u∈X(ω)
‖ ∧d Duϕ(t, ω)‖L(Hd ,∧dH).
The following is the sufficient condition to obtain the finite Hausdorff dimension.
Theorem 5.9. ([8]) Let ϕ be an RDS on a separable Hilbert space H and ω 7→ X(ω) be a random
compact set, strictly invariant for ϕ. Suppose that ϕ is weakly differentiable on X in the sense of Definition
5.8 and there exist d and t0 > 0 such that P− a.s.
sup
u∈X(ω)
‖ ∧d Duϕ(t0, ω)‖L(Hd ,∧d H) = Γd(t0, ω) < 1.
Suppose further that
(i) γ1(t, ω) ∈ L∞(Ω, P) for every t ≥ 0.
(ii) gδ(t, ω) ∈ L∞(Ω, P) for every t ≥ 0.
(iii) gδ(t, ω) → 0 in L∞(Ω, P) for every t ≥ 0, as δ → 0.
Then, the Hausdorff dimension of X satisfies dimH(X) ≤ d, P − a.s..
In Sect 5.2, we have obtain the existence of global attractor A(ω) in V , P− a.s.. In the following, we
will use Theorem 5.9 to prove Theorem 1.3 holds.
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5.3.2 Finite Dimension of the Attractor for the System (2.13)-(2.19)
Using the similar method as [22], we need firstly make the volume contraction for (2.13)-(2.19).
Proposition 5.10. Let ϕ be the RDS associated with the system (2.13)-(2.19), and let ω → A(ω) be the
global attractor given by Theorem 1.2. Then there exist a positive integer d and a time t > 0 such that
|Γd(t, ·)|L∞(Ω) < 1,
where Γd(t, ω) = supu∈A(ω) ‖ ∧d Duϕ(t, ω)‖.
Proof of Proposition 5.10 Consider the volume contraction for (2.13)-(2.19),
∇[qs(x, y, t) −
∫ z
−1
χ(x, y, z′, t)dz′] + f k × u + L1u = 0, (5.69)
∇ ·
∫ 0
−1
u(x, y, z′, t)dz′ = 0, (5.70)
∂tχ = F′(T )χ, (5.71)
∂u
∂z
|z=0 = 0,
∂u
∂z
|z=−1 = 0, u · n|Γl = 0,
∂u
∂n
× n|Γl = 0, (5.72)
χ(0, ω) = ξ ∈ V, (5.73)
where
F′(T )χ = −[L2χ + (u·)T + (v · ∇)χ + Φ(u)∂T
∂z
+ Φ(v)∂χ
∂z
].
Similar to the prove of Theorem 1.1, we can easily obtain the existence of strong solution (χ, u, qs),
which satisfies
χ ∈ C(t0,∞; V)
⋂
L2(t0,∞; D(A)),
u ∈ C(t0,∞; H1(O))
⋂
L2(t0,∞; H2(O)),
qs ∈ C(t0,∞; H1(D))
⋂
L2(t0,∞; H2(D)).
For ξ = ξ1, · · ·, ξd ∈ V , let χ = χ1, · · ·, χd denote the corresponding solution of (5.69)-(5.73), hence,
following the procedure in [23], we consider, for any d ∈ N,
|χ1(t) ∧ · · ·χd(t)|2∧dV = |ξ1(t) ∧ · · ·ξd(t)|2∧dV exp
( ∫ t
0
TrF′(ϕ(τ)T0) ◦ Qd(τ)dτ
)
, (5.74)
where ϕ(τ, ω)T0 = T (τ, ω) and Qd is the orthogonal projector in V onto the space spanned by χ1(τ) ∧ · ·
· ∧ χd(τ). At a given time τ, let ψ j, j ∈ N be an orthogonal basis of V . Thus, we have
TrF′(ϕ(τ)T0) ◦ Qd(τ) =
d∑
j=1
(
F′(ϕ(τ)T0)ψ j(τ), ψ j(τ)
)
.
25
Notice that
(F′(ϕ(τ)T0)ψ j(τ), ψ j(τ)) = −|L2ψ j|2 +
∫
O
(φ j · ∇)T L2ψ jdxdydz +
∫
O
(v · ∇)ψ jL2ψ jdxdydz
+
∫
O
Φ(φ j)∂T
∂z
L2ψ jdxdydz +
∫
O
Φ(v)∂ψ j
∂z
L2ψ jdxdydz,
where, for j = 1, 2, ..., d, φ j(x, y, z, τ) is the solution of the following linear system:
∇[(qs) j(x, y, t) −
∫ z
−1
χ j(x, y, z′, t)dz′] + f k × u j + L1u j = 0,
∇ ·
∫ 0
−1
u j(x, y, z′, t)dz′ = 0,
∂u j
∂z
|z=0 = 0,
∂u j
∂z
|z=−1 = 0, u j · n|Γl = 0,
∂u j
∂n
× n|Γl = 0.
Here (qs) j and φ j are the unknowns, while ψ j is given and fixed. Then, by Proposition 2.5 in [4], we have
|φ j|H1(O) ≤ c|ψ j |, |φ j|H2(O) ≤ c‖ψ j‖. (5.75)
Now, we will estimate TrF′(ϕ(τ)T0) ◦ Qd(τ). By Hölder inequality and (5.75), we have
|
∫
O
(φ j · ∇)T L2ψ jdxdydz| ≤ c|L2ψ j||∇T ||φ j |∞ ≤ c|L2ψ j||∇T |‖ψ j‖,
and
|
∫
O
(v · ∇)ψ jL2ψ jdxdydz| ≤ c|L2ψ j||∇ψ j |3|v|6 ≤ c|L2ψ j| 32 |∇ψ j| 12 ‖v‖,
by (3.21) and (5.75), we get
|
∫
O
Φ(φ j)∂T
∂z
L2ψ jdxdydz| ≤ c|L2ψ j||
∂T
∂z
|
1
2 |∇
∂T
∂z
|
1
2 |∇φ j|
1
2 |φ j|
1
2
H2(O)
≤ c|L2ψ j||
∂T
∂z
|
1
2 |∇
∂T
∂z
|
1
2 ‖ψ j‖,
similarly, we obtain
|
∫
O
Φ(v)∂ψ j
∂z
L2ψ jdxdydz| ≤ c|L2ψ j||
∂ψ j
∂z
|
1
2 |∇
∂ψ j
∂z
|
1
2 |∇v|
1
2 |v|
1
2
H2(O)
≤ c|L2ψ j|
3
2 |
∂ψ j
∂z
|
1
2 |∇v|
1
2 |v|
1
2
H2(O).
Thus, by the Young inequality, we have
TrF′(ϕ(τ)T0) ◦ Qd(τ) ≤
d∑
j=1
[
−
1
2
|L2ψ j|2 + c
(
|∇T |2 + ‖v‖4 + |
∂T
∂z
||∇
∂T
∂z
| + c|∇v|2 |v|2H2(O)
)
‖ψ j‖2
]
≤
( d∑
j=1
−
1
2
|L2ψ j|2
)
+ cd
(
|∇T |2 + ‖v‖4 + |
∂T
∂z
||∇
∂T
∂z
| + |∇v|2|v|2H2(O)
)
,
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where ‖ψ j‖ = 1 is used in the second inequality and c is a constant, which is independent of d.
Applying generalization of the Sobolev-Lieb-thirring inequality in [23], we have
d∑
j=1
∫
O
|L2ψ j|2dxdydz ≥
1
κ
(
∫
O
(
d∑
j=1
|∇ψ j |2)2dxdydz) 23 − 1
|O|
2
3
∫
O
d∑
j=1
|∇ψ j|2dxdydz
≥ d
4
3 |O|
2
3
1
κ
− d|O|
1
3 .
We conclude
|χ1(t) ∧ · · ·χd(t)|2∧dV = |ξ1(t) ∧ · · ·ξd(t)|2∧dV exp
[
− d
4
3 |O|
2
3
1
2κ
t + d|O|
1
3 t
+cd
∫ t
0
(
|∇T |2 + ‖v‖4 + |
∂T
∂z
||∇
∂T
∂z
| + |∇v|2 |v|2H2(O)
)
dτ
]
,
from Theorem 1.1,
∫ t
t0
(
|∇T |2 + ‖v‖4 + |
∂T
∂z
||∇
∂T
∂z
| + |∇v|2 |v|2H2(O)
)dτ ≤ c + ct,
for P− a.s.. Thus, for any t, we get
Γd(t, ω) ≤ exp
(
− d
4
3 |O|
2
3
1
2κ
t + cd(1 + t + |O| 13 t)
)
, (5.76)
let d sufficiently large, we have |Γd(t, ω)|L∞(Ω) < 1 for every t > 0.

Now, we are ready to prove Theorem 1.3.
Proof of Theorem 1.3 From (5.76) we get existence of some large d such that
|Γd(t, ω)|L∞ < 1.
From the proof of (5.76), we get for the particular case d = 1,
‖χ1‖ ≤ ‖ξ1‖ exp(ct + c),
thus, we have γ1(t) ∈ L∞(Ω, P). Finally, we have to prove that gδ(t) converges to 0 in L∞(Ω, P) for each
t > t0 as δ → 0.
For ξ ∈ V , ξ0 ∈ V , let
χ(t) = ϕ(t, ω)ξ, χ0(t) = ϕ(t, ω)ξ0,
θ = Dξ0χ, θ0 = Dξ0χ0, ¯θ = θ − θ0,
δ = Dξ0v, δ0 = Dξ0v0, ¯δ = δ − δ0,
η(t) = χ − χ0 − ¯θ, γ(t) = v − v0 − ¯δ,
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from (5.69)-(5.73), we obtain
−
∫ z
−1
∇θdz′ + f k × δ + L1δ = 0,∫ z
−1
∇ · δdz′ = 0,
dθ
dt + (δ · ∇)χ + (v · ∇)θ + Φ(δ)
∂χ
∂z
+ Φ(v)∂θ
∂z
+ L2θ = 0,
∂δ
∂z
|z=0 = 0,
∂δ
∂z
|z=−1 = 0, δ · n|Γl = 0,
∂δ
∂n
× n|Γl = 0,
∂θ
∂z
|z=0 = 0,
∂θ
∂z
|z=−1 = 0,
∂θ
∂n
|Γl = 0,
with θ(0) = ξ0 ∈ V , using the similar method as Theorem 1.1, we get
δ ∈ C(t0,Υ; H1(O))
⋂
L2(t0,Υ; H2(O)), (5.77)
θ ∈ C(t0,Υ; V)
⋂
L2(t0,Υ; H2(O)). (5.78)
Further, from (2.13)-(2.19), it gives
∇
(
qs −
∫ z
−1
(χ − χ0)dz′
)
+ f k × (v − v0) + L1(v − v0) = 0,
∂(v − v0)
∂z
|z=0 = 0,
∂(v − v0)
∂z
|z=−1 = 0, (v − v0) · n|Γl = 0,
∂(v − v0)
∂n
× n|Γl = 0,
∇
(
qs −
∫ z
−1
ηdz′
)
+ f k × γ + L1γ = 0,
∂γ
∂z
|z=0 = 0,
∂γ
∂z
|z=−1 = 0, γ · n|Γl = 0,
∂γ
∂n
× n|Γl = 0,
by Proposition 2.5 in [4], we have
|v − v0|H1(O) ≤ c|χ − χ0|, |v − v0|H2(O) ≤ c‖χ − χ0‖, (5.79)
|γ|H1(O) ≤ c|η|, |γ|H2(O) ≤ c‖η‖. (5.80)
For η, we have
dη
dt + L2η − (δ · ∇)(χ − χ0) + (v0 · ∇)η + ((v − v0) · ∇)(χ − χ0) + (γ · ∇)χ0 − ((v − v0) · ∇)θ (5.81)
−Φ(δ)∂(χ − χ0)
∂z
+ Φ(v0)∂η
∂z
+ Φ(v − v0)∂(χ − χ0)
∂z
+ Φ(γ)∂χ0
∂z
− Φ(v − v0)∂θ
∂z
= 0.
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Taking the inner product of equation (5.81) with L2η in H, we have
1
2
d‖η‖2
dt + |L2η|
2 ≤
∣∣∣∣
∫
O
(δ · ∇)(χ − χ0)L2ηdxdydz
∣∣∣∣ +
∣∣∣∣
∫
O
Φ(δ)∂(χ − χ0)
∂z
L2ηdxdydz
∣∣∣∣
+
∣∣∣∣
∫
O
(v0 · ∇)ηL2ηdxdydz
∣∣∣∣ +
∣∣∣∣
∫
O
Φ(v0)∂η
∂z
L2ηdxdydz
∣∣∣∣
+
∣∣∣∣
∫
O
((v − v0) · ∇)(χ − χ0)L2ηdxdydz
∣∣∣∣ +
∣∣∣∣
∫
O
Φ(v − v0)∂(χ − χ0)
∂z
L2ηdxdydz
∣∣∣∣
+
∣∣∣∣
∫
O
(γ · ∇)χ0L2ηdxdydz
∣∣∣∣ +
∣∣∣∣
∫
O
Φ(γ)∂χ0
∂z
L2ηdxdydz
∣∣∣∣
+
∣∣∣∣
∫
O
((v − v0) · ∇)θL2ηdxdydz
∣∣∣∣ +
∣∣∣∣
∫
O
Φ(v − v0)∂θ
∂z
L2ηdxdydz
∣∣∣∣.
We will estimate these terms one by one. By Hölder inequality and Lemma 6.2,∣∣∣∣
∫
O
(δ · ∇)(χ − χ0)L2ηdxdydz
∣∣∣∣ +
∣∣∣∣
∫
O
Φ(δ)∂(χ − χ0)
∂z
L2ηdxdydz
∣∣∣∣
≤ c|L2η|‖χ − χ0‖
1
2 |L2(χ − χ0)|
1
2 |δ|H1(O) + c|L2η|‖χ − χ0‖
1
2 |L2(χ − χ0)|
1
2 |δ|
1
2
H1(O)|δ|
1
2
H2(O),
similarly, we have ∣∣∣∣
∫
O
(v0 · ∇)ηL2ηdxdydz
∣∣∣∣ +
∣∣∣∣
∫
O
Φ(v0)∂η
∂z
L2ηdxdydz
∣∣∣∣
≤ c|L2η|
3
2 ‖η‖
1
2 |v0|6 + c|L2η||
∂η
∂z
|
1
2 |∇
∂η
∂z
|
1
2 |v0|
1
2
H1(O)|v0|
1
2
H2(O),
moreover, we get∣∣∣∣
∫
O
((v − v0) · ∇)(χ − χ0)L2ηdxdydz
∣∣∣∣ +
∣∣∣∣
∫
O
Φ(v − v0)∂(χ − χ0)
∂z
L2ηdxdydz
∣∣∣∣
≤ c|L2η|‖χ − χ0‖
1
2 |L2(χ − χ0)|
1
2 |v − v0|6 + c|L2η|‖χ − χ0‖
1
2 |L2(χ − χ0)|
1
2 |v − v0|
1
2
H1(O)|v − v0|
1
2
H2(O)
≤ c|L2η|‖χ − χ0‖
1
2 |L2(χ − χ0)|
1
2 |χ − χ0| + c|L2η|‖χ − χ0‖|L2(χ − χ0)|
1
2 |χ − χ0|
1
2 ,
where (5.79) is used. ∣∣∣∣
∫
O
(γ · ∇)χ0L2ηdxdydz
∣∣∣∣ +
∣∣∣∣
∫
O
Φ(γ)∂χ0
∂z
L2ηdxdydz
∣∣∣∣
≤ c|L2η||∇χ0 |
1
2 |L2χ0|
1
2 |γ|6 + c|L2η||
∂χ0
∂z
|
1
2 |∇
∂χ0
∂z
|
1
2 |L2χ0|
1
2 |γ|
1
2
H1(O)|γ|
1
2
H2(O)
≤ c|L2η||∇χ0 |
1
2 |L2χ0|
1
2 |η| + c|L2η||
∂χ0
∂z
|
1
2 |L2χ0||η|
1
2 ‖η‖
1
2 ,
where |γ|6 ≤ c‖γ‖, and (5.80) is used.
At last, by (5.79), we obtain∣∣∣∣
∫
O
((v − v0) · ∇)θL2ηdxdydz
∣∣∣∣ +
∣∣∣∣
∫
O
Φ(v − v0)∂θ
∂z
L2ηdxdydz
∣∣∣∣
≤ c|L2η||∇θ|
1
2 |L2θ|
1
2 |v − v0|6 + c|L2η||
∂θ
∂z
|
1
2 |∇
∂θ
∂z
|
1
2 |L2θ|
1
2 |v − v0|
1
2
H1(O)|v − v0|
1
2
H2(O)
≤ c|L2η||∇θ|
1
2 |L2θ|
1
2 |χ − χ0| + c|L2η||
∂θ
∂z
|
1
2 |L2θ||χ − χ0|
1
2 ‖χ − χ0‖
1
2 ,
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Then, by the Young inequality, we get
d‖η‖2
dt + |L2η|
2 ≤ cg(t)‖η‖2 + ch(t),
where
g(t) = |v0|4H1(O) + |v0|2H1(O)|v0|2H2(O) + |χ0|2H1(O)|χ0|2H2(O),
and
h(t) = |δ|4H1(O) + |δ|2H1(O)|δ|2H2(O) + ‖θ‖2 |L2θ|2 + ‖χ − χ0‖2|L2(χ − χ0)|2
+|χ − χ0|
2
+ |χ − χ0|
2‖χ − χ0‖
2
+ ‖θ‖2‖χ − χ0‖
2.
Thanks to (5.77), (5.78) and by Gronwall inequality, we have
‖η(t)‖2 ≤
∫ t
t0
h(s)ds +
∫ t
t0
(
∫ s
t0
h(τ)dτ)g(s) exp(
∫ t
s
g(r)dr)ds
≤
[
c(1 + t) +
∫ t
t0
‖χ − χ0‖
2|L2(χ − χ0)|2ds +
∫ t
t0
|χ − χ0|
2ds
+
∫ t
t0
|χ − χ0|
2‖χ − χ0‖
2ds +
∫ t
t0
‖χ − χ0‖
2ds
]
exp(c + ct).
Now, for χ − χ0, using the similar method as above, we obtain
d‖χ − χ0‖2
dt + |L2(χ − χ0)|
2 ≤ c
(
‖χ‖2 + ‖χ‖|L2χ| + |v0|2H1(O) + |v0|
2
H1(O)|v0|
2
H2(O)
)
‖χ − χ0‖
2,
by Theorem 1.1 and Gronwall inequality, it gives
‖(χ − χ0)(t)‖2 ≤ C(t, ω)‖ξ − ξ0‖2.
Consequently, we have ∫ t
t0
|L2(χ − χ0)|2ds ≤ C(t, ω)‖ξ − ξ0‖2,
thus,
‖η(t)‖2 ≤ C(t, ω)‖ξ − ξ0‖4,
where C(t, ω) is finite, P− a.s.. Recalling the definition of gδ(t), we conclude it converges to zero in
L∞(Ω, P) for each t. Collecting all the above facts, Theorem 1.3 is proved.

6 Exponential Mixing
6.1 Preliminaries on Coupling Method
Let λ be a probability measure and Y a random variable on a probability space (Ω,F , P). The law of Y
is denoted by D(Y). Given a Polish space E, the space Lipb(E) consists of all the bounded and Lipschitz
real valued functions on E. Its norm is given by
‖φ‖L = |φ|∞ + Lφ φ ∈ Lipb(E),
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where | · |∞ is the sup norm and Lφ is the Lipschitz constant of φ. The space of probability measures on
E is denoted by P(E). Recall that the total variation of a finite signed measure µ on E is defined by
‖µ‖var = sup
{
|µ(Γ)||Γ ∈ B(E)
}
,
where B(E) is the set of the Borelian subsets of E. It’s well known that ‖ · ‖var is the dual norm of | · |∞.
The Wasserstein distance between probability measure µ1 and µ2 is defined by
‖µ1 − µ2‖∗ = sup
φ∈Lipb(E),‖φ‖L≤1
∣∣∣
∫
E
φ(x)µ1(dx) −
∫
E
φ(x)µ2(dx)
∣∣∣, (6.82)
which is the dual norm of ‖ · ‖L.
From Theorem 1.1, we know that the solution T is a Markov process on H and depending measurably
on the cylindrical wiener process W . We write
T (t) = T (t,W, T0),
where T0 = T (x, y, z, 0) is the initial data T (0,W, T0) = T0. Denote by (Pt)t∈R+ the Markov transition
semigroup associated to the Markov family (T (·,W, T0))T0∈H, which is defined by
Pt f (x) = E[ f (T (t, x))], (6.83)
for f ∈ Bb(H) and initial data x ∈ H.
6.2 A General Criterion for Exponential Mixing
In [20], the author established a general criterion which ensures exponential mixing of parabolic stochas-
tic partial differential equations driven by multiplicative noise. In the following, we will describe the
criterion and verify it holds for (2.13)-(2.19).
The basis of the criterion is the existence of an auxiliary process ˜T = ˜T (t,W, T0, ˜T0), which veri-
fying a set of conditions. The idea is that ˜T (t,W, T0, ˜T0) is close to T (t,W, T0) and has a law absolutely
continuous with respect to the law of T (t,W, ˜T0). More precisely, Suppose that there exists a function
˜T : R+ ×C(R+;R)∞ × H × H → H,
satisfying the following assumptions.
A0 For each T0, ˜T0 ∈ H, ˜T (t,W, T0, ˜T0) is non-anticipative and measurable map with respect to W.
Moreover
(T (t), ˜T (t)) =
(
T (t,W, T0), ˜T (t,W, T0, ˜T0)
)
defines an homogenous Markov process and its lawD(T, ˜T ) is measurably with respect to (T0, ˜T0).
The following assumptions involve a positive measurable functional H : H → R+, which plays the role
of a Lyapunov functional.
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A1 There exist c0 > 0, C1 > 0 and for any α > 0, C′α such that for any T0 ∈ H, any t ≥ 0, any α > 0 and
any stopping time τ ≥ 0

E
(
H(T (t,W, T0))
)
≤ e−c0tH(T0) +C1,
E
(
e−ατH(T (t,W, T0)Iτ<∞
)
≤ H(T0) +C′α.
(6.84)
A2 There exists C > 0 such that for any T 10 , T
2
0 ∈ H satisfying
H(T 10 ) +H(T 20 ) ≤ 2C1, (6.85)
then for any W1,W2 cylindrical Winner Processes on H and for any t ≥ 0, we have
P
(
|T (t,W2, T 20 ) − T (t,W1, T 10 )| ≥ Ce−γt and ˜T (·,W1, T 10 , T 20 ) = T (·,W2, T 20 ) on [0, t]
)
≤ Ce−γt.
A3 There exists a function h: H × H → H such that for any (t, T 10 , T 20 ) ∈ R+ × H × H and W cylindrical
Winner process on H, we have P-a.s.
˜T (t,W, T 10 , T 20 ) = T
(
t,W +
∫ ·
0
h(T (s,W, T 10 ), ˜T (s,W, T 10 , T 20 ))ds, T 20
)
.
A4 For any W1, W2 cylindrical Wiener processes on H, for any T 10 ,T
2
0 satisfying (6.85), for any t0 ≥ 0,
we have
P
(∫ τ
t0
|h(t)|2dt ≥ Ce−γt0 and ˜T (·,W1, T 10 , T 20 ) = T (·,W2, T 20 ) on [0, τ]
)
≤ Ce−γt0 ,
where τ ≥ t0 is any stopping time and where
h(t) = h
(
T (t,W, T 10 ), ˜T (t,W, T 10 , T 20 )
)
.
A5 There exists p1 > 0 such that for any T 10 , T
2
0 in H satisfying (6.85), we have
P
(∫ ∞
0
|h(t)|2dt ≤ C
)
≥ p1,
where
h(t) = h
(
T (t,W, T 10 ), ˜T (t,W, T 10 , T 20 )
)
.
Theorem 6.1. [20] Under assumptions A0 − A5, there exists a unique stationary probability measure µ
of (Pt)t∈R+ on H. Moreover, µ satisfies ∫
H
H(u)dµ(u) < ∞,
and there exist C, γ′ > 0 such that for any λ ∈ P(H)
‖P∗t λ − µ‖∗ ≤ Ce−γ
′t
(
1 +
∫
H
H(u)dλ(u)
)
.
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6.3 Main Proof of Theorem 1.4
We need to check the assumptions A0-A5 for (2.13)-(2.19). For this propers, we need nondegenerate
condition on the low modes. Such kind condition is necessary for the ergodicity of {Pt}t∈R+ , although it
maybe not optimal in the following.
Hypothesis H0 There exists N∈ N and a bounded measurable map g ∈ L(H,H) such that
Gg = PN .
Remark 3. The above number N will be chosen to be big enough in the following Proposition 6.2.
Firstly, A0 is the consequence of Theorem 1.1. Choosing H = | · |2, the following Lemma 6.1 states that
A1 is true.
Lemma 6.1. (The Lyapunov Structure) There exist c0 > 0, C1 and a family (C′α)α only depending on B0
and D, such that 
E
(
|T (t,W, T0)|2
)
≤ e−c0 t|T0|2 +C1,
E
(
e−ατ |T (t,W, T0)|2Iτ<∞
)
≤ |T0|2 +C′α,
(6.86)
for any t ≥ 0, any α > 0 and any stopping time τ.
Proof of Lemma 6.1 Applying Itô formula to |T |2,
d|T |2
dt + 2‖T‖
2 ≤ −2
(
(v · ∇)T + Φ(v)∂T
∂z
, T
)
+ 2(T,G dWdt ) + B0,
where
B0 = ‖G‖2L2(H,H).
By integration by parts, we have∫
O
[(v · ∇)T + Φ(v)∂T
∂z
] · Tdxdydz = 0,
then
d|T |2
dt + 2‖T‖
2 ≤ 2(T,G dWdt ) + B0.
Since ‖T‖2 ≥ λ1|T |2, applying Itô formula to eλ1t|T |2, integrating and taking expectation, then we obtain
E|T (t)|2 ≤ e−2λ1t |T0|2 + B0
λ1
,
so we establish the first inequality of this lemma.
Let α > 0, applying Itô formula to e−αt |T |2 gives
d(e−αt |T |2)
dt + 2e
−αt‖T‖2 ≤ −αe−αt |T |2 − 2e−αt
(
T, (v · ∇)T + Φ(v)∂T
∂z
−G dWdt
)
+ e−αtB0
≤ −αe−αt |T |2 + 2e−αt
(
T,G dWdt
)
+ e−αtB0.
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Let τ be a stopping time and n ∈ N, similar to the above, it follows by Gronwall Lemma,
E(e−ατ∧n |T (τ ∧ n)|2) ≤ |T0|2 +C′α.
Let n → ∞, we obtain the above inequality. 
Construction of the auxiliary process
Now, we construct the auxiliary process to make sure A3 holds. Consider

∇p˜s −
∫ z
−1 ∇
˜T dz′ + f~k × v˜ + L1v˜ = 0,
∂ ˜T
∂t + (v˜ · ∇) ˜T + Φ(v˜)∂
˜T
∂z + L2 ˜T + PNδ(T, ˜T ) = G dWdt .
(6.87)
By Hypothesis H0, Gg = PN , and set
˜W· = W· +
∫ ·
0
−g( ˜T )δ(T, ˜T )dt,
then (6.87) can be written as

∇p˜s −
∫ z
−1 ∇
˜T dz′ + f~k × v˜ + L1v˜ = 0,
∂ ˜T
∂t + (v˜ · ∇) ˜T + Φ(v˜)∂
˜T
∂z + L2 ˜T = G
d ˜W
dt .
(6.88)
As we want ˜T and T become very close in probability, it’s natural to build ˜T such that (6.87) holds with
δ(T, ˜T ) = KPN( ˜T − T ),
thus, A3 holds with
h(T, ˜T ) = −g( ˜T )δ(T, ˜T ) = −Kg( ˜T )PN( ˜T − T ). (6.89)
In the following, we consider the following equation

∇p˜s −
∫ z
−1 ∇
˜T dz′ + f~k × v˜ + L1v˜ = 0,
∂ ˜T
∂t + (v˜ · ∇) ˜T + Φ(v˜)∂
˜T
∂z + L2 ˜T + KPN( ˜T − T ) = G dWdt ,
where K is a positive constant which will be chosen later and N is the integer used in Hypothesis H0.
The following energy will play an important role in the remain part.
ET (t) = |T (t)|2 +
∫ t
0
‖T (s)‖2ds.
Lemma 6.2. (Exponential estimate for the growth of the solution) There exist positive constant B0 and
γ0 = γ0(B0,O) such that
E
(
exp
(
γ0 sup
t≥0
(ET (t) − B0t)
))
≤ 2eγ0 |T0 |2 ,
for any T0 ∈ H.
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Proof of Lemma 6.2 We set for any γ > 0,
M(t) = 2
∫ t
0
(
T (r),GdW(r)
)
, Mγ(t) = M(t) − γ2 〈M〉(t).
Remarking that
d〈M〉 = 4|G∗T |2dt ≤ 4cB0‖T‖2dt,
where c = 1
λ1
. From Lemma 6.1, we have
d|T |2 + 2‖T‖2dt ≤ dM(t) + B0dt.
Setting γ1 = 12cB0 , then
ET (t) ≤ Mγ1 (t) + |T0|2 + B0t. (6.90)
Since γ1Mγ1 (t) is a martingale, so eγ1Mγ1 is a positive supermartingale whose value is 1 at time 0. We
deduce from maximal supermartingale inequality that
P
(
sup
t≥0
Mγ1 (t) ≥ ρ
)
≤ P
(
sup
t≥0
eγ1Mγ1 (t) ≥ eγ1ρ
)
≤ e−γ1ρ.
Setting γ0 = γ12 . Notice that
E(eγ0 supMγ1 ) = 1 + γ0
∫ ∞
0
eγ0xP
(
supMγ1 ≥ x
)
dx,
which yields,
E(eγ0 supMγ1 ) ≤ 2. (6.91)
Combining (6.90) and (6.91), it follows
E
(
exp
(
γ0 sup
t≥0
(
ET (t) − B0t))
)
≤ 2eγ0 |T0 |2 .

Now, we are ready to prove A2, A4 and A5.
Proposition 6.2. Assume Hypothesis H0 holds. There exist γ > 0, ε ∈ (0, 1], K0 > 0 and N0 = N0(B0,O)
such that for any K > K0 and N > N0 and any (t, T0, ˜T0) ∈ (0,∞) × H × H
E
((
et |r(t)|2 + 1
2
∫ t
0
es‖r(s)‖2ds
)ε)
≤ 2|r(0)|2εeγ|T0 |2 ,
where r(t) = ˜T (t) − T (t). Notice that, by Chebyshev inequality and (6.89), Proposition 6.2 obviously
implies A2, A4 and A5 hold.
35
Proof of Proposition 6.2 Let u(t) = v˜(t) − v(t), and taking the difference between (2.13), (2.14)
and (6.87), we get
f k × u + ∇pb − ∇(
∫ z
−1
rdz′) + L1u = 0,
∂r
∂t
+ v˜ · ∇r + u · ∇T + Φ(v˜)∂r
∂z
+ Φ(u)∂T
∂z
+ L2r + KPNr = 0,
where pb = p˜s − ps.
Applying Itô formula to |r|2, we get
1
2
d|r|2
dt + ‖r‖
2
= −
∫
O
[
v˜ · ∇r + u · ∇T − (
∫ z
−1
∇ · v˜(x, y, z′, t)dz′)∂r
∂z
− (
∫ z
−1
∇ · u(x, y, z′, t)dz′)∂T
∂z
]
· rdxdydz − K|PNr|2,
by integration by parts and boundary conditions, we get
∫
O
[
v˜ · ∇r − (
∫ z
−1
∇ · v˜(x, y, z′, t)dz′)∂r
∂z
]
· rdxdydz = 0,
thus
1
2
d|r|2
dt + ‖r‖
2
+ K|PNr|2 = −
∫
O
(u · ∇)Trdxdydz +
∫
O
( ∫ z
−1
∇ · u(x, y, z′, t)dz′
)∂T
∂z
rdxdydz.
By similar method as Proposition 3.1, we have
|u|H1(O) ≤ c|r|, |u|H2(O) ≤ c‖r‖,
then, by Lemma 3.2,
∣∣∣∣
∫
O
u · ∇Trdxdydz
∣∣∣∣ ≤ ‖T‖|u|6 |r|3 ≤ ‖T‖|u|H1(O)|r|3 ≤ c‖T‖|r| 32 ‖r‖ 12 ,
∣∣∣∣
∫
O
(
∫ z
−1
∇ · u(x, y, z′, t)dz′)∂T
∂z
rdxdydz
∣∣∣∣ ≤ c‖T‖|u| 12H1(O)|u|
1
2
H2(O)‖r‖
1
2 |r|
1
2 ≤ c‖T‖‖r‖|r|,
collecting all inequalities in the above and by the Young inequality, we have
d|r|2
dt +
3
2
‖r‖2 + K|PNr|2 ≤ c(1 + ‖T‖2)|r|2. (6.92)
Noticing that
(K ∧ µN+1)|r|2 ≤ |∇QNr|2 + |∂zQNr|2 + α|QNr|z=0|2 + K|PNr|2 ≤ ‖r‖2 + K|PNr|2,
from (6.92), we deduce
d|r|2 + (K ∧ µN+1 − c − c‖T‖2)|r|2dt + 12‖r‖
2dt ≤ 0.
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Integrating this equality, it follows
E
(
etH(t)−1|r(t)|2 + 1
2
∫ t
0
esH(s)−1‖r(s)‖2ds
)
≤ |r(0)|2,
where
H(t) = e−(K∧µN+1−c−1)t+c
∫ t
0 ‖T (s)‖2ds.
From Hölder inequality, we get
E
((
et |r(t)|2 + 1
2
∫ t
0
es‖r(s)‖2ds
)ε)
≤
√
E
(
sup
(0,t)
H2ε
)
×
(
E
(
etH(t)−1|r(t)|2 + 1
2
∫ t
0
esH(s)−1‖r(s)‖2ds
))ε
.
Choosing N and K large enough and ε > 0 sufficiently small, it follows from Lemma 6.2 that
E
(
sup
(0,t)
H2ε
)
≤ 2eγ0 |T0 |
2
,
which yields Proposition 6.2. 
Proof of Theorem 1.4 From the above, we have established A0-A5 hold. This theorem is proved
by Theorem 6.1. 
From (6.82), the definition of ‖ · ‖∗, we have
Corollary 6.3. The Markov family {T (t, ω)x} is a system of mixing type in the following sense: it has a
unique stationary measure µ, such that
E f (T (t, ·)x) →
∫
H
f (x)µ(dx) as t → ∞,
for each f ∈ L(H) and each initial point x ∈ H.
7 Relationship Between Global Attractor and Invariant Measure
From Sects. 5 and 6, we have obtain the existence of global attractor A(ω) and the unique invariant
measure µ for the system (2.13)-(2.19). In this section, we devote to exploring the relationship between
A(ω) and µ.
We recall some definitions refer to [2].
Definition 7.1. Given an RDS ϕ. Then the mapping
(ω, x) → (θ(t)ω, ϕ(t, ω)x) =: Θ(t)(ω, x), t ∈ T,
is a measurable DS on (Ω × X,F ⊗ B(X)) which is called the skew product of the metric DS
(Ω,F , P, (θt)t∈T) and the cocycle ϕ(t, ω) on X.
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Definition 7.2. Given a measurable RDS ϕ over a metric DS (Ω,F , P, (θt)t∈T), a probability µ˜ on (Ω ×
X,F ⊗ B(X)) is said to be an invariant measure for ϕ, if it satisfies
• Θ(t)µ˜ = µ˜,
• πΩµ˜ = P.
Denote PP =
{
µ˜ probability measure on (Ω × X,F ⊗ B(X)) with marginal P on (Ω,F )
}
.
Definition 7.3. (Factorization of µ˜) Suppose µ˜ ∈ PP(Ω×X). We call a function µ·(·) : Ω×B(X) → [0, 1]
a factorization of µ˜ with respect to P, if
1. for all B ∈ B, ω→ µω(B) is F -measurable.
2. for P-a.s. B → µω(B) is a probability measure on (X,B(X)).
3. for all A ∈ Ω × B(X)
µ˜(A) =
∫
Ω
∫
X
1A(ω, x)µω(dx)P(dω).
Refer to Proposition 1.4.3 in [2], for RDS ϕ over a metric DS (Ω,F , P, (θt)t∈T) on a Polish space X, µ˜
is an invariant measure of ϕ, then a factorization of µ˜ exists and is unique, P-a.e. We write symbolically
µ˜(dω, dx) = µω(dx)P(dω).
From Theorem 1.4, we know there is a unique invariant measure µ for the semigroup {Pt} associated
with (2.13)-(2.19), it implies that there exists a unique invariant measure for the RDS generated by
(2.13)-(2.19). In fact, refer to [15], we have
Proposition 7.4. There exits a unique invariant measure µ˜ for the skew product Θ(t), which is given by
µω = lim
t→∞
ϕ(t, θ−tω)µ, µ˜(dω, dx) = µω(dx)P(dω). (7.93)
We now discuss the relationship between invariant measures and random attractors for the system
(2.13)-(2.19). We denote µω is the disintegration of the above µ˜ and set
A(ω) =

suppµω, ω ∈ Ω0,
H, ω < Ω0,
where Ω0 ∈ F is a set of full measure on which the limit in (7.93) exists.
Corollary 7.5. Suppose τ ∈ L2(D) and Hypothesis H0 holds, then A(ω) defined above is a minimal
random attractor for (2.13)-(2.19). Moreover, suppµω has finite Hausdorff dimension, P − a.s..
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Proof of Corollary7.5 To prove A(ω) defined above is a minimal random attractor for (2.13)-
(2.19), refer to [15], we only need to verify two properties: mixing property and compactness. It’s easy
to know Corollary 6.3 is exactly the required mixing property and Theorem 1.2 gives the compactness
property. Furthermore, by Theorem 1.3 and the general result suppµω ⊂ A(ω) a.s, we conclude that
suppµω has finite Hausdorff dimension. 
Acknowledgements This work was supported by National Natural Science Foundation of China (NSFC)
(No. 11431014, No. 11371041, No. 11271356), Key Laboratory of Random Complex Structures and
Data Science, Academy of Mathematics and Systems Science, Chinese Academy of Sciences(No.
2008DP173182).
References
[1] R.A. Adams: Sobolev Space. New York: Academic Press, 1975.
[2] L. Arnold: Random Dynamical Systems. Springer Monographs in Mathematics. Springer-Verlag,
Berlin, 1998.
[3] C. Cao, E.S. Titi: Global well-posedness of the three-dimensional viscous primitive equations of
large-scale ocean and atmosphere dynamics. Ann. of Math. 166, 245-267 (2007).
[4] C. Cao, E.S. Titi: Global well-posedness and finite-dimensional global attractor for a 3D planetary
geostrophic viscous model. Comm. Pure Appl. Math. 56, no. 2, 198-233 (2003).
[5] H. Crauel: Markov measures for random dynamical systems. Stochastics Stochastics Rep. 37, no. 3,
153-173 (1991).
[6] H. Crauel, A. Debussche, F. Flandoli: Random Attractor. J. Dynam. Differential Equations 9 , no. 2,
307-341 (1997).
[7] H. Crauel, F. Flandoli: Attractors for random dynamical systems. Probab. Theory Related Fields
100, no. 3, 365-393 (1994).
[8] H. Crauel, F. Flandoli: Hausdorff Dimension of Invariant Sets for Random Dynamical Systems. J.
Dynam. Differential Equations 10, no. 3, 449-474 (1998).
[9] G. Da Prato, J. Zabczyk: Stochastic equations in infinite dimensions.Encyclopedia of Mathematics
and its Applications. Cambridge: Cambridge University Press, Cambridge, 1992.
[10] B. Guo, D. Huang: 3D stochastic primitive equations of the large-scale ocean: global well-
posedness and attractors. Comm. Math. Phys. 286, no. 2, 697-723 (2009).
[11] H. Gao, C. Sun: Random attractor for the 3D viscous stochastic primitive equations with additive
noise. Stoch. Dyn. 9, no. 2, 293-313 (2009).
39
[12] C. Hu, R. Temam, M. Ziane: The primitive equations on the large scale ocean under the small
depth hypothesis, Discrete Contin. Dynam. Systems 9, 97-131 (2003).
[13] C. Hu, R. Temam, M. Ziane: Regularity results for linear elliptic problems related to the primitive
equations. Frontiers in mathematical analysis and numerical methods, World Sci. Publ., River Edge,
NJ, 149-170 (2004).
[14] N. Ju: The global attractor for the solutions to the 3D viscous primitive equations. Discrete Contin.
Dynam. Systems 17, 159-179 (2007).
[15] S.B. Kuksin, A. Shirikyan: On random attractors for systems of mixing type. Funktsional. Anal. i
Prilozhen. 38, no. 1, 34-46 (2004).
[16] J.L. Lions, R. Temam, S. Wang: New formulations of the primitive equations of atmosphere and
applications. Nonlinearity 5, 237-288 (1992).
[17] J.L. Lions, R. Temam, S. Wang: On the equations of the large scale ocean. Nonlinearity 5, 1007-
1053 (1992).
[18] J.L. Lions, R. Temam, S. Wang: Models of the coupled atmosphere and ocean. Computational
Mechanics Advance 1, 1-54 (1993).
[19] J.L. Lions, R. Temam, S. Wang: Mathematical theory for the coupled atmosphere-ocean models. J.
Math. Pures Appl. 74, 105-163 (1995).
[20] C. Odasso: Exponential mixing for stochastic PDEs: the non-additive case Probab. Theory Related
Fields 140, no. 1-2, 41-82 (2008).
[21] R. Samelson, R. Temam, S. Wang: Some mathematical properties of the planetary geostrophic
equations for large-scale ocean circulation. Appl. Anal. 70, no. 1-2, 147-173 (1998).
[22] C. Sun, H. Gao: Hausdorff dimension of random attractor for stochastic Navier-Stokes-Voight
equations and primitive equations. Dyn. Partial Differ. Equ. 7, no. 4, 307-326 (2010).
[23] R. Temam: Infinite-dimensional Dynamical System in Mechanics and Physics, Springer, New York,
1997.
[24] B. You, F. Li: Random attractor for the three-dimensional planetary geostrophic equations of large-
scale ocean circulation with small multiplicative noise. Stoch. Anal. Appl. 34 , no. 2, 278-292 (2016).
[25] M. Ziane: Regularity results of Stokes type system. Appl. Anal.58, no. 3-4, 263-292 (1995).
40
