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Abstract
Many robotic applications require the agent to perform
long-horizon tasks in partially observable environments. In
such applications, decision making at any step can depend
on observations received far in the past. Hence, being
able to properly memorize and utilize the long-term his-
tory is crucial. In this work, we propose a novel memory-
based policy, named Scene Memory Transformer (SMT).
The proposed policy embeds and adds each observation
to a memory and uses the attention mechanism to exploit
spatio-temporal dependencies. This model is generic and
can be efficiently trained with reinforcement learning over
long episodes. On a range of visual navigation tasks, SMT
demonstrates superior performance to existing reactive and
memory-based policies by a margin.
1. Introduction
Autonomous agents, controlled by neural network poli-
cies and trained with reinforcement learning algorithms,
have been used in a wide range of robot navigation ap-
plications [1, 2, 3, 23, 28, 32, 47, 50, 51]. In many of
these applications, the agent needs to perform tasks over
long time horizons in unseen environments. Consider a
robot patrolling or searching for an object in a large unex-
plored building. Typically, completing such tasks requires
the robot to utilize the received observation at each step
and to grow its knowledge of the environment, e.g. building
structures, object arrangements, explored area , etc. There-
fore, it is crucial for the agent to maintain a detailed memory
of past observations and actions over the task execution.
The most common way of endowing an agent’s policy
with memory is to use recurrent neural networks (RNNs),
with LSTM [5] as a popular choice. An RNN stores the
information in a fixed-size state vector by combining the
input observation with the state vector at each time step.
The policy outputs actions for the agent to take given the
updated state vector. Unfortunately, however, RNNs often
fail to capture long-term dependencies [34].
To enhance agent’s ability to plan and reason, neural
network policies with external memories have been pro-
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Figure 1. The Scene Memory Transformer (SMT) policy embeds
and adds each observation to a memory. Given the current ob-
servation, the attention mechanism is applied over the memory to
produce an action. SMT is demonstrated successfully in several
visual navigation tasks, all of which has long time horizons.
posed [32, 49]. Such memory-based policies have been pri-
marily studied in the context of robot navigation in partially
observable environments, where the neural network learns
to encode the received observations and write them into a
map-like memory [16, 17, 19, 33, 44]. Despite their supe-
rior performance compared to reactive and RNN policies,
existing memory-based policies suffer from limited flexibil-
ity and scalability. Specifically, strong domain-specific in-
ductive biases go into the design of such memories, e.g. 2D
layout of the environment, predefined size of this layout,
geometry-based memory updates, etc. Meanwhile, RNNs
are usually critical components for these memory-based
policies for exploiting spatio-temporal dependencies. Thus
they still suffer from the drawbacks of RNN models.
In this work, we present Scene Memory Transformer
(SMT), a memory-based policy using attention mecha-
nisms, for understanding partially observable environments
in long-horizon robot tasks. This policy is inspired by the
Transformer model [43], which has been successfully ap-
plied to multiple natural language processing problems re-
cently. As shown in Fig. 1, SMT consists of two modules: a
scene memory which embeds and stores all encountered ob-
servations and a policy network which uses attention mech-
anism over the scene memory to produce an action.
The proposed SMT policy is different from existing
methods in terms of how to utilize observations received
in the previous steps. Instead of combining past observa-
tions into a single state vector, as commonly done by RNN
policies, SMT separately embeds the observations for each
time step in the scene memory. In contrast to most existing
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memory models, the scene memory is simply a set of all em-
bedded observations and any decisions of aggregating the
stored information are deferred to a later point. We argue
that this is a crucial property in long-horizon tasks where
computation of action at a specific time step could depend
on any provided information in the past, which might not
be properly captured in a state vector or map-like memory.
The policy network in SMT adopts attention mechanisms
instead of RNNs to aggregate the visual and geometric in-
formation from the scene memory. This network efficiently
learns to utilize the stored information and scales well with
the time horizon. As a result, SMT effectively exploits long-
term spatio-temporal dependencies without committing to a
environment structure in the model design.
Although the scene memory grows linearly with the
length of the episode, it stores only an embedding vector at
each steps. Therefore, we can easily store hundreds of ob-
servations without any burden in the device memory. This
overhead is justified as it gives us higher performance com-
pared to established policies with more compact memories.
Further, as the computational complexity of the origi-
nal model grows quadratically with the size of the scene
memory, we introduce a memory factorization procedure as
part of SMT. This reduces the computational complexity to
linear. The procedure is applied when the number of the
stored observations is high. In this way, we can leverage
a large memory capacity without the taxing computational
overhead of the original model.
The advantages of the proposed SMT are empirically
verified on three long-horizon visual navigation tasks:
roaming, coverage and search. We train the SMT pol-
icy using deep Q-learning [30] and thus demonstrate for
the first time how attention mechanisms introduced in [43]
can boost the task performance in a reinforcement learning
setup. In these tasks, SMT considerably and consistently
outperforms existing reactive and memory-based policies.
Videos can found at https://sites.google.com/
view/scene-memory-transformer
2. Related Work
Memory-based policy using RNN. Policies using
RNNs have been extensively studied in reinforcement learn-
ing settings for robot navigation and other tasks. The most
common architectural choice is LSTM [20]. For exam-
ple, Mirowski et al. [28] train an A3C [29] agent to nav-
igate in synthesized mazes with an LSTM policy. Wu et
al. [46] use a gated-LSTM policy with multi-modal inputs
trained for room navigation. Moursavian et al. [31] use an
LSTM policy for target driven navigation. The drawbacks
of RNNs are mainly two-fold. First, merging all past obser-
vations into a single state vector of fixed size can easily lose
useful information. Second, RNNs have optimization dif-
ficulties over long sequences [34, 42] in backpropagation
through time (BPTT). In contrast, our model stores each
observations separately in the memory and only aggregate
the information when computing an action. And it extracts
spatio-temporal dependencies using attention mechanisms,
thereby it is not handicapped by the challenges of BPTT.
External memory. Memory models have been exten-
sively studied in natural language processing for variety
of tasks such as translation [43], question answering [39],
summarization [27]. Such models are fairly generic, mostly
based on attention functions and designed to deal with input
data in the format of long sequences or large sets .
When it comes to autonomous agents, most of the ap-
proaches structure the memory as a 2D grid. They are ap-
plied to visual navigation [16, 17, 33, 48], interactive ques-
tion answering [14], and localization [7, 19, 21]. These
methods exhibit certain rigidity. For instance, the 2D layout
is of fixed size and same amount of memory capacity is allo-
cated to each part of the environment. Henriques et al. [19]
designs a differentiable mapping module with 2.5D repre-
sentation of the spatial structure. Such a structured memory
necessiates write operations, which compress all observa-
tions as the agent executes a task and potentially can lose in-
formation which could be useful later in the task execution.
On the contrary, our SMT keeps all embedded observations
and allows for the policy to attend to them as needed at any
step. Further, the memory operations in the above papers
are based on current estimate of robot localization, where
the memory is being modified and how it is accessed. In
contrast, we keep all pose information in its original form,
thus allow for potentially more flexible use.
A more generic view on memory for autonomous agents
has been less popular. Savinov et al. [36] construct a topol-
gical map of the environment, and uses it for planning. Oh
at al. [32] use a single-layer attention decoder for control
problems. However, the method relies on an LSTM as
a memory controller, which comes with the challenges of
backpropgation through time. Khan et al. [24] apply the
very general Differentiable Neural Computer [15] to con-
trol problems. While this approach is hard to optimize and
is applied on very simple navigation tasks.
Visual Navigation. We apply SMT on a set of visual
navigation tasks, which have a long history in computer vi-
sion and robotics [6, 10, 40]. Our approach falls into vi-
sual navigation, where the agent does not have any scene-
specific information about the environment [8, 9, 37, 41,
45]. As in recent works on end-to-end training policies for
navigation tasks [2, 23, 28, 47, 50, 51], our model does not
need a map of the environment provided beforehand. While
[23, 28] evaluates their models in 3D mazes, our model can
handle more structured environments as realistic cluttered
indoor scenes composed of multiple rooms. In contrast to
[28, 50, 51] which train the policy for one or several known
scenes, our trained model can generalize to unseen houses.
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Figure 2. The Scene Memory Transformer (SMT) policy. At each time step t, the observation ot is embedded and added to the scene
memory. SMT has access to the full memory and produces an action according to the current observation.
3. Method
In this section, we first describe the problem setup. Then
we introduce the Scene Memory Transformer (SMT) and its
variations as shown in Fig. 2.
3.1. Problem Setup
We are interested in a variety of tasks which require
an embodied agent to navigate in unseen environments
to achieve the task goal. These tasks can be formu-
lated as the Partially Observable Markov Decision Pro-
cess (POMDP) [22] (S,A,O, R(s, a), T (s′|s, a), P (o|s))
where S, A, O are state, action and observation spaces,
R(s, a) is the reward function, T (s′|s, a) and P (o|s) are
transition and observation probabilities.
The observation is a tuple o = (I, p, aprev) ∈ O com-
posed of multiple modalities. I represents the visual data
consisting of an RGB image, a depth image and a semantic
segmentation mask obtained from a camera sensor mounted
on the robot. p is the agent pose w.r.t. the starting pose of
the episode, estimated or given by the environment. aprev is
the action taken at the previous time step.
In our setup, we adopt a discrete action space defined as
A = {go forward, turn left, turn right}, a common
choice for navigation problems operating on a flat surface.
Note that these actions are executed under noisy dynamics
modeled by P (s′|s, a), so the state space is continuous.
While we share the same O and A across tasks and en-
vironments, each task is defined by a different reward func-
tion R(s, a) as described in Sec. 4.1. The policy for each
task is trained to maximize the expected return, defined as
the cumulative reward Eτ [
∑
tR(st, at)] over trajectories
τ = (st, at)
H
t=1 of time horizon H unrolled by the policy.
3.2. Scene Memory Transformer
The SMT policy, as outlined in Fig. 2, consists of two
modules. The first module is the scene memory M which
stores all past observations in an embedded form. This
memory is updated at each time step. The second module,
denoted by pi(a|o,M), is an attention-based policy network
that uses the updated scene memory to compute an distribu-
tion over actions.
In a nutshell, the model and its interaction with the envi-
ronment at time t can be summarized as:
ot ∼ P (ot|st)
Mt = Update(Mt−1, ot)
at ∼ pi(at|ot,Mt)
st+1 ∼ T (st+1|st, at)
In the following we define the above modules.
3.2.1 Scene Memory
The scene memory M is intended to store all past observa-
tions in an embedded form. It is our intent not to endow
it with any geometric structure, but to keep it as generic as
possible. Moreover, we would like to avoid any loss of in-
formation when writing to M and provide the policy with
all available information from the history. So we separately
keep observations of each step in the memory instead of
merging them into a single state vector as in an RNN.
The scene memory can be defined recursively as fol-
lows. Initially it is set to the empty set ∅. At the current
step, given an observation o = (I, p, aprev), as defined in
Sec. 3.1, we first embed all observation modalities, concate-
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Figure 3. Encoder without memory factorization, encoder with
memory factorization, and decoder as in Sec. 3.2.2.
nate them, and apply a fully-connected layer FC:
ψ(o) = FC({φI(I), φp(p), φa(aprev)}) (1)
where φI , φp, φa are embedding networks for each modal-
ity as defined in Sec. 3.4. To obtain the memory for the next
step, we update it by adding ψ(o) to the set:
Update(M, o) =M ∪ {ψ(o)} (2)
The above memory grows linearly with the episode
length. As each received observation is embedded into low-
dimensional vectors in our design, one can easily store hun-
dreds of time steps on the hardware devices. While RNNs
are restricted to a fixed-size state vector, which usually can
only capture short-term dependencies.
3.2.2 Attention-based Policy Network
The policy network pi(a|o,M) uses the current observation
and the scene memory to compute a distribution over the
action space. As shown in Fig. 2, we first encode the mem-
ory by transforming each memory element in the context of
all other elements. This step has the potential to capture the
spatio-temporal dependencies in the environment. Then, we
decode an action according to the current observation, using
the encoded memory as the context.
AttentionMechanism. Both encoding and decoding are
defined using attention mechanisms, as detailed by [43]. In
its general form, the attention function Att applies n1 atten-
tion queries U ∈ Rn1×dk over n2 values V ∈ Rn2×dv with
associated keys K ∈ Rn2×dk , where dk and dv are dimen-
sions of keys and values. The output of Att has n1 elements
of dimension dv , defined as a weighted sum of the values,
where the weights are based on dot-product similarity be-
tween the queries and the keys:
Att(U,K, V ) = softmax(UKT )V (3)
An attention block AttBlock is built upon the above func-
tion and takes two inputs X ∈ Rn1×dx and Y ∈ Rn2×dy
of dimension dx and dy respectively. It projects X to the
queries and Y to the key-value pairs. It consists of two
residual layers. The first is applied to the above Att and
the second is applied to a fully-connected layer:
AttBlock(X,Y ) = LN(FC(H) +H) (4)
where H = LN(Att(XWU , Y WK , Y WV ) +X)
where WU ∈ Rdx×dk , WK ∈ Rdy×dk and WV ∈ Rdy×dv
are projection matrices and LN stands for layer normaliza-
tion [4]. We choose dv = dx for the residual layer.
Encoder. As in [43], our SMT model uses self-attention
to encode the memory M . More specifically, we use M
as both inputs of the attention block. As shown in Fig. 3,
this transforms each embedded observation by using its re-
lations to other past observations:
Encoder(M) = AttBlock(M,M) (5)
In this way, the model extracts the spatio-temporal depen-
dencies in the memory.
Decoder. The decoder is supposed to produce actions
based on the current observation given the contextC, which
in our model is the encoded memory. As shown in Fig. 3, it
applies similar machinery as the encoder, with the notable
difference that the query in the attention layer is the embed-
ding of the current observation ψ(o):
Decoder(o, C) = AttBlock(ψ(o), C) (6)
The final SMT output is a probability distribution over
the action space A:
pi(a|o,M) = Cat(softmax(Q)) (7)
where Q = FC(FC(Decoder(o,Encoder(M))))
where Cat denotes categorical distribution.
This gives us a stochastic policy from which we can sam-
ple actions. Empirically, this leads to more stable behaviors,
which avoids getting stuck in suboptimal states.
Discussion. The above SMT model is based on the
encoder-decoder structure introduced in the Transformer
model, which has seen successes on natural language pro-
cessing (NLP) problems such as machine translation, text
generation and summarization. The design principles of the
model, supported by strong empirical results, transfer well
from the NLP domain to the robot navigation setup, which
is the primary motivation for adopting it.
First, an agent moving in a large environment has to
work with dynamically growing number of past observa-
tions. The encoder-decoder structure has shown strong per-
formance exactly in the regime of lengthy textual inputs.
Second, contrary to common RNNs or other structured ex-
ternal memories, we do not impose a predefined order or
structure on the memory. Instead, we encode temporal and
spatial information as part of the observation and let the pol-
icy learn to interpret the task-relevant information through
the attention mechanism of the encoder-decoder structure.
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3.2.3 Memory Factorization
The computational complexity of the SMT is dominated
by the number of query-key pairs in the attention mecha-
nisms. Specifically, the time complexity is O(|M |2) for the
encoder due to the self-attention, and O(|M |) for the de-
coder. In long-horizon tasks, where the memory grows con-
siderably, quadratic complexity can be prohibitive. Inspired
by [26], we replace the self-attention block from Eq. (4)
with a composition of two blocks of similar design but more
tractable computation:
AttFact(M,M˜) = AttBlock(M,AttBlock(M˜,M)) (8)
where we use a “compressed” memory M˜ obtained via find-
ing representative centers from M . These centers need to
be dynamically updated to maintain a good coverage of the
stored observations. In practice, we can use any cluster-
ing algorithm. For the sake of efficiency, we apply iterative
farthest point sampling (FPS) [35] to the embedded obser-
vations in M , in order to choose a subset of elements which
are distant from each other in the feature space. The run-
ning time of FPS is in O(|M ||M˜ |) and the final complexity
of AttFact is O(|M ||M˜ |). With a fixed number of centers,
the overall time complexity becomes linear. The diagram of
the encoder with memory factorization is shown in Fig. 3.
3.3. Training
We train all model variants and baselines using the stan-
dard deep Q-learning algorithm [30]. We follow [30] in the
use of an experience replay buffer, which has a capacity
of 1000 episodes. The replay buffer is initially filled with
episodes collected by a random policy and is updated ev-
ery 500 training iterations. The update replaces the oldest
episode in the buffer with a new episode collected by the
updated policy. At every training iteration, we construct
a batch of 64 episodes randomly sampled from the replay
buffer. The model is trained with Adam Optimizer [25] with
a learning rate of 5 × 10−4. All model parameters except
for the embedding networks are trained end-to-end. During
training, we continuously evaluate the updated policy on the
validation set (as in Sec. 4.1). We keep training each model
until we observe no improvement on the validation set.
The embedding networks are pre-trained using the SMT
policy with the same training setup, with the only difference
that the memory size is set to be 1. This leads to a SMT with
no attention layers, as attention of size 1 is an identity map-
ping. In this way, the optimization is made easier so that
the embedding networks can be trained end-to-end. After
being trained to convergence, the parameters of the embed-
ding networks are frozen for other models.
A major difference to RNN policies or other memory-
based policies is that SMT does not need backpropagation
through time (BPTT). As a result, the optimization is more
stable and less computationally heavy. This enables training
the model to exploit longer temporal dependencies.
3.4. Implementation Details
Image modalities are rendered as 640 × 480 and sub-
sampled by 10. Each image modality is embedded into 64-
dimensional vectors using a modified ResNet-18 [18]. We
reduce the numbers of filters of all convolutional layers by a
factor of 4 and use stride of 1 for the first two convolutional
layers. We remove the global pooling to better capture the
spatial information and directly apply the fully-connected
layer at the end. Both pose and action vectors are embed-
ded using a single 16-dimensional fully-connected layer.
Attention blocks in SMT use multi-head attention mech-
anisms [43] with 8 heads. The keys and values are both 128-
dimensional. All the fully connected layers in the attention
blocks are 128-dimensional and use ReLU non-linearity.
A special caution is to be taken with the pose vector.
First, at every time step all pose vectors in the memory are
transformed to be in the coordinate system defined by the
current agent pose. This is consistent with an ego-centric
representation of the memory. Thus, the pose observations
need to be re-embedded at every time step, while all the
other observations are embedded once. Second, a pose vec-
tor p = (x, y, θ) at time t is converted to a normalized ver-
sion p = (x/λ, y/λ, cos θ, sin θ, e−t), embedding in addi-
tion its temporal information t in a soft way in its last di-
mension. This allows the model to differentiate between
recent and old observation, assuming that former could be
more important than latter. The scaling factor λ = 5 is used
to reduce the magnitude of the coordinates.
4. Experiments
We design our experiments to investigate the following
topics: 1) How well does SMT perform on different long-
horizon robot tasks 2) How important is its design proper-
ties compared to related methods? 3) Qualitatively, what
agent behaviors does SMT learn?
4.1. Task Setup
To answer these questions, we consider three visual nav-
igation tasks: roaming, coverage, and search. These tasks
require the agent to summarize spatial and semantic infor-
mation of the environment across long time horizons. All
tasks share the same POMDP from Sec. 3.1 except that the
reward functions are defined differently in each task.
Roaming: The agent attempts to move forward as much
as possible without colliding. In this basic navigation task,
a memory should help the agent avoid cluttered areas and
oscillating behaviors. The reward is defined as R(s, a) = 1
iff a = go forward and no collision occurs.
Coverage: In many real-world application a robot needs
to explore unknown environments and visit all areas of these
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environments. This task clearly requires a detailed memory
as the robot is supposed to remember all places it has vis-
ited. To define the coverage task, we overlay a grid of cell
size 0.5 over the floorplan of each environment. We would
like the agent to visit as many unoccupied cells as possible,
expressed by reward R(s, a) = 5 iff robot entered unvisited
cell after executing the action.
Search: To evaluate whether the policy can learn beyond
knowledge about the geometry of the environment, we de-
fine a semantic version of the coverage tasks. In particular,
for six target object classes1, we want the robot to search
for as many as possible of them in the house. Each house
contains 1 to 6 target object classes, 4.9 classes in average.
Specifically, an object is marked as found if more than 4%
of pixels in an image has the object label (as in [46]) and
the corresponding depth values are less than 2 meter. Thus,
R(s, a) = 100 iff after taking action a we find one of the
six object classes which hasn’t been found yet.
We add a collision reward of −1 for each time the agent
collides. An episode will be terminated if the agent runs
into more than 50 collisions. To encourage exploration, we
add coverage reward to the search task with a weight of 0.2.
The above tasks are listed in ascending order of complex-
ity. The coverage and search tasks are studied in robotics,
however, primarily in explored environments and are con-
cerned about optimal path planning [13].
Environment. We use SUNCG [38], a set of synthetic
but visually realistic buildings. We use the same data split
as chosen by [46] and remove the houses with artifacts,
which gives us 195 training houses and 46 testing houses.
We hold out 20% of the training houses as a validation
set for ablation experiments. We run 10 episodes in each
house with a fixed random seed during testing and vali-
dation. The agent moves by a constant step size of 0.25
meters with go forward. It turns by 45◦ degree in place
with turn left or turn right. Gaussian noise is added
to simulate randomness in real-world dynamics.
Model Variants. To investigate the effect of different
model aspects, we conduct experiments with three variants:
SMT, SMT + Factorization, and SM + Pooling. The sec-
ond model applies SMT with AttFact instead of AttBlock.
Inspired by [12], the last model directly applies a max pool-
ing over the elements in the scene memory instead of using
the encoder-decoder structure of SMT.
Baselines. We use the following baselines for com-
parison. A Random policy uniformly samples one of the
three actions. A Reactive policy is trained to directly com-
pute Q values using a purely feedforward net. It is two
fully-connected layers on top of the embedded observation
at every step. A LSTM policy [28] is the most common
memory-based policy. A model with arguably larger capac-
ity, called FRMQN [32], maintains embedded observations
1We use television, refrigerator, bookshelf, table, sofa, and bed.
Method Reward Distance Collisions
Random 58.3 25.3 42.7
Reactive [28] 308.9 84.6 29.3
LSTM [28] 379.7 97.9 11.4
FRMQN [32] 384.2 99.5 13.8
SM + Pooling 366.8 96.7 20.1
SMT + Factorization 376.4 98.6 17.9
SMT 394.7 102.1 13.6
Table 1. Performance on Roaming. The average of cumulative
reward, roaming distance and number of collisions are listed.
Method Reward Covered Cells
Random 94.2 27.4
Reactive [28] 416.2 86.9
LSTM [28] 418.1 87.8
FRMQN [32] 397.7 83.2
SM + Pooling 443.9 91.5
SMT + Factorization 450.1 99.3
SMT 474.6 102.5
Table 2. Performance on Coverage. The average of cumulative
reward and number of covered cells are listed.
Method Reward Classes Ratio
Random 140.5 1.79 36.3%
Reactive [28] 358.2 3.14 61.9%
LSTM [28] 339.4 3.07 62.6%
FRMQN [32] 411.2 3.53 70.2%
SM + Pooling 332.5 2.98 60.6%
SMT + Factorization 432.6 3.69 75.0%
SMT 428.4 3.65 74.2%
Table 3. Performance on Search. The cumulative of total reward,
number of found classes and ratio of found classes are listed.
in a fixed-sized memory, similarly as SMT. Instead of using
the encode-decoder structure to exploit the memory, it uses
an LSTM, whose input is current observation and output is
used to attend over the memory.
For all methods, we use the same pretrained embedding
networks and two fully-connected layers to compute Q val-
ues. We also use the same batch size of 64 during training.
To train LSTM and FRMQN, we use truncated back propa-
gation through time of 128 steps.
4.2. Comparative Evaluation
The methods are compared across the three different
tasks: roaming in Table 1, coverage in Table 2, and search
in Table 3. For each task and method we show the attained
reward and task specific metrics.
Effect of memory designs. Across all tasks, SMT out-
performs all other memory-based models. The relative per-
formance gain compared to other approaches is most sig-
nificant for coverage (14% improvements) and considerable
for search (5% improvements). This is consistent with the
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Figure 4. Found classes by time steps. For the search task, we
show number of found target object classes across time steps.
notion that for coverage and search memorizing all past ob-
servations is more vital. On roaming, larger memory ca-
pacity (in SMT case) helps, however, all memory-based ap-
proaches perform in the same ballpark. This is reasonable in
the sense that maintaining a straight collision free trajectory
is a relatively short-sight task.
In addition to memory capacity, memory access via at-
tention brings improvements. For all tasks SMT outper-
forms SM + Pooling. The gap is particularly large for object
search (Table 3), where the task has an additional seman-
tic complexity of finding objects. Similarly, having multi-
headed attention and residual layers brings an improvement
over a basic attention, as employed by FRMQN, which is
demonstrated on both coverage and search.
The proposed memory factorization brings computa-
tional benefits, at no or limited performance loss. Even if
it causes drop sometimes, the reward is better than SM +
Pooling and other baseline methods.
Implications of memory for navigation. It is also im-
portant to understand how memory aids us at solving navi-
gation tasks. For this purpose, in addition to reward, we re-
port number of covered cells (Table 2) and number of found
objects (Table 3). For both tasks, a reactive policy presents
a strong baseline, which we suspect learns general explo-
ration principles. Adding memory via SMT helps boost the
coverage by 18% over reactive, and 17% over LSTM poli-
cies and 23% over simpler memory mechanism (FRMQN).
We also observe considerable boosts of number of found
objects by 5% in the search task.
The reported metrics above are for a fixed time horizon
of 500 steps. For varying time horizons, we show the per-
formance on search in Fig. 4. We see that memory-based
policies with attention-based reads consistently find more
object classes as they explore the environment, with SMT
variants being the best. This is true across the full execution
with performance gap increasing steadily up to 300 steps.
4.3. Ablation Analysis
Here, we analyze two aspects of SMT: (i) size of the
scene memory, and (ii) importance of the different obser-
vation modalities and componenets.
(a) Effects of memory capacity. (b) Effects of each component.
Figure 5. Ablation Experiments. (a) We sweep the memory ca-
pacity from 50 steps to 500 steps and evaluate the reward of tra-
jectories of 500 steps. (b) We leave out one component at a time
in our full model and evaluate the averaged reward for each task.
Memory capacity. While in the previous section we dis-
cussed memory capacity across models, here we look at the
importance of memory size for SMT. Intuitively a memory-
based policy is supposed to benefits more from larger mem-
ory over long time horizons. But in practice this depends
on the task and the network capacity, as shown in Fig. 5 (a).
All three tasks benefit from using larger scene memory. The
performance of roaming grows for memory up to 300 el-
ements. For coverage and search, the performance keeps
improving constantly with larger memory capacities. This
shows that SMT does leverage the provided memory.
Modalities and components. For the presented tasks,
we have image observations, pose, previous actions. To un-
derstand their importance, we re-train SMT by leaving out
one modality at a time. We show the resulting reward in
Fig. 5 (b). Among the observation modalities, last action,
pose and the depth image play crucial roles across tasks.
This is probably because SMT uses relative pose and last
action to reason about spatial relationships. Further, depth
image is the strongest clue related to collision avoidance,
which is crucial for all tasks. Removing segmentation and
RGB observations leads to little effect on coverage and drop
of 10 for roaming since these tasks are defined primarily by
environment geometry. For search, however, where SMT
needs to work with semantics, the drop is 15 and 20.
We also show that the encoder structure brings perfor-
mance boost to the tasks. Especially in the search task,
which is most challenging in terms of reasoning and plan-
ning, the encoder boosts the task reward by 23.7.
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SMT (Ours)LSTMReactive
Reward: 437, Found Classes 4 / 6 Reward: 591, Found Classes 5 / 6 Reward: 757, Found Classes 6 / 6
Reward: 312, Covered Cells: 63 (39.9%) Reward: 348, Covered Cells: 72 (45.6%) Reward: 439, Covered Cells: 96 (60.8%)
Reward: 336, Distance: 366, Collisions: 30 Reward: 383, Distance: 389, Collisions: 6 Reward: 413, Distance: 422, Collisions: 9
The Coverage Task
The Roaming Task
The Search Task
Figure 6. Visualization of the agent behaviors. We visualize the trajectories from the top-down view as green curves. Starting point and
ending point of each trajectory are plot in white and black. Navigable area are masked in dark purple with red lines indicating the collision
boundaries. For the coverage task, we mark the covered cells in pink. For the search task, we mark target objects with yellow masks.
4.4. Qualitative Results
To better understand the learned behaviors of the agent,
we visualize the navigation trajectories in Fig. 6. We choose
reactive and LSTM policies as representatives of memory-
less and memory-based baselines to compare with SMT.
In the roaming task, our model demonstrates better
strategies to keep moving and avoid collisions. In many of
the cases, the agent first finds a long clear path in the house,
which lets it go straight forward without frequently making
turns. Then the agent navigates back and forth along the
same route until the end of the episode. As a result, SMT
usually leads to compact trajectories as shown in Fig. 6, top
row. In contrast, reactive policy and LSTM policy often
wander around the scene with a less consistent pattern.
In the coverage task, our model explores the unseen
space more efficiently by memorizing regions that have
been covered. As shown in Fig. 6, middle row, after most of
the cells inside a room being explored, the agent switches
to the next unvisited room. Note that the cells are invisi-
ble to the agent, it needs to make this decision solely based
on its memory and observation of the environment. It also
remembers better which rooms have been visited so that it
does not enter a room twice.
In the search task, our model shows efficient exploration
as well as effective strategies to find the target classes. The
search task also requires the agent to explore rooms with
the difference that the exploration is driven by target object
classes. Therefore, after entering a new room, the agent
quickly scans around the space instead of covering all the
navigable regions. In Fig. 6, if the agent finds the unseen
target it goes straight towards it. Once it is done, it will
leave the room directly. Comparing SMT with baselines,
our trajectories are straight and direct between two targets,
while baseline policies have more wandering patterns.
5. Conclusion
This paper introduces Scene Memory Transformer, a
memory-based policy to aggregate observation history in
robotic tasks of long time horizons. We use attention mech-
anism to exploit spatio-temporal dependencies across past
observations. The policy is trained on several visual navi-
gation tasks using deep Q-learning. Evaluation shows that
the resulting policy achieves higher performance to other
established methods.
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A. Environment Details
In all experiments, we simulate a mobile base of the
Fetch robot. The Fetch robot receives visual observations
from a Primesense Carmine 1.09 short-range RGBD sen-
sor mounted on its head. Accordingly, we render images
of 640 × 480 resolution. To simulate the operation range
of the depth sensor, we only render depth values for points
that are within 5 meters from the camera. We also provide
a binary mask indicating which pixels have valid depth val-
ues and concatenate the mask with the depth image as its
second channel. We also add zero-mean Gaussian noise of
with a standard deviation of 0.05 meter to each pixel. The
segmentation mask uses the class labels from NYU40 [11]
with each pixel label encoded in the one-hot manner. We
subsample the rendered images by a factor of 10, providing
us RGB images of 64×48×3, depth images of 64×48×2
and segmentation masks of 64× 48× 40.
The environment dynamics is simulated for the Fetch
robot operating on a planar surface. The robot moves for-
ward and take turns by controlling the velocity of its two
wheels, with a wheel radius of 0.065 meters and axis width
of 0.375 meters. We add a zero-mean Gaussian with a stan-
dard deviation of 0.5 rad/s to both wheels to simulate the
noisy dynamics. We check the collisions between the robot
and the meshes of the environment. The robot will be reset
to the previous pose when it collides by taking the action.
B. Analysis of Memory Factorization
In memory factorization, it is crucial to choose represen-
tative centers that have a good coverage of all past obser-
vations. Therefore, the centers should be distant from each
other in the feature space. Since the memory keeps grow-
ing across time, the centers are supposed to be dynamically
updated during the task execution instead of remaining as
static vectors for all episodes.
In this section, we compare the farthest point sampling
(FPS) used in SMT with two alternative types of represen-
tative centers. We refer to Window as the baseline which
uses the last |M˜ | time steps in a fixed time window as rep-
resentative centers. In this way, the centers are dynamically
updated but only focus on the most recent history. We also
implemented the static inducing points in [26], which we
refer to as Static. The |M˜ | inducing points are trained as
neural network weights and remain static during test time.
We compare the performance of the three types of centers
on the validation set by setting |M˜ | to be 100. As shown in
Table. 4, FPS achieves comparable task performance with
Static in the roaming task. And it outperforms the two base-
lines in coverage and search.
Center Type Roaming Coverage Search
Window 378.0 451.6 438.7
Static 383.9 457.96 445.9
FPS 383.3 481.2 462.7
Table 4. Performance of using different types of representative
center in memory factorization. Average rewards are listed.
Figure 7. Robustness to noisy dynamics. We compare three po-
sitional embedding methods under noisy environment dynamics.
The standard deviation of the noise is swept from 0.0 to 1.0.
C. Robustness to Noisy Dynamics
In this section, we evaluate the robustness of our model
to noisy environment dynamics. Instead of retrieving the
ground truth poses pt from the environment, we estimate
the pose using the action at. at provides us translation and
rotation of the agent w.r.t. the previous pose. Thus we can
estimate the pˆt+1 at each time step using at and the previ-
ous estimation pˆt. When there is no noise, pˆt is equivalent
to pt. With the Gaussian noise added at each time step, the
noise added to pˆt will be a Gaussian process. Therefore,
when computing the observation embedding using the rela-
tive poses, recent steps suffer less from the noisy dynamics.
In our design of SMT, we use a positional embedding of
the time step similar to [43], but with exponential functions
instead of sinusoidal functions. The positional embedding
provides temporal information of each time step for the pol-
icy. Sinusoidal function is periodic and provides only rela-
tive temporal information. In contrast, the exponential func-
11
tion is monotonic and represents how recent each time step
is. In the long-horizon tasks we are interested in, we believe
relative temporal information is not sufficient for the agent
to understand long-term dependencies.
To validate this assumption, we compare the exponential
embedding with the two baselines. No embedding does
not embed the positional embedding of the time step. Sinu-
soidal uses the same sinusoidal embedding function as in
[43]. We sweep the standard deviation of the noise from
0.0 to 1.0 and evaluates the average rewards on the val-
idation set. In practice, we found the temporal informa-
tion not only improves the performance given clean obser-
vations, but also helps leverage the noisy environment dy-
namics across time. As shown in Fig. 7, the average rewards
decrease with more noises in dynamics. Sinusoidal and ex-
ponential embeddings both mitigate the performance drop.
In the roaming task, the two embedding methods have com-
parable effects. While in coverage and search, exponential
embedding has the superior performance.
D. More Visualization
We present more visualization of the agent behaviors for
roaming in Fig. 8, for coverage in Fig. 9 and for search in
Fig. 10. As in the main paper, we visualize the trajecto-
ries from the top-down view as green curves, with white
and black dots indicating the starting and ending points.
Navigable area are masked in dark purple with red lines as
the collision boundaries. In the coverage task (Fig. 9), we
mark the covered cells in pink. In the search task (Fig. 10),
we mark target objects with yellow masks. These figures
demonstrate similar behaviors as analyzed in the main pa-
per. The same reactive and LSTM baselines as in the main
paper are used to compare with the proposed SMT policy.
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Reactive LSTM SMT (Ours)
Figure 8. Visualization of the agent behaviors in the Roaming Task.
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Reactive LSTM SMT (Ours)
Figure 9. Visualization of the agent behaviors in the Coverage Task.
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Reactive LSTM SMT (Ours)
Figure 10. Visualization of the agent behaviors in the Search Task.
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