The importance of functional brain connectivity to study physiological and pathological brain activity has been widely recognized. Here, we aimed to 1) review a methodological pipeline to investigate directed functional connectivity between brain regions using source signals derived from high-density EEG; 2) elaborate on some methodological challenges; and 3) apply this pipeline to temporal lobe epilepsy (TLE) patients and healthy controls to investigate directed functional connectivity differences in the theta and beta frequency bands during EEG epochs without visible pathological activity. Methods: The methodological pipeline includes: EEG acquisition and preprocessing, electricalsource imaging (ESI) using individual head models and distributed inverse solutions, parcellation of the gray matter in regions of interest, fixation of the dipole orientation for each region, computation of the spectral power in the source space, and directed functional connectivity estimation using Granger-causal modeling. We specifically analyzed how the signal-to-noise ratio (SNR) changes using different approaches for the dipole orientation fixation. We applied this pipeline to 20 left TLE patients, 20 right TLE patients, and 20 healthy controls. Results: Projecting each dipole to the predominant dipole orientation leads to a threefold SNR increase as compared to the norm of the dipoles. By comparing connectivity in TLE versus controls, we found significant frequency-specific outflow differences in physiologically plausible regions.
I. INTRODUCTION

B
RAIN connectivity analysis investigates how neuronal regions communicate and influence each other's activity. Functional connectivity measures have been widely applied in neuroscience using both electromagnetic (electroencephalogram (EEG) and magnetoencephalogram) and hemodynamic (functional magnetic resonance imaging (fMRI)) measurements of brain activity [1] - [3] .
Directed functional connectivity investigates directional relationships between brain regions, i.e., the causal influence that one region exerts onto another region in time. This can be assessed using the concept of Granger causality: a signal is said to Granger-cause another if the knowledge of the past of the former reduces the prediction error of the present of the latter [4] .
EEG has a time resolution in the millisecond range and directly measures the neuronal electrical signalling compared to indirect hemodynamic signals recorded by fMRI. Previous studies have shown that multivariate Granger causality measures applied to intracranial EEG can be extremely useful for understanding the epileptic network by identifying the main drivers of activity [5] - [9] . The study of functional connectivity using intracranial EEG signals is important, because intracranial EEG measures directly the neuronal electrical activity within the cortex. However, it is an invasive technique that is not frequently performed, and a healthy control group cannot be included. Moreover, since the number of electrodes placed in the brain is patient dependent and very limited, only a small portion of the brain is covered, and, therefore, the study of whole-brain networks is not possible. Scalp EEG, on the other hand, is noninvasive and is routinely recorded in patients and controls with good coverage. However, the measured scalp potential does not unambiguously indicate the location of the active neuronal populations at a given moment, because measurements at the scalp reflect the summed neuroelectrical currents generated within the brain. Therefore, functional connectivity should be examined at the level of source signals rather than scalp electrodes [10] , [11] . This to minimize problems that are inherent to connectivity analysis using scalp signals, such as volume conduction (all EEG electrodes pick up some activity of a given source) and the reference choice (the signal recorded at an EEG electrode is relative to a reference electrode while the source activity is reference free). Indeed, these problems can lead to spurious connections and limited interpretability of scalp EEG connectivity results [11] . Electric-source Imaging (ESI) can be used to reconstruct the source activity that underlies a given distribution of scalp potentials; for a comprehensive review on ESI see [14] , [29] . Clinical studies have used ESI to reliably estimate the localization of the seizure onset zone and the epileptogenic zone [15] - [17] .
Since the pioneering work of Babiloni et al. in 2005 [18] who applied for the first time a directed functional connectivity estimate to ESI signals during finger movements, other studies have followed in patients with neurological disorders. In particular, the application of directed functional connectivity estimates to ESI signals is of considerable value to the study of focal epilepsy, because 1) the EEG is the most direct marker of epileptic brain activity, 2) the temporal resolution of the EEG allows the meaningful use of directed functional connectivity analyses, and 3) focal epilepsy has been increasingly accepted as a network disorder, involving widespread brain networks rather than isolated single sources [19] . Therefore, a better understanding of these networks could have an important diagnostic and prognostic value, particularly for patients who do not respond to antiepileptic drug treatment and are candidates for a surgical resection of the epileptogenic zone. In this context, Ding et al. applied for the first time a directed functional connectivity measure to ESI signals of focal epilepsy patients during seizures with the goal of identifying regions of high driving, which would be indicative of the seizure onset zone [12] . Lu et al. extended the application of this approach during seizures in a larger cohort of patients [20] . Recently, we have also studied the directionality of the information flow using ESI signals to investigate the directed functional connectivity patterns during interictal spikes [21] and during resting-state spike-free epochs [22] .
Indeed, the combination of recent advancements on ESI and directed functional connectivity allowed us to establish a pipeline to study whole-brain functional connectivity using ESI [21] , [22] . However, there are some challenges when using this approach that need special attention.
One challenge in connectivity analysis is how to reduce 3-D dipole orientations that vary across epochs and time for each region to 1-D scalar time series. This is important because connectivity algorithms take time series of multiple scalar variables (the number of considered signals) as their input, while ESI outputs time series of amplitudes in the x-, y-and z-direction (dipolar values) for each brain region. Therefore, from these 3-D time series, we need to extract a single time-series that corresponds to the neuronal activity of a particular region. A common solution to this problem in electrical neuroimaging is to take the norm of these dipoles, but this can lead to frequency doubling, and, thus, should be avoided. A better estimation may be achieved by determining the predominant dipole orientation during the considered epoch and projecting the x-, y-and z-time series onto this dipole [21] , [23] . We here describe and compare these approaches in detail. A second challenge relates to the accurate estimation of the spectral power (SP) in the source space, for which we used a previously proposed solution [24] - [26] .
The goal of this study is 1) to provide a detailed review of a methodological pipeline to study whole-brain directed functional connectivity from EEG signals, 2) to elaborate on the two described methodological challenges, and 3) to apply this pipeline to spike-free epochs in temporal lobe epilepsy (TLE) patients and healthy controls to study connectivity differences across frequency bands. This is important because meaningful connectivity alterations in different frequency bands could help us to better understand brain network changes underlying focal epilepsy, even when scalp EEG abnormalities are not evident.
II. METHODS
In this section, we elaborate the methodological steps to compute directed functional connectivity from EEG source signals. A schematic summary of this pipeline is represented in Fig. 1 .
A. High-Density EEG Acquisition and Preprocessing
Patients and controls underwent a high-density scalp EEG recording (256 electrodes, Electrical Geodesics system) at rest with eyes closed and were instructed to remain awake. The sampling frequencies ranged between 250 and 1000 Hz. All datasets were filtered offline using noncausal filters between 1 and 100 Hz and afterward downsampled to 250 Hz. From the 256 channels, we removed the electrodes placed on the cheek and on the neck (under the skull bone) because these channels are very often contaminated with muscle artefacts and have low impedances. Therefore, the signals from the remaining 204 electrodes were considered for further analysis. We visually inspected all analyzed signals and topographies for bad channels, which were interpolated using the 3-D spline method as implemented in the freely available software Cartool (http://www.fbmlab.com/cartool-software).
B. Electric-Source Imaging
In order to reconstruct the source brain activity from a given map of EEG scalp potentials, we performed ESI using each individual's structural MRI. The use of ESI to obtain signals for connectivity analysis involves four steps: estimation of the forward model; inverse solution techniques to reconstruct the dipolar activity in the brain; selection of the regions of interest (ROI); and dipole orientation estimation for each ROI.
1) Forward and Inverse Models:
The forward model describes how electrical currents in the brain produce the measurement seen on the scalp. It requires the use of an appropriate head model that takes into account the tissue conductivity, the position of the solution points (sources), and the position of the scalp electrodes (head geometry). The more accurate the forward model, the better will be the inverse solution. The forward model used here consisted of a simplified realistic head model with consideration of scalp, skull, and brain thicknesses (locally spherical model with anatomical constrains (LSMAC) [27] ). LSMAC uses an adaptive local spherical model sequentially at each electrode position to generate sets of three-layer spherical models using the conductivities and local radiuses of the scalp, skull, and brain under each electrode site. This allows the real geometry between solution points and electrodes to be accounted for [27] . LSMAC has been shown to perform as good or in some circumstances even better than more complex finite-element models in defining the irritative zone in epilepsy patients [28] . Given the forward model, the inverse solution estimates the source activity from the recorded scalp potentials. A scalp electric potential map can be explained by the activity of an infinite number of source configurations-this is called the inverse problem. Thus, a priori assumptions have to be introduced in order to solve it. There are several inverse solution algorithms to compute the inverse of the lead field [29] . Here, we used a linear distributed inverse solution, in which a 3-D grid of about 5000 equally distributed solution points was defined in the gray matter, obtained from the segmented individual T1-weighted MRI (1 × 1 × 1 mm 3 ): the local autoregressive averages [30] . Scalp electrodes were coregistered with the individual MRI (T1) by a nine-parameter transformation of a template cap such that T9, T10, and Cz electrodes were placed according to the 10-20 system. The electrodes of the transformed template cap were then projected on the head surface.
The forward and inverse operators were computed using Cartool. We then obtained the activity at each source point by multiplying the inverse operator with the scalp potentials for each XYZ dipole's coordinate and for each individual, epoch and time point using custom MATLAB scripts (The MathWorks, Natick, MA, USA).
2) Selection of ROI: We parcelled the gray matter into 82 ROIs using as template the automated anatomical labeling digital atlas [31] coregistered with the inverse of the segmentation matrix obtained using SPM8 (www.fil.ion.ucl.ac.uk/spm).
We restricted the subsequent analysis to the solution point closest to the centroid of each ROI, which was considered representative of the source activity of the ROI. This reduces the dimensionality of the data and avoids the biased activity from the periphery of each ROI. The centroid was found by computing the sum of the distances between each solution point to all others inside each ROI and selecting the one for which this distance was the lowest.
3) Dipole Orientation: Across time and epochs, a source dipole at a given solution point changes both in strength and in its 3-D orientation. Several techniques exist to obtain a single time series that represents the neuronal activity of a given ROI from the x-, y-and z-time series of a dipole obtained using ESI.
The simplest technique to transform the 3-D to a single time series is to take the norm at each time point. This reflects the strength of the dipole independent of its orientation. These scalar values are commonly used in electrical neuroimaging for the purpose of source localization. However, when the source analysis involves the frequency domain, this solution is unreliable, because of possible frequency doubling when the dipole vector oscillates through the center.
An alternative that takes the changing 3-D orientation of the dipoles into account, and allows one to obtain a 1-D time series from the 3-D dipole time series, is what we named the refined average direction [21] , [23] . This approach involves three steps. First, the average main direction is computed considering the 10% strongest norms of the dipoles across time and epochs. Second, all the negative dipoles (with respect to the found average direction) are turned positive, defining a new refined main direction. Finally, to obtain a scalar currentsource density value, each 3-D dipole is projected on the refined main direction, for each ROI by doing the dot product of the XYZ-coordinates of each dipole to the XYZ-coordinates of the found refined main direction. The diagram in Fig. 2(a) represents this refined averaging procedure.
In order to investigate the performance of this method, we compared the ROIs source activity obtained with the dipoles' norms, the average direction and the refined average direction in epileptic spikes of a patient with left TLE (LTLE) (see Fig.  2(b) ). To compare the efficacy of the two methods, we estimated the signal-to-noise ratio (SNR) of the reconstructed single time series of the three regions with the strongest currentsource density at the time of the spike. For that, we defined a sliding time window of ten samples and divided the mean of the squared magnitude of the values inside that window by that of the baseline (−500 to −200 ms) (see Fig. 2(c) ). The average dipole direction and the refined average direction clearly outperformed the norm of the dipoles; the SNR was approximately three times higher during the spike period. The refined average direction had slightly better SNR than the average dipole direction although the differences were less pronounced (for example, using the refined average direction approach, the SNR was 1.12 times higher than the simple average direction during the spike period in the left amygdala (see Fig. 2(c)) ).
C. Spectral Power
In order to get an accurate representation of the frequency at each source point, we computed the fast Fourier transform (FFT) for each scalp electrode and separately inverted the real and imaginary parts of the FFT [21] , [23] , [25] , [26] . We then combined them, according to (1) to obtain the SP of each epoch, at each source point
where inv(rFFT) and inv(iFFT) are an informal notation to represent the source activity computed for the real and imaginary part of the FFT, respectively. This simple approach uses only the original scalp EEG signals to get a frequency representation of the activity at each source point. The mean SP for each subject was computed and normalized (0-1) across ROIs, frequencies, and epochs by subtracting the minimum power and dividing by the range, following previous work [21] , [32] .
D. Weighted Partial Directed Coherence (wPDC)
PDC is a multivariate data-driven method based on the concept of Granger causality [4] , [35] . It estimates the direction of information flow between regions, while separating direct and indirect connections [34] . Thus, if there is a causal outflow from region 1 to region 2 and another from region 2 to region 3, PDC will not give a causal relation from 1 to 3. This is an important property when one wants to study the information flow between brain regions where connections are necessarily directed. PDC is also a spectral measure that estimates the causal interactions in the frequency domain [35] . The use of multivariate connectivity methods has been shown to be superior to bivariate methods, which compute the relationship between two signals without accounting for all the signals in the process [36] , [37] .
PDC is computed using multivariate autoregressive models (MVAR) of an appropriate order, which simultaneously models multiple time series [35] , [38] . The choice of the model order can be done using the Akaike information criterion or the Bayesian information criterion to avoid overfitting. Alternatively, the model order can be set a priori in accordance with the maximum expected time lag of transfer in the process under investigation. If the model order is too small, some slower processes of interest are not well modeled; if the model order is too large, there is a risk of overfitting. Therefore, a balance has to be sought between those two.
Let X(t) = [x 1 (t), x 2 (t) . . . x R (t)] be a stationary process with R number of time series. The MVAR model of order p (number of time lags) is given by
where X(t) is the data vector at each time t, E(t) is the vector of multivariate Gaussian white noise, and A(k) is the R x R matrix of model coefficients at lag k:
We estimated the coefficients of the MVAR model using the Nutall-Strand algorithm [39] , [40] . The instantaneous effects (zero-lag coefficients) can be removed after MVAR computation, and, thus, it exclusively considers past samples to predict the actual value [41] .
The A ij (k) coefficients describe the linear prediction of the kth past sample of x j (n), x j (n − k), on predicting x i (n), i.e., the causal influence of x j (n − k) on x i (n). A(k) reflects only the direct interactions between regions because the MVAR modeling and PDC normalization separate direct and indirect influences between two signals by discounting the influences due to all the other R-2 time series (partial coherence).
PDC is a spectral measure, and, thus, (2) is transformed to the frequency domain:
where
with A(0) the negative n × n unity matrix. The stability and interpretability of PDC results are reached by normalizing the MVAR coefficients A ij (f ) with respect to either the outflows from the source region or the inflows to the receiving region. In the original definition of PDC [35] , the outflow from region j to region i, PDC ij , is defined as A ij (f ) normalized by the sum of all the outflows from region j (column-wise normalization), and, thus, in this formulation, PDC ij represents the influence of region j on region i compared to the influences of j on all the other regions
However, normalizing the PDC by the inflows (row-wise normalization) is also possible [37] , [42] , [43] . In fact, it was recently shown that this gives more accurate and physiologically plausible results than the column-wise normalization [32] . This is because column-wise normalization compromises the sensitivity to the outflows since an increase of the outflow from one region to another will reduce all the other PDC values outgoing from that region. In the row-wise normalization, the opposite holds: an increase in the inflow to one region will turn all the other PDC values targeting that region smaller. If one is interested in studying the outflow connections, a row-wise normalization would be a better approach, because it allows more variability of the outgoing values given that they are independent from the outflow from the driving region. Row-wise normalization is a part of the original directed transfer function (DTF) definition and has also been applied to PDC [32] , [34] , [37] , [42] . However, if one is interested in studying inflows, the column normalization is preferred.
The row-normalized PDC from region j to region i represents then the influence of j on i in respect to all the influences that i has from the other regions. At a given frequency f, it is given by
where PDC values are squared to enhance the accuracy and stability of the results [38] . Therefore, high values of PDC ij at a given frequency are indicative of a direct influence of j on i. However, the calculation of PDC is independent from the signal SP, and, thus, there can be high PDC values at frequencies that have a very little SP, and vice versa. This can make PDC values physiologically hard to Fig. 3 . Summed outflow and driving patterns for controls, LTLE, and RTLE in the theta and beta frequency bands during spike-free resting state EEG epochs (minimum value for the display of the connections: 95 percentile) and statistically significant outflows (right column). Summed outflows are represented as spheres; the bigger the sphere, the higher the summed outflow. Outflows (connections) are represented by arrows; the warmer the color, the stronger the connection.
interpret. Thus, in order to quantify the effective influence that the source region exerts, we weighted the PDC by the SP of each source signal (weighted PDC, wPDC) [32] , [44] , after scaling the PDC values in the same way as described for the SP
where SP j is the SP of the source region j. In this way, wPDC values will be high only when both sPDC and SP are high.
Weighting by the SP is useful to better identify the predominant frequencies of interaction and the largest drivers of activity. This is because the SP represents physiological observations that are taken into account in the outflow values. A validation study has shown that this weighting enhances the physiological plausibility of the results in an animal model [32] .
Here, the 82 source signals (after dipole orientation correction, explained above) were the input of the PDC algorithm. For each subject, a 4-D connectivity matrix (n × n × frequency × epochs, where here n = 82 ROIs) represented the outflow from one ROI to another at a certain frequency and epoch.
For each frequency and for each group, we computed the summed outflow, which is the sum across columns, i.e., the sum of wPDC values from one ROI to all the others. It reflects the total driving of each region, and, thus, their driving importance for the network.
All connectivity computation and analyses were performed in MATLAB. For Fig. 3 , we used modified scripts from the econnectome toolbox [45] .
III. APPLICATION TO TLE
TLE is the most common type of pharmaco-resistant epilepsy in adults, and for a large proportion of these patients, their symptoms can be significantly reduced or even cured by epilepsy surgery. During presurgical evaluation, EEG is recorded to identify pathological activity, such as interictal spikes, that can help the identification of the epileptogenic zone [46] . However, in some patients, no spikes are recorded in the scalp EEG, or very few, which makes spike localization not feasible due to low SNR. Nonetheless, interictal deficits, such as cognitive impairments, are also present in the absence of spikes. Therefore, the characterization of resting-state brain network dysfunction in the absence of visible scalp epileptic activity is important to better understand cognitive impairments and the alteration of brain connectivity between spikes. In this study, we aimed to understand whether directed brain connectivity at rest was altered in EEG epochs free of interictal epileptic activity in LTLE and right TLE (RTLE) compared to healthy controls in the theta and beta frequency bands, using the above described methodology. We have previously observed significantly decreased connectivity in TLE from some default-mode network (DMN) regions [47] in the alpha band [22] . We here report on the differences seen in theta and beta bands. This is important because it could help to find biomarkers of the disease by showing resting-state alterations in several frequency bands. For example, it has been shown that the theta band oscillations are a major component of the hippocampus activity during wakefulness [33] , [48] , [61] , and since the hippocampus is a major key region in TLE, we hypothesized that the outflow from the hippocampus is altered in TLE in the theta band. The dataset was the same as used in [22] ; Twenty healthy controls (ten women, mean age 31.9 ± 6.20), 20 LTLE patients (11 women; mean age 28.15 ± 13.67), and 20 RTLE patients (ten women, mean age 35.15 ± 12.50). Restingstate high-density EEG recordings were performed as described above and individual T1-weighted MR images were acquired. Sixty epochs of 1 s, free of artefacts or interictal spikes, were selected per subject. The analysis and processing of the EEG epochs, computation of the individual ESI, parcellation of the brain in 82 ROIs, and wPDC computation were performed as described in the previous sections. We estimated MVAR models using a fixed model order of 10, according to previous studies [21] , [22] , [38] . We fitted one MVAR model for each epoch and calculated the PDC, and averaged the PDC values within subjects. The connectivity matrix was then reduced to 2 frequency bands: theta (4-8 Hz) and beta (12) (13) (14) (15) (16) (17) (18) (19) (20) (21) (22) (23) (24) (25) (26) (27) (28) (29) (30) .
In order to verify the reliability of our MVAR models, we computed the relative error variance (REV) [50] , given by the ratio between the mean-squared error (MSE) and the meansquared signal (MSS):
REV is a measure of how much of the signal is not explained by the model coefficients. Therefore, it is a measure of the goodness of the fit and describes how well the MVAR coefficients explain the real signal. The closer REV is to 1, the worse are the model estimates. On the other hand, the closer it is to 0, the more the signal can be explained by the model [50] . For all regions and across all time points, REV ranged between 10 −7 and 10 −2 , which indicates that our models accurately describe the signals.
We then carried out the statistical comparisons between groups (Mann-Whitney-Wilcoxon, p < 0.05) only in the 20% strongest summed outflow regions in any of the groups.
The strongest summed outflow was from the DMN regions in both frequency bands: posterior cingulate cortex (PCC), anterior cingulate cortex (ACC), hippocampus, amygdala, parahippocampus, and olfactory gyrus. This is in concordance with our previous findings in the alpha band [22] . It seems that in all frequency bands and in all groups, the strongest drivers are consistent. The results showed that the strongest connections (outflows) in both controls and LTLE in the theta band were from the left hippocampus, while in the RTLE, they were from the right hippocampus. In the beta band in controls, the strongest connections were from the left hippocampus and PCC, while in LTLE, they were only from the left hippocampus, and in RTLE, they were from the right hippocampus and PCC. These connections were decreased in the theta and beta bands in LTLE but increased in RTLE (see Fig. 3 ).
Significant theta band differences were found in the summed outflow from the right ACC between LTLE and controls (p = 0.038) and between RTLE and controls (p = 0.006). In the beta band, we found significant differences between LTLE and controls in the ipsilateral amygdala (p = 0.033), PCC (p = 0.024), and olfactory gyrus (p = 0.041), and contralateral ACC (p = 0.015), right orbital part of the superior frontal cortex (OSFC) (p = 0.022) and calcarine (p = 0.012). In RTLE, the ipsilateral ACC (p = 0.0021) and the contralateral amygdala (p = 0.033) were statistically different from controls.
Concerning the statistically significant outflows in the theta and beta bands, we found that the outflow from the ACC and PCC were significantly diminished in LTLE but increased in RTLE (see Fig. 3 ). In RTLE, there was also a significantly decreased outflow from the contralateral amygdala in both bands (see Fig. 3 ).
IV. DISCUSSION
A. Methodological Considerations
Here, we reviewed in detail a methodological pipeline that can be used to study the causal information flow between brain regions at a whole-brain scale using EEG-based connectivity. The pipeline considers the following steps: 1) EEG acquisition and preprocessing; 2) computation of the individual head model and inverse solution; 3) selection of the ROIs; 4) consideration of the dipoles 3-D orientation to obtain a scalar 1-D time series for each ROI; 5) computation of the SP; and 6) estimation of the directed influences between regions using Granger-causal modeling. We specifically addressed two pitfalls that require special attention in this type of analysis: the fixation of the dipole direction and the determination of the SP in each ROI.
Ding et al. in 2007 applied for the first time Granger-causal modeling to ESI signals of focal epilepsy patients to study the origin of information flow during seizures. They used an equivalent current dipole inverse solution to obtain the main sources of activity and investigate directed functional connectivity in between those sources. In our approach, we used a distributed inverse solution method, considering the whole brain as a solution space. In this way, we could estimate the connections in between all brain regions. While a comparison between both approaches is still missing, the results point to the reliability of either approach to investigate brain processes in epilepsy during seizures [12] , [20] , interictal spikes [21] , and resting state [22] .
In order to obtain a scalar 1-D time series for each ROI's source activity, we fixed the dipole orientation for a given ROI by projecting each dipole to the refined average direction across time and epochs. While it may seem that projecting the dipoles onto the predominant dipole direction leads to signal loss, because the signals become necessarily smaller than the norm, the results actually showed a threefold increase of the SNR with respect to the classical norm approach and a slight increase compared to the simple average of the dipoles. This is an important point given that these signals will then be the input for the connectivity algorithm. Indeed, it has been shown that decreased SNR impairs the accuracy of the connectivity results obtained by PDC and other connectivity methods [11] , [34] . There are other approaches to fix dipole directions, such as decomposition techniques and anatomical orientation constraints [49] . In the decomposition approach, to extract the main orientation of the dipole at each source point, a principal component analysis can be applied. Single epoch singular value decomposition can reveal the main direction of the dipolar signal. Selecting the first component assures that the component that explains most of the variance of the signal is chosen. When considering multiple epochs, tensor decomposition techniques, such as the canonical polyadic decomposition (CPD), can be used. The CPD can be seen as the extension of the matrix SVD to tensors. Another option to have a single time series representing the source activity is to incorporate the source dipole orientation into the lead-field matrix. This means that in each source point, an anatomically constrained orientation is assumed. The orientation of the dipoles should resemble the orientation of the apical dendrites of the pyramidal neurons, and is, therefore, chosen orthogonal to the segmented white matter. A procedure to calculate these dipole orientations is given in [49] . This approach is included in software such as Nutmeg [13] or standardized Loreta [51] . How the different methods affect the SNR in practical applications is currently unknown.
The second point that we specifically addressed is the computation of the SP in the source space. Since we weight the PDC by the SP of the source region, the correct computation of scalar estimates of the SP in the source space is crucial and should be done in such a way that frequency doubling is avoided. We achieved this by computing the FFT (or other spectral measure) of each EEG channel and then computing the inverse solution independently on the real and imaginary part of the FFT, and, finally, combining both results to obtain a scalar estimate of the SP in the source space. We chose this approach in concordance with previous studies [24] , [25] . It has the advantage that the original recorded EEG signal is used with no further assumptions. Since we have shown that projecting the dipoles onto the predominant dipole orientations leads to an increase in SNR, estimating the SP from the 1-D activity time series would be an alternative solution for obtaining accurate frequency representations in the source space. Future work should show whether the frequency representation derived from the projected dipoles is indeed on a par with that derived using the separate inversion of the real and imaginary parts of the complex signal.
Finally, the connectivity approach outlined here could also be used with different inverse solution methods, such as minimum norm, LORETA, beamformers, or Bayesian approaches. Concerning the connectivity algorithm, other Granger-causal modeling methods could be also used, such as the DTF, if indirect influences are of interest [42] .
B. Application to TLE in the Absence of Interictal Spikes
We applied the reviewed approach to resting-state epochs without visible scalp EEG pathological events in patients with TLE and healthy controls.
First of all, we found a different driving pattern in healthy controls in the theta band, compared to the alpha band [22] , with the strongest driving going from the hippocampus. This is an interesting new finding, and concordant with the fact that theta band oscillations are a major component of the hippocampus activity during wakefulness and have been linked to memory processes, such as long-term potentiation and coding of place (position in space) in rats [33] , [48] , [61] . This very plausible physiological finding further strengthens the reliability of this methodology to study brain processes. The results showed a significant different driving in all frequency bands from regions included in the DMN [52] and known to be involved in TLE, specifically, the PCC and the ACC in both groups, and the contralateral amygdala only in RTLE. Decreased fMRI connectivity between DMN regions has previously been shown in patients with TLE although periods without scalp pathological events were not specifically investigated in all studies [53] , [54] . Moreover, we previously reported that in the alpha band patients and controls have a different connectivity pattern, with the strongest connections in controls going from the PCC, while in both patients groups, these were from the ipsilateral hippocampus [22] .
In the beta band, we found a combination of the theta and alpha band results; the strongest connections were both from the PCC and from the hippocampus. Looking at the driving patterns in patients, we saw that the ipsilateral hippocampus was the strongest driver in the theta and beta bands, similarly to what we found in the alpha band [22] . The hippocampus is well known to be one of the most affected regions in TLE, and it is the most common seizure onset zone in TLE. Indeed, all patients had the implication of anteromesial structures confirmed by means of seizure freedom after surgery, intracranial EEG, or concordant presurgical evaluation tools. Our results show that the strongest driving in patients originates in the ipsilateral hippocampus not only in the alpha band [22] but also in the theta and beta band; therefore, strengthening the importance of this region in TLE, even in periods with no visible scalp interictal spikes. Outflow alterations from this region could potentially constitute an important biomarker of this disorder. It is interesting to note that we saw significantly decreased driving from the PCC and ACC in both theta and beta bands in LTLE, but an increased driving from these regions in RTLE, as compared to controls. These differences warrant further investigation and are in line with previous findings showing that LTLE and RTLE patients have different structural, cognitive, and connectivity impairments [21] , [55] - [57] .
It has been debated whether the activity from the hippocampus can be seen on the scalp EEG, however previous studies using intracranial and scalp EEG recordings have shown strong evidence that scalp EEG indeed measures hippocampal activity [58] , [59] . However, the spatial accuracy of ESI for localizing interictal epileptic activity has been shown to be smaller than 20 mm [16] . In this context, the outflows from the amygdala, hippocampus, and parahippocampus may not be clearly distinguishable and should be rather considered in the same group of "medial temporal lobe" sources. Future work on functional connectivity performed on simultaneous recordings of intracranial and scalp EEG should help to elucidate how well connectivity between small deep sources can be distinguished using scalp EEG recordings.
This study shows that the directed functional connectivity is able to capture physiologically plausible differences in the resting-state driving in different frequency bands in patients with TLE when compared to healthy controls, even when scalp EEG shows no pathological events. It could constitute a powerful approach for diagnosis or prognosis of these patients when interictal events are rare or absent in the recordings.
In the context of epilepsy, other methods based on Grangercausal modeling have been developed and applied to intracranial EEG both during seizures [8] , [9] and interictal spikes [6] with good localization results [60] . Comparative connectivity studies on intracranial EEG and electric-source activity from high-density EEG, ideally with simultaneous recordings could offer precious validation and understanding of neural networks. In addition, much work is still needed to validate the clinical use of directed functional connectivity measures in the diagnosis and treatment of epilepsy patients. A large cohort study in several types of focal epilepsy and comparison with already established clinical tools is still missing and such work should also consider results at the single patient level.
It should be pointed out that although our results show different alterations between frequency bands, here we did not analyze the delta band. The correct estimation of the results in this band would require longer epochs, which are more likely to nonstationarity, and also to contain artefacts, which would reduce the number of epochs available for analysis.
Furthermore, here we have not addressed the problem of correction for multiple comparisons and we acknowledge that this could lead to spurious connections. Nevertheless, our results show physiological plausibility (concordant with what is known about TLE, for instance, the impairment of the hippocampus) and are concordant with our previous studies [21] , [22] .
V. CONCLUSION
Here, we reviewed a methodological approach to investigate directed functional brain connectivity from high-density EEG, focusing specifically on some pitfalls. We show that the dipole direction fixation is an important step that can lead to an increased/decreased SNR of the signals that are the input of the connectivity algorithm. We applied this pipeline to resting-state epochs free of interictal spikes in patients with TLE to investigate network differences compared with healthy controls in the theta and beta frequency bands. EEG-based directed functional connectivity could be a powerful tool to investigate frequencyspecific network alterations underlying focal epilepsy and contribute to the search of new biomarkers of this disorder.
