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ABSTRACT
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This paper provided investigation on economic welfare changes in poor
neighborhoods in U.S. central cities during the 1990's. Using Census data for
1990 and 2000, this study found that the association between changes in family
m edian income of poor neighborhoods and changes in family m edian income of
their m etropolitan areas was not statistically significant. The empirical evidence
indicated that welfare changes in poor neighborhoods were detached from those
of their m etropolitan areas. The study also tested the correlation between the
changes in family income level and other economic factors in poor
neighborhoods during 1990's. The test results suggest that government agencies
need to refine the education system for poor neighborhoods residents and to
provide assistance for business developers in poor neighborhoods to build the
linkages between the poor neighborhoods and their m etropolitan areas.
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I, INTRODUCTION
Poor urban residents cluster in certain inner city neighborhoods of metropolitan
areas. By Merriam-Webster dictionary, the inner-city areas, often referred to as ghettos,
included the usually poorer and concentrated population in the central section of a city.
They contained collective poverty and produced many urban problems in central cities of
the U.S. Although urban poverty was an important topic, not many economists had
studied the linkage between the economy of poor urban neighborhoods and their
metropolitan areas. By better understanding the linkage between poor urban
neighborhoods and metropolitan areas, I can better assess economic situations of poor
neighborhoods and develop plans or policies that helped residents.
This paper examined the linkages between the welfare of residents of poor urban
neighborhoods and the metropolitan economies in which they were located during the
1990’s. During the 1990’s, the overall U.S. economy grew rapidly, registered a moderate
unemployment rate, and evidenced strong corporate profits. There were also sharp
structural changes that affected worker job status and earnings during the time. Did the
poor residents in the inner-cities really benefit from the overall healthy performance of
the U.S. economy or did they fall behind? What were the factors that influenced the poor
neighborhood economy? It was important to find whether these poorest neighborhoods
were economically bound with the metropolitan areas that they reside and to see if any of
the demographic and socioeconomic characteristics among the poorest neighborhood
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residents affected the integration of poor neighborhoods economies with metropolitan
economies during 1990’s.
The paper had five parts. First, the literature review examined the previous works
on the urban poverty, linkages between poor neighborhoods and the metropolitan
economy, studies examining the relationship between the central city and suburban
economy were examined. Next, the model and data were discussed: the regression
model, variables, and the datasets I used in the study. Fourth, the empirical findings were
shown. The regression results were presented and the implications were discussed. The
final section concluded and sketched policy implications.
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II. LITERATURE REVIEW
A better understanding of the poorest inner-city neighborhoods was built on three
strands of literatures. This paper first explored the theory of urban poverty. Second, I
examined the literatures on linkages between the economic development of urban
neighborhoods and that of metropolitan areas. Finally, the studies on relationships
between central cities economy and their suburban economy were reviewed. This
literature review benefited from Blair (2005).

Urban Poverty

A review of the literature on the urban poverty problem helped to understand the
linkage between metropolitan areas and their urban poor neighborhoods by investigating
how the poor neighborhoods were formed and why the poor were concentrated in certain
inner city neighborhoods.
In his provoking book Rich lands and Poor, Myrdal (1957) discussed the development
problems of regions in poor countries by recognizing the economic inequalities between
underdeveloped and developed regions. He believed that “general economic theory will
had to become social theory,” and first presented the “spread effects” and ‘backwash
effects” rather than traditional theory to provide explanations to the poverty problems.
Although his works were all about international economics and the economic inequalities
between developed and underdeveloped regions, Myrdal’s theory of “spread effects” and
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“backwash effects,” along with their policy implications provided a spring board to study
poor neighborhoods in metropolitan areas in the U.S. The “backwash effects” stated that
rich areas took capital and human resources out from poor areas and therefore inhibited
the development of poor areas. It suggested that migration of labor force and capital
would make poor areas worse off. The “spread effects” stated that the investments in rich
areas suffer diminishing returned to capital and investors would remove their money from
rich areas and invest in poor areas. In the context of this paper, it suggested that the
development of metropolitan areas would bring prosperity to the inner city poor areas in
the metropolis and eliminate the gap between the poor and the rich.
Both of the effects seemed to assume there was linkage between the poor and the
wealthy regions. For instance, the “backwash effects” implied a negative connection.
The rich areas were getting richer as they took capital and human resources out of poor
areas. Myrdal predicted that increasing economic inequalities and growing recognition of
these inequalities would be an important political issue. He argued that classical
economical theories were not applicable to finding the causes of poverty and poverty
persistence. He advocated “policy interferences” through economic planning programs
to eliminate poverty.
Poverty and urban poverty had different meanings during the different periods of the
U.S. economic history. Since 1960s, the United States entered into a post-industrial
revolution characterized by booming capital and technology intensive manufacturing
industries and strong growth of the service sector. The new jobs came from neither
traditional heavy industries nor traditional technical fields. The expansion of labor
markets took place mainly in the service sector-sales, education, and government (Joe
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1984b). Economists raised questions about how these trends affected the economic
welfares of inner city residents and how they impacted the linkage between the poor
neighborhoods in inner cities and their metropolitan areas. Kasarda believed that
structural changes in employment would have negative impacts on the central city poor.
In urban areas, the structural changes usually brought about higher skill and education
requirements than inner-city poor residents had. The shifting urban job structures also
changed the demographic composition of central cities from concentration of whites to
that of blacks, which also resulted in a decrease population of central cities and family
income levels (Kasarda 1983). On the other hand, some economists were optimistic
about the structural changes and predicted that the vast productivity of the U.S. economy,
along with the social recognition of poverty, could “bring about positive fundamental
change in the lives of the urban poor” (Wilson and Aponte 1985). The authors believed
that changes would bring educational and job training system reforms which would
provided poor residents opportunities to improve working skills.
As various urban poverty problems remained, political policies emerged to reform the
welfare system, to increase job incentives, and to conserve the use of long run resource of
support for able-bodied adults during the 1990’s. The ideological debates between
conservatives and liberals about the causes and nature of poverty never ceased (Gibson
1996). While the left wing movement favored income redistribution to close the gap
between the rich and the poor, conservatives were more inclined to focus on individual
responsibility and choices. Gibson found that the rate of urban impoverishment was
generally double that of suburban America. For black and Hispanic origin Americans,
poverty rates were over 25%, 4 times that in the surrounding suburb areas. He also found
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out that the figures could be much higher in the core ghetto areas of those cities (Gibson
1996).
Labor economists, sociologists, and political scientists studied poverty and its sources
from their own perspectives. Teitz and Chappie (1998) believed that inner-city poverty
and its sources were complex and difficult to understand under a single-dimensional
framework. They reviewed eight hypotheses on urban poverty.
1. “Structural economic shifts.” During the 1970’s, traditional manufacturing
employment in central cities had begun to fall. The process was caused by
technological and market transitions that made inner cities a less profitable place
to set up factories (Teitz and Chappie 1998). During the 1980’s, the losses in
manufacturing industries were broadened as the United States exposed domestic
consumer goods markets to global competitors. The employment losses from
plant closures left more population in the inner-city facing permanent job losses
(Bluestone and Harrison 1982). During the 1990’s, information technology along
with the trend of globalization brought revolutionary changes to service
industries. The new jobs from these changes usually required employees to had
higher standards of education and training in information-based technology. It
was not surprising to find out that these newly created and high-wage positions
provided few opportunities to the unemployed in the inner cities. During the
structural shifts, one suspects that the fate of inner-city economies might impact
the rest of the metropolitan economy as the declining employment in local
manufacturing industries hurt both areas. However, as these structural shifts
began to end, these inner-city residents who lost jobs during the shifts eventually
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could not find new jobs in the changed suburbs. Thus these residents were
isolated from the larger metropolitan economy. In other words, the economic
linkage between the inner-city neighborhoods and their metropolitan areas was
weakened.

2. “Inadequate human capital.” In terms of human capital theory, education, job
skills, and work experience, along with personal innate ability, played key roles in
determining whether or how likely a person would be to find a job. Kasarda
(1993) found that inner cities residents demonstrate lower standards on all these
elements. They were younger, less educated, and poorly trained. Kasarda (1993)
also found that inner cities residents in ghetto areas were significantly worse than
residents in the whole metropolitan area, “in 1990, 28 percent of the total
population aged 25 years and above had less than a high school education, while
53 percent of the population in extreme poverty areas of the central cities (with 40
percent or more residents) were living below the poverty line.” Not only did the
residents in the poorest areas of the inner-city had fewer years of education, but
also the educations they received were of poor quality as indicated by the
educational attainment scores (Teitz and Chappie 1998, pp41). The human
capital gap between the residents in the poorest areas of inner-cities and the
overall level of the metropolitan area were significant and could not be
overlooked. The inadequate human capital theory should reflect some
implications for the relationship between inner city neighborhood and
metropolitan areas. As the metropolitan residents benefited from economic
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growth in the whole region, the tax revenue of state-level or city-level
government should be lifted accordingly. Assuming other factors didn’t change
or change in a positive way, the affordable education quality or employment
assistance program for the inner-city residents should gain some momentum and
therefore helped the residents improve their “human capital”, thus reducing
barriers to employment in suburbs.

3. “Racial and gender discrimination.” Discrimination could be an explanation of
wage and employment gaps between white and black, or male and female. It also
explained the low percentage of blacks in occupations like managers and
professionals. The studies on discriminations in the inner city employment could
help clarify the role of discrimination in the inner city poverty. During the
1990’s, the discrimination diminished, suggesting a reduction in employment
barriers.

4. “Interaction of culture and behavior.” Some sociologists studying the persistence
of poverty argued that the behavioral factors among the poor should be taken into
account as reasons for poverty. Some believed that the social welfare system with
rapidly growing welfare rolls could be the reasons for persistent poverty.
Ellwood (1998), referring to welfare and ghetto residents, pointed out: “Some
evidence suggests that the poor in ghettos, though they were only a small
proportion of the poverty population, were different in important ways. Ghettos
were disastrous places to live. The worst problems of the society were found in
very disproportionate numbers there. The ethnographic literature leaves no doubt
about the desperation one finds there. Therefore the ghetto, while not a huge part
of the welfare problem, was nonetheless a major social problem, and one about
which information was sporadic and somewhat inconsistent.”
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Although the debates between conservatives and liberals about the “culture
of poverty” were ongoing, it was a fact that the environment of ghetto had
negative impacts on its resident’s economic achievements.

5. “Spatial mismatch.” Spatial segmentation and immobility in work places made
job opportunities inaccessible to poor inner city residents. This hypothesis
suggested that government agencies need to develop strategies to improve public
mass transportation system. This strategy might be able to move the low-skilled
laborers in the inner cities to the places where there were employment
opportunities (Rosenbaum 1995). An implication of the spatial mismatch theory
was that improved transportation between inner-cities and suburbs would be
effective in building economic ties between inner-cities and the metropolitan
economy.

6. “Migration.” Moving into certain neighborhoods, immigrants with poor
educations, lack of social networks, and lack of information about job
opportunities played a role in inner city poverty. This hypothesis might help
explain the relationship between the inner-city economies and the metropolitan
areas. On the one hand, if new immigrants took low skilled jobs, they might
reduce prospects for those living in the inner-cities. On the other hand, if
metropolitan prosperity made it possible for some inner-city residents to move to
the suburbs, the neighborhood region could be made worse off.
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7. “Endogenous growth deficit.” On the labor demand side, significant losses of
employment in central cities formed a major reason for inner-city poverty.
Blakely (1989) found that in older industrial cities and their ghettos, the losses of
traditional job opportunities left very few opportunities for inner city residents.
As the economy of the inner city was cut off from that of metropolitan area and
the labor demand for both areas was supposed to be independent, the linkage
between the poor neighborhood and the metropolitan area was weakened.

8. “Public policy.” This hypothesis was related to the government’s role in poverty
and metropolitan development. Federal antipoverty programs took the form of
transfer income, transportation assistance, and public housing in impoverished
areas, especially in traditional ghettos of inner cities. These programs had definite
impacts for the populations who were treated in the program. Although no one
questioned the functions of federal welfare programs, these programs were seen to
be ineffective as a way to fight poverty. Conservative scholars criticized the
programs for creating a population of permanent dependency by eroding social
responsibility and work ethics Mead (1986). Others believed these assistance
programs to be helpful. Kelly (1994) believed the linkage between inner-city
neighborhoods and metropolitan to be strong as support to governmental welfare
system. He said: “Many impoverished people, living in racially segregated
neighborhoods, express adherence to mainstream American mores; hard work,
family loyalties and individual achievement were part of their cultural repertory.
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Nevertheless, the translation of values into action was shaped by the tangible
milieu that encircles them. So, incidentally, was the ability of affluent families to
actualize values into behavior.” Teitz and Chappie (1998) pointed out that the
number of welfare recipients went down when national economy was strong. The
welfare caseloads went down 17% from 1993 to 1997.

2. Linkage Between The Poor Neighborhoods And Their Metropolitan Areas

Wiewel et al (1989) elaborated how linkage processes worked between the inner city
neighborhoods and the metropolitan areas. He talked about four kinds of linkage
mechanisms: Market Mechanisms, Laws of Capitalist Development, Industrial Change
and Corporate Decision Making, and The Political Process.

1. “Market mechanisms.” Wiewel et.al (1989, pp6) had described the market
mechanisms model as a natural process to bind places together. By the dynamic
forces of the market mechanism, the central business core was pushing out and
expanding economic changes to the surrounding neighborhoods. The market
mechanism also implied that the chance of revitalization in certain neighborhoods
would largely depend on supply and demand factors in the metropolitan areas. On
the linkage between the inner city and the metropolitan area, the process could be
identified when losses in manufacturing employment in inner-city areas shift the
demographic and human capital pattern among their residents. With the closure of
plants, the inner city unemployed would gradually be cut off from the economy in
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metropolitan areas if they couldn’t find a job to sustain their living standards. The
market mechanisms implied that the linkage between inner city neighborhood and
metropolitan was weak when the economy in an inner city poverty area, especially
ghetto area, was cut off from that of the metropolitan area.

2. “Laws of Capitalist Development.” This theory was developed from the Marxian
approach with its focus on the nature of capitalism and its division of labor theory.
Scott (1993, ppiii) said: “The socio-spatial differentiation of urban neighborhoods
could only be analyzed in the context of the norms and pressures of commodityproducing society... the social geography of the city was above all an outcome of the
social division of labor.” The process of the “laws of capitalist development”
automatically created a “Reserve Army of Unemployed” in the inner-city areas. It
implied that the size of this population, along with its demographic pattern would
change with the overall economy in the metropolitan areas. During an expansion
when the metropolitan economy was strong, additional workers were necessary to
utilize a business's full capacity. During a recession, workers no longer needed then
were laid off. This theory implied a strong linkage between the poor neighborhood
of inner cities and the metropolitan area, particularly in the short run.

3. “Industrial Change and Corporate Decision Making.” This set of mechanisms
considered the connection between occupations of neighborhood residents and the
nature of business within the neighborhood. This theory assumed the corporate
decision making would take the complexities of neighborhood, such as local
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markets, transportation costs, and employment quality, into account when
implementing corporate policy. With the decisions made by corporate management
affecting the economy of neighborhood and metropolitan areas, the linkage between
was perceived strong.

4.

“The Political Process.” This set of mechanisms implied that governmental policies
would affect the neighborhood and metropolitan economy. When the region was
growing public policies, such as tax rates, governmental incentives to business, and
employment assistance might benefit individuals in poor neighborhoods, therefore
the linkage between the poor neighborhoods and the metropolitan areas was likely to
be positive.

3. Relationship Between Central City And The Suburban

Discussion of the relationship between poor urban neighborhoods and the metropolitan
area was related to the discussion of the relationship between central cities and their
suburb areas. The two relationships similarly coexisted in every major metropolitan area
in the U.S. (Wacquant 1997, Glaeser et al 2000), and most of the poorest neighborhoods
reside in inner cities while suburban areas were home to most of the affluence.
According to U. S. Census Bureau report on poverty (2005): In 1993, 21.5% (90%
confidence interval: ±0.8) of residential families living inside central cities were below
poverty while 10.3% (90% C.I.: ±0.5) of families living outside central cities but within
the same metropolitan areas were below poverty. In 2000, 16.1% (90% confidence
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interval: ±0.7) of residential families living inside central cities were below poverty while
7.8% (90% C.I.: ±0.4) of families living outside central cities but within the same
metropolitan areas were below poverty.
Voith (1992) investigated whether cities and suburbs were substitutes or complements
in overall metropolitan development using data for 28 Metropolitan Statistical Areas
from the 1960’s to the 1980’s. He approached this issue by looking at whether the
metropolitan areas with relatively healthy central cities had higher economic growth than
those with declining central cities. Voith used population growth, family median income,
and employment as a comprehensive measurement of growth for city and suburban areas.
He found that there was a negative correlation between city and suburban growth for the
1960’s and a positive one for the 1970’s and the 1980’s. Therefore, he concluded that
central cities and suburbs were complements: “Declining central cities were likely to be
associated with slow-growing suburbs. Even if the most acute problems associated with
urban decline did not arise in the suburbs, central city decline was likely to be a long-run,
slow drain on the economic and social vitality of the region.”
Ledebur and Barnes (1992) took a sample of 56 metropolitan areas and correlated
central cities’ per capita income as a percentage of suburban per capita income in 1987
with metropolitan employment growth from 1988 to 1991. Ledebur and Barnes (1992,
pp6) reported: “Metropolitan areas with lower disparities tend to had higher rates of
employment change... In other words, metropolitan areas with smaller per capita income
disparities tend to be more prosperous. Growing disparities and employment growth tend
not to go together. As disparities increase, employment change declines.” The authors
clearly presented the evidence of economic interdependence between central cities and
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their suburbs. In another research report, Ledebur and Barnes (1993, ppl) stated: “Cities
and suburbs were not two distinct economies. They were a single economy, highly
interdependent with their fortunes inextricably intertwined.” However, Hill et al. (1995,
pl56) pointed out that Ledebur and Barnes’s findings based on a problematic
methodology examining “...changes in median incomes of central-city households to
changes in median incomes of suburban households. If one was examining the ability of
rich suburbs to coexist with impoverished central cities, it makes more sense to examined
the levels of income in both places.”
Savitch et al. (1993) also examined the relationship between suburban and central city
economies. They treated suburban per capita income as the dependent variable and used
an index of central city per capita income and population density as an independent
variable in their simple regression model. Their regression results showed that central
city economic growth was significantly associated with metropolitan economic growth.
As a consequence, Savitch et al. concluded that “city and suburban fortunes covary.. .suburbs that surround healthy cities tend to be healthier than those that surround
sick cities.”
Blair and Zhang (1994) later improved the model by including the state-level control
variables. They found out that the correlation between suburban and central city
economic prosperity decreased when the state-level changes were included as the third
independent variable. Their study results cast doubts on the significant correlation
between central city and suburban economies that the previous authors found.
Hill et al. (1995) published a thorough study on the relationship between central city
and suburban economies. They grounded the argument that central cities and their
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suburbs were bound together as an integrated entity. For instance, Hill et al. pointed out
two missing questions that previous authors on the same topic never answered: 1) how
the economic performance of the central city affected that of suburban areas and 2) how
variation in the metropolitan economy affected overall economic performance. For the
first question or “city-suburban production complementarities,” the authors believed
several conditions could contribute to a drag-down effect by a poor central-city
performance to its suburban areas. First, the “poverty-related burdens” were transferred
to suburban areas. For instance, suburban companies might suffer from operating
inefficiency because central city public services deteriorated as burdens from poor
populations increased. Second, increased taxes to support the central city poor
population might deter investment and regional development. Third, long-term negative
impacts such as deteriorated public education system and damaged image of the region
may hurt agglomeration economies. Fourth, lowered standards in public education
eventually would take their toll on future labor supply. Fifth, investment risk resulted
from deterioration in public goods may negatively impact the long-term prospects of the
whole metropolitan area. The second question asked how variation in the metropolitan
economy affected overall economic performance or “metropolitan labor markets and
consumer choice in location.” The authors discussed how structural changes, labor
supply conditions, and concerns over location shaped the metropolitan economic
performance.
These theoretical foundation delivered by Hill et al. laid out the frameworks for
further investigation on the relationship between the central city and the metropolitan
economies.
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III. DATA AND METHODOLOGY
I implemented multiple linear regression models to investigate whether there was a
significant association between the change in median family income for the poorest 1990
census tracts and the change in median family income for the MSA’s where the census
tracts were located during the 1990’s. The second multiple linear regression model was
set to investigate whether there was a significant association between the change in
median family income for the poorest 1990 census tracts and the change in dependency
rate for the MSA’s during the 1990’s. For both models, I also could evaluate factors that
influence the change in family income in the poorest 1990 Census tracts. The study used
1990 and 2000 census data to address these questions.

Data

Data was collected from the Bureau of Census. The Census Bureau had precise
definitions of Census tracts and other statistical areas.

Census tracts

The Bureau of the Census defined census tracts as small, relatively permanent
geographic subdivisions of a county or equivalent entity
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(http://www.census.gOv/geo/www/psapage.html#TRACTS). Census tracts provide a
nationwide set of geographic units that had considerably stable boundaries. For Census
2000, the Census Bureau worked with local participants to delineate census tracts for the
entire United States. Each census tract constitutes a reasonably compact, continuous land
area, all parts of which were internally accessible by road. The entire area and population
of a county were covered by census tracts. Census tracts were identified by four-digit
numbers ranging from 0001 to 9989. For Census 2000, most of the census tracts remain
unchanged from the Census 1990, while some of the census tracts had changed slightly in
boundaries and some others changed drastically due to changes in provisions of the
census tract criteria. The method for dealing with substantially changing census tracts
was described below in “selection of subjects”.

Metropolitan statistical areas

According to the Census Bureau, a Metropolitan Statistical Area (MSA) was a
geographic entity defined and used by the concept of a focal area with a large population
core and its adjacent communities sharing a highly similar social and economic
integration with that core.
The Census Bureau defined the qualification of an MSA as requiring the presence of a
city with 50,000 or more inhabitants or the presence of an Urbanized Area (UA) and a
total population of at least 100,000 (75,000 in New England). The county or counties
containing the largest city and surrounding densely settled territory were central counties
of the MSA. Additional outlying counties qualify to be included in the MSA by meeting
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certain other criteria of metropolitan character, such as a specified minimum population
density or percentage of the population that was urban.
( h t t E f e t f in d e ^
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J

The Census bureau also defined Consolidated Metropolitan Statistical Area (CMSA)
and Primary Metropolitan Statistical Area (PMSA). CMSA means a metropolitan
statistical area with a population of 1,000,000 or more, plus local recognition. A PMSA
defined by the Census Bureau as a subdivision of a CMSA when statistical criteria were
met and local opinion was in favor. The Census Bureau also defined a PMSA as one or
more counties that had substantial commuting interchange. When two or more PMSA’s
had been recognized, the larger area of which they were components then was designated
a consolidated metropolitan statistical area.

Selection of subjects

There were 284 of MSA’s in the United States for Census 1990. I randomly selected
40 of MSA’s with a population of 500,000 or more. The full list of the MSA’s was in the
Appendix. Next, I selected the central counties of each MSA. If the MSA was a CMSA
containing a few PMSA’s, I selected the central counties of the PMSA with the largest
population. For each of the central counties I selected, I ranked the census tracts by
family median income. The poorest census tracts in each of the central counties for
Census 1990 were the subjects I used in the study. I had 40 subjects for the study in total.
Before I proceeded, I also checked the geographic location of the census tracts for Census
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1990 and Census 2000. If the boundary of a census tract I selected changed significantly
during 1990’s, I deleted the subject and randomly select a new MSA. Then the central
county and the poorest census tract for replacement were identified.
When I created a table that listed the percentage of people who received post
secondary education in the poorest census tract, I found that the percentage for Census
Tract 6.03 in Travis County Texas had significantly higher educational attainment than
the rest of subjects. It had a white-to-population ratio of 0.902 for Census 1990 and
0.808 for Census 2000. Over ninety percent of residents had post-secondary education
for Census 1990 and 88.7 percent of them did for Census 2000. By pulling the
geographic map of Census Tract 6.03 Travis County, I found that it was geographically
part of University of Texas at Austin. Since the purpose of this study was really focusing
on the urban working residents rather than special types of population such as college
students, I decided to discard this subject from our model.

20

IV. MODEL
I used two multiple linear regression models for this paper. The only difference
between the two models was that I used MSACH as the core independent variable in the
first equation and MSADRCH as the core independent variable in the second equation.
MSACH was the real change in MSA family median income during between Census
1990 and Census 2000; MSADRCH was the change in MSA dependency rate between
Census 1990 and Census 2000. In both models, I included control regressors to test
whether the change in family median income between Census 1990 and Census 2000 was
correlated with other economic factors. A detailed discussion about the variables
follows.

Dependent Variable

The dependent variable was CTCHANGE. It measured the real dollar change in
family median income from Census 1990 to Census 2000. The base year for the price
index in this study was 1999.

CTCHANGE=CensusTract2000-CensusTractl990*Inflator

CensusTractl990 was family median income of the poorest census tract for Census
1990; CensusTract2000 was family median income of the same census tract for Census
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2000. The index number used to adjust for inflation between the two years was produced
from Consumer Price Index’s inflation calculator (

).

1 U.S. dollar in 1989 was worth 1.34 U.S. dollar in 1999. The reason I included the
inflator in the study was because I want to see the real dollars changes in 1990’s.

Core Independent Variables

I had two core independent variables to represent the economic welfare at the level of
Metropolitan Statistical Area. One was the MSA family median income, and the other
was the MSA dependency rate. My major hypothesis was that the change in family
median income in the poorest census tract was positively correlated with the change in
MSA family median income, and was negatively correlated with the change in MSA
dependency rate. The detailed discussion about the two core independent variables was
showed below.

1. Change in Metropolitan Statistical Area family median income in 1999 dollars
between Census 1990 and Census 2000.

I created a variable called MSACH, which algebraically is:
MS ACH=MS A2000-MS A1990*Inflator
It measured the change in MSA family median income during the 1990’s. The
hypothesis was that if the parameter for this independent variable was statistically
significant in the regression model, I can conclude that the change in real family median
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income for the poorest census tract was associated with the change in metropolitan
statistical area family median income between Census 1990 and Census 2000 at a certain
significance level (10% in this paper). A significance of the variable indicates that the
poorest people living in inner-cities were not left behind during 1990’s. Their real family
median incomes were increasing along with the whole MSA they resided.
Since the family median incomes of MSA’s were calculated from those of counties
and Census tracts within, I perceived there was a correlation between the MSACH and
CTCHANGE. If the parameter for MSACH was greater than 0 ,1 would had a positive
correlation between CTCHANGE and MSACH implying census tracts family median
income increases with metropolitan family median income increases. If it was less than
0 ,1 could observe a negative correlation between the two variables.

2. Change in Metropolitan Statistical Area dependency rate in 1999 dollars between
Census 1990 and Census 2000.

I created a new variable, called MSADRCH, which measured the change in MSA
dependency rate during the 1990’s.
MSADRCH= DR2000-DR1990
DR2000 was the dependency rate for Census 2000; DR1990 was the dependency rate for
Census 1990.
The dependency rate (DR) was calculated as:
DependencyRate = (AdultsNotInLabor+UnemployedAdults)/AdultsPopulation
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AdultsNotlnLabor was the population of adults who were out of labor force in the
MSA; UnemployedAdults was population of adults who were unemployed in the MSA;
AdultsPopulation was the tota population 16 years older and over in the MSA.
The dependency rate was a crude measure of how many adults in the MSA’s were
economically dependent on others. Hill (1988) first introduced the dependency rate as an
alternative way to measure employment situation in a city. The advantage of
Dependency Rate compared to unemployment rate was that it was a more accurate
reflection of people who did not work and rely on outside financial assistance than
unemployment rate. The unemployment rate will rule out the people who were not
actively seeking working opportunities. If I use unemployment rate rather than
dependency rate, I will underestimate the true percentage of people who did not had a
job. It was anticipated that a fall in the variable will indicate that more persons in the
metropolitan were actually working, participating in the metropolitan economy. Hence a
negative association between CTCHANGE and MSADRCH was hypothesized.

Covariate Variables

I included a set of covariate variables to test if the dependent variable may had
correlation with other factors such as demographic structure (Race, Population size, and
marital status), human capital (educational attainment and occupation), home ownership
status, and public transportation. If any of the covariate variables was statistically
significant in the model, the significance may have economic implications to our study.
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Also, the inclusion of the covariate variables set was helpful in providing sufficiently
precise explanations of dependent variable.

Demographic structure

Race and Population. Census tracts differ in racial composition. Whites had higher
incomes than the other races. If the white population was low in the central city, the
income level for the central city should be lower. If the white population increases in
concentration in the central city, the income level should increase, holding other things
equal. I introduce a variable, WHITERTCH, to measure the change in concentration of
white people between Census 1990 and Census 2000.

WHITERTCH was created as showed below:
WHITERTCH = WHITE2000 - WHITE 1990

Rafael (1998) found that employment growth occurred in areas of white population
concentration and were not very accessible to black workers: “In areas near mostly white
neighborhoods (black population <20 percent”, total employment increased by 23
percent, while in areas near neighborhoods where the population was at least 20 percent
black, total employment increased by only 2 percent. Employment in manufacturing,
transportation, communication, utilities, construction, or public administration increased
by 4 percent in the CMSA as a whole and by 9 percent near mostly white neighborhoods,
but decreased by 14 percent near neighborhoods that were at least 20 percent black.”
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Ihlanfeldt and Sjoquist (1991) investigated spatial-political structure problem in 50 U.S.
metropolitan areas and concluded that: “ Overall, inferior access to employment
opportunities explained between 24 percent and 27 percent of the gap between black and
white employment rates and between 29 percent and 34 percent of the gap between
Hispanic and white employment rates.” The evidence was obvious that I need to add an
independent variable to measure change in the white population rate to test the spatialpolitical structure in this paper. To the extent that inner-city census tracts had limited
economic opportunities because of racial composition, I should see improvement as the
WHTTERTCH increases.
I also included a variable, CTPOPCH, to measure the change in poorest census tract
population between Census 1990 and Census 2000. If the population of certain inner city
neighborhoods grew considerably, the neighborhoods could incorporate and support
‘domestic’ demand for services and labor supply. Thus, the economy of neighborhoods
could be better integrated with the bigger regions, such as central cities and metropolitan
areas. Population increase could also capture a positive immigration effect.

White2000 was the white-to-population ratio for Census 2000; White1990 was the
white-to-population ratio for Census 1990. I expected WHITERTCH would be positively
associated with CTCHANGE. As the ratio of white-to-population went up, the family
median income went up.
CTPOPCH was created as showed below:
CTPOPCH=CTPOP2000 - CTPOP1990
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CTPQP1990 was the population size of the poorest census tract for Census 1990;
CTPOP2000 was the population size of the same census tract for Census 2000. I
expected CTPOPCH would be positively associated with CTCHANGE. As the
population size in the census tract went up, the family median income would go up.

Marital status. There were significant literatures about the effects of marital status on
wage rates for men such as Korenman and Newmark (1991), Gray (1996), Korenman et
al (1991), Stratton (2002), and Weiss et al (1997). Korenman and Newmark (1991) and
Korenman et al (1991) examined the positive association between marriage and wage
rates. Married men were consistently found to earn higher wages than others. Gray
(1996) and Weiss et al (1997) found that marriage can conversely make men increase
their work commitment, and therefore reduce chance of unemployment. Stratton (2002)
showed that the close association between marital status and mean wage rates had
continued through the data for 1990’s.
I create an independent variable called MARRYRTCH, which measured the change in
percentage of marriage rate in the poorest Census tract during 1990’s.

It was algebraically:

MARRYRTCH = Married people / all population for Census 2000 - Married people / all
population for Census 1990
I expected that there will be a positive association between the independent variable
and CTCHANGE.
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Human capital factors: educational attainment, occupation

Educational attainment. Labor economists such as Becker (1975) and Henderson
(1982) used multiple regression models to study the relationships between wage income
and schooling. Henderson (1982) applied the theory of human capital in his study and
found that there was a significant correlation between the worker’s wage income and
amount of formal education. McDonald (1997) argued that Henderson’s study ignored
that many minority workers had less working experiences than whites workers did at a
certain age and educational level. McDonald also indicated that many blacks and
Hispanic origins dropped out during high school. He believed that level of educational
attainment of many black and Hispanic students in inner cities truly posed a big problem
for the society. When Hill and Wolman (1996) studied the income disparities between
U.S central cities and their suburbs, they found the income disparities were positively
influenced by growth in educational disparities between central cities and their suburbs
regarding the post-secondary education.
I introduced an independent variable to measure the differences in educational
attainment. Based on the theory of human capital in labor economics, long term labor
supply decisions such as how much schooling to obtain, whether to take a job that offers
more training opportunities, and so on, were very important determinants of economic
welfare and its distribution among families. Investments in human capital may take
many forms, but it was noticeable that the educational attainment serves as a primary
source in the theory of human capital.
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I create a variable, EDUCH, which algebraically was

(POSTSEC2000/CTPOPULATION2000 - POSTSEC 1990/CTPOPULATION1990).

Where:
POSTSEC2000 measured how many people in the poorest Census tract had some post
secondary education for Census 2000; POSTSEC1990 measured how many people in the
poorest Census tract had some post-secondary education for Census 1990;
CTPOPULATION2000 measured the population of the poorest Census tract for Census
2000; and CTPOPULATION1990 measured the population of the poorest Census tract
for Census 1990. I predicted a positive association between this variable and the
dependent variable in the census tract. A positive correlation between the change of
educational attainment in the census tract and the change of family median income for the
poorest census tract was anticipated.
The limitations of the variable should be discussed. First of all, based on human
capital theory, along with the educational attainment, there were more factors worth
mentioning such as work experiences and job trainings. I did not had appropriate
measured for these. Secondly, in recent years, serious concerns had been raised about the
quality of education in America in general. Thus the post-secondary education variable
did not necessarily reflect actual reduction in the income and tends to underestimate it.
It was expected that the difference in family median income for the poorest Census
tract will be positively influenced as the percentages of adults who had at least some
post-secondary education increases.
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Occupation. In labor economics, the human capital approach to the study of wage
income leads to an understanding of wage incomes differences among occupations.
Occupations were defined according to the nature of tasks or skills performed and the
wage differences among workers in various occupations exist. To study the impact of the
inter-occupational wage income differences on the change of family income in the
poorest census tracts, I need to include an independent variable that reflects the
occupational structure of neighborhoods.
Previous studies in human capital theory had shown that “Professional and Managerial
Occupations” had significantly higher wage income in comparison to the other
occupations. Following these studies, I decide to test whether the change in percentage
of person who were professionals or managers was associated with the change in family
median income for the poorest census tract in the 1990’s.
I create an independent variable called OCCUPCH. The variable was algebraically:
OCCUPCH = (Managers + Professionals) / Population in labor force in the Census tract
for Census 1990 - (Managers + Professionals) / Population in labor force in the Census
tract for Census 2000.
The variable OCCUPCH provides a means to test whether or not there was a
significant association between changes in the occupational factors and the family
income changes in the poorest census tract in 1990’s. I expected that as percentage of the
population in the high paid occupation increases, so will the ability of the census tract to
participate in the metropolitan economy.
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House ownership

Housing was an expensive investment for most American households. People usually
spent between two or four times their annual income on a house. Megbolugbe and
Lineman (1993) believed psychological value of house ownership was a significant
reason among others to drive people to buy a house although owning a house was risky
and a very expensive investment. O’Sullivan (2000) calculated that the cost of owning a
house was actually lower that that of renting. I expected changes in percentage of people
owning house to be positively associated with changes in the family income in the
poorest census tract in 1990’s. That is, holding other factors the same, the average
percentage of people who buy houses would go up if family income increased.
I created an independent variable called OWNRTCH, to measure the changes in the
percentage of people in the poorest census tract who own houses between Census 1990
and Census 2000:
OWNRTCH =OWN2000 / POP2000 - OWN1990 / POP1990.
OWN1990 was the number of people who owned houses for Census 1990, POP1990 was
the number of total population in the census tracts; OWN2000 was the number of people
who owned houses for Census 2000, POP2000 was total population size in the Census
tract for Census 2000.

Public transportation:
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Mass transit systems in inner cities can provide transportation services to the poor at a
reasonable cost. In many cases, local governments did not need very expensive
investments on extending and upgrading citywide infrastructure and services of a mass
transit system to provide significant opportunities for the poor in the city.
I created a variable, PUBTRANRTCH, which measured the change in the percentage
of people taking the city’s mass transit system to workplace between Census 1990 and
Census 2000. First, I calculated percentage of people who take bus, subway, and other
mass transit system to work for Census 1990; second, I calculated that percentage for
Census 2000. The variable PUBTRANRTCH was the difference of two values.
The variable simply measured the change in percentage of people taking public
transportation in the 1990’s. It was a crude approximation of the inner-city poor’s access
to the workplace. It made it useful that the variable PUBTRANRTCH functioned as an
indication of improved access of poor census tracts residents to opportunities throughout
the metropolitan areas. Kain (1968) argued that residents of the inner city did not have
sufficient access to suburban jobs, which were comparatively higher paying. Therefore,
lack of access that not only reduces job opportunities for city poor, but also exposes them
to mostly low pay jobs.
In summary, the hypothesized models being tested are:
1. CTCHANGE = Intercept + MSACH + WHITERTCH + CTPOPCH +
MARRYRTCH + EDUCH + OCCUPCH + OWNRTCH + PUBTRANRTCH +
residuals
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2. CTCHANGE = Intercept - MSADPCH + WfflTERTCH + CTPOPCH +
MARRYRTCH + EDUCH + OCCUPCH + OWNRTCH + PUBTRANRTCH +
residuals
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V. EMPIRICAL FINDINGS
1. Simple Regression Models

Before I ran the two multiple regression, I ran two simple regression models to
investigate the relationship between the dependent variable and each of the two core
independent variables. The hypothesized models are: (1). CTCHANGE= Intercept +
MSACH + residuals; (2). CTCHANGE = Intercept - MSADPCH + residuals. The
regression results show both MSACH (t value=-0.02) and MSADPCH (t value=0.49)
were not statistically related to CTCHANGE. I also obtained the scatter plots for both
models.
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From the plot of MSACH against CTCHANGE, I could not see any patterns that there
was linear or nonlinear association between the two variables. The negative effects of
potential outliers were negligible.
Plot of CTCHANGE*MSACH.

Symbol used is 'A'.
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From the plot of MSADRCH against CTCHANGE, I could not see any patterns that
there was linear or nonlinear association between the dependent and independent
variables. I also felt the negative effects of potential outliers were negligible.
Plot of CTCHANGE*MSADRCH.

Symbol used is ‘B 1.
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2. Multiple Regression Models

The Estimated Equation 1:
CTCHANGE = 2047.5 -0.23*MSACH - 3709.357*WHITERTCH -0.55*CTPOPCH 9886.978*MARRYRTCH + 9264.43*EDUCH ^5468.79S*OCCUPCH +
37951 *OWNRTCH -1488.612*PUBTRANRTCH
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EQUATION 1

F Value: 2.51
Dependent Variable:
CTCHANGE

Independent
Variables
INTERCEPT
MSACH
CTPOPCH
WHITERTCH
MARRYRTCH
PUBTRANRTCH
EDUCH
OCCUPCH
OWNRTCH

P-value: 0.032
1079.04
Mean
2,906.360
-185.077
0.001
-0.031
0.254
0.028
0.114
0.001

Ft2: 0.4014
Adjusted
R2: 0.2417

Parameter
Estimate
t-Statistics P-value VIF
2,047.500
1.910
0.066
0
-0.230
-0.990
0.330
1.321
-0.550
-0.610
0.548
1.091
-3,709.357
0.517
-0.660
1.119
-9,886.978
-1.170
0.252
1.205
-1,488.612
-0.690
0.495
1.095
9,264.430
1.730
0.095
1.146
1.141
-5,468.798
-1.230
0.228
37,951.000
0.002
1.227
3.320

Changes in MSA family median income were found to be not statistically significant
with a significance level of 0.10. The result signified that changes in family median
income of people living in the poorest census tracts of central cities were not associated
with changes in family median income in the MSA’s where the poorest census tracts
reside during 1990’s. Even more strangely, the sign of the estimate for MSA income
level was negative, which meant the family median income level for census tracts went
down when family median income for the MSA went up in 1990’s. It implied that the
residents living in the poorest Census tract were economically cut off from the
metropolitan areas and benefited little from the overall economic growth during 1990’s.
The negative finding was consistent with the idea that opportunities outside the poor
neighborhood provide opportunities for persons most capable of moving elsewhere,
lowering the average income of those left behind.
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The most significant co-variable was OWNRTCH, which measured the change in
percentage of house owners in Census tract population during 1990’s. The variable
OWNRTCH (P-value: 0.002) was statistically significant with a significant level of 0.05.
The second most significant co-variable was EDUCH, which measured the change in
percentage of people who had post-secondary education or higher among the census tract
population during 1990’s. EDUCH (P-value: 0.095) was statistically significant with a
significance level of 0.10.
Other covariate variables, such as CTPOPCH, WHTTERTCH, MARRYRTCH,
PUBTRANRTCH, and OCCUPCH were not found to be statistically significant at a
significant level of 0.10.
The correlation of multiple determination R2 for the equation 1 was 0.4014, which
measured the 0.4014 of reduction of total variation in dependent variable associated with
the independent variables set. The adjusted R2 reduced to 0.2417 because the decrease in
sum squares of errors was less than by the loss of degrees of freedom in the multiple
regression models.
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According to the residual plots of regression model 1, there were no overwhelming
evidences that the model assumptions, such as normality and heteroscedasiticity did not
hold.

Plot of pred*resid.

Symbol used was 'X'.

Residual

I also used Variance Inflation Factors (VIF) to check the multicollinearity among the
independent variables, and there was no serious multicollinearity in the model. VIF was
a highly useful formal diagnostic for multicollinearity in the model. The factors measure
how much the variances of the estimated regression coefficients were inflated as
compared to when the independent variables were not linearly related. Neter et al (1996).
According to Myers, (1990, pp 369): "...it was generally believed that if any VIF exceeds
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10, there was reason for at least some concern; then one should consider variable deletion
or an alternate to least squares estimation to combat the problem."

The Estimated Equation 2:
CTCHANGE = 1200.183 + 37419*MSADPCH - 4671.154*WHTTERTCH 0.67*CTPOPCH - 10891 *MARRYRTCH + 11117*EDUCH -4834.121*OCCUPCH
+33570*OWNRTCH - 2248.712*PUBTRANRTCH

EQUATION 2

F Value: 2.65
Dependent Variable:

P-value: 0.0249

Ft2: 0.4143
Adjusted
Ft2: 0.3581

CTCHANGE

Independent
Variables
INTERCEPT
MSADRCH
CTPOPCH
WHTTERTCH
MARRYRTCH
PUBTRANRTCH
EDUCH
OCCUPCH
OWNRTCH

Mean
0.005
-185.077
0.001
-0.031
0.254
0.028
0.114
0.001

Parameter
Estimate
t-Statistics P-value
1,200.183
1.180
0.248
0.207
37,419.000
1.290
0.454
-0.670
-0.760
-4,671.154
-0.840
0.408
-10,891.000
-1.290
0.206
-2,248.712
-1.070
0.293
11,117.000
2.010
0.053
-4,834.121
0.287
-1.080
33,570.000
3.060
0.005

0

1.304
1.061
1.105
1.223
1.066
1.242
1.173
1.153

Changes in the dependency rate of MSA’s during the 1990’s were not found
statistically significant with a significance level of 0.10. The result signified that changes
in the family median income of people living in the poorest census tracts of central cities
were not associated with changes in the dependency rate of MSA’s during the 1990’s. It
was hypothesized that the sign of parameter for DEPDRTCH would be negative meaning
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that CTCHANGE goes up when DEPDRTCH goes down. When changes in family
median income level for census tracts went up when percentage of people whose living
depended on others went up during the 1990’s. However, as was the case with MSACH,
the statistical model registered a negative sign. Even though there was no causal
implication between the independent variable and the dependent variable. The result
shows at least the family median incomes of people living in the poorest area of the
central city had not been improved along with the economic growth in the metropolitan
area.
The statistically significant variables were still OWNRTCH (P-value=0.005) at 0.05
and EDUCH (P-value=0.053) at 0.10, which measured the change in percentage of
people who own houses and the change in percentage of people who receive post
secondary education. Each of the two independent variables was positively associated
with the dependent variables. The results confirmed what the hypothesis assumed.
The correlation of multiple determination R2 for the equation 1 was 0.4143, which
measured the 0.4014 of reduction of total variation in dependent variable associated with
the independent variables set. The adjusted R2 reduced to 0.3581 because decrease in
sum squares of errors was less than by the loss of degrees of freedom in the multiple
regression models.
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According to the residual plots of regression model 2, there were no overwhelming
evidences that the model assumptions, such as normality and heteroscedasiticity did not
hold.
Plot of pred*resid. Symbol used was 'X'.

Residual

The VIF for the model were all below 5, and that indicated there was no serious
multicollinearity found in the model.
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VI. CONCLUSIONS AND POLICY IMPLICATIONS
The economic linkage between the poorest neighborhoods and their metropolitan
areas was a complex social phenomenon. The questions about whether there was a
linkage or how strong this linkage was could start all the way from the formation of inner
city poverty to the isolation of poor residents in the ghetto to the whole metropolitan area.
There were all kinds of forces contributing to these questions, and none of them could
take sole responsibility as the determinant. For instance, the inner city poor did not
possess the necessary human capital to secure well-paid and stable positions. Their skills
were only appropriate for the unstable jobs whose availability was declining. If people
questioned why they lacked human capital, explanations such as poor quality of
education, spatial segmentation, or ‘culture of poverty’ would be offered. With the
distressed role of inner city poor residents in the labor market, it was not surprising to see
that the poorest neighborhoods were being detached from the mainstream economy,
especially in the knowledge-based U.S. economy during the 1990’s. This conclusion
seemed true according to this study. In the first equation, the models tested the
hypothesis that there would be an association between changes in family median income
in the poorest census tract and changes in family median income in the metropolitan areas
during the 1990’s if certain economic processes that tied the inner city to the metropolis
were operating. Our regression results indicated that the association was not significant
at all.
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The second equation was designed to check if the association between the changes in
family median income in the poorest census tract and the changes in dependency rates in
metropolitan areas during the 1990’s. In the second model the change in the dependency
rate was the measure of metropolitan employment improvement. This equation
suggested a hypothesis that an improvement in metropolitan employment could be
positively related with the family income level in the poorest neighborhoods. The
regression results again showed the insignificance for dependency rate variable. Among
the covariate variables, the education attainments showed significance at a level of 0.10.
In the model, an increase in percentages of people getting post-secondary education or
higher would be associated with family income level in the poorest census tracts during
1990’s. Ownership of housing also showed a significantly positive association with the
family income level in the poorest neighborhoods at a significance level of 0.05. The
inherent theory was that working family members would work harder and increase work
commitment to keep the house and families that bought houses usually had the
confidence in their future income and employment to make such a huge investment.
Based on the theory to support the causality, I could argue that the increase in
percentages of people owning house lifted family income level in the neighborhoods.
The principal policy implication to emerge from this study was the need to change
institutions so that poor neighborhoods share with the prosperity of the metropolitan
areas. To build economic linkages between the poor neighborhoods and the metropolitan
areas, government agencies could be helping in three important ways: First, make post
secondary education more affordable to the poor, work to make sure poor people who
wanted higher education did not lose the opportunities because of financial reasons.
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Second, improve educational quality to encourage people to learn necessary work skill.
Unfortunately local governments may lack the resources for such an undertaking. Third,
government might provide assistance for small business developers in the inner cities to
create more local job opportunities. Such a program would helped build the
neighborhood internally. As local businesses grow, it was likely that ties with the larger
economy will develop. Fourth, local government may build shuttle bus systems that will
fill public transportation gaps, helping transit-dependent residents of poor inner-city areas
access jobs in suburban industrial areas.
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VIII. APPENDIX
A. 1. Table 1. The Metropolitan Statistical Areas I used and their population size

METROPOLITAN STATISTICAL AREAS
censusMSAPop2000
San Francisco_Oakland_San Jose_CA
7,039,362
Albany_Schenectady_T roy_N Y
875,583
Pittsburgh_Beaver Valley_PA
2,358,695
San Anton io_TX
1,592,383
Chicago_Gary_Kenosha_IL_IN_WI
9,157,540
Cleveland_Akron_OH
2,945,831
Dallas_Fort Worth_TX
5,221,801
Nashville_TN
1,231,311
Denver_Boulder_Greeley_CO
2,581,506
Colorado Springs_CO
516,929
Boston_Worcester_Lawrence_M A_NH_M E_CT
5,819,101
Atlanta_GA
4,112,198
Springfield_MA
591,960
Richmond_Petersburg_VA
996,512
Tampa_St. Petersburg_Clearwater_FL
2,395,997
Kansas City_MO_KS
1,776,062
Louisville_KY_IN
1,025,598
Seattle_Tacoma_Bremerton_WA
3,554,760
NY_N NJ_Long lsland_NY_NJ_CT_PA
21,199,865
Knoxvilie_TN
687,249
Allentown_Bethlehem_Easton_PA
637,958
Los Angeles_Riverside_Orange County_CA
16,373,645
Toledo_OH
618,203
Youngstown_Warren_OH
594,746
Phoenix_Mesa_AZ
3,251,876
Charlotte_Gastonia_Rock Hill_NC_SC
1,499,293
Milwaukee_Racine_WI
1,689,572
Rochester_NY
1,098,201
Dayton_Springfield_OH
950,558
Portland_Salem_OR_WA
2,265,223
T ucson_AZ
843,746
Columbia_SC
536,691
477,441
Augusta_Aiken_GA_SC
San Diego_CA
2,813,833
Stockton_Lodi_CA
563,598
Sarasota_Bradenton_FL
589,959
1,135,614
Memphis_TN_AR_MS
St. Louis_MO_IL
2,603,607
Austin_San Marcos_TX
1,249,763
Detroit_Ann Arbor_Flint_MI
5,456,428
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A. 2. Table 2. White-to-Population Ratio and Educational Attainment summary.

COUNTIES
Alameda county_CA
Albany county_NY
Allegheny County_PA
Bexar county_TN
Cook countyJL
Cuyahoga county_OH
Dallas county_TN
Davidson county_TN
Denver County_CO
El Paso county_GO
Essex county_MA
Fulton county_GA
Hampden county_MA
Henrico county_VA
Hillsborough County_FL
Jackson county_MO
Jefferson county_KY
King county_WA
Kings county_NY
Knox county_TN
Lehigh county_PA
Los Angeles county_CA
Lucas county_OH
Mahoning county_OH
Maricopa County_AZ
Mecklenburg county_NC
Milwaukee County_WI
Monroe County_NY
Montgomery county_OH
Multnomah County_OR
Pima county_Arizona
Richland county_SC
Richmond county_GA
San Diego county_CA
San Joaquin county_CA
Sarasota county_FL
Shelby county_TN
St. Louis county_MO
Travis County_TX
Wayne county_MI

CENSUS WHITE1990 WHITE2000 EDU1990 EDU2000
TRACTS
CT4021
0.327
0.008
0.010
0.366
CT11
0.714
0.357
0.563
0.285
0.024
CT509
0.020
0.218
0.279
0.424
CT1105
0.426
0.056
0.149
0.194
CT3303
0.002
0.161
0.023
0.482
CT1079
0.135
0.159
0.203
CT104
0.034
0.084
0.193
0.068
0.227
CT124
0.192
0.360
0.143
CT8
0.416
0.412
0.161
0.253
0.632
0.592
CT22
0.696
0.408
CT2505
0.435
0.112
0.128
0.305
CT44
0.164
0.038
0.077
0.043
0.194
0.317
CT8115
0.256
0.161
CT2008.05
0.057
0.278
0.049
0.288
0.146
CT43
0.046
0.073
0.151
0.242
CT17
0.072
0.235
0.168
0.087
CT30
0.200
0.046
0.128
0.434
0.315
CT85
0.498
0.525
0.037
0.109
CT910
0.056
0.120
CT7
0.318
0.291
0.210
0.385
0.587
0.147
0.269
CT13
0.668
0.124
0.142
CT2426
0.059
0.128
CT34
0.021
0.333
0.101
0.170
CT8044
0.138
0.320
0.393
0.358
CT1139
0.151
0.101
0.281
0.535
0.134
0.199
CT8
0.028
0.035
0.647
CT147
0.622
0.429
0.595
CT96.04
0.337
0.532
0.140
0.133
0.012
0.214
0.399
CT40
0.053
0.502
CT34.02
0.219
0.375
0.361
0.194
0.134
CT23
0.289
0.413
0.232
CT10
0.078
0.060
0.363
0.104
0.215
0.065
0.281
CT9
CT47
0.144
0.199
0.311
0.470
CT1
0.168
0.339
0.275
0.169
0.222
0.057
CT3
0.010
0.189
0.014
0.156
0.118
CT40
0.023
0.434
0.099
0.428
CT2160
0.150
0.888
0.902
0.809
0.903
CT6.03
0.298
CT5122
0.088
0.020
0.189
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A.3. Chart. Poor Families in the U.S. during 1990’s.

Poverty rate for families
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A.4. Table 3. Descriptions for variables had been collected in this study.

Variables

Descriptions

censusMSA’s
censusMSAPopI 990
censusMSAPop2000
counties
CTs
MSADependPopI 990
MSADepend1990
MSADependPop2000
MSADepend2000
CT1990
CT2000
MSA1990
MSA2000dollar99
white
allraces
MarriageRate
PubTransRate
PopPostSecond
PopEdu
PopManagePro
PopOccup
owned
rent
allraces2000
white2000
MarriageRate2000
PubtransRate2000
PopEdu2000
PopPostSecond2000
Pop0ccup2000
PopManagePro2000
owned2000
rent2000

MSA’s I selected for use in this study
Population in MSA’s for Census 1990
Population in MSA’s for Census 2000
Central Counties in these MSA’s
The Poorest Census tracts in MSA’s according to Census 1990
Population 16 years and over to calculate Dependency rate for Census 1990
Unemployed adults neither in armed forces or school for Census 1990
Population 16 years and over to calculate Dependency rate for Census 2000
Unemployed adults neither in armed forces or school for Census 2000
Family median income for the poorest census tracts for Census 1990
Family median income for the poorest census tracts for Census 2000
MSA Family median income for Census 1990
MSA Family median income for Census 2000
Census tract Whites population for Census 1990
Population to calculate White-to-population ratio for Census 1990
Census tract marriage rate for Census 1990
Percentage of People who use Public transit system for work for Census 1990
Population had post-secondary education or higher for Census 1990
Population 18 years or older to calculate EDUCH for Census 1990
Population had professional or managerial positions for Census 1990
Population of employed for Census 1990
Population of house ownners for Census 1990
Population of people who rent for Census 1990
Population to calculate White-to-population ratio for Census 2000
Census tract Whites population for Census 2000
Census tract marriage rate for Census 2000
Percentage of People who use Public transit system for work for Census 2000
Population 18 years or older to calculate EDUCH for Census 2000
Population had post-secondary education or higher for Census 2000
Population of employed for Census 2000
Population had professional or managerial positions for Census 2000
Population of house ownners for Census 2000
Population of people who rent for Census 2000
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