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A new formulation of the plasma resistivity that arises from the collisional momentum-transfer
rate between electrons and ions is presented. The resistivity computed herein is shown to depend not
only on the temperature and density but also on all other polynomial velocity-space moments of the
distribution function, such as the pressure tensor and heat flux vector. The exact expression for the
collisional momentum-transfer rate is determined, and is used to formulate the nonlinear anisotropic
resistivity. The new formalism recovers the Spitzer resistivity, as well as the concept of thermal force
if the heat flux is assumed to be proportional to a temperature gradient. Furthermore, if the pressure
tensor is related to viscous stress, the latter enters the expression for the resistivity. The relative
importance of the nonlinear term(s) with respect to the well-established electron inertia and Hall
terms is also examined. The subtle implications of the nonlinear resistivity, and its dependence on
the fluid variables, are discussed in the context of magnetized plasma environments and phenomena
such as magnetic reconnection.
I. INTRODUCTION
The ubiquity and importance of fluid models in plasma
physics stems from their versatility and simplicity [1–
6]. Amongst all such models, ideal magnetohydrody-
namics (MHD) remains the best known. Besides ideal
MHD, other variants of MHD such as Hall MHD, elec-
tron MHD and extended MHD have also been widely
studied and utilized. These models are derived by tak-
ing the moments of the Boltzmann equation, and then
carrying out formal expansions involving a small param-
eter. The Boltzmann equation is endowed with a collision
operator, whose effects are manifested in the form of dis-
sipative terms.
One of these, the electrical resistivity, plays a partic-
ularly important role, as it gives rise to new phenomena
and behaviour that are otherwise inaccessible in its ab-
sence. For example, extensively studied processes such
as turbulence, magnetic reconnection, and dynamos rep-
resent striking examples of the importance of resistiv-
ity in space and astrophysical plasmas [1, 3, 7–11]. Yet,
an important (and implicit) feature is inherent in many
of these studies, namely, the resistivity depends only on
the temperature and density; the dependence on the lat-
ter quantity is rather weak (logarithmic). As the resis-
tivity ultimately stems from the collisional electron-ion
momentum-transfer rate, it has, in fact, a nonlinear de-
pendence on all of the fluid variables.
Hence, the primary objective of this paper is to de-
rive an expression for resistivity that correctly accounts
for the nonlinear nature of the Landau collision opera-
tor. Our work adopts the methodology introduced in
[12] and the recent results from [13], enabling us to ex-
press the collisional momentum-transfer rate between the
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species s and s′ without employing any assumptions. The
collisional momentum-transfer rate computed herein ex-
hibits a linear dependency on the velocity-space moments
of the distribution functions such as the pressure tensor
and the heat flux. The so-called thermal force is thus re-
covered in the fluid dynamical limit where the heat flux is
proportional to a temperature gradient. Furthermore, if
pressure anisotropy is proportional to the viscous stress,
the viscosity will enter the expression for the collisional
momentum-transfer rate.
The outline of the paper is as follows. In Sec. II, we
briefly summarize the standard approach for deriving the
extended MHD Ohm’s law. In Sec. III, we present the
general expression for the resistivity tensor, and explore
its various limits. In Sec. IV, the physical consequences
arising from current and pressure (anisotropy) dependent
resistivity are explored. Finally, we summarize our find-
ings and implications in Sec. V.
II. THE GENERALIZED OHM’S LAW
The first step in deriving fluid models entails taking
the moments of the Boltzmann equation [4]. The zeroth
moment leads to the continuity equation of each species
s, whilst the first moment leads to the corresponding mo-
mentum equation. The latter is given by
∂ (nsmsVs)
∂t
+∇ · (Ps +msnsVsVs)
= qsns (E + Vs ×B) + Fss′ , (1)
where ns is the number density, whilst ms and qs are the
mass and the charge respectively. E is the electric field,
B is the magnetic field, Ps is the pressure tensor, and
Fss′ is the collisional momentum transfer rate between
the species s and s′. The second moment of the kinetic
2equations leads to the equation for the pressure tensor,
which we shall not present here explicitly. In addition
to these moments, the Maxwell equations must also be
taken into account.
The next stage follows by specializing to an electron-
ion plasma and reducing the Maxwell equations to the
pre-Maxwell equations. This is done by demanding that
the characteristic thermal and (electromagnetic wave)
phase velocities are non-relativistic, which enables the
neglect of the displacement current. Secondly, the do-
main is restricted to characteristic frequencies (ω) and
length scales (L) that obey ω ≪ ωpe and L≫ λD, where
ωpe is the electron plasma frequency and λD is the De-
bye length. This ensures that the model is quasineutral,
viz. ni = n = ne. We refer the reader to Sec. 2.3.3 of
Freidberg [6] (see also Fitzpatrick [14]) for further details.
Following the standard prescription for one-
fluid variables, the center-of-mass velocity
V = (miVi +meVe) / (mi +me) and the current
density J = ne (Vi − Ve) = µ−10 ∇ × B are introduced.
For an ion-electron plasma, the mass ratio δ = me/mi is
a legitimate ‘small’ parameter for carrying out asymp-
totic expansions. The ion and electron flow velocities
can be expressed in terms of the one-fluid variables:
Vi = V +
δ
1 + δ
J
ne
, Ve = V − 1
1 + δ
J
ne
. (2)
Upon adding and subtracting the two species equations,
using the continuity equations, and consistently dropping
the terms of O(δ) or higher, the final set of equations
can be duly obtained. They comprise of the continuity
equation for n, the momentum equation
ρ
(
∂V
∂t
+ V · ∇V
)
= −∇·P + J×B−me
e
J ·∇
(
J
ne
)
,
(3)
and the generalized Ohm’s law
E + V ×B = Fei
ne
+
J ×B −∇ · Pe
ne
+
me
ne2
[
∂J
∂t
+∇ ·
(
V J + JV − JJ
ne
)]
, (4)
where P = Pi + Pe is the total pressure tensor, and
ρ = n (me +mi) denotes the mass density. Both (3) and
(4) are fully consistent with other treatments in the lit-
erature; see for e.g. Goedbloed and Poedts [5], Dungey
[7], Gombosi [8], Gurnett and Bhattacharjee [9]. Some
textbooks and papers omit the last terms on the RHS
of (3) and (4), as they use a different definition for the
pressure tensors, and thereby absorb these terms into the
latter accordingly. In order to close the system, the evo-
lution equations for the pressure tensors (of each species)
must also be taken into account [13].
In this paper, we focus on the generalized Ohm’s law
(4), with a particular emphasis on determining the con-
tributions arising from the collisional electron-ion mo-
mentum transfer rate. We will now proceed to show that
our results diverge from the standard results owing to the
differences stemming from Fei. Given that the dynami-
cal equations for the species-wise pressure involve terms
of the form Vs · E [2, 5], the expression for Fei also has
ramifications for the evolution of the pressure.
III. COLLISIONAL MOMENTUM TRANSFER
RATE AND THE RESISTIVITY TENSOR
In this Section, we discuss the expression for collisional
momentum-transfer rate Fss′ , and use it to determine
Fei/(ne) while assuming the MHD ordering. This will
lead us to an exact expression for the resistivity tensor.
A. Conventional approach
Before presenting the results from our approach, we
shall summarize some of the salient results obtained
through standard approaches.
For the sake of simplicity, fluid models often express
the term Fei/(ne) using the lowest order result
Fei
ne
= η0J , η0 =
4
3
√
2pimee
2 ln Λ
(4piε0)2T
3/2
e
, (5)
where η0 denotes the conventional (Spitzer) resistivity
[1, 15] and ln Λ is the Coulomb logarithm. Further cor-
rections to Fei are typically obtained by means of Bragin-
skii’s transport theory [16] which, in the limit of strong
magnetic field, leads to the expression
Fei
ne
= η0
[
0.51
BB
B2
+
(
I− BB
B2
)]
· J + RT
ne
, (6)
where RT is the so-called thermal force
RT
ne
= −0.71BB
eB2
· ∇Te − 3η0
2
n
B
B
B
×∇Te. (7)
Although Braginskii’s method for strongly magnetized
plasmas closely follows Chapman-Enskog theory [17], the
presence of two species and the magnetic force signifi-
cantly complicate the procedure:
• The magnetic force and collisions are ordered to oc-
cur on the fastest time scale. This is in contrast to
the standard Chapman-Enskog approach for neu-
tral fluids, where only the collisions are ordered in
such a manner.
• Because of the magnetic force, the velocity and its
derivatives in the Vlasov operators must be written
in terms of the so-called random-velocity variables
ws = v −Vs, to guarantee that a Maxwellian with
a flow velocity is a null-eigensolution of the lowest
order Vlasov operator (the magnetic term).
3• Due to the presence of ions, the electron-ion colli-
sion operator must be approximated and split into
two terms so that, in the lowest order kinetic equa-
tion, the Maxwellian with electron flow velocity re-
mains a null-eigensolution.
• The change-of-variables with respect to the velocity
coordinates leads to time derivatives of the respec-
tive flow velocities appearing in the equations for
the first corrections to the distribution functions.
These must be replaced by using the momentum
equations that include the collisional momentum-
transfer rate. In addition, the contribution from
the electron-ion collision that was left out from the
lowest order kinetic equation, must be included and
approximated further.
Hence, a procedure that can be carried out quite rigor-
ously for neutral fluids in the limit of strong collisionality
becomes more complex for multi-component plasmas due
to the various approximations required even prior to ob-
taining the first-order correction equations.
It is observed that the so-called variational solution
to the integral equations, from which the transport co-
efficients are solved for in both the classic Chapman-
Enskog and Braginskii methods, involves a polynomial
expansion of the corrections to the distribution func-
tions, regardless of the specific approximations intro-
duced to derive the integral equations. It also happens
that the collisional momentum-transfer rate can be eval-
uated exactly in terms of coefficients that are orthogonal-
polynomial velocity-space moments of the distribution
functions. In other words, the exact expression for the
collisional momentum-transfer rate can thus be expressed
in terms of the fluxes that the classical transport theory
is solving for (independently of the explicit expressions
for these fluxes).
B. Exact expression for collisional momentum
transfer
To improve upon the previous results, a more accurate
expression for the collisional momentum-transfer rate
would be necessary. This can be duly obtained by us-
ing spectral expansions for the distribution functions in
terms of multi-index Hermite polynomials, in which case
the collisional momentum transfer rate can be evaluated
exactly [13]. Defining the function
Φ(z) =
∫
R3
dx
|x|
e−(x−z)
2
pi3/2
=
erf(z)
z
, (8)
the coefficients µss′ = 1/ms + 1/ms′ , c¯ss′ =
nsns′ ln Λ(eses′)
2/4piε20, σ
2
s = Ts/ms, Σ
2
ss′ = σ
2
s +
σ2s′ , and ∆ss′ = (Vs − Vs′)/
√
2Σss′ , the collisional
momentum-transfer rate is given by
Fss′ =
c¯ss′µss′
2Σ2ss′
∂∆
ss′
∞∑
i,j=0
(−1)j
i!j!
cs(i)cs′(j)
(
√
2Σss′)i+j
∂
(i)
∆
ss′
∂
(j)
∆
ss′
Φ(∆ss′ ), (9)
where ∆ss′ = |∆ss′ |. Since the coefficient vector is an-
tisymmetric ∆ss′ = −∆s′s while its magnitude remains
symmetric ∆ss′ = ∆s′s, and the scalar coefficients c¯ss′ ,
µss′ , and Σss′ are symmetric with respect to exchanging
the species indices, we find
Fss′ = − c¯s′sµs′s
2Σ2s′s
∂∆
s′s
∞∑
i,j=0
(−1)i
i!j!
cs(i)cs′(j)
(
√
2Σs′s)i+j
∂
(i)
∆
s′s
∂
(j)
∆
s′s
Φ(∆s′s) = −Fs′s, (10)
which demonstrates that the momentum-transfer rate is
explicitly antisymmetric (required for the conservation of
momentum) to all orders in cs(i) and cs′(j). The spec-
tral expansion coefficients cs(i) are multi-index Hermite
polynomial moments of the distribution functions,
cs(j) ≡
∫
R3
dv
fs(v)
ns
H¯(j)(v − Vs;σ2s), (11)
with the Hermite polynomial H¯(k) defined as
H¯(k)(x;σ
2)Nσ2(x) = (−σ2∂x)(k)Nσ2(x), (12)
that is generated by means of the three-dimensional Nor-
mal distribution
Nσ2(x) ≡ e
−x2/2σ2
(2pi)3/2σ3
. (13)
We wish to stress that the above result is exact : the
Landau collision operator has not been approximated to
any degree. We observe that Fss′ implicitly includes the
coefficients cs(i), and will consequently depend on quan-
tities such as the current, density, temperature, pressure
anisotropy, heat flux, etc. Next, we shall describe how
our result (9) is consistent with those obtained from the
Chapman-Enskog and Braginskii approaches, for e.g. the
thermal force (7).
C. Connection to conventional transport theory
In the Braginskii and Chapman-Enskog formulations,
the distribution functions are given by fs = fs0(1 + Ψs),
with the dominant contribution being a Maxwellian
fs0(v) = nsNσ2
s
(ws). (14)
where ws = v − Vs. The correction to the Maxwellian
distribution function is not allowed to carry density, mo-
mentum, or energy, and thus Ψs has a generic form that
4consists of a scalar, a random-velocity vector contracted
with a vector, and a traceless rank-2 tensor of the random
velocity that is contracted with another rank-2 tensor. If
expanded in Laguerre polynomials, the expression for Ψs
can be written as
Ψs(v) =
∞∑
m=2
αms L
(1/2)
m (ys) +ws ·
∞∑
m=1
βms L
(3/2)
m (ys)
+
(
wsws − w
2
s
3
I
)
:
∞∑
m=0
γms L
(5/2)
m (ys), (15)
where ys = w
2
s/(2σ
2
s). It is then the task of the con-
ventional transport theory to determine the coefficients
αms ,β
m
s ,γ
m
s by using the ansatz (15) to convert the in-
tegral equations in the Chapman-Enskog theory into a
system of algebraic equations. Furthermore, from the
definitions for heat flux and viscosity, one concludes that
the lowest order expression for Ψs is given by
Ψs =
(
w2s
5σ2s
− 1
)
w · q
[0]
s
σ2sps
+wsws :
pi
[0]
s
2σ2sps
, (16)
regardless of the explicit expressions for the lowest order
approximations of heat flux q
[0]
s and the viscosity pi
[0]
s
[16, see pp. 243-245]. It is more convenient to write the
lowest order expression for Ψs in terms of the so-called
covariant Hermite polynomials.
G¯(k)(x;σ
2)Nσ2(x) = (−∂x)(k)Nσ2 (x), (17)
in which case one arrives at
Ψs = δ
ij
G¯
ijk
(3) (ws;σ
2
s )
σ2sq
k[0]
s
5ps
+ G¯ij(2)(ws;σ
2
s ) :
σ2spi
ij[0]
s
2ps
.
(18)
This enables us to find the expansion coefficients cs(i)
which are required for computing Fss′ . Using the above
ansatz for Ψs, we find
cs(0) = 1 (19)
c
ij
s(2) = σ
2
s
piijs
ps
(20)
c
ijk
s(3) =
2σ2s
5ps
(qi[0]s δ
jk + qj[0]s δ
ik + qk[0]s δ
ij) (21)
while the rest of the coefficients vanish identically.
A couple of observations are in order at this junc-
ture. Firstly, there exists a correspondence between the
Laguerre polynomial expansion employed by Braginskii,
and contractions of higher-order Hermite polynomials
[13]. The two lowest-order terms in the Laguerre series,
and Grad’s expansion (with 21 moments) are identical
when the fluid-dynamical limit is taken. The reader may
consult Chapter 4 of Balescu [18] for further details. Sec-
ond, we reiterate that (16) does not require any knowl-
edge of the exact form of the ‘viscosity’ and the heat flux.
Hence, our results are also valid when piijs represents the
pressure anisotropy (as in the Grad formalism).
D. Explicit momentum transfer rate for the lowest
order transport theory
Using the result,
∂∆
ss′
· ∂∆
ss′
Φ(∆ss′ ) = −4piN1/2(∆ss′), (22)
we can obtain the expression for the collisional
momentum-transfer rate that includes the contributions
from heat flux and viscosity,
Fss′ =
c¯ss′µss′
2Σ2ss′
∂∆
ss′
[
Φ(∆ss′ ) +
(
σ2s
4Σ2ss′
pi
[0]
s
ps
+
σ2s′
4Σ2ss′
pi
[0]
s′
ps′
)
: ∂
(2)
∆
ss′
Φ(∆ss′)
+
σ2sσ
2
s′
16Σ4ss′
(
pi
[0]
s
ps
: ∂
(2)
∆
ss′
)(
pi
[0]
s′
ps′
: ∂
(2)
∆
ss′
)
Φ(∆ss′ )−
√
2pi
5
(
σ2s
Σ2ss′
q
[0]
s
psΣss′
− σ
2
s′
Σ2ss′
q
[0]
s′
ps′Σss′
)
· ∂∆
ss′
N1/2(∆ss′ )
− pi
10
√
2
σ2s′σ
2
s
Σ4ss′
(
q
[0]
s · ∂∆
ss′
psΣss′
pi
[0]
s′
ps′
− q
[0]
s′ · ∂∆ss′
ps′Σss′
pi
[0]
s
ps
)
: ∂
(2)
∆
ss′
N1/2(∆ss′)
+
pi
50
σ2sσ
2
s′
Σ4ss′
q
[0]
s · ∂∆
ss′
psΣss′
q
[0]
s′ · ∂∆ss′
ps′Σss′
∂∆
ss′
· ∂∆
ss′
N1/2(∆ss′)
]
(23)
This represents an exact result for the collisional
momentum-transfer rate, since no assumptions were in-
voked thus far apart from our ansatz (16).
E. Expression for the resistivity tensor
Let us now specialize to the case of Fei and invoke the
standard ordering described in Sec. II. We see that
Σei ≈ σe, (24)
5which leads us to
c¯eiµei
2Σ2ei
≈ η0 3
√
pi
2
√
2
e2n2σe. (25)
With our choice of ordering, we also find
σ2eσ
2
i
Σ4ei
≈ σ
2
i
σ2e
≈ me
mi
≪ 1, σ
2
i
σ2e
pe
pi
≈ me
mi
≪ 1. (26)
If we further assume that the ion viscosity is not orders
of magnitude larger than the electron viscosity, we can
approximate
σ2e
4Σ2ei
pi
[0]
e
pe
+
σ2i
4Σ2ei
pi
[0]
i
pi
≈ 1
4pe
(
pi[0]e +
me
mi
pi
[0]
i
)
≈ pi
[0]
e
4pe
,
(27)
but it must be noted that one could easily impose an
alternative ordering, for e.g. dropping pi
[0]
e . A similar
assumption for the heat flux leads us to
σ2e
Σ2ei
q
[0]
e
peΣei
− σ
2
i
Σ2ei
q
[0]
i
piΣei
≈ 1
peΣei
(
q[0]e −
me
mi
q
[0]
i
)
≈ q
[0]
e
peσe
.
(28)
Finally, we observe that
√
2neσe∆ei = −J , ∆ei =
√
me
ne2
J2
2pe
. (29)
Thus, the collisional contributions to the generalized
Ohm’s law are expressible as
Fei
ne
= η0
[
− 3
√
pi
4
Φ′(∆ei)
∆ei
J
− 3
√
pi
16
1
∆ei
(
Φ′′(∆ei)− 3Φ
′(∆ei)
∆ei
)
′
pi
[0]
e
pe
:
JJJ
J2
− 3
√
pi
16
2
∆2ei
(
Φ′′(∆ei)− Φ
′(∆ei)
∆ei
)
pi
[0]
e
pe
· J
+
3
5
e−∆
2
ei
ne q
[0]
e
pe
·
(
I− 2∆2ei
JJ
J2
)]
, (30)
and Φ′ denotes differentiation of Φ with respect to ∆ei.
In many real-world systems, ∆ei ≪ 1, which allows us to
carry out an expansion in this parameter. To first order,
we find
Fei
ne
= η0
[(
1− 3∆
2
ei
5
)
J +
3∆2ei
7
pi
[0]
e
pe
:
JJ
J2
J
− 3
5
(
1− 5∆
2
ei
7
)
pi
[0]
e
pe
· J
+
3
5
ne q
[0]
e
pe
·
(
(1−∆2ei)I− 2∆2ei
JJ
J2
)]
. (31)
Hence, the lowest order contribution is given by the fairly
simple expression
Fei
ne
= η0
(
J − 3
5
pi
[0]
e
pe
· J + 3
5
ne q
[0]
e
pe
)
. (32)
Let us initially consider the first two terms on the RHS
of (32). The first term corresponds to the conventional
Spitzer resistivity, while the second arises from the vis-
cosity (or pressure anisotropy). Collectively, these two
terms can be represented as an effective ‘resistivity ten-
sor’ that is independent of the current. However, includ-
ing higher-order contributions makes it dependent on the
current and other fluid variables, as seen from (31).
An inspection of (32) makes it apparent that the third
term is unlike the first two - the latter duo vanish in the
limit J → 0, but the former, arising from the heat flux,
still survives. This term is responsible for giving rise to
the thermal force in (6). In fact, the above statement can
be generalized to show that, in the limit of ∆ei → 0, the
(2p+1) velocity-space moments of the distribution func-
tion (for p > 0) do not vanish when the final expression
for Fei is computed.
F. Comparison with Braginskii’s model
As we have stated earlier, the expression for Fei was
independent of the exact form chosen for the heat flux
(and viscosity). In the limit that the magnetic field dom-
inates collisional effects, Braginskii’s expression for the
electron heat flux term reduces to
ne qe
pe
= −0.71BB
B2
· J
− 3.16
η0e
BB
B2
· ∇Te − 5
2
n
B
B
B
×∇Te. (33)
If we now make the assumption that the lowest-order
electron heat flux q
[0]
e is close to (33), we find that the ex-
pression for the collisional momentum transfer becomes
Fei
ne
= η0
[
0.57
BB
B2
+
(
I− BB
B2
)
− 3
5
pi
[0]
e
pe
]
· J
− 1.9BB
eB2
· ∇Te − 3η0
2
n
B
B
B
×∇Te (34)
This is close to the expressions (6) and (7) obtained by
Braginskii [16], except for the factor of ∼ 2.5 difference
in the parallel thermal-force contribution. Note that (34)
also contains the electron ‘viscosity’ term that is absent
in (6), but that has to do with our choice of ordering -
instead, if we dropped the electron viscosity in (27), it
would not appear in (34).
Hence, to summarize, we find that our lowest-order re-
sult is in line with Braginskii’s transport calculations,
apart from the fact that our parallel thermal force is
6about 2.5 times higher than Braginskii’s. This discrep-
ancy is related to the fact that Braginskii’s calculation
involved not only the lowest order Laguerre polynomials
but also higher-order contributions. We wish to reiterate
that our model can be easily extended to also include the
higher-order transport coefficients, and that it also cap-
tures non-linear contributions, as demonstrated by (23),
(30) and (31).
IV. THE PHYSICAL IMPLICATIONS OF THE
RESISTIVITY TENSOR
In this Section, we discuss some of the physical implica-
tions arising from the resistivity tensor, both with respect
to the current nonlinearity and the pressure anisotropy.
A. The physical interpretation and significance of
the parameter ∆ei
Since the nonlinearities in the resistivity (30) are in-
troduced when the parameter ∆ei 6= 0, it is important to
gauge its physical meaning. On dimensional grounds, it
is clear that
∆ei ∼
√
meB2
2nµ20e
2L2pe
∼
(
de
L
)
β−1/2e , (35)
where we have used the sole assumption that the spatial
gradient(s) can be replaced by the inverse scale length
1/L. In the above relation, de and βe denote the char-
acteristic electron skin depth and electron plasma beta
respectively. A large number of fusion [2, 6, 15], space
and astrophysical [3, 5, 9–11] plasmas are characterized
by low values of the plasma beta. However, the nor-
malized electron skin depth (de/L) is extremely small,
implying that ∆ei ≪ 1 is commonplace.
Yet, there are some crucial instances where ∆ei can be
O(1) or even higher. This typically occurs in phenomena
where the relevant length scales are on the order of the
electron skin depth. Earth [3, 19], planetary [3, 8] and
pulsar [20, 21] magnetospheres, as well as solar [22–24]
and stellar [8, 25] winds represent particularly important
astrophysical examples wherein ∆ei & O(1) can occur.
Sawtooth crashes in tokamaks also merit a mention in
this regard [26]. In these cases, at internal boundary
layers (realized, for example, during collisionless recon-
nection dynamics), the plasma current density can be ex-
tremely localized. For such systems, we emphasize that
the conventional Spitzer value, for the electric resistivity,
may not be accurate. Hence, our analysis highlights the
important conceptual point that the resistivity must be
specified with due caution for a given plasma.
We also note that the limit ∆ei ≫ 1 corresponds to
runaway solutions which are unphysical. Therefore, we
will discuss the effects of ∆ei using the expression (31)
for the resistivity tensor, i.e. in the limit of ∆ei ≪ 1.
Even in this instance, there are subtleties involved as
noted in Spitzer and Härm [27]. Naturally, the resistivity
tensor (30) would be valid as long as the Landau collision
operator and the orderings are relevant.
B. Implications of the current and pressure
anisotropy dependence
The second term on the RHS of (31) represents a
nonlinear current-dependent correction to the resistivity
(NR) of the form
NR ∼ η0∆2eiJ ; ∆ei =
√
me
ne2
J2
2pe
. (36)
A better understanding of the role of NR follows
from carrying out a dimensional comparison of this term
against the other terms appearing in the extended MHD
Ohm’s law. We shall begin by comparing (36) with the
electron inertia terms (EI). For the latter, we shall
choose the 2nd or 3rd term appearing in the second line
of (4). Thus, we arrive at
NR
EI ∼
η0J
3/pe
|∇ · (JV) | ∼
(
η0J
V B
)(
B2
µ0pe
)
∼ R−1m β−1e , (37)
where Rm is the characteristic magnetic Reynolds num-
ber and electron plasma beta respectively. Thus, if the
conditions βe ≪ 1 and/or Rm ≪ 1 are satisfied [28], the
nonlinear resistivity could be dominant compared to the
electron inertia terms. Next, a comparison of the magni-
tudes of NR and the Hall drift (H) leads us to
NR
H ∼
meη0J
3/(e2npe)
|J×B|/(ne) ∼ (Rmβe)
−1 1
τΩe
, (38)
where τ is the characteristic timescale and Ωe is the char-
acteristic electron Larmor frequency. The similarity be-
tween (38) and (37) can be explained by expressing (38)
in the following manner.
NR
H =
NR
EI ×
EI
H , (39)
and the first term on the RHS is identical to (37). The
second term on the RHS precisely equals 1/ (τΩe) [29–
31], and can be greater than unity in certain scenarios.
This regime, with dominant electron inertia effects, has
often been investigated in collisionless reconnection stud-
ies [32–34], and occasionally in dynamo theory [35].
A current-dependent resistivity is likely to be relevant
in systems with thin and intense electron-scale current
sheets. The “anomalous” resistivity ansatz ηeff = η0+η1J
(for e.g., Chapter 14.8 of Kulsrud [10]) with η1 ≥ 0, which
is commonly used, is assumed to arise due to contribu-
tions from micro-turbulence when the current density ex-
ceeds a stability threshold. The fact that the classical
resistivity can, in some cases, be lower than the Spitzer
7value actually increases the magnitude of the anomaly
that must be accounted for. Hence, these considerations
are relevant for computer simulation codes which tend
to sometimes use ad hoc spatially localized resistivity for
reasons of numerical stability. The current-dependent re-
sistivity also plays an important role in facilitating the
widely studied Petschek mechanism for fast magnetic re-
connection [36, 37]. Other resistivity-dependent fast re-
connection processes, mediated by shocks [10] or the plas-
moid instability [38], may also be affected.
Let us now turn our attention to the second term on
the RHS of (32) that arises from the existence of pressure
anisotropy (or viscosity, depending on the formalism in-
voked). The foremost effect of pressure anisotropy is that
the resistivity becomes a (rank-2) tensor instead of be-
ing a scalar, which is along expected lines. Furthermore,
an inspection of (32) reveals that the inclusion of pres-
sure anisotropy leads to a divergence from the classical
Spitzer value, even in the limit of ∆ei → 0. The extent of
deviation from the Spitzer value is, not surprisingly, re-
lated to the degree of anisotropy. Thus, in systems with
non-negligible agyrotropic contributions, the Spitzer re-
sistivity would be inapplicable.
There have been several studies investigating the role
of pressure tensor effects in governing magnetic reconnec-
tion and particle acceleration that have often entailed the
use of fluid models [e.g 39–46]. This is backed by consid-
erable empirical evidence confirming the importance of
electron pressure anisotropy in the magnetosheath, so-
lar wind and laboratory experiments [e.g 47–49]. They
demonstrated that the electron pressure anisotropy is de-
cisive in setting the structure of the reconnection current
sheet, and that it plays a crucial role in attaining fast
magnetic reconnection rates. Thus, the inclusion of ac-
curate pressure anisotropy contributions in fluid models
is necessary for correctly evaluating important features
of magnetic reconnection.
V. CONCLUSION
To sum up our results, we utilized certain convolu-
tion properties of the multidimensional Gauss-Hermite
polynomials [12, 13] to obtain the nonlinear resistivity
in the generalized Ohm’s law, under a certain set of as-
sumptions. The primary conclusions of our work can be
summarized as follows.
• The collisional electron-ion momentum transfer
rate is always expressible as (9), and it exhibits
a non-trivial dependence on all the fluid variables.
• The lowest order contribution yielded the Spitzer
resistivity, and the absence of any pressure
anisotropy (or viscosity) and heat flux led to a non-
linear expression in the current that was identical
to the standard result in Chapter 6 of Krall and
Trivelpiece [2]. This limiting case(s) was useful in
confirming the validity of our approach.
• The Spitzer resistivity represents an overestima-
tion of the actual collisional electron-ion momen-
tum transfer rate in certain regimes, and should
therefore be used with caution.
• The introduction of the heat flux leads to the emer-
gence of the thermal force in the collisional momen-
tum transfer rate. If one further assumes that the
heat flux consists of a flow component and a tem-
perature gradient as in Braginskii [16], we showed
that the expression for the collisional momentum-
transfer rate is compatible with the latter model.
• When pressure anisotropy (or viscosity) was in-
troduced, the collisional momentum transfer rate
could be effectively represented by a resistivity ten-
sor which did not vanish in the limit J → 0.
• As the resistivity is naturally dependent on the
fluid variables (such as the current, pressure
anisotropy and heat flux), it may affect the behav-
ior of magnetic reconnection processes with respect
to what has been inferred in prior studies that re-
lied upon the Spitzer resistivity.
Although many closure schemes for multi-moment fluid
models (with pressure anisotropy and heat flux) have
been developed and studied over the years [e.g 50–53],
many of them suffer from the limitation that they fail
to take into account collisional effects, although a few
notable exceptions do exist [e.g 54–56]. Clearly, the as-
sumption of zero collisions is artificial, and the field of
galactic dynamics illustrates that there are key differ-
ences between weakly collisional and altogether collision-
less (gravitational) plasmas [57].
Thus, the formulation of multi-moment fluid models
with self-consistent collisional contributions is very de-
sirable. Moreover, if such contributions to the general-
ized Ohm’s law can be cast into a form akin to that of
the conventional resistivity, it is all the more beneficial
since extant numerical codes need not be modified signifi-
cantly. Our results represent a first step in this direction,
and the next step will involve the formulation of the self-
consistent 10-moment model [13].
Hence, on account of the above reasons, we believe
that the nonlinear contributions to the resistivity
(dependent on the fluid variables) presented in this
paper can serve as a stepping stone for more detailed
investigations in the future. We end this paper by
emphasizing that our treatment was purely classical
in nature, i.e. it does not include neoclassical effects,
turbulence, or other anomalous contributions, which can
be larger than the results obtained herein.
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