Abstract-The relative merits of Fisher's Discriminant Analysis (FDA) over Support Vector Machines or vice versa, will remain a bone of contention among statisticians and the machine learning community. This line of thought may be owed to the fact that FDA is due to Fishers R. A., a statistician, whereas SVM is a credit to Vanik and his team of the machine learning. In order to give a clearer picture on the strength and weakness of both classifiers, they are compared in terms of the different theories behind each one. We also consider the ways regularization is carried out by each classifier, and further examine how FDA and SVM respond to linear transformations. We conclude with examination of the behaviour of FDA and SVM on data, given different scenarios, and in high dimensions too. In the end, we clearly draw out the differences and similarities between the two classifiers, and further highlight features that make each classifier ideal for a given classification problem.
I. INTRODUCTION
FDA and SVM are two important tools for binary classification. While FDA is the work of [1] , a statistician, SVM is credited to the machine learning community and in particular, to [2] . Both classifiers have been widely applied to numerous areas of research. For instance, FDA has been used in face recognition [3] , [4] and face detection [5] , [6] . It has also been used in classification of malignant and benign cluster micro-calcifications [7] , and seed classification [8] etc.
In a like manner, SVM has been used in studies including image analysis [9] , drug design [10] - [12] and time series [13] , [14] . It has also been applied in food quality control [15] and environmental sciences [16] , [17] etc.
Questions pertaining to the individual relative merits of both FDA and SVM are likely to depend on who you ask. It may not be out of place to reason that while SVM will appeal to a majority of researchers in machine learning, FDA will remain preferred by those researchers in the domain of statistics who have relatively no interest in big data.
This study, therefore, will focus on the assessment of the relative merits of both classifiers. A similar study is credited to [18] , and the authors compared the Linear Discriminant Analysis (LDA) and Support Vector Machine. They mainly focused on the different ways LDA and SVM compute their respective hyperplanes, and what happens in high dimensions. They also defined a statistic 
where SVM w and LDA w are the weight vectors of SVM and LDA classification functions respectively. They claimed that if 1   , then LDA hyperplane maximizes the margin as much as SVM, since SVM LDA  ww ‖‖ ‖‖ . The authors noted that SVM hyperplane gives maximum margin and that the margin is proportional to the inverse of the magnitude of the norm. Lastly, they carried out an empirical examination with the aid of some datasets. They observed that SVM outperform LDA except on the simulated dataset. Also for linearly non-separable datasets, they noted that SVM tends to perform badly.
In like manner, [19] 
One advantage of the Mahalanobis distance is that it does not depend on the units in which the variables may be measured. In other words, interpretation of result is more meaningful with a distance measure based on the Mahalanobis distance.
On the other hand, for the vectors p , IR  xy , the Euclidean distance is given as
The Euclidean distance depends on the units in which variables may be measured, and for this reason, it is strongly recommended that variables are scaled prior to using SVM [20] . As noted by the authors, scaling helps to avoid a situation where attributes in greater numeric ranges dominate those in smaller numeric ranges. It removes the effects of the different units in which variables may be measured.
As regards the Mahalanobis distance, data are used in the distance measure via sufficient statistics (examples are  , 1
x , and 2 x ). In contrast, the Euclidean distance directly involves the individual data points in constructing the distance measure. Thus, SVM can easily determine data points that are closest (support vectors) to the separating hyperplane.
The Mahalanobis and Euclidean distances help to determine how FDA and SVM respectively achieve class mean separation. For instance, FDA relies on a decision boundary passing through the midpoint between the two class means. On the other hand, SVM relies on a separating hyperplane passing midway through the support vectors of both classes. In essence, SVM depends only on the support vectors in determining the separating hyperplane. The implication is that outliers are unlikely to influence the alignment of the separating hyperplane, because they may not be the closest data points. On the other hand, outliers can influence the alignment of the decision boundary of FDA, more easily through their effect on the class mean and covariance matrix of the class containing outliers.
On the assumptions beneath the use of FDA and SVM, FDA assumes that each individual group multivariate samples are drawn from their respective multivariate normal populations [21] , with equal covariance matrix. To put it another way, if parameters are known, and data are normal with different means and a common covariance matrix (  ), then FDA is optimal. If any of these assumptions fails, FDA may no longer be a preferred classifier, and instead SVM can be used. Also, the downside of FDA is the inability to provide a solution when pn  , even if the underlying assumptions are met. This failure can be attributed to the presence of multicollinearity which often leads to a singular covariance matrix, hence no unique solution for FDA. Conversely, SVM makes no assumption of normality and equal covariance matrices, and is suitably adapted for large p , because it depends solely on support vectors. However, it assumes that the units of measurement of data are essentially the same. More importantly, SVM is concerned about linear separability of the training instances. If data are linearly separable, by even a smallest possible margin, SVM is optimal and preferred to FDA because given such condition, it is possible for FDA to wrongly classify at least one data point, whereas SVM consistently returns 0% error rate.
Data preprocessing can be useful to both FDA and SVM. Regarding FDA, preprocessing may aim to achieve dimensionality reduction, particularly when pn  . In this regard, variable selection or the use of principal component analysis can help to reduce the dimensions of a dataset. The use of variable selection technique, for instance, can help to eliminate redundant variables to the extent that a situation where pn  obtains. When this happens, we can use FDA in a classification problem. On the side of SVM, data preprocessing can be in the form of data normalization. It helps to eliminate the effects of the different units in which variables may be measured. We can achieve this using scaling, rescaling or standardization.
III. REGULARIZATION
Assuming that the covariance matrix in (2) is singular, a Regularized Fishers Discriminant Analysis (RFDA) [22] - [24] can be used, and it is the result of adding I
Here,  is a regularization parameter, and the value it takes determines how close to optimality or otherwise, the classifier is. For instance, if 0   , we are back to the unregularized condition where  is singular. If   , the effect of  in (4) depletes and such an outcome is undesirable. Somewhere between 0 and  gives rise to an optimal classifier. Therefore, a careful choice of  , often aided by the use of cross validation, helps to obtain a classifier that is optimal for the dataset in question.
In the case of SVM, we state that regularization is inherent in the construction of the classifier. For instance, the optimal SVM classifier is a function of the support vectors. Usually the number of support vectors, to a great extent, is smaller than the number of training Instances. Through the use of support vectors, SVM is able to prevent problems arising for numerically unstable datasets, where particularly the entire dataset is used for constructing classifiers. Hence, we state that numerical instability of dataset does not constitute a problem for the choice of SVM as a classifier. In contrast, numerical instability of dataset inhibits the choice of FDA as a classifier, except regularization takes place.
IV. LINEAR TRANSFORMATION
We state that FDA is invariant under all non-singular linear transformations, whereas SVM is orthogonally invariant.
We shall prove this first statement, and further use some toy datasets to show that SVM is only orthogonally invariant. 
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TT yx
Hence, FDA is invariant under non-singular linear transformations as claimed.
B. The effects of rotation, and shearing on FDA and SVM.
In addition to the proof that FDA is invariant under all nonsingular linear transformations, we shall here use some toy datasets to further explore the responses of both classifiers, to transformations with respect to rotation and shearing. To this end, we present Fig. 1 Fig. 1(a) , and the effect of shearing on the same dataset. In Fig. 1(b) , the FDA decision boundary (solid green line) is superimposed on the separating hyperplane (solid black line) of SVM. It shows that in this case, the behaviours of both classifiers are identical. We also see that in comparison with Fig. 1(a) , the number of support vectors has not changed. It therefore follows that rotating the original dataset fails to change the behaviour of SVM. Recalling that a rotation matrix is one example of an orthogonal matrix, our observation here confirms earlier statement that SVM is orthogonally invariant.
With respect to Fig. 1(c) , SVM is not invariant. Our argument is based on the ground that we now have only two support vectors, compared to four support vectors in Fig. 1(a) .
We attribute this development to the fact that when a dataset is sheared, the positions of data points on the coordinate plane are altered. In effect, new data points, not necessarily the old ones, are now closest to the separating hyperplane. In the end, we have new data points as support vectors.
Thus far, on the strength of empirical investigation (see Fig. 1 ), it is conclusive that FDA is invariant under all nonsingular linear transformations, whereas SVM is orthogonally invariant.
V. BEHAVIOR OF FDA AND SVM ON DATA In this section, some toy datasets will be used to investigate the responses of FDA and SVM on data. They include overlapping datasets, datasets with outliers and non-linearly separable datasets. We shall further assess the usefulness of the classifiers in high dimensions, since some high dimensional transformations will be involved.
A. Responses of FDA and SVM to Class's Overlap
Two classes overlap if they are linearly non-separable. It is usually the case, when measurements on some variables in one class take the same or closely related values of similar measurements in the other class. For instance, assuming we are interested in male and female college students in a certain locality, and the measurable variable is the weights of the students, it is possible that the weights of some female students are closely related to the weights of most male students, or vice versa. In this case, the two classes will overlap.
When classes overlap, the FDA rule remains the same, because the decision boundary still passes through the midpoint between the two class means. In the case of SVM, the hard margin will no longer be useful because the constraints are now violated. Alternatively, the SVM uses the soft margin for classification. For this reason, this investigation will largely focus on the behaviour of SVM as we vary the degree of class overlap using the toy datasets. Put differently, the investigation is not about how FDA or SVM solves problems involving class overlap, instead, we aim to understand the changes in SVM separating hyperplane following various degrees of class overlap, since FDA's rule is invariant. At the end, we would also like to understand the conditions in which both classifiers can behave exactly alike, and where they behave differently. Fig. 2 consists of illustrations on the behavior of SVM following different degrees of class overlap. In Fig. 2(a) , we have nonoverlapping classes, hence no data point was misclassified and both classifiers recorded 0% error rates. Fig. 2(b) is the result of transferring two data points from the red class of Fig. 2(a) , to the black class in order to obtain class overlap. In response, the SVM generated more support vectors to obtain the separating hyperplane. The support vectors that were formerly 10% of the whole data points rose to 60% in Fig. 2(b) . We also observed that following this increase, the SVM separating hyperplane is now closer to the decision boundary of FDA. At this point, both classifiers misclassified two data points. we have a linearly separable dataset but as we go from (b) to (f), we obtain different forms of class overlap.
We obtained Fig. 2(c) by further extending one of the misclassified data points of Fig. 2(b) beyond the left margin line. In response, SVM generated more support vectors making up 77% of the entire data points. We also observed that the SVM separating hyperplane is now closer to the decision boundary of FDA than in the two previous cases. Also, the error rates are the same for both classifiers since there is no extra misclassified data point. Fig. 2(d) is the result of dragging two data points from the black class in Fig. 2(c) to the red class. Also, six data points of the red class were brought very close to each other. Following this alteration, SVM responded by marginally increasing the number of support vectors to 80% of the whole data points. This time, SVM misclassified five data points whereas FDA misclassified four. We continued to vary the positions of some data points of both classes, and subsequently obtained the results shown in In general, it is our position that FDA can outperform SVM only in instances of classes overlap (Fig. 2(d) ). As more data points are used as support vectors, the SVM separating hyperplane appears to get closer to the decision boundary of FDA. In particular, where at least 90% of the entire data points are support vectors, it is possible to obtain a situation where the SVM separating hyperplane is superimposed on the FDA decision boundary. This likely development can be explained intuitively. For instance, since we have almost the entire set of data points as support vectors, the SVM separating hyperplane still passes mid-way through the support vectors. Technically, it is like passing through the midpoint of the two class means. In essence, it mimics the behaviour of FDA, and in that case, both classifiers behave in identical manners.
B. Effect of Outliers on FDA and SVM
Outliers are observations or data points that are considerably different from the rest of the observations [25] . They may be caused by variability in the dataset, or as a result of experimental error. The investigation we carry out shall consider three different types of outliers in two dimensions, as contained in Fig. 3 . We identify them as Y-outliers, Xoutliers on the correct side of the plane, and X-outliers on the wrong side of the plane. Fig. 3(a) consists of two data point outliers with no influence on the behaviour of the classifiers, because both data points are on the correct side of the plane. Here, the two classes are linearly separable, and each classifier returned 0% error rate since no data point is misclassified. The outliers contained in Fig. 3(b) are on the correct side of the plane. Although the two classes are still linearly separable, FDA misclassified two data points whereas the SVM maintained a 0% error rate. This observation may be attributed to the fact that the outliers here influenced the alignment of FDA decision boundary towards it. As a result, two data points were misclassified. On the other hand, since the SVM separating hyperplane will rely on the closest data points to it, outliers of this kind will have no effect on the separating hyperplane. For this reason, the SVM returned a 0% error rate. In Fig. 3(c) , outliers were positioned on the wrong side of the plane, thereby causing class overlap. In response, the SVM generated more support vectors to obtain the separating hyperplane. It eventually misclassified seven data points whereas FDA misclassified five.
In summary, Fig. 3(b) shows that outliers on the correct side of the plane do not affect the classification result of the SVM. Instead, the classification result of FDA can be adversely affected. Based on the illustrations, we state that even when two classes do not overlap, it is still possible for FDA to wrongly classify at least one data point, whereas the SVM will consistently return a 0% error rate. Conversely, outliers on the wrong side of the plane causes class overlap, if the classes were previously linearly separable. Such outliers can affect the classification results of both FDA and the SVM. In such a situation, either of the classifiers can out-perform the other.
C. Non-Linearly Separable Datasets, and Usefulness of FDA and SVM in High Dimensions
FDA and SVM are linear classifiers, meaning that they perform badly when used on non-linearly separable datasets. Notwithstanding, it is still possible to use a linear classifier on non-linearly separable datasets after transformation. We routinely transform from low dimension input space, to high dimension feature space. This procedure helps to obtain conditions favourable for application of linear classifiers in the feature space. Assuming we have a two-dimensional dataset, application of linear classifier in the feature space will give rise to a non-linear decision boundary in the input space. In dataset transformation, the option of using either a non-linear map or kernel function is available.
Here, we shall use toy datasets to investigate the adaptability of FDA and SVM for non-linearly separable classification problems. Also, because there is a connection to high dimensions since transformation is involved, we would equally explore the prospects of both classifiers in high dimensions. Fig. 4(a) is one example of non-linearly separable datasets, because only a non-linear classifier can separate the two classes, without the risk of misclassifying at least one data point. As illustrated in Fig. 4(b) , the application of a linear classifier on non-linearly separable datasets will lead to misclassification of several data points. For instance, Fig.  4(b) shows that FDA misclassified 13 data points with an error rate of 0.2167, whereas SVM misclassified 12 data points with an error rate of 0.20. Both error rates are high, which reflect the bad performances of the classifiers given the datasets. Fig. 4 . The behaviour of FDA and SVM on the nonlinearly separable datasets in (a). In (b), we observe that both classifiers performed poorly based on the number of misclassified data points.
To enhance the performances of FDA and SVM, in turn we transformed the datasets using a quadratic nonlinear map, [26] , and a radial basis function kernel. The effects of both transformation procedures resulted in a 0% error rate using each of the classifiers.
Considering that the toy datasets are in two dimensions, the use of () x  in transformation was relatively straightforward vis-a-vis the kernel function. For instance, the dimensions of the transformed datasets using () x  is 60 5  , whereas using a radial basis function kernel, it is 60 60  . Assuming that the dimensions of the toy datasets were higher, the use of () x  may not be advised because the dimensions of the transformed datasets in the feature space this time may be extremely large. In that regard, a kernel function is preferred. When we carry out transformation with () x  , FDA can be used as a classifier, but if the dimensions of the transformed datasets are very high, FDA may no longer be useful because multicollinearity is likely to set in. In that case, RFDA can be used. The use of a kernel function does not support direct application of FDA, because of the dimensions of the kernel matrix. For this reason, we also use RFDA any time a kernel function is used in transformation, and FDA is the preferred classifier. In high dimensions, the use of FDA or its variant RFDA can take relatively more time in computing 1   , often because a high dimensional nn  kernel matrix is involved. On the other hand, when either () x  or a kernel function is used in transformation, the application of SVM comparatively goes without a hitch. This may be connected with the fact that SVM does not depend on the entire datasets in classification, but only on the support vectors. Thus, problems associated with multicollinearity do not count here. Also, since reliance on support vectors equally connotes reduction in dimensions of the datasets, classification here can take less time, comparatively.
In summary, when low dimensional non-linearly separable datasets are involved in a classification problem, the use of () x  is preferred to the use of a kernel function. In this case, the choice of either FDA or SVM is adequate. With a high dimensional alternative, it is preferable to use a kernel function in transformation, followed by the application of SVM. By implication therefore, in high dimensions, the use of SVM as a preferred classifier is recommended.
VI. CONCLUSIONS
When Pn  , the choice of FDA as a classifier is hampered by the presence of multicollinearity which gives rise to a singular covariance matrix. Under the circumstance, the use of SVM is preferred to FDA. Regarding dataset with outliers on the correct side of the plane, FDA may not be a preferred classifier because outliers influence the decision boundary of FDA, more easily through their effect on the class mean and covariance matrix of the class containing outliers. Here, the choice of SVM is also preferred. Conversely, outliers on the wrong side of the plane leads to class overlap, if the classes were previously linearly separable. Such outliers can affect the classification results of both FDA and the SVM.
The fact that FDA is invariant under all non-singular linear transformation has some beneficial effects if dataset transformation leads to classes overlap. Assuming a dataset remains linearly separable after transformation, the choice of either FDA or SVM is appropriate. In class overlap instances, it is possible that any of the classifiers can outperform the other. If the degree of class overlap is relatively small, FDA may be preferred to SVM but with increase in the degree of class overlap, it is possible to find a situation where the separating hyperplane of SVM locates the decision boundary of FDA. In that case, the classifiers exhibit identical behavior and their classification result will be identical given the dataset.
FDA will be preferred to SVM if parameters are known, and data are normal with different means and a common covariance matrix (  ). If any of these assumptions fails, FDA may no longer be a preferred classifier and instead, SVM can be used.
Concerning non-linearly separable datasets, if the dimensions are relatively low, the use of () x  is preferred to the use of a kernel function. In this case, the choice of either FDA or SVM is adequate. With high dimensions alternative, it is preferable to use a kernel function in transformation, followed by the application of SVM. By implication therefore, in high dimensions, the use of SVM as a preferred classifier is recommended.
