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X, is a Brownian sheet defined for I belonging to the positive orthant of RN, for 
which the covariance function is given by E(X,X,) = ny= I min(s,, t,). Functions ( 
with suitable growth conditions are classified as lower or upper class near the 
origin according as X, does or does not exceed fl #(a(t)) infinitely often as 
a(t) -+ 0 (a(t) = fl t,). S. Orey and W. E. Pruitt (Ann. Probab. I (1973), 138-163) 
obtained the necessary and suffkient condition in terms of the convergence of a 
generalized Kolmogorov-type integral. The distribution of the related tirst crossing 
time is considered and in the process an interpretation for the integrand in the 
Kolmogorov test is obtained. 0 1984 Academic Press, Inc. 
1. INTRODUCTION 
Throughout the paper Q(t) is a positive nonincreasing function defined for 
small t such that 
g(t) = t”*@(t) 
is nondecreasing near 0. For t > 0 and N = 1, 2,..., let 
H&t, N) = exp(- +qP(t)) qP-‘(t) llog t-’ IN-l t-‘. 
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For r > 0, let 
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I&, N) = (2x) - “* j7 H&t, N) dt. 
ot 
RN, will denote the positive orthant of the Euclidean N-space and J will 
denote the corresponding unit cube. For t E RN,, let 
d(t) = {s E RN, :sj<ti, 1 <i<N) 
a(t) = Lebesgue measure ofd(t) 
= t, t, .-. tN. 
A real-valued process {X, : t E RN, } is said to be a standard N-parameter 
Brownian motion process (SBMP(N)) if it is a Gaussian process with 
continuous sample paths, with mean 0 and covariance function 
E(X,X,) = 6 min(s,, ti). 
i=l 
It follows from the definition that a SBMP(N) has independent increments 
(Nth difference over rectangles). (See Orey and Pruitt [3].) Clearly 
Var(Xt) = a(t). 
We are interested in the sample path behavior of X, as a(t) -+ 0. If C, is the 
contour of constant variance r 
C, = {t E RN, : a(t) = T}, 
then for N > 2, X, is unbounded almost surely on C,. We should therefore 
consider t in a bounded region; for definiteness we shall consider c E 7. (We 
retain the restriction for N = 1, although it does not play any role in this 
case.) 
The function 4 is said to be upper class at 0 (4 E PO) if for almost all 
sample paths S there is 6(S) > 0 such that for all t E -7’ with a(t) < 6 
Otherwise # is said to be lower class at 0 (4 E Yo). Ir follows from Theorem 
2.2 of Orey and Pruitt [3] that 4 E go if and only if 
I IT&, N) dt < 00 ot 
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As a consequence, we have the weak law of the iterated logarithm (LIL): 
7 xt 
akw (28(t) log log(l/a(t)))“’ = iv 
l/2 
a*s. 
For N = 1, the integral test reduces to the Kolmogorov-Petrovsky- 
Erdds-Feller (KPEF) test (see Sirao and Nisida [7]), and the weak LIL 
reduces to the well-known law of Khinchin. 
We define 
T, = inf{a(t) : t E 3, X, > g(a(t))}. 
T, is the first crossing time relative to the partial order on 3 induced by the 
function a(t). We consider the distribution of the random variable T,. For 
5 > 0, let 
P, = J’(T, < r) 
= P(X, > g(a(t)) for some t E 3 with a(t) < r). 
If $ E 5$, then P(T, = 0) = 1. On the other hand, if Q E gO, we shall see that 
the function H, acts like a pseudo-density for T, in the sense of the following 
Theorem. 
THEOREM 1. For each N there are positive finite constants a,, b, such 
that 
P, a,<m- 7 P, 
T +o I&, N) 
,<lim- 
t +o Z,(G N> 
S b, 
for each 4 E &. 
The method is essentially that of Sen and Wichura [5], the additional 
complexities arising mainly from the considerations of the geometry of the 
surfaces C,. 
2. PROBABILITY ESTIMATES 
The statements of the following lemmas will be included for reference. See 
Sen [4] for details and comments. 
LEMMA 1. Let U- N(0, 1) and A > 0, then for large i 
(271))‘I* (1 + o(1)) I-’ exp(- +A’) < P(U>, A) 
Q (2~))“~ A-’ exp(- {A’). 
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For Lemmas 2, 3 and 4 
LEMMA 2. For each 6 > 0 
lim SUP 
0-m a<b,pa4<6,p>O 
LEMMA 3. For each 0 < r < 1, there exists a constant a = a(r) such that 
P(V>b]U>a)<exp -A b2(1 -p’) 
forb>a>aandO<p<r. 
LEMMA 4. ForO<a<b<oo andO<p< 1 
P(V>bJ U>a),<4(2n)-“2a-‘(l -p2)-“2exp(-a2(1 -p*)/8). 
LEMMA 5. If X, is a SBMP(N) and t E Rr , then 
p(,t;yf, X, Z a> & 2NWl 2 4. 
ProojI This follows from Lemma 1.3 of Orey and Pruitt [3]. 
3. PROOF OF THE THEOREM 
The case N = 1 has been dealt with in Sen and Wichura [5]. Hence we 
shall take N > 2 in what follows. 
3.1 The Sequence {uk} 
We define the sequence {z+} of discrete time-points as follows. For r > 0, 
0 < a < 4’(r) we define 
uo = T, u k+ 1 = %(l - 4~*wh k> 0. 
For the sake of consistency it will be necessary to define u-r as the root of 
u-,(1 -a/#2(U-,))=t. 
The following properties of {nk} are easy to verify. (For details see Sen [4].) 
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LEMMA 6. For {u,.} dejined as above and $ E PO, the following are true: 
(A) 
w 
(Cl 
(D) 
W 
w 
(G) 
WI 
(1) 
(J) 
(K) 
(L) 
U k+ 1 = uk(l f O(l))- 
~~-u~+~~Oask-ra~. 
ti(“k+l) = #(“k)(l + O(l))* 
#2(uk+ 1)(l - u k+hk) = a(1 + O(l))* 
For 0 <f < 1 and fuk < U, < Uk, #*(Uk)(l - U//Uk) >f*a(l- k). 
d*(Uk+ I)@ - u k+dUk--l) G 2a(1 + O(l))’ 
a/t#2(uk) < l”g(uk/uk+ 1) < (l + O(l)) a/#2(uk)- 
(log u,‘)/(log uk;l,) = 1 + o( 1). 
#*@k+ 1) - #*&k) < 2a(1 + O(l)). 
For k < I, log(u&,) < (1 + o( 1))(1- k) a/d*(uk). 
Remark. In Lemma 6, as in what follows, the o(1) terms are to be inter- 
preted in the sense “uniformly in k as z + 0.” 
3.2 The Upper Bound 
For k > -1, we define 
A,= (t :c?(t)=u,} 
B, = {t E f : t‘k+ 1 < a(t) < uk}. 
Under the transformation 
(tl, t, )..., tJ+ (log t;‘, log t;‘,..., log 2,‘) 
A, becomes 
A; = {TERN, : T, + T, + .a. + T,,,= U,} 
(1) 
where 
u, = log u;‘. 
In order to facilitate the use of Lemma 5, we define a grid G, of points on 
A k-, such that 
B/c= u d(V). v.sG* (2) 
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For y E RN, , let 
K(y) = {TERN, : Ti>Yi, 1 <i<N] 
be the orthant with y as its southwest corner. Our aim is to define a grid Gz 
of points on the simplex At-, so that the points are equally spread and 
A; c u K(u). (3) 
[‘EC; 
Since the transformation (1) is order-reversing, the grid Gt on AZ- I will 
transform back to a grid G, on Ak-, which will clearly satisfy the covering 
property (2). According to this scheme, we define Gc as follows. Let mk be 
an integer >l. Let 
We define 
Gz = ((ir 6,, i, dk,..., i,dk) : ij’s are nonnegative 
integers summing to mk }. 
The following lemma provides an optimal choice for mkr so as to achieve 
the covering (3). 
LEMMA 7. Let N > 2. For a > 0, let 
S,= XERN,: 5 Xi=U 
I i=l t 
and for an integer m > 1 let 
Sz = {(m,6, m,6 ,..., m,6) : rnts nonnegative integers 
summing to m 1, 
where 6 = a/m, be the “m-subgricr’ of S,. Let A > 0. Then 
s a+A= u K(x) 
xcs:: 
(4) 
if and only if 
A/6>N- 1. (5) 
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Proof: In order for (4) to hold, for each x E Rr with 
we need to find nonnegative integers m,, m2,..., mN summing to m such that 
mi6<xi, l<i<N. 
Equivalently, fr each y E RN, with 
2 yi = m + y, 
i=l 
where 
y = A/6 = mA/a, 
we need to find nonnegative integers m, , m2 ,..., m, summing to m such that 
mi <Vi, l<i<N. 
Suppose (3) holds, and a y with the stipulated properties is given. Set 
mi” = [ Vi]7 l<i<N, 
the square brackets denoting integer part. Clearly 0 < m,* Q yi for all i and 
the m*‘s are integers. Moreover 
N 
C rn: > f (yi - 1) 
i=l i=l 
=m+y-N 
>m-l 
by (5). -Hence (2 rn: being an integer) 
Decreasing the m,*‘s by integral amounts if necessary, we obtain the desired 
set of rnts summing to m. 
Conversely, if y is any positive number <N - 1, let 
Y, = (m - 1) + (Y + 1)/N 
Yi=(Y+ 1)/N, 2<i<N. 
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Then 
but if mts are integers with 0 < mi < yi, then 
oJ+ 1)/N< 1 
forces 
m,&m-l 
mi=O, 2<i<N, 
so that 
In view of the lemma, the optimal choice for the grid will be given by 
choosing the smallest possible positive integer mk such that 
Sk= Uk-,]mk<Ak/(N- l)=(U,- U,-,)/(N- 1). 
Hence we choose 
mk = [(N- 1) u&,/A,] + 1 - (N- 1) log u,=‘,,‘(u,)/a (6) 
by Lemma 6(I). Equation (6) also implies that 
inf mk+a3 as r-0. 
k>i 
With this choice for Gt we transform back to the grid G, satisfying (2). 
Let Nk be the cardinality of G,. That 
Nk - mf-‘/(N - l)! 
follows from 
LEMMA 8. The number of N-tuples of nonnegative integers summing to 
112 is 
L(N, m) = 
m+N-1 
N-l 
= (1 -t- o(l)) mN-‘/(N- l)! 
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Proof: The formula for L(N, m) follows from the well-known “stars-and- 
bars” argument (see Feller [ 11). I 
We shall write 
L(N, a) = 
a+N-1 
N-l 
even when a is not an integer. 
Now using (2) and Lemma 5, 
p, < F P(X, > g(uk+ ,) for some t E Bk) 
k:O 
<zN 5 N,P(U> (Uk+,/Uk-l)“Z ~(“k+,>)~ 
k=O 
where U- N(0, l), since G, CA,-, . Now by (6) and Lemmas 1 and 8 
p < 2N(N- l)N-l (1 +o(l)) G 
f--. (24” (N- l)! ke0 
Q 
k, 
where 
Qk = exp(- j$*@k+l)) exP(+#2(uk+ l>tl - uk+ dUk-l)) 
x (?+k+, >>-’ (Uk-1/Uk+I)“2 (10g(Uk=I,)~2(Uk)/a)N-‘. 
By Lemma 6(H) 
f Qk<(l +o(l))e”a-“j’ ew- t~2WW))-1 
k=O o+ 
$4*“-*(t) IogN-l(t-‘) 4*(t) t-’ dr. 
Since eaapN is minimum at a = N, the upper bound half of the theorem is 
proved with 
6, = 2NeN( 1 - N-l)N-l/N!. 
3.3 The Lower Bound 
We start by defining a grid H, on A, similar to the grid G, in the last 
section, the typical point here being 
(y& y;” )...) yp), 
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where i, , i, ,..., iN are nonnegative integers summing to 
ll,+ = (log u,‘)/(log Yk)- 
Here 
loi?? Yk = ak/(i#2(uk)>, 
where [ > 0 and 
~#*@k) log ui ’ 
ak = [&.-‘$‘(uk) log U,‘] * 
Clearly ak > a and yk > 1. Also since 
(lP(Uk) log U, ’ + co 
as k+ co, we have 
a,=a(l+o(l)). 
Here, the parameter a controls the spacing of the curves A,, and [ the 
spacing of the points of Hk on A,. Clearly, we have made sure that the 
points of H, indeed lie on A, and that nk is indeed a positive integer. The 
cardinality Mk of H, is given by Lemma 8 as L(N, nk). Let 
(Uk, : I = 1, 2 )..., Mk) 
be the listing of H, in lexicographic ordering in the coordinates. Let 
A,, = jxo,, > da@,,)> I* 
By the second Bonferroni inequality 
%- 
(k’,/;r>(k.l) 
where 
(k’, I’) > (k 0 
is to be taken in the sense of lexicographic ordering. 
Now 
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where U - N(0, 1). By Lemmas 8, 1 and 6(J) 
co ([a-‘#*(u,) log 2$)--l 1 + o(1) x WI,,) 2 1 
(h.0 k=O 
(N- l)! (27r)“2 
.- 
#CL,, exp 
-+$2(uk,) 
> (1 + 41)) r-l I (* N) 
’ aN(N- l)! g ’ * 
(9) 
Also from (8) by Lemmas 1 and 6(E) 
v K/r, p(A,,) <c( 1 + O(l)) I,(? N). 
where C is a constant. Hence 
\' 
(k’./;;5(k./) 
P(Ak’)‘) = o( 1). (10) 
For the conditional probabilities in (7) we shall consider points uk,,, inside 
and outside A(a,,) separately. 
3.3.1. Points inside A(u,,) 
Throughout this section k and 1 are fixed and we consider only points 
u~,~,, inside A(a,,). Let 
Cor(x~k,~ xa,s,s) = (“k’/uk)“2 = Pk,k’. 
Let P(k, k’, I) denote the number of point uk,,, on A,, f7 A(u,,). It is easy to 
see that P(k, k’, I) is the number of N-tuples (ii, ii,..,, i;) of nonegative 
integers summing to nk, such that 
where 
Uk, = op, yp )..., y;y. 
Equivalently, we need nonnegative integers ri , r2,..., r, summing to 
where 
&,k’ = J$l \ij(log Yk)/(“g Yk’)l 
> n,(l”g y,)/log Yk’) = log u; ‘/log Yk’. 
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Here 1x1 denotes the smallest integer 2x. Hence, 
k.k’, 
say. Now by Lemma 8, 
@, k’, I> < L(N, Bk,k,) 
B 
= (11) 
Since the bound does not involve I, we shall write P(k, k’) for /?(k, k’, I). 
Let R, be the set of (k’, I’) such that ukJl, E d(a,,) and 
(“kc/uk)“2 $@k) @k’) G ” (12) 
Using Lemma 2 and (lo), we have for small r, 
-i’ 
(k’,t;jeR, 
P(A,,,,lA,,),<8 r 
(k’Jtil(k.0 
p(A,,,,) 
= o( 1). (13) 
Let 0 <f < 1. Let R,,, be the set of (k’, 1’) such that ukJ,, E d(a,,), (12) 
does not hold and uk, < fik. Here p* <f < 1. Since (12) does not hold, we 
have 
and hence 
B k,k’ < ~a-‘~6(u,,>* 
So using Lemma 8 (in the asymptotic form, since B,,,, is large) 
(14) 
LWk’),< (N- l)! 
1 + 41) rN-la-“+ 146Np6(Uk,), 
Hence for small r we have by Lemma 3 
\’ 
(k’,;;;ER, 
p(A,,,, 1 Ak,) 
,< 1 P(k k’) ev-c#‘(Uk’)) 
(k’,l’)eR, 
< 1 +0(l) 
’ (N- l)! (<b)“-’ (f+%k) exp(-cti2(uk)) 
+ a-’ 
i 
T #6N-4(f) exp(-cg*(t)) t-r df), 
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where c is a constant and 
T= (t : t < uk, t”‘ti(t) > u:“/q+,)}. (15) 
We use the following result, which follows as a simple corollary from 
Lemma 7 in Sen and Wichura [ 51, to deduce 
\’ - Wk,,, I A,,) = 41). (16) 
(k’,l’)eR,,, 
LEMMA 9. Let Q be positive and nonincreasing near 0 such that t’12$(t) 
is nondecreasing near 0. Suppose g(t) + 03 as t -+ 0. Let d > 0, 6 > 0. Then 
1 exp(-d#2(t)) g2+‘(t) t- ’ dt = o( 1) . lf<r,r~/2m(r)>r~lYm(r)) 
uniformly in 0 < r < 5 as 5 -+ 0. 
Let R, be the set of (k’, I’) such that a k,l, E A(a,,), (12) does not hold and 
fUk < Uk’ < Uk. Here by Lemma 6(L) and the fact that ui”#(uk) is nonin- 
creasing, 
B,,,, < (k’ -k) v‘-‘(1 + o(l)) (17) 
and hence by (11) 
P(k,k’)<(l +o(l))L(N,(k’--k)l;f-‘). 
Now, using Lemmas 4 and 6(G) 
\‘ 
Ck’,l’)eR, 
p(A k’,’ 1 A k,) 
G q27c)-*/2 (1 + ~(i))f-*a-~/~ ‘? L(N, hf-I[) h-II2 exp(-@‘h/8). 
hrl 
(18) 
3.3.2. Points Outside A(a,,) 
Throughout this section k and 1 are fixed and we shall consider only 
points ak,,, outside A(a,,). We start by grouping the points ak,,,, (k’, 1’) > 
(k, I), according to a geometric criterion which we shall now describe. Let us 
write 
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Then 
Y” = Yk,‘“, l<n,<N, 
where In’s are nonnegative integers summing to nk,. 
Let A.,, 1, ,..., 1, be nonnegative integers such that 
-a”- 1 
Yk’ < x, ,< yk,% l<n<N. (19) 
For j = 0, 1, 2 ,..., let 
A, = { (yk,‘~,..., y;,‘IN) : I, = 1, -j, I,, > A,, -j for n’ # n, 
1, + I, + .*a + Z,= nk,}. 
Then the points uk,,, outside A(a,,) are contained in the set 
(j i(kilj.n) A,, 
n=l j=O 
where j(k, k’, n) is the largest value of j for which we get points of Hk,. This 
is so because if 
then by hypothesis y E A(x) and y E A,, for n such that 1, - I, = L. 
Henceforth we shall fix n and write Aj for A,i and 
A = u Ai. 
In the final analysis our bounds will be multiplied by N to account for the N 
possible choices of n. For estimating the number of points on Aj we have the 
following result. 
LEMMA 10. If qj,k, is the cardinality of A,, then 
qj,k' < L(N - 1, Bk.k, -t W •t 1)) 
where 
B l”g(uk/ukt) 
kyk’ = log yk’ * 
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Proof: By definition, qj,kr is the number of N-tuples (il, i2,..., iN) of 
nonnegative integers summing to nkC such that 
i,=A,-j 
i,, > A,, -j, n’ # II. 
An almost direct application of the “stars-and-bars” argument gives 
qjqkc = L(N - 1, nk, - k + Nj) 
with 
i=A,+A,+-..+A,. 
By (19) and the fact that x E A,, 
Also 
Yk’ --l-N < u, < y/p. 
Hence 
Yk’ 
-nk = u 
k” 
The next result gives an estimate for 
for y E dj. 
p = px, = Cm@, , x,> 
LEMMA 11. Zf Y E A,j, then 
where 
P< 
Pk.k!Yk-? if k’ # k, 
-j-l 
Yk if k’ = k, 
A lso 
Pk,k’ = (“k,/uk)L’2* 
p > pk,k’ QN-‘“j+ I). 
Proof: Without loss of generality, let us take n = 1. Let 
Z=ZX,={l<i<N:yi>xi}. 
216 
Then 
SEN AND WICHURA 
/I = (Uk)-I’* (Uk,)-“* n Xi JJYi 
icl i@ 
= (UkrIUk)“2 13 Cxi/Yi> 
< Pk,k’@I/YJ 
= pk&,,x y;l: -.j I 7 
and the result for k’ # k follows from the right-hand inequality in (19). The 
left-hand inequality is used for the case k’ = k. For the second result, note 
that 
and that there are at most N - 1 i’s in I. 1 
Let Rt be the set of (k’, 1’) such that ukSIC E A, and 
Then by (10) and Lemma 2 
Wk,,, I A,,) = o(l). 
(k’.l’)cR; 
(20) 
(21) 
For j > {a-‘#3(uk,) and ak,,, E dj Lemma 11 gives 
which means that for small r, (20) will hold and so (k’, I’) E Rig. 
Fix J; 0 <f < 1, and 6 > 0. Let Rh, be the set of (k’, 1’) such that 
uk,,, E A, (20) does not hold, uk, < fuk and 
j < ~a-‘~2(t+). 
Let Rh2 be the set of (k’, 1’) such that ak,,’ E A, (20) does not hold, 
fu,<u,,,<u, and 
6~a-‘p(u,!) <j < @-‘$b3(uk’)’ 
Finally, let 
R&=Rk,VRh,. 
DISTRIBUTION OF FIRST CROSSING TIME 217 
On Rh,, p <f ‘I2 < 1, and on RL2, p < e-’ < 1, so that we can use Lemma 3 
for (k’, I’) E Rh, giving 
Using Lemma 10, it is fairly easy to see that 
qj,k, < (N- l)(B,& + Nj + N)N-2 
< (N- 1) 2N-3(Bf,j? + NN-2(j + 1)N-2). 
Hence by (14) 
-5- 
(k’,l’)d$, 
p@k’,, IA,,) 
< cl 2 $3@k’)(f%k’))N-2 exp(-c$2(Uk’)) 
+ czt: exp(-c~2(uk,))(~3(uk,))N-‘, 
where c, , c2 are constants and both summations are over 
Now we use approximations by integrals and Lemma 9, as we did for RM, to 
obtain 
K- 
(k&R; 
p(AkV, 1 Ak,) = 0(1)’ (22) 
We define Rl,, as the set of (k’, I’) such that ak,,, E A, (20) does not hold, 
fuk < ukS < uk and 
j < 6~a-1~2(u,~). 
Let RtH2 be the set of (k’, I’) such that k’ = k, I’ > I and 
j < @a - 1$2(u,)* 
Finally, let 
R;, = RA, u Rk2. 
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In Rfil we have 
j < @a-‘(~&) @%k) 
< [6a-y’p(u,). 
By virtue of the concavity of 1 - e-” for x > 0 
1 - exp(-2j./-‘a/#‘(uJ> 2 t6 . 2K’ja/q5*(u,), (23) 
where 
I$ = (1 - eP “)/(2S). 
Now by Lemma 11, 
(1 -P’) 4*&J 2 (1 - (~kbd exp(-WC’l~*(hJ)) #‘(uk) 
= (1 - (G/&J) I* 
+ G+hJ 4*W(l - exp(-2ifaC~‘l4*W)) 
> (k’ -k) af * + 2f Zjor&i-‘, 
using Lemma 6(G) and (23). Hence by Lemmas 4 and 10 and by (17) 
,,,.XR, W!f,P I A/c,) 
I, I 
< 4(27rp”*f -‘a-‘/* 2 x qj./c,((k’ - k) 
fU,<U,~< ldk .icc53n -‘03u,,l 
+ 2j[-‘r,)-“’ exp(-((k’ - k) af2 + 2f ‘jy-‘a&)/8) 
< 4(2r)-“* (1 + o(l))f P1a-“2 
x k&&W- 1, (k’-k)Cf-’ +Nj+W 
x ((k’ -k) + 2j<,[-‘)-“2 
x exp(-((k’ - k) af 2 + 2f ‘jar, <- ‘)/8). 
On Rk,, by Lemma 10, 
qj,k = ( Nj ;y2- 2 ) 
(24) 
and by Lemma 11 
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Also on RAz we have by (23) and Lemma 11 
(1 -P’WW > w+ w5s~-’ 
so that by Lemma 4 
\’ 
(kGLz;,z JY~,,,, I A,,) 
< 4(2x)-“* (2/&-“’ 1 Nj ;tN2- * ) (j+ 1)-‘/2 jl,i2 
j>O 
x exp 
t ,-$(j+ I)ut;,i-‘). (25) 
3.3.3. Coup de G&e 
We now combine the results with special attention to (7), (9), (18), (24) 
and (25), multiplying the bounds in the last two by N to account for all the 
coordinates. We first make z -+ 0, then 6 --+ 0 (making Cs -+ 1) and, finally, 
f-t 1 to get the final lower bound given by 
where 
P, > (1 + 4 1)) QJ,(L in 
1 
aN = 2!~>0 (iv - l)! C”-‘a- “( 1 - 4(2na)- “’ (J’, + V2 + VI)) (26) 
with 
) exp(-ah/8) 
V,= V,(a,[)= N f q 
h<+Nj+2N-2 
h=l ,2-L? N-2 
(27) 
x (h + 2jc--1)--1/2 ,-uh/8e-ajl(46) (28) 
V3= V3(a,()=N2-“’ f ( 
Nj+2N-2 
.i= 0 N-2 ! 
x (j + 1)-112 jl/*,-(j+ I)Ult4i) (29) 
Q, is strictly positive, since Vita, 1) --t 0 as a + co, i = 1, 2, 3. 8 
4. REMARKS 
Table I below gives some typical values of a,. a, and &. are the values of 
a and c that give the maximum. We have written x(y) for x . 10y for brevity. 
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TABLE1 
Values of a,,, 
N a, 
2 0.00455 19.372 2.884 
3 7.1064 (-5) 3.3601 (+l) 3.0818 
4 4.9338 (-7) 4.7925 ($1) 3.0349 
5 1.9223 (-9) 6.1838 (+I) 2.9424 
6 4.8168 (-12) 7.5231 (+I) 2.8501 
1 8.4338 (-15) 8.8174 (+I) 2.7686 
8 1.0910 (-17) 1.0064 (+2) 2.6950 
9 1.0855 (-20) 1.1313 (f2) 2.6407 
10 8.5656 (-24) 1.2530 (+2) 2.5911 
II 5.4917 (-27) 1.3733 (+2) 2.5487 
12 2.9 173 (-30) 1.4925 (t2) 2.5122 
13 1.3050 (-33) 1.6109 ($2) 2.4805 
14 4.9833 (-37) 1.7285 (+2) 2.4527 
15 1.6435 (-40) 1.8456 (+2) 2.428 I 
16 4.7282 (-44) 1.9622 (+2) 2.4063 
17 1.1971 (-47) 2.0784 (12) 2.3867 
As we remarked in our earlier paper (Sen and Wichura IS]), the sizable 
difference between ah, and b, is an artifact of the methods used, and my 
conjecture is that it is possible (with perhaps a slight modification of the 
integrand in Ig(t, N)) to obtain uN = b,, with the common value somewhere 
between our aN and b,. 
Levy [2] defines an alternative N-parameter Brownian motion process 
with a different covariance structure, for which Sirao [6] has obtained the 
strong LIL. It seems that our methods should also apply to this process. 
As remarked in Sen and Wichura [5 ] (for details see Sen [4]) a time 
inversion argument yields an analogue of the theorem in this paper for 
a(t) + co with the same constants uN and b,. 
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