Abstract. Motivated by our previous work on Hodge-index type inequalities, we give a form of mixed Hodge-Riemann bilinear relation by using the notion of m-positivity, whose proof is an adaptation of the works of Timorin and Dinh-Nguyên. This mixed Hodge-Riemann bilinear relation holds with respect to mixed polarizations in which some satisfy particular positivity condition, but could be degenerate along some directions. In particular, it applies to fibrations of compact Kähler manifolds.
1. Introduction 1.1. The classical and mixed HRR. Let X be a compact Kähler manifold of dimension n, and let ω be a Kähler class on X. Let 0 ≤ p, q ≤ p + q ≤ n be integers. Denote Ω = ω n−p−q , which is a strictly positive class in H n−p−q,n−p−q (X, C). Associated to Ω, one could define the following quadratic form Q on H p,q (X, C):
Q(Φ, Ψ) = i q−p (−1) (p+q)(p+q+1)/2 Ω · Φ · Ψ.
The classical Hodge-Riemann bilinear relation theorem (HRR) (see e.g. [Dem12] , [Voi07] ) states that Q is positive definite on the primitive subspace P p,q (X, C), which is defined as follows: P p,q (X, C) = {Φ ∈ H p,q (X, C)|Ω · ω · Φ = ω n−p−q+1 · Φ = 0}.
As a corollary, one could get the classical Hard Lefchetz theorem (HL), i.e., the linear map Ω :H p,q (X, C) → H n−q,n−p (X, C),
is an isomorphism. Furthermore, by the classical HRR, one could also get the Lefchetz decomposition theorem (LD), that is, there is an orthogonal decomposition H p,q (X, C) = P p,q (X, C) ⊕ ω ∧ H p−1,q−1 (X, C) with respect to Q, with the convention that H p−1,q−1 (X, C) = {0} if either p = 0 or q = 0. In [DN06, Cat08] (see also [Gro90, Tim98] ), the classical HRR is greatly generalized to the mixed situation. More precisely, let ω 1 , ..., ω n−p−q+1 be Kähler classes on X. Denote Ω = ω 1 · ... · ω n−p−q . We call Φ ∈ H p,q (X, C) primitive with respect to Ω · ω n−p−q+1 , if Ω · ω n−p−q+1 · Φ = 0.
The mixed HRR states that the corresponding quadratic form Q defined by Ω is positive definite on the subspace of primitive classes. This mixed HRR then implies the mixed versions of HL and LD.
The reader can find some applications of this mixed HRR in complex geometry in [DS04, DS05] . One can also find some related topics and applications in the other contexts in [EW14] , [Wil16] , [AHK18] , [McM93] , [Tim99] , [dCM02] and the references therein.
1.2. The main result. Our aim is to weaken the positivity of (1, 1) classes, which we also call polarizations, in the definition of Ω such that the HRR still holds. The key positivity notion is m-positivity.
Let ω be a reference Kähler metric on X of dimension n. Then a real smooth (1, 1) form α is called m-positive (1 ≤ m ≤ n) with respect to ω, if
holds for any 1 ≤ k ≤ m and any point on X. It is well-known that α is n-positive if and only if it is strictly positive. This kind of positivity plays an important role in the study of Hessian equations, as it gives the natural solution set of such PDEs. A cohomology class α ∈ H 1,1 (X, R) is called m-positive with respect to the metric ω, if it has a smooth representative which is m-positive in the pointwise sense.
In our previous work [Xia18] , inspired by the Hodge-index type inequalities obtained by complex Hessian equations, we proved a Hodge-index type theorem for classes of type (1, 1) by using mpositivity and Garding's theory of hyperbolic polynomials. More precisely, let α 1 , ..., α m−1 be mpositive classes, and denote
then the HRR holds with respect to Ω, where the primitive subspace is defined by Ω · α m−1 . This is the main motivation of our work. We generalize this result to arbitrary (p, q) classes, by assuming further that the α j are semipositive. Note that: if an (1, 1) form is semipositive, then it is m-positive with respect to ω if and only if it has at least m positive eigenvalues. Thus our positivity assumption is that every α j has a semipositive smooth representative, which has at least m positive eigenvalues at every point of X.
Theorem A. Let X be a compact Kähler manifold of dimension n, and let ω be a Kähler class on X. Let p, q, m be integers such that 0 ≤ p, q ≤ p + q ≤ m ≤ n. Let α 1 , ..., α m−p−q+1 ∈ H 1,1 (X, R). Assume that every α j has a smooth representative which is semipositive and has at least m positive eigenvalues at every point.
be the primitive subspace defined by Ω · α m−p−q+1 . Then
• (HRR) the quadratic form
This implies that
• (HL) the map
with respect to Q, and dim P p,q (X, C) = dim H p,q (X, C) − dim H p−1,q−1 (X, C), where we use the convention that H p−1,q−1 (X, C) = {0} if either p = 0 or q = 0. 
where the primitive space is defined by
This is true because every f * ω Y k is m-positive with respect to some Kähler metric on X and semipositive. In some sense, this can be seen as a relative version of the classical and mixed HRR. Remark 1.2. When f is just a surjective holomorphic map, the f * ω Y j is m-positive at generic points, that is, it has a smooth representative which is m-positive on a Zariski open set. In this general setting, we are not quite sure what kind of condition could be proposed to f such that the "relative" HRR holds if and only if the condition on f holds. Note that the relative HRR or HL is not true for a general map. Nevertheless, for general holomorphic maps, see Section 4.2 for some discussions. We intend to address this in a future work.
To our knowledge, there are only some known results (see [dCM02] ) when f : X → Y is a semi-small map between projective varieties and the ω Y j are given by the same ample line bundle on Y . For this particular case, f is generically finite, thus n = m.
About the proof.
To prove the main result, we mainly follow the approach of Timorin [Tim98] and Dinh-Nguyên [DN06, DN13] . First, we apply Timorin's inductive argument to establish the linear version of our HRR. To this end, we need to study the positivity of restrictions of m-positive forms. This is the only place where we need to assume further that the α j are semipositive, not only mpositive. Once the linear HRR is proved, then we could apply the dd c -method to reduce the global case to the local case. R (C n ) be the space of real (1, 1) forms on C n with constant coefficients.
Lemma 2.1. Let ω be a Kähler metric on C n with constant coefficients. Assume that α ∈ Λ 1,1
• for k = m, if we assume further that α is semipositive, then there is a proper subspace S(α) such that for any v ∈ C n \ S(α), we have α m |Hv ∧ ω
is the hyperplane defined by v.
Proof. Let a = (a 1 , ..., a n ) be a non-zero vector in C n . Let H a be the hyperplane defined by a. Denote the equation of H a by the same notation H a (z) = a · z.
Since a = 0, we could find linear functions w 1 , ..., w n−1 of z such that (w 1 , ..., w n−1 , H a ) give a new coordinate system of C n . Write α = α 0 + β 0 , where β 0 is the sum of (1, 1) forms containing either dH a or dH a . Then α 0 = α |Ha . Similarly, we write ω = ω |Ha + β 1 . It is easy to see that
In particular, if we denote
For simplicity, we just write (2) as
We first prove the first statement. For 1 ≤ k ≤ m − 1, we can write
Since ω, α are m-positive with respect to ω, by the theory of hyperbolic polynomials (see e.g. [Gar59] , [Hor94, Chapter 2], [Xia18, Lemma 3.8]), α k ∧ ω n−k−1 is strictly positive. Thus for any non-zero semipositive (1, 1) form β,
Letting β = idH a ∧ dH a and using (3) finish the proof. Next we consider the second statement. Assume that
where dz i ∧ dz j is the (n − 1, n − 1) form omitting dz i , dz j such that
After dividing a volume form, we have
As we have assumed further that α is semipositive, the Hermitian matrix [Φ ij ] is semipositive and non-zero. This implies that the set
is a proper linear subspace of C n . Thus for any v ∈ C n \ S(α), we have
By (3), this is equivalent to
This finishes the proof of the second statement.
Remark 2.2. Take a coordinate system such that
If α is only m-positive with respect to ω, then (3) implies that α |He is m-positive with respect to ω |He for any e ∈ {(a 1 , ..., a n )|a i = ±1}.
To verify this, we only need to observe that
In particular, this shows that there is an open set O 1 (independent of α) of hyperplanes containing all the H e such that, for any H ∈ O 1 , α |H is m-positive with respect to ω |H . By induction, this yields that there is an open set O m (independent of α) of linear subspaces of dimension m such that, for any
2.2. Existence of orthogonal bases. In order to prove the linear HRR by induction, we need the following existence result.
Lemma 2.3. Let H v 1 , ..., H v k ⊂ C n be hyperplanes, then there is an orthonormal basis (e 1 , ..., e n ) such that every (e 2 , . .., e n ) such that every
The vectors e 1 , ..., e n give the desired basis.
3. Proof of the main result 3.1. The local case. We first adapt the arguments of Timorin [Tim98] to give a form of HRR in the linear case. Roughly speaking, Timorin's proof goes by induction:
• assume that HRR holds for dim ≤ n − 1, then it can be used to prove HL for dim = n;
• the HL for dim = n yields HRR for dim = n.
R (C n ) be a Kähler metric on C n . Let p, q be arbitrary integers satisfying
Then the HRR holds with respect to Ω, where the primitive space is defined by Ω ∧ α m−p−q+1 .
In the linear case, the quadratic form Q is defined by Q(Φ, Ψ) = Ω ∧ Φ ∧ Ψ/Γ, where Γ is a fixed volume form of C n . Note that when n = m, Theorem 3.1 is exactly the linear version of mixed HRR recalled in the introduction.
Remark 3.2. It is clear that the linear version of HRR is equivalent to the HRR on a compact complex torus.
We denote the space of complex (p, q) forms on C n with constant coefficients by Λ p,q . As stated above, Theorem 3.1 will be proved by induction on dimensions.
Lemma 3.3. Assume Theorem 3.1 holds for dim = n − 1. Then the HL holds for dim = n, i.e., Ω : Λ p,q → Λ n−q,n−p is an isomorphism.
Proof. When p + q = m or m = n, it is the classical HL recalled in the introduction. Thus we only need to consider the case when p + q < m < n.
Without loss of generalities, we can assume ω = i n j=1 dz j ∧ dz j . We only need to prove that the map defined by Ω is injective. Assume that Φ ∈ Λ p,q satisfies Ω ∧ Φ = 0, then for any hyperplane H,
This implies that Φ |H is primitive on H, where α m−p−q+1 = ω |H on H.
By Lemma 2.1, for every general hyperplane H = H v , where
the restrictions α j |H are m-positive with respect to ω |H . The restrictions α j |H are also semipositive.
Denote c = i q−p (−1) (p+q)(p+q+1)/2 . By induction, the HRR holds in lower dimensions, thus
By the same argument for (1), (4) is equivalent to
Note that every S(α j ) is contained in a hyperplane, by Lemma 2.3 we can take an orthonormal basis e 1 , ..., e n such that every
Applying (5) to H e j and taking the sum over j imply
by using that
By the assumption Ω ∧ Φ = 0, (6) is an equality, thus
for every j. By induction, this yields that Φ |He j = 0 for every j. We claim that this implies Φ = 0. Without loss of generalities, we can assume H e j (z) = z j . The claim can be proved by contradiction.
then there is a term Φ IJ dz I ∧ dz J = 0. Since p + q < m < n, there must exist some j such that the multi-indexes I, J do not contain j. This implies Φ |He j = 0, a contradiction. This finishes the proof of the lemma.
Remark 3.4. Without the assumption on the semipositivity of α j , we associate α j to the following open set
Then by Lemma 2.1, it is clear that α j |Hv is m-positive with respect to ω |Hv on H v for every v ∈ P (α j ). It is unclear to us whether the intersection
always contains an othonormal basis. If this was true, then we could apply the induction as above and remove the semipositivity assumption. By Lemma 2.3, this holds when the α j are also semipositive.
Lemma 3.5. In the same setting as Theorem 3.1, assume that the HL holds for dim = n, then the quadratic form Q defined by
Proof. This follows directly from Lemma 3.3.
Another consequence of the HL in dimension n is the following LD.
Lemma 3.6. In the same setting as Theorem 3.1, assume that the HL holds for dim = n, then the space Λ p,q has a Q-orthogonal direct sum decomposition
where we use the convention that Λ p−1,q−1 = {0} when p = 0 or q = 0. Moreover,
which is independent of Ω and α m−p−q+1 .
Proof. By the assumption, the map Ω ∧ α 2 m−p−q+1 : Λ p−1,q−1 → Λ n−q+1,n−p+1 is an isomorphism. Thus, the map α m−p−q+1 : Λ p−1,q−1 → Λ p,q is injective, and
We also get that
is an isomorphism when restricted to α m−p−q+1 ∧ Λ p−1,q−1 . The kernel of Ω ∧ α m−p−q+1 is exactly given by P p,q . On the hand, note that
The orthogonality follows directly from the definition of P p,q .
Proof of Theorem 3.1. Assume that the HRR holds in dim = n − 1, then by Lemma 3.3 the HL holds in dim = n. Thus we could apply Lemmas 3.5 and 3.6. Theorem 3.1 will follow from a homotopy argument as in [Tim98] . Consider the deformation
The primitive space P p,q t is defined by Ω t ∧ ((1 − t)α m−p−q+1 + tω). Note that every (1 − t)α 1 + tω is m-positive and semipositive, thus all the quadratic forms Q t are non-degenerate and all the primitive subspaces P p,q t have the same dimension. When t = 1, Q 1 is positive definite by the classical HRR. Thus Q 0 is also positive definite, since Q t never becomes degenerate in the course of deformation.
Therefore, the HRR holds in dim = n. This finishes the proof.
The following local estimate is important when reducing the global case to the local case.
Recall that the space Λ p,q admits an inner product defined by
The norm is given by ||Φ|| 2 = Φ, Φ .
Lemma 3.7. Using the same notations as Theorem 3.1, there are positive constants c 1 , c 2 such that
Proof. By Theorem 3.1 and Lemma 3.6, the proof is the same as that of [DN06, Proposition 2.2] (see also [DN13, Proposition 2.8]).
3.2. The global case. Following [DN06, DN13] , the global case (Theorem A) can be reduced to the local case (Theorem 3.1) by solving a dd c -equation. We denote the space of smooth complex (p, q) forms on X by Λ p,q (X, C).
Lemma 3.8. In the same setting as Theorem A, use the notations ω and α 1 , ..., α m−p−q+1 to denote a Kähler metric and smooth m-positive and semipositive forms in the corresponding classes, then for any smooth form Φ ∈ Λ p,q (X, C) such that its class { Φ} ∈ P p,q (X, C), there is a smooth form F such that
Proof. Using Lemma 3.7, this follows from [DN13, Propositions 3.1, 3.2] (see also [DN06] ). Now we could prove Theorem A by using Lemma 3.8.
Proof of Theorem A. Assume that Φ ∈ P p,q (X, C) and let Φ be a smooth representative of the class Φ. Then by Lemma 3.8, there is a smooth form F such that
Thus Φ − dd c F is a primitive (p, q) form with respect to Ω ∧ α m−p−q+1 . Applying Theorem 3.1, we have
at every point. By Stokes formula,
where c = i q−p (−1) (p+q)(p+q+1)/2 . Moreover, if Q(Φ, Φ) = 0, then we have equalities everywhere. In particular, (9) is an equality at every point. By Theorem 3.1 again, this yields Φ − dd c F = 0 on X. Thus Φ = 0 in H p,q (X, C). This finishes the proof of the global HRR.
As an immediate consequence, we get the global HL. We only need to check that 
is an isomorphism. Assume p + q ≤ m ≤ n, a real (k, k) form is said to be a Hodge-Riemann form for the bidegree (p, q) if there is a continuous deformation Ω t ∈ Λ k,k with 0 ≤ t ≤ 1, Ω 0 = Ω and
m−p−q+1 is a Lefschetz form for the bidegree (p − r, q − r) for every r = 0, 1 and 0 ≤ t ≤ 1. Definition 4.2. Let X be a compact Kähler manifold of dimension n. Then Ω ∈ H k,k (X, R) is called a Hodge-Riemann class, if it has a representative which is a Hodge-Riemann form at every point.
Analogous to [DN13], we have:
Theorem 4.3. Let X be a compact Kähler manifold of dimension n, and let Ω be a Hodge-Riemann class. Then the HRR holds with respect to Ω, where the primitive space is given by Ω · α m−p−q+1 .
4.2.
Generalized semi-small maps. Let f : X → Y be a proper surjective holomorphic map between two complex spaces. For every integer k define
The spaces Y k are analytic subvarieties of Y , whose disjoint union is Y . Recall that f is called a semi-small map in the sense of Goresky-MacPherson if
Note that a semi-small map must be generically finite. Semi-small maps can be generalized as follows.
Definition 4.4. We call a proper surjective holomorphic map f :
for every k. Equivalently, f is relatively semi-small if and only if there are no irreducible analytic subvarieties T ⊂ X such that
In particular, when dim X = dim Y , we get a semi-small map.
In [dCM02] , a line bundle is called lef if the Kodaira map of its multiple induces a semi-small map. Corresponding to relatively semi-small maps, this can be generalized as follows.
Definition 4.5. A line bundle L on a projective manifold X is called relatively lef if kL is generated by its global sections for some positive integer k and the corresponding morphism
is a relatively semi-small map.
Analogous to [dCM02] , it is easy to get the following result. Proof. Otherwise, assume that f is not relatively semi-small. Then there is an irreducible analytic subvariety T ⊂ X such that 2 dim T − 2n + m > dim f (T ). Let {T } ∈ H n−dim T,n−dim T (X, R) be the fundamental class of T . The class f * A 1 · ... · f * A m−2(n−dim T ) can be represented by an analytic cycle that does not intersect T , thus its intersection with {T } is zero. In particular, ω n−m · f * A 1 · ... · f * A m−2(n−dim T ) · {T } = 0, which implies that the relative HL does not hold for the bidegree (n − dim T, n − dim T ). This finishes the proof.
Remark 4.7. In the beautiful paper [dCM02] , de Cataldo-Migliorini proved that L is lef on a projective manifold of dimension n if and only if the HL holds with respect to L n−p−q for every 0 ≤ p, q ≤ p + q ≤ n. Moreover, they proved that for semi-small maps, the deep Decomposition Theorem of Beilinson, Bernstein, Deligne and Gabber [BBD82] is equivalent to the non-degeneracy of certain intersection forms (i.e., HRR) associated with a stratification. They applied this result to give a new proof of the Decomposition Theorem for the direct image of the constant sheaf. In our setting, we expect that φ |kL| : X → Y = φ |kL| (X) is relatively semi-small if and only if the relative HL holds with respect to ω n−m · L m−p−q for every 0 ≤ p, q ≤ p + q ≤ m. We intend to discuss it elsewhere. Furthermore, we expect that the generalized form of Corollary A might be applied to study the topology of these maps.
