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A．bstract
　　　Besides　the　ccntral　notion　of　message　passing　between　tasks　called　rendczvous，　the　programm玉ng
language　Ada　has　a　rich　set　of　parallel　control　facilities　such　as　select　statements，　timed　entry　calls，　ctc．
This　fact　is　contrasted　with　Communicating　Sequcntial　Processes　and　recent　parallel　object．orientcd
Ianguages，　in　which　a　small　number　of　basic　parallel　primitives　are　prQvided．　In　this　paper　we　present
f（）ur　program　transformation　techniques，　each　Qf　which　simpli丘es　Ada　tasks　to　a　certain　standard　f（）rm．
One　of　them　transfbrms　a　task　tQ　an　cquivalent　one　without　select　statcments，　and　another　eliminates
timed　entry　calls．．　They　give　insight　on　the　role　of　each　language　facility　and　on　programming　styies
fbr　concurrcncy．　We　also　discuss　applications　of　elimination　of　select　statcmcnts正br　obtaining　secure
programs　concern玉ng　fairness　and　priority．
Index　Terms
　　　Ada，　agent　tasks，　nondeterminism，　parallel　programming，　program　transf（）rmation，　sclect　statements，
task　synchronization，　timed　entry　calls．
1．　Introduction
　　　　The　programming　language　Ada（18）has　introduced　many　ncw　parallel　language　con－
structs．（〕entral　among　them　is　message　passing　between　two　tasks，　called　rendezvous，
which　is　realized　by　a　pair　of　an　cntry　call　and　an　accept　statcment．　Besidcs　this，　it　has
arich　sct　of　parallel　facilities，　such　as　selcct　statements，　when　conditions，　delay　statemcnts，
timcd　entry　calls，　and　so　on．　This　fact　may　be　contrasted　with　Communicating　Sequen－
tial　Processes（8’and　reccnt　parallel　object－oriented　languages　which　havc　only　a　few　basic
paraliel　facilitics．
　　　　Therc　has　bcen　a　largc　literature　discussing　the　feasibility　of　each　of　the　parallel
facilities　of　Ada，　e．g。（4），（5），（6），（13），（20）・〔21）．　Many　of　the　works　discuss　difliculty　or　insuMciency
of　some　of　the　constructs　in　cxpressing　natural　solutions　fbr　concrete　and　important　pro－
blems　such　as　resource　allocation．　Proposals　to　introduce　new　parallel　programming
facilities　in　Ada　are　also　published（1）．
　　　　In　this　paper　we　take　a　diffcrent　approach，　i．e。　program　transf（）rmation，　to　study
para1互cl　facilities　of　Ada．　Program　transfbrmation　fbr　parallel　programs，　in　gcneral，　is　a
difRcult　topic，　and　therc　arc　yet　few　papers　in　this　ficld（e．g．（2），（7）・（1？））．
　　　　We　present　fbur　kinds　of　transfbrmation　techniques　among　the　parallel　language
facilities　of　Ada・Thc　transformations　are　to　the　direction　of　simpler　forms，　exprcssing
and　eliminating　somc　construct　using　othcr　more　basic　ones・More　concretely，　thesc　are
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（1）uniting　accept　and　select　statements　of　a　task　into　a　single　select　statemcnt，（2）elimi－
nating　select　statements　cntirely，（3）unifying　entries　of　a　task，　and（4）eliminating　timed
・nt・y・・ll・・Ag・n・・al　id・a　in　th・・e　t・a曲・m・ti・n・i・t・n・wly　int・・duce　m・ny・u・ili・・y
t・・k…a・h・fwhi・h　pl・y・a・impl…1・・In・a・e・f　t・an・f・・m・ti・n（3）w・ign・・e　a
minor　Ianguage　rule　since　we　consider　it　unnatural．　It　is　interesting　to　observe　that　an
Ada　task　can　bc　trans＆〕rmed　to　an　equivalent　one　with　only　one　cntry．
　　　　Through　thesc　trans負）rmation　tcchniqucs　we　obtain　insight　on　the　role　of　each　of
parallel　facilities，　and　on　which　of　them　are　essential　in　describing　parallel　programs．　In
addition，　in　some　implcmentations，　our　transfbrmations　may　bc　uscd　to　obtain　more　e缶．
clent　programs．　By　cxtending　the　technique　of　elimination　of　sclcct　statements，　we　can
・bt・in・ec・・e　p・・9・am・whi・h・・hi・v・飴i・ness　and　p・i・・ity・t　th・・clecti・n・f・nt・y・all・
in　SCIeCt　StatemCntS．
　　　Th…g・ni・ati・n・f　th・p・per　i・a・fbll・w・・1・・ccti・n　2　w・・umm・・i・e　th・p・i・・ip・l
characteristics　of　parallcl　facilities　of　Ada，　and　review　the　notion　of　cquivalencc　betwecn
P・・all・l　p・・9・am・・Th・n　in　Sccti・n　3　w・pre・cnt　th・fbu・t・an・鉛・m・ti・・techniq…．
In　Secti・n　4　w・di・c・ss　apPli・ati・…fth・・ec・nd　t・an・fb・m・ti・n　f…bt・i・ing・ecu・e
programs　concerning　fairness　and　priority，　Finally，　in　Section　5，　discussions　are　includcd
on　parallel　facilities　of　Ada　and　comparison　with　object－oricnted　programming．
　　　W・assum・th・・ead・・th・kn・wl・dg・・f　th・p・・all・1・・n・t…t・・f　Ad・．　Thi・p・per
is　based　on　part　of　thc且rst　author’s　doctoral　thesis（lo），　and　is　a　substantially　cxtended　and
claboratcd　vcrsion　of〔1・）．
2．　On　parallel　language　facilities
　　　2．1　Parallel　facilities　of　Ada
　　　Major　charactcristics　of　parallcl　Ianguage　facilities　of　Ada　are　well－known（sec（・・・・・・…2・），
and　may　be　summarized　as　fbllows．
（1）C・mm・ni・ati・n　by皿cssag・・b・tween　t・・k・，・al1・d・e・dezv・u・，　i・．・yn・h・・n・u・．
　　　　C・mmuni・ati・n　i・e・t・bli・h・d　wh・・b・th・・e・der　t・・k・nd・・ecei…t・・k・・e・cady
　　　　t…mmit　it・B・th・・mmuni・ati・n・nd・y・・h・・ni・ati・n・・e　a・hi…dby・・ingl・
　　　　mechanism．　This　should　be，　contrasted　with　asynchronous　communication　schemcs
　　　　such　as　the　mailbox　method．
　　（2）　Communication　has　various　additional　facilities．　For　cxample，　the　three　modes　of
　　　　parameter　passing，　in，　out，　and　in　out，　for　procedures　and　functions，　are　also　available
　　　　f・・c・t・y・all・・The　rel・ti・n・f・aller　and・all・e・f・n・nt・y　d…n・t　di・cctly・・rrcs－
　　　　P・nd　t・th・・c・dcr－recciver　rel・ti・n・f　messag・・ending　in・th・・1・ng・・g・・．
　（3）　Communication　is　asymmetric　in　naming　tasks．　The　cal正er　task　speci丘cs　the　name
　　　　of　the　callee　having　an　entry，　but　the　callee　cannot　specify　the　callcr．　This　is　one
　　　　of　the　main　differences　froln　CSP（8）．　Due　to　this　asymmetry，　it　is　hard　to　construct
　　　　certaln　lmportant　classes　of　parallel　programs　such　as　rcsource　allocators（13）・（20）．
（4）Th・accept・・ce・f・nt・y・all・i・c・nt・・ll・d　by“H・w・f…t・・1”withi・th・b・dy・f
　　　　atask，　and　not　by　values　of　data．　Thus，　the　programming　stylc　of　Ada　is　rather
　　　　diffe・e・t　fr・m・・m・・ther　p・・al1・l　l・ng・・g…0・th・・ther　h耳・d，　P・th・・pressi…
　　　　can　casily　be　simulatcd　in　Ada，
（26）
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　　　2．2　Equivalence　between　parallel　programs
　　　In　dealing　with　program　transf（）rmation　for　parallcl　programs，　we　must　give　a　notion
of　equivalence　between　parallel　programs．　The　exccution　of　a　parallel　program　is　con－
venicntly　expressed　by　an　execu彦ion　seguence，　which　is　a　time　sequence　of　basic　operations　of
tasks　of　the　program　under　some　scheduling．　We　de丘ne　the　equivalence　by　the・following：
two　parallel　programs　are　eguivalen彦if　the　scts　of　all　execution　sequcnccs　of　them　under
all　possible　schedulings　are　cqual・
　　　Although　in　principle　we　fbllow車he　above　de丘nition　of　cquivalence，　in　this　paper　we
take　a　more　naive　position，　that　is，　simulation　of　a　program　by　the　second　program．　Some
basic　opgrations　may　newly　appear　in　thc　execution　scqucnces　of　the　simulating　program．
For　example，　we　allow　the　introduction　of　auxiliary　tasks　in　the　second　program．
　　　Our　transf（）rmations　are　corrcctly　applied　only　to　wcll－behaved　programs．　In　addition，
we　do　not　treat　variables　shared　among　tasks．　Sharcd　variables　may　be　used　in　Ada　for
task　communication，　but　theirりsc　is　not　cncouragcd．
3 Transformation　techniques　to　standard　forms
　　　3．1　Unifying　accept　and　select　statem皿ts
　　　We　transform　a　task　including　several　acccpt　and　select　statcments　to　an　cquivalent
one　with　a　single　sclect　statement．　The　basic　idea　is　that　whe皐we　merge　accept　and
selcct　statements　wc　use　the“location　countcr”in　when　conditions　f（）r　accept　alternativcs
in　thc　combined　select　statement　in　order　to　distinguish　their　orlginal　positions．　We丘rst
assume　that　none　of　delay　alternatives，　else　parts　or　terminatc　alternatlvcs　appear皿orl－
ginal　select　statements；the　transformation　f（）r　such　cases　will　be　discussed　later．
　　　The　technique　will　be　illustrated　by　a　task　of　Fig．1．　The　gcneral　f｛）rm　of　transfbr－
mation　would　be　easily　obtained　from　this　cxamplc．
task　body　X　is
bcgin
　　　accept　A　do…end　A；・
　　　accept　B　do…end　B；
　　　sclcct
　　　　　　when　P＝＞acccpt　A　do…cnd　A；＿
　　　or
　　　　　　when　Q＝＝＞accept　B　do…end　B；…
　　　end　select；
cnd　X；
Fig．1
　　　Thc　task　X　has亡wo　entrics　A　and　B，
seleCt　statement．
and　it　contains　two　accept　statements　and　one
（27）
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　　　As　the丘rst　step　of　the　transf（）rmation，　we　assign　a　unique　number　to　each　of　the
accept　and　select　statements．　Thcn，　an　assignment　statement　of　this　number　to　a　new
variable　LC　is　inserted　just　before　the　statement，　and　a　null　statcment　with　a　unique　label
is　inserted　just　after　thc　statement．　The　program　is　now　as　in　Fig．2．
task　body　X　is
　　　9　●　・
begin
　　　，　9　●
　　　LC：＝1；accept　A　do…end　A；＜＜L1＞＞nu】1；
　　　，　．　●
　　　LC：＝2；accept　B　do…end　B；＜＜L2＞＞null；
　　　●　．　「
　　　LC：＝3；
　　　select
　　　　　　when　P＝＞acccpt　A　do…　end　A；…
　　　or
　　　　　　whcn　q＝＞accept　B　do…end　B；…
　　　cnd　select；
　＜＜L3＞＞null；
　　　o　●　●
end　X；
　　　　　　　　　　　　　　　　　　　Fig．2
　　　　As　thc　second　step　of　thc　transfbrmation，　the　accept　and　select　statemcnts　are　rcplaced
by　goto　statements　which　transfer　control　to　thc　combincd　selcct　statement．　Each　accept
alternative　of　the　new　selcct　statement　refers　to　the　value　of　LC　in　its　whcn　condition，
in　ordcr　to　determine　whether　the　entry　is　open　or　closcd　at　the　corresponding　point　in
the　original　program　text．　The丘nal　result　of　the　transformation　is　in　Fig．3．
　　　　Thc　transfbrmed　program　of　the　task　has　a　single　select　statement　at　the　cnd　of　its
body．　Control　is　transferred　to　this　statement　at　the　program　points　corrcsponding　to
accept　and　select　statements　in　the　original　program．　After　accepting　a　call，　control　is
rcturned　to　thc　next　statemcnt，　and　f（）r　this　purposc，　the　value　of　the　location　counter　is
　lnterrogatcd　to　determine　the　return　address．　This　is　a　simulation　of　a　procedurc　call．
Since　Ada　does　not　allow　procedures　to　have　acccpt　statcments，　we　have　to　embed　the
uni丘ed　select　statemcnt　in　the　main　body　of　the　task　and　maintain　the　return　addrcss．
　　　　This　transf（）rmation　cannot　deal　with　ncstcd　accept　statemcnts．　They　arc　essentially
communication　among　more　than　two　tasks，　and　this　is　the　reason　that　therc　seems　no
easy　way　to　unify　thcm　to　a　single　select　statemcnt．
　　　　Selcct　statements　may　havc　special　kinds　of　alternatives：delay　altcrnatives，　clse　parts，
and　tcrminate　alternativcs．　In　thc　below　we　briefly　comment　on　how　to　dcal　with　such
alternativcs　in　our　transformation・When　an　original　select　statement　contains　a　dclay
alternative，　it　should　also　be　included　in　the　transformcd　selcct　statmcnt，　masked　by　a
whcn　condition，　and　there　is　no　additional　dif丑culty．
　　　The　clse　part　of　a　select　statcment　can　be　dealt　with　by　changing三t　to　a　dclay　altcr－
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（28）
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　　　　　　　　　　　　　　　　　task　body　X　is
　　　　　　　　　　　　　　　　　　　　6　●　■
　　　　　　　　　　　　　　　　　begin
　　　　　　　　　　　　　　　　　　　　　■　●　●
　　　　　　　　　　　　　　　　　　　　LC：＝1；goto　S；＜＜Ll＞＞null；
　　　　　　　　　　　　　　　　　　　　●　●　●
　　　　　　　　　　　　　　　　　　　　LC：＝2；goto　S；＜＜L2＞＞null；
　　　　　　　　　　　　　　　　　　　　　●　●　o
　　　　　　　　　　　　　　　　　　　　LC：＝3；goto　S；＜＜L3＞＞null；
　　　　　　　　　　　　　　　　　　　　　●　●　o
　　　　　　　　　　　　　　　　　　　　goto　FIN；
　　　　　　　　　　　　＜＜S＞＞　　select
　　　　　　　　　　　　　　　　　　　　　　　　when　LC＝1＝＞accept　A　do…end　A；
　　　　　　　　　　　　　　　　　　　　or
　　　　　　　　　　　　　　　　　　　　　　　　when　LC＝2＝＞accept　B　do…end　B；
　　　　　　　　　　　　　　　　　　　　　or
　　　　　　　　　　　　　　　　　　　　　　　　when　LC＝3　and　P＝＞accept　A　do…end　A；…
　　　　　　　　　　　　　　　　　　　　or
　　　　　　　　　　　　　　　　　　　　　　　　when　LC＝3　and　Q＝＞accept　B　do…end　B；…
　　　　　　　　　　　　　　　　　　　　end　select；
　　　　　　　　　　　　　　　　　　　　　case　LC　is
　　　　　　　　　　　　　　　　　　　　　　　　when　l＝＞goto　I・1；
　　　　　　　　　　　　　　　　　　　　　　　　when　2＝＞goto　L2；
　　　　　　　　　　　　　　　　　　　　　　　　when　3＝＞goto　L3；
　　　　　　　　　　　　　　　　　　　　　cnd　case；
　　　　　　　　　　＜＜FIN＞＞null；
　　　　　　　　　　　　　　　　　cnd　X；
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　Fig．8
native　with　nu〃delay　and　by　applying　the　above　transfbrmation．　Sincc　morc　than　one
delay　alternative　can　be　handled，　wc　can　transf（）rm　a　task　containing　both　delay　alterna－
tives　and　else　parts．
　　　　Te脚inate　alternatives　can　be　handlcd　similarly．　If　thcy　appear　in　original　select　statc－
mcnts，　one　should　also　be　includcd　in　the　unique　select　statcment　of　the　transfbrmcd　task．
　　　　If　a　task　contains　both　a　selcct　statement　with　else　part　and　one　with　a　tcrminatc
altcrnative，　thcre　seems　no　easy　way　to　unify　them．　Likewisc，　the　transfbrmation　seems
hard　if　both　delay　and　terminatc　alternativcs　appear　in　a　task　This　is．bccause，　in　Ada
rule，　a　single　select　statemcnt　cannot　havc　both　delay　and　tcrminate　altcrnativcs．
　　　　Thc　transfbrmation　of　this　subscction　changcs　the　programming　style　from　control一勿．
flow　to　60η彦rol一砂一data，　which　may　not　confor皿to　thc　philosophy　of　Ada．　Howcver，　it
simpli且es　furthcr　application　of　other　transfbrmations．
　　　　3．2　Eliminating　select　statements
　　　　Next，・we　considcr　a　transformation　techniquc　which　eliminatcs　select　statcments．　Thc
selcct　statement　is　designed　to　wait　multip！e　cntries　at　a　time；whcn　onc　of　its　entries　is
called，　thc　task　waiting　at　the　select　statc卑ent　resumes　its　execution．　When　rhore　than
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（29）
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one　entry　is　callcd，　it　chooscs　arbitrarily　onc　of　the　entries　currently　callcd，　and　acccpts　it．
This　is　the　principal　mechanism　in　Ada　to　realizc　nondetcrminism．　All　the　other　const－
ructs　cannot　support　nondeterministic　choiccs，　and　only　thc　rclative　ordcr　of　execution　of
tasks　is　unpredictable．　Therefore，　in　eliminating　select　statementS，　we　cannot　rely　on　the
nondeterminism　inhcrent　in　languagc　mechanisms，　but　wc　must“implcment”nondetcrminism
in　some　way　using　detcrministic　constructs．
　　　Suppose　a　task　SERVER　contains　a　selcct　statement　composed　of　accept　alternatives
to　entries　E」，…，　E＿n，　as　in　Fig．4．
　　　　　　　　　　　　　　　　　select
　　　　　　　　　　　　　　　　　　　　when　P」＝＞accept　E」（・・）do…end　E」；…
　　　　　　　　　　　　　　　　　or
or
　　　when　P＿n＝＞accept　E』（…）do…end　E』；…
end　select；
　　　　　　　　　　　　　　　　　　　Fig。4
　　　We　prepare　a　task　AGENT－i　fbr　each　cntry　E－i　ofthe　task　SERVER．　A　user　task
calling　one　of　the　entries　of　SERVER　is　changed　to　call　an　agent　task　corresponding　to
thc　entry．　When　an　agent　task　acccpts　a　request　from　a　uscr　task，　the　agcnt　first　calls
thc　new　entry．SIGN」N　of　thc　server　task，　and　the　name　of　the　request　is　passed　as　a
parameter　of　SIGN」N．　Then　the　real　request　is　made　by　the　agent．　The　agent　tasks
arc　as　Fig．5．
task　body　AGENT＿i　is
begin
　　　loOP
　　　　　　accept　E」（PARAM」）do
　　　　　　　　　SERVER．　SIGN＿IN（R－i）；
　　　　　　　　　SERVER。　E－i（PARAM－i）；
　　　　　　end　E」；
　　　end　loOP；
cnd　AGENT＿i；
　　　　　　　　　　　　　　　　　　　Fig．5
　　　　The　transformed　version　of　the　task　SERVER　accepts　cntry　calls　in　two　steps：it　first
accepts　SIGN－IN　and　then　an　original　entry．　The　cntry　SIGN－IN　is　uscd　to　notify　the
arrival　of　an　entry　call　to　SERVER．　We　preparc　a　table　in　the　scrver　task，　in　which　it
is　recorded　whether　there　currently　is　a　pending　entry　call　to　cach　of　the　entries　of
SERVER・Wh・n　SERVER・ca・h…n・・f　acccpt…elect・t・t・m・nt・i・th…igi・・l
program，　it　executes　the　sequcnce　in　Fig．6，　instead　of　thc　original　statement．　Since　thc
protocol　of　rcndczvous　is　changed，　all　select　statements　and　even　accept　statemcnts　in　the
task　should　be　transf（）rmed　in　the　same　manncr．
　　　The　function　NO＿ACCEPTABLE＿CALLS　chccks　the　whcn　conditions　P＿i　fbr　the
P・ndi・g・・t・y・all・rec・・d・d　i・th・t・bl・，・nd　i・f・・m・wh・ther　th・・c　a・e　any　accept・bl・
calls．　If　the　task　SERVER　is　not　ready　to　accept　thc　entry　call　informed　by　SIGN」N，
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（30）
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NOTIFIER．　WAKE．UP　i
WAITING：＝TRUE；
while　NO－ACCEPTA肌E－CALLS　or　WAITING　loop
　　　accept　SIGN．IN（RO：REqUEST－NAME）do
　　　　　if　RO＝NOTIFY　then
　　　　　　　　WAITING：＝FALSE；
　　　　　else
　　　　　　　　INSERT－TABLE（RO）；
　　　　　end　if・　　　　　　　　　，
　　　end　SIGN＿IN；
cnd　loOP；
R：＝ENTRY＿TO－BE－ACCEPTED；
case　R　is
　　when　R」＝＞acccpt　E」（…）do…end　E」；…
　　　whcn　R－n＝＞accept　E』（…）do…end　E－n；…
end　case；
REMOVE－TABLE（R）；
　　　　　　　　　　　　　　　　Fig．6
it・av・・th・n・m・・f・he　c…yi・・h…bl・・Thi・c・rrc・p・nd・t…pli・itly・im・1・ti・g
queues　f（）r　the　entries　providcd　by　the　runtimc　systcm．　The　crucial　functiσn　ENTRY－
TO－BE－ACCEPTED・h…e・an・nt・y・all・fr・m・m・ng・he　cal1・i・・h…bl・whi・h　pass
th・i・・w・wh・n…d五ti・…Wh・n　it　bec・m・・ready　t・・erv・・…fth・p・ndi・g・・t，i。、，
an　entry　call　is　selected　by　ENTRY＿TO＿BE＿ACCEPTED　and　is　accepted．
　　　The　relation　among　the　tasks　is　illustrated　in　Fig．7．
Fig・7　Eliminating　select　statements．
　　　Nondeterministic　choicc　in　select　statcments　is　rcalized　in　the　function　ENTRY－TO－
BE－ACCEPTED・A・・nt・y　t・b・・erv・d　is　sclect・d　by・・m・alg・・ithm　whi・h　i・…，pe－
・i丘・di・th・p・・9・am・b…．since　all　p・＄・ibl・a・ti6・・exccpt、elect、t。t。m，nt、　are　d，ter．
mini・ti・，　the　ch・ice・f・he　cn・・y　m・・t　b・d・…mi・i・ti・・Thi・i・i・・vi・・b1・i・・his　sc・・i。g．
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In　fact，　evcn　if　the　implementation　of　selcct　statemcnts　looks　nondeterministic　from　the
user，　it　is　actually　deter皿inistic　ill　so皿c　sense．　From　the　viewpoint　of　the　uscr　there　is
no　difference　bctwecn　the　original　nondetcrminism　and　the　present　rcalization　by　a　deter－
ministic　algorithm．
　　　　In　usal　runtime　systems　of　Ada，　tasks　calling　an　cntry　are　linked　in　a　queue．　How．
cver，　in　our　transf（）rmation，　queue　is　not　necessary，　but　a　simplc　bit　vector　will　suMce．
This　is　because　the　agent　tasks　collect　the　requcsts　of　user　tasks　and　thcy　pass　to　SERVER
only　one　request　at　a　time・Since　a　task　call　call　only　one　entry　at　a　timc，　there　is　at　most
one　task（which　is　an　agcnt　task）waiting　for　the　scrvice　of　an　cntry　of　SERVER．　Other
user　tasks　calling　the　entry　are　waiting　in　thc　queue　of　the　agent　task．
　　　The　special　task　NOTIFIER　in　Fig．8accepts　a　call　to　WAKE－UP　from　thc　scrvcr
task，　and　it　immediately　calls　back　thc　entry　SIGN－IN．　The　role　of　this　task　is　to　insure
the　servcr　to　check　all　entries　f（）r　the　arrival　of　a　call．　The　mechanism　of　a　sclect
statemcnt　can　be　corrcctly　realizcd　without　this　task，　but　the　server　is　given　only　partial
inf（）rmation　on　thc　status　of　cntry　calls．　This　point　will　be　discusscd　later　in　subsection
4．2in　morc　detail．
task　body　NOTIFIER　is
begill
　　　loOP
　　　　　　accept　WAKE－UP；
　　　　　　SERVER．　SIGN」N（NOTIFY）5
　　　end　loOP；
end　NOTIFIER；
　　　　　　　　　　　　　　　　　　　Fig．8
　　　　If　the　selcct　statcment　contains　a　dclay　alternative，　an　additiona正task　similar　to　NO－
TIFIER　should　be　introduced．　It　executes　a　delay　statement　after　accepting　an　entry
call　to　WAKE．UP．　Whcn　the　time　expircs，　it　signals　to　th6　server　task　by　calling　SIGN．
IN．　If　the　scrvcr　receivcs　a　call　to　SIGN－IN　by　the　task，　it　executes　statements　in　the
dclay　alternative．　Elsc　part　can　be　handled　similarly．
　　　　If　an　original　program　contains　a　select　statement　with　a　terminatc　alternativc，　it
sccms　impossible　to　eliminatc　such　the　statement．　Thc　reason　is　as　fbllows．　In　general，
Ada　tasks　cannot　get　inf（）rmation　on　the　status　of　other　tasks　which　possibly　call　the　task，
and　the　tcrminate　alternative　of　a　sclect　statement　is　the　only　cxception　to　this　general
rule．　Thc　best　wc　can　do　is　to　convert　such　select　statcments　to　those　containing　only　one
accept　alternativc．
　　　The　essential　mechanism　of　a　selcct　statemcnt　could　bc　realized　without　agent　tasks，
bht　minor　di伍culties　will　arise．　One　of　thc　di伍culties　is　the　deadlock　of　the　server　when
an　entry　call　issucd　by　a　user　task　is　cancclled．　Without　agent　tasks，　whcn　an　entry　call
is　cancelled（that　is，　when　the　uscr　task　is　abortcd　or　when　the　delay　has　expircd　in　a
timed　cntry　call），　the　servcr　task　may　wait　fruitlessly　a　call　from　the　non－existing　task．
The　agcnt　task　can　continue　the　role　of　thc　uscr　cven　if　the　rcal　user　task　is　killcd，　thus
communication　with．　thc　scrver　is　not　disturbed．
　　　Anothcr　dif丑culty　is　the　violation　of　thc　first－in－first－out　rule．　If　a　uscr　task　dircctly
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calls　SIGN＿IN　and　an　original　cntry，　thc　FIFO　scrvice　cannot　be　achievcd．　The　acccpt
statcment　scrves　callers　in　the　order　of　original　rcqucsts．　In　general，　the　order　of　calls　to
SIGN＿IN　and　that　of　the　original　requcsts　arc　not　cqual．　A　user　task　may　run　faster
than　other　tasks　and　may　prccede　thc　others　in　the　call　of　an　original　rcquest　cvcn　if　it
calls　SIGN＿IN　later．　The　agent　task　works　as　a　dcvice　prcserving　the　FIFO　disciplinc　of
the　servicc　in　the　semantics　of　Ada．
　　　　On　thc　othcr　hand，　the　use　of　agent　tasks　poses　some　subtle　p写oblems．　Timed　and
conditional　cntry　calls　cannot　be　allowed　to　call　thc　entries　of　agents．　Time－out　does　not
occur　once　a　call　is　acceptcd　by　the　agcnt　task，　even　if　the　server　does　not　start　to　serve
it．　Wc　must　rewrite　such　calls　to　equivalent　program　fragments　using　the　transfbrmation
given　latcr　in　subsection　3．4．
　　　　3．3　Unifying　e皿tries　of　a　task
　　　　There　are　conccptually　two　different　ways　to　pass　information　by　message　passing
bctween　Ada　tasks：onc　is　by　choosing　a　particular　cntry　among　many，　and　the　other　by
thc　value　of　a　parametcr　of毎n　entry．　As　a　usual　programming　practice，　an　cntry　namc
indicates　thc　kind　of　service　a　task　is　supposed　to　offer，　and　a　parameter　is　used　to　pass
infbrmation　not　easy　to　describe　by　simple　enumeration．　But　this　distinction　is　not　essen一
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　もtial．　We　can　use　an　entry　name　instead　of　a　paramcter，　and　vice　versa，　under　ccrtain
situations；there　is　a　duality　between　entry　names　and　paramctcrs　of　cntries．
　　　　The　only　essential　difference　between　entry　names　and　paramcters　is　that　a　task　can
dccide　whether　it　accepts　an　entry　call　or　not　based　on　the　entry　namc　being　called，　but
not　on　the　value　of　a　parameter．　The　accept　statcment　spcci丘es　an　cntry　namc　to　be
served，　but　it　cannot　restrict　acceptable　values　of　parametcrs．　In　sclect　statements　a　when
condition　can　be　attached　to　an　acccpt　statcment　for　an　entry，　so　that　acceptablc　entry
names　can　be　limited，　but　in　thc　present　languagc　rule　parameter　names　cannot　be　referred
to　within　when　conditions．　However，　in　the　following　transf（）rmation，　this　difference　is
not　lmportant・
　　　As　an　example　of　thc　duality　betwcen　entry　names　and　paramcters，　we　show　that　onc
can　unify　all　entrics　of　a　task．　With　a　slight　extension　on　the　language　rule　concerning
nested　accept　statements（which　will　be　statcd　later），　a　task　having　multiple　entries　can
be　rcwritten　to　an　equivalcnt　one　with　only　one　cntry．　This　transfbrmation　is　actually　an
extension　of　thc　previous　one．
　　　　In　an　original　program　we　assume　that　there　is　a　task　SERVER　serving　requests　of
uscr　tasks．　In　the　transformcd　program，　bcsides　thc　original　tasks，　we　prcpare　two　tasks
f（）reach　entry　E」of　SERVER。　The　first　one，　AGENT－i，　communicates　with　SERVER，
and　if　it　is　inforlhed　that　a　requcst　from　a　user　task　is　accetable，　it　issues　an　entry　call　to
SERVER．　The　other　one，　BUFFER－i，　simply　accepts　a　rcquest　from　users　and　passes　it
to　AGENT－i．　The　role　of　BUFFER」will　bc　explained　later．　Thc　agent　tasks　are　as
shown　in　Fig．9．
　　　Whcn　thc　task　AGENT」receives　a　request　from　a　user（through　BUFFER」），　it　an－
nounces　the　arrival　of　the．requcst　to　SERVER．　The　task　SERVER　first　storcs　the　rcqucst
in　its　internal　table．　If　thc　requested　entry　call　is　ilnmcdiately　acceptable，　SERVER
wakes　up　AGENT＿i，　and　AGENT」calls　the　uni丘ed　cntry　of　SERVER．　If　thc　entry　call
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　　　　　　　　　task　body　AGENT－i　is
　　　　　　　　　begin
　　　　　　　　　　　loOP
　　　　　　　　　　　　　　accept　E」（PARAM－i）do
　　　　　　　　　　　　　　　　SERVER　UNIF（SIGNJN，　i，…）；
　　　　　　　　　　　　　　　　accept　E＿i（…）；
　　　　　　　　　　　　　　　　　　　一一from　SERVER，　nested　acccpt，　not　allowed　in　Ada　rule
　　　　　　　　　　　　　　　　SERVER．　UNIF（EXECUTE，　i，…，　PARAM」，…）；
　　　　　　　　　　　　　　end　E＿i；
　　　　　　　　　　　end　loOP；
　　　　　　　　　end　AGENT」；
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　Fig．9
is　not　acceptable，　the　current　request　is　postponcd，　and　SERVER　waits　for　thc　arrival　of
the　next　user．　It　waits　until　an　acceptablc　rcqucst　is　issued，　and　wakes　up　the　correspond－
ing　AGENT」，　as　abovc．　Entry　calls　not　accepted　in　the　currcnt　statement　are　left　in　the
tablc，　and　are　served　latcr．
　　　Each　accept　or　select　statement　in　the　task　SERVER　should　bc　transformcd　to　the
sequence　in　Fig・10．
　　　　　　　　　READY：＝NONE；
　　　　　　　　　COMPLETED：＝FALSE；
　　　　　　　　while　not　COMPLETED　loop
　　　　　　　　　　　if　READY＝NONE　then
　　　　　　　　　　　　　　READY：＝ENTRY＿TO－BE－ACCEPTED；
　　　　　　　　　　　　　　case　READY　is
　　　　　　　　　　　　　　　　when　NONE＝＞null；
　　　　　　　　　　　　　　　　when　R－1＝＞AGENT＿1．　E－1（…）；
　　　　　　　　　　　　　　　　when　R』＝＞AGENT』．　E』（…）；
　　　　　　　　　　　　　　end　case；
　　　　　　　　　　　end　if；　　　　　　　　　　　　　　　　　　　　　　　　’
　　　　　　　　　　　accept　UNIF（KIND：UNIFY－KIND；K．：ENTRY－NUMBER；…）do
　　　　　　　　　　　　　　if　KIND＝SIGN－IN　then
　　　　　　　　　　　　　　　　INSERT＿TABLE（K）；
　　　　　　　　　　　　　　clse
　　　　　　　　　　　　　　　　case　K　is
　　　　　　　　　　　　　　　　　　　when　R－1＝〉…一一body　of　original　accept　statement　f｛）r　E」
　　　　　　　　　　　　　　　　　　　when　R』＝〉…一一body　of　original　accept　statement　for　E－n
　　　　　　　　　　　　　　　　end　case；
　　　　　　　　　　　　　　　　REMOVE－TABLE（K）；
　　　　　　　　　　　　　　　　COMPLETED：＝TRUE；
　　　　　　　　　　　　　　end　if；
　　　　　　　　　　　cnd　UNIF；
　　　　　　　　end　loop；
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　Fig．10
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（34）
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　　　The　unified　entry　of　the　transformed　task　shoud　have　all　thc　parameters　posscssed　by
the　original　entries．　Each　entry　call　is　transf（）rmed　to　a　call　to　this　cntry　with　unused
paramcters　filled　with　dummy　values．
　　　The　relation　betwcen　the　tasks　is　illustrated　in　Fig．11．
AGENT＿n
E　n一
BUFFER＿n
E　n一
Fig・11　Unifying　entries．
The　task　BUFFER＿i　is　as　in　Fig．12．
task　body　BUFFER＿i　is
begin
　　　loOP
　　　　　　acccpt　E．i（PARAM」）do
　　　　　　　　　AGENT－i．　E．i（PARAM」）；
　　　　　　end　E＿i；
　　　end　loOP；
end　BUFFER＿i；
　　　　　　　　　　　　　　　　　　　Fig．12
　　　　We　now　explain　why　extra　tasks　BUFFER　are　necessary．　Without　BUFFER．，s，　the
inncr　accept　statement　of　AGENT－i　also　accepts　requcsts　from　other　users，　and　the　pro－
tocol　betwecn　AGENT　and　SERVER　is　broken．　Thc　task　BUFFER　collects　entry　calls
from　user　tasks　and　passes　only　onc　of　thcm　to　AGENT，　so　that　AGENT　can　concentrate
its　attention　on　the　communication　with　SERVER．
　　　Ada　inhibits　ncsted　accept　statements　if　both　the　statements　accept　calls　to　the　samc
cntry．　In　our　opinion　there　is　no　meaningful　reason　that　such　nesting　is　inhibited．　In
the　above　transformation　we　have　ignorcd　this　rulc．
　　　3．4　Eliminating　timed　entry　calls
　　　Atimed　cntry　call　is　the　one　that　waits　its　acceptance　fbr　a　speci丘ed　duration　of
time，　and　the　call　is　cancclled　whcn　thc　time　expires。　This　and　conditional　entry　call　are
the　only　facilities　in　Ada　in　which　the　callcr　task　of　an　entry　can　control　communication．
In　general，　the　callcc　task　acccpting　an　entry　call　c4n　selcct　its　behavior　on　the　communi．
cation　with　oter　tasks．
　　　Here　wc　prcsent　a　transfbrmation　technique　which　removes　timcd　entry　calls．　The
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same　transformation　can　be　applied　to　conditional　entry　calls，　by　regarding　them　as　timed
entry　calls　with　speci丘ed　time　zero．　In　this　transf（）rmation　an　additional　task　cxccutes　a
delay　statement　and　chccks　the　expiration　of　the　spccified　time　limit．　Bcsidcs　this，　two
more　tasks　are　created　by　the　transformation，　Wc　assume　that．the　callcc　task　X　which
accepts　a　timed　entry　call　is　thc　rcsult　of　the　transformation　of　subsection　3．2，　so　that
each　select　statement　in　the　task　is　expandcd　to　accept　statements．　Suppose　that　the　callcr
task　contains　a　timed　entry　call　in　Fig．13
select
　　　X．E（PARAM）；
or
　　　delay　T；
end　select；
　　　Fig．13
　　　In　this　call　T　is　the　duration　giving　the　maximum　delay　before　rendezvous　is　establi－
shed．　We　introduce　thrce　new　auxiliary　tasks　AGENTI，　AGENT2　and　AGENT3，　which
work　as　agents　betwccn　the　caller　and　the　callee（Sce　Fig・14）・
Fig．14　Eliminating　timed　entry　calls．
The　transformed　f（）rm　of　the　timed　cntry　call　in　the　caller　task　is　as　Fig．15．
AGENTI．　E（PARAM）；
AGENT2．　RESULT（PARAM，　TIMED－OUT）；
if　TIMED．OUT　then…end　if；
　　　　　　　　　　　　　　　　　　　Fig．15
　　　The　task　AGENTI　rcceives　a　request　from　thc　caller　task，　starts　up　AGENT2，　and
watches　the　expiration　of　the　time．　The　second　task　AGENT2，　which　plays　thc　central
role，　waits　for　the　acceptance　of　a　rcquest　by　X　or　a　report　of　time－out　from　AGENT1．
The　third　task　AGENT3　is　an　auxiliary　one　explaincd　later．　These　three　agent　tasks　are
shown　in　Fig．16．
　　　The　caller　task丘rst　passes　a　requcst　to　AGENTI　and　waits　until　the　result　is　report－
cd　by　AGENT2．　AGENTI　activates　AGENT2　by　an　entry　call　to　E，　and　then　cxecutes　a
delay　statcmcnt．　The　expression　of　this　dclay　statement　corresponds　to　the　delay　in　the
originai　timed　cntry　calL　AGENT2　notifics　the　request　to　the　task　X　through　AGENT3，
and　cxecutcs　a　selcct　statcmcnt　which　waits　f（）r　the　rcndezvous　with　X　or　the　expiration
of　the　delay．　The　first　arr三ved　onc　between　the　two　is　selectcd，　and　appropriatc　actions
are　takcn．　Note　that　this　select　statement　can　be　removcd　by　the　transformation　in
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task　body　AGENTI　is
begin
　　　accept　E（…）do…cnd　E；
　　　AGENT2．　START（…）；
　　　delay　T；
　　　AGENT2．　STOP；
end　AGENTI；
task　body　AGENT2　is
begin
　　　accept　START（…）do…cnd　START；
　　　AGENT3．　START；
　　　select
　　　　　　accept　SERVICE（…）do…end　SERVICE；．－from　X
　　　or
　　　　　　accept　STOP；…　　　　　　　　　　　　　　　一．from　AGENTl
　　　end　select；
　　　accept　RESULT（…）do…end　RESULT；
end　AGENT2；
task　body　AGENT3　is
begin
　　　accept　START；
　　　X．SIGN－IN（…，　AGENT2）；
end　AGENT3；
　　　　　　　　　　　　　　　　　　　Fig．16　　　　　　　　　　・
subsection・3．2，　Finally，　AGENT2　inf（）rms　to　the　callcr　task　the　rcsult，　including　whethcr
the　rcndezvous　is　established　or　not，　through　thc　entry　RESULT．
　　　　As　stated　bef（）re，　the　callec　task玉s　the　result　of　the　transformation　of　subscction　3．2，
so　that　it　has　thc　entry　SIGN＿IN　besides　the　original　cntrics．　It丘rst　accepts　calls　to　thc
entry　SIGN－IN，　and　inserts　the　namcs　of　requested　entries　into　an　internal　table．　It
dccides　which　cntry　to　acccpt，　interrogating　this　table．　The　only　difference　from　the　case
of　elimination　of　select　statements　is　that　an　acccpt　statement　fbr　a　call　from　AGENT2
is　changcd　to　an　cntry　call　to　AGENT2．　In　order　to　make　this　possiblc，　a　parameter
givingthc　name　of　thc　callcr（AGENT2）is　added　to　the　cntry　cali　to　SIGN」N　by
AGENT3．
　　　OIle　of　thc　kcy　points　of　this　transf（）rmation　is　the　change　of　the　dircction　of　an　entry
call．　In　an　original　program，　an　cntry　is　owned　by　the　callee　task　and　the　callee　exccutes
an　accept　statcmcnt，　while　in　the　transformed　program　the　entry　is　owned、　by　AGENT2
and　the　original　callec　calis　it．　This　is　made　possible，　oncc　the　receiver　of　communication
can　control　its　queues　of　entries．　Rcndezvous　of　Ada　is　asymmetric　in　the　sense　that　the
receivcr　cannot　specify　the　name　of　the　caller．　Howcver，　if　we　do　not　rely　on　the　qucues
of　entries　but　construct　an　intcrnal　table　of　callers，　this　asymmetry　will　disapPear．　In　thc
transf（）rmation　of　subscction　3．2，　we　haYe　introduccd　an　intcrnal　table　maintain量ng　sus－
pendcd　entry　calls，　and　we　know　thc　name　of　the　caller　bef（）re　accepting　the　erltry　calL
Thus　the　caller－callec　relation　of　rendezvous　can　be　revertcd，
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　　　　In　thc　prcvious　transf（）rmation　the　callee　task　first　decidcs　which　entry　to　be　acceptcd
next，　and　then　exccutes　an　accept　statement　for　it．　We　rcplace　this　accept　statcmcnt　by
an　entry　call，　if　the　caller　is　onc　of　AGENT2．　An　entry　call　in　the　original　caller　is
皿oved　to　AGENT2，　and　is　replaced　by　an　acccpt　statement．　Synchrohization　is　not　dis－
turbed　by　this　transformation．
　　　　We　must　be　careful　on　the　handling　of　paramctcrs．　The　modes　of　passing　paramcters
should　be　changcd　appropriately，　that　is，　in　mode　should　bc　changcd　to　out，　and　vice
versa．　Moreover，　sincc　thc　environment　of　the　accept　statemcnt，　cspecially　the　scope　of
variables，　is　changed，　all　visible　variables　in　the　original　scopc　should　be　passed　as　additi－
onal　parameters．
　　　　An　agent　task　reccivcs　parametcrs　and　passcs　thcm　to　anothcr　task　If　an　original
program　assumes　the　call－by－reference　mcchanism，　it　may　not　work　after　the　transfbrma－
tion．　In　Ada，　a　program　assuming　a　speci丘c　parameter　passing　mechanism　is　not　consi－
dered　a　correct　one，　so　that　we　ignore　this　problem，　as　stated　in　subscction　2．2．
　　　　The　auxiliary　task　AGENT3　simply　calls　the　entry　SIGN－IN　of　the　callee　task．
Without　it，　AGENT2　directly　calls　this　entry，　and　it　cannot　accept　the　notice　of　the
expiration　of　the　delay，　when　the　callee　does　not　quickly　accept　calls　to　SIGN＿IN．　This
dif丑culty　is　rcsolved　by　including　AGENT3．
　　　Three　agcnt　tasks　must　be　prepared　for　each　timed　cntry　call　separately．　After　the
call　is　complctcd，　they　should　all　be　aborted．　Othcrwise，　the　callee　task　may　fall　into
deadlock　when　AGENT2　accepts　a　call　to　STOP．　In　order　to　pass　thc　identity　of
AGENT2　to　the　callee，　it　must　be　implementcd　as　a　task　typc，　and　an　access　value
pointing　to　it　should　be　preparcd．　These　details　are　outside　of　our　present　interest．
　　　Finally，　we　consider　thc　exactness　of　time　intervals　in　the　transfbrmation．　In　case　of
timed　entry　calls，　we　cannot　ignore　the　eff；ect　of　possible　increased　dclay　caused　by　thc
transfbrmation．　Wc　consider　that　the　increascd　delay　is　acccptablc，　since，　even　in　the
original　program，　thc　dclay皿ay　bc　inaccuratc．　If　the　callcr　task　is　precmpted　aftef　the
start　of　cxecution　of　a　timed　entry　call　and　bef（）re　the　issue　of　an　actual　call，　the　user
cannot　predict　the　exact　delay．
4．　Fairness　and　priority　im　select　statements
　　　　In　this　scction　we　consider　applications　of　thc　techniquc　of　climination　of　select　state－
ments　in　subscction　3．2to　more　gcneral　settings：realizing　such　important　properties　as
fairness　and　priority　in　select　statemcnts．　Throughout　this　section　thc　transformation　of
elimination　of　select　statements　is　simply　rc艶rred　to　by　SE。
　　　4．1　Fairness
　　　The　Reference　Manual（9．7．10f㈹）says：“If　several　alternativcs　can　thus　bc　sclccted，
one　of　them　is　selected　arbitrarily（that　is，　the　language　does　not　dcfine　which　onc）．”An
implcmcntation　is　free　to　choose　any　scheduling　policy　for　thc　selection，　such　as　round－
robin，　first－in一丘rst－out，　ctc．　From　the　vicwpoint　of　the　user，　this　means　that　he　cannot
assume　any　specific　scheduling　rule，　and　even　fairness　is　not　necessarily　guarantced；al－
though，　of　course，　a　certain　degrec　of　fairness　may　usually　be　expccted。　One　might　some－
tlmcs　want　to　wrlte　a　program　which　works　correctly　even　if　thc　scheduing　of　sclcct
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（38）
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bit　vector・will　sufflce　instead　of　a　qucue　fbr　maintaining　calls．　A　minor　difHculty　ln
latter　choice　is　that　a　uscr　task　may　call　SIGNJN　later　than　anothcr　task　but　may　prc－
cede　in　a　real　call　to　an　original　entry，　as　stated　in　subsection　3．2．
　　　In　SE，　we　have　chosen　thc　alternative　of　one　agent　task　for　each　entry，　This　iS　not
adcquate　for　the　realization　of　priority．　After　thc　service　of　an　entry　of　high　priority，　thc
servcr　searches　f（）r　the　next　entry　to　be　served．　Even　if　another　call　to　the　same　entry
cxists，　it　takes　timc　for　AGENT　to　inform　it　to　the　server．　A　call　to　another　entry　of
lowcr　priority　may　preccde　it，　and　such　a　situation　should　not　be　allowed　by　the　speci丘ca－
tion　of　thc　problem．　Therefore，　we　must　prcpare　one　agent　task　for　each　user　task．
　　　Secondly，
be　given　priority．　If　the　user　request　is　considercd　more　important，
statcments　is　Ilot　fair．
　　　　Some　simple　techniqucs　arc　known　to　code　a　scrvcr　which　serves　several　entries　in　a
fair　manner，　but　these　techniqucs　are　applicable　only　to　rather　limited　classcs　of　pro－
9「ams・
　　　Transformation　SE　givcs　an　easy　way　of　achieving　fairness　fbr　select　statcmcnts．　The
resultcd　program　does　not　dcpend　on　the　scheduling　stratcgy　of　the　runtime　systcm．　In
SE　the　selection　policy　is　controlled　by　the　uscr　in　thc　function　ENTRY＿TO＿BE＿ACCE－
PTED．　Wc　explicitly　know　how　long　calls　to　cach　entry　are　suspcnded．　Fairness』is　easily
achievcd　by　devising　a　sclection　strategy　which　takes　into　account　the　suspended　duration
of　each　call．
　　　　In　this　computation，　only　the丘rst　call　to　cach　cntry　can　be　observed，　since　the　other
calls　are　queued　in　agcnt　tasks．　This　is　adequate．　In　Ada，　the　servicc　of　each　entry　is
strictly　first－in－first－out，　so　that　only　thc丘rst　call　of　each　entry　will　affect　the　selcction．
　　　　4．2　Priority
　　　As　another　application　of　the　transf（）rmation，　we　can　givc　prioritics　to　entries　at　select
statcmcnts・Just　as　we　cannot　usually　guararltec　fairncss，　we　cannot　express　directly　a
specific　rulc　of　thc　sclection　pattern　of　entries　by　the　standard　Ada　constructs．　If　it　is
necessary，　wc　can　rcalize　it　by　extcnding　transf（）rmation　SE。
　　　As　usual　of　our　general　programming　techniquc，　an　entry　call　of　user　tasks　to　the
servcr　in　the　original　program　is　divided　into　two　entry　calls．　First，　thc　caller　task　noti丘es
its　priority　level　through　the　entry　SIGN＿IN．　The　real　request　is　issued　after　SIGN＿IN　is
accepted．　The　resulted　program　is　similar　to　the　one　given　by　Burns（3）．　In　the　fbllowing，
we　bricfly　discuss　the　rcalization．
　　　In　transformation　SE，　there　are　altcrnatives　conccrning　how　many　agcnt　tasks　should
be　prepared．　A　choice　would　be　one　agent　task　fbr　each　entry，　and　anothcr　is　one　for
each　user　task．　In　both　cases，　deadlock　of　the　server　caused　by　the　death　of　a　user　task
can　be　avoidcd．　If　an　agent　task　is　prepared　fbr　each　user　task，　we　can　obscrvc　all　calls
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　．issued　befbre　determining　an　entry　to　bc　accepted．　The　dcsicion　will　be　more　approprlate，
but　thc　data　structurc　becomes　complicated．　On　the　other　hand，　if　an　agent　task　is　pre－
parcd　fbr　each　cntry，　the　server　can　observe　at　most　one　call　for　each　entry，　but　a　simple
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　°　the
　　　　　　　　　we　must　dctermine　which　of　the　cntry　SIGN－IN　and　an　original　entry　should
　　　 　　　　　　　 　　　　　　　　　　　　　　　　　　　　　　　 　　　　　　 　　　　　　　　　　　　　　　 　　the　server　should　im－
mediately　execute　the　accept　statement　of　the　request・once　an　acceptable　request　is　found・
This・choice　will　maximize　proccssor　utilization・On　the　other　hand，　if　SIGN」N　is　mQre
（39）
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important，　the　server　should　acccpt　as　many　SIGN＿IN，s　as　possible　before　acccpting　a　uscr
requcst．　Thc　priority　problem　corresponds　to　the　lattcr　choice　where　a　low－priority　entry
should　not　be　accepted　as　long　as　thcre　is　a　pending　requcst　to　cntrics　of　higher　priority．
The　third　and　intcrmediatc　choice　would　be　to　cnclose　both　alternatives　in　a　sclect　state－
ment，　and　let　the　runtime　routine　select　one　of　thcm．
　　　The　use　of　thc　task　NOTIFIER　in　SE　is　a　solution　by　this　intermediate　strategy．　It
givcs　the　ser▽er　enough　timc　to　accept　all　suspcnded　calls　to　SIGN＿IN．　But，　once　a　signal
from　NOTIFIER　is　received，　thc　scrvcr　does　not　acccpt　further　ncwly　arrived　calls　to
SIGN－IN．　It　avoids　the　usc　of　attribute　COUNT　and　some　subtle　race　conditions．
　　　If　this　scheme　is　not　desirable，　we　must　cmploy　another　one．　If　a　call　to　SIGN＿IN
should　be　taken　into　account　as　long　as　possiblc，　wc　must　try　to　accept　as　many　calls　to
SIGNJN　as　possible　before　accepting　a　user　requcst．　The　while　statement　in　Fig．6is
changed　as　follows．
　　　　　　　　　whilc　NO＿ACCEPTABLE＿CALLS　or　SIGN＿IN’COUNT＞Oloop
　　　The　task　NOTIFIER　may　be　omitted　in　this　case．　In（3）Burns　employcd　the　select
statcment　including　both　SIGN－IN　and　an　original　entry，　and　used　attribute　COUNT　to
give　priority　to　SIGN」N．
5．　Concluding　remarks
　　　　Our　transformations　indicate　which　parallel　languagc　facilities　are　essential　and　which
are　not．　By　apPlying　one　of　the　transformations　an　Ada　task（with　certain　rcstrictions）
is　converted　to　an　equivalent　onc　with　a　single　entry．　But，　to　do　so，　we　need　to　newly
introduce　many　small　tasks．
　　　As　the　programming　style　f（）r　parallel　programs，　our　techniques　indicate　the　fbllowing：
By　using　mor『number　of　small　tasks　we　can　dispense　with　various　control　facilities。　This
is　not　the　usual　programmlng　style　for　Ada，　but　we　think　that　this　is　one　way　of　achiev－
ing　clearncs’s　of　parallel　programs．
　　　Parallel　programming　facilities　of　Ada　are　supposcd　to　be　of　higher－level　and　be　easy
to　use・　HoWever，　thcy　oftcn　do　not　suit　fbr　the　nced　of　users，　especially　in且ner　grain　of
control，　such　as　scheduling　of　service’s．　Especially，　fairness　and　priority　in　select　state－
ments　cannot　bc　rcalizcd　in　a　simple　manner；wc　are　fbrced　to　throw　away　complex
facilitics　and　to　implcment　them　using　morc　primitive　constructs．　This　paper　suggests
useful　techniqucs　in　attempting　such“implementations．”
　　　Our　first　transfbrmation　changcs　cvery　Ada　task　to　an　equivalent　one　with　a　single
select　statement・The　resulted　task　should　be　compared　with　an　object　in　objcct－oriented
programming・In（16’objects　are　compared　with　packages　in　Ada，　but　from　the　viewpoint
of　message　passing　it　scems　more　appropriate　to　compare　objects　with　Ada　tasks．　An
object　can　be　regarded　as　a　task　Iepeating　the　exccution　of　a　sclcct　statement．　Program
transf（）rmations　for　objects　arc　treated　ing17・｝。
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