Automated Resolution of Singularities for Hypersurfaces  by Bodnár, Gábor & Schicho, Josef
doi:10.1006/jsco.1999.0414
Available online at http://www.idealibrary.com on
J. Symbolic Computation (2000) 30, 401–428
Automated Resolution of Singularities for
Hypersurfaces
GA´BOR BODNA´R† AND JOSEF SCHICHO†
RISC, University of Linz, A-4040 Linz, Austria
We give the description of an algorithm for the resolution of singularities, in the case
of hypersurfaces in characteristic zero, based on Villamayor’s stratifying function. The
algorithm is implemented in Maple.
c© 2000 Academic Press
1. Introduction
The problem of resolution of singularities is, given an algebraic variety X, construct
a proper birational morphism Y→X such that Y is nonsingular. This problem has an
impressive history. For curves, the existence of a resolution was already known in the
nineteenth century. In the surface case, Walker (1935) gave an analytic proof, and Zariski
(1939) gave an algebraic proof. Five years later, Zariski (1944) proved resolution of 3-
folds. Then it took quite some time until Hironaka (1964) came up with his famous result
of resolution for arbitrary dimension. Hironaka’s result holds only for the characteristic
zero case. In positive characteristic, there are some partial results (Abhyankar, 1965;
Lipman, 1978), but the general case is still open. For an account of the difficulties in
positive characteristic, the reader should consult Hauser (1998).
Hironaka’s existence proof is not constructive. Later, Villamayor (1989, 1991), Enci-
nas and Villamayor (1998, 2000) and Bierstone and Milman (1991, 1997) came up with
strategies to find a canonical resolution. More precisely, these authors define upper semi-
continuous stratifying functions with the property that, if one repeatedly blows up the
closed subset where the function attains its maximum, one eventually achieves a resolu-
tion. These functions are of theoretical importance because they give additional informa-
tion on the existing resolution. For instance, it can be shown that the resolution changes
with the hypersurface in a certain uniform way (see Villamayor, 1992).
From an algorithmic point of view, these results were a major breakthrough but did
not yet solve the problem. The definitions of these functions are rather complicated in
both approaches. It is not at all clear how to compute them and how to determine the
closed subsets where the maximum is attained (despite the fact that Villamayor calls his
stratifying function “an algorithm” and “a constructive resolution”).
Our dedicated goal was to devise a complete resolution algorithm. The first step was to
take Villamayor’s stratifying function and rewrite its inductive definition in an algorith-
mic way. This resulted in the overall structure of the algorithm, presented in Section 3.
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After the structure was clear, we did not need the function any more; therefore, it cannot
be found in the final description. As it is often the case, a clear algorithmic description
helps to comprehend a complicated situation. And indeed, it can be seen that our refor-
mulation is simpler and easier to access than the inductive definition of the function.
The next step was to come up with a data structure that was suitable for manipulation
on the computer. In theory, this is never considered because one may always switch to the
local situation “without loss of generality”. In a complete algorithm, one has to resolve
at all points in a finite number of steps.
Finally, we had to solve the computational tasks specified in the overall structure
concretely. Our main tool for doing this was the method of Gro¨bner bases (Buchberger,
1965, 1985; Winkler, 1988; Becker and Weispfenning, 1993).
A technical problem which had to be addressed in the beginning was the following. The
resolution is obtained by blowing up subvarieties in the singular locus. Now, it is quite easy
to blow up a point. But for more complicated blowing up centers, the construction is not
so trivial. There are implementations for performing blowing ups in various computer
algebra systems such as Greuel et al. (1998) and Bayer et al. (1993) (both are using
Gro¨bner bases, by the way). But these computations are time consuming and the output
variety is not described in the same way as the input variety. In the resolution algorithm,
we need to apply blowing up repeatedly; therefore, we had to come up with a data
structure representing varieties in which we could do the blow up operations. We did not
want to use the projective representation (by generators of the homogeneous vanishing
ideal), because of performance reasons.
We solved this problem by representing nonsingular varieties by affine charts, where
we have in each chart a global system of regular parameters. Since we only need to blow
up along nonsingular centers, we can compute these blowing ups without any computa-
tions more difficult than simple polynomial arithmetic and differentiation (no Gro¨bner
bases are necessary after the center has been found). The output of the whole resolution
algorithm is a tree of charts, where
— the root node is An, the ambient space of the given hypersurface,
— the children of each node are obtained from the parent node by blowing up or by
some other operation described in Section 4 (cover and exchange),
— the proper transform of the given hypersurface in the leaf nodes is nonsingular, and
the total transform is a normal crossing divisor.
The output tree may be viewed by “clicking through the resolution” in an HTML hi-
erarchy. The chart transition maps can be obtained by composing the birational maps
to/from the root node arising from the blowing up/blowing down maps. The representa-
tions of the charts and how to work with them is described in Section 4.
The best way to prove completeness of an algorithm is to provide an implementation.
In our case, this was a good decision, because one gap and several possible improvements
popped up. Here is the gap (which is now eliminated, of course): at a certain step, we
have a nonsingular variety W and an element a ∈ k[W ]. If a is not zero, we have to
compute the highest multiplicity of a. We compute this number by successively checking
if the ideal generated by a and its partial derivatives (with respect to the known system
of regular parameters) up to a certain order contains 1.
What we had overlooked was the following case. Since we do not decompose varieties
into their irreducible components, the variety W might be reducible, and the restriction of
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a to one component might be zero, even though a is not zero in k[W ]. In this component,
all partial derivatives vanish. Therefore, the method above will not terminate.
We could have solved the problem by decomposing W into irreducible components and
separate them into different affine charts. Our more efficient solution, which only requires
the computation of a quotient ideal, is described in Section 5.2.
Here are some of the improvements. First of all, we have to cope with the super-
exponential growth of exponents of the generators of coefficient ideals (see Section 3.2).
In our first version, even harmless examples like x41−x21x2(x3−1) lead to ideals generated
by very high degree polynomials, because of the repeated factorials (in this case, it is
(x3− 1)620448401733239439360000 by computing coefficient ideal with respect to first x1 and
then x2). Current computer algebra systems cannot handle such polynomials. Therefore,
we want to circumvent the expansion of the generators of coefficient ideals. This we do
by applying the fact ord(fk) = k · ord(f), assigning to each generator a weight, i.e. a
nonnegative integer corresponding to the unevaluated power. Then in the singular locus,
order and coefficient ideal computations we use the original polynomials taking their
weights into account.
In the resolution algorithm we represent algebraic sets by finite generating sets of their
ideals, which live in coordinate rings of nonsingular algebraic sets. We constantly need to
determine the singular locus and the order of these algebraic sets, as well as to perform
certain operations on their separate components. In order to avoid costly ideal quotient
computations whenever possible, we represent their ideals by their decomposition into two
factors. One represents weighted union hypersurfaces whose treatment is a combinatorial
task in the algorithm, and the other holds the rest of the components of the algebraic
set. This solution yields considerable benefit in many subtasks of the algorithm.
Another interesting issue is to eliminate the redundancies of the chart covering. The
problem is twofold: we want to discover and drop charts that are covered by others, and
we want to avoid the repeated resolution of singularities lying in overlapping areas of the
charts. Both of the tasks can be solved with our approach (to be presented in an upcoming
paper), which keeps track of the areas of the charts that are not covered by others. We
call this algebraic set the focus of the chart, and by a clever way of bookkeeping we need
to make little effort to compute it. Now the first type of redundancy can be checked by
testing whether the focus is empty, and the second type can be recognized when the focus
and the singular locus are disjoint. In the first case we drop the chart, and in the second,
the chart gets replaced by ones that cover it over the complement of the singular locus.
Of course, one cannot expect too much of the performance of the implementation. It
is impossible to give complexity bounds, because even the largest number of necessary
blowing ups (as a function of the degree of the given polynomial) is not known. We could
compute a lot of demonstrative examples, but we also had to interrupt the process in
some cases because it took too much time (see the table at the end of Section 6).
Related software are the resolution algorithm for curves in Tran and Winkler (1997)
or in MapleV release 5 (in the package “algcurves” by M. van Hoeij), and a program for
singularities of cyclic surfaces (Castellanos et al., 1998).
This paper is structured as follows. In Section 2, we give a precise description of
the problem and introduce the necessary terminology. In Section 3, we give the overall
structure of the algorithm, using some strong macros like BlowUp. In Section 4, we
describe the data structures and basic operations concretely. In Section 5, we discuss the
main computational subtasks. Finally, we include an extended example in Section 6.
The full program is available on the web site http://www.risc.uni-linz.ac.at/
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projects/basic/adjoints/blowup. It has also been announced in the conference IMACS-
ACA’98. The paper by Bodna´r and Schicho (2000) contains a discussion of some ideas
in the algorithm.
2. The Problem
In this section we formulate the problem of desingularization, we present the case we
are dealing with and give the necessary terminology.
Henceforth k denotes a computable field of characteristic zero. We consider varieties
over k. A morphism means a regular map. A morphism is called proper iff it is not a
restriction of a map from some larger domain to an open dense subset. A morphism is
birational if it has a rational inverse, i.e. an inverse map on some open dense subset of
the image of the morphism, that can be given by rational functions.
Problem 1. Given a variety X, find a desingularization of it, which means a nonsingular
variety Y together with a proper, birational morphism pi : Y → X.
At a nonsingular point p of a variety W of dimension n, f1, . . . , fn ∈ k(W ) form a
regular system of parameters iff they all vanish at p, f1, . . . , fn are regular on some open
U ⊆W containing p, and df1, . . . , dfn generate the module of differential forms Ω(U).
An algebraic set, contained in the nonsingular variety W , has at most normal crossings,
iff for all points x ∈ W , there exists a system of regular parameters such that each
irreducible component of the algebraic set is given by a subset of this parameter set
locally at x.
Let W be a nonsingular variety, and X ⊂ W be a variety of codimension 1. By
abusing the language we call the pair (W,X) a hypersurface. If W = An, (W,X) is an
affine hypersurface, if W = Pn, (W,X) is a projective hypersurface.
Problem 2. Given a hypersurface (W,X), find an embedded desingularization of it,
which is a nonsingular variety W ′ together with a proper, birational morphism pi : W ′ →
W , such that the total transform, pi−1(X), has at most normal crossings.
An embedded desingularization of (W,X) indeed provides a desingularization of X.
The rational inverse is defined on an open dense subset of X, and the closure of its image,
say, X ′—also called the proper transform of X along pi—is nonsingular in W ′ (it is one of
the components of the total transform). Now X ′ together with the map pi|X′ : X ′ → X
is a desingularization of X.
Such a desingularization is usually constructed using the technique of blowing up,
which we now describe.
Let X be an affine variety over k with a1, . . . , ar generators for its coordinate ring. Let
C ⊂ X be a variety with vanishing ideal I(C) = 〈g0, . . . , gs〉. The blowing up of X at C
is defined as a proper, birational morphism pi : Y → X, where Y ⊂ Ar × Ps with ideal
I(Y ) = {P ∈ k[x1, . . . , xr, y0, . . . , ys] |P (a1, . . . , ar, tg0, . . . , tgs) = 0 in k[X][t]}.
The morphism pi is just the projection on the first r coordinates. The ideal I(Y ) is
homogeneous in the y’s. The preimage of C in Y , denoted by E, is called the exceptional
divisor of the blown up variety.
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Figure 1. Blowing up (A2,Z(y2 − x3 − x2)) at the origin.
Example 2.1. Let X = An, C = Z(x1, . . . , xr), r ≤ n. The blowing up of X along C
is pi : Y → X, where Y ⊂ An × Pr−1,
I(Y ) = 〈xiyj − xjyi | i, j = 1, . . . , r〉k[x1,...,xn,y1,...,yr],
pi is the projection on the xi’s. The blown up variety can be covered by r affine charts of
dimension n, covering Pr−1 by its principal open subsets. So the first chart (y1 6= 0) is
generated by x1, y2, . . . , yr, xr+1, . . . , xn, where the xj ’s were eliminated by the equations
x1yj = xj , j = 2, . . . , r.
For a hypersurface S containing C in its singular locus with multiplicity d, the total
transform in the first chart is of the form xd1 ·g(x1, y2, . . . , yr, xr+1, . . . , xn), where x1 = 0
is the equation of E, the exceptional divisor, and g = 0 is of the proper transform.
3. The Overall Structure of Villamayor’s Algorithm
In this section, we describe the overall structure of Villamayor’s resolution algorithm.
It has been obtained by rewriting the inductive definition of Villamayor’s stratifying
function (Villamayor, 1989, 1991; Encinas and Villamayor, 2000) in an algorithmic way.
The desingularization of the given hypersurface is obtained by repeatedly blowing up
the ambient space, as described in Section 2. The first restriction for the blowing up
center is that it has to be a nonsingular variety. This ensures that the blown up varieties
are nonsingular at any stage.
The second restriction is that the center has normal crossing with respect to the excep-
tional divisors constructed so far. This restriction ensures that the exceptional divisors
have normal crossing at any stage.
Remark 3.1. Since decomposing into irreducible varieties is computationally hard, we
drop the condition that W is irreducible, i.e. we work with algebraic sets instead of
varieties.
Villamayor’s definition of the stratifying function is based on an intermixed induction
on the order and the dimension, also involving the exceptional divisors that have arisen
from previous blowing ups. He introduces basic objects of the kind (W,J, b, E), where
— W is a nonsingular algebraic set,
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— J is a nonzero ideal in k[W ] (initially the ideal of the hypersurface),
— b is a positive integer,
— E is a finite sequence of regular hypersurfaces of W with normal crossing (the
exceptional divisors up to the current stage).
We sometimes omit components of basic objects when they are not needed.
In the following, we use “partial derivatives”. If W = An, these have the usual meaning.
Otherwise, we can define the partial derivatives only locally with respect to a system of
parameters. For charts, a precise definition will be given in Section 4.
The singular locus of a basic object (W,J, b, E) is defined by
Sing(J, b) := {x | ordx(J) ≥ b},
where
ordx(J) := min{ordx(f) | f ∈ J},
and ordx(f) is the smallest integer m such that there exists a partial derivative of f of
order m not vanishing at x. The order of J at x is positive iff x is in the zero set of J .
A basic object is resolved iff its singular locus is empty. When trying to resolve a basic
object (W,J, b, E), we do not want to change anything outside its singular locus. This
motivates the third restriction: the blowing up center must be contained in the singular
locus. It ensures that the total transform of J (i.e. the ideal that is generated by the
pullbacks of elements in J) can be written as I(F )b · J ′, where F is the exceptional
divisor.
Let W ′ be the blown up. Let E′ be the sequence of all proper transforms of divisors in
E, together with the new exceptional divisor. Let J ′ be as above. Then the basic object
(W ′, J ′, b, E′) is called the transform of (W,J, b, E). In the algorithm, this is going to be
the next basic object to be resolved.
We say that a blowing up operation is permissible with respect to the basic object
(W,J, b, E) iff the blowing up center fulfills the three restrictions above (nonsingular,
normal crossing with E, contained in the singular locus).
Here is a technical lemma which is used several times in the correctness proof.
Lemma 3.1. Let (W,J, b, E) and (W, I, b, E) be basic objects. Let Y be a permissible
blowing up center, and let (W ′, J ′, b, E′) and (W ′, I ′, b, E′) be the transforms. Then the
following hold.
(1) Sing(J, b) = Sing(Jn, nb) for n ≥ 1.
(2) Sing(J + I, b) = Sing(J, b)∩Sing(I, b).
(3) The transform of (W,Jn, nb, E) is equal to (W ′, (J ′)n, nb, E′) for n ≥ 1.
(4) The transform of (W,J + I, b, E) is equal to (W ′, J ′ + I ′, b, E′).
Proof. (1) follows immediately from the relation ordx(fn) = n · ordx(f).
(2) follows from the fact that in the definition of ordx(J), it suffices to take the mini-
mum over a fixed set of generators.
In (3) let pi : W ′→W be the blowing down map, and let pi∗ be the pullback homomor-
phism. Then both sides are generated by{
(pi∗f)n
hnb
∣∣∣ f ∈ J} = {(pi∗f
hb
)n ∣∣∣ f ∈ J} ,
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where h is a local equation of the exceptional divisor.
In (4) both sides are generated by{
pi∗f
hb
∣∣∣ f ∈ J or f ∈ I} .2
Basic objects come in three variants: weighted objects, tagged objects, and balanced
objects. We have resolution algorithms for these three types, which call each other re-
cursively.
3.1. weighted objects
A weighted object is a basic object (W,J, b, E), together with a function a : E→N, such
that the following holds. Let E = (H1, . . . ,Hr), and let (a1, . . . , ar) be the sequence of
values of a. Define
M = I(H1)a1 · · · I(Hr)ar
(locally, this ideal is generated by a monomial in a system of parameters). Then the ideal
J can be written as J = M · J . We call M the monomial part and J the proper part of
J . The largest order of J at points within Sing(J, b) is called the maxorder.
We will blow up weighted objects only at centers which are contained in the subset of
Sing(J, b) where the maximal order is achieved. The transform of the new component a
is done as follows. For any hypersurface H ∈ E, the value of the proper transform of a is
defined to be a(H), i.e. old hypersurfaces remain with old values. The value of a at the
new exceptional divisor F is defined to be
a(H1) + · · ·+ a(Hr) + b− b,
where b is the maxorder, and {H1, . . . ,Hr} is the set of all hypersurfaces in E containing
the blowing up center. To ensure that this assignment is valid, we have to show that the
transformed ideal J ′ contains I(F )a(H1)+···+a(Hr)+b−b. But this follows from the fact that
the order of any point in the blowing up center is at least a(H1) + · · ·+ a(Hr) + b.
Lemma 3.2. Let (J
′
, b) be the the transform of the basic object (J, b). Then J
′
is the
proper part of the transformed weighted object.
Proof. Assume that E = {H1, . . . ,Hs}, s ≥ r. For each Hi, let hi be a local equation,
and let h be a local equation of the new exceptional divisor. Then h1/h, . . . , hr/h, hr+1,
. . . , hs are local equations of the transformed exceptional divisors.
Let M ′ be the monomial part of the transformed weighted object. Locally, M ′ is
generated by the element
(h1/h)a(H1) . . . (hr/h)a(Hr)h
a(Hr+1)
r+1 . . . h
a(Hs)
s h
a(H1)+···+a(Hr)+b−b = ha(H1)1 . . . h
a(Hs)
s h
b−b.
Thus, the proper part of the transformed weighted object is generated by{
fh
a(H1)
1 . . . h
a(Hs)
s /hb
h
a(H1)
1 . . . h
a(Hs)
s hb−b
∣∣∣ f ∈ J} = { f
hb
∣∣∣ f ∈ J} .
But this set generates the transform of (J, b). 2
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A simple object is a basic object (W,J, b, E) satisfying ordx(J) = b for all x ∈ Sing(J, b).
One can easily show that the transform of a simple object is again simple (a stronger
statement will also be shown in Lemma 3.4).
A tagged object is a simple object (W,J, b, E) together with a subset E− of E, satisfying
an additional “condition T”, which will be explained in Section 3.3. For the moment, it
suffices to know two things about condition T.
(1) If (W,J, b, E) is simple, then (W,J, b, E,E− = E) is tagged.
(2) The transform of a tagged object is tagged.
Here, the transform of the component E− is done in the obvious way: E′− is defined as
the set of proper transforms of the hypersurfaces in E−.
Two tagged objects are called similar iff their underlying simple objects coincide (in
other words, they may only differ in the E− component). Obviously, two similar tagged
objects have the same singular locus. Moreover, the transforms of similar tagged objects
are again similar. Therefore, any sequence of blowing ups which is permissible for one
tagged object is also permissible for a similar tagged object.
For any weighted object (W,J, b, E, a) with nontrivial proper part, the equiorder is
defined as the tagged object constructed by the algorithm EquiOrder.
Algorithm. EquiOrder(W,J, b, E, a)
M,J := the monomial part and the proper part;
b:= the maxorder;
if b ≥ b then
I := J ;
w := b;
else
I := J
b−b
+M b;
w := (b− b)b;
E− := E;
return (W, I,w,E,E−);
The equiorder enjoys the following properties.
Lemma 3.3. Let W be a weighted object with positive order, and let T be its equiorder.
Then the following hold.
(1) The singular locus of T is equal to the subset of the singular locus of W where the
proper part has maximal order.
(2) Let Y be permissible with respect to T . Then Y is also permissible with respect to
W.
(3) Let W ′ and T ′ be the transform of W and T , respectively, along the blowing up of
Y . If T ′ is not resolved, then maxorder(W ′) = maxorder(W), and T ′ is similar to
the equiorder of W ′.
(4) If T ′ is resolved, then either maxorder(W ′) < maxorder(W), or W ′ is resolved.
Proof. We use the same notation as in the description of the algorithm EquiOrder.
In (1) we distinguish two cases.
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If b ≥ b, then every point in the singular locus of (J, b) is also a singular point of W,
and it consists precisely of those points where the order is maximal (namely b).
Now, suppose b < b. By Lemma 3.1, the singular locus of T is the intersection of the
singular locus of (J, b) and the singular locus of (M, b− b). But
ordx(J) ≥ b ∧ ordx(M) ≥ b− b
is equivalent to
ordx(J) ≥ b ∧ ordx(J) ≥ b,
hence the singular locus of T consists of all the points in Sing(W) where J has maximal
order.
(2) follows immediately from (1).
In (3) and (4) we distinguish two cases again.
If b ≥ b, then (J, b) is simple. By Lemma 3.2, the transform is (J ′, b), where J ′ is the
proper part ofW ′. This is again a simple object. If it is not resolved, then the maxorder of
W ′ is b, and T ′ is the equiorder ofW ′. If it is resolved, then the maxorder is smaller than
b. Thus the maxorder has dropped—unless W ′ is resolved, in which case the maxorder
is not defined.
Now, suppose b < b. By Lemma 3.1, T ′ is equal to ((J ′)b−b+ (M ′)b, (b− b)b), where J ′
is the proper part of W ′ (again by Lemma 3.2), and M ′ is the transformed ideal of the
basic object (M, b − b). In the notation as in the proof of Lemma 3.2, M ′ is generated
by ha(H1)1 . . . h
a(Hs)
s hb−b, hence M ′ is the monomial part of W ′. The object (J, b) is not
necessarily simple, it could have points of higher order outside the singular locus of W.
But it behaves like a simple object because the blowing up center consists of points
of order b. If T ′ is not resolved, then the maximal order of (J, b) within the singular
locus of (M ′, b − b) is b, and T ′ is the equiorder of W ′. Otherwise, the maxorder has
dropped—unless W ′ is resolved. 2
Weighted objects with zero maxorder are also called monomial objects. One can easily
show that the transform of a monomial object is again monomial. Monomial objects can
be resolved by the algorithm ResolveMonomial. We say that the hypersurfaces H1, . . . ,Hr
have common singularities iff the intersection of H1, . . . ,Hr and the singular locus of the
basic object is nonempty.
Algorithm. ResolveMonomial(T )
while not resolved do
r := the smallest number such that r hypersurfaces in E have common
singularities;
b := the largest possible value of a(H1) + · · ·+ a(Hr), where H1, . . . ,Hr ∈ E
have common singularities;
H1, . . . ,Hr := the first r hypersurfaces for which the maximum b is achieved
(with respect to lexicographical ordering);
Y := the intersection of H1, . . . ,Hr;
Blow Up(Y );
Theorem 3.1. The algorithm ResolveMonomial is correct.
Proof. (This proof was communicated to us by S. Encinas.) It is obvious that the center
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is permissible and that the algorithm will not stop before the basic object is resolved.
The difficult part is termination.
For any monomial object, we define the number m as cardinality of the set of all
r-subsets {H1, . . . ,Hr} of E such that a(H1) + · · · + a(Hr) = b, where r and b are
defined as in the description of the algorithm ResolveMonomial. We claim that the triple
(dimW − r, b,m) drops in every blowing up step in the algorithm. Here, triples are
compared by lexicographical order. Obviously, this claim then implies termination.
To prove the claim, we assume indirectly that the claim does not hold. Then we have
either r′ < r, or (r′ = r and b
′
> b), or (r′ = r and b
′
= b and m′ ≥ m), where the
postfix ′ denotes the corresponding value of the transform.
Assume that r′ < r. By definition of r′, there are elements G′1, . . . , G
′
r′ ∈ E′ such
that a(G′1) + · · · + a(G′r′) ≥ b. The new divisor F must be among the Gi, say F = G′1.
The other divisors are proper transforms of old divisors G2, . . . , Gr′ . Among H1, . . . ,Hr,
there must be a divisor, say H1, which is not in {G2, . . . , Gr′}. Then
b ≤ a(G′1) + · · ·+ a(G′r′) = a(H1) + · · ·+ a(Hr)− b+ a(G2) + · · ·+ a(Gr′) =
(a(H1) + a(G2) + · · ·+ a(Gr′)) + (a(H2) + · · ·+ a(Hr))− b < b+ b− b,
a contradiction.
Now, assume that r′ = r and b
′
> b. Then it follows that a(G′1) + · · ·+ a(G′r) > b for
some G′1, . . . , G
′
r′ ∈ E′. Then the new divisor F must be among the Gi, say F = G1.
Among H1, . . . ,Hr, there is again a divisor, say H1, which is not in {G2, . . . , Gr}. Then
b < a(G′1) + · · ·+ a(G′r) = a(H1) + · · ·+ a(Hr)− b+ a(G2) + · · ·+ a(Gr) =
(a(H1) + a(G2) + · · ·+ a(Gr)) + (a(H2) + · · ·+ a(Hr))− b < b+ b− b,
again a contradiction.
Finally, assume that r′ = r and b
′
= b and m′ ≥ m. By the inequality above, any
r-subset containing F does not achieve the maximum value b. All r-subsets achieving
the maximum are old, i.e. consist of proper transforms. But the proper transforms of
H1, . . . ,Hr do not have common singularities, because their intersection was blown up.
Hence m′ < m, which is again a contradiction. 2
Remark 3.2. The statement BlowUp(Y ) implies that we pass from the given basic ob-
ject to its transform. Moreover, we will have in general a whole stack of “current objects”
of all three types, due to the recursive calls. In this case, Y will be permissible with re-
spect to all of them, and the statement BlowUp(Y ) means that we pass to the proper
transform for all basic objects in the stack.
The algorithm ResolveWeighted is for the resolution of weighted objects (it calls the
resolution algorithm for tagged objects).
Algorithm. ResolveWeighted(W)
while not resolved and maxorder > 0 do
T := EquiOrder(current object);
ResolveTagged(T );
if not resolved then
ResolveMonomial(current object);
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Theorem 3.2. The algorithm ResolveWeighted is correct (i.e. relative correct with re-
spect to the subalgorithm ResolveTagged).
Proof. Note that the algorithm ResolveWeighted does not depend on the E− compo-
nent (it is used inside ResolveTagged, but this is irrelevant to the relative correctness).
Therefore, we do not need to distinguish between similar tagged objects. In particular,
we may apply Lemma 3.3 repeatedly.
By this repeated application, we see that resolving the equiorder either resolves the
weighted object or it makes the maxorder drop. Repeating, we obtain a resolution or
maxorder zero. In the latter case, ResolveMonomial resolves. 2
3.2. balanced objects
Let (W,J, b, E) be a simple object. The delta-ideal ∆(J, b) is defined as the ideal gen-
erated by all partial derivatives of elements in J of order less than b. Its zero set contains
the singular locus. For every point x ∈ Sing(J, b), there exists a z ∈ ∆(J, b) which has
order 1 at x (because for each point x in the singular locus, there is a partial derivative
of order b not vanishing at x).
The simple object (W,J, b, E) is called balanced iff the following condition holds. For
every point x ∈ Sing(J, b), there exists a z ∈ ∆(J, b) which has order 1 at x and Z(z) has
normal crossing with E in a neighborhood of x.
Let (W,J, b, E) be a balanced simple object, and let z ∈ ∆(J, b) be an element which
has order 1 and normal crossing with E at any point of its zero set. Then we say that
this zero set (called V below) is a hypersurface of maximal contact.
Suppose that W = An, and z is one of the coordinate functions. Then we define the
coefficient ideal C(J, b, V ) as follows. Let
f0,1 + · · ·+ fd1,1zd1 , . . . , f0,r + · · ·+ fdr,rzdr
be generators of J , where fi,j are polynomials in the remaining n−1 variables. The ideal
C is generated by
f
b!
b
0,1, . . . , f
b!
1
b−1,1, . . . , f
b!
b
0,r, . . . , f
b!
1
b−1,r.
In the general case, one can construct the coefficient ideal by partial differentiation.
The coefficient ideal is zero iff V is equal to the singular locus. In this case, V is per-
missible for blowing up. Since V is a hypersurface, the blowing up map is an isomorphism
on W . It is easy to check that the transform of (W,J, b, E) is then resolved.
Remark 3.3. In general, V may be reducible, and there might be components of V
where the coefficient ideal is zero, and other components where it is not. In this section,
we assume for simplicity that V is irreducible. For the general case, refer to Section 5.
If the coefficient ideal is not zero, then the coefficient object is defined as
(V,C(J, b, V ), b!, E ∩ V, 0),
where 0 is the constant zero function. It enjoys the following properties.
Lemma 3.4. Let B be a balanced object. Let V be a hypersurface of maximal contact.
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Suppose that the coefficient ideal of B in V is not zero. Let W be the coefficient object.
Then the following hold.
(1) The singular loci of B and W coincide.
(2) Let Y ⊂ V be permissible with respect to W. Then Y is also permissible with respect
to B.
(3) Let B′ be the transform of B along the blowing up of Y , and let V ′ be the proper
transform of V . Then V ′ has maximal contact to B′. In particular, B′ is again
balanced.
(4) The transform of W along the blowing up of Y is equal to the coefficient object of
B′ with respect to V ′.
Proof. We assume that W = An, and z is one of the coordinate functions. We use the
same notation as in the definition of the coefficient object.
In (1) since V is a hypersurface of maximal contact, the singular locus of B is contained
in V . Moreover, it is the zero set of all partial derivatives of fm,n of order less than b−m
with respect to the variables different from z. But this is precisely the singular locus of
W.
(2) follows immediately from (1).
In (3) for any ideal I, let ∂I be the ideal generated by I and by all first-order partial
derivatives of elements of I (it suffices to take the partial derivatives of a generating set).
Let Y be permissible with respect to (I,m), m ≥ 2, and let (I ′,m) be the transform.
Obviously, Y is also permissible with respect to (∂I,m − 1). Let ((∂I)′,m − 1) be the
transform. A straightforward calculation using the coordinates introduced in Example 2.1
shows that (∂I)′ ⊂ ∂(I ′). Applying this relation b − 1 times to (J, b), we find that the
transform of ∆(J, b)—transformed with integer component 1—is contained in ∆(J ′, b).
In particular, the local equation of V ′ is in ∆(J ′, b). Clearly V ′ has normal crossing with
E′, hence V ′ has maximal contact.
In (4) assume that Y is the zero set of (z, x1, . . . , xm−1). The chart corresponding to z
is disjoint from V ′. In the chart corresponding to x1, B′ is generated by the polynomials
f0,i/x
b
1 + f1,i/x
b−1
1 z˜ + · · ·+ fdi,i/xb−di1 z˜di , i = 1, . . . , r.
The coefficient ideal is generated by
(fj,i/x
b−j
1 )
b!/(b−j), i = 1, . . . , r, j = 0, . . . , b− 1.
By Lemma 3.1, this is precisely the transform of the coefficient ideal of B. 2
The algorithm ResolveBalanced is for the resolution of balanced objects. It calls a
resolution algorithm for weighted objects of smaller dimension.
Algorithm. ResolveBalanced(B)
V := a hypersurface of maximal contact;
C := the coefficient ideal of B with respect to V ;
if C is the zero ideal then
Blow Up(V );
else
W := the coefficient of object of B with respect to V ;
ResolveWeighted(W);
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Theorem 3.3. The algorithm ResolveBalanced is correct.
Proof. If the coefficient ideal is zero, we already mentioned that V is permissible and
the transform is resolved.
Otherwise, repeated application of Lemma 3.4 tells that by resolving W, we also re-
solve B. 2
An obstacle is that the ideal ∆(J, b) may have no global element of order 1, even
though it has elements of order 1 at any point by definition of being “simple”. But then
we may replace W by open subsets which cover, and in each of the subsets we have a
global element of order 1. In Section 5.1, we will describe how this can be done.
3.3. tagged objects
A tagged object is a simple object (W,J, b, E) together with a subset E− of E, such
that the simple object (W,J, b, E−E−)—which we call the shadow—is a balanced object.
(This condition was referred to as “property T” in Section 3.1.)
Let T be a tagged basic object. Then the transform of T along some permissible
blowing up is again tagged, because its shadow is the transform of the shadow of T ,
which is balanced by Lemma 3.4. This shows a fact that we have used in Section 3.1: the
transform of a tagged object is again tagged. The second statement that we have used in
Section 3.1 is that E = E− and being simple implies being tagged; but this is obvious.
Let r be the largest number such that r hypersurfaces in E− have common singularities.
If r > 0, letm be the number of such r-subsets of E−. The pair (r,m) (or (0, “undefined”))
is called the balance of (W,J, b, E,E−). It is a measure of the severeness of the tagged
object. Balances are compared by the lexicographic order.
The support is defined as the basic object constructed by the algorithm Support.
Algorithm. Support(W,J, b, E,E−)
r := the largest number such that r hypersurfaces in E− have common singularities;
H1, . . . ,Hr := the first r hypersurfaces in E− having common singularities
(with respect to lexicographical ordering);
I := J + I(H1)b + · · ·+ I(Hr)b;
E+ := E − E−;
return (W, I, b, E+);
By enlarging the ideal, one does not destroy the property of being simple. Hence the
support is a simple object. If r > 0, then the hypersurface H1 has maximal contact and
normal crossing with E+, hence the support is balanced. If r = 0, then the support is
balanced by property T.
We have the following lemma.
Lemma 3.5. Let T be a tagged object. Let B be its support.
(1) The singular locus of B is equal to the set of common singularities of a maximal
number r of hypersurfaces in E−.
(2) Let Y be permissible with respect to B. Then Y is also permissible with respect to
T .
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(3) Let T ′ and B′ be the transforms of T and B, respectively. If B′ is not resolved, then
B′ is the support of T ′, and balance(T ′) = balance(T ).
(4) If B′ is resolved, then balance(T ′) < balance(T ) or T ′ is resolved.
Proof. We use the same notation as in the description of the algorithm Support.
(1) follows immediately from Lemma 3.1.
In (2) by (1), Y is contained in the singular locus of T . Let X be the intersection of
H1, . . . ,Hr. Since Y is a nonsingular algebraic subset of X that has normal crossing with
E− ∩X, we can extend the system of parameters defined by E− ∩X by p1, . . . , pm, such
that Y is defined by a subset of the extended system. Let P1, . . . , Pm be elements in k[W ]
that restrict to p1, . . . , pm on X. Then for any x ∈ Y , there is a neighborhood such that
the elements P1, . . . , Pm together with E− and H1, . . . ,Hr form a system of parameters.
Thus Y has normal crossing with E.
In (3) and (4) let H ′1, . . . ,H
′
r be the proper transforms of H1, . . . ,Hr. By Lemma 3.1,
B′ is (W ′, J ′ + I(H ′1)b + · · ·+ I(H ′r)b, b, E′ − E′−).
If B′ is not resolved, then we still have the r hypersurfaces H ′1, . . . ,H ′r ∈ E′− having
common singularities. Note that Y is disjoint from all hypersurfaces in E−−{H1, . . . ,Hr},
so that the intersection relations between the other hypersurfaces in E− are not changed.
Hence balance(T ) = balance(T ′), and B′ is the support of T ′.
If B′ is resolved, then the number of r-subsets of E− with common singularities has
dropped, which implies that the balance has dropped, or the singular locus of T is
empty. 2
The algorithm ResolveTagged is for the resolution of tagged objects. It calls the algo-
rithm for resolution of balanced objects.
Algorithm. ResolveTagged(T )
while not resolved do
B := Support(current object);
ResolveBalanced(B);
Theorem 3.4. The algorithm ResolveTagged is correct.
Proof. By repeated application of Lemma 3.5, we see that resolving the equiorder either
resolves the weighted object or it makes the maxorder drop. Since the balance can only
drop finitely many times, we obtain a resolution. 2
3.4. desingularization
The problem of embedded desingularization of hypersurfaces can be reduced to the
resolution of basic objects in the following way. Given a nonsingular variety U and a
hypersurface X in it, we just have to resolve the weighted basic object (U, I(X), 1, ∅,
empty function). Then the final transform has ideal 〈1〉 and therefore the total transform
is a product of ideals of exceptional divisors (i.e. elements in E), which always have
normal crossing.
A desingularization (not necessarily embedded) is already obtained as soon as the
maxorder has become less than 2. This follows from the fact that the proper part is
nothing but the equation of the proper transform.
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4. Charts and Blowing Ups
The algebraic sets generated during the resolution are represented via open coverings,
i.e. sets of affine charts. In this section we present the basic data structures of charts
and basic objects, and describe the transformations of charts under the fundamental
operations of the resolution process.
An affine chart U of dimension n is described by the following data.
— A list of affine variables VAR = (x1, . . . , xm), for m ≥ n, generating the polynomial
ring k[x1, . . . , xm].
— A list DEP = (D1, . . . , Ds) ⊂ k[VAR]. As a subset of the ambient space Am the
chart is Z(DEP).
— A list IND = (P1, . . . , Pn) ⊂ k[U ], (where k[U ] = k[VAR]/〈DEP〉).
— An m× n matrix PDER = (pij), with elements from k[U ].
We postulate that:
(1) U is a nonsingular algebraic set in Am of dimension n.
(2) The elements of IND give rise to a regular system of parameters in every point of
U .
(3) The matrix PDER is pij = ∂jxi = ∂xi∂Pj , i = 1, . . . ,m, j = 1, . . . , n.
We represent elements of k[U ] with polynomials from k[VAR] and compute modulo
〈DEP 〉 with them. The partial derivative of f ∈ k[U ] with respect to the jth parameter
can be computed as ∂jf =
∑m
i=1 pij · ∂f/∂xi.
Remark 4.1. A necessary condition for a chart to satisfy the postulates, which is also
easy to check, is ∂iDk = 0 and ∂iPj = δ
j
i in k[U ], for all possible i, j, k.
In an initial setup VAR = (x1, . . . , xn), DEP is empty, IND=VAR, PDER = idn×n.
This chart obviously fulfills the requirements of the previous postulates.
Basic objects are associated with charts. Their definition and the computations with
them assume an underlying chart in which they exist. Moreover, each basic object de-
scribes a smooth algebraic subset of its chart, denoted by W , which arises as intersection
of Z(IND[i]) for some i’s. Basic objects are described by the following data.
— A list N of different elements from IND; where k[VAR]/〈DEP∪N〉 is the coordinate
ring of W .
— A finite list G of elements from k[W ], generators for J .
— A positive integer b.
— A list E of different elements from IND; the “history” of exceptional divisors.
— A list a of natural numbers representing the function a : E → N; only in case of a
weighted object.
— A list E− of different elements from IND; only in case of a tagged object.
The fundamental operations on charts are called Cover, Exchange and BlowUp. In the
descriptions of the following algorithms we use the notation for chart data as above.
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4.1. cover
The cover operation takes as input a chart and a finite list F ⊂ k[U ], with the property
1 ∈ 〈F 〉. It returns a list of charts with the following properties.
(1) Each new chart is isomorphic to an affine open subset of the input chart.
(2) The new charts cover the input chart.
(3) The postulates are fulfilled by the new charts.
The operation is performed by the algorithm Cover.
Lemma 4.1. The algorithm Cover is correct.
Proof. The statements can be easily checked, provided that they hold for the input
chart. 2
Algorithm. Cover((VAR, DEP, IND, PDER), F )
L := ();
for each f ∈ F do
VAR′ := append xm+1 to VAR;
DEP′ := append xm+1f − 1 to DEP;
R := (−x2m+1∂kf | k = 1, . . . , n);
PDER′ := append R as the (m+ 1)-st row to PDER;
L := attach a new chart defined by (VAR′, DEP′, IND, PDER′) to L;
return L;
4.2. exchange
The exchange operation takes as input a chart, an element q ∈ k[U ], an index i to IND
such that ∂iq is invertible in k[U ], and the inverse a = (∂iq)−1. It returns a new chart
being isomorphic to the input chart, having Pi replaced with q in IND, and fulfilling the
requirements of the postulates.
Algorithm. Exchange((VAR, DEP, IND, PDER), q, i, a)
IND′ := replace Pi by q in IND;
for j from 1 to m do
PDER′[j, i] := apji;
for k from 1 to m except i do
PDER′[j, k] := pjk − apji∂kq;
return (VAR, DEP, IND′, PDER′);
Lemma 4.2. The algorithm Exchange is correct.
Proof. We assume that the input chart fulfills the requirements.
(1) is obvious.
(2) since Ω(U) is freely generated by the dPk’s, dP1, . . . , dPi−1, dq, dPi+1, . . . , dPn also
Automated Resolution of Singularities 417
form a free basis because
dq =
n∑
j=1,j 6=i
∂q
∂Pj
dPj +
∂q
∂Pi
dPi
and ∂q∂Pi is invertible over U with inverse a, therefore dPi = a
(
dq−∑nj=1,j 6=i(∂q/∂Pj)dPj).
(3) holds, because of the construction of the entries of PDER′. For any f ∈ k[x1, . . . , xm]:
∂f
∂Pi
=
n∑
j=1,j 6=i
∂newf
∂Pj
· ∂Pj
∂Pi
+
∂newf
∂q
· ∂q
∂Pi
,
so
∂newf
∂q
=
∂f
∂Pi
(
∂q
∂Pi
)−1
=
∂f
∂Pi
· a,
and
∂f
∂Pk
=
n∑
j=1,j 6=i
∂newf
∂Pj
· ∂Pj
∂Pk
+
∂newf
∂q
· ∂q
∂Pk
=
∂newf
∂Pk
+
∂newf
∂q
· ∂q
∂Pk
,
so
∂newf
∂Pk
=
∂f
∂Pk
− ∂f
∂Pi
· a · ∂q
∂Pk
,
where k = 1, . . . , n, k 6= i, and ∂new∂ denotes partial differentiation in the new differential
frame.2
4.3. BlowUp
The most important operation performed on charts in the resolution is the blowing up
along closed nonsingular centers. In our algorithm the permissible centers are determined
by the intersections of hypersurfaces given by elements from IND (see Section 3).
The blowing up operation takes as input a chart and a list of different elements of
IND. For the sake of better readability we assume that the blowing up center is given by
(P1, . . . , Pr). The operation returns a list of charts with the following properties.
(1) Each new chart is isomorphic to an affine open subset of the blown up algebraic
set.
(2) The new charts cover the blown up algebraic set.
(3) The postulates are fulfilled by the new charts.
The operation is performed by the algorithm BlowUp.
Algorithm. BlowUp((VAR, DEP, IND, PDER), (P1, . . . , Pr))
L := ();
for i from 1 to r do
VAR′ := append (xm+j | j = 1, . . . , r, j 6= i) to VAR;
DEP′ := append (xm+jPi − Pj | j = 1, . . . , r, j 6= i) to DEP;
IND′ := replace Pj by xm+j in IND for j = 1, . . . , r, j 6= i;
for j from 1 to m do
PDER′[j, i] := pji +
∑r
k=1,k 6=i xm+kpjk;
for k from 1 to r except i do
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PDER′[j, k] := Pipjk;
for k from r + 1 to n do
PDER′[j, k] := pjk;
for j from 1 to r except i do
R := a list of zeros of length n with a 1 at the jth position;
PDER′ := append R as a new row to PDER′;
L := append (VAR′, DEP′, IND′, PDER′) to L;
return L;
Lemma 4.3. The algorithm BlowUp is correct.
Proof. We assume that the input chart U ⊆ Am whose coordinate ring is generated by
x1, . . . , xm, is a nonsingular algebraic set.
In (1) let Y be the blown up of U along Z(P1, . . . , Pr), with
I(Y ) = {P ∈ k[x1, . . . , xm, y1, . . . , yr] |P (x1, . . . , xm, tP1, . . . , tPr) = 0 in k[U ][t]}.
The dehomogenized ideal of I(Y ) with respect to y1 is
I1 = {P | the homogenization P ′ of P with respect to y1 fulfills:
P ′(x1, . . . , xm, tP1, . . . , tPr) = 0 in k[U ][t]}.
Here the homogenization of P ∈ I1 with total degree d in the y’s is
P (x1, . . . , xm, y2/y1, . . . , yr/y1)yd1 .
Because of the definition of I(Y ) this is equivalent to
P (x1, . . . , xm, tP2/tP1, . . . , tPr/tP1)P d1 t
d = 0 in k(U)[t].
This is equivalent to P (x1, . . . , xm, P2/P1, . . . , Pr/P1) = 0 in k(U) because P1, . . . , Pr is
a regular sequence for U (see Eisenbud, 1994, Corollary 10.15, p. 241). So I1 is the kernel
of the homomorphism sending xj 7→ xj , yi 7→ Pi/P1, i 6= 1. We also know that this
kernel is generated by the polynomials D1, . . . , Ds, yiP1 −Pi, i 6= 1 (see Eisenbud, 1994,
Exercise 17.14, p. 441). Therefore the first chart is isomorphic to Y ∩ (Am×Ar−11 ), where
Am × Pr−1 = ⋃ri=1(Am × Ar−1i ) is the covering by principal open subsets of Pr−1. This
proves the case of the chart with exceptional divisor P1, and the proof is analogous for
the others.
(2) holds, because the principal open subset decomposition covers Am × Pr−1, thus
also the restrictions Y ∩ (Am × Ar−1i ) cover Y .
(3) has three subparts to show, each including the assumption that the requirements
of the postulates are fulfilled by the input chart of the blowing up operation.
The first one holds because the blowing up of a nonsingular algebraic set along a
smooth center results in a smooth blown up, therefore the charts are also nonsingular.
The new charts are of dimension n, because the dimension is a birational invariant.
The second part requires to show that dP1, dxm+2, . . . , dxm+r, dPr+1, . . . , dPn generate
Ω(Y ∩(Am×Ar−11 )) (taking only the first chart again). It suffices to show that dP2, . . . , dPr
is generated, and this is so because Pi = xm+iP1, by the new algebraic relations, thus
dPi = dxm+iP1 +dP1xm+i, i = 2, . . . , r everywhere. Since the cardinality of the IND list
has not changed, Ω(Y ∩ (Am × Ar−11 )) is generated freely in the new chart.
The third part can be checked by computation similar to the case of the exchange
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Figure 2. Outline of S in real space.
operation. Let f depend only on the variables x1, . . . , xm, then for k = 1, . . . , r, k 6= i
∂f
∂Pk
=
r∑
j=1,j 6=i
∂xm+j
∂Pk
· ∂newf
∂xm+j
+
∂Pi
∂Pk
· ∂newf
∂Pi
+
n∑
j=r+1
∂Pj
∂Pk
· ∂newf
∂Pj
=
the surviving summand is with index j = k from the first sum
=
∂(Pk/Pi)
∂Pk
· ∂newf
∂xm+k
=
(
∂Pk
∂Pk
Pi − ∂Pi
∂Pk
Pk
)
1
P 2i
· ∂newf
∂xm+k
,
so
∂newf
∂xm+k
= Pi · ∂f
∂Pk
.
For the case of the exceptional divisor we use the same decomposition, and the surviving
parts are:
∂f
∂Pi
=
r∑
j=1,j 6=i
∂Pj/Pi
∂Pi
· ∂newf
∂xm+j
+
∂newf
∂Pi
=
r∑
j=1,j 6=i
−xm+j · ∂f
∂Pj
+
∂newf
∂Pi
,
so
∂newf
∂Pi
=
∂f
∂Pi
+
r∑
j=1,j 6=i
xm+j · ∂f
∂Pj
.
One obtains analogously for k = r + 1, . . . , n, ∂newf/∂Pk = ∂f/∂Pk. The values for the
new variables come from the axiom ∂jnewxm+k = δ
j
k, where k = 1, . . . , r, k 6= i, j =
1, . . . , n. Again, ∂new∂ denoted partial differentiation in the new differential frame. 2
Example 4.1. We use the initial variables x, y, z, and v1, v2 as the introduced ones.
Suppose we want to resolve the surface S in three-space with equation
z2 + (x2 + y2 − 1)2y = 0.
The circle x2 +y2−1 = z = 0 is a double curve of S which has to be blown up. Actually,
the resolution algorithm tells us to first blow up the two points (±1, 0, 0). But for our
purposes it suffices to consider what happens in the open chart y 6= 0. In this chart,
Villamayor’s algorithm will blow up the circle.
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So, we first do a cover operation, producing a chart C1 isomorphic to the open set
y 6= 0:
1. VAR = [x, y, z, v1],
2. DEP = [yv1 − 1],
3. IND = [x, y, z],
4. PDER =

1 0 0
0 1 0
0 0 1
0 −v21 0
 .
The entry of the last row of the matrix PDER is introduced by the cover operation and
comes from the formula ∂yv1 = ∂y 1y = − 1y2 = −v21 . The cover operation also produces
another chart C2, isomorphic to the open sets y2 − 1 6= 0, but here we only treat C1.
Next, we exchange y by x2 + y2 − 1 in IND. This is possible because ∂y(x2 + y2 − 1)
is invertible in C1. We obtain the chart E:
1. VAR = [x, y, z, v1],
2. DEP = [v1y − 1],
3. IND = [x, x2 + y2 − 1, z],
4. PDER =

1 0 0
−v1x 12v1 0
0 0 1
v31x − 12v31 0
 .
Now, we are ready for blowing up, and in this step we obtain two charts. The first,
say, B1 is given by
1. VAR = [x, y, v1, v2],
2. DEP = [v1y − 1],
3. IND = [x, x2 + y2 − 1, v2],
4. PDER =

1 0 0
−v1x 12v1 0
v31x − 12v31 0
0 0 1
 .
The variable z has been eliminated. The proper transform of S has equation v22 +y, hence
it is nonsingular. The exceptional divisor is x2 + y2−1, and one can show easily that the
total transform is a normal crossing divisor.
The second chart B2 is given by
1. VAR = [x, y, z, v1, v2],
2. DEP = [v1y − 1, v2z − x2 − y2 + 1],
3. IND = [x, v2, z],
4. PDER =

1 0 0
−v1x − 12v1z − 12v2v1
0 0 1
v31x − 12v31z − 12v2v31
0 1 0
 .
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Again the proper transform v22y + 1 is nonsingular and has normal crossing with the
exceptional divisor z.
5. How the Computation is Done
In this section, we describe the computational subtasks of the desingularization algo-
rithm, and how they are solved by the Gro¨bner bases method.
The computational subtasks in the desingularization algorithm are the following:
1. polynomial arithmetic and partial differentiation;
2. testing whether an ideal contains 1 (to find the maxorder, for instance);
3. computing the proper transform of a polynomial;
4. finding an element of order 1 in the delta-ideal;
5. separating the components of V where the coefficient ideal is zero from the others.
Task 1 is easy.
To perform task 2, we compute a Gro¨bner base and check whether it contains a con-
stant.
To perform task 3, we need to divide an element in k[U ] by some power of an element
in IND. If U = An, then we can simply use polynomial division. In general, we have a set
{R1, . . . , Rn} (arising by DEP and N) of polynomials, and two polynomials F,G, and
we want to compute a Q such that F −QG is in the ideal 〈R1, . . . , Rn〉. We do this by
solving the linear equation
X1R1 + · · ·+XnRn +QG = F
by the method of extended Gro¨bner bases (see Becker and Weispfenning, 1993, Sec-
tion 6.1).
The remaining tasks will now being discussed in some detail.
The following tasks seem to be necessary to deal with, but their solutions are auto-
matically provided by our way of representing charts and basic objects.
1. Computing equations for the blowing up center. Note that the blowing up cen-
ter arises as an intersection of hypersurfaces of maximal contact and exceptional
divisors. We always keep these hypersurfaces in IND. Thus, we already have the
center generated by elements in IND when it comes to blowing up. (In particular,
no radical computation and no primary decomposition is necessary.)
2. Computing the proper part of a weighted object. Checking carefully the algorithms
ResolveWeighted and EquiOrder, we see that the proper part is equal to the ideal
component of the just resolved tagged object, except in the beginning, where it is
equal to J .
5.1. finding an element of order 1
In the subalgorithm ResolveBalanced, we have to construct a hypersurface of maximal
contact for a given balanced object. Let I be its delta-ideal. We know that the ideal ∂I
generated by I and the partial derivatives of elements in I with respect to the parameters
in IND−E does not have any zeroes (otherwise the basic object would not be balanced),
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i.e. ∂I = 〈1〉. An element g is a local equation of a hypersurface of maximal contact iff
〈a, ∂a〉 = 〈1〉.
Using the charts as described in Section 4, we do not just want to compute an element
of order 1, but we also want to be able to perform an Exchange operation that brings this
element into IND. In general, there is no global solution, so the task has to be prepared
by a Cover operation.
In each output charts, we want to find an element g ∈ I and a parameter P such that
∂g
∂P is invertible (actually we need to know the inverse). Incidentally, the algorithm also
produces charts which are disjoint from the zero set of I; these charts will be reported
as being outside the singular locus.
Input:
a chart U = (V AR,DEP, IND,PDER),
a subset E of IND;
a set G of elements in elements in k[U ], such that the ideal generated by
G and its partial derivatives with respect to IND− E is 〈1〉.
Output:
a set C of elements in k[U ], generating the ideal 〈1〉
(as required for an input set to Cover),
a subset C1⊂C such that for each f ∈ C1, the open set of f 6= 0 and the zero set of I
are disjoint;
for any element f ∈ C − C1, a triple (g, P, a) such that
g ∈ I,
P ∈ IND− E,
a ∈ k[U ][1/f ] (the coordinate ring of the subset corresponding to f)
a · ∂g∂P = 1 (as required for an input to Exchange).
Here is a surprisingly simple algorithm. The only real computation is to differentiate
the elements in G.
Algorithm. MaximalContact(U,E,G)
C := G;
C1 := G;
for each g ∈ G and P ∈ IND− E do
f := ∂g∂P ;
a := 1/f ;
attach (g, P, a) to f ;
add f to C;
return C and C1;
It is easy to see that this algorithm would work in principle. However, it pays off
to spend some more effort in order to reduce subsequent computations in the charts
produced by subsequent Cover and Exchange operations. In our implementation, we first
compute a reduced Gro¨bner basis for G with respect to a total degree order and then
apply the algorithm above. Since elements of the ideal with minimal degree appear in
the Gro¨bner basis, this has the effect that the degree of the hypersurfaces of maximal
contact is as small as possible.
Remark 5.1. We have a strategy to avoid redundant charts that works as follows: at
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the time of generating, it is checked if the new chart is covered by previously generated
charts. If yes, then the chart is suppressed.
An important consequence is that the order of an input set to Cover matters. Experi-
ments have shown that it is better to put C1 after the rest of C.
5.2. separating components
Look at the algorithm ResolveBalanced (Section 3.2). The case where the coefficient
ideal (let us call it I) is zero has to be treated in a special way: if we tried to call
EquiOrder for a coefficient object with a zero ideal, then the maxorder would be infinity,
and the algorithm would not terminate.
Now, recall that V is not necessarily irreducible, it may be a disjoint union of non-
singular varieties (the union is disjoint because intersections would be singular points).
Suppose that I restricts to the zero ideal (in the sense of sheaf theory) with respect to one
component, but to a nonzero ideal on another component. Then the maxorder of I would
still be infinity, but we cannot perform the “if”-branch because the second component is
not contained in the singular locus. Therefore, we have to cover V by open subsets that
separate these two components.
Let V1 be a component of V where I is zero (type 1). Then the restriction of the
annihilator Ann(I) is 〈1〉, because 1 annihilates I inside V1. On the other hand, the ideal
∂∞I generated by I and its partial derivatives of any order is zero.
Now, let V2 be a component of V where I is nonzero (type 2). Then the restriction of
the annihilator is zero, because k[V2] does not have zero divisors. On the other hand, one
can show that ∂∞I = 〈1〉, because the maxorder of I is finite.
By combining these facts, we see that
Ann(I) + ∂∞I = 〈1〉.
As an input to Cover, we take a finite generating set A for Ann(I) together with a
finite generating set B for ∂∞I. For any f ∈ A, the open subset f 6= 0 contains only
components of type 1, whereas for any g ∈ B, the open subset g 6= 0 contains only
components of type 2.
In terms of polynomials, the annihilator is just the quotient ideal of I and I(V ), and
this can be computed by Gro¨bner bases (see Becker and Weispfenning, 1993).
Algorithm. Separate(I)
b := 1;D := I;
A := a generating set for Ann(I);
B := D∪ the partial derivatives of D of order 1;
while 〈A,B〉 does not contain 1 do
D := B;
B := D∪ the partial derivatives of D of order 1;
b := b+ 1;
return A (for creating components of type 1);
return B (for creating components of type 2);
return b (order of coefficient object);
return D (delta-ideal of coefficient object);
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The algorithm Separate computes the maxorder and the delta-ideal of the coefficient
object at no extra cost.
6. An Extended Example
We take the singular hypersurface defined by x21 + x2x
2
3 in three-space (also known
as the Whitney umbrella). We follow one branch of its resolution along steps of the
algorithm described in this paper, trying to give an insight to the working program. The
upper indices count charts, and the lower ones basic objects of the same chart. Also the
path of the subtree appearing in this resolution is shown in Figure 3.
C1
Blowing up
◦
x1||||
==||||
C2
x3
OO
◦
x2@@@@
``@@@
Blowing up
C3
x4||||
==||||
◦
x3
OO
◦
x5@@@@
``@@@
Cover
C4
x6||||
==||||
◦
x7x6+1BBBB
aaBBB
Exchange
C5
x7↔x7x6+1
OO
Blowing up
C6
x7x6+1|||
==|||
◦
x4BBBB
aaBBBB
Figure 3. The presented path of the resolution.
The initial setup consists of the chart: VAR1 = (x1, x2, x3), DEP1 = (), IND1 =
(x1, x2, x3), PDER1 = id3×3, and the weighted object N11 = (), G
1
1 = (x
2
1 + x2x
2
3),
b11 = 1, E
1
1 = (), a
1
1 = (). This object is not resolved and not monomial, therefore the
algorithm sets up a tagged object N12 = (), G
1
2 = (x
2
1 +x2x
2
3), b
1
2 = 2, E
1
2 = (), E
1
2− = (),
and continues the resolution of this. The next step is to create a balanced object, which
is: N13 = (), G
1
3 = (x
2
1 + x2x
2
3), b
1
3 = 2, E
1
3 = (), and to find a hypersurface of maximal
contact. The algorithm finds Z(x1) to be appropriate and since the coefficient ideal of J13
of the balanced object with respect to x1 is not zero, it creates a new weighted object of
dimension 2: N14 = (x1), G
1
4 = (x2x
2
3), b
1
4 = 2, E
1
4 = (), a
1
4 = ().
For this weighted object the procedure happens to be quite the same: tagged object:
N15 = (x1), G
1
5 = (x2x
2
3), b
1
5 = 3, E
1
5 = (), E
1
5− = (), balanced object: N
1
6 = (x1),
G16 = (x2x
2
3), b
1
6 = 3, E
1
6 = (), hypersurface of maximal contact: Z(x3), coefficient ideal
of J16 with respect to x3 is generated by x2. The new weighted object is: N
1
7 = (x1, x3),
G17 = (x
6
2), b
1
7 = 3, E
1
7 = (), a
1
7 = ().
The weighted object is again not resolved and not monomial, so its tagged object is:
N18 = (x1, x3), G
1
8 = (x
6
2), b
1
8 = 6, E
1
8 = (), E
1
8− = (), and the next balanced object
is: N19 = (x1, x3), G
1
9 = (x
6
2), b
1
9 = 6, E9 = (). The hypersurface of maximal contact is
Z(x2), and the coefficient ideal is now zero, therefore a BlowUp operation is performed
on the chart, with all the basic objects assigned to it.
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The blowing up center is Z(x1, x3, x2), and we follow the resolution along the new
chart with exceptional divisor given by x3: VAR2 = (x3, x4, x5), DEP2 = (), IND2 =
(x4, x5, x3),
PDER2 =
0 0 11 0 0
0 1 0
 ,
where the affine variables x1, x2 were eliminated by the equations x4x3 = x1, x5x3 = x2.
The transforms of the basic objects are as follows:
N21 = (), G
2
1 = (x
2
4x3 + x5x
2
3), b
2
1 = 1, E
2
1 = (x3), a
2
1 = (1),
N22 = (), G
2
2 = (x
2
4 + x5x3), b
2
2 = 2, E
2
2 = (x3), E
2
2− = (),
N23 = (), G
2
3 = (x
2
4 + x5x3), b
2
3 = 2, E
2
3 = (x3),
N24 = (x4), G
2
4 = (x5x3), b
2
4 = 2, E
2
4 = (x3), a
2
4 = (1).
The basic objects with x3 ∈ N and the tagged object of index 5 got resolved, and the
recursion returned to this stage.
The weighted object of index 4 is not resolved and not monomial, so the new tagged
object is N25 = (x4), G
2
5 = (x5, x3), b
2
5 = 1, E
2
5 = (x3), E
2
5− = (x3). The new balanced
object is N26 = (x4), G
2
6 = (x5, x3), b
2
6 = 1, E
2
6 = (). The hypersurface of maximal contact
is Z(x3), and the coefficient ideal of J26 with respect to x3 is generated by x5, hence the
next weighted object is: N27 = (x4, x3), G
2
7 = (x5), b
2
4 = 1, E
2
4 = (), a
2
4 = ().
The latter weighted object is neither resolved nor monomial, so a tagged object is
created: N28 = (x4, x3), G
2
8 = (x5), b
2
8 = 1, E
2
8 = (), E
2
8− = (). The next step creates a
balanced object N29 = (x4, x3), G
2
9 = (x5), b
2
9 = 1, E
2
9 = (), and in ResolveBalanced the
hypersurface of maximal contact, Z(x5), leads to blowing up.
The blowing up center is Z(x4, x3, x5), and we look at the new chart with exceptional
divisor given by x4: VAR3 = (x4, x6, x7), DEP3 = (), IND3 = (x4, x7, x6),
PDER3 =
1 0 00 0 1
0 1 0
 ,
where the affine variables x3, x5 were eliminated by the equations x6x4 = x3, x7x4 = x5.
The transform of the basic object of index 1 is N31 = (), G
3
1 = (x
2
4x7x
2
6 +x
2
4x6), b
3
1 = 1,
E31 = (x6, x4), a
3
1 = (1, 2). The rest of the basic objects got resolved and the recursion
returned to this level.
At this point, since the ideal J
3
1 is of order 1, we already have a resolution, which
in this case even happens to be embedded. If we did not need embedded resolution,
the termination criterion for the resolution of a chart could be: ord(J1) ≤ 1. On the
other hand, the previous condition does not guarantee embeddedness, so the algorithm
continues to complete the resolution.
For the weighted object above the next tagged object is: N32 = (), G
3
2 = (x7x6+1), b
3
2 =
1, E32 = (x6, x4), E
3
2− = (x6, x4). The subalgorithm ResolveTagged creates a balanced
object N33 = (), G
3
3 = (x7x6 + 1, x4), b
3
3 = 1, E
3
3 = (). In the next step Z(x4) is found to
be the hypersurface of maximal contact, and since the corresponding coefficient ideal is
generated by x7x6 + 1, the new weighted object is: N34 = (x4), G
3
4 = (x7x6 + 1), b
3
4 = 1,
E34 = (), a
3
4 = ().
For this weighted object the resolution goes similarly: creating a tagged object N35 =
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(x4), G35 = (x7x6 + 1), b
3
5 = 1, E
3
5 = (), E
3
5− = (), and the next balanced object:
N36 = (x4), G
3
6 = (x7x6 + 1), b
3
6 = 1, E
3
6 = ().
In order to find an appropriate element generating a hypersurface of maximal contact,
the program has to do some preparation. Since the partial derivatives of x7x6 + 1 with
respect to x4, x7, x6 are 0, x6, x7, respectively, it must make either x6 or x7 invertible in
order to put x7x6 + 1 into IND and perform the next blowing up.
To do this, first it covers the chart with its open subsets having Z(x6) and Z(x7x6 +1)
excluded. In the chart having x7x6 + 1 invertible, the basic objects become nonsingular.
We look at the other chart: VAR4 = (x4, x6, x7, x8), DEP4 = (x8x6 − 1), IND4 =
(x4, x7, x6),
PDER4 =

1 0 0
0 0 1
0 1 0
0 0 −x28
 .
The basic objects remain the same (the upper indices increase).
Now, the exchange of x7x6 + 1 with x7, having (∂2(x7x6 + 1))−1 = x8, is allowed:
VAR5 = (x4, x6, x7, x8), DEP5 = (x8x6 − 1), IND5 = (x4, x7x6 + 1, x6),
PDER5 =

1 0 0
0 0 1
0 x8 −x8x7
0 0 −x28
 .
The basic objects are again unchanged (the upper indices increase).
By continuing in ResolveBalanced, the hypersurface of maximal contact is just Z(x7x6+
1), and the coefficient ideal is zero.
The chart is blown up along the center Z(x4, x7x6 + 1). We choose to follow the chart
with exceptional divisor given by x7x6 + 1: VAR6 = (x6, x7, x8, x9), DEP6 = (x8x6 − 1),
IND6 = (x9, x7x6 + 1, x6),
PDER6 =

0 0 1
0 x8 −x8x7
0 0 −x28
1 0 0
 .
The transform of the basic object of index 1 is: N61 = (), G
6
1 = (1), b
6
1 = 1, E
6
1 =
(x9, x7x6 + 1), a61 = (2, 2).
Equation N n t (sec)
x21 − x2x23 554 203 106
x61 + x
6
2 − x1x2x3 438 136 270
x21x2 + x
2
2x3 + x1x
2
3 43 13 13
(x21 + x
2
2 − 1)2 − x23 26 9 13
x41 − x21x2(x3 − 1) 553 219 958
x1x2 − x3x4 21 8 3.8
Table 1. Single thread mode, Maple V R. 5, PII 400 MHz.
Now, it is the monomial case which takes four blowing ups to complete, but since they
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do not produce any significant change we omit them. Eventually, we arrived to a chart
which has got a single resolved object. This chart is a member of the affine covering of
the smooth variety of a desingularization of the Whitney umbrella.
Table 1 shows performance results of the algorithm on simple examples, where N is
the total number of charts in the resolution tree, n is the number of charts covering the
nonsingular variety of the embedded desingularization, and t is the occupied processor
time for the resolution.
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