Phenomena such as disturbance play a major role in structuring ecological systems by producing a spatiotemporal mosaic of patches at different successional states. The distribution of species within the resulting mosaic depends upon an interaction between species' life history traits and the spatial and temporal structure of the ecological processes controlling species' distributions. We have used a spatially explicit simulation model ( Jasper) of a serpentine grassland to examine the importance of some of these relationships, focusing primarily on the role of disturbance. The model Jasper is hierarchical in design and was developed to simulate the population dynamics of three interacting plant species: Bromus mollis, Calycadenia multiglandulosa, and Plantago erecta. Population dynamics were modeled as occurring within local sites, which were then arranged in a square array to form a landscape. Connections among sites within a landscape were made primarily through seed dispersal. Several components of disturbance architecture were varied systematically among model runs to determine their impact on population dynamics at the scale of the landscape. We considered three levels of organization in modeling disturbance: (1) overall rate of disturbance, (2) size of individual disturbances, and (3) temporal and spatial autocorrelation among individual disturbances. The results demonstrate that the impact of disturbance depends upon a complex interaction between the life history characteristics of the species making up the community and the spatial and temporal structure of the disturbance regime. For example, we found that the biggest impact on species abundance occurred in response to a shift in the temporal autocorrelation structure of the disturbance regime. Also, species diversity was found to increase at intermediate levels of disturbance (as has been shown in several other studies). However, what can be considered an intermediate level of disturbance depends as much upon the temporal autocorrelation structure of the disturbance regime as it does upon the absolute rate of disturbance. These results suggest that predicting the impact of disturbance on ecological communities will require an explicit understanding of at least some aspects of the spatial and temporal architecture of the disturbance regime. Abstract. Phenomena such as disturbance play a major role in structuring ecological systems by producing a spatiotemporal mosaic of patches at different successional states. The distribution of species within the resulting mosaic depends upon an interaction between species' life history traits and the spatial and temporal structure of the ecological processes controlling species' distributions. We have used a spatially explicit simulation model (JAS-PER) of a serpentine grassland to examine the importance of some of these relationships, focusing primarily on the role of disturbance. The model JASPER is hierarchical in design and was developed to simulate the population dynamics of three interacting plant species:
INTRODUCTION
The importance of spatial relationships and disturbance as factors affecting ecological systems has been recognized at least since Watt (1947) considered these influences together in his seminal paper on pattern and process. Although a large number of subsequent theoretical and empirical studies have examined the impact of disturbance on ecological systems, the spatial pattern of disturbance has in general been ignored, with attention being restricted to understanding only the effects of varying the rate and intensity of disturbance (e.g., Huston 1979 , Hastings and Wolin 1989 , Clark 1991a , b, Frelich and Lorimer 1991 , Colasanti and Grime 1993 , Turkington et al. 1993 ). Disturbance rate is generally represented only by the proportion of habitat affected by disturbance over a set time period or the temporal frequency with which disturbances occur (cf. definitions in Pickett and White 1985) . Intensity is most often considered to be the proportion of damage (usually in terms of mortality or loss of biomass) caused by a localized disturbance. However, neither rate nor intensity of disturbance explicitly consider the spatial structure of the disturbance regime. plicit consideration of the potential for disturbance size to influence community composition through an interaction with species' life history attributes (Brokaw and Scheiner 1989 , Halpern 1989 , Spies and Franklin 1989 , Whitmore 1989 . And, in a few of these cases, there has also been careful consideration of the joint distribution of frequency and size of disturbances in a broadly based spatial context Paine 1974, Paine and Levin 1981) . In these studies, disturbance is most often viewed as occurring at random within a homogeneous landscape: the effect is to reset the local successional clock, producing a spatiotemporal mosaic of sites within the landscape. However, the successional processes occurring after disturbance are in general not treated as being dependent on the spatial structure of the system or of the disturbance regime (although see Lawton and Putz 1988 , Coffin and Lauenroth 1989 , Frelich et al. 1993 ).
The spatial context of disturbance regimes has received some attention in the metapopulation dynamics literature, an offshoot of the theory of island biogeography. Here, habitat suitable for occupation by species is viewed as being composed of islands separated by a matrix of uninhabitable landscape (Lefkovitch and Fahrig 1985 , Fahrig 1988 , Fahrig and Paloheimo 1988 .
Disturbance acts to remove populations from individual islands of habitat at a specified rate and/or with a specified intensity, and recolonization is a function of spatial location and dispersal geometry. In this view, the spatial structure of the landscape is static (although see Fahrig 1992) , with populations periodically going extinct, and the question of interest is to determine the impact of different spatial architectures and dispersal geometries among islands on survival probabilities of the metapopulation as a whole. In general, the literature does not consider the much broader class of ecological processes that occur within a highly interconnected landscape (the traditional concern of the disturbance literature).
A systematic approach needs to be taken towards understanding the impact of varying spatial and temporal structures of disturbance regimes on ecological patterns and process in continuous landscapes. What does this entail? First, a scheme must be developed that allows a classification of disturbance regimes according to their spatial and temporal structure. Once this is accomplished, a systematic exploration of the impact of varying the spatial and temporal structure of the disturbance regime on ecological systems can be undertaken.
There are essentially three levels of organization to consider in classifying a disturbance regime and in characterizing its impact upon ecological landscapes:
(1) the basic, non-spatial components of disturbance: rate and intensity; (2) spatial components of individual disturbances: size and shape; and (3) spatial and temporal components of groups of disturbances: temporal and spatial autocorrelation among individual disturbances. The non-spatial factors-rate and intensitydetermine the immediate impact a disturbance regime has upon an ecological landscape. The rate of disturbance, for example, determines the proportion of the landscape that is reset to an earlier successional state; intensity determines how far back the successional clock is set. However, the manner in which a landscape recovers from disturbance, and ultimately the longterm ecological dynamics of the system, may depend critically upon the temporal and spatial structure of the disturbance regime. The size and shape of individual disturbances and the correlation structure among individual disturbances will ultimately determine the rate at which disturbed sites can be recolonized by species of varying life history characteristics and will set the long term structure of the resulting spatiotemporal ecological mosaic.
In this paper we will systematically explore the impact of varying the rate of disturbance, the size of individual disturbances, and the temporal and spatial autocorrelation among individual disturbances on the distribution and abundance of competing plant species.
This will be done by means of a simulation model that has been developed to characterize the ecological dynamics of an annual serpentine grassland located at Jasper Ridge, California (Moloney et al. 1991 ). We will also relate model results to what is known about disturbance and the distribution and abundance of plant species at Jasper Ridge.
The advantage of the modeling approach is that we can explore a broader range of spatial and temporal scales than is possible in other contexts, such as experimentation and field observation. A modeling approach also allows us to examine a wider range of disturbance architectures under controlled conditions than would otherwise be possible.
MODEL DESCRIPTION
JASPER is a simulation model based upon the ecological dynamics occurring in an annual, serpentine grassland located at Jasper Ridge in the foothills of the Santa Cruz Mountains of California (see Moloney et al. (1991) and Hobbs and Mooney (1985) for a detailed description of the system). Results from an earlier version of the model have been presented elsewhere (Moloney et al. 1991 ; see also Wu and Levin 1994 for a complementary, patch-based modeling approach). JAS-PER has since been modified to allow for a more systematic exploration of the impact of the spatial and temporal structure of disturbance events on the demographic dynamics of plant species, and to include density-dependent competitive interactions among plant species. The earlier version of the model considered only intraspecific interactions, and used a negative exponential functional form to model density effects.
In the current version of the model a commonly used density-yield function is employed instead (cf. Watkinson 1986, Seber and Wild 1989), allowing extension to interspecific interactions. A description of the current structure of the model will be presented in the following, with further details available in Moloney et al. (1991) .
General model structure JASPER is a hierarchical, spatially explicit simulation model constructed at two basic organizational scales, local and landscape (Fig. 1) . At the local scale, JASPER consists of a submodel characterizing the demographic dynamics of plant species within a spatially homogeneous area of 0.01 m2 (a 10 X 10 cm model cell at the landscape scale). An area of this size in the serpentine grassland at Jasper Ridge is small enough that the local microenvironment is roughly uniform, yet population densities are high enough to allow the study of intraspecific and interspecific interactions (Huenneke et al. 1990 , Moloney et al. 1991 . settles down into its long-term dynamics (Moloney et al. 1991 ).]
Disturbance submodel
The disturbance submodel is patterned after the mound building activity of the western pocket gopher within the Jasper Ridge grassland and is structured to allow study of the impact of spatial and temporal patterns of disturbance on demographic processes. Gopher activity is widespread at Jasper Ridge and typically involves two spatial components: individual mounds, which are circular in shape, and mound clusters, which can consist of varying numbers of individual mounds in a localized region of the grassland (Moloney 1993) . 
Gopher . At the beginning of each model run the disturbance regions were distributed at random within the landscape. During subsequent timesteps, each region was repositioned at random with probability PM, which will be referred to as the disturbance turnover rate. We varied PM from 0.0 (no repositioning) to 1.0 (repositioning at each timestep) among different model runs to alter the temporal autocorrelation of the disturbance regime.
At low values of PM there was a high probability that a cell that was impacted by a disturbance during one timestep would also be impacted during following timesteps, due to little repositioning of disturbance regions. Under these circumstances there was a high degree of temporal autocorrelation in the disturbance regime at the level of the cell. At high values of PM disturbance regions had a high probability of being relocated randomly across timesteps leading to very little temporal autocorrelation in the disturbance regime.
Spatial autocorrelation vs. disturbance rate.-As in the previous experiment, the size of individual disturbances was set to be a 4 X 4 cell area in all of the model runs. Although spatial autocorrelation among disturbances could have been modeled using the two step process described in the temporal autocorrelation vs. disturbance rate experiment above, we took a different approach that allowed more precise control of the level of spatial autocorrelation over the entire landscape. Essentially, we adopted the midpoint displace- 
~~~~~~~~~
The potential initiation sites were determined by the midpoint displacement algorithm, with parameter values set as follows: For model runs with H = 0.00 and 0.50, PL was set equal to 0.10; For model runs with H = 1.00, PL was set equal to 0.15; and, in all of the examples, PS = 0.10. The parameter H determines the fractal dimension of the landscape; PL determines the proportion of cells in the landscape that are potential initiation sites for a disturbance; and Ps is the probability that a disturbance will actually be produced at a particular site and timestep in the model run. These parameter settings resulted in average landscape-level disturbance rates of 0. 13, 0.10O, and 0. No disturbance (k = 0) s5 (0) A simple, non-spatial, difference equation model of the system can be written using the above definitions: (4) where m'i = g, X si(l) X ml(l). Here, the dummy variable 
SIMULATION EXPERIMENTS
We conducted an analysis of the non-spatial version of the model JASPER and three simulation experiments.
The results from the analysis of the non-spatial model were used to provide insight into the potential contribution each type of site (undisturbed, early disturbance, and late disturbance) had on population dynamics in the fully specified, spatial model. As indicated above, the three simulation experiments were designed to explore the importance of disturbance architecture in determining species distributions within the modeled landscape. In each experiment, disturbance rate was varied independently of one other aspect of the spatial or temporal architecture of the disturbance regime. All other aspects of the disturbance regime were held fixed. timesteps (cv = &Ifi). In addition to the two speciesspecific values, we also determined the number of species surviving to the end of the model run to examine the impact disturbance architecture had on species richness within our three-species community.
The disturbance rate for each model run was determined empirically by calculating the proportion of cells containing a disturbance over the last 100 timesteps. 
Non-spatial model
The non-spatial version of JASPER was analyzed to determine the three-species equilibrium points and their associated stability properties for each set of conditions associated with recent disturbance history (Table 2). We also analyzed a version of the model that suppressed interspecific density effects (oXIJ = 0 for i =# j in Eq. 4) to determine equilibrium values for the species in the absence of interspecific competition (Table 3). Any differences in equilibrium values predicted for the three versions of the non-spatial model would be primarily a function of differences in rates of survivorship and seed production, as these were the parameters affected by recent disturbance history (Table   1 ).
The methodology we used in determining equilibrium points and their stability was as follows: Equilibrium points satisfy n,(t + 1) = n,(t) in Eq. 4. Non- Without Bromus, the equilibrium point for the community of Calycadenia and Plantago is stable, and stable to invasion by Bromus ( Table 2 ).
The equilibrium values for Plantago in the threespecies model were similar under environmental conditions associated with no disturbance and late disturbance, and somewhat higher for conditions associated with early disturbance (Table 2 ). However, in the absence of interspecific competition, Plantago had the highest equilibrium density under conditions associated with late disturbance (Table 3) The observed patterns for Plantago and Calycadenia resulted from greater seed production by both species in disturbed sites, particularly late disturbance, which ultimately led to an intensification of competition. For Plantago, intensification of competition led to a decrease in seed production, due to density effects, and eventually to a decrease in realized carrying capacity (Tables 2 and 3 ). This was due in large part to the relatively strong competitive effect of Calycadenia on Plantago and in part to the relatively large value of a for Plantago (Table 1 ; also see Begon and Mortimer (1986) Species richness at the level of the landscape was a function of both disturbance rate and disturbance size (Fig. 3) . The greatest level of species richness (3 species) was observed for model runs with an intermediate disturbance rate, although the range of disturbance rates over which all three species were present varied among disturbance sizes. At lower disturbance rates, Bromus was absent from the community and at higher rates Plantago dropped out. At even higher disturbance rates Calycadenia, and subsequently Bromus, dropped out.
Mean abundance for two of the species, Plantago and Calycadenia, declined under increasing disturbance rates (Fig. 4) . decline in abundance that was more gradual at lower disturbance rates and increased at higher rates.
Bromus exhibited a more complex abundance pattern than the other two species under changing disturbance rates. At disturbance rates <0.18, Bromus was not able to coexist with the other two species. However, Bromus was able to survive at higher disturbance rates, exhibiting an initial increase in abundance up to a disturbance rate of -0.27, and then declined linearly in abundance beyond this point. A slight increase in mean The abundance curves and species richness curves in this experiment were similar in shape to the curves observed for the size vs. rate experiment discussed above (Figs. 6 and 7) . However, turnover rate had a large impact on species abundances, contrasting sharply with the minimal response observed for changes in disturbance size. There was also a strong interaction between disturbance rate and turnover rate in determining species richness. All three species occurred only when there were "moderate" rates of disturbance (e.g., Fig. 8) . However, what could be considered "moderate" shifted toward lower disturbance rates in response to increasing turnover rates (lower temporal autocorrelation). The same shift towards lower disturbance rates for the transitions to one or no species in the landscape was observed with increasing turnover rates.
The nature of the response to changes in turnover rates differed among the three species. The average abundance for Plantago declined with an increase in the turnover rate, whereas Cilvcadenia's abundance increased. With no turnover in regions of disturbance activity, Plantago was able to persist at very high disturbance rates (>90%). In this situation, the landscape was effectively composed of two habitat types, disturbed and undisturbed, with Platntago finding refuge in undisturbed habitat. In landscapes with even a minimal chance of having all sites impacted by disturbance (turnover rates as low as 0.20), Plantago could only persist at low to moderate disturbance rates.
Bromus exhibited a more complex response to changing disturbance rates than the other two species (Fig. 7) . Its abundance curves shifted towards lower disturbance rates with an increase in the turnover rate.
In the case of no turnover (PM = 0), Bromus was not able to coexist with the other two species at any disturbance rate. Bromus' abundance was apparently enhanced at moderate levels of disturbance under conditions that promoted the availability of recently disturbed habitat that had subsequently been released from Species richness was again highest for "intermediate" disturbance rates (Fig. 10) ; intermediate rates in this context shifted towards lower disturbance rates for higher levels of spatial clustering in the disturbance regime (i.e., higher values of H).
SYNTHESIS Simulation experiments
We found that all three of the species modeled in the non-spatial version of JASPER could survive in the absence of interspecific competition under the conditions of no disturbance, early disturbance, or late disturbance. In fact, equilibrium densities of all three species increased under environmental conditions associated with disturbances. These results are primarily a function of the parameterization of the model, which reflects increasing rates of survivorship and fecundity on sites associated with recent disturbances, as determined from field data presented in Hobbs and Mooney (1985) .
It is important to understand the derivation of the parameters for survivorship and fecundity to be able to interpret the results of the spatial and non-spatial versions of JASPER appropriately. These parameters were derived from observations taken on and off mounds under natural field conditions (Hobbs and Mooney 1985) . As such, they reflect conditions associated with differences in the soil environment produced by the formation of gopher mounds and with differences in community structure resulting from disturbance. Because of this, the dynamics of the model Calcaena ndPlatao alulte ovr helat 00 imstpsinslaatinsinorortig laryntgcombntoso disturbance rate and turnover rate in the disturbance regime (turnover rate as defined in Model description: Disturbance submodel: Temporal autocorrelation vs. disturbance rate). See Simulation experiments for details concerning the calculation of these statistics. Symbols used for turnover rates are the same as in Fig. 6 .
implicitly include the differential effects of interspecific competition among the different types of sites.
The net effect is to discount seed production and survivorship more heavily on undisturbed sites, due primarily to an increase in interspecific competition because of higher overall plant densities Mooney 1985, Koide et al. 1987) . The primary effect of soil differences among sites of different disturbance histories alone would be to decrease growth rates on mound sites due to a decrease in N and P concentrations and a decrease in the Ca:Mg ratio (Koide et al. 1987 ).
As such, what we are really modeling is the detailed interactions occurring among three species imbedded within a community matrix whose structure is affected by disturbance history. Although the effect on model outcome of changing the size of individual disturbances, or changing spatial autocorrelation among individual disturbances, was less dramatic than the effect of changing temporal autocorrelation, there were some important impacts produced by altering these characteristics of the disturbance regime. Most notably, Plantago was able to persist at higher disturbance rates when individual disturbances either were small or were randomly distributed rather than clustered. Under both of these circumstances Plantago, a poor dispenser, was able to reinvade disturbed sites more rapidly since most disturbed sites were close to undisturbed sites and not imbedded in a large area of disturbance. In contrast, Bromus declined in abundance under similar circumstances, due to increased competition with Plantago.
The interaction between life history attributes and disturbance architecture Clearly, the impact of disturbance on the distribution of species within a landscape is highly dependent upon the spatial and temporal architecture of the disturbance regime. It is also clear that the impact of disturbance on the distribution of individual species depends critically on individual life history characteristics. The response by Plantago to changes in disturbance architecture can be explained almost entirely by its poor dispersal ability. As disturbance becomes more widespread in the landscape, Plantago is incapable of invading sites rapidly enough after disturbance to make up for direct losses to its population, so its population level declines, eventually leading to extinction even under moderate rates of disturbance. However, with even a few sites protected from disturbance (pM = 0), Plantago can persist in the community at very high disturbance rates, as it is never completely removed from the system (Fig. 7) .
Calycadenia can persist under all but the most extreme disturbance regimes. It is a very good disperser and is relatively immune to competition from Plantago or Bromus. A further advantage for Calycadenia is that it produces seed late in the season and is the only species able to invade late season disturbances immediately, whereas the other two species are delayed by at least one growing season (Fig. 8) .
The major life history characteristics determining the response by Bromus to disturbance are its good dispersal ability, relative insensitivity to the presence of Calycadenia, and its poor performance in competition with Plantago. Because of these characteristics the abundance of Bromus at low disturbance rates is influenced primarily by competitive interactions with Plantago and only indirectly by the disturbance regime.
Once Plantago is eliminated from the system at "moderate" disturbance rates, the abundance of Bromus is influenced directly by disturbance and declines under increasing rates of disturbance. activity Mooney 1985, 1991) . Local rates of disturbance can also vary markedly from year to year and from place to place, as some areas of the grassland are characterized by very high rates of disturbance and others remain virtually undisturbed due to shallow soils (Hobbs and Mooney 1991; A. Lobo, unpublished data) . This type of spatial heterogeneity has not been included in JASPER, but would be of future interest.
The most difficult aspect of the disturbance regime to characterize at Jasper Ridge is the spatial and temporal autocorrelation structure. There is a high degree of spatial autocorrelation due to the burrowing behavior of gophers (Reichman et al. 1982 , Hobbs and Mooney 1991 , Moloney 1993 Lobo and K. Moloney, unpublished data). The temporal dynamics might be quite complicated, as mounds may be related to both feeding and burrow maintenance activities (Huntley and Reichman 1994) . Burrow systems are maintained over long periods of time, which may result in mound production in the same locations year after year (cf. Reichman et al. 1982) . Mounds produced through feeding activity, however, may shift in space due to depletion of food resources during years of heavy local above-and belowground grazing, decreasing the amount of temporal autocorrelation in the disturbance regime. Clearly, more information is needed to adequately characterize this aspect of the disturbance regime.
Given all of the above considerations, we have compared the predicted species abundances for disturbances rates of 5% to 20% with abundances estimated from field data appearing in Hobbs and Mooney (1985) ( More generally, there is a great deal of year-to-year variation in the vegetation dynamics at Jasper Ridge, which has led some researchers to characterize different years as an "Evax year," an "Erodium year" or a "Calycadenia year" due to the dominance by different plant species under different weather patterns (Hobbs and Mooney 1991; Chiariello, personal communication) . This suggests that any simulation model attempting to accurately characterize the vegetation dynamics occurring at Jasper Ridge needs to account for yearto-year variation in demographic rates and competitive interactions due to environmental variability.
CONCLUSIONS
The results from this study strongly suggest that predictions about the impact of disturbance on ecological processes at the landscape scale need to account for more than the rate and intensity of disturbance. Temporal and spatial autocorrelation patterns may play as great a role in determining the response to disturbance.
The response will also depend on the life history characteristics of individual species and on community composition.
After disturbance rate, we found that the most important factor determining the response to disturbance was the temporal autocorrelation structure of the disturbance regime. Spatial factors, such as the size of individual disturbances and spatial autocorrelation among disturbances appeared to play a minor role, although this may, in part, be an artifact of the dispersal model used. A more detailed dispersal model, for example one incorporating exponential decay with distance, might increase the sensitivity of species to the spatial details of the disturbance regime. Under these conditions, we would hypothesize that optimal dispersal distances would be closely linked to the average size of individual disturbances and to the spatial autocorrelation structure among disturbances.
One motivation for developing models of the sort described here is to determine what aspects of an ecological system need to be considered in making predictions at a broader geographic scale. In the present example, a prediction of species abundances at the scale of the serpentine grassland at Jasper Ridge, an area of approximately 40 ha (Gulmon et al. 1983), would require information about the rate of disturbance and the temporal autocorrelation structure of the disturbance regime at the scale of the simulated landscapes, 0.01 ha. However, a detailed understanding of the spatial autocorrelation structure or an accurate estimate of the size of individual disturbances may not be required.
Four thousand estimates at the 0.01-ha scale would be required to fully characterize the disturbance regime of the Jasper Ridge grassland, although further aggregation might be possible if different regions of the grassland can be classified into discrete disturbance categories for the purposes of prediction. These estimates could be obtained from a temporal series of aerial photographs of the grassland. This information could then be used to predict species abundances, with no need to measure the details of demographic processes at the same scale. This is clearly an idealization of what would be required to make accurate predictions using a model such as JASPER. We currently have a good model of disturbance dynamics, but would be able to gain a deeper understanding of the Jasper Ridge serpentine grassland by modifying other aspects of the model. More species should be included, particularly if we want to predict the abundance of Calycadenia more accurately. We might also want to characterize demographic variability in response to variability in weather patterns. This information could then be used to make predictions over a series of years by incorporating knowledge about prevailing weather patterns. Or, it might be best to determine the role that spatially heterogeneous environmental factors (e.g., soil depth, topographic relief, and nutrient availability) play in modifying the disturbance regime and local demographic dynamics across the grassland. As with disturbance, we may find that some of this additional information is essential for making accurate predictions at the landscape scale, while some may not be required at all.
