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Cohomologie d’intersection des actions toriques simples
Martintxo Saralegi-Aranguren∗
Conside´rons une action Φ: T×M −→M d’un tore T sur une varie´te´ M . Supposons que cette
action est libre. La filtration du complexe des formes diffe´rentielles sur M par leur degre´ vertical
de´termine la suite spectrale de Leray-Serre {E
m
}. Celle-ci converge vers la cohomologie de M et son
second terme E2 est le produit tensoriel H
∗
(M/T)⊗H∗(T). Ceci n’est plus valable si l’action n’est
pas libre. Remarquons que dans ce cas l’espace des orbites M/T n’est plus force´ment une varie´te´
mais un ensemble stratifie´.
Dans le but d’e´tendre cette suite spectrale aux autres actions non libres, nous avons traite´ dans
[0] le cas T = S1. La`, la suite spectrale de´ge´ne`re en la suite de Gysin:
(1) · · · −→ IHv
r
(M/T) −→ Hv(M) −→ IHv−1
r−2
(M/T)
∧[e]−−−→ IHv+1
r
(M/T) −→ · · · ,
ou` [e] est la classe d’Euler de Φ, qui est de degre´ pervers 2, et r une perversite´ quelconque sur M/T.
Rappelons que la cohomologie d’intersection IH
∗
r
(M/T) est calcule´e en utilisant les formes diffe´-
rentielles d’intersection ω dont le degre´ pervers (ainsi que celui de dω) est majore´ par la perversite´ r.
L’apparition de la cohomologie d’intersection de M/T (au lieu de H
∗
(M/T)) n’est pas surprenante.
En effet, comme les travaux de Goresky et MacPherson le montrent, celle-ci est un outil naturel
quand il s’agit de travailler avec des ensembles stratifie´s.
L’objectif de ce travail est de poursuivre cette e´tude, dans le cadre des actions toriques simples
(localement “one or two orbit types”, selon la terminologie de [0]). Toujours a` l’aide de la filtration
du complexe des formes diffe´rentielles sur M par son degre´ vertical, nous construisons, pour chaque
perversite´ r, une suite spectrale a` la Leray-Serre {
r
E
m
} convergeant vers la cohomologie de M dont
le second terme est de´crit a` l’aide de la cohomologie d’intersection de M/T et de la cohomologie de
T (pour l’e´nonce´ exact voir The´ore`me 5.5). Cette suite spectrale donne (1) quand T = S1 et co¨ıncide
avec la suite spectrale de Leray-Serre si l’action est libre. Nous espe´rons dans un prochain travail
e´tendre les re´sultats de ce travail aux actions toriques ge´ne´rales.
La description du second terme
r
E2 est comme suit. Supposons que l’action Φ ne posse`de qu’une
strate singulie`re S (ensemble des points fixes d’un sous-groupe d’isotropie T
S
⊂ T, que l’on supposera
non discret). Nous choisissons une base B = {a1, . . . , an} de l’alge`bre de Lie A de T avec a1 ∈ AS ,
alge`bre de Lie de T
S
. Le degre´ pervers de (la forme d’Euler associe´e a`) a1 est 2 tandis que celui des
autres e´le´ments de B est 0. Le second terme de la suite spectrale s’e´crit alors:
r
E
v,u
2
∼=
{
IH
v
r−2
(M/T)⊗
(
Λ
1
(a1)⊗ Λu−1(a2, . . . , an)
)}
⊕ {IHv
r
(M/T)⊗ Λu(a2, . . . , an)
}
,
ou` H
∗
(T) est identifie´ a` l’alge`bre libre Λ
∗
(a1, . . . , an). On remarquera que dans chacune des parties
de la somme pre´ce´dente le degre´ pervers se conserve. Cet espace vectoriel est une sorte de produit
∗Projet de recherche PB91-0142 DGICYT-Espagne.
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tensoriel, ou` la perversite´ du facteur de gauche est de´termine´e par le facteur de droite; nous le
noterons IH
∗
r
(M/T)⊗
B
H
∗
(T). Le produit ⊗
B
sera appele´ produit pertensoriel (pervers + tensoriel).
Dans le cas de plusieurs strates, nous pouvons e´tendre cette de´marche et e´crire le deuxie`me terme
de la suite spectrale comme un produit pertensoriel, sous la condition #(B ∩ A
S
) = 1 pour toute
strate S de M avec dimT
S
= 1. Le degre´ pervers des e´le´ments de B est toujours 0, sauf pour l’un
d’entre eux, a
S
, dont le degre´ est 2. Ainsi, chaque a = ai1 . . . aiu ∈ Bu (base canonique de Hu(T))
de´termine sur M/T la perversite´ a de´finie par
a(π(S)) =
{
2 si a
S
∈ {ai1 , . . . , aiu}
0 si a
S
6∈ {ai1 , . . . , aiu}
Dans ce cas
r
E
v,u
2
est isomorphe au produit pertensoriel:
IH
v
r
(M/T)⊗
B
H
u
(T) =
⊕
a∈Bu
IH
v
r−a
(M/T)⊗ 〈a〉,
ou` 〈a〉 ⊂ Hu(T) est le sous-espace engendre´ par a.
Dans le cas ge´ne´ral, la situation est plus complique´e et le produit pertensoriel ne suffit pas a`
de´terminer
r
E2 . En effet, sous la condition B ∩ AS = ∅, tout e´le´ment de B a un degre´ pervers 0
tandis qu’il y a des combinaisons line´aires des e´le´ments de la base dont le degre´ pervers est 2. Ces
relations empeˆchent d’e´crire
r
E2 comme un produit pertensoriel. Ne´anmoins, nous montrons dans ce
travail que le deuxie`me terme de la suite spectrale s’envoie naturellement dans le produit pertensoriel
de fac¸on a eˆtre de´termine´ par la suite exacte longue
· · · −→ IHv−1
r
(M/T)⊗
B
H
u
(T) −→ Qv−1,u
r
−→
r
E
v,u
2
−→ IHv
r
(M/T)⊗
B
H
u
(T) −→ · · · .
Le troisie`me terme de cette suite exacte est le terme re´siduel suivant:
Qv,u
r
=
⊕
S∈S
{
Hv−2[
r(π(S))
2 ](S/T)
}(n−1n−u)−(n−rSn−u )
ou` r
S
est la dimension du plus petit sous-espace de A contenant A
S
et engendre´ par un sous-ensemble
de B, [−] est la partie entie`re, {−}≤0 = 0 et (a
b
)
= 0 si b < 0 ou b > a (voir The´ore`me 5.5 pour
l’e´nonce´ exact). Pour deux perversite´s diffe´rentes q ≤ r nous avons construit deux suites spectrales
{
q
E
m
} et {
r
E
m
} qui convergent vers le meˆme but. Elles sont diffe´rentes mais lie´es, comme le montre le
The´ore`me 5.8.2. Nous terminons le travail en e´tudiant la de´ge´ne´rescence de la suite spectrale {
r
E
m
};
nous montrons dans le The´ore`me 5.9.1 que ce fait e´quivaut a` l’existence d’un feuilletage singulier
transverse aux orbites de l’action.
L’e´tude cohomologique que nous venons de faire montre que les actions toriques simples sont bien
plus complique´es que les actions du cercle. Pour e´tudier le deuxie`me terme de la suite spectrale de
Leray-Serre nous avons introduit la notion de produit pertensoriel; dans certains cas cette notion
suffit pour de´crire ce deuxie`me terme. Mais, si le nombre de strates est trop grand, un terme re´siduel
apparaˆıt; terme qui est plus complexe au fur et a` mesure que l’action est tordue (dans le sens que les
sous-groupes d’isotropie sont nombreux). Dans un travail a` venir, nous pre´voyons de construire une
suite de Leray-Serre pour toute action d’un groupe de Lie compact. Nous pensons de´crire le deuxie`me
terme de cette suite spectrale en termes du produit pertensoriel que nous venons d’introduire dans
le pre´sent travail. La situation sera bien suˆr plus complique´e du fait que les strates ne seront plus
isole´es mais emboˆıte´es les unes sur les autres.
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L’organisation de ce travail est la suivante. Dans la premie`re section nous pre´sentons les actions
toriques simples et leur relation avec les ensembles stratifie´s. La cohomologie d’intersection, utilisant
des formes diffe´rentielles et la nouvelle notion de perversite´ de [0], est introduite dans la deuxie`me
section. Le deuxie`me terme de la suite spectrale que nous construisons est de´crit a` l’aide du produit
pertensoriel, notion que nous introduisons dans la section 3. Le principal pilier de la construction
de la suite spectrale {
r
E
m
} est celui des formes diffe´rentielles d’intersection invariantes; elles sont
e´tudie´es dans la section 4. La dernie`re section est consacre´e au calcul et a` l’e´tude du terme
r
E2 .
L’auteur voudrait remercier le De´partement de Mathe´matiques de l’Universite´ de Purdue pour
lui avoir permis de re´aliser cet article au sein d’une agre´able ambiance de travail.
Tout au long de ce travail, par varie´te´ nous entendrons une varie´te´ sans bord, connexe et
diffe´rentiable (de classe C∞). Nous de´signerons par T un tore de dimension n. Une fibration sera
toujours localement triviale. Toute action est suppose´e effective.
1 Actions toriques simples
Etant donne´e Φ: T×M −→M , une action diffe´rentiable du tore T sur une varie´te´ M , il y a une
fac¸on naturelle d’associer a` M et a` l’espace des orbites M/T une structure d’ensemble stratifie´. Si
l’action Φ est simple, ces ensembles stratifie´s posse`dent des proprie´te´s plus riches. Ceci fait l’objet
de cette section.
1.1 Ensembles stratifie´s simples. Conside´rons E un ensemble stratifie´ (cf. [0]). Nous dirons
que E est simple s’il posse`de une strate R dense (dite re´gulie`re) et si toute autre strate S est
ferme´e (dite singulie`re). La deuxie`me condition implique que les strates singulie`res sont se´parables
par ouverts. La dimension de E est, par definition, dimR. On posera S la famille des strates
singulie`res de E.
Il est bien connu (cf. [0]) que pour chaque strate S ∈ S il existe un voisinage T
S
de S, une varie´te´
compacte L
S
, appele´e entrelac de S, et une fibration τ
S
: T
S
−→ S ve´rifiant:
a) la fibre de τ
S
est le coˆne cL
S
= L
S
× [0, 1[/L
S
× {0},
b) la restriction de τ
S
a` S est l’identite´,
c) le groupe structural de τ
S
est Diff(L
S
),
d) T
S
∩ TS′ = ∅ si S =/ S ′
La famille
{
T
S
/S ∈ S
}
est une famille de tubes. Observons que, d’apre`s c), il existe une
application diffe´rentiable r
S
: (T
S
− S) −→]0, 1[ telle que la restriction r
S
: r−1
S
(]0, ǫ[) −→ S, ou` ǫ ∈
]0, 1[, est une fibration diffe´rentiable de fibre L
S
×]0, ǫ[. Nous e´crivons M
S
= r−1
S
(]0, 1/2[), qui est “la
moitie´” de T
S
.
1.2 Actions simples. Nous dirons qu’une action diffe´rentiable Φ: T×M −→M du tore T sur
une varie´te´ M est simple si, pour chaque x ∈M , l’action du sous-groupe d’isotropie Tx sur l’espace
tangent TxM posse`de un ou deux types d’orbites (cf. [0, pag. 246]). En d’autres termes, l’action de
Tx sur TxM − {vecteurs fixe´s par Tx} est libre.
La relation d’equivalence “x ∼ y si et seulement si Tx = Ty” de´finit une partition de M en
sous-varie´te´s invariantes. Elles sont ferme´es sauf une qui est un ouvert dense. L’action Φ induit donc
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sur M une structure naturelle d’ensemble stratifie´ simple. Pour chaque strate S de M nous e´crirons
T
S
le sous-groupe d’isotropie d’un point de S (et donc de tout point de S).
Vu que chaque strate singulie`re S est une sous-varie´te´ invariante, nous construisons un voisinage
tubulaire (T
S
, τ
S
, S,DℓS+1) ve´rifiant:
i) T
S
est un voisinage de S.
ii) τ
S
: T
S
−→ S est une fibration diffe´rentiable de fibre le disque ouvertDℓS+1 et dont la restriction
de τ
S
a` S est l’identite´.
iii) Il existe une action orthogonale ΦS : T
S
× SℓS −→ SℓS et un atlas A
S
= {(U,ϕ)} tels que toute
carte ϕ : τ
−1
S
(U) −→ U × DℓS+1 soit T
S
-e´quivariante: ϕgϕ−1(x, [θ, r]) = (x, [ΦS(g, θ), r]), si
g ∈ T
S
et (x, [θ, r]) ∈ U × cSℓS . Ici, on a identifie´ DℓS+1 avec le coˆne cSℓS et note´ [θ, r] un
e´le´ment ge´ne´rique.
iv) Si g ∈ T et ϕj : τ−1S (Uj) −→ Uj × cSℓS , j = 1, 2, sont deux cartes avec g ·U1 ⊂ U2 alors il existe
une application γ : U1 −→ O(ℓS + 1) telle que ϕ2gϕ−11 (x, [θ, r]) = (g · x, [γ(x) · θ, r]) pour tout
(x, [θ, r]) ∈ U1 × cSℓS .
La condition iii) implique que le groupe stuctural de A
S
est le centralisateur Z
S
de T
S
dans O(ℓ
S
+1).
La condition iv) signifie que le groupe T agit sur T
S
par des morphismes de fibration a` groupe
structural; elle implique aussi que l’application τ
S
est e´quivariante. Remarquons que l’action ΦS
est libre (ce qui fait la simplicite´ de Φ); ainsi, chaque sous-groupe T
S
est ou fini ou isomorphe au
cercle S1 (cf. [0, pag. 153]). Nous e´crirons S la famille des strates singulie`res de M et Sj = {S ∈
S / dimT
S
= j}, pour j = 0, 1.
Nous fixons pour la suite une famille {T
S
/S ∈ S} de voisinages tubulaires avec T
S
∩T
S′
= ∅ si S =
/ S ′. Par π : M −→M/T nous noterons la projection canonique de M sur l’espace des orbites M/T.
Cet espace he´rite naturellement de M une structure d’ensemble stratifie´ simple, les strates e´tant
{π(S)/S strate de M}. En fait, on a la
Proposition 1.3 La famille
{
(π(T
S
), ρ
S
, π(S), cSℓS /T
S
)/S ∈ S
}
, ou` ρ
S
(π(x)) = π(τ
S
(x)), est une
famille de tubes de M/T.
De´monstration. Il suffit de montrer que, pour tout S ∈ S, l’application ρ
S
: π(T
S
) −→ π(S) est une
fibration de fibre le coˆne cSℓS /T
S
ayant Diff(SℓS /T
S
) comme groupe structural.
Soit π(x0) un point de π(S). Etant donne´ que la restriction π : S −→ π(S) est une fibration diffe´-
rentiable (de fibre T/T
S
), nous trouvons un voisinage V ⊂ π(S) de π(x0) et une section diffe´rentiable
σ : V −→ S de π. Nous pouvons supposer V = π(U) pour une carte (U,ϕ) ∈ A
S
. Pour tout point
x de U il existe g ∈ T avec g · x ∈ σ(V ). L’e´le´ment g n’est pas unique, mais g′ · x ∈ σ(V ) implique
g−1g′ ∈ T
S
. Vu que τ
S
est e´quivariant, nous en de´duisons πτ−1
S
σ(V ) = τ−1
S
σ(V )/T
S
. La restriction
ϕ : τ−1
S
σ(V ) −→ σ(V )× cSℓS est un diffe´omorphisme T
S
-e´quivariant et le diagramme suivant
ρ−1
S
(V ) V × cSℓS /T
S
τ−1
S
σ(V ) σ(V )× cSℓS
π Π
ψ
ϕ
✲
✲
❄ ❄
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est commutatif. Ici on a note´ Π(y, [θ, r]) = (π(y), [p(θ), r]) et p : SℓS −→ SℓS /T
S
la projection canon-
ique. Par conse´quent, l’application ψ est un home´omorphisme qui ve´rifie prV ψπ(x) = πτS(x) =
ρ
S
π(x), ou` prV : V × cSℓS /TS −→ V est la projection canonique. Ainsi, l’application ρS est une fibra-
tion de fibre le coˆne cSℓS /T
S
, ayant Bπ(S) = {(V, ψ)} comme atlas. Finalement, puisque les cocycles
de A
S
prennent ses valeurs dans Z
S
, les cocycles de Bπ(S) prennent ses valeurs dans Diff(SℓS /TS).
♣
1.4 Posons A l’alge`bre de Lie de T. Pour chaque S ∈ S on e´crira A
S
l’alge`bre de Lie de T
S
. Une
base B de A est ona si #(B ∩ A
S
) = 1 pour chaque S ∈ S1. Le calcul du deuxie`me terme rE2 de
la suite spectrale que nous effectuons dans ce travail ne´cessite d’un choix d’une base de l’alge`bre de
Lie A. Si cette base est ona, le terme
r
E2 est de´crit directement comme produit pertensoriel. Dans
le cas ge´ne´ral, le terme
r
E2 est determine´ par une suite exacte longue ou` les autres termes sont un
produit pertensoriel et un terme re´siduel (cf. The´ore`me 5.5).
L’existence d’une base ona est e´quivalente a` la condition: la famille {A
S
/ S ∈ S1} est libre.
2 Cohomologie d’intersection
Nous rappelons la notion de cohomologie d’intersection [0] qui utilise la notion de perversite´ introduite
par MacPherson en [0].
2.1 Degre´ pervers. Soit κ : N −→ C une submersion diffe´rentiable entre deux varie´te´s diffe´rentiables
N et C. Pour chaque forme diffe´rentielle ω =/ 0 sur N , nous de´finissons le degre´ pervers de ω,
note´ ||ω||
C
, comme le plus petit entier k ve´rifiant:
iξ0, · · · iξkω ≡ 0 pour toute famille ξ0, · · · , ξk de champs de vecteurs sur N tangents aux fibres de κ.
Ici, nous avons e´crit iξj le produit interieur par ξj. Nous poserons ||0||C = −∞. Pour α, β ∈ Ω∗(N),
complexe des formes diffe´rentielles de N , nous avons les relations:
(2) ||α+ β||
C
≤ max(||α||
C
, ||β||
C
) et ||α ∧ β||
C
≤ ||α||
C
+ ||β||
C
.
2.2 Soit E un ensemble stratifie´ simple. Une perversite´ est une application q : S −→ Z (cf. [0]).
Pour chaque entier ℓ, on posera ℓ la perversite´ constante de´finie par ℓ(S) = ℓ. Une forme diffe´rentielle
ω sur la strate re´gulie`re R de E est une forme diffe´rentielle de q-intersection (ou simplement
forme diffe´rentielle d’intersection) si, pour chaque S ∈ S, la restriction de ω a` M
S
ve´rifie:
max
{
||ω|M
S
||
S
, ||dω|M
S
||
S
}
≤ q(S),
relativement a` τ
S
: M
S
−→ S. Pour simplifier la notation nous e´crirons ||ω|M
S
||
S
= ||ω||
S
. Le com-
plexe des formes diffe´rentielles de q-intersection sera note´ Ω
∗
q
(E). La cohomologie du complexe Ω
∗
q
(E),
note´e IH
∗
q
(E), est la cohomologie d’intersection de E.
Remarquons que, dans le cas ou` S = ∅, le complexe Ω∗
q
(E) (resp. IH
∗
q
(E)) co¨ıncide avec Ω
∗
(E),
complexe de deRham de E (resp. avec H
∗
(E), cohomologie de deRham de E).
Cohomologie d’intersection des actions toriques simples. 6
2.3 La cohomologie d’intersection jouit des proprie´te´s suivantes (voir [0] et [0]):
• IH∗
q
(E) ∼= H∗(E) si E est une varie´te´ et 0 ≤ q ≤ t. On a e´crit t la perversite´ de´finie par
t(S) = dimL
S
− 1.
• Si chaque entrelac L
S
est connexe (c’est-a`-dire, E est normal) alors IH
∗
0
(E) ∼= H∗(E), coho-
mologie a` coefficients re´els de E.
• IH∗
q
(E) ∼= Hom(IHp
∗
(E),R) si p+ q = t (perversite´s comple´mentaires).
2.4 Si E ′ ⊂ E est un sous-ensemble stratifie´ (ensemble stratifie´ avec la structure induite), toute
perversite´ q de E induit par restriction une perversite´ sur E ′, qui sera encore note´e q. L’application
restriction R : Ω∗
q
(E) −→ Ω∗
q
(E ′) est bien de´finie et induit un morphisme R∗ : IH∗
q
(E) −→ IH∗
q
(E ′).
Quelques exemples de sous-ensemble stratifie´ sont: U ⊂ R ouvert, l’entrelac L
S
, le coˆne cL
S
, τ−1
S
(W )
avec W ⊂ S ouvert, . . .
2.5 Une fonction controˆle´e f : E −→ R est une application continue, diffe´rentiable sur chaque
strate, dont la restriction aux fibres de chaque τ
S
: M
S
−→ S est constante (cf. [0]). Nous avons donc
la relation max
{
||f ||
S
, ||df ||
S
}
≤ 0. Rappelons que tout recouvrement de E, par des sous-ensembles
stratifie´s ouverts, posse`de une partition de l’unite´ subordonne´e constitue´e de fonctions controˆle´es [0,
pag. 8].
Nous montrons la premie`re relation entre les formes diffe´rentielles d’intersection de M et celles
de M/T. Ecrivons M − Σ et π(M − Σ) les strates re´gulie`res de M et M/T respectivement (ici
Σ = ∪{S/S ∈ S}). Fixons r une perversite´ sur M/T et posons q la perversite´ induite sur M
de´finie par q(S) = r(π(S)).
Proposition 2.6 Pour toute forme diffe´rentielle α ∈ Ω∗(π(M−Σ)) et pour tout S ∈ S nous avons:
(3) ||π∗α||
S
= ||α||
π(S)
.
L’application π∗ : Ω
∗
r
(M/T) −→ Ω∗
q
(M) est bien de´finie.
De´monstration. Conside´rons le diagramme commutatif
π(M
S
− S)
M
S
− S S
π(S)
π π
τ
S
ρ
S
✲
✲
❄ ❄
ou` S ∈ S. Etant donne´ que la restriction de π aux fibres de τ
S
est une submersion diffe´rentiable
((SℓS×]0, 1/2[) 7→ (SℓS /T
S
×]0, 1/2[)), nous avons la relation π∗{Ker(τS)∗} = Ker(ρS)∗. Ainsi, pour
toute forme diffe´rentielle α ∈ Ω∗(π(M − Σ)) nous pouvons e´crire (3). Nous en de´duisons que
l’application π∗ : Ω
∗
r
(M/T) −→ Ω∗
q
(M) est bien de´finie. ♣
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3 Produit pertensoriel
Le deuxie`me terme de la suite spectrale que nous construisons dans ce travail est de´crit a` l’aide du
produit pertensoriel, notion que nous introduisons maintenant.
3.1 De´finition. Conside´rons E un ensemble stratifie´ . Fixons V un espace vectoriel et B une
base de V . Une distinction est une application D : S −→ P(B), ou` P(B) de´note la famille des
sous-ensembles de B. Pour chaque v ∈ B, cette distinction de´termine sur E la perversite´ suivante:
v(S) =
{
2 si v ∈ D(S)
0 si v 6∈ D(S).
Soit r une perversite´ sur E. Les espaces vectoriels
Ω
∗
r
(E)⊗
D
V =
⊕
v∈B
Ω
∗
r−v
(E) ⊗ 〈v〉,
IH
∗
r
(E)⊗
D
V =
⊕
v∈B
IH
∗
r−v
(E) ⊗ 〈v〉
sont appele´s produits pertensoriels. Ici, 〈v〉 de´note le sous-espace de V engendre´ par v. Le
produit pertensoriel est donc une sorte de produit tensoriel ou` la perversite´ du terme de gauche est
de´termine´e par le terme de droite. En particulier, si S = ∅ ou bien D est l’application constante ∅,
alors Ω
∗
r
(E)⊗
D
V = Ω
∗
r
(E)⊗ V.
3.2 Produits pertensoriels dans l’espace d’orbites. Dans ce travail, l’ensemble stratifie´ E
sera M/T (ou bien un sous-ensemble stratifie´ de M/T) et V = H
∗
(T). La base de V est determine´e
comme suit. Nous fixons pour la suite une base B = {a1, . . . an} de l’alge`bre de Lie A. Nous e´crirons
(−|−) le seul produit scalaire de A pour lequel B est une base orthonormale. La base B de´termine,
pour chaque u ≥ 0, une base Bu deHu(T) (ou` on identifieH∗(T) avec l’alge`bre gradue´e Λ∗(a1, . . . an))
de la fac¸on suivante: B0 = {1} et Bu = {ai1 · · · aiu/1 ≤ ai1 < · · · < aiu ≤ n} si u ≥ 1. Remarquons
que B1 est en fait B. Finalement la famille B∗ =
⋃
u≥0
Bu est la base de H
∗
(T) que nous cherchons.
Les principales distinctions utilise´es dans ce travail sont les deux suivantes.
• B : S −→ P(B∗) de´finie par B(S) = {ai1 · · · aiu ∈ B∗ / 0 =/ AS ⊂ 〈ai1 , . . . , aiu〉, u ≥ 1}. Ici,
〈ai1 , . . . , aiu〉 de´note le sous-espace de A engendre´ par {ai1 , . . . , aiu}. En particulier B(S) = ∅ si
S ∈ S0. Ceci donne le produit pertensoriel IH∗r (M/T)⊗BH
∗
(T).
• B : S −→ P(B∗) de´finie par B(S) = {ai1 · · · aiu ∈ B∗ / {ai1 , . . . , aiu} 6⊂ A⊥S , u ≥ 1}, ou` A
⊥
S
est
le sous-espace de A orthogonal a` A
S
. En particulier B(S) = ∅ si S ∈ S0. Ceci donne le produit
pertensoriel IH
∗
r
(M/T)⊗
B
H
∗
(T).
Si la base B est ona, alors B = B et donc IH∗
r
(M/T)⊗
B
H
∗
(T) = IH
∗
r
(M/T)⊗
B
H
∗
(T).
4 Formes diffe´rentielles d’intersection invariantes
Pour une action libre, le complexe des formes diffe´rentielles invariantes IΩ
∗
(M) est naturellement
isomorphe au produit tensoriel Ω
∗
(M/T) ⊗ Ω∗(T). En outre, l’inclusion IΩ∗(M) ⊂ Ω∗(M) est une
e´quivalence d’homotopie. L’utilisation de ce complexe est une simplification importante a` l’heure de
construire la suite spectrale. Cette section est devoue´e a` l’e´tude du complexe des formes diffe´rentielles
d’intersection invariantes IΩ
∗
q
(M).
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4.1 De´finitions Pour chaque a ∈ A, le champ de vecteurs Xa est de´fini par Xa = TeΦx(a), ou`
Φx(g) = g · x, est un champ fondamental de Φ. Puisque T est abelien, le champ Xa est invariant.
Son flot est donne´ par l’action de T, il est donc tangent aux orbites de l’action. Ainsi, Xa est tangent
aux strates de Φ. La restriction de Xa a` M − Σ n’a pas de ze´ros (pourvu que a =/ 0!). Etant donne´
que chaque application τ
S
est e´quivariante, nous obtenons la relation (τ
S
)∗Xa = Xa◦τS . Remarquons
aussi que l’application X : A −→ Ξ(M) (alge`bre de Lie des champs de vecteurs de M) de´finie par
a 7→ Xa, est un morphisme d’alge`bres de Lie.
Le sous-complexe des formes diffe´rentielles invariantes
IΩ
∗
(M) = {ω ∈ Ω∗(M)/g∗ω = ω si g ∈ T} = {ω ∈ Ω∗(M)/LXaω = 0 si a ∈ A}
calcule la cohomologie de M (voir par exemple [0]). Nous prouvons un re´sultat similaire pour
IΩ
∗
q
(M) = {ω ∈ Ω∗
q
(M)/LXaω = 0 pour tout a ∈ A}.
Proposition 4.2 Pour chaque perversite´ q avec 0 ≤ q ≤ t on a H∗(IΩ·
q
(M)) ∼= H∗(M).
De´monstration. Il suffit de prouver que l’inclusion IΩ
∗
q
(M) →֒ Ω∗
q
(M) induit un isomorphisme en
cohomologie (cf. §2.3). Rappelons que la restriction de Φ a` M − Σ est une action libre. Les
ope´rateurs, utilise´s dans [0] pour prouver que l’inclusion IΩ
∗
(M − Σ) →֒ Ω∗(M − Σ) induit un
isomorphisme en cohomologie, sont des compositions d’ope´rateurs du type L1, L2 et L3 que nous
de´crivons maintenant. Il suffira de montrer qu’ils envoient les formes diffe´rentielles d’intersection sur
les formes diffe´rentielles d’intersection.
Pour chaque varie´te´ N , nous conside´rons sur le produit N × M l’action de T de´finie par g ·
(x, y) = (x, g ·y). Posons pr
N
: N ×M −→ N et pr
M
: N ×M −→M les projections canoniques. On
conside´rera sur N ×M le syste`me de tubes
{
τ
N×S
≡ (identite´ sur N)× τ : N × T
S
−→ N × S
}
S∈S
.
La perversite´ q induit sur N ×M la perversite´ N × S 7→ q(S), que nous e´crirons aussi q.
• L1 : Ω∗(N × (M − Σ)) −→ Ω∗(M − Σ) est de´finie par L1ω =
∫
–
N
ω ∧ pr∗
N
∆, ou` ∆ ∈ Ω∗(N) est
une forme diffe´rentielle a` support compact et
∫
–
N
est l’inte´gration le long des fibres de prM .
• L2 : Ω∗(N × (M − Σ)) −→ Ω∗−1(N × (M − Σ)) est de´finie par L2ω =
∫ 1
0
(H∗ω)(x, y, t)(∂/∂t)∧
dt ou` H : N × [0, 1]×M −→ N ×M est une application de la forme H(x, t, y) = (H0(x, t), y),
avec H0 diffe´rentiable.
• L3 : Ω∗(M − Σ) −→ Ω∗(T× (M − Σ)) est de´finie par L3ω = Φ∗ω.
Nous montrons ensuite que chaque Li envoie les formes diffe´rentielles d’intersection sur les formes
diffe´rentielles d’intersection.
• Soit ω ∈ Ω∗
q
(N ×M). Les fibres de τ
N×S
sont incluses dans les fibres de pr
N
. Ainsi, pr∗
N
∆ ∈
Ω
∗
0
(N×M) et donc ω∧pr∗
N
∆ ∈ Ω∗
q
(N×M) (cf. (2)). L’e´galite´ (pr
M
)∗
{
Ker(τ
N×S
)∗
}
= Ker(τ
S
)∗
implique que l’ope´rateur
∫
–
N
envoie Ω
∗
q
(N ×M) dans Ω∗
q
(M). D’ou` L1ω ∈ Ω∗q (M).
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• Soit ω ∈ Ω∗
q
(N×M). L’application H envoie les fibres de τ
N×[0,1]×S
sur les fibres de τ
N×S
. Ainsi,
H∗ω ∈ Ω∗
q
(N × [0, 1]×M). L’e´galite´ (pr
N×M
)∗
{
Ker(τ
N×[0,1]×S
)∗
}
= Ker(τ
N×S
)∗ implique que
L2ω appartient a` Ω∗q (N ×M).
• Soit ω ∈ Ω∗
q
(M). Les applications τ
S
sont invariantes et par conse´quent l’application Φ envoie
les fibres de τ
T×S
sur celles de τ
S
. Ainsi, L3ω = Φ∗ω ∈ Ω∗q (T×M). ♣
4.3 De´composition. Conside´rons une me´trique riemannienne µ surM−Σ, invariante par l’action
de T et ve´rifiant µ(Xa, Xb) = (a|b), si a, b ∈ A. Elle existe toujours. Pour chaque a ∈ A la forme
fondamentale χa est la 1-forme diffe´rentielle invariante de´finie sur M −Σ par χa = µ(Xa,−). Une
forme diffe´rentielle de IΩ
∗
(M − Σ) est combinaison line´aire de formes diffe´rentielles du type
π∗α︸︷︷︸
partie basique
∧ χa1 ∧ · · · ∧ χau︸ ︷︷ ︸
partie verticale
.
Explicitons ceci. Toute forme diffe´rentielle ω ∈ IΩ∗(M − Σ) s’e´crit de fac¸on unique sous la forme:
(4)
∑
a∈B∗
π∗ωa ∧ χa,
ou` χ1 = 1 et χai1 ···aiu =
χai1 ∧ · · · ∧ χaiu . Nous dirons que (4) est la de´composition de ω relative a`
B et µ. Cette de´composition est unique.
L’ope´rateur de´composition ∆: IΩ
∗
(M − Σ) −→ Ω∗(π(M − Σ))⊗H∗(T), de´fini par
∆(ω) =
∑
a∈B∗
ωa ⊗ a,
est un isomorphisme d’alge`bres gradue´es commutatives. Remarquons que la restriction ∆: {χa / a ∈
H
∗
(T)} −→ H∗(T) est, avec les notations e´videntes, un isomorphisme d’alge`bres gradue´es commu-
tatives; la cohomologie de T est donc calcule´e par les formes fondamentales de l’action.
Proposition 4.3.1 L’ope´rateur ∆ ne de´pend pas du choix de la base orthonormale B (relativement
a` (−|−)).
De´monstration. Soit B′ une autre base orthonormale de (A, (−|−)). Posons (tab)a∈B∗,b∈B′∗ la matrice
du changement de base: a =
∑
b∈B′∗
tab b, pour tout a ∈ B∗. L’e´galite´
∑
a∈B∗
π∗ωa ∧ χa =
∑
b∈B′∗
π∗ωb ∧ χb se
traduit par
∑
a∈B∗
tabπ
∗ωa = π
∗ωb pour tout b ∈ B∗, ce qui implique
∑
a∈B∗
ωa ⊗ a =
∑
b∈B′∗
ωb ⊗ b. ♣
4.4 Le degre´ pervers. Un calcul. Nous avons de´ja` calcule´ le degre´ pervers de π∗α (voir (3)).
Celui de χa1∧· · ·∧χau de´pend du choix de µ. Ne´anmoins, ||χa||S vaut toujours 1 si a 6∈ A⊥S . Il semble
naturel de vouloir ||χa||S = 0 si a ∈ A⊥S − {0}. Nous dirons ainsi qu’une me´trique riemannienne µ
de´finie sur M − Σ est bonne si
a) µ est invariante,
b) µ(Xa, Xb) = (a|b) pour tout a, b ∈ A,
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et, pour chaque strate S ∈ S,
c) max
{
||χa||S , ||dχa||S
}
= 0 pour a ∈ A⊥
S
− {0}, et
d) pour chaque (U,ϕ) ∈ A
S
la restriction de ϕ aux fibres de T
S
: (M
S
− S) −→ S est une isome´trie
sur (SℓS×]0, 1/2[, µ
S
+ dr2), ou` µ
S
est une me´trique riemannienne T
S
-invariante sur SℓS .
Les deux premie`res proprie´te´s assurent l’existence de la de´composition ∆. La quatrie`me implique
l’uniformite´ me´trique des fibres de T
S
: (M
S
− S) −→ S, ce qui sera utilise´e dans le Lemme 5.3.3.
Comme on pouvait s’y attendre,
Proposition 4.4.1 Les bonnes me´triques existent.
De´monstration. Conside´rons {M −Σ, T
S
/S ∈ S} qui est un recouvrement ouvert invariant de M . Il
posse`de une partition de l’unite´ subordonne´e constitue´e par des fonctions invariantes controˆle´es (cf.
§2.5). Nous pouvons donc nous restreindre au cas M = T
S
.
Notons 〈Xa/a ∈ A⊥S 〉 (resp. 〈Xa/a ∈ AS〉) le sous-fibre´ de T (TS − S) engendre´ par {Xa/a ∈ A
⊥
S
}
(resp. {Xa/a ∈ AS}). Le sous-espace 〈Xa/a ∈ A⊥S 〉 est transverse a`Ker{τS : (TS − S) −→ S}∗ tandis
que le sous-espace 〈Xa/a ∈ AS〉 est tangent. Nous avons donc la de´composition invariante:
T (T
S
− S) = Ker{τ
S
: (T
S
− S) −→ S}∗ ⊕ 〈Xa/a ∈ A⊥S 〉 ⊕ C.
Nous construisons µ en deux temps.
• Ecrivons, pour chaque a ∈ A
S
, Za le champ fondamental de S
ℓ
S relatif a` ΦS. Le group structural
Z
S
de A
S
est compact et laisse invariant Za (cf. §1.2). Posons µS une me´trique riemannienne
sur SℓS , invariante par Z
S
et ve´rifiant µ
S
(Za, Za) = (a|a) pour tout a ∈ AS . La me´trique
µ
S
+dr2 de SℓS×]0, 1[ s’e´tend en une me´trique riemannienne µ1 sur Ker{τS : (TS − S) −→ S}∗.
Elle est invariante (chaque g ∈ T agit sur T
S
comme morphisme de fibration a` groupe structural
d’apre`s §1.2 iv)) et ve´rifie µ1(Xa, Xa) = (a|a). Remarquons que pour chaque (U,ϕ) ∈ AS nous
avons ϕ∗(µ
S
+ dr2) = µ1.
• Conside´rons µ0 une me´trique riemannienne sur S, invariante par T, et ν la me´trique sur
〈Xa/a ∈ A⊥S 〉 de´finie par ν(Xa, Xb) = (a|b) pour tout a, b ∈ A
⊥
S
. Remarquons que (τ
S
)∗
envoie injectivement les fibres de C sur les fibres de TS. La me´trique ν + τ ∗
S
µ0 est donc une
me´trique riemannienne invariante sur 〈Xa/a ∈ A⊥S 〉 ⊕ C.
Posons finalement µ = µ1 + ν + τ
∗
S
µ0. Par construction elle ve´rifie a), b) et d). La restriction de
µ a` (Ker{τ
S
: (T
S
− S) −→ S}∗)
⊥
= 〈Xa/a ∈ A⊥S 〉 ⊕ C est de la forme τ ∗S (ν0 + µ0); ou` nous avons
e´crit ν0((τS)∗Xa, (τS)∗Xb) = (a|b) pour a, b ∈ A⊥S . Ainsi, χa = τ ∗Sγ pour une forme diffe´rentielle
γ ∈ Ω1(S). Par conse´quent, ||χa||S ≤ 0 et ||dχa||S ≤ 0. Puisque χa(Xa) = 1, nous obtenons c). ♣
Nous fixons pour la suite de ce travail une bonne me´trique sur M − Σ.
4.5 Classe d’Euler. Les proprie´te´s §4.4 a) et b) impliquent la nullite´ de iXbdχa pour tout a, b ∈ A;
la forme dχa est donc basique. La forme diffe´rentielle ea ∈ Ω2(π(M − Σ)) de´finie par la relation
dχa = π
∗ea est la forme d’Euler associe´e a` a; elle de´pend de la me´trique µ choisie. Remarquons
que ea est un cycle ve´rifiant ||ea||π(S) ≤ 2 pour tout S ∈ S. La classe [ea] ∈ IH
2
2
(M/T) est la classe
d’Euler associe´e a` a. Pour tout a ∈ A⊥
S
nous avons ||ea||π(S) ≤ 0 (cf. §4.4 c)).
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La forme d’Euler de´pend de la bonne me´trique choisie; ce qui n’est pas le cas pour la classe d’Euler
(apre`s normalisation). En effet, soit µ′ une autre bonne me´trique sur M − Σ et a ∈ A. Notons e′a
la forme d’Euler correspondante. Les formes ea et e
′
a sont aussi des formes d’Euler relativement a`
l’action de T sur M −Σ, qui est une action libre. On sait donc que les classes d’Euler [ea] et [e′a] sont
e´gales dans H
2
((M −Σ)/T). Il existe donc γa ∈ Ω1((M −Σ)/T) ⊂ Ω1
2
(M/T) telle que ea− e′a = dγa
et donc [ea] = [e
′
a] dans IH
2
2
(M/T).
Le degre´ pervers d’une forme diffe´rentielle d’intersection est calculable en termes du degre´ pervers
de ses composantes de la fac¸on suivante.
Proposition 4.6 Fixons S une strate singulie`re de M avec S ∈ S0. Pour chaque ω ∈ IΩ∗(M − Σ)
nous avons max
{
||ω||
S
, ||dω||
S
}
= max
{
||ωa||π(S) , ||dωa||π(S) / a ∈ B∗
}
.
De´monstration. La de´composition de ω est ω =
∑
a∈B∗
π∗ωa ∧ χa. La relation ||ω||S ≤ j est e´quivalente
a`:
“ω(u0, . . . , uj) = 0 pour toute famille de vecteurs {u0, . . . , uj} tangents a` Ker{τS : (MS − S) −→ S}∗”.
La condition §4.4 c) implique que Ker{τS : (MS − S) −→ S}∗ est inclus dans 〈Xa/a ∈ A〉⊥. Ainsi
la relation pre´ce´dente devient
“π∗ωa(u0, . . . , uj) = 0 pour tout a ∈ B∗ et
pour toute famille de vecteurs {u0, . . . , uj} tangents a` Ker{τS : (MS − S) −→ S}∗”.
Puisque π∗{Ker(τS)∗} = Ker(ρS)∗, la condition pre´ce´dente se transforme en
“ωa(v0, . . . , vj) = 0 pour tout a ∈ B∗ et
pour toute famille de vecteurs {v0, . . . , vj} tangents a` Ker{ρS : π(MS − S) −→ π(S)}∗”.
C’est-a`-dire, l’assertion ||ω||
S
≤ j est e´quivalente a` ||ωa||π(S) ≤ j pour tout a ∈ B∗.
Remarquons l’e´galite´
(5) dω =
n∑
u=0
∑
a∈Bu
π∗dωa ∧ χa + (−1)i−uπ∗ωa ∧ dχa,
ou` i est le degre´ de ω. Puisque µ est une bonne me´trique on a max
{
||χa||S , ||dχa||S
}
≤ 0, pour
tout a ∈ B∗. Ainsi, max
{
||dω||
S
, ||ωa||π(S) / a ∈ B∗
}
= max
{
||η||
S
, ||ωa||π(S) / a ∈ B∗
}
, ou` η =∑
a∈B∗
π∗dωa∧χa.Ainsi, max
{
||dω||
S
, ||ωa||π(S) / a ∈ B∗
}
≤ j est e´quivalent a` max
{
||ωa||π(S) , ||dωa||π(S) / a ∈
B∗
}
≤ j, ce qui ache`ve la de´monstration. ♣
Proposition 4.7 Fixons S une strate singulie`re de M avec S ∈ S1. Choisissons B une base or-
thonormale de A avec a1 ∈ AS . Pour chaque ω ∈ IΩi(M − Σ) nous avons
max
{
||ω||
S
, ||dω||
S
}
= max
{
||ωa′||π(S) + 1, ||dωa′||π(S) + 1, ||ωa′′||π(S) , ||dωa′′ + (−1)i−uea1 ∧ ωa1·a′′||π(S)
}
,
calcule´ sur a′ ∈ B′u = {a1 · ai2 · · · aiu / 1 < i2 < · · · < iu}, a′′ ∈ B′′u = Bu −B′u et u ≥ 0.
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De´monstration. La de´composition de ω est ω =
∑
a∈B∗
π∗ωa ∧ χa. La relation ||ω||S ≤ j est e´quivalente
a`:
“ω(u0, . . . , uj) = (iXa1ω)(u0, . . . , uj−1) = 0 pour toute famille de vecteurs
{u0, . . . , uj} tangents a` Ker{τS : (MS − S) −→ S}∗ ∩ 〈Xa1〉⊥”.
La condition §4.4 c) implique que l’intersection Ker{τ
S
: (M
S
− S) −→ S}∗∩〈Xa1〉⊥ est incluse dans
〈Xa/a ∈ A〉⊥. Ainsi la relation
(6)
“ω(u0, . . . , uj) = 0 pour toute famille de vecteurs{u0, . . . , uj} tangents a`
Ker{τ
S
: (M
S
− S) −→ S}∗ ∩ 〈Xa1〉⊥”.
devient
“π∗ωa(u0, . . . , uj) = 0 pour tout a ∈ B∗ et
pour toute famille de vecteurs {u0, . . . , uj} tangents a` Ker{τS : (MS − S) −→ S}∗ ∩ 〈Xa1〉⊥”.
Puisque π∗ envoie surjectivementKer{τS : (MS − S) −→ S}∗∩〈Xa1〉⊥ surKer{ρS : π(MS − S) −→ π(S)}∗
(n’oublions que π∗Xa1 = 0) la condition pre´ce´dente se transforme en
“ωa(v0, . . . , vj) = 0 pour tout a ∈ B∗ et
pour toute famille de vecteurs {v0, . . . , vj} tangents a` Ker{ρS : π(MS − S) −→ π(S)}∗”.
C’est-a`-dire, l’assertion (6) est e´quivalente a` ||ωa||π(S) ≤ j pour tout a ∈ B∗.
Pour chaque a′ = a1 · a′′ ∈ B′u nous avons iXa1χa′ = χa′′ . Si a′′ ∈ B′′u alors iXa1χa′′ = 0. Ainsi, la
de´composition de iXa1ω est: iXa1ω =
n∑
u=0
∑
a′′∈B′′u
(−1)i−uπ∗ωa1·a′′ ∧ χa′′ . L’ine´galite´ ||ω||S ≤ j est donc
e´quivalente a` max
{
||ωa′||π(S) + 1, ||ωa′′||π(S)
}
≤ j, pour tout a′ ∈ B′∗, a′′ ∈ B′∗.
Puisque µ est une bonne me´trique on a max
{
||χa′′||S , ||dχa′′||S
}
≤ 0, pour tout a′′ ∈ B′∗. Ainsi,
max
{
||dω||
S
, ||ωa′||π(S) + 1, ||ωa′′||π(S) / a′ ∈∗, a′′ ∈ B′′∗
}
= max
{
||η||
S
, ||ωa′||π(S) + 1, ||ωa′′||π(S) / a′ ∈
B′∗, a
′′ ∈ B′′∗
}
, ou`
η =
n∑
u=0
∑
a∈Bu
π∗dωa ∧ χa +
n∑
u=0
∑
a′′∈B′′u
(−1)i−uπ∗ωa1·a′′ ∧ π∗ea1 ∧ χa′′
=
n∑
u=0
∑
a′∈B′u
π∗dωa′ ∧ χa′ +
n∑
u=0
∑
a′′∈B′′u
π∗
(
dωa′′ + (−1)i−uωa1·a′′ ∧ ea1
) ∧ χa′′ ,
(cf.(5)). Ainsi, max
{
||ω||
S
, ||dω||
S
}
= max
{
||ωa′||π(S) + 1, ||ωa′′||π(S) , ||dω||S / a′ ∈ B′∗, a′′ ∈ B′′∗
}
≤ j
est e´quivalent a` max
{
||ωa′||π(S) + 1, ||dωa′||π(S) + 1, ||ωa′′||π(S) , ||dωa′′ + (−1)i−uωa1·a′′ ∧ ea1||π(S)
}
≤ j,
pour tout a′ ∈ B′u, a′′ ∈ B′′u, u ≥ 0. D’ou` le re´sultat. ♣
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5 Suite spectrale
Nous construisons dans cette section la suite spectrale {
r
E
m
}, qui converge vers H∗(M) et dont
le deuxie`me terme de´pend de la cohomologie d’intersection de l’espace d’orbites M/T et de la co-
homologie de T. Nous suivons la me´thode habituelle des fibrations: filtration du complexe des
formes diffe´rentielles d’intersection invariantes deM par le degre´ vertical de´termine´ par la projection
π : M −→M/T.
Fixons sur M/T une perversite´ r ve´rifiant 0 ≤ r ≤ z, ou` z(π(S)) = ℓ
S
− 1, et posons, comme
pre´ce´demment, q la perversite´ induite sur M , de´finie par q(S) = r(π(S)). Elle ve´rifie 0 ≤ q ≤ t.
Nous fixons une famille {a
S
/S ∈ S} telle que chaque a
S
engendre A
S
, unitaire si S ∈ S1.
5.1 Filtration. Posons R la strate re´gulie`re deM . La projection π : R −→ π(R) est une fibration.
Nous de´finissons la filtration
· · · = F dimM+1IΩ∗
q
(M) = {0} ⊂ F dimM IΩ∗
q
(M) ⊂ · · · ⊂ F 0IΩ∗
q
(M) = IΩ
∗
q
(M) = F
−1
IΩ
∗
q
(M) = · · ·
de IΩ
∗
q
(M) de la fac¸on suivante
F
v
IΩ
v+u
q
(M) = {ω ∈ IΩv+u
q
(M) / ||ω||
π(R)
≤ u}.
Pour tout a ∈ A nous avons dχa = π∗ea et ainsi ||dχa||π(R) ≤ 0, par conse´quent ||dω||π(R) ≤ ||ω||π(R)
pour tout ω ∈ IΩ∗(M − Σ). La filtration est donc pre´serve´e par la diffe´rentielle d. En proce´dant
de fac¸on standard, nous associons a` cette filtration une suite spectrale {
r
E
m
} du premier quadrant
convergeant a` H
∗
(M) (cf. §2.3). Puisque cette filtration ne de´pend des choix faits (bonne me´trique
µ et base B) il en sera de meˆme pour la suite spectrale.
Nous entreprenons maintenant la taˆche de calculer le deuxie`me terme {
r
E2} de cette suite spec-
trale.
5.2 Les termes (
r
E0 , d0) et (rE1 , d1). Par de´finition, la suite courte
0 −→ F v+1IΩu+v
q
(M) −→ F vIΩu+v
q
(M) −→
r
E
v,u
0
−→ 0
est exacte. Puisque dF
v
IΩ
u+v
q
(M) ⊂ F v+1IΩu+v+1
q
(M), la diffe´rentielle d0 de la suite spectrale est
l’application nulle. Ainsi
r
E1 =rE0 .
Conside´rons l’ope´rateur inte´gration le long des fibres∫
r,u
:
F
∗
IΩ
∗+u
q
(M)
F ∗+1IΩ∗+u
q
(M)
−→ Ω∗
r
(M/T)⊗Hu(T)
de´fini par
∫
r,u
[[ω]] =
∑
a∈Bu
ωa ⊗ a, ou` [[ω]] est la classe de ω =
u∑
w=0
∑
a∈Bw
π∗ωa ∧ χa ∈ F ∗IΩ∗+uq (M).
D’apre`s les Propositions 4.6 et 4.7 l’ope´rateur
∫
r,u
est bien de´fini. Il est clairement injectif. La
diffe´rentielle d1 devient sur Im
∫
r,u
la diffe´rentielle ∂ = d⊗{ identite´ sur H∗(T) } (||dχa||π(R) ≤ a− 1
pour tout a ∈ Bu et l’e´galite´ (5)). Ainsi,
(7) (
r
E
∗,u
1
, d1) ∼= (Im
∫
r,u
, ∂).
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Proposition 5.2.1 L’ope´rateur
∫
r,u
ne de´pend ni de la base orthonormale B de A (relativement a`
(−|−)) ni de la bonne me´trique µ choisies.
De´monstration. Pour l’independance sur le choix de la base B nous raisonnons comme dans le Lemme
4.3.1. Posons µ′ une autre bonne me´trique. Soit ω ∈ F vΩv+u
q
(M). Par de´finition, nous avons: ω =
η+
∑
a∈Bu
π∗ωa∧χa = η′+
∑
a∈Bu
π∗ω′a∧χ′a avec η, η′ ∈ F v+1IΩv+uq (M). D’apre`s §4.5, pour chaque a ∈ Bu,
la forme diffe´rentielle χa−χ′a appartient a` F 1IΩuq (M). Ainsi,
∑
a∈Bu
π∗(ωa − ω′a) ∧ χa ∈ F
v+1
IΩ
v+u
q
(M)
et donc ωa = ω
′
a pour tout a ∈ Bu. D’ou` le re´sultat. ♣
5.3 Re´duction de
r
E1 . La proce´dure suivie dans les Propositions 4.6 et 4.7 permettrait de ca-
racte´riser les e´le´ments du produit tensoriel Ω
∗
r
(M/T) ⊗ Hu(T) qui appartiennent a` Im
∫
r,u
; mais
cette caracte´risation se complique du fait que la base B n’est pas ona (voir Lemme 5.3.4 pour le cas
d’une strate). Nous exhibons dans cette section un sous-complexe N ∗,u
r
(M/T) de Im
∫
r,u
qui lui est
cohomologue et de pre´sentation plus simple. Pour cela nous avons besoin de l’ope´rateur ∇
S
que nous
introduisons maintenant.
5.3.1 L’ope´rateur∇
S
. Conside´rons S une strate singulie`re deM . L’ope´rateur δ
S
: H
∗
(T) −→ H∗−1(T)
est de´fini par line´arite´ a` partir de
δ
S
(ai1 · · · aiu) =
u∑
j=1
(−1)j−1(aij |aS) ai1 · · · aij−1aij+1 · · · aiu ,
c’est un morphisme d’alge`bres gradue´es commutatives. En fait, il est caracte´rise´ par l’e´galite´
δ
S
(a) = ∆(iXa
S
χa). Cet ope´rateur ne de´pend pas du choix de la base orthonormale B (relative-
ment a` (−|−)). Remarquons que si S ∈ S0 alors aS = 0 et donc δS ≡ 0. Les proprie´te´s suivantes
de´coulent directement de la de´finition.
• δ
S
(a) = 0 si a ∈ H0(T), δ
S
(a) = (a|a
S
) si a ∈ H1(T),
• δ
S
(ai1 · · · aiu) = 0 sii {ai1 , . . . , aiu} ⊂ A⊥S ,
• δ
S
δ
S
= 0 et δ
S
(a · b) = δ
S
(a) · b+ (−1)ua · δ
S
(b), si a ∈ Hu(T).
De´finissons l’ope´rateur
∇
S
: Ω
∗
(π(M − Σ))⊗H∗(T) −→ Ω∗(π(M − Σ))⊗H∗−1(T)
par line´arite´ a` partir de ∇
S
(η ⊗ a) = η ⊗ δ
S
(a). C’est un morphisme d’alge`bres gradue´es commuta-
tives. Si S ∈ S0 alors ∇S ≡ 0. Si la base B contient a1, disons a1 = aS , alors l’ope´rateur ∇S
s’e´crit:
(8) ∇
S
(η ⊗ a) =
{
η ⊗ a′′ si a = a1 · a′′
0 sinon.
On remarquera finalement la relation ∇
S
∂ = ∂∇
S
.
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5.3.2 Le complexe N ∗,∗
r
(M/T). Pour chaque u ≥ 0, on posera N ∗,u
r
(M/T), le sous-complexe
diffe´rentiel de Ω
∗
r
(M/T)⊗Hu(T) constitue´ par les e´le´ments η ve´rifiant
max
{
||∇
S
η||
π(S)
, ||∂∇
S
η||
π(S)
}
≤ r(π(S))− 2,
pour tout S ∈ S. Ici on a e´crit ||ξ||
π(S)
= max
{
||ξa||π(S) / a ∈ Bu
}
pour tout ξ =
∑
a∈Bu
ξa ⊗ a
appartenant a` Ω
∗
r
(M/T) ⊗ Hu(T). Remarquons que ce complexe ne de´pend ni du choix de la base
orthonormale B (relativement a` (−|−)) ni de la bonne me´trique µ.
La motivation pour l’introduction de ce complexe est le re´sultat suivant (voir aussi (9)).
Lemme 5.3.3 Supposons queM ne contient qu’une strate singulie`re S, qui est dans S1. Conside´rons
le complexe diffe´rentiel
M∗
r
(M/T) =
{
η ∈ Ω∗
r−1
(M/T) / il existe ξ ∈ Ω∗+1(π(M − Σ)) avec
(i) ||ξ||
π(S)
≤ r(π(S)) et (ii) ||dξ + η ∧ ea
S
|| ≤ r(π(S)) pour tout S ∈ S
}
.
Alors, l’inclusion Ω
∗
r−2
(M/T) →֒ M∗
r
(M/T) induit un isomorphisme en cohomologie.
De´monstration. Remarquons tout d’abord que Ω
∗
r−2
(M/T) est un sous-complexe de M∗
r
(M/T) car
nous avons ||ea
S
||
π(S) ≤ 2. Nous proce´dons en plusieurs e´tapes.
• Localisation du proble`me. L’existence de partitions de l’unite´ constitue´es de fonctions controˆle´es
permet d’appliquer la technique habituelle de Mayer-Vietoris. Ainsi, le proble`me se re´duit a` mon-
trer que pour toute carte (V, ψ) ∈ Bπ(S), avec V ouvert contractile, l’inclusion Ω∗
r−2
(ρ−1
S
(V )) →֒
M∗
r
(ρ−1
S
(V )) induit un isomorphisme en cohomologie. Dans la suite on identifiera ρ−1S (V ) avec
V × cSℓS /T
S
par l’interme´diaire de ψ. Le degre´ pervers || − ||
π(S) est maintenant relatif a` la projec-
tion canonique prV : V × SℓS /TS×]0, 1/2[−→ V .
La de´monstration de la Proposition se re´duit a` prouver que l’inclusion Ω
∗
r−2
(V × cSℓS /T
S
) →֒
M∗
r
(V × cSℓS /T
S
) induit un isomorphisme en cohomologie.
• Re´duction de V × cSℓS /T
S
. La restriction de la forme d’Euler ea
S
a` V × SℓS /T
S
×]0, 1/2[ s’e´crit
sous la forme
ea
S
= Pr∗ǫa
S
+ εa
S
,
ou` Pr : V × SℓS /T
S
×]0, 1/2[−→ SℓS /T
S
est la projection canonique, ǫa
S
∈ Ω2(SℓS /T
S
) est la forme
d’Euler relative a` (ΦS, µ
S
) et εa
S
est une forme diffe´rentielle qui s’annule sur les fibres de prV (cf.
§4.4 d)). Cette dernie`re condition e´quivaut a` ||εa
S
||
π(S)
≤ 1. Ainsi, M∗
r
(V × cSℓS /T
S
) est engendre´
par les e´le´ments de Ω
∗
r
(V × cSℓS /T
S
) ve´rifiant (i) et (ii) ou` on remplace ea
S
par Pr∗ǫa
S
. De la meˆme
fac¸on, le complexeM∗
r
(cSℓS /T
S
) est engendre´ par les e´le´ments de Ω
∗
r
(cSℓS /T
S
) ve´rifiant (i) et (ii) ou`
on remplace ea
S
par pro∗ǫa
S
. Ici pro : SℓS /T
S
×]0, 1/2[−→ SℓS /T
S
est la projection canonique.
La projection canonique pr : V × cSℓS /T
S
−→ cSℓS /T
S
et l’inclusion J : cSℓS /T
S
−→ V × cSℓS /T
S
de´finie par J(ζ) = (z0, ζ), ou` z0 ∈ V est un point base, pre´servent le degre´ pervers. En fait, elles in-
duisent des quasi-isomorphismes pr∗ : Ω
∗
r
(cSℓS /T
S
) −→ Ω∗
r
(V × cSℓS /T
S
) et J∗ : Ω
∗
r
(V × cSℓS /T
S
) −→ Ω∗
r
(cSℓ
(voir par exemple [0] et [0]). Plus exactement, J∗pr∗ est l’identite´ sur Ω
∗
r
(cSℓS /T
S
) et pr∗J∗ est homo-
tope a` l’identite´ de Ω
∗
r
(V×cSℓS /T
S
). Un ope´rateur d’homotopieH : Ω
∗
r
(V × cSℓS /T
S
) −→ Ω∗−1
r
(V × cSℓS /T
S
)
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est donne´ parHω =
∫ 1
0
i∂/∂th
∗ω∧dt ou` ω ∈ Ω∗
r
(V×cSℓS /T
S
), ou` h : V × cSℓS /T
S
× [0, 1] −→ V × cSℓS /T
S
est une homotopie de´finie par h(z, ζ, t) = (h0(z, t), ζ) ou` h0 : V × [0, 1] −→ V est une contraction
diffe´rentiable de V en x0. L’ope´rateur H ve´rifie dHη = Hdη + (−1)i(η − pr∗J∗η) pour tout
η ∈ Ωi
r
(V × cSℓS /T
S
). Les relations
1. Pr = pro ◦ pr, pro = Pr ◦ J et
2. H(η ∧ Pr∗ǫa
S
) = Hη ∧ Pr∗ǫa
S
, pour chaque η ∈ Ω∗(V × SℓS /T
S
×]0, 1[),
montrent que pr∗ : M∗
r
(cSℓS /T
S
) −→M∗
r
(V × cSℓS /T
S
), J∗ : M∗
r
(V × cSℓS /T
S
) −→M∗
r
(cSℓS /T
S
),
et
H : M∗
r
(V × cSℓS /T
S
) −→M∗−1
r
(V × cSℓS /T
S
) sont des ope´rateurs bien de´finis. Ainsi, dans le dia-
gramme commutatif suivant
M∗
r
(cSℓS /T
S
) M∗
r
(V × cSℓS /T
S
)
Ω
∗
r−2
(cSℓS /T
S
) Ω
∗
r−2
(V × cSℓS /T
S
)
pr∗
pr∗
✲
✲
❄ ❄
les fle`ches horizontales sont des quasi-isomorphismes.
La de´monstration se re´duit a` prouver que l’inclusion Ω
∗
r−2
(cSℓS /T
S
) →֒ M∗
r
(cSℓS /T
S
) induit un
isomorphisme en cohomologie.
• Re´duction de cSℓS /T
S
. Posons h1 : ]0, 1[×[0, 1] −→]0, 1[, l’homotopie h1(r, t) = r(1 − t) + t/4 qui
rame`ne ]0, 1[ a` 1/4; et donc, SℓS /T
S
×]0, 1[ sur SℓS /T
S
× {1/4} ≡ SℓS /T
S
. Remarquons que dans
S
ℓ
S /T
S
, le degre´ pervers ||η||π(S) de η devient tout simplement son degre´ deg(η). La proce´dure
suivie dans le pas pre´ce´dent, transforme la question “Ω
∗
r−2
(cSℓS /T
S
) →֒ M∗
r
(cSℓS /T
S
) est un quasi-
isomorphisme” en “C∗1(SℓS /TS) →֒ C∗2(SℓS /TS) est un quasi-isomorphisme”. Ces deux complexes
sont de´finis de la fac¸on suivante.
1. C∗1(SℓS /TS) =
r(π(S))−3⊕
i=0
Ω
i
(SℓS /T
S
)⊕
{
Ω
r(π(S))−2
(SℓS /T
S
) ∩ d−1(0)
}
.
2. C∗2(SℓS /TS) est engendre´ par les e´le´ments η ∈
r(π(S))−2⊕
i=0
Ω
i
(SℓS /T
S
)⊕
{
Ω
r(π(S))−1
(SℓS /T
S
) ∩ d−1(0)
}
pour lesquels il existe une forme diffe´rentielle ξ ∈
r(π(S))⊕
i=0
Ω
i
(SℓS /T
S
) telle que dξ + η ∧ ǫa
S
soit
dans Ω
r(π(S))
(SℓS /T
S
).
La de´monstration de la Proposition se re´duit a` prouver que l’inclusion C∗1(SℓS /TS) →֒ C∗2(SℓS /TS)
induit un isomorphisme en cohomologie.
• L’inclusion C∗1(SℓS /TS) →֒ C∗2(SℓS /TS) est un quasi-isomorphisme. Remarquons les e´galite´s sui-
vantes.
1. Ci2(SℓS /TS) = Ci1(SℓS /TS) = Ωi(SℓS /TS), si i ≤ r(π(S))− 3.
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2. Ci2(SℓS /TS) ∩ d−1(0) = Ci1(SℓS /TS) ∩ d−1(0) = Ωi(SℓS /TS) ∩ d−1(0), si i = r(π(S))− 2.
3. Ci2(SℓS /TS) =
{
η ∈ Ωi(SℓS /T
S
) ∩ d−1(0) / il existe ξ ∈ Ωi+1(SℓS /T
S
) ve´rifiant dξ + η ∧ ǫa
S
= 0
}
, et
Ci1(SℓS /TS) = {0}, si i = r(π(S))− 1.
4. Ci2(SℓS /TS) = Ci1(SℓS /TS) = 0, si i ≥ r(π(S)).
Soit donc un cocycle η ∈ Ωr(π(S))−1(SℓS /T
S
) pour lequel il existe ξ ∈ Ωr(π(S))(SℓS /T
S
) ve´rifiant
dξ + η ∧ ǫa
S
= 0. Nous devons trouver γ ∈ Ωr(π(S))−2(SℓS /T
S
) avec dγ = η, ce qui achevera la
de´monstration. L’action ΦS est libre et 1 ≤ r(π(S)) ≤ dim(SℓS /T
S
) (le cas r(π(S)) = 0 e´tant
e´vident); ainsi, par Gysin, l’application
∧[ǫa
S
] : H
r(π(S))−1
(SℓS /T
S
) −→ Hr(π(S))+1(SℓS /T
S
)
est un monomorphisme (remarquons que H
i
(S
ℓ
/G) = 0 pour 0 < i < ℓ si G est fini d’apre`s [0,
pag.132]). Puisque [η ∧ ǫa
S
] = 0 on trouve le γ voulu. ♣
Nous prouvons maintenant que l’inclusion N ∗,u
r
(M/T) →֒ Im
∫
r,u
est un quasi-isomorphisme.
Lemme 5.3.4 Pour chaque u ≥ 0 le complexe N ∗,u
r
(M/T) est un sous-complexe de Im
∫
r,u
. Cette
inclusion induit un isomorphisme en cohomologie.
De´monstration. L’existence de partitions de l’unite´ constitue´es de fonctions controˆle´es permet
d’appliquer la technique habituelle de Mayer-Vietoris et de supposer queM ne posse`de qu’une strate
singulie`re, disons S. Distinguons deux cas.
• S ∈ S0. L’ope´rateur∇S est l’ope´rateur 0 et ainsiN ∗,ur (M/T) = Ω
∗
r
(M/T)⊗Hu(T). D’autre part,
si η⊗ a ∈ Ω∗
r
(M/T)⊗Hu(T) alors π∗η ∧ χa ∈ F ∗IΩ∗+uq (M) (cf. Proposition 4.6) et
∫
r,u
(π∗η ∧ χa) =
η ⊗ a. Ceci donne Im
∫
r,u
= Ω
∗
r
(M/T)⊗Hu(T), d’ou` le re´sultat.
• S ∈ S1. Puisque les complexes en jeu ne de´pendent pas du choix de B nous choisissons une base
orthonormaleB deA avec a1 = aS . L’ope´rateur∇S est la projection ηa⊗a 7→
{
ηa ⊗ a′′ si a = a1 · a′′
0 sinon.
Ainsi,
N ∗,u
r
(M/T) =
{∑
a∈Bu
ηa ⊗ a ∈ Ω∗r(M/T)⊗H
u
(T)
/
max
{
||ηa′||π(S) , ||dηa′||π(S)
}
≤ r(π(S))− 2 pour tout a′ ∈ B′u
}
.
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D’autre part, l’e´galite´
∫
r,u
(∑
a∈Bu
π∗ηa ∧ χa
)
=
∑
a∈Bu
ηa ⊗ a et la Proposition 4.7 impliquent:
Im
∫
r,u
=
{∑
a∈Bu
ηa ⊗ a ∈ Ω∗r(M/T)⊗H
u
(T)
/
il existe
∑
a′′∈B′′u−1
ξa′′ ⊗ a′′ ∈ Ω∗(π(M − Σ))⊗Hu−1(T) avec
1. max
{
||ηa′||π(S) , ||dηa′||π(S)
}
≤ r(π(S))− 1 pour tout a′ ∈ B′u,
2. ||ξa′′||π(S) ≤ r(π(S)) pour tout a′′ ∈ B′′u−1 et
3. ||dξa′′ + ea1 ∧ ηa1·a′′||π(S) ≤ r(π(S)), pour tout a′′ ∈ B′′u−1
}
.
Ecrivons H′ et H′′ les sous-espaces de Hu(T) engendre´s par B′u et ∈ B′′u respectivement. Alors,
(9)
N ∗,u
r
(M/T) =
{
Ω
∗
r−2
(M/T)⊗H′
}
⊕ {Ω∗
r
(M/T)⊗H′′} et
Im
∫
r,u
=
{M∗
r
(M/T)⊗H′} ⊕ {Ω∗
r
(M/T)⊗H′′} .
Il suffit maintenant d’appliquer le Lemme 5.3.3. ♣
5.4 Calcul de
r
E2 . Pour de´terminer le deuxie`me terme de la suite spectrale nous utilisons le
produit pertensoriel Ω
∗
r
(M/T)⊗
B
H
u
(T), qui est une approximation par le haut de N ∗,u
r
(M/T) (voir
Proposition 5.4.4). Et c’est une bonne approximation car la cohomologieQ∗,u
r
du quotient est calcule´e
a` partir de la cohomologie des strates singulie`res (cf. Lemme 5.4.2 et Lemme 5.4.3). Nous obtenons
ainsi la suite exacte longue
· · · −→ IHv−1
r
(M/T)⊗
B
H
u
(T) −→ Qv−1,u
r
−→
r
E
v,u
2
−→ IHv
r
(M/T)⊗
B
H
u
(T) −→ · · · .
qui de´termine
r
E2 .
Lemme 5.4.1 Le complexe N ∗,u
r
(M/T) est un sous-complex diffe´rentiel de Ω
∗
r
(M/T)⊗
B
H
u
(T).
De´monstration. Soit η =
∑
a∈Bu
ηa ⊗ a ∈ N ∗,ur (M/T). Il suffira de prouver que si a = ai1 · · · aiu ∈ Bu
et S ∈ S1, avec AS ⊂ 〈ai1 . . . aiu〉, nous avons ||ηa||π(S) ≤ r(π(S))− 2. Par hypothe`se, l’e´le´ment ∇Sη
s’e´crit sous la forme
∑
c∈Bu−1
γc ⊗ c avec ||γc||π(S) ≤ r(π(S))− 2; en fait, γc =
n∑
j=1
(a
S
|aj) ηaj ·c.
Quitte a` reordonner B, nous pouvons supposer a = a1 · · · au avec (aS |a1) =/ 0. Posons b = a2 · · · au.
Puisque aj · b = 0 pour j ∈ {2, . . . , n} et (aS |aj) = 0 pour j ∈ {u+ 1, . . . , n} (car aS ∈ 〈a1 . . . au〉 et
B orthonormale) nous avons γb = (aS |a1) ηa1·b. D’ou` ||ηa||π(S) ≤ r(π(S))− 2. ♣
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Lemme 5.4.2 Il existe un isomorphisme diffe´rentiel
Ω
∗
r
(M/T)⊗
B
H
u
(T)
N ∗,u
r
(M/T)
∼=
⊕
S∈S
Ω
∗
r
(π(T
S
))
Ω∗
r−2
(π(T
S
))
⊗ δ
S
(〈a ∈ Bu / a(π(S)) = 0〉).
De´monstration. L’existence des partitions de l’unite´ constitue´es des fonctions controˆle´es implique
que la restriction des formes diffe´rentielles induit l’isomorphisme diffe´rentiel suivant
Ω
∗
r
(M/T)⊗
B
H
u
(T)
N ∗,u
r
(M/T)
∼=
⊕
S∈S
Ω
∗
r
(π(T
S
))⊗
B
H
u
(T)
N ∗,u
r
(π(T
S
))
.
Il suffit donc de construire, pour chaque S ∈ S, un isomorphisme diffe´rentiel
Γ
r,S
:
Ω
∗
r
(π(T
S
))⊗
B
H
u
(T)
N ∗,u
r
(π(T
S
))
−→ Ω
∗
r
(π(T
S
))
Ω∗
r−2
(π(T
S
))
⊗ δ
S
(〈a ∈ Bu / a(π(S)) = 0〉).
Fixons donc S ∈ S. Tout d’abord quelques notations. Pour chaque v ≥ 0 on e´crira:
B′v = {a ∈ Bv / a(π(S)) = 0} et B′′v = {a ∈ Bv / a(π(S)) = 2}.
Ceci donne la de´composition Bv = B
′
v ∪B′′v . Remarquons aussi que δS envoie le sous-espace vectoriel
〈a ∈ B′v〉 dans lui-meˆme. Alors on peut e´crire:
Ω
∗
r
(π(T
S
))⊗
B
H
u
(T)
N ∗,u
r
(π(T
S
))
=
Ω
∗
r
(π(T
S
))⊗ 〈a ∈ B′u〉{
η ∈ Ω∗
r
(π(T
S
))⊗ 〈a ∈ B′u〉 / ∇Sη ∈ Ω∗r−2(π(TS))⊗ 〈a ∈ B′u−1〉
} .
Nous de´finissons Γ
r,S
par line´arite´ a` partir de
Γ
r,S
[[η ⊗ a]] = [[η]]⊗ δ
S
(a),
ou` [[−]] de´note classe d’equivalence. C’est un exercice d’alge`bre line´aire de prouver que Γ
r,S
est un
isomorphisme diffe´rentiel. ♣
La cohomologie du complexe pre´ce´dent se calcule a` l’aide de la cohomologie des strates singulie`res
de M/T.
Lemme 5.4.3 Pour chaque S ∈ S1 nous avons H∗
(
Ω
·
r
(π(T
S
))
Ω·
r−2
(π(T
S
))
)
∼= H∗−2[ r(π(S))2 ](S/T), ou` [−]
de´note la partie entie`re.
De´monstration. Notons ea
S
(resp. ǫa
S
) la forme d’Euler associe´e a` a
S
et relative a` (Φ, µ) (resp.
(ΦS, µ
S
)). De´signons par nS l’entier
[
r(π(S))
2
]
. Posons F : Ω
∗−2nS (S/T) −→ Ω
∗
r
(π(T
S
))
Ω∗
r−2
(π(T
S
))
l’application
de´finie a` partir de F (η) = ρ∗
S
η∧enSa
S
. Elle est bien de´finie car ||ρ∗
S
η∧enSa
S
||
π(S)
= degre´ {enSa
S
} = 2nS ≤
r(π(S)). Nous allons prouver que F est un quasi-isomorphisme.
Par la technique habituelle de Mayer-Vietoris, le proble`me se re´duit a` prouver que
“la restriction F : Ω
∗−2nS (V ) −→ Ω
∗
r
(ρ−1
S
(V ))
Ω∗
r−2
(ρ−1
S
(V ))
est un quasi-isomorphisme”,
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ou` (V, ψ) ∈ Bπ(S) avec V ⊂ π(S) ouvert contractile. Identifions ρ−1S (V ) avec V × cSℓS /TS par
l’interme´diaire de ψ. Le proble`me se re´duit a` montrer que
“l’ope´rateur F0 : R −→
Ω
∗
r
(V × cSℓS /T
S
)
Ω∗
r−2
(V × cSℓS /T
S
)
, ou` F0(1) = [[Pr
∗ǫnSa
S
]], est un quasi-isomorphisme”,
ou` Pr : V × SℓS /T
S
×]0, 1[−→ SℓS /T
S
est la projection canonique. Dans la de´monstration du Lemme
5.3.3 nous avons prouve´ que la cohomologie du complexe quotient
Ω
∗
r
(V × cSℓS /T
S
)
Ω∗
r−2
(V × cSℓS /T
S
)
est isomorphe,
par l’intermediaire de Pr, a` H
r(π(S))
(SℓS /T
S
)⊕Hr(π(S))−1(SℓS /T
S
). La de´monstration est temine´e car
la cohomologie H
∗
(SℓS /T
S
) est engendre´e par {1, ǫa
S
. . . , ǫ
(ℓ
S
−1)/2
a
S
}. ♣
Le calcul de Q∗,u
r
est fait dans la Propositon suivante. Nous e´crivons r
S
la dimension du plus
petit sous-espace de A contenant A
S
et engendre´ par un sous-ensemble de B, c’est-a`-dire, r
S
=
n−#(B ∩ A⊥
S
); en particulier, r
S
= 0 si S ∈ S0.
Proposition 5.4.4 Il existe un isomorphisme1
H
∗
(
Ω
·
r
(M/T)⊗
B
H
u
(T)
N ·,u
r
(M/T)
)
∼=
⊕
S∈S
{
H∗−2[
r(π(S))
2 ](S/T)
}(n−1n−u)−(n−rSn−u )
.
De´monstration. D’apre`s les Lemmes pre´ce´dents il suffit de prouver l’e´galite´ dim δ
S
(〈a ∈ B′u〉) =(
n−1
n−u
)−(n−rS
n−u
)
, pour toute strate S ∈ S1. Posons, pour simplifier les notations, B∩A⊥S = {arS+1, . . . , an}.
Tout e´le´ment de 〈a ∈ B′′u〉 contient a1 · · · arS , c’est-a`-dire, 〈a ∈ B′′u〉 = a1 · · · arS ·Λ
u−r
S (ar
S
+1, . . . , an)
et donc δ
S
(〈a ∈ B′′u〉) = δS(a1 · · · arS ) · Λ
u−r
S (ar
S
+1, . . . , an). D’autre part, les e´le´ments de 〈a ∈ B′u〉,
et donc ceux de δ
S
(〈a ∈ B′′u〉), ne contiennent pas a1 · · · arS . Ainsi δS(〈a ∈ B′u〉) ∩ δS(〈a ∈ B′′u〉) = 0
et donc dim δ
S
(〈a ∈ B′u〉) = dim δS(〈a ∈ Bu〉) − dim δS(〈a ∈ B′′u〉). Puisque on a trouve´ dim δS(〈a ∈
B′′u〉) =
(
n−r
S
u−r
S
)
=
(
n−r
S
n−u
)
, il ne reste qu’a` prouver dim δ
S
(〈a ∈ Bu〉) =
(
n−1
n−u
)
.
Conside´rons pour cela la famille {b1 = a1, b2 = a2− (aS |a2)
(a
S
|a1)a1, . . . brS = arS −
(a
S
|ar
S
)
(a
S
|a1) a1, brS+1 =
ar
S
+1, . . . , bn = an}, qui est une base de A. Elle ve´rifie δS(b1) =/ 0 et δS(bi) = 0 pour i ∈ {2, . . . , n}.
Ainsi, dim δ
S
(〈a ∈ Bu〉) = dim δS
(
Λ
u
(b1, . . . , bn)
)
= dim b1 · Λu−1(b2, . . . , bn)) =
(
n−1
u−1
)
=
(
n−1
n−u
)
. ♣
Nous donnons maintenant le principal re´sultat de ce travail.
The´ore`me 5.5 Soit Φ: T×M −→M une action simple du tore T sur une varie´te´ M . Pour chaque
perversite´ r sur M/T avec 0 ≤ r ≤ z, il existe une suite spectrale {
r
E
m
} convergeant vers H∗(M)
telle que, si nous fixons une base B de l’alge`bre de Lie de T, le deuxie`me terme est determine´ par la
suite exacte longue
(10) · · · −→ IHv−1
r
(M/T)⊗
B
H
u
(T) −→ Qv−1,u
r
−→
r
E
v,u
2
−→ IHv
r
(M/T)⊗
B
H
u
(T) −→ · · · ,
avec
Qv,u
r
=
⊕
S∈S
{
Hv−2[
r(π(S))
2 ](S/T)
}(n−1n−u)−(n−rSn−u )
.
Si la base B est ona alors
r
E
∗,∗
2
∼= IH∗
r
(M/T)⊗
B
H
∗
(T).
1On e´crira {−}≤0 = {0} et (a
b
)
= 0 si b < 0 ou b > a.
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De´monstration. La suite spectrale {
r
E
m
} est construite dans la section 5.1. Dans la section 5.4 nous
prouvons que le deuxie`me terme de cette suite spectrale est de´termine´ par la suite exacte longue (10).
Finalement, si la base B est ona, on a r
S
≤ 1 pour tout S ∈ S et donc
r
E
∗,∗
2
∼= IH∗
r
(M/T)⊗
B
H
∗
(T).
♣
5.6 Remarques.
a) Pour u ≤ 0 et u ≥ n nous avons Q∗,u
r
= 0 et ainsi
r
E
∗,u
2
∼= IH∗
r
(M/T) ⊗ Hu(T), si u ≤ 0, et
r
E
∗,u
2
∼= IH∗
r−s
(M/T)⊗Hu(T), si u ≥ n, ou` s(π(S)) =
{
2 si S ∈ S1
0 si S ∈ S0 .
b) Si la famille {A
S
/ S ∈ S1} est libre alors nous savons que l’alge`bre de Lie A posse`de une base
ona et ainsi
r
E
∗,∗
2
∼= IH∗
r
(M/T)⊗
B
H
∗
(T). Ceci est toujours le cas si le nombre de strates de S1 est
inferieur ou e´gal a` la dimension du tore.
c) La suite spectrale {
r
E
m
} ne de´pend pas du choix de la base B. Dans la suite exacte (10) les
termes IH
∗
r
(M/T)⊗
B
H
∗
(T) et Q∗,∗
r
de´pendent de B.
d) Pour λ-presque tout choix de B, cette base ve´rifie r
S
= n si S ∈ S1. Ainsi, si l’on fixe
u < n, nous avons a = 0 pour tout a ∈ B
u
(cf. §3.3). Par conse´quent, IH∗
r
(M/T)⊗
B
H
u
(T) =
IH
∗
r
(M/T) ⊗ Hu(T). Prenons r = 0, d’apre`s §2.3 nous avons IH∗
0
(M/T) ∼= H∗(M/T). La suite
exacte (10) devient:
· · · −→ Hv−1(M/T)⊗Hu(T) −→
⊕
S∈S1
{
H
v−1
(S/T)
}(n−1n−u) −→
0
E
v,u
2
−→ Hv(M/T)⊗Hu(T) −→ · · · ,
Nous voyons ainsi la diffe´rence entre le cas ou` Φ est libre (pour lequel E
v,u
2
∼= Hv(M/T)⊗Hu(T)) et
le cas ou` Φ est simple. Il faut ne´anmoins noter que pour ce choix de la base B le terme re´siduel est
le plus complique´ possible car il posse`de le nombre maximal de termes.
e) Si l’action est libre, cette suite spectrale co¨ıncide avec la suite spectrale de Leray-Serre car
S = ∅. Si le tore T est de dimension 1, toute base distingue´e est ona et la suite spectrale de´ge´ne`re
en la suite exacte longue:
· · · −→ IHv
r
(M/T) −→ Hv(M) −→ IHv−1
r−2
(M/T)
∧[e]−→ IHv+1
r
(M/T) −→ · · · ,
nous retrouvons ainsi la suite de Gysin de [0].
f) Dans ce travail nous avons approxime´ le premier terme de la suite spectrale par le haut en
utilisant l’inclusion N ∗,u
r
(M/T) →֒ Ω∗
r
(M/T)⊗
B
H
u
(T). On aurait pu agir de fac¸on duale en utilisant
l’inclusion Ω
∗
r
(M/T)⊗
B
H
u
(T) →֒ N ∗,u
r
(M/T), ce qui est une approximation par le bas. Dans ce cas,
on peut montrer que le deuxie`me terme de la suite spectrale est de´termine´ par la suite exacte longue
· · · −→ IHv
r
(M/T)⊗
B
H
u
(T) −→
r
E
v,u
2
−→ Rv,u
r
−→ IHv+1
r
(M/T)⊗
B
H
u
(T) −→ · · · ,
ou` Rv,u
r
=
⊕
S∈S
{
Hv−2[
r(π(S))
2 ](S/T)
}(n−1u )−(n−rSu )
.
5.7 Exemple. Avec l’exemple qui suit nous voulons illustrer la suite exacte (10) qui de´termine le
deuxie`me terme
r
E2 de la suite spectrale.
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5.7.1 Description de l’action. Conside´rons l’action
Ψ: (S1 × S1)× Cn1+n2+2 −→ Cn1+n2+2 de´finie par (z1, z2)·(v1, . . . , vn1+1, w1, . . . , wn2+1) = (z1·v1, . . . , z1·
vn1+1, z2 · w1, . . . , z1 · wn2+1), ou` n1 ≥ 1 et n2 ≥ 1. Cette action du tore T = S1 × S1 pre´serve la
norme de Cn1+n2+2, elle induit donc l’action Φ: T× S2(n1+n2)+3 −→ S2(n1+n2)+3 sur la sphe`re unite´.
Nous e´crirons S2(n1+n2)+3 comme le joint S2n1+1 ∗ S2n2+1, c’est-a`-dire, le quotient
S
2n1+1 × S2n2+1 × [−1, 1]
/
((v1, . . . , vn1+1), (w1, . . . , wn2+1),−1) ∼ ((v
′
1, . . . , v
′
n1+1
), (w1, . . . , wn2+1),−1)
((v1, . . . , vn1+1), (w1, . . . , wn2+1), 1) ∼ ((v1, . . . , vn1+1), (w
′
1, . . . , w
′
n2+1
), 1)
.
Sur le premier facteur (resp. le deuxie`me facteur) l’action de T se re´duit a` l’action de S1×{1} (resp.
{1} × S1) sur S2n1+1 (resp. S2n2+1) par le produit de nombres complexes, c’est-a`-dire, l’action de
Hopf.
Dans S2(n1+n3)+3 nous trouvons deux strates singulie`res S1 = S
2n1+1, S2 = S
2n2+1 et la strate
re´gulie`re R = S2n1+1 × S2n2+1×] − 1, 1[. L’espace d’orbites est le joint CP n1 ∗ CP n2 et nous avons
π(S1) = CP
n1 , π(S2) = CP
n2 et π(R) = CP n1×CP n1×]0, 1[, qui sont les strates de l’espace d’orbites.
5.7.2 Premie`re perversite´. Une perversite´ r sur CP n1 ∗ CP n2 s’identifie au couple d’entiers
(r(π(S1)), r(π(S2))). Nous conside´rons d’abord le cas r = (2, 2) et calculons (2,2)E2 .
Ecrivons f : ]− 1, 1[−→ [0, 1] une fonction diffe´rentiable antisymme´trique avec f(x) = 1 si 1/4 ≤
x ≤ 1. Posons e1, e2 les formes d’Euler canoniques de CP n1 et CP n2 respectivement. Nous e´crivons
aussi e1, e2 et f les formes diffe´rentielles induites dans le produit CP
n1 × CP n2×] − 1, 1[, partie
re´gulie`re de CP n1 ∗ CP n2 . Un calcul direct a` l’aide de Mayer-Vietoris donne
IH
∗
(0,0)
(CP n1 ∗ CP n2) = 〈1, [df ∧ ei11 ∧ ei22 ] / 1 ≤ ij ≤ nj, j = 1, 2〉,
IH
∗
(2,0)
(CP n1 ∗ CP n2) = 〈1, [df ∧ ei11 ∧ ei22 ], [e2] / 1 ≤ i1 ≤ n1, 2 ≤ i2 ≤ n2〉,
IH
∗
(0,2)
(CP n1 ∗ CP n2) = 〈1, [df ∧ ei11 ∧ ei22 ], [e1] / 2 ≤ i1 ≤ n1, 1 ≤ i2 ≤ n2〉,
IH
∗
(2,2)
(CP n1 ∗ CP n2) = 〈1, [df ∧ ei11 ∧ ei22 ], [e1], [e2], [e1 ∧ e2] / 2 ≤ ij ≤ nj, j = 1, 2〉.
(cf. [0]). Ici, 〈−〉 de´note “espace vectoriel engendre´ par”.
Nous choisissons deux bases orthonormales de A = R2 et calculons la suite exacte (10) qui
de´termine le deuxie`me terme
(2,2)
E2 .
a1
b1
b2
a2
A
AS1
AS2
✲
✻
 
 ✒
❅
❅■
i) B1 = {a1, a2}. C’est une base ona, ainsi:
(2,2)
E
∗,∗
2
∼= IH∗
(2,2)
(CP n1 ∗ CP n2)⊗
B1
H
∗
(T) ={
IH
∗
(2,2)
(CP n1 ∗ CP n2)⊗ 〈1〉
}
⊕
{
IH
∗
(0,2)
(CP n1 ∗ CP n2)⊗ 〈a2〉
}
⊕
{
IH
∗
(2,0)
(CP n1 ∗ CP n2)⊗ 〈a1〉
}
⊕
{
IH
∗
(0,0)
(CP n1 ∗ CP n2)⊗ 〈a1 · a2〉
}
.
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ii) B2 = {b1, b2}. D’apre`s la Remarque 5.7 a) nous savons de´ja` que
(2,2)
E
∗,0
2
= IH
∗
(2,2)
(CP n1 ∗ CP n2)⊗H0(T) et
(2,2)
E
∗,2
2
= IH
∗
(0,0)
(CP n1 ∗ CP n2)⊗H2(T).
Posons u = 1. A partir de la suite exacte (10) on obtient
(2,2)
E
v,1
2
∼=


{
IH
v
(2,2)
(CP n1 ∗ CP n2)⊗H1(T)
}
⊕
{
H
v−3
(CP n1)⊕Hv−3(CP n2)
}
v =/ 2, 3, 4, 5
Ker
{
γ : IH
v
(2,2)
(CP n1 ∗ CP n2)⊗H1(T)→ Hv−2(CP n1)⊕Hv−2(CP n2)
}
v = 2, 4
Coker
{
γ : IH
v−1
(2,2)
(CP n1 ∗ CP n2)⊗H1(T)→ Hv−3(CP n1)⊕Hv−3(CP n2)
}
v = 3, 5
Ici, l’ope´rateur γ est donne´ par
γ([e1]⊗ b1) = γ([e1]⊗ b2) = (0,
√
2), γ([e2]⊗ b1) = γ([e2]⊗ b2) = (
√
2, 0),
γ([e1 ∧ e2]⊗ b1) =
√
2(e1 + e2), γ([e1 ∧ e2]⊗ b2) =
√
2(e2 − e1).
Un calcul direct donne, comme on pouvait l’attendre,
(2,2)
E
∗,∗
2
∼= IH∗
(2,2)
(CP n1 ∗ CP n2)⊗
B1
H
∗
(T).
Cet exemple montre que la suite exacte (10) de´pend de la base distingue´e.
5.7.3 Deuxie`me perversite´. Conside´rons la perversite´ r = (4, 4), nous montrons que le deuxie`me
terme de la suite spectrale {
(4,4)
E
m
} est diffe´rent de celui de la suite spectrale {
(2,2)
E
m
}. Ceci prouve
que la suite spectrale que nous construisons dans ce travail de´pend du choix de la perversite´ (meˆme
si l’aboutissement est le meˆme).
Un calcul direct a` l’aide de Mayer-Vietoris donne
IH
∗
(2,4)
(CP n1 ∗ CP n2) = 〈1, [df ∧ ei11 ∧ ei22 ], [ek11 ∧ ek22 ] / 3 ≤ i1 ≤ n1, 2 ≤ i2 ≤ n2, 0 ≤ k1 ≤ 2, 0 ≤
k2 ≤ 1〉,
IH
∗
(4,2)
(CP n1 ∗ CP n2) = 〈1, [df ∧ ei11 ∧ ei22 ], [ek11 ∧ ek22 ] / 2 ≤ i1 ≤ n1, 3 ≤ i2 ≤ n2, 0 ≤ k1 ≤ 1, 0 ≤
k2 ≤ 2〉,
IH
∗
(4,4)
(CP n1 ∗ CP n2) = 〈1, [df ∧ ei11 ∧ ei22 ], [ek11 ∧ ek22 ] / 3 ≤ ij ≤ nj, 0 ≤ kj ≤ 2, j = 1, 2〉.
Conside´rons la base ona B1 = {a1, a2}. Ainsi:
(4,4)
E
∗,∗
2
∼= IH∗
(4,4)
(CP n1 ∗ CP n2)⊗
B1
H
∗
(T) ={
IH
∗
(4,4)
(CP n1 ∗ CP n2)⊗ 〈1〉
}
⊕
{
IH
∗
(2,4)
(CP n1 ∗ CP n2)⊗ 〈a2〉
}
⊕
{
IH
∗
(4,2)
(CP n1 ∗ CP n2)⊗ 〈a1〉
}
⊕
{
IH
∗
(2,2)
(CP n1 ∗ CP n2)⊗ 〈a1 · a2〉
}
.
Nous arrivons a`
(2,2)
E
∗,∗
2
6∼=
(4,4)
E
∗,∗
2
car dim
(2,2)
E
∗,∗
2
= 4n1n2−2(n1+n2)+10 =/ 4n1n2−7(n1+n2)+29 =
dim
(4,4)
E
∗,∗
2
.
Cohomologie d’intersection des actions toriques simples. 24
5.8 Comparaison des suites spectrales. Pour une meˆme action Φ: T×M −→M nous n’avons
pas construit une mais plusieurs suites spectrales convergeant vers H
∗
(M); ne´anmoins, elles ne sont
pas inde´pendantes. Posons q et r deux perversite´s sur M/T ve´rifiant les ine´galite´s 0 ≤ q ≤ r ≤
z. L’inclusion ι : Ω
∗
q
(M) −→ Ω∗
r
(M), qui est un quasi-isomorphisme, pre´serve la filtration de §5.1
et de´finit donc un morphisme de suites spectrales {ι
m
:
q
E
m
−→
r
E
m
}
m≥0
. Nous de´crivons dans ce
paragraphe le deuxie`me terme de ce morphisme. Pour cela nous utilisons le re´sultat suivant, qui
comple`te le Lemme 5.4.3.
Lemme 5.8.1 Fixons S ∈ S et conside´rons ℓ un entier ve´rifiant ℓ ≤ ℓ
S
− 1. Alors:
H
∗
(
Ω
·
ℓ
(π(T
S
))
Ω·
ℓ−1
(π(T
S
))
)
∼=
{
H
∗−ℓ
(S/T) si (S ∈ S0 et ℓ = 0) ou (S ∈ S1 et 0 ≤ ℓ pair)
0 sinon
De´monstration. Distinguons plusieurs cas.
• S ∈ S0 et ℓ =/ 0. La proce´dure suivie a` §5.3.3 montre que le complexe
Ω
∗
ℓ
(π(T
S
))
Ω∗
ℓ−1
(π(T
S
))
est acyclique
si et seulement si le complexe
ℓ−1⊕
i=0
Ω
i
(SℓS /T
S
)⊕ {Ωℓ(SℓS /T
S
) ∩ d−1(0)}
ℓ−2⊕
i=0
Ω
i
(SℓS /T
S
)⊕ {Ωℓ−1(SℓS /T
S
) ∩ d−1(0)}
est acyclique. Ceci e´quivaut
a` la nullite´ de H
ℓ
(SℓS /T
S
), ce qui provient des ine´galite´s 1 ≤ ℓ ≤ ℓ
S
− 1 et de [0, pag.132].
• S ∈ S0 et ℓ = 0. Le complexe quotient est re´duit a` Ω∗
0
(π(T
S
)) = ρ∗
S
Ω
∗
(S/T), d’ou` le re´sultat.
• S ∈ S1 et ℓ impair ou ℓ < 0. On raisonne comme dans le premier cas et on tient compte de
l’e´galite´ H
ℓ
(SℓS /T
S
) = 0 si ℓ est impair ou ℓ < 0.
• S ∈ S1 et 0 ≤ ℓ pair. D’apre`s le cas pre´ce´dent nous avonsH∗
(
Ω
·
ℓ
(π(T
S
))
Ω·
ℓ−1
(π(T
S
))
)
∼=H∗
(
Ω
·
ℓ
(π(T
S
))
Ω·
ℓ−2
(π(T
S
))
)
.
Maintenant il suffit d’appliquer le Lemme 5.4.3. ♣
The´ore`me 5.8.2 Soient q et r deux perversite´s surM/T avec 0 ≤ q ≤ r ≤ z et
[
r(π(S))
2
]
−
[
q(π(S))
2
]
≤
1. Alors, il existe une suite exacte longue
· · · −→
q
E
v,∗
2
ι2−→
r
E
v,∗
2
−→ Pv,∗
q,r
−→
q
E
v+1,∗
2
ι2−→
r
E
v+1,∗
2
−→ · · · ,
avec
P∗,u
q,r
=
⊕
S
{{
H∗−2[
r(π(S))
2 ](S/T)
}(n−1u ) ⊕ {H∗+2−2[ r(π(S))2 ](S/T)}(n−1u−1)} ,
ou` la somme est e´tendue a` {S ∈ S1 /
[
r(π(S))
2
]
−
[
q(π(S))
2
]
= 1}.
De´monstration. L’existence de partitions de l’unite´ constitue´es de fonctions controˆle´es implique que
la restriction des formes diffe´rentielles induit l’isomorphisme diffe´rentiel suivant
N ∗,u
r
(M/T)
N ∗,u
q
(M/T)
∼=
⊕
S∈S
N ∗,u
r
(π(T
S
))
N ∗,u
q
(π(T
S
))
.
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Conside´rons S ∈ S et distinguons 2 cas pour e´tudier la cohomologie du complexe quotient N
∗,u
r
(π(T
S
))
N ∗,u
q
(π(T
S
))
.
• S ∈ S0. Nous avons N ∗,ur (π(TS)) = Ω
∗
r
(π(T
S
)) ⊗Hu(T) et N ∗,u
q
(π(T
S
)) = Ω
∗
q
(π(T
S
)) ⊗Hu(T).
Puisque 1 ≤ r(π(S)) ≤ ℓ
S
− 1 nous avons d’apre`s le Lemme pre´ce´dent que le complexe Ω
∗
r
(π(T
S
))
Ω∗
q
(π(T
S
))
est acyclique. Ainsi, le quotient
N ∗,u
r
(π(T
S
))
N ∗,u
q
(π(T
S
))
est lui aussi acyclique.
• S ∈ S1. Puisque les complexes en jeu ne de´pendent pas de la base, choisissons une base B
orthonormale (relativement a` (−|−)) de fac¸on que a
S
soit a1. Ainsi, nous avons l’e´galite´
N ∗,u
r
(π(T
S
)) =
{
Ω
∗
r
(π(T
S
))⊗ Λu(a2, . . . , an)
}⊕ {Ω∗
r−2
(π(T
S
))⊗ a1 · Λu−1(a2, . . . , an)
}
et l’e´galite´
N ∗,u
q
(π(T
S
)) =
{
Ω
∗
q
(π(T
S
))⊗ Λu(a2, . . . , an)
}
⊕
{
Ω
∗
q−2
(π(T
S
))⊗ a1 · Λu−1(a2, . . . , an)
}
.
Par conse´quent,
N ∗,u
r
(π(T
S
))
N ∗,u
q
(π(T
S
))
∼=
{
Ω
∗
r
(π(T
S
))
Ω∗
q
(π(T
S
))
⊗ Λu(a2, . . . , an)
}
⊕
{Ω∗
r−2
(π(T
S
))
Ω∗
q−2
(π(T
S
))
⊗ a1 · Λu−1(a2, . . . , an)
}
.
D’apre`s le Lemme pre´ce´dent nous avons H
∗
(
N ·,u
r
(π(T
S
))
N ·,u
q
(π(T
S
))
)
∼= Pv,∗
q,r
; d’ou` le re´sultat. ♣
5.8.3 Exemple. Conside´rons l’action de´crite dans §5.7. les perversite´s q = (2, 2) et r = (4, 4)
ve´rifient les conditions du The´ore`me pre´ce´dent, nous trouvons ainsi la suite exacte longue
· · · −→
(2,2)
E
v,∗
2
ι2−→
(4,4)
E
v,∗
2
−→ Pv,∗
(2,2),(4,4)
−→
(2,2)
E
v+1,∗
2
ι2−→
(4,4)
E
v+1,∗
2
−→ · · · ,
ou`
Pv,∗
(2,2),(4,4)
∼=


H
∗−4
(CP n1)⊕H∗−4(CP n2) si u = 0{
H
∗−4
(CP n1)⊕H∗−4(CP n2)
}
⊕
{
H
∗−2
(CP n1)⊕H∗−2(CP n2)
}
si u = 1
H
∗−2
(CP n1)⊕H∗−2(CP n2) si u = 2.
5.9 Annulation des classes d’Euler. Si l’action Φ est libre, l’annulation des classes d’Euler
{[ea] ∈ H2(M/T) / a ∈ A} e´quivaut a` l’existence d’un feuilletage transverse aux orbites. Nous mon-
trons dans la suite que, dans le cas simple, l’annulation des classes d’Euler {[ea] ∈ IH2
2
(M/T) / a ∈ A}
posse`de aussi une inte´rpretation ge´ome´trique.
Un feuilletage singulier F sur M [0] est transverse a` Φ si pour tout point x de M −Σ la feuille
de F et l’orbite de Φ passant par x sont transverses.
The´ore`me 5.9.1 Soit Φ: T×M −→M une action simple du tore T sur une varie´te´ M . Les deux
assertions suivantes sont e´quivalentes:
(a) Les classes d’Euler {[ea] ∈ IH2
2
(M/T) / a ∈ A} s’annulent.
(b) Il existe sur M un feuilletage singulier F transverse a` Φ.
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De´monstration. Remarquons tout d’abord que, d’apre`s §4.5, la premie`re condition ne de´pend pas de
la bonne me´trique choisie.
(a) ⇒ (b). Pour chaque S ∈ S, le voisinage tubulaire T
S
s’identifie naturellement avec E
S
×
[0, 1[/ ∼ ou` E
S
= r−1
S
(1/2) et (x, 0) ∼ (x′, 0) ssi τ
S
(x) = τ
S
(x′). Posons Mˆ la varie´te´ a` bord obtenue
a` partir de M en remplac¸ant E
S
× [0, 1[ par Tˆ
S
. Elle est naturellement munie d’une action libre Φˆ de
T; nous pouvons ainsi construire une application diffe´rentiable e´quivariante L : Mˆ −→M qui envoie
diffe´omorphiquement Mˆ−L−1(Σ) surM−Σ. Les classes d’Euler deM sont donc envoye´es par L sur
les classes d’Euler de Mˆ ; qui sont donc nulles. Par conse´quent il existe sur Mˆ un feuilletage re´gulier
Fˆ transverse aux orbites de Φˆ. On ve´rifie aise´ment que la distribution L∗(T Fˆ) est localement de
type fini, elle de´finit donc un feuilletage singulier (cf. [0, pag.185-186]), qui est par construction
transverse aux orbites de Φ.
(b) ⇒ (a). Pour des raisons de degre´, nous avons IH2
2
(M) = H
2
(M − Σ) et les classes d’Euler
de Φ correspondent avec celles de la restriction de Φ a` M − Σ , ou` l’action est libre. Ainsi, puisque
dans M − Σ le feuilletage F est transverse a` Φ, nous avons que les classes d’Euler sont nulles. ♣
5.9.2 Remarques.
Dans les conditions du The´ore`me pre´ce´dent:
(i) Les seules strates singulie`res qui peuvent apparaˆıtre sont celles qui ve´rifient dimT
S
= 0 ou
bien celles qui ve´rifient ℓ
S
= 1. L’espace d’orbites M/T est une varie´te´ de Satake´ a` bord, qui est la
re´union des strates S avec ℓ
S
= 1.
(ii) La suite spectrale de´ge´ne`re et H
∗
(M) = IH
∗
0
(M/T)⊗
B
H
u
(T) pour toute base B de A. Rap-
pelons que cette cohomologie s’e´crit en termes des cohomologies relatives {H∗(M/T, C)) / C com-
posante connexe du bord de M/T}.
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