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Abstract
We construct (generalized) logarithmic derivatives for general n-dimensional
local fields K of mixed characteristics (0, p) in which p is not necessarily
a prime element with residue field k such that [k : kp] = pn−1. For the
construction of the logarithmic derivative map, we define n-dimensional
rings of overconvergent series and show that - as in the 1-dimensional case
- they can be interpreted as functions converging on some annulus of the
open unit p-adic disc. Using the generalized logarithmic derivative, we
give a new construction of Kato’s n-dimensional dual exponential map.
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1 Introduction
1.1 The main results
Let p be any prime number and F a finite unramified extension of Qp. For each
n ≥ 1, let µpn be a primitive pnth root of unity such that µ
p
pn = µpn−1 , and let
Fn = F (µpn). Let F∞ = F (µp∞) and Γ = Gal(F
cyc/F ), where F cyc ⊂ F∞ is
the cyclotomic Zp-extension of F . One of the major tools in classical Iwasawa
theory are so-called Coleman power series (which were discovered by Coates and
Wiles [4] and Coleman [5]), which associate to every norm-compatible system of
units u = (un) in the tower F∞ =
⋃
n Fn a norm-invariant element Gu(T ) in the
Iwasawa algebra Λ(Γ) ∼= OF [[T ]] such that Gu(µpn) = un. It was unknown for
a long time how to generalize this construction for finite ramified extensions of
Qp, and only recently Cherbonnier and Colmez [3] discovered a way to construct
Coleman series for such extensions using a formal analogy between Λ(Γ) and
Fontaine’s rings of overconvergent series.
In [8], Fukaya extends the classical construction of Coleman power series to
a certain class of 2-dimensional local fields of mixed characteristics (0, p) with
imperfect residue fields. Given such a field H, she replaces the cyclotomic Zp-
extension by a certain 2-dimensional false Tate curve extension H∞ of H (the
fieldH∞ is the direct limit of a sequence of finite Galois extensionsHn ofH), and
in analogy to the classical case, her Coleman isomorphism associates to every
element in lim
←−
K2(OHn) a norm-invariant element in K2(OH[[T ]]). Composing
this map with the d log-operator, she obtains a canonical homomorphism
τ : lim
←−
K2(OHn) ✲ (Ω
2
OH[[T ]]
)ψ=1, (1)
where ψ is the derivative of the norm map. Because of its analogy with the
classical case, this map is called the 2-dimensional logarithmic derivative.
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However, Fukaya needs to assume for her construction that p is a prime
element in H. Using the theory of higher-dimensional fields of norms developed
by Scholl in [13], in this paper we define n-dimensional rings of overconvergent
series, and following the approach of Cherbonnier and Colmez in [2], we use
these rings to extend Fukaya’s construction of the logarithmic derivative map
to the case of a ramified basefield and to n-dimensional local fields of mixed
characteristic (0, p). The main result of this paper is the following theorem:-
Theorem 55. The logarithmic derivative gives a canonical homomorphism
T : lim
←−
K̂n(Ki) ✲ (ΩnS†,NK
(log))ψ=1. (2)
In Section 7, we then use the logarithmic derivative map to give a new
construction of Kato’s dual exponential map for Kn.
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2 Setup
2.1 Fields of norms
Throughout this paper, we let p be some prime > 2. (The calculations in the
case p = 2 are slightly more difficult and will be dealt with in another paper.)
Let K be a finite totally ramified extension of Qp with ring of integers OK
(we allow the case when K = Qp), and assume that K ∩ Qp(µp∞) = Qp. We
construct our n-dimensional local field inductively:- Let
B1 = OK [[T1]][T
−1
1 ]
∨, (3)
Bi = Bi−1[[Ti]][T
−1
i ]
∨ for 2 ≤ i < n, (4)
and define
OK = Bn−1, (5)
K = OK[p
−1], (6)
where ∨ denotes the p-adic completion. So K is a complete n-dimensional local
field with residue field
k = OK/(p) ∼= Fp((T1)) . . . ((Tn−1)). (7)
Remark. The topology on K is given by the p-adic valuation v.
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We also define
A1 = Zp[[T1]][T
−1
1 ]
∨, (8)
Ai = Ai−1[[Ti]][T
−1
i ]
∨ for 2 ≤ i < n, (9)
OH = An−1, (10)
H = OH[p
−1], (11)
so K is a finite extension of H of degree [K : Qp]. Note that the residue field h
of H is isomorphic to k. Define the following towers of fields
Hk = Qp(µpk), (12)
Kk = K(µpk), (13)
Hk = H(µpk , T
1
pk
1 , . . . , T
1
pk
n ), (14)
Kk = K(µpk , T
1
pk
1 , . . . , T
1
pk
n ), (15)
and denote by H∞,K∞, H∞ and K∞ the respective direct limits. Note that
K∞ is a finite extension of H∞ of degree [K∞ : H∞]. For simplicity, we make
the follwing assumption:-
Assumption. The fields H∞ and K∞ have the same residue field (which is
isomorphic to Fp((T1)) . . . ((Tn−1))).
Let π¯K = (π¯K,n)n≥1 be a norm-compatible system of uniformizers of the
tower (Kn)n≥1.
Lemma 1. The field of norms EK of K∞ is given by
EK ∼= (Fp[[π¯K ]]⊗ˆFp((T1)) . . . ((Tn−1)))[π¯
−1
K ] (16)
∼= Fp((T1)) . . . ((Tn−1))((π¯K )). (17)
Proof. See the section on Kummer towers in [13]. (Note that Fp((T1)) . . . ((Tn−1))
has the discrete topology.)
Similarly, the field of norms of H is given by
EH ∼= Fp((T1)) . . . ((Tn−1))((π¯)), (18)
where π¯ = ǫ − 1 is the canonical system of uniformizers of the tower (Hn)n≥1.
(For the definition of ǫ, see e.g. [2].)
We also define
E+K = Fp((T1)) . . . ((Tn−1))[[π¯K ]], (19)
E+H = Fp((T1)) . . . ((Tn−1))[[π¯]]. (20)
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2.2 Lift to characteristic 0
In this subsection, we define the higher dimensional analogues of Fontaine’s
rings AQp and AK . We start with the lift of EH:-
Definition. Let π = [ǫ]− 1 be the usual lift of π¯ to characteristic 0 (where [ǫ]
denotes the Teichmueller representative of ǫ). Let R+Qp = OH[[π]] and RQp =
R+Qp [π
−1]∨, so RQp is a complete regular local ring of dimension n with residue
field RQp/(p) ∼= EH.
Note. AQp ⊂ RQp and A
+
Qp
⊂ R+Qp .
Action of Frobenius. The action of the Frobenius operator φ on RQp is
determined by
φ : Ti → T
p
i for all i (21)
π → (π + 1)p − 1. (22)
Lemma 2. The ring RQp is a free φ(RQp )-module of rank p
n, and a basis is
given by {T i11 . . . T
in−1
n−1 (π + 1)
j}0≤i1,...,in−1,j≤p−1.
Proof. We can assume that the action of φ on Ti is trivial for all i. The lemma
then follows by explicit calculation.
Construction of the lift RK of EK. We start by proving the following
lemma:-
Lemma 3. The field EK is given by
EK ∼= EK ⊗EH EH (23)
= Fp((π¯K))⊗Fp((p¯i)) Fp((X1)) . . . ((Xn−1))((π¯)) (24)
Proof. We have [EK : EH] = [EK : EH ] = [K∞ : H∞], and there is a natural
injection
Fp((π¯K))⊗Fp((p¯i)) Fp((X1)) . . . ((Xn−1))((π¯)) →֒ Fp((X1)) . . . ((Xn−1))((π¯K )),
(25)
given by ‘component-wise’ multiplication. But Fp((π¯K)) is an Fp((π¯))-vector
space of dimension [K∞ : H∞], so
dimEH Fp((π¯))⊗Fp((p¯i)) EH = [K∞ : H∞]. (26)
We can now make the following definitions:-
Definition. Let RK = AK ⊗AQp RQp , and let SK = RK [p
−1].
Then SK is an n + 1-dimensional local field (in the p-adic topology) and
RK is a p-adically complete local ring of dimension n + 1 and residue field
EK, so it is a lift of EK to characteristic 0. The natural topology on RK is
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weaker than the p-adic toplogy:- A family of neighbourhoods of 0 in RK is
given by pkRK + πlKOH[[πK ]] for k, l ≥ 1. (On can show that this definition
is independent of the lift πK of π¯K .) The natural topology on SK is then the
inductive limit topology.
The action of the Frobenius operator φ extends naturally to RK and SK ,
with the usual action on AK . Note that the action of φ restricts to R
+
K = {a ∈
RK : a mod p ∈ E
+
K}.
Lemma 4. R+K is a free φ(R
+
K )-module of rank p
n.
Proof. It follows from the classical theory that A+K is a free φ(A
+
K)-module of
dimension p with basis 1, π+1, . . . , (π+1)p−1, and R+Qp is a free φ(R
+
Qp
)-module
of dimension pn with basis {T i11 . . . T
in−1
n−1 (π + 1)
j}0≤i1,...,in−1,j≤p−1.
Similarly, we have
Lemma 5. RK is a free φ(RK)-module of rank pn, and SK is a φ(SK)-vector
space of dimension pn.
2.3 Some details about φ(piK)
Recall the following result from [1]:-
Proposition 6. Let e = [K : Qp]. Then there exists n(K) ∈ N and an element
πK ∈ A
†,n(K)
K such that the image of πK mod p is the uniformizing element π¯K
of EK . Furthermore, if n ≥ n(K), then A
†,n
K is isomorphic to the ring of series∑
k∈Z ckX
k, ck ∈ Zp for all k, which are analytic and bounded above by 1 on
the annulus {p
− 1
e(p−1)pn−1 ≤| X |< 1}.
Remark. This result is hidden in the proof of Proposition III.2.1 in [3] - the
main point is that for n≫ 0, we have A†,nK = A
†,n
Qp
[πK ], where πK ∈ AK is a lift
of π¯K .
Proposition 6 has the following useful consequence:-
Corollary 7. We have that AK = AQp [πK ]. It follows that any element of AK
- and hence any element of RK - can be written as a power series in πK .
It is shown in [2] that the power series from Propsition 6 can be characterized
as follows:-
Lemma 8. Let x =
∑
k∈Z ckX
k with ck ∈ Zp for all k. Then x is analytic
and bounded above by 1 on the annulus {p
− 1
e(p−1)pn−1 ≤| X |< 1} if and only if
vp(ck) +
k
(p−1)epn−1 ≥ 0 for all k < 0 and → +∞ as k → −∞.
Corollary 9. Let n ≥ n(K), and let x =
∑
k∈Z ckπ
k
K ∈ A
†,n
K . If c0 ∈ Z
×
p , then
x is invertible in A†,n+1K .
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For the rest of this section we fix this lift πK and assume that n > n(K).
Our aim is to prove Corollary 13 below, which gives some details about the
action of φ on πK . Recall that by our simplifying assumption e = [K∞ : F∞].
To prove Corollary 13, we first need a couple of lemmas:-
Lemma 10. Let n ≫ 0, and let x ∈ A†,nK . Write x as a power series in πK ,
i.e.
x = · · ·+ c−2π
−2
K + c−1π
−1
K + c0 + c1πK + . . . , (27)
and let
x′ = · · · − 2c−2π
−3
K − c−1π
−2
K + c1 + 2c2πK + . . . (28)
be the formal derivative x′ = dxdpiK . Then x
′ ∈ A†,nK .
Proof. By the definition of A†,nK , we know that
vp(ci) +
i
(p− 1)epn−1
≥ 0 for all i < 0 (29)
vp(ci) +
i
(p− 1)epn−1
→ +∞ as i→ −∞ (30)
Now vp(ci) is always a positive integer, so if ((p− 1)epn−1) ∤ i, then
vp(ci) +
i
(p− 1)epn−1
≥
1
(p− 1)epn−1
> 0, (31)
so certainly
vp(ici) +
i− 1
(p− 1)epn−1
≥ 0. (32)
Now if ((p− 1)epn−1) | i, then vp(i) ≥ n− 1, so
vp(ici) +
i− 1
(p− 1)epn−1
≥ 0. (33)
Also, since
vp(ci) +
i
(p− 1)epn−1
→ +∞ as i→ −∞, (34)
we see that
vp(ci) +
i− 1
(p− 1)epn−1
→ +∞ as i→ −∞, (35)
so certainly
vp(ici) +
i− 1
(p− 1)epn−1
→ +∞ as i→ −∞, (36)
which finishes the proof.
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Lemma 11. Let x ∈ A†,NK for some N ≫ 0. Write
x = · · ·+ a−1π
−1
K + a0 + a1πK + a2π
2
K + . . . ,
and assume that x is precisely divisible by pk in AK . Then there exists M > 0
and L ≥ 0 such that
x = pkπ−LK y
for some y ∈ (A†,N+MK )
×.
Proof. Let L be minimal such that vp(aL) = k. Suppose first that L = 0. Now
vp(ai)− k +
i
(p− 1)epN−1
→ +∞ when i→ −∞,
so there exists K ≫ 0 such that vp(ai) − k +
i
(p−1)epN−1 ≥ 0 for all i ≤ −K.
Choose M > 0 such that
K
(p− 1)epN+M−1
< 1.
We can procede analogously if L < 0. If L > 0, then choose M such that
pM > L + 1. Since by the choice of L the constant term of the πK-expansion
will be in Z×p , it follows from Corollary 9 that y will be invertible in A
†,N+M
K if
M is sufficiently large.
We assume for now that p | e. (We can argue similarly when e and p are
coprime.) By the theory of (1-dimensional) fields of norms, EK is a separable
extension of EQp of degree e, so since π¯K is a uniformizer of EK , it satisfies a
separable polynomial
f¯(X) = Xe + a¯e−1X
e−1 + · · ·+ a¯0, (37)
where a¯i ∈ E
+
Qp
for all i. Since f¯(X) is separable, there exists 0 ≤ i ≤ e such that
p ∤ i and a¯i 6= 0. Now a¯0 and π¯ have the same valuation in EK , so a¯0 = π¯ × a,
where a ∈ 1 + π¯KE
+
K (or maybe multiplied by an element in F
×
p , but we ignore
that). Using (37), one can now expand π¯ as a power series in π¯K ,
π¯ = π¯eK(1 + b¯1π¯K + b¯2π¯
2
K + . . . ), (38)
where b¯i ∈ Fp. By the remark following (37), there exists i > 0 such that b¯i 6= 0
and p ∤ i. Let I be the minimal such integer.
Now πK ∈ AK is a lift of π¯K , so it satisfies a polynomial
f(X) = Xe + ae−1X
e−1 + · · ·+ a0, (39)
where ai ∈ AQp and f(X) mod p = f¯(X). In fact, it is shown in the proof of
Proposition III.2.1 in [3] that ai ∈ A
+
Qp
. As above, we can use equation (39) to
expand π as a power series in πK ,
π = πeK(b0 + b1πK + b2π
2
K + . . . ), (40)
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which reduces to (38) when taken mod p, i.e.
b0 = 1 mod p, (41)
bi mod p = b¯i for all i ≥ 1. (42)
Applying φ to (40) gives
(π + 1)p − 1 = φ(πK)
e(b0 + b1φ(πK) + b2φ(πK)
2 + . . . ). (43)
Write
φ(πK) = · · ·+ c−1π
−1
K + c0 + c1πK + c2π
2
K + . . .
with ci ∈ Zp. (Such an expansion exists since φ(πK) ∈ A
†,n
K for all n ≥ 2, and
by 6 all elements of A†,nK can be written as power series in πK for all n≫ 0.)
Proposition 12. There exists i ≤ −1 such that p ∤ i, p | ci but p
2 ∤ ci.
Proof. Recall that I is the minimal positive integer not divisible by p such that
p ∤ bI . Expanding the left hand side of (43) as a power series in πK shows that
the coefficient of πIK is precisely divisible by p. Note that φ(πK) mod p = π¯
p
K ,
i.e. p | ci for all i 6= p. Since p | e, it follows that in the power series expansion
of φ(πK)
e, every coefficient apart from the one of πpeK is divisible by p
2. Now if
p | bj, then it is clear that the coefficient of πIK in bjφ(πK)
e+j is divisible by p2.
(Recall that p | ci for all i 6= p.) Similarly, if j is a positive integer divisible by
p, then the coefficient of πIK in bjφ(πK)
e+j is divisible by p2. Recall that by the
choice of I, p | bj for all 0 < j < I. Since in the power series expansion of φ(πK)
e
every coefficient apart from the one of πpeK is divisible by p
2, there must exist
some j ≥ I not divisible by p such that c−p(e+j−1)+e+I is precisely divisible by
p. Now by assumption e ≥ p and p 6= 2, which implies that p(e+ j − 1) > e+ I
and finishes the proof.
Corollary 13. Let φ(πK) = · · · + c−1π
−1
K + c0 + c1πK + c2π
2
K + . . . , where
ci ∈ Zp for all i, and let g(πK) =
d
dpiK
φ(πK) be its formal derivative. Then
there exists I < 0 such that
g(πK) = pπ
I
K × a, (44)
where p ∤ I and a ∈ (A†,nK )
× for some n≫ 0.
Proof. Let I < 0 be minimal such that p ∤ I and cI is precisely divisible by p
(i.e. not divisible by p2). Then we can write
g(πK) = pπ
I
Ka, (45)
and since p ∤ I, we have a ∈ (A†,nK )
× for n≫ 0 by Lemma 11.
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3 Some stuff we need
3.1 Milnor K-groups and completions
Notation. For any commutative ring A, denote by Kn(A) Milnor’s Kn-group
of A.
Recall that Kn(A) is the group generated by symbols {a1, . . . , an}, ai ∈ A×
for all i, subject to the relations
(1) {a1, . . . , an} is multiplicative in each ai;
(2) {a1, . . . , an} = 1 if ai + aj = 1 for some i 6= j.
It follows from these relations that interchanging any two entries of a =
{a1, . . . , an} yields the inverse a−1. In particular, if ai = aj for some i 6= j, then
a2 = 1.
Definition. Let U be the subgroup of RK consisting of the elements x such
that x mod p ∈ E+K, and let U be the subgroup of Kn(SK) generated by the
symbols {a1, . . . , an} with a1 ∈ U×, ai ∈ S
×
K . Define
K˜n(SK) = lim←−
Kn(SK)/p
mU . (46)
Definition. Let V be the subgroup of Kn(EK) generated by the symbols
{a1, . . . , an} with a1 ∈ 1 + E
+
K, ai ∈ E
×
K. Define
K˜n(EK) = lim←−
Kn(EK)/p
mV . (47)
When A is a local field with maximal ideal m, we also define the m-adic
completion K̂n(A) of Kn(A) as follows:-
Definition. For all r ≥ 1 let U (r) be the subgroup of Kn(A) generated by the
symbols of the form {a1, . . . , an}, where a1 ∈ 1+mr and ai ∈ A× for all i. Then
define
K̂n(A) = lim←−
Kn(A)/U
(r). (48)
In particular, we will be interested in the case when A = EK:-
Lemma 14. We have a continuous map
K˜n(EK) ✲ K̂n(EK).
Proof. Let U (r) = 1+ π¯rKE
+
K, and let U
(r) be the subgroup of Kn(EK) generated
by symbols of the form {a1, . . . , an} where a1 ∈ U
(r) and ai 6= 0. It follows from
the definitions of the filtrations that for all k ≥ 1 we have pkKn(EK) ⊂ U (k).
Note. The above map has dense image.
3.2 Modules of differentials
Definition. Let Ωn−1
RK/Z
be the module of absolute differential (n− 1)-forms of
RK , and define Ω
n−1
RK
to be its p-adic completion
Ωn−1RK = lim←−
Ωn−1
RK/Z
/pmΩn−1
RK/Z
. (49)
10
Lemma 15. We have an isomorphism of RK-modules
Ωn−1RK
∼=
⊕
RKd log(πK) ∧ d log(Ti1) ∧ · · · ∧ d log(Tin−2)⊕RK
∧
1≤i<n
d log(Ti)
(50)
Proof. Follows from explicit computation, using the observation that πK + 1 is
invertible in R+K . (Note that d log(πK) =
piK+1
piK
d log(πK + 1).)
Now RK is finite flat and locally of complete intersection over φ(RK), so as
shown in [7], we have a trace map of differential forms
Tr
(n−1)
φ : Ω
n−1
RK
✲ Ωn−1RK (51)
and of course the usual trace map
Trφ : RK ✲ RK . (52)
Lemma 16. The trace map is characterized as follows:-
Tr
(n−1)
φ (α.
∧
d log(Tij ) ∧ d log(πK + 1)) =
1
pn−1
Trφ(p.αω)
∧
d log(Tij ) ∧ d log(πK + 1),
Tr
(n−1)
φ (βd log(T1) ∧ · · · ∧ d log(Tn−1)) =
1
pn−1
Trφ(β)d log(T1) ∧ · · · ∧ d log(Tn−1),
where
ω =
φ(πK) + 1
πK + 1
(
d
dπK
φ(πK + 1))
−1. (53)
Proof. First note that since φ is a ring homomorphism, we have ddpiK φ(πK+1) =
d
dpiK
φ(πK). Now by Corollary 13, there exists I < 0 and a ∈ (A
†,N
K )
× for N ≫ 0
such that
d
dπK
φ(πK) = pπ
I
Ka,
so pω ∈ S†,NK for N ≫ 0. The lemma is now an immediate consequence of
Remark (iii) in Section 2.1 in [7].
The following corollary will be important later:-
Corollary 17. Tr
(n−1)
φ (Ω
n−1
RK
) ⊂ pΩn−1RK
Proof. This follows from the equations in Lemma 16 and the observation that
Trφ(Ω
n−1
RK
) ⊂ pnΩn−1RK .
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3.3 The norm map
It follows from Milnor K-theory that the p-adic valuation on SK induces a
surjective map
λ : Kn(SK) ✲ Kn(EK) (54)
satisfying the following condition:- If ai ∈ R
×
K and a¯i denotes the image of ai
in EK, then
λ : {a1p
i1 , . . . , anp
in} ✲ {a¯1, . . . , a¯n}. (55)
Clearly λ extends to a map on the p-adic completions
λ : K˜n(SK) ✲ K˜n(EK). (56)
Note. Every element in K˜n(SK) can be written as the (infinite) product of
symbols {a1, . . . , an} where each ai either lies in R
×
K or is equal to p.
Let V be the subgroup of K˜n(SK) topologically generated by the symbols
{a1, . . . , an}, where at least one ai is equal to p. Note that by the definition of
λ, we have V ⊂ ker(λ). Equip K˜n(SK)/V with the product topology.
Now SK is a finite dimensional vector space over φ(SK) of dimension pn
(and EK is a finite dimensional vector space of φ(EK) of dimension p
n), so as
shown in Corollary 7.6.3 in [14] we have the following result:-
Lemma 18. We have a commutative diagram
Kn(SK)
λ✲ Kn(EK)
Kn(SK)
N
❄ λ✲ Kn(EK)
N
❄
where N are the respective norm maps induced from the finie field extensions
SK/φ(SK) and EK/φ(EK).
Note. Since the norm maps are group homomorphisms, the above diagram
extends to the completed K-groups K˜n(SK) and K˜n(EK).
Lemma 19. The action of N factors through V.
Proof. Clear from the projection formula.
We want to prove the following result:-
Proposition 20. The map λ gives a canonical isomorphism
(K˜n(SK)/V)
N=1 ∼= K˜n(EK). (57)
Definition. Let U be the subgroup of K˜(SK)/V topologically generated by the
symbols of the form {a1, . . . , an}, where a1 ∈ 1 + pRK and ai ∈ R
×
K for all i.
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Lemma 21. We have a short exact sequence
1 ✲ U ✲ K˜n(SK)/V ✲ K˜n(EK) ✲ 1. (58)
Proof. Let x ∈ K˜n(SK). Then there exist xi ∈ Kn(SK) for i ≥ 0 such that x
can be represented by the infinite product
∏
i x
pi
i . Now each of the xi can be
written as a product of symbols {a
(i)
1 , . . . , a
(i)
n } where either one of the a
(i)
j is
equal to p or all of the a
(i)
j are invertible in RK . It follows that the natural map
K˜n(RK)→ K˜n(SK) induces a surjection K˜n(RK)→ K˜n(SK)/V , and we have
a commutative diagram
1 ✲ U ✲ K˜n(SK)/V ✲ K˜n(EK) ✲ 1
1 ✲ W
α
✻
✲ K˜n(RK)
β
✻
✲ K˜n(EK)
γ
✻
✲ 1
Now γ is the identity, so α is surjective by the snake lemma. It is therefore
sufficient to show that W is topologically generated by symbols of the form
{a1, . . . , an}, where a1 ∈ 1 + pRK and ai ∈ R
×
K for all i. Now we have a short
exact sequence
1 ✲ W ✲ Kn(RK) ✲ Kn(EK) ✲ 1, (59)
and imitating the proof of Proposition 4.1 in [8] shows that W is the subgroup
generated by symbols of the form {a1, . . . , an}, where a1 ∈ 1+pRK and ai ∈ R
×
K
for all i. Passing to the completions of (59) gives the bottom row of the above
diagram and hence finishes the proof.
Lemma 22. The action of N on K˜n(EK) is trivial.
Proof. As φ : EK → EK is the pth power map, the result follows by applying
Lemma 12, paragraph 3.3 in [9].
In view of the preceding two lemmas, to prove Proposition 20 it is sufficient
to prove the following result:-
Lemma 23. The action of N on U is nilpotent.
Proof. Let
expp,n−1 : Ω
n−1
RK
✲ U (60)
be the exponential homomorphism for the Kn-group defined by Kurihara in [12]
which is characterised as follows:- For α ∈ RK , β1, . . . , βn−1 ∈ R
×
K ,
expp,n−1(α.d log(β1) ∧ · · · ∧ d log(βn−1)) = {exp(pα), β1, . . . , βn−1} (61)
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Since Ωn−1RK is p-adically complete, one can check that the map is surjective.
(Note that expp,n−1 is continuous.) The equations in Lemma 16 show that we
have a commutative diagram
expp,n−1 : Ω
n−1
RK
✲ K˜n(SK)/V
expp,n−1 : Ω
n−1
RK
Tr
(n−1)
φ
❄
✲ K˜n(SK)/V
N
❄
Now Corollary 17 shows that Tr
(n−1)
φ is nilpotent on Ω
n−1
RK
, which finishes the
proof.
4 The logarithmic derivative
In this section, we will use Proposition 20 to construct the (generalized) loga-
rithmic derivative. But before we do this, we need to introduce another module
of differentials:-
4.1 Some more modules of differentials
Definition. Let Ω1
RK/Z
be the the module of absolute differential 1-forms of
RK , and let
Ω1
R
+
K/Z
(log) = (Ω1
R
+
K/Z
⊕R+K ⊗Z R
×
K)/N , (62)
where N is the R+K-submodule of the direct sum generated by the elements
(−da, a ⊗ a) for a ∈ R+K ∩ R
×
K . In Ω
1
R
+
K/Z
(log), denote the class (0, 1 ⊗ a) for
a ∈ S×K by d log(a). Let Ω
n
R
+
K
(log) be its p-adic completion
Ωn
R
+
K
(log) = lim
←−
Ωn
R
+
K/Z
(log)/pmΩn
R
+
K/Z
(log). (63)
Similarly, define
Ω1
R+K/Z
(log)(log) = (Ω1
R+K/Z
⊕R+K ⊗Z S
×
K)/M, (64)
where M is the R+K-submodule of the direct sum generated by the elements
(−da, a⊗ a) for a ∈ R+K ∩ S
×
K . In Ω
1
R
+
K/Z
(log)(log), denote the class (0, 1 ⊗ a)
for a ∈ S×K by d log(a). Let Ω
n
R+K
(log)(log) be its p-adic completion
Ωn
R
+
K
(log)(log) = lim
←−
Ωn
R
+
K/Z
(log)(log)/pmΩn
R
+
K/Z
(log)(log). (65)
Finally, let
Ωn
R
+
K
= lim←−Ω
n
R
+
K/Z
/pmΩn
R
+
K/Z
. (66)
14
Lemma 24. We have isomorphisms of R+K -modules
Ωn
R
+
K
∼= R+Kd log(πK + 1) ∧ d log(Ti1) ∧ · · · ∧ d log(Tin−1), (67)
Ωn
R
+
K
(log) ∼= R+Kd log(πK) ∧ d log(Ti1) ∧ · · · ∧ d log(Tin−1). (68)
Proof. Follows from explicit computation, using the observation that πK + 1 is
invertible in R+K . (Note that d log(πK) =
piK+1
piK
d log(πK + 1).)
Lemma 25. The natural map Ωn
R
+
K/Z
(log)→ Ωn
R
+
K/Z
(log)(log) is injective, and
its cokernel is killed by p.
Proof. Let a ∈ R+K ∩ S
×
K , and write a = p
kb, where v(a) = 0. Then
(−da, a⊗ a) = pn(−db, b⊗ b) + b(0, pn ⊗ pn). (69)
Now (0, pn⊗ pn) = −dpn = 0 and pn(−db, b⊗ b) ∈ N , so (−da, a⊗ a) is already
trvial in Ωn
R+K
. It follows that the above map is injective. Since p(x, y ⊗ p) = 0
for all x, y, it follows that the cokernel of the map is killed by p.
Corollary 26. Let U be the subgroup of Ωn
R
+
K
(log)(log) generated by the ele-
ments of the form β.d log(p) ∧ d log(b2) ∧ · · · ∧ d log(bn). We have a canonical
isomorphism of R+K -modules
Ωn
R
+
K
(log)(log)/U ∼= Ωn
R
+
K
(log). (70)
We use this isomorphism to identify Ωn
R
+
K
(log)(log)/U with Ωn
R
+
K
(log).
4.2 The ψ-operator
The module R+K is finite flat and locally of complete intersection over φ(R
+
K),
so as shown in [7], we have a trace map of differential forms
Tr
(n)
φ : Ω
n
R
+
K
✲ Ωn
R
+
K
(71)
and of course the usual trace map
Trφ : R
+
K
✲ R+K . (72)
Lemma 27. The trace map is characterized as follows:-
Tr
(n)
φ (c.
∧
i
d log(Ti)∧d log(πK+1)) =
1
pn
Trφ(p.cω)
∧
i
d log(Ti)∧d log(πK +1),
(73)
where
ω =
φ(πK) + 1
πK + 1
(
d
dπK
φ(πK + 1))
−1. (74)
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Proof. First note that since φ is a ring homomorphism, we have ddpiK φ(πK+1) =
d
dpiK
φ(πK). Now by Corollary 13, there exists I < 0 and a ∈ (A
†,N
K )
× for N ≫ 0
such that
d
dπK
φ(πK) = pπ
I
Ka,
so pω ∈ S†,NK for N ≫ 0. The lemma is now an immediate consequence of
Remark (iii) in Section 2.1 in [7].
Note that d log(πK) =
piK+1
piK
d log(πK+1). Using the formulae in Lemma 27,
we can therefore extend the trace map to Ωn
R
+
K
(log):-
Tr
(n)
φ (
c
πK
.
∧
i
d log(Ti)∧d log(πK+1)) =
1
pn
Trφ(p.cω˜)
πK
∧
i
d log(Ti)∧d log(πK+1),
(75)
where
ω˜ =
φ(πK)
πK
φ(πK) + 1
πK + 1
(
d
dπK
φ(πK + 1))
−1. (76)
Definition. Let ψ : Ωn
R
+
K
(log) ✲ Ωn
R
+
K
(log) be the map Tr
(n)
φ .
4.3 The logarithmic derivative
Since R+K is p-adically complete, the d log-operator induces a continuous map
d log : K˜n(SK) ✲ ΩnR+K
(log) (77)
which clearly factors through V , giving
d log : K˜n(SK)/V ✲ ΩnR+K
(log). (78)
Lemma 28. We have a commutative diagram
K˜n(SK)/V
N✲ K˜n(SK)/V
Ωn
R
+
K
(log)
d log
❄ ψ✲ Ωn
R
+
K
(log)
d log
❄
Proof. Explicit computation.
Corollary 29. We have a canonical homomorphism
τ : K˜n(EK) ✲ (ΩnR+K
(log))ψ=1. (79)
Proof. Define τ to be the composition of d log with the inverse of the isomor-
phism (K˜n(SK)/V)N=1 ∼= K˜n(EK).
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To define the logarithmic derivative, we need to show the following result:-
Lemma 30. The map τ extends to a map
τ : K̂n(EK) ✲ (ΩnR+K
(log))ψ=1. (80)
Proof. Let a ∈ K˜n(EK). It follows from the construction of τ that τ(a) can
be determined by the following procedure:- Let α be some lift of a to K˜n(SK).
Then ψk(d log(α)) → τ(a) as k → +∞. (One can show that ψk+1(d log(α)) −
ψk(d log(α)) ∈ pkΩn
R
+
K
(log) for all k.)
For r ≥ 1, let U (r) be the subgroup of K˜n(EK) topologically generated by
the symbols {a1, . . . , an} such that a1 ∈ 1 + π¯
r
KE
+
K. Note that
K̂n(EK) = lim←−
K˜n(EK)/U
(r). (81)
Suppose that a ∈ ker(K˜n(EK) → K̂n(EK)), i.e. a ∈
⋂
r U
(r). Using the
above algorithm for determing τ(a) then shows that τ(a) ∈
⋂
m p
mΩn
R
+
K
(log)
and hence τ(a) = 0 since Ωn
R
+
K
(log) ∼= R+K . Now let x ∈ K̂n(EK), and
write x as an (infinite) product
∏
r xr, where xr ∈ U
(r). For each r, choose
a lift Xr in the subgroup of K˜n(SK) topologically generated by symbols of
the form {b1, . . . , bn} with b1 ∈ 1 + πrKOH [[πK ]]. Let yr = d log(Xr). Then
yr ∈ πrKOH [[[πK ]].
∧
d log(Ti) ∧ d log(πK), so the sum
∑
r yr converges to an
element y ∈ Ωn
R+K
(log). Now the map Trφ is (p, πK)-continuous, so for all k we
have
ψk(y) = ψk(y1) + ψ
k(y2) + . . . (82)
But we have ψk+1(yi) − ψk(yi) ∈ pkΩnR+K
(log) for all i. Now Ωn
R
+
K
(log) is p-
adically complete, so ψk(y) converges towards some element z ∈ Ωn
R
+
K
(log) as
k → +∞. Define τ(x) = z.
Proposition 31. We have a canonical homomorphism
lim
←−
K̂n(Km) ∼= K̂n(EK). (83)
Proof. For i ≥ N , define the evaluation map
h
(N)
i : T
†,N
K
✲ Ki (84)
by h
(N)
i (πK) = πKn and h
(N)
i (Tj) = T
1
pi
j . Then for all i ≫ 0, the map h
(N)
i
induces a homomorphism
H
(N)
i : K̂n(T
†,N
K )
✲ K̂n(Ki). (85)
One can show that there exists j
(n)
i ≥ i − n − 1 such that the image of
ker(H
(N)
i ) in K̂n(EK) is the subgroup A
(N)
i generated by the symbols of the
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form {a1, . . . , an} with a1 ∈ 1 + π¯
j
(n)
i
K E
+
K, and we have commutative diagram
Kn(EK)/A
(N)
i+1
✛ K̂n(T
†,N
K )/ ker(H
(N)
i+1 )
∼=
H
(N)
i+1
✲ K̂n(Ki+1)
Kn(EK)/A
(N)
i
❄
✛ K̂n(T
†,N
K )/ ker(H
(N)
i )
N
❄ ∼=
H
(N)
i
✲ K̂n(Ki)
NOKm+1/OKm
❄
Here, the map Kn(EK)/A
(N)
i+1 → Kn(EK)/A
(N)
i is the natural projection map.
Now j
(n)
i → +∞ as i → +∞, so we have lim←−
Kn(EK)/A
(N)
i = K̂n(EK), and
hence the above diagram induces a map
g : lim
←−
K̂n(Ki) ✲ K̂n(EK). (86)
We can now define the logarithmic derivative:-
Definition. The logarithmic derivative is the map
T : lim
←−
K̂n(OKm) ✲ (Ω
n
R+K
(log))ψ=1 (87)
obtained by composing the homomorphism g with τ .
Problem. Recall that
Ωn
R
+
K
(log) ∼= R+Kd. log(πK) ∧ d log(T1) ∧ · · · ∧ d log(Tn−1). (88)
In analogy to the construction of Cherbonnier and Colmez in the 1-dimensional
case, we would like to associate to an element in lim
←−
K̂n(OKm) something like a
function that is convergent on some annulus of the p-adic unit disc. However,
the elements of R+K (as series in πK) do not necessarily converge anywhere.
Consequently, we need to define a suitable subring, an n-dimensional ring of
overconvergent series. We will do that in the next section.
5 Higher dimensional rings of overconvergent
series
5.1 Definition and properties
5.1.1 Definition of R†,NQp
As in the classical case, we define the elements of R†,NQp as certain functions
defined on some annulus on the p-adic open unit disc:- Let x ∈ RQp , and write
x =
∑
i∈Z fi(T1, . . . , Tn−1)π
i.
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Definition. Let n ≥ 1. Then x ∈ R†,NQp if the series
∑
i∈Z fi(T1, . . . , Tn−1)π
i
converges on the annulus {p
− 1
(p−1)pN−1 ≤| X |< 1} ⊂ Cp (with values in
Cp⊗ˆZpOH) and is bounded above by 1.
Alternatively, the elements of R†,NQp can be defined using growth conditions
on the negative coefficients:-
Proposition 32. Let x ∈ RQp , and write x =
∑
i∈Z fi(T1, . . . , Tn−1)π
i. Then
x ∈ R†,NQp if and only if v(fi) +
i
(p−1)pN−1
≥ 0 for all i < 0 and → +∞ as
i→ −∞.
Proof. Explicit calculation.
Corollary 33. The ring R†,NQp is an A
†,N
Qp
-module.
It follows from the definition and the properties of the ring A†,NQp that we
have the following corollary:-
Corollary 34. (1) R†,NQp ⊂ R
†,N+1
Qp
, and
(2) If x ∈ R†,NQp , then φ(x) ∈ R
†,N+1
Qp
.
Proof. To prove (2), observe that if α ∈ {p
− 1
(p−1)pN ≤| X |< 1}, then (α+1)p−
1 ∈ {p
− 1
(p−1)pN−1 ≤| X |< 1}.
Proposition 35. The ring R†,N+1Qp is a free φ(R
†,N
Qp
)-module of degree pn.
Proof. Explicit calculation shows that {T i11 . . . T
in−1
n−1 (π + 1)
j}0≤i1,...,in−1,j≤p−1
is a basis of R†,N+1Qp over φ(R
†,N
Qp
).
Definition. The ring R†Qp ⊂ RQp of overconvergent elements is the union
R†Qp =
⋃
R†,NQp .
The topology on R†,NQp is induced from the topology on RQp :-
Lemma 36. A set of neighbourhoods of 0 in R†,NQp is given by p
kR†,NQp +π
lR+Qp .
Remark. The topology on R†Qp is the Frechet topology induced from the
topologies on the R†,NQp .
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5.1.2 Definition of R†,NK
Since A†,NK is a free finitely generated module over A
†,N
Qp
for N ≫ 0, it seems
natural to make the following definition:-
Definition. R†,NK = A
†,N
K ⊗A†,N
Qp
R†,NQp
Lemma 37. (1) R†,NK ⊂ R
†,N+1
K ,
(2) if x ∈ R†,NK , then φ(x) ∈ R
†,N+1
K , and
(3) R†,N+1K is a free finitely generated module of degree p
n over φ(R†,NK ).
Proof. (1) and (2) are immediate consequences of Corollary 34 and the proper-
ties of the ring A†,NK . Now as shown in [3], Lemma V.1.4, the set {1, . . . , (π +
1)p−1} is a basis of A†,N+1K over φ(A
†,N
K ). Together with Proposition 35, this
proves (3).
Let R+K = A
+
K ⊗A+
Qp
R+Qp .
Lemma 38. A set of neighbourhoods of 0 in R†,NK is given by p
kR†,NK + π
lR+K
for l, k ≥ 1.
If n ≫ 0, then the elements of R†,NK also have a description as func-
tions defined on some annulus on the p-adic open unit disc:- Now let x ∈
R†,NK , and let n(K) be as defined in Proposition 6. We can then write x as∑
i∈Z fi(T1, . . . , Tn−1)π
i
K .
Proposition 39. Let N ≥ n(K). Then x ∈ R†,NK if and only if the series∑
i∈Z fi(T1, . . . , Tn−1)X
i converges on the annulus {p
− 1
e(p−1)pN−1 ≤| X |< 1}
and is bounded above by 1.
To prove the proposition, we need the following result:-
Lemma 40. We have that x ∈ R†,NK if and only if v(fi) +
i
e(p−1)pN−1 ≥ 0 for
all i < 0 and → +∞ as i→ −∞.
Proof. Imitate the proof of Proposition 32.
Proof. Note that 1, πK , . . . , π
e−1
K is a basis for A
†,N
K over A
†,N
Qp
. Recall from (40)
that there exist ci ∈ Zp such that
πeK = π(c0 + c1πK + c2π
2
K + . . . ). (89)
It follows that if we write
πeK = a0 + a1πK + · · ·+ ae−1π
e−1
K (90)
with ai ∈ A
†,N
Qp
, then ai mod p ∈ π¯KE
+
Qp
, i.e. as a function on {p
− 1
(p−1)pN−1 ≤|
X |< 1}, ai is strictly less that 1 for all i. Now the topology on A
†,N
Qp
agrees
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with the topology of uniform convergence on every compact subannulus of
{p
− 1
(p−1)pN−1 ≤| X |< 1}. It follows that if we write
πjK = aj,0 + aj,1πK + · · ·+ aj,e−1π
e−1
K (91)
with aj,k ∈ A
†,N
Qp
, then aj,k → 0 as j → +∞ for all 0 ≤ k < e.
Suppose now that
∑
j∈Z fj(T1, . . . , Tn−1)X
j converges on {p
− 1
e(p−1)pN−1 ≤|
X |< 1} and is bounded above by 1. Write
∑
j∈Z
fj(T1, . . . , Tn−1)X
j =
e−1∑
i=0
X i
∑
j∈Z
fj(T − 1, . . . , Tn−1)aj,i. (92)
Now v(fj) > 0 for all j < 0 and → +∞ as j → −∞ by the previous lemma, so
fj(T1, . . . , Tn−1)ai,j is strictly less than 1 on {p
− 1
(p−1)pN−1 ≤| X |< 1} and → 0
as j → −∞. Since we have shown above that aj,k → 0 as j → +∞, it follows
that the series
∑
j∈Z fj(T − 1, . . . , Tn−1)aj,i converges on {p
− 1
(p−1)pN−1 ≤| X |<
1} and is bounded above by 1 and hence is an element of R†,NQp .
Conversely, if x ∈ R†,NK , then it follows from the definition of R
†,N
K and
Proposition 6 that the expansion of x as a series in πK converges on the annulus
{p
− 1
e(p−1)pN−1 ≤| X |< 1} and is bounded above by 1.
Definition. Define the ring of overconvergent elements of RK as
R†K =
⋃
n≥n(K)
R†,NK .
5.1.3 Properties of R†K
Throughout this section, we assume that N ≥ n(K).
Definition. In the (p, πK)-adic topology on R
†,N
K , a basis of neighbourhoods
of 0 is given by pkR†,NK + π
l
KOK[[πK ]], where k, l ≥ 1.
Lemma 41. The (p, π)-adic topology and the (p, πK)-adic topology agree on
R†,NK .
Proof. Recall that R†,NK = A
†,N
K ⊗A†,N
Qp
R†,NQp . The lemma is now a consequence
of the fact that the (p, π)-adic topology and the (p, πK)-adic topology agree on
A†,NK (c.f. Section 2.6 in [1].)
Remark. The (p, πK)-adic topology is the topology of covergence on compact
subannuli of {p
− 1
e(p−1)pN−1 ≤| X |< 1}.
Lemma 42. The ring R†,NK is complete with respect to the (p, πK)-adic topology.
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Proof. Clear from Proposition 39 (or the remark above).
Lemma 43. Let x ∈ R†,NK and write x =
∑
fi(T1, . . . , Tn−1)π
i
K . If v(f0) = 0
and v(fi) +
i
(p−1)pN−1 > 0 for all i < 0, then x is invertible in R
†,N
K .
Proof. Suppose that v(f0) = 0 and v(fi) +
i
e(p−1)pN−1
> 0 for all i > 0. Since
OH is a p-adically complete local ring, f0 is invertible in OH (so wlog = 1) and
hence
∑
i≥0 fi(T )π
i
K in invertible in R
†,N
K (since the formal inverse converges),
so without loss of generality assume that x = 1 +
∑
j≤−1 fj(T1, . . . , Tn−1)π
j
K .
The formal inverse of x is given by
∑
k≥0(1 − x)
k =
∑
i∈Z hi(T1, . . . , Tn−1)π
i
K .
We need to show that this sum converges in R†,NK . Since v(fj)+
j
e(p−1)pn−1 > 0
for all j, it is clear from the formal expansion that v(hj) +
j
e(p−1)pn−1 > 0 for
all j < 0. It remains to show that v(hj) +
j
e(p−1)pn−1 → +∞ as j → −∞. Let
α = 1e(p−1)pn−1 . Since v(fi) is a positive integer for all i, v(fi)+
i
e(p−1)pN−1 ≥ α
for all i > 0. Fix M > 0, and let K ≫ 0 such that v(fi) +
i
e(p−1)pN−1 ≥Mα for
all i ≥ K. Expanding
∑
k≥0(1− x)
k then shows that v(hj) +
j
e(p−1)pN−1 ≥Mα
for all j ≥MN , which finishes the proof.
Lemma 44. Let N ≥ n(K). Let x =
∑
i≥0 fi(T1, . . . , Tn−1)π
i
K ∈ R
†,N
K . Then
the following are equivalent:-
(i) x is invertible in R†K ,
(ii) x is invertible in R†,N+1K ,
(iii) v(f0) = 0.
Proof. It follows from Lemma 43 that if v(f0) = 0, then x is invertible inR
†,N+1
K .
Conversely, write x =
∑
i∈Z fi(T1, . . . , Tn−1)π
i
K , and suppose that x is invertible
in R†K . Since p
−1 /∈ RK , we must have v(f0) = 0, i.e. f0 is a unit in OH and
hence invertible in R†,NK .
Lemma 44 has the following important consequence:-
Proposition 45. R†K can be written as the (increasing) union of p-adically
complete local rings.
Proof. Let N ≥ n(K). To simplify the notation, write (only in this proof) RN
for R†,NK . Recall that every element of RN can be written as a power series∑
i∈Z fi(T1, . . . , Tn−1)π
i
K . Let
pN = {
∑
i∈Z
fi(T1, . . . , Tn−1)π
i
K ∈ Rn | v(f0) > 0}.
Then pN is an ideal of RN , and explicit calculation shows that it is prime.
Note that p ∈ pN . Let RN,pN denote the localisation of RN at pN , which by
Lemma 44 is contained in RN+1, and let SN be its completion with respect to
pN . Then pN is still a local ring, and it it p-adically complete since p ∈ pN . The
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topology defined by pN is the (p, πK)-adic topology. To finish the proof of the
proposition, note that SN ⊂ RN+1 since RN+1 is complete in the (p, πK)-adic
topology (and hence the topology on SN is the subspace topology induced from
RN+1), i.e. R
†
K =
⋃
N≥n(K) SN .
Definition. Write S†,NK for the ring SN .
Definition. Let T †,NK = S
†,N
K [π
−1
K ].
Note. (1) Note that T †,NK = S
†,N
K [π
−1].
(2) Written as power series in πK , the elements of T
†,N
K can be interpreted
as functions converging on {p
− 1
(p−1)eKp
N−1 ≤| X |< 1} (but not necessarily
bounded above by 1).
Remark. Since Frobenius of the residue field is the p-power map, we have
φ(S†,NK ) ⊂ S
†,N+1
K and φ(T
†,N
K ) ⊂ T
†,N+1
K .
5.2 Properties of φ
Proposition 46. Let N ≫ 0. Then R†,N+1K is a free φ(R
†,N
K )-module of rank
pN .
Proof. It follows from the classical theory of the rings A†,NQp and A
†,N
K that
{T i11 . . . T
in−1
n−1 (1 + π)
j}0≤i1,...,in−1,j≤p−1 is a basis of R
†,N+1
K over φ(R
†,N
K ).
Corollary 47. R†K is a free φ(R
†
K)-module of rank p
n.
The following proposition is the reason why the ring of overconvergent series
can be used to construct the logarithmic derivative:-
Proposition 48. For n≫ 0, T †,N+1K is a free φ(T
†,N
K )-module of rank p
n.
Noting that T †,NK = S
†,N
K [π
−1], this proposition is a consequence of the
following result:-
Proposition 49. For N ≫ 0, S†,N+1K is a free φ(S
†,N
K )-module of rank p
n.
To prove the Proposition 49, we begin with the following observations:-
Lemma 50. Let N ∈ N. If we write πN =
∑
0≤i≤p−1 φ(a
(N)
i )(1 + π)
i, with
a
(N)
i ∈ A
+
Qp
, then for all 0 ≤ i ≤ p− 1 we have a
(N)
i → 0 as N → +∞.
Proof. a
(N)
i = ψ(π
N (1 + π)−i), and ψ is continuous on AQp .
Remark. It follows that if we expand πN as
∑
0≤i≤p−1 φ(b
(N)
i )π
i, then b
(N)
i → 0
as N → +∞.
We also need the following lemma:-
Lemma 51. πi → 0 in S†,NK as i→ +∞ for all N ≫ 0.
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Proof. Recall that π = πeK(b0 + b1πK + b2π
2
K + . . . ) for some bi ∈ Zp.
We can now prove Proposition 49:-
Proof. Wlog assume that φ acts trivially on T1, . . . , Tn−1, so {1, π, . . . , πp−1} is
a basis for R†,N+1K over R
†,N
K . We first show that every element of (R
†,n+1
K )pn+1
can be written as
∑
0≤i≤p−1 φ(xi)π
i with xi ∈ S
†,N
K .
Let x ∈ R†,N+1K and write x =
∑
i∈Z fi(T1, . . . , Tn−1)π
i
K . Assume that
v(f0) = 0. Let x0, . . . , xp−1 ∈ R
†,N
K such that x =
∑
0≤j<p φ(xj)π
j . Since
v(f0) = 0, x
−1
0 ∈ (R
†,N
K )pn , so φ(x
−1
0 ) ∈ (R
†,N+1
K )pN+1 . We can therefore write
x = φ(x0)(1 + πφ(x
−1
0 )z), where z =
∑
0<i≤p−1 φ(xi)π
i−1. Let
y = 1− πφ(x−10 )z + π
2φ(x−20 )z
2 − π3φ(x−30 )z
3 + . . . (93)
be the formal inverse of 1 + πφ(x−10 )z. Since 1 + πφ(x
−1
0 )z ∈ R
†,N+1
K \pN+1,
we have y ∈ R†,N+2K , so there exist y0, . . . , yp−1 ∈ R
†,N+1
K such that y =∑
0≤k≤p−1 φ(yk)π
k. We will show that in fact yk ∈ S
†,N
K for all k. Let 0 ≤
k ≤ p− 1. By expanding (93) (and remembering that φ(π) = (π + 1)p − 1), we
see that yk is of the form
yk =
∞∑
l,m=0
plπmα
(k)
l,m (94)
for some α
(k)
l,m ∈ (R
†,N
K )pN . But p
lπm → 0 in S†,NK as l,m→ +∞ by Lemma 51,
so since S†,NK is complete, it follows that yk ∈ S
†,N
K . Since φ is a ring homo-
morhism, we have shown that every element z ∈ (R†,N+1K )pN+1 can be written
as
∑
0≤i≤p−1 φ(zi)π
i with zi ∈ S
†,N
K .
It remains to show that this property extends to S†,N+1K . Identify pN+1
with its image in (R†,N+1K )pN+1, and assume that x ∈ p
M
N+1 for some M ≫ 0.
Write
∑
0≤i≤p−1 φ(xi)π
i with xi ∈ S
†,N
K . By completeness, it is sufficient to
show that xi ∈ pLnS
†,N
K for some L ≫ 0. Now since x ∈ p
M
N+1, there exist
a1 ∈ R
†,N+2
K , a2 ∈ R
+
K and N1, N2 ≫ 0 such that x = p
N1a1 + π
N2a2. Since
φ is Zp-linear, we can wlog. assume that a1 = 0, so x = π
Na. But if we write
πN =
∑
0≤i≤p−1 φ(b
(N)
i )π
i, then we deduce from Lemma 50 that there exists
some L ≫ 0 such that b
(N)
i ∈ p
L
n for all i. Since p
L
n is an ideal, it follows that
xi ∈ pLN for all 0 ≤ i ≤ p− 1, which finishes the proof.
5.3 Modules of differentials
We make the following definitions:-
Definition. Let Ω1
S
†,N
K /Z
be the module of absolute differential forms of S†,NK .
For r ≥ 1, let Ωr
S
†,N
K /Z
=
∧r
S
†,N
K
Ω1
S
†,N
K /Z
, and define Ωr
S
†,N
K
to be its p-adic
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completion
Ωr
S
†,N
K
= lim
←−
Ωr
S
†,N
K /Z
/pmΩr
S
†,N
K /Z
. (95)
Definition. Let
Ω1
S
†,N
K /Z
(log) = Ω1
S
†,N
K /Z
⊕ S†,NK ⊗Z (T
†,N
K )
×/N , (96)
where Ω1
S
†,N
K /Z
is the module of absolute differential forms and N is the submod-
ule of the direct sum generated by elements (−da, a⊗a) for a ∈ S†,NK ∩ (T
†,N
K )
×.
In Ω1
S
†,N
K
(log), denote the class (0, 1⊗a) by d log a. For r ≥ 1, let Ωr
S
†,N
K /Z
(log) =∧r
S
†,N
K
Ω1
S
†,N
K /Z
(log)), and define Ωr
S
†,N
K
(log) to be its p-adic completion
Ωr
S
†,N
K
(log) = lim
←−
Ωr
S
†,N
K /Z
(log)/pmΩr
S
†,N
K /Z
(log). (97)
Lemma 52. We have the following isomorphisms of S†,NK -modules:-
Ωn
S
†,N
K
∼= S
†,N
K .
∧
d log(Ti) ∧ d log(πK + 1), (98)
Ωn
S
†,N
K
(log) ∼= S
†,N
K .
∧
d log(Ti) ∧ d log(πK). (99)
Proof. Follows from explicit computation, using Lemma 10 and the observation
that πK + 1 is invertible in S
†,N
K .
Now S†,n+1K is finite flat and locally of complete intersection over φ(S
†,N
K ),
so as shown in [7], we have a trace map of differential forms
Tr
(n)
φ :Ω
n
S
†,N+1
K
✲ Ωn
S
†,N
K
. (100)
and the usual trace map
Trφ : S
†,N+1
K
✲ S†,NK . (101)
Lemma 53. The trace map is characterized as follows:-
Tr
(n)
φ (c.
∧
d log(Ti)∧d log(πK +1)) =
1
p2
Trφ(p.cω)
∧
d log(Ti)∧d log(πK +1),
(102)
where
ω =
φ(πK) + 1
πK + 1
(
d
dπK
φ(πK + 1))
−1. (103)
Proof. First note that since φ is a ring homomorphism, we have ddpiK φ(πK+1) =
d
dpiK
φ(πK). Now by Corollary 13, there exists I < 0 and a ∈ (A
†,M
K )
× forM ≫ 0
such that
d
dπK
φ(πK) = pπ
I
Ka,
so pω ∈ S†,MK for M ≫ 0. The lemma is now an immediate consequence of
Remark (iii) in Section 2.1 in [7].
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Using these formulae, we extend the trace map to Ωn
S
†,N
K
(log):-
Tr
(n)
φ (
c
πK
.
∧
d log(Ti)∧d log(πK+1)) =
1
pn
Trφ(p.cω˜)
πK
∧
d log(Ti)∧d log(πK+1),
(104)
where
ω˜ =
φ(πK)
πK
φ(πK) + 1
πK + 1
(
d
dπK
φ(πK + 1))
−1. (105)
Definition. Let ψ : Ωn
S
†,N
K
(log) ✲ Ωn
S
†,N
K
(log) be the map obtained by com-
posing the natural map Ωn
S
†,N
K
(log) ✲ Ωn
S
†,N+1
K
(log) with Tr
(n)
φ .
6 The logarithmic derivative revisited
Lemma 54. The natural map ι : Ωn
S
†,N
K
(log) ✲ Ωn
R
+
K
(log) is a closed embed-
ding.
Proof. Recall that
Ωn
S
†,N
K
(log) ∼= S
†,N
K d log(πK) ∧ d log(T ), (106)
Ωn
R
+
K
(log) ∼= R+Kd log(πK) ∧ d log(T ) (107)
The map ι is just the natural inclusion S†,NK →֒ R
+
K , which is a closed embed-
ding.
As a corollary, we get the desired information about the logarithmic derivative:-
Theorem 55. The logarithmic derivative gives a canonical homomorphism
T : lim
←−
K̂n(Ki) ✲ (ΩnS†,NK
(log))ψ=1. (108)
Proof. It is certainly sufficient to show that we get a canonical homomorphism
K̂n(EK) ✲ (ΩnS†,NK
(log))ψ=1. (109)
Now if x˜ ∈ K̂n(EK), then since n ≥ n(K) we can chose a lift x of x˜ such
that x can be written as a product of symbols {b1, . . . , bn} such that bi ∈ T
†,N
K
for all i. Then d log(x) ∈ Ωn
S
†,N
K
(log), and the sequence (ψk(d log(x))) then
converges to y = τ(x˜) ∈ (Ωn
S
†,N
K
(log))ψ=1. But ψ restricts to Im(ι), so since
Ωn
S
†,N
K
(log) ✲ Ωn
R
+
K
(log) is a closed embedding, it follows that y ∈ Ωn
S
†,N
K
(log),
which finishes the proof.
We have the following special case when K = Qp:-
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Corollary 56. Suppose that K = H, i.e. K = Qp. Then the logarithmic
derivative gives a canonical homomorphism
T : lim
←−
K̂n(Hn) ✲ (ΩnOH[[pi]](log))
ψ=1. (110)
Remark. Note that
ΩnOH[[pi]](log)
∼= OH[[π]].
∧
d log(Ti) ∧ d log(π). (111)
7 Relation to the dual exponential map
7.1 Statement of the theorem
Let N ≥ n(K). In this section we will use the logarithmic derivative to give a
new descripton of Kato’s dual exponential map λm for m≫ N . Recall that for
all m ≥ 1, the homomorphism λm is defined as the composition
λm : lim←−
K̂n(Ki)
(δn
Ki,p
i )i≥1✲ lim
←−
Hn(Ki, (Z/p
iZ)(n)) (112)
ζ
⊗(−1)
pi ✲ lim
←−
Hn(Ki, (Z/p
iZ)(n− 1)) (113)
trace✲ lim
←−
Hn(Km, (Z/p
iZ)(n− 1)) (114)
= Hn(Km,Zp(n− 1)) (115)
✲ Hn(Km,Cp(n− 1)) ∼= Ωn−1Km , (116)
where δn
Ki,pi
is the Galois symbol. Now let dm be the homomorphism
dm : lim←−
K̂n(Ki)
T✲ (Ωn
S
†,N
K
(log))ψ=1 (117)
→֒ Ωn
S
†,N
K
(log) ∼=
S†,NK
πK
.
∧
d log(Ti) ∧ d log(πK + 1) (118)
✲ Ωn−1Km . (119)
Here the last arrow is defined by
f.
∧
d log(Ti) ∧ d log(πK + 1) ✲
1
pm
h(N)m (f).
∧
d log(h(N)m (Ti)) (120)
where
h(N)m : S
†,N
K → OKm (121)
is determined by h
(N)
m (Ti) = T
1
pm
i and h
(N)
m (πK) = πKm . (Note that this is well-
defined for m ≥ N since the elements of S†,NK can be interpreted as functions
converging on the annulus {p
− 1
e(p−1)pN ≤| X |< 1} ⊂ Cp.) We then have the
following result:-
Theorem 57. For all m ≥ N , we have
dm = −λm. (122)
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7.2 Proof
7.2.1 Evaluation of the logarithmic derivative
Definition. For a complete discrete valuation field L of mixed characteristic
(0, p), let
Ω1OL/Z(log) = (Ω
1
OL/Z
⊕ (OL ⊗Z L
×))/N , (123)
where N is the OL-submodule of the direct sum generated by elements of the
form (−da, a⊗ a)for a ∈ OL\{0}. For a ∈ L×, denote the element (0, 1⊗ a) by
d log(a). For r ≥ 1, let
ΩrOL/Z(log) =
r∧
OL
Ω1OL/Z(log), (124)
and define
ΩrOL(log) = lim←−
ΩrOL/Z(log)/p
iΩrOL/Z. (125)
Milnor K-theory then gives natural maps
d log : Kr(L) ✲ ΩrOL(log) (126)
which are defined by
{a1, . . . , ar} ✲ d log(a1) ∧ · · · ∧ d log(an). (127)
For all i ≥ j ≫ 0, define the evaluation map
h
(N)
i,j : S
†,N
K
✲ Kj(ζpi) (128)
determined by h
(N)
i,j (πK) = πKi and h
(N)
i,j (Tk) = (T
1
pj
k ) for all k. Note that
h
(N)
j,j = h
(N)
j , which was defined above. Let
H
(N)
i,j :K̂n(S
†,N
K )
✲ K̂n(Kj(ζpi)) (129)
H
(N)
i,j :Ω
n
S
†,N
K
(log) ✲ ΩnOKi(ζpi )
(log) (130)
be the (surjective) maps induced by the evaluation map h
(N)
i,j . If i = j, denote
them by H
(N)
i and H
(N)
i .
Proposition 58. We have a commutative diagram
lim
←−
K̂n(Ki)
d log✲ lim
←−
ΩnOKi
(log)
(Ωn
S
†,N
K
(log))ψ=1
T
❄ (H
(N
)
i
) i≥
1
✲
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Proof. Recall that we have a continuous homomorphism g : lim
←−
K̂n(Ki) →
K̂n(EK). Also, recall the following construction from the proof of Proposi-
tion 31:- For all i≫ 0, the evaluation map h
(N)
i induces a homomorphism
H
(N)
i : K̂n(T
†,N
K )
✲ K̂n(Ki). (131)
One can show that there exists j
(N)
i ≥ i − N − 1 such that the image of
ker(H
(N)
i ) in K̂n(EK) is the subgroup A
(N)
i generated by the symbols of the
form {a1, . . . , an} with a1 ∈ 1 + π¯
j
(N)
i
K E
+
K, and we have commutative diagram
Kn(EK)/A
(N)
i+1
✛ K̂n(T
†,N
K )/ ker(H
(N)
i+1 )
∼=
H
(N)
i+1
✲ K̂n(Ki+1)
Kn(EK)/A
(N)
i
❄
✛ K̂n(T
†,N
K )/ ker(H
(N)
i )
N
❄ ∼=
H
(N)
i
✲ K̂n(Ki)
NOKm+1/OKm
❄
Now j
(N)
i → +∞ as i→ +∞, so we have lim←−
Kn(EK)/A
(N)
i = K̂n(EK), and the
above diagram induces a map
G : lim
←−
K̂n(T
†,N
K )/ ker(H
(N)
i )
✲ K̂n(EK). (132)
Now for all i≫ 0 we have a commutative diagram
H
(n)
i+1 :Ω
n
S
†,N
K
(log) ✲ ΩnOKi+1 (log)
H
(n)
i :Ω
n
S
†,N
K
(log)
Tr
(n)
φ
❄
✲ ΩnOKi (log)
Tr
❄
so Tr
(n)
φ (ker(H
(N)
i+1)) ⊂ ker(H
(N)
i ) for all i, and we get a commutative diagram
G : lim
←−
K̂n(T
†,N
K )/ ker(H
(N)
i )
∼=✲ lim
←−
K̂n(Ki)
(H
(n)
i )i≫0 :lim←−
Ωn
S
†,N
K
(log)/ ker(H
(N)
i )
d log
❄ ∼=✲ lim
←−
ΩnOKi
(log)
d log
❄
Now let x ∈ lim
←−
K̂n(T
†,N
K )/ ker(H
(N)
i ), and denote by x¯ its image in K̂n(EK).
Choose a sequence (y(j)) of elements in K˜n(SK) such that for all i ≫ 0 we
have λ(y(1) . . . y(i)) ∼= x¯ mod A
(N)
i . Note that we can choose y
(j) such that
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it can be written as a product of symbols with entries in T †,NK ⊂ SK . We
will show that for all i ≫ 0, ψk(d log(y(1) . . . y(i+k))) → d log(x) mod H
(N)
i
as k → +∞. Since H
(N)
i is the evaluation map on the differentials, this will
prove the proposition. Now for each j ≫ 0 there exist y
(j)
1 , y
(j)
2 ∈ K̂n(SK) such
that y
(1)
1 . . . y
(i)
1 is a lift of x mod ker(H
(N)
i ) and y
(1)
2 . . . y
(i)
2 ∈ ker(λ). By the
definition of y
(j)
1 , certainly ψ
kd log(y
(1)
1 . . . y
(i+k)
1 ) = d log(x) mod H
(N)
i . But
Nk(y
(1)
2 . . . y
(i+k)
2 )→ 1 as k → +∞ by Lemma 23, so ψ
k(d log(y
(1)
2 . . . y
(i+k)
2 ))→
0 as k → +∞, which finishes the proof.
7.2.2 The maps f(ζpi )i≥1,m
Define
λ(ζpi )i≥1,m : lim←−
K̂n(Km(ζpi))
(δn
Km(ζpi
),pi
)i≥1
✲ lim
←−
Hn(Km(ζpi), (Z/p
iZ)(n))
(133)
ζ
⊗(−1)
pi ✲ lim
←−
Hn(Km(ζpi), (Z/p
iZ)(n− 1)) (134)
trace✲ lim
←−
Hn(Km, (Z/p
iZ)(n − 1)) (135)
= Hn(Km,Zp(n− 1)) (136)
✲ Hn(Km,Cp(n− 1)) ∼= Ω
n−1
Km
, (137)
In [11], Kato defines a homomorphism
f(ζpi )i≥1,m : lim←−
ΩnOKm(ζpi ))
(log) ✲ Ωn−1Km , (138)
and he shows the following result, which is cucial for our description of the dual
exponential map:-
Theorem 59. For m ≥ 1, let d(ζpi )i≥1,m = f(ζpi )i≥1,m ◦ d log be the map
lim
←−
K̂n(Km(ζpi))
d log✲ lim
←−
ΩnOKm(ζpi ))
(log) (139)
f(ζ
pi
)
i≥1
,m
✲ Ωn−1Km . (140)
Then
λ(ζpi )i≥1,m = d(ζpi )i≥1,m. (141)
In the rest of this subsection, we will give a construction of the homomor-
phism f(ζpi )i≥1,m, which we quote from Secton 5 in [8]:-
Lemma 60. For all i ≥ m, we have
pm−iTrKm(ζpi )/Km(OKm(ζpi )) ⊂ OKm (142)
where TrKm(ζpi )/Km : Km(ζpi )→ Km is the usual trace map.
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Proof. Lemma 6.1.6 in [11].
Lemma 61. Let i ≥ m, and define
κi : OHm(ζpi )/(p
i)⊗OK Ω
1
OK
✲ Ω2OKm(ζpi )
(log) (143)
x⊗ y ✲ xy ∧ d log(ζpi ) (144)
Then pe+m+2 kills ker(κi) and p
e+m+1 kills coker(κi).
Proof. Lemma 6.1.7 in [11].
Now let c = c1c2c3 for c1 = p
m, c2 = p
e+m+1 and c3 = p
e+m+2, and define
fi,c : K̂n(Km(ζpi)) ✲ OKm/p
i ⊗OK Ω
n−1
OK
(145)
as the composition
K̂n(Km(ζpi))
d log✲ ΩnKm(ζpi )(log) (146)
c2κ
−1
i c3✲ OKm(ζpi )/p
i ⊗OK Ω
n−1
OK
(147)
c1p
−i TrKm(ζpi )/Km
⊗ id
✲ OKm/p
i ⊗OK Ω
n−1
OK
(148)
Here, the map c2κ
−1
i c3 is defined as follows:- For x ∈ Ω
n
Km(ζpi )
(log), let y be an
element of OKm(ζpi )/p
i ⊗OK Ω
n−1
OK
such that c3x = κi(y). Then c2κ
−1
i c3(x) =
c2(y).
We can now define the map f(ζpi )i≥1,m:-
Definition. Let
f(ζpi )i≥1,m = c
−1 lim
←−
i
fi,c. (149)
7.2.3 Lots of commutative diagrams
In view of Theorem 59, the proof of Theorem 57 reduces to showing the following
result:-
Proposition 62. The composition
lim
←−
K̂n(Ki)
(NKi/Km(ζpi )
)i
✲ lim
←−
K̂n(Km(ζpi)) (150)
f(ζ
pi
)
i≥1
,m
✲ Ωn−1Km (151)
coincides with dm.
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Using the commutative diagram
K̂n(Ki)
d log✲ ΩnOKi (log)
K̂n(Km(ζpi ))
NKi/Km(ζpi )
❄
d log✲ ΩnOKm(ζpi )
(log)
TrKi/Km(ζpi )
❄
we see that to prove Proposition 62 it is sufficient to show the following result:-
Proposition 63. The map
lim
←−
K̂n(Ki)
d log✲ lim
←−
ΩnOKi
(log) (152)
TrKi/Km(ζpi )✲ lim
←−
ΩnOKm(ζpi )
(log) (153)
f(ζ
pi
)
i≥1
,m
✲ Ωn−1Km (154)
agrees with dm.
Proof. Define homomorphisms σ, τ : S†,NK → S
†,n+1
K , which are determined by
σ :πK ✲ φ(πK), (155)
τ :Ti ✲ T
p
i for all i. (156)
Note that φ = σ ◦ τ . As before, these homomorphisms then induce trace maps
Tr(n)σ ,Tr
(n)
τ : Ω
n
S
†,N
K
(log) ✲ Ωn
S
†,N
K
(log). (157)
Explicit computation shows that
Tr(n)σ (
a
πK
∧
d log(Ti) ∧ d log(πK + 1)) =
1
p
Trσ(p.aω)
πK
∧
d log(Ti) ∧ d log(πK + 1)
Tr(n)τ (
b
πK
∧
d log(Ti) ∧ d log(πK + 1)) =
1
pn−1
Trτ (p.bω)
πK
∧
d log(Ti) ∧ d log(πK + 1)
where
ω =
φ(πK)
πK
φ(πK) + 1
πK + 1
(
d
dπK
φ(πK + 1))
−1, (158)
and we have a commutative diagram
Ωn
S
†,N
K
(log)
(Tr(n)σ )
i−m
✲ Ωn
S
†,N
K
(log)
ΩnOKm(ζpi )
(log)
H
(N)
i,m
❄ Tr(n)
Ki/Km(ζpi )✲ ΩnOKi (log)
H
(N)
m
❄
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Also, τ induces a trace map
Trτ :
S†,NK
πK
✲ S
†,N
K
πK
,
and we have a commutative diagram
S†,NK
πK
(Trτ )
i−m
✲ S
†,N
K
πK
Km(ζpi)
h
(N)
i,m
❄ TrKm(ζpi )/Km✲ Km
h
(N)
i
❄
Here, Trτ (
c
piK
) = Trτ (ω.c)piK , where Trτ : S
†,N
K → S
†,N
K is the usual trace map.
Recalling the definition of f(ζpi )i≥1,m and combining the above commutative
diagrams with Proposition 58 shows that the map given by equations (150) and
(144) is also given by the composition
lim
←−
K̂n(Ki) ✲ (ΩnS†,NK
(log))ψ=1 (159)
→֒ Ωn
S
†,N
K
(log)
(Tr(n)σ )
i−m
✲ Ωn
S
†,N
K
(log) (160)
pr✲ S
†,N
K
πK
∧
d log(Ti) (161)
(Trτ )
i−m
✲ S
†,N
K
πK
∧
d log(Ti) (162)
✲ Ωn−1Km (163)
where the map pr is given by
pr : f
∧
d log(Ti) ∧ d log(πK + 1) ✲ f
∧
d log(Ti)
and the last arrow is defined as
f
∧
d log(Ti) ✲
1
pm
h(N)m (f)
∧
d log(h(N)m (Ti)). (164)
But Tr(n)τ ◦Tr
(n)
σ = Tr
(n)
φ and Trτ (pr(x)) = pr(Tr
(n)
τ (x)) for all x ∈ Ω
n
S
†,N
K
(log),
which shows that this composition also gives the map dm.
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