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We introduce a new way of representing any real number in the unit interval as 
a sequence of positive integers. This representation has its physical motivation from 
considering a chaotic dynamical system. That is why we use the name “dynamical 
representation.” A reconstruction procedure for the real number from the given 
sequence of natural numbers is given. Important ergodic properties about the digits 
of representations, in particular those resembling Borel’s theorem in binary expan- 
sion and Khintchine’s theorem in continued fraction expansion, are derived. 
Finally, we invoke a generalized version of the Khintchine-Kolmogorov law of the 
iterated logarithm to obtain the sharpest possible estimate of the corresponding 
differences. A twofold universality for the distribution behavoir of symmetric 
dynamical representation is observed. 0 1989 Academic PICSS, hc. 
1. INTRODUCTION 
The representation of any real number as a sequence of positive integers 
is of ancient origin. Two of the best-known examples are the decimal 
expansions and the continued fraction expansions. Recently, A. and J. 
Knopfmacher have just discovered a new infinite product representation 
added to the known list of representations which consist of those named 
after Lambert, Sylvester, Engel, and Cantor. The interested reader is 
referred to [ 1 ] for more informations. 
In 1909 Bore1 proved his theorem on normal numbers [2]. Some years 
later, A. Ya. Khintchine proved a similar theorem on continued fraction 
expansions [3], in fact, let f(q, n, x) be the frequency fraction that q occurs 
in the first n partial quotients of x, where q is a positive integer. Then for 
almost all x in (0, 1 ), we have 
lim f(4, n, x) = f,, 
1 
where f,=-- - log (9 + I)* 
n--to0 log 2 d4 + 2)’ 
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The above two inspiring theorems later have been shown to be just special 
cases of a more general theorem known as the ergodic theorem of 
G. D. Birkhoff [4-63. The present paper contains a new way of represent- 
ing a real number as a sequence of positive integers. We consider the 
iterated maps of an interval into itself, x,+ , = f(x,), where f(x) satisfies 
some simple properties in order to induce ergodic behavior of the iteration. 
For the uniqueness of the dynamical representation, we will normalizef(x) 
in the sense explained in the sequel. With a starting point x, we apply 
the iteration repeatedly. Therefore, a sequence of positive integers 
(I, t,, e,, 42, . . . . en, L”, .*., where Pi is the length of the ith “laminar phase” 
and t, is the length of thejth “turbulent phase,” is generated. This sequence 
of positive integers corresponding to any given x is what we call the 
“dynamical representation” of x. This paper explores some of the fundamen- 
tal properties focusing on universalities of the dynamical representation. 
The paper is set out as follows. In Section 2 we define the representation 
rigourously. We show the uniqueness of the representation. We also give a 
reconstruction scheme to recover the real number, given any sequence of 
positive integers. In Section 3 we prove the fundamental ergodic relation 
using the ergodic theorem of G. D. Birkhoff. In Section 4, by imposing an 
extra condition on f(x), i.e., f(x) be symmetric, we discover an important 
twofold universality of the representation. Finally in Section 5, we make 
another important observation that the sequence of digits is indeed a 
sequence of independent, identically distributed random variables. Thus we 
are able to apply a generalized version of W. Feller on the Khintchine- 
Kolmogorov law of the iterated logarithm [9, lo] to obtain the best 
possible estimates of the corresponding differences, still pertaining to the 
universalities discussed in Section 4. Thus, the results in Section 4 are 
verified via different approaches and sharpened to their ultimate perfection, 
thanks to the law of the iterated logarithm. 
2. THE DYNAMICAL REPRESENTATION 
Following G. Jetschke and Ch. Stiewe [7], let us consider the iterated 
maps 
xn+ 1 =f(xA n=o, 1,2,... (1) 
of the interval [O, a] onto itself, wheref(x) is taken to be a “tent function” 
whose invariant measure P is assumed to exist, and a is a real number 
greater than 1. The following conditions on f(x) are sufficiently general for 
our discussion [ 111: 
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(1) f(x) =fL(x) strictly increasing in St = [O, I], 
(2) f(x) =f,Jx) strictly decreasing in S, = (1, a], 
(3) fL(O)=fR(a)=O,fL(l)=fR(l)=a, 
(4) fly C’[O, 11, fry C’[l, a] with If’(x)1 > 1 on [0, a] except at 
x= 1. 
A typical graph off(x) is illustrated in Fig. 1. 
Now, starting from any point x1 E [0, 11, the iteration (1) generates a 
sequence (xn> in [0, a]., This sequence will be in general infinite unless 
there is a term xk ending up with 0 or a, the two unstable fixed points, in 
which case the sequence {x,, > is finite. We say a term xk is in “laminar 
phase” if xk E S, otherwise it is in “turbulent phase.” Thus the sequence (x,> 
may be thought of as a string of laminar phases followed by a string of 
turbulent phases, then by another string of laminar phases, etc. A typical 
trajectory looks like 
FIG. 1. A typical tent function f(x). 0 and a are the two unstable fixed points of the 
iteration. 
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6, t, e2 f2 
-/-----N------- d------ . . . ) 
ee . . e tt . . . t ee . . . e lf . . t 
where we denote the number of successive laminar phases l by e, , t2, . . . . 
and the number of successive turbulent phases t by t, , t,, ..,. 
(2.1) DEFINITION. Given a tent function f and a real number x E [0, 1 ] 
the dynamical representation of x is just the corresponding sequence of 
lengths of laminar phases and lengths of turbulent phases arranged in alter- 
nating order. In terms of notations ei and tj introduced above, we write 
x = Ca, 5 Q2, a35 a49 . ..I. with the understanding that a, = 8,) a, = /1, 
u3 =P,, u4=t2, . . . . and so on. 
For example, the dynamical representation of xi in Fig. 1 is x, = 
[2, 4, 1, . ..I. The iteration scheme stated in (1) can continue indefinitely in 
principle unless one of the iterates xk hits 0 (tl), in this case the correspond- 
ing length of laminar (turbulent) phase is infinite. Thus we may denote 
such x as [e,, t,, P,, t,, . . . . tk, al (Cf,, t,, f2, t2, . . . . L,, ~01). So each 
such x is represented as a finite sequence. As a result, the set of all such x 
is seen to be denumerable, hence is of measure zero. In the discussion of 
ergodic properties, a set of measure zero may be considered as irrelevant. 
We now investigate the first element a, as a function of x. We use the 
shorthand L-‘(x) forf;‘(x) and R-‘(x) forf;*(x) wheref, and fR are 
the “Zefr function” and “right function of the “tent function” f(x) in Fig. 1. 
Lefl means repeated application of L -’ n times. A similar meaning is 
for Rp”. Thus 
al(x) = 1 for L-‘(l)<x< 1, 
u,(x) = 2 for L-*(l)<x<L-l(l), 
u,(x) = 3 for L-3(l)<x<L-2(1), and so on. 
In the general case 
q(x) = k for L~k(l)<~<L~~k+l(l). 
The function al(x) is shown in Fig. 2. 
We point out that a, is constant in every interval of the form (Lpk( I), 
L-k+ ‘( 1)). We shall call this interval an interval of rank one. Proceeding 
in the same way to investigate u*(x) on (L-k(l), Lek”(l)), we see that 
u,(x)=m for L-kR--m+2(l) <x<L--~R-~(~) and m is even. 
u*(x) = m for L-kR~m(l)<~<L-kR-m+2(1) and m is odd. 
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0 L-3(1) L”(1) L-‘(l) 1 
FIG. 2. The function al(x) as defined on (0, 1). 
Over the interval of rank one which we prescribed, the function Q(X) has 
the form shown in Fig. 3. 
In each of the intervals (KkR-“‘+*(l), LekR-“(1)) when m is even or 
(L-kR-“(l), L-kR-“+2 (1)) when m is odd, the function u*(x) is con- 
stant. We refer to it as an interval @rank two. Thus, every interval of rank 
one can therefore be decomposed into a denumerable set of intervals of 
rank two. 
The set of points for which a1 = k constitutes an interval of rank one; the 
set for which u2 = m is a denumerable set of intervals of rank two (each of 
which belongs to a different interval of rank one). Every interval of rank 
one is determined by a condition of the form a, = k, every interval of rank 
L*(l) L*R-‘(1) L4R4(l) LA4 LaR”(l) L-kR-‘(l) LA+‘(l) 
FIG. 3. The function q(x) on a typical interval of rank one [L-“(l), L-‘+‘(l)]. 
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a&x) with m even 
LARm+*(l) L-kRmL-3(l) L4RR”L-*(I) L-kR4L-‘(1) L”Rrn(l) 
FIG. 4. The function a3(x) on a typical interval of rank two with m even 
two by conditions of the form a, = k and a, = m. We can pursue along a 
similar line an investigation of a,(x), ad(x), . . . . and so on. We give the 
following figures for u3(x) and u4(x) with justifications that can be supplied 
easily. Thus in order to construct the graph of a,(x) on a typical interval 
of rank four, us(x) “steps down” where u,(x) “steps up” and “steps up” 
where Q(X) “steps down” just as the behavior of u3(x) in Figs. 4 and 5 
shows. To construct the graph of u6(x) on a typical interval of rank five, 
UJX) chooses to be like the behavior of u4(x) in Fig. 6 where u,(x) “steps 
up” and like Q(X) in Fig. 7 where u,(x) “steps down.” This pattern of 
graphs of a,(x) repeats indefinitely. Thus obviously we have the following: 
a&) with m odd 
L-kRm(l) L&R-L-‘(l) LdR4L-*(l) 
FIG. 5. The function u3(x) on a typical interval of rank two with WI odd. 
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CkR 
a&) with m odd 
-l-l 
-R(l) L&R*L”R-‘(1) LAR*L”(a) LaR-L-R-*(l) L- 
8 
6 
4 
2 
*L*(l) 
FIG. 6. The function Q(X) on a typical interval of rank three with m odd. 
(2.1) THEOREM. Almost all numbers (precisely those numbers repre- 
sented as [pI, pz, . . . . pk, 001 where pk are positive integers are excluded) in 
[O, 11 have a unique dynamical representation. Conversely, given any infinite 
sequence of positive integers, there corresponds to it a unique real number in 
[0, l] whose dynamical representation is just the given sequence. 
(2.2) THEOREM. Let {a,,} be an infinite sequence of positive integers. 
Then the real number x0 whose dynamical representation is {a,,} is given as 
x0 = lim L-alR-a2L-a3R-a4.. . Rpazm( 1) 
m-m 
= lim L-“1R-“2LpWR-a4.. . L-“2m+l 
(1). 
m-cc 
a&) with m even 
L-‘R-L-(l) L4R-L”R-‘(1) L4R-L4(a) L4R-L-R-‘(l) LwkRemLnR(l) 
(2) 
FIG. 7. The function Q(X) on a typical interval of rank three with m even. 
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3. A FUNDAMENTAL ERGODIC RELATION 
As we stated in the Introduction, the purpose of this paper is to derive 
a statement similar to the Bore1 theorem about normal numbers in terms 
of decimal expansion. To this end, the following theorem is cited for later 
use [12]. 
(3.1) THEOREM. The transformation f in (1) posesses exactI?, one 
absolutely continuous invariant measure P. 
The density p(x) of the invariant measure P must satisfy 
P(X) = 
p(L-l(x)) p(R-‘(x)) 
IL’(L-‘(x))l+ IR’(R-‘(x))l’ 
for almost ail x in [0, a]. (3) 
(3.2) COROLLARY, Let F: [0, a] + R’ be a measurable function. Then 
we have 
lim L i F[f'(xl)]=~aF(x) p(x)dx for almost all x1 E [0, a]. (4) 
n--ni=, 0 
Equation (4) is the famous ergodic theorem of G. D. Birkhoff which states 
the equality of the time average of F over a trajectory (starting from x,) 
and the ensemble average of F with invariant measure P. 
Now, let xa denote the characteristic function of A, where A is an 
arbitrary subset of [0, a]. Furthermore, let I, = f;'([O, 11) and I, = 
f;'([ 1, a]). Define 
N&l) = 1 XI/@’ )- (5) 
i=l 
Thus, N,,(x,) is interpreted as the number of phase changes from “tur- 
bulent phase” to “laminar phase” in the first n terms of the sequence {x, }. 
Similarly, if we let N,,(x,) = C?= i x,~(x,), then NCJx,) is interpreted as the 
number of phase changes from “laminar phase” to “turbulent phase” in the 
first n terms of {xj >. A simple application of Corollary (3.2) gives 
y=k ,i Xf,(Xi) 5 Jo p(X) xi,(X) dx, 
r=l 0 
for almost all x, E [0, a]. (6) 
In particular, 
lim N&l) (1 -= 
s p(x) x,,(x) dx, 
for almost all xi E [0, 11. (7) “--‘CC n 0 
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Similarly, we have 
lim NPAX 1) -= I n P(X) x,,(x) dx, for almost all x1 E [0, 11. (8) n-m n 0 
Now for any x E (0, 11, let 1p(x) be the length of the laminar phase (includ- 
ing x itself) with x as the starting point. Likewise, for any XE (1, a], t(x) 
denotes the length of the turbulent phase (including x itself) given that the 
starting point is x. For example, referring to Fig. 1, we have 
[(x1) = 2, 8(x*) = 1, &(Xx) = 4, d(xq) = 3, d(x,) = 2, . . . . 
Suppose 4(r) is a real function defined on the set of all positive integers 
such that I&r)1 < crk for all natural numbers r, and c and k are any 
positive numbers independent of r. Let us keep in mind that the purpose 
of making the above assumption on 4(r) is to ensure the applicability of 
Corollary (3.2). Then the expression 
d”(X1) = N,,(x,):N,,(x,) $, C(doeof)(xi) Xl~(xi)+(dotof)(xj) XIL(Xi)] 
(9) 
is interpreted as the empirical mean value of 4 along the single trajectory 
with starting point x1. 
Thus, according to Corollary (3.2), we have 
i,(x,) = 
1 
N&l l/n + N&l l/n 
for almost al x1 E [O, 11. 
Hence we have proved the following: 
(3.3) THEOREM. Let 4 be a function from the set of all natural numbers 
to R’ such that I&r)1 < crk for all positive integers r. Here c and k are 
positive, independent of r. Then, under the assumptions (l)-(4) on f, we have 
for almost all x1 E [ 0, 1 ] 
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hm hdxl) = j; p(x)&(x; + x,~(x)) dx “-X 
x s ; lL(4~~o.M~) x&J + (40 f-f)(x) x,,(x)1 14x1 d-x. 
(10) 
Remark. The right hand side of (10) is independent of the starting 
point x1. This is the first part of a twofold universality which is explored 
in the next section. 
4. A TWOFOLD UNIVERSALITY 
From now on we assume that the “tent function”f(x) is symmetric with 
respect to the central line x = 1. Thus a equals 2 in this case. 
Furthermore, the density p(x) of the invariant measure P is obviously 
symmetric, i.e., p(x) =p(2 - x) for almost all x E [0, 11. 
For a proof of this fact the reader is referred to the Appendix. 
Note that 
j’ P(X) xl,(x) dx + j’ P(X) x,,(x) dx = j’ P(X) dx = ;. (11) 
0 0 
Thus (10) becomes 
To make an important application, we choose 4(r) to be 
d(r) = 1 if r=q 
=o if r # q, where q is any preassigned positive integer. 
Thus lim, _ co 4,(x,) is naturally interpreted as the frequency fraction that 
q occurs in the sequence of digits in the dynamical representation of xi. To 
calculate the right hand side of (12), we claim the following: 
(4.1) LEMMA. For 0 < c1< /? < 2 and n is any natural number, we have 
s 
L-“(B) p(x) dx = $ j” p(x) dx, 
L-“(a) a 
(13) 
I j  
R-“(8’ p(x) dx = $ j” p(x) dx. 
R-“(z) a 
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Proof: The functional equation that the density function p(x) satisfies 
(see (3)) is equivalent to the integral equation 
j-” p(x) dx = fL-‘(‘) p(x) dx + j”-I’“’ p(x) dx. 
a L-‘(a) R-‘(B) 
(14) 
Because the tent function f(x) and density function p(x) are both sym- 
metric, we see immediately that 
s L-‘(p) p(x) dx = JbR L-l(a) 
Hence 
‘(a) 
p(x) dx. 
‘(8) 
f 
B 
p(x) dx. 
This is the case when n = 1 in the conclusion of the theorem. 
Noting that L(x) is increasing and R(x) is decreasing, (13) follows after 
applying mathematical induction. 
(4.2) THEOREM. For any positive integer q, the frequency fraction that q 
occurs in the sequence of digits in the dynamical representation exists almost 
everywhere and remains the same almost everywhere for all symmetric tent 
functions f(x). This universal value is just 2-q. 
Proof: Returning to (12), we have 
j-; (#o/of)(x) x,,(x) p(x) dx = j-l-,,,, (#o/of)(x) p(x) dx 
= s ; (400(Y) PW’(Y)) -R.($I(y)) 
I 
L-q+‘(l) 
= PW’(Y)) dy 
L-q(l) L’WYY)) 
s L-q(l) = L-4-,(1) p(O dt 
1 ’ =- 
24 s L-,(1) p(t) dt 
(by Lemma (4.1)) 
1 
=- 24+*’ 
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In a similar fashion, we have 
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I 2 ($~r~f)(X)Xlr(x)P(X)dx=~. 0 
Consequently, after taking (15) and (16) into account, (12) is reduced to 
lim 4,(x,) = & for almost all x1 E [0, 11. 
n-c.2 
The theorem is thus proved. 
Remark. This twofold universality of the frequency fraction is one of 
the most striking features of the dynamical representation. 
(4.3) COROLLARY. Let G,(x,) be (a,(xl)a2(x,)...a,(x,))““, the 
geometric mean of sequence of digits, then, for almost all x1 E [0, 11 and.jbr 
all seymmetric tent functions f (x), we have 
lim G,(x,) =exp f log k 2-k . 
II+< k=l > 
(17) 
For the arithmetic mean A,(x,) which is defined as (l/n)(a,(x,) + 
a,(x,)+ ... + a,(x,)), we have 
lim A,(x,) = 2, (18) 
n-rcJ2 
for almost all x, E [0, 11 and for all symmetric tent functions f(x). 
ProoJ: We simply let 4(x) = log x and d(x) = x in (12) respectively and 
proceed as in Theorem (4.2). 
5. BEST POSSIBLE ESTIMATES AND LAW OF THE ITERATED LOGARITHM 
In this final section we are concerned with the best possible estimates for 
the differences A,(x,) - 2 and G,(x,) -PO, where PO = exp(C,“_ i log k 2 ‘). 
We remind the reader that the tent function is still symmetric throughout 
this section. We shall agree to denote by 
(a,, = k,, an2 = k,, . . . . a,$ = k,) 
the set of points x in (0, 1) for which the conditions 
a,+) = k,, a,,(x) = k2, . . . . any(x) = k, 
Ml 33’3-6 
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are fulfilled. Here all ni and ki are integers; the ni are all distinct. We 
explained in Section 2 that such a set represents a system of intervals. In 
particular the set 
{aI = kl, a, = k,, . . . . a,, = k,] 
is an interval of rank n. 
Clearly we always have 
,Q, {a,,=k,, -, a,,-,=kj-l, a,=kj, a,,,+,=kj+I, . . . . a,=k,) 
I 
={~,,=k,,...,a,_,=kj-,,a~,+,=kj+,,...,a~,=k,}. (19) 
The crucial observation we make is the following: 
(5.1) THEOREM. The sequence of digits a,(x) considered as functions 
defined on (0, 1) is a sequence of identically distributed, independent random 
variables with respect to probability measure p, whose density function is 
2p(y) defined in the measure space (0, 1). Moreover, the distribution being 
identical to all digits a,,(x) is simply a geometrical distribution on the natural 
numbers with parameter 4, i.e., p{a, = k} = 2-k. 
Here p(x) is just the density function of the invariant measure P. 
The distribution function of a,(x) is depicted in Fig. 8. 
Remark. The distribution function of a,(x) is universal for all sym- 
metric tent functions. 
A V(x) 
1 
1-2-3 I 
1-2” I 
1-2-l 
* 
0 1 2 3 4 x 
FIG. 8. The distribution function V(x) of a,(x). V(x) is defined as p{a,<x}, where the 
density function of p is 2p(y) on (0, 1). 
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Proof: In view of (19), it is sufficient to prove 
p{a, =k,,a*=k, ,..., a,=k,)= fi ~{aj=k,j=2-‘kJ+k2+-“+k,). (20) 
i= 1 
First of all, if m is odd we have 
,u{a, = k,, a2 = k,, . . . . a, = k,} 
=(2)2- (kl+kz+ -.. +k,) 
i 
L(1) 
p(x) dx (using Lemma (4.1) repeatedly} 
1 
L-‘kl+kz+ ck,) 
(21) 
Reasoning along a similar line for even m, we still have 
p{a, =kl, a,=k,, . . . . a,=k,) =2-(k1fk2+“‘+km’. (22) 
Thus we always have (22) independent of the parity of m. 
Now by (19), we can write 
p{a,=k}=p c c [ (a,=k,,a,=k, ,..., ai-,=k,_,,aj=k}. 
k,=l kz=l k/-,=1 
(23) 
Apparently, the above is a set union of disjoint sets. Thus 
p{a,=k}= f f ... F p{a,=k,,a,=k, ,..., ajp,=kip, ,a,=k] 
k, = 1 k2 = I k,-,=I 
=kt, k~,...k,-~=,Z-‘*1+k2+ ,-+k/m’+k) using(22) 
I 
=2-k. (24) 
Hence (20) is true. The theorem is proved. 
It is well known that the Kolmogorov law of the iterated logarithm is a 
crowning achievement in classical probability theory. We cite it here for 
reference [ 131. 
(5.2) THEOREM. Let {X,,, n > l} be a sequence of independent random 
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variables, S, = cJ’=, Xi; suppose that the expectation value of X, is zero for 
each n and 
sup IX,(o)l = 4~,lJ~), where sz = 02(S,). 
w 
Then we have for almost every w 
(25) 
The above theorem applies to the individually bounded random variable 
X,. But the digit variable a,(x) in the dynamical representation ,is 
obviously not bounded. Hence Theorem (5.2) is not directly applicable to 
the sequence (an(x), n 2 1 }. Luckily, we still have a generalized version of 
the law of the iterated logarithm of W. Feller. We also cite it here for an 
application. The interested reader is referred to [9, lo] for detailed 
consultation. 
(5.3) THEOREM. The conclusion of the Kolmogorov law of the iterated 
logarithm still holds if X,, is independent, identically distributed and has a 
finite moment of order 2 + E with E > 0. 
Of course, the expectation value of X, is still assumed to be zero here. 
Remark. This is precisely what happens to the sequence {an(x), n > 1 } 
according to Theorem (5.1). Thus, 
(5.4) COROLLARY. We have, for almost all x E [0, 1 ] and for all sym- 
metric tent functions, the following: 
lim (al(x)+ ... +a,(x))/n-2 
(26) 
n-tot J(4 log log JII;;)/n = ‘* 
Proof. Apply Theorem (5.3) to the resealed random variable iik(x), 
where iik(x) = ak(x)- 2. The following simple facts are needed to obtain 
(26). 
Expectation of ci, = 0. 
a2(ii,)= f k22-k-4=2. 
k=l 
s,=&l, where st = a2(iil(x) + . . . + ii,(x)). 
For the best possible estimate in the case of geometric mean G,(X), we 
have the following: 
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(5.5) COROLLARY. For almost all XE [0, l] and for all symmetric tent 
functions, we have 
lim (al(x)a2(x)..,a,(x))l’“-8,= 1 
n+ m h JW log log JZ)/n ' 
(27) 
where /&,=exp(C,“_, logk2-k) and /IZ=/31-log’/I,. Here fiI= 
C,“=, log2 k2-k. 
Proof: Define 
d,(x) = log a,(x) -log PO. (28) 
It is easy to see that a,(x) satisfies the required conditions stated in 
Theorem (5.3). Thus, by applying Theorem (5.3) to h,(x), we have for 
almost all x E [0, l] and for all symmetric tent functions that 
lim log(al(x)a2(x)...a,(x))-nlogP,=1. 
(29) 
“-rZC 
JW2 n log log J;;B;) 
Now for any x for which (29) holds and for all E > 0, there exist infinitely 
many n such that 
log(al(x) a*(x) . . . a,(x)) -n log Do > (1 - &I 28,n log log Jz (30) 
or equivalently 
(al(x)a,(x)...a,(x))““>B,exp((l -E) J(2P2 log log &,ln. (3 1) 
By observing that exp( 1 - E) 5 > 1 + (1 - 2s) 5 for all 5 sufficiently close to 
zero, we can still maintain that 
(a,(~~)a2(x)...a,(x))““-Bo>(1 -2E)BoJ(2P210glog~)/n, 
for infinitely many n. 
(32) 
In a similar fashion, we can show that, for any x for which (29) holds 
and for all E > 0, there exists a number Ni(s, x) depending on x and E such 
that for all n 2 N1(&, x) 
(al(x) a2(x) ~~~a,(x))““-hG (1 + 2~) I% J&% 1% 1% J%i)/n. (33) 
Consequently, after taking into account (32) and (33) we have (27). 
Corollary (5.5) is thus proved. 
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APPENDIX 
In this appendix we shall prove the fact that the density function p(x) of 
the invariant measure P for a symmetric tent function f(x) is symmetric, 
i.e., 
P(X) = P(2 - xl for almost all x E [0, 11. (Al) 
We remind the reader that If’(x)] > 1 with f~ C’[O, 21 except at x= 1. 
The existence of a unique absolutely continuous invariant measure P is 
guaranteed by Theorem (3.1). Here all we have to do is show the symmetry 
of the density function p(x), or equivalently, 
f:p(x)dx=fzap(x)dx for all 0 < a < fl< 1. (42) 
2-P 
We introduce a special symmetric tent function g(x) defined as follows: 
g(x) = 
i 
2x if O<x<l 
2(2-x) if 1 <x<2. 
(A3) 
It is well known that the density function p,(x) of g(x) is just the constant 
function f, i.e., 
P,(X) = f on CO,21 C71. (‘44) 
PROPOSITION (1A). There exists a continuous and strictly increasing 
function k(x) from [0,2] onto itself such that 
f(x)=(k-logok) for all OGxd2. 
Here “0” is the composition operation of functions. 
Moreover k(x) satisfies the functional equation 
(A51 
k(x)+k(2-x)=2 for OGxG2. (‘46) 
Proof We prove the existence of such a k(x) by the method of 
successive approximation. 
First of all we define k,(x) =x for 0~ x< 2. Then define k,(x) = 
k,(f(x))/2 for 0 <x < 1. We extend the domain of the definition of k,(x) 
from [0, l] to [0,2] by the functional equation (A6) and still denote the 
extended function by the same notation k,(x). Obviously k,(x) thus 
delined, which of course satisfies (A6), is a continuous and strictly increas- 
ing function defined on [0,2]. In a similar fashion we define 
Mx) = k,(f(x))/z for OGxXl. 
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Then we extend it from [0, 11 to [0,2] according to Eq. (A6) and denote 
the extended function by the same notation k*(x). Because k,(x) is a con- 
tinuous and strictly increasing function, so is k,(x). Also k*(x) satisfies the 
functional equation (A6). Having understood the construction scheme we 
now proceed in the same way. In general we have a sequence of continuous 
and strictly increasing functions k,(x) defined on [O, 21 with the following 
properties: 
(1) k,(x)=x for Odx<2. (A71 
(2) k,+,(x)=k,(f(x))/2 for O<x< 1 and n>O. (A81 
(3) Each k,(x) satisfies the same functional equation (A6). 
Now let d,(x) = jk,(x) - k,- ,(x)1 for 0 d x < 2 and n 3 1. 
CLAIM. 
d,(x)=dnp,(f(x))/2 for all 06x62 and n>2. (A9) 
Proqf: In light of (A8) we have 
d,(x)= Ik-,(f(x))-Lz(f(x))P 
=A,-,(f(x))P for 0 6 x d 1 at this moment. 
But when 1 <x < 2 we use the functional equation (A6) to get 
d,(x)= 12-k,(2-x)-(2-k,p,(2-x))l 
= lk,(2-x)-k,p,(2-x)l 
= Ik,-,(f(2-x))-k,-,(f(2-x))1/2 
=Ik,-,(f(x))-k-,(f(x))lP (by the symmetry of f(x)) 
=~np,(f(x))P 
Thus we always have d,(x) = d,_ ,(f(x))/2 no matter where x is in [0,2]. 
The claim is proved. 
To continue the proof of Proposition (1A) we repeatedly apply (A9) to 
reduce the subscript n of d,(x). 
Thus d.(x)=d,(f”-‘(x))/2”-‘. Heref”- ‘(x) is the (n- 1)th iterate of 
f(x). Hence 
d,(x)= Ik,(f”~‘(x))-f”~‘(x)l/2”~‘~4/2”~’ for all 0 <x<2. 
(Al01 
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Now consider an infinite series defined by 
k,(x) + 2 (k(x) -k”- l(X))- 
II==1 
(All) 
By (AlO) we see that the series is absolutely and uniformly convergent on 
[0,2]. Hence its nth partial sum k,(x) + C;=, (k,(x) - k,_ 1(x)), which is 
k,(x), converges uniformly to a continuous function k(x) defined on [0,2]. 
Since each k,,(x) satisfies the functional equation (A6), so does k(x), 
namely, 
k(x)+k(2-x)=2 for all 0 6 x < 2. 
This k(x) is an increasing function (not necessarily a strictly increasing 
function at the moment) on [0,2]. 
Furthermore, by (A8) we have k(x) = k(f(x))/2 for 0 <x < 1, i.e., 
k(f(x)) = g(k(x)) for O<x<l. b412) 
But when 1 < x < 2, Eq. (A12) is good for 2 -x. Thus 
k(f(2 - x)) = g(k(2 -x)) = 2k(2 -x). (A13) 
Note that the left hand side of the above is 
k(f(2 - xl) = k(f(x)) (by the symmetry off(x)). 
The right hand side is 
2k(2 -x) = 2(2 -k(x)) = g(k(x)) 
(by (A6) and the definition of g(x) from (A3)). Consequently, k(x) satisfies 
k(f(x)) = g(W)) for all 0 < x < 2. (AlA) 
LEMMA (2A). The function k(x), as mentioned in (A14), is indeed 
continuous and strictly increasing defined on [O, 21. 
Proof. That k(x) is continuous on [0,2] was already indicated earlier. 
Since k(x) satisfies the functional equation (A6), it is sufficient to prove 
that k(x) is strictly increasing on [0, 11. Suppose on the contrary, then 
there would exist an interval Zc [0, l] on which k(x) is constant. 
Now consider 
d = (Zc [O, l]lZ is a maximal interval on which k(x) is constant}. (Al51 
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This SI as a family of certain subsets of [0, 11 has the following properties: 
(1) d is nonempty. (A16) 
(2) Each ZE S? is a closed interval. (This is because of the fact 
that k(x) is a continuous function.) (A.17) 
(3) Different members in & are disjoint. (This is because of 
the maximality of members in &.) (A181 
CLAIM. There exists an I,,, E ~4 such that its length II,,,,,1 is equal to 
sup{IZI ~Z~Szz}. 
Praof Let < = sup{ 111 1 E &} Clearly 1 B 4 > 0. Since tJ is a least upper 
bound, there exists a sequence of intervals Z, E d such that IZ,l is increas- 
ing with 
lim IZ,I = <. 
“A,% 
If there were infinitely many different Z,, in this sequence, by (A18) the sum 
of lengths of these intervals would exceed 1, a contradiction. Hence there 
are only finitely many different Z, in this sequence. Thus IZ,l = 4 and Z,, = Z, 
for all n 3 some m. The claim is proved. 
Now let I,,, = [y, S] c [O, l] and return to Eq. (A14). We have 
k(f(x)) = g(k(x)) = a constant on [r, S]. That is, k(x) is constant on the 
interval [f(y),f(s)]. But by the mean-value theorem we have 
f(S) -f(r) =f’(r1)(6 - Y) where some r] satisfies y < q < 6. 
Thus 
If(4-f(Y)1 = If’(?)l 16 -Yl (since If’(x)1 > 1 on [IO, 1)). (A19) 
Equation (A19) violates the maximality of the length of I,,,. Consequently 
k(x) is strictly increasing on [O, 11. Lemma (2A) is proved. Hence Proposi- 
tion (1A) is proved. 
A consequence of Proposition (1A) is the following: 
Consider 
(F&‘+k)(x,)+~;F(kpl(x))p,(x)dx C.420) 
as n goes to intinity for almost all x, E [0,2]. On the other hand we have 
i jg, F(f’(x,)) + ji F(x) p(x) dx for almost all x1 E [0,2]. (A.21) 
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By comparing (A20) with (A21) we arrive at 
s’ F(x) p(x) dx = j2 F(k-‘(x)) p,(x) dx 
0 0 
=; j; F(x) dk(x), (~23) 
where measure dk(x) is introduced in the above. 
We remind the reader that Eq. (A23) is true for all measurable functions 
F(x) defined on [0,2]. 
In particular, we let F(x) = x ca,s,(x), the characteristic function of the 
interval [a, b], where 0 d a < /I < 1, and Eq. (A23) becomes 
jp p(x) dx = f j” d/k(x). 
12 a 
(A24) 
In a similar way if we choose F(x) = ~r~-~,~-~,(x) in (A23), we have 
j;;; p(x) dx = f j;;; dk(x). (~25) 
But since k(x) satisfies the functional equation (A6), we clearly have 
jp dk(x) = j’-’ dk(x). 
a 2-8 
Consequently, 
j" P(X) dx = j;_," P(X) dx for all O<a</?< 1. (A26) 5( 
Equation (A26) states the symmetry of the density function p(x). 
We summarize the above in 
THEOREM (3A). Given any symmetric tent function f(x) on [0,2] with 
If’(x)1 > 1 andf(x) E C’[O, 21 except at x= 1, the density function p(x) of 
the corresponding invariant measure P is symmetric. 
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