1. The whole-cell patch-clamp technique was used to study the membrane properties of identified cholinergic and noncholinergic laterodorsal tegmental neurons in slices of rat brain maintained in vitro.
2. On the basis of their expression of the transient outward potassium current 1* and the transient inward calcium current JT, three classes of neurons were observed: type I neurons exhibited a large &; type II neurons exhibited a prominent 1*; and type III neurons exhibited both & and Jr.
3. Combining intracellular deposition of biocytin with NADPH diaphorase histochemistry revealed that the vast majority of type III neurons were cholinergic, whereas only a minority of type I and type II neurons were cholinergic. Thus mesopontine cholinergic neurons possess intrinisic ionic currents capable of inducing burst firing.
4. Delineation of the intrinsic membrane properties of identified mesopontine cholinergic neurons, in concert with recent results regarding the responses of these neurons to neurotransmitter agents, has led us to present a unifying and mechanistic hypothesis of brain stem cholinergic function in the control of behavioral states.
INTRODUCTION
Since the classic studies of Moruzzi and Magoun ( 1949) ) in which stimulation of the brain stem reticular formation evoked desynchronization of the cortical electroencephalogram (EEG), it has been hypothesized that there exists one or more ascending reticular activating systems in the brain stem capable of modifying behavioral and thalamocortical arousal. Identifying and characterizing the neuronal substrate( s) of the ascending reticular activating system has preoccupied students of behavioral state control ever since.
Although many candidates have been suggested over the years, recent attention has focused on mesopontine cholinergic neurons in the laterodorsal (LDT) and pedunculopontine (PPT) tegmental nuclei. These neurons have been implicated in at least three different aspects of the neurobiology of behavioral state: control of the EEG, generation of ponto-geniculo-occipital (PGO) waves, and triggering of rapid eye movement (REM) sleep.
That mesopontine cholinergic neurons are involved in the process of EEG desynchronization is suggested by several lines of evidence. Mesopontine cholinergic neurons are located within the regions of the cat brain stem in which Moruzzi and Magoun ( 1949) found electrical stimulation to be most effective in eliciting EEG desynchronization (Jones and Beaudet 1987; Reiner and Vincent 1987; Shute and Lewis 1967; Vincent and Reiner 1987) . Studies combining retrograde tracing techniques with immunohistochemical localization of choline acetyltransferase reveal that mesopontine cholinergic neurons project heavily to the thalamus Sofroniew et al. 1985; Steriade et al. 1988; Woolf and Butcher 1986 ) , a region of the brain critical to the control of the cortical EEG (Steriade et al. 1990b ). The effects of acetylcholine ( ACh) on thalamic neurons in vitro (McCormick and Prince 1987) , as well as the effects of electrical stimulation of the mesopontine tegmentum on the spontaneous and evoked activity of thalamic neurons Ulrich et al. 1990) , are indicative of a role in control of the EEG. In unanesthetized animals, a subpopulation of LDT neurons fire at higher rates during states in which the EEG is desynchronized than during EEG synchrony (El Mansari et al. 1989; Steriade et al. 1990a) , and systemic administration of cholinergic receptor antagonists abolishes EEG desynchrony in most but not all behavioral states (Long0 1966; Vanderwolf and Robinson 198 1) . Although excitotoxic lesion of the mesopontine tegmentum has only minimal effects on the cortical EEG (Webster and Jones 1988) , such experiments do not rule out the cholinergic reticular activating hypothesis, because the lesions result in only 60-70s loss of mesopontine cholinergic neurons. Nonetheless, it is probably fair to conclude that, whereas mesopontine cholinergic neurons constitute part of the ascending reticular activating system, other neuronal elements may contribute as well.
A second putative function of mesopontine cholinergic neurons is the generation of PGO waves, field potentials that can be recorded in several brain regions during REM sleep and in some cases during waking as well (Bowker and Morrison 1976; Brooks and Bizzi 1963) . Convergent evidence has accrued in support of this hypothesis as well. 1) PGO waves can be recorded from the mesopontine tegmenturn of both cats Brooks and Bizzi 1963) and rats (Farber et al. 1980; Reiner and Morrison 1980) . 2) Neurons in the EDT and PPT have been shown to fire in bursts ("PGO-burst neurons") preceding and time locked with spontaneous PGO waves recorded in the lateral geniculate nucle s ( McCarley et al. 1978; Sakai and Jouvet 9 1980; . 3) Reversible cooling of the mesopontine tegmentum reversibly abolishes PGO waves (Laurent et al. 1974) , whereas excitotoxic lesion of the mesopontine tegmentum results in a dramatic reduction in the occurrence of PGO waves (Webster and Jones 1988) . 4) Stimulation of the mesopontine tegmentum elicits field potentials in the lateral geniculate nucleus identical to spontaneous PGO waves (Hu et al. 1989; Sakai et al. 1976) . A third functional role postulated for mesopontine cholinergic neurons is the triggering of REM sleep itself. It has long been known that injection of carbachol to circumscribed regions of the pontine reticular formation increases the likelihood that animals will enter a state very similar to REM sleep (Amatruda et al. 1975; Baxter 1969; Mitler and Dement 1974) . These data have been interpreted as evidence for a "REM-sleep trigger zone" within the pontine reticular formation. These pharmacological data received anatomic support with the finding that mesopontine cholinergic neurons project directly to the relevant areas of the pontine reticular formation (Mitani et al. ,I 988; Quattrochi et al. 1989; Shiromani et al. 1988) . Thus the release of ACh in the pontine reticular formation by the axon terminals of mesopontine cholinergic neurons may act as a trigger for the generation of REM sleep.
These observations underscore the multiplicity of functions attributed to this cell group, all related to the control of behavioral states. Fundamental to understanding how this might transpire is delineation of the functional properties of mesopontine cholinergic neurons at the cellular level, an issue that has been examined only to a limited extent (Kang and Kitai 1990; Leonard and Llinas 1990; Luebke et al. 1992; Wilcox et al. 1989) . In the present study we have characterized some of the membrane properties of identified cholinergic and noncholinergic LDT neurons in vitro, with the use of whole-cell patch-clamp recordings in brain slices. Our goal has been to study those intrinsic ionic currents of cholinergic LDT neurons that hold the key to the patterning of their activity in vivo. The results have considerable implications for the functional roles of cholinergic LDT neurons in the control of behavioral states.
METHODS
Standard techniques were used to prepare brain stem slices containing the LDT. Young rats (9-15 days old) of either sex were anesthetized with halothane, decapitated, the brain rapidly removed and immersed in cold artificial cerebrospinal fluid ( ACSF). A block of the brain stem containing the pontomesencephalic junction was mounted on a vibratome and 400-pm coronal sections prepared; normally, two slices containing the LDT could be obtained from a single rat. Slices were transferred to a holding chamber, where they were stored for at least 1 h before recording. Individual slices were transferred to a recording chamber, where they were held between two pieces of nylon mesh and superfused with ASCF at a flow rate of -2 ml/ min. Recordings were carried out at room temperature.
The whole-cell configuration of the patch-clamp technique (Hamill et al. 198 1) as applied to brain slices (Blanton et al. 1989 ) was used to record from neurons within the LDT. Electrodes were pulled from 1 S-mm-OD thin-walled borosilicate glass with the use of a programmable horizontal puller ( Sutter, P-57 ) ; a two-step protocol was used. The resistance of the electrodes filled with normal patch-pipette solution was 3-8 MQ. Seals of 5-l 5 GQ were commonly obtained, even after lowering the pipette 100-200 ,urn into the slice, and series resistance of 5-20 MS2 were obtained after establishment of the whole-cell recording configuration. Stable whole-cell recordings could be obtained from -90% of neurons from which gigaohm seals were obtained.
Standard ACSF contained the following (in mM): 3. was studied with the use of a protocol in which a 1 -s duration hyperpolarizing voltage command to -80 mV was applied to remove inactivation followed by voltage steps to test potentials ranging from -56 to -32 mV. To study the voltage dependence of removal of inactivation (bottom traces), the cell was held at -50 mV, and a l-s duration conditioning pulse to potentials ranging from -80 to -45 mV was applied, followed by a test potential of -45 mV to evoke &-. B: current-voltage curves showing the voltage-dependent activation (W ) and removal of inactivation (A ) of peak IT. C: time dependence of removal of inactivation of & was studied by holding the membrane potential at -50 mV and applying conditioning steps to -80 mV applied for a variable duration, followed by a voltage step to -40 mV ( inset, shown with leakage and capacitative currents subtracted). Amplitude of the resulting currents were measured and plotted against the duration of the conditioning step. Size of the current increases exponentially as the duration of the conditioning pulse is increased. KAMONDI, WILLIAMS, HUTCHEON, AND REINER min in 0.1 M phosphate-buffered saline (PBS) (pH 7.4) containing 0.3% T&on-X, followed by a 2-h incubation in the same solution with the addition of 20 ,ug/ml Texas-red-conjugated avidin (Molecular Probes). The slice was then washed three times 20 min in PBS, and incubated overnight at 4OC in 15% sucrose dissolved in phosphate buffer. The following day the slice was cut at 40 pm thickness on a cryostat, mounted on coated slides, and allowed to dry overnight. The next day the sections were processed for NADPH diaphorase histochemistry by incubation in a solution containing 1 mg/ml NADPH and 0.1 mg/ml nitroblue tetrazolium in PBS at 37°C for 30-60 min. After a final wash in PBS, coverslips were applied and the tissue examined with the use of a microscope equipped with both brightfield optics to examine NADPH diaphorase-positive neurons and epifluorescence to identify Texas-red-positive neurons.
RESULTS
The data are based on recordings of a total of 132 LDT neurons. In keeping with the classification scheme proposed by Leonard and Llinas ( 1990) ) we have defined three classes of LDT neuron on the basis of the intrinsic ionic currents activated on the offset of hyperpolarizing voltage steps when the neuron was studied in voltage-clamp mode: type I, neurons exhibiting a prominent low-threshold, rapidly inactivating inward calcium current, &.; type II, neu- rons exhibiting a prominent transient outward potassium current, 1* ; and type III, neurons exhibiting both 1* and &. Although imperfect, this classification scheme proved useful in correlating function and phenotype. Moreover, because of the importance of 1* and 1T for the patterning of LDT neuronal activity, we have focused our attention on characterization of these currents in rat LDT neurons in slices. The salient features of all three types of LDT neurons are illustrated in Fig. 1 . (We have provisionally categorized LDT neurons on the basis of their expression of these currents and describe them as such. However, it is readily apparent that these neurons express numerous other voltage-dependent ionic currents that are not dealt with explicitly in this paper.)
Type I LDT neurons
This class of LDT neuron exhibited a burst of action potentials riding on the crest of a depolarizing wave on the offset of hyperpolarizing current pulses in bridge mode ( Fig. 1 A) . This behavior has been attributed to the presence of a low-threshold, rapidly inactivating calcium current (IT ) in these and other neurons (Greene et al. 1986; Llinas and Jahnsen 1982; Nowycky et al. 1985) , and in Voltage-dependent activation and removal of inactivation of IA in a type II laterodorsal tegmental neuron. A: current traces from an experiment in which the membrane potential was stepped from -50 to -80 mV for 1 s followed by voltage steps to test potentials ranging from -60 to -20 mV. B: to study removal of steady-state inactivation, the membrane potential was held at -50 mV, then stepped to different conditioning potentials for 1 s, followed by a voltage step to the test potential of -40 mV. C: peak IA plotted as a function of voltage demonstrating the voltage dependence of activation (A) and removal of steady-state inactivation ( n ) . D: time dependence of removal of inactivation of IA was studied by stepping the membrane potential from -50 to -80 mV for different durations followed by a test potential to -40 mV ( inset). Peak current amplitude decreased in a single exponential manner as the conditioning pulse duration became shorter. Time (ms) voltage-clamp mode these neurons exhibited large transient al. 1989), although the current is well clamped in acutely inward currents after priming hyperpolarizing voltage com-dissociated neurons (Coulter et al. 1989 ). In two instances, mands ( Fig. 1 A) . Type I cells exhibited resting membrane recordings were obtained from neurons in which Jr was of potentials of -53.7 * 8 (SD) mV and input resistances of an amplitude comparable with the remainder of the type I 442 t 122 MQ (n = 18). Analysis of the low-threshold neurons, but the voltage dependence of activation of Jr was calcium spike-induced bursts in bridge mode revealed a smoothly graded. We hypothesized that these latter recordmean of 3 t 1.6 action potentials per burst (range, 1-7; n = ings derived from proximal dendrites as opposed to the ma-17, Fig. 5 ), with a mean interspike interval of 16.8 t 4.9 ms jority of our data that likely reflect the situation as viewed between the first and second action potentials of each burst from the soma. With the use of a compartmentalization (n= 11).
model of Jr, we have found that moving the current from In voltage-clamp mode, the low-threshold calcium the soma onto a proximal dendrite could account for the current of type I cells was notable insofar as the voltage type of voltage-clamp errors exhibited by these neurons dependence of activation was very steep (Fig. 2,A and B) . (Hutcheon and Reiner, unpublished observations). These Although notches and other discontinuities in the current data suggest that the steepness of the voltage dependence of trace were never observed, the steepness of the voltage de-activation of Jr in type I LDT neurons is due to a voltagependence of Jr suggested that the current was not well clamp error, secondary to the spatial complexity of neurons clamped. Similar voltage-clamp errors have been noted with intact dendrites. For these reasons, we emphasize that when recording Jr in thalamic neurons in slices (Crunelli et 2B) . The time dependence of removal of inactivation was well fit by a single exponential function with a time constant of 395 t 64 ms (Fig. 2C, n = 6) .
Surprisingly, neither inclusion of cesium in the patch-pipette solution nor application of tetraethylammonium in the superfusing solution resulted in smoothly graded voltage dependence of activation; indeed, under these conditions the current appeared to be even less well clamped. &-was not affected by substitution of choline for sodium in the extracellular fluid but was modified as expected by changes carried by calcium ions. Moreover, in contrast to the obsertegmental neurons. Neurons were held at the resting potential and sub-vations made when recording from type III cells (below), jetted to a large hyperpolarizing current step sufficient to completely re-bath perfusion of 2 mM 4-aminopyridine had no measurmove inactivation of Jr. The number of action potentials per burst at the able effect on these neurons. offset of the current step is plotted on the abscissa for a sample of type I and type III neurons. Type III neurons exhibited fewer action potentials per burst than type I neurons.
Type II LDT neurons viewed as qualitative only; nonetheless, the unclamped naThis class of neuron exhibited a delayed return to baseture of the current proved to be a reliable method of distinline after a hyperpolarizing current pulse when studied in guishing among LDT neurons exhibiting Jr.
bridge mode (Fig. 1 B) . A : hyperpolarizing steps to -90 mV of short duration (5-80 ms) were applied to study the time dependence of removal of inactivation of IA. B: hyperpolarizing steps to -90 mV of longer duration ( 100-400 ms) were applied to the same neuron to study the time dependence of removal of inactivation of IT. C: plot of normalized current vs. prepulse duration demonstrates the marked differences in time dependence of removal of inactivation of IA ( A ) and 1= ( n ). D: bridge mode recordings demonstrating transient outward rectification and followed by a single action potential in an otherwise silent neuron at the offset of a long-duration hyperpolarizing current pulse. When the duration of the hyperpolarizing current pulse was reduced, only the transient outward rectification remained.
that followed a priming hyperpolarizing voltage step (Fig.  1 B) . Type II cells had resting membrane potentials of -49.5 + 5 mV and input resistances of 679 + 337 MO (n = 15).
The voltage dependence of IA in these cells was studied by the use of standard protocols as shown in Fig. 3 ,A-C. In most cells IA began to activate positive to -60 mV, whereas removal of inactivation began at potentials more negative than -50 mV. A notable feature of 1, in rat LDT neurons is the rapidity with which inactivation is removed. A typical example is illustrated in Fig. 30 , where hyperpolarizing pulses of >50-ms duration were sufficient to completely remove inactivation of IA after hyperpolarizing steps to -80 mV; as the duration of the hyperpolarizing pulse was decreased to values ~50 ms, the resultant peak currents decreased in a single exponential manner. When studied in this fashion, the time constant for removal of inactivation was 16.8 + 5 ms (n = 4).
Although the magnitude of "standing" 1* was rather small, and it is therefore unlikely that 1* contributes to any appreciable degree to the resting membrane potential of this class of LDT neurons. Because the afterhyperpolarization of type II cells brings the membrane potential into the region of -70 mV and removal of inactivation of JA occurs rapidly, it is likely that 1* serves to increase the interspike interval, thereby contributing to the slow discharge rate of these neurons.
Type III LDT neurons
The third class of LDT neuron exhibited a range of behaviors when studied either in bridge mode or voltage clamp. At one extreme were neurons that, in bridge mode, were similar to type I cells: after an appropriate hyperpolarizing current step, the return to baseline was followed by a burst of action potentials riding on the crest of a depolarizing wave (Fig. 1 C) . However, when these cells were studied in voltage-clamp mode, it was readily apparent that they exhibited both Jr and 1* after appropriate hyperpolarizing voltage commands. At the other extreme were neurons that exhibited bridge mode behavior reminiscent of type II neurons, insofar as the return to baseline was delayed after a hyperpolarizing current step and only a single action potential was evoked. Careful analysis of the voltage-clamp behavior of these neurons revealed that they too expressed both 1* and & (cf. Fig. 6 ).
Type III neurons exhibited resting membrane potentials of -5 1.5 t 6 mV and input resistances of 599 t 290 MQ (n= 11). An 1 a ysis of the low-threshold bursts in bridge mode revealed that type III neurons exhibited 1.6 t 0.8 action potentials per burst (n = 1 1 ), with a mean interspike interval between the first two action potentials of 19.5 t 3.4 ms (n = 5). These values are significantly different (P < 0.05,2-tailed t test) from those observed in type I cells (Fig.  5) . However, on the basis of the size of &-and the voltage dependence of activation ( below ) , differentiating between type I and type III CDT neurons was relatively straightforward in voltage-clamp mode; indeed, use of voltage-clamp data proved critical in this regard.
To examine the properties of Jr in isolation, two methods of potassium channel blockade were utilized. One approach was to block 1* by superfusion of 2 mM 4-aminopyridine. As can be seen in Fig. 4A , this treatment resulted in an increase in the size of JT, suggesting that under normal conditions 1* opposes and partially masks the true magnitude of &. The voltage dependence of Jr in the presence of 4-aminopyridine is smoothly graded (Fig. 4 B) , in marked contrast to the behavior of Jr in type I neurons. Similar results were obtained when even more profound blockade of potassium currents was achieved by replacing potassium with cesium in the patch-pipette solution; under these conditions 1* disappeared within 30 s of achieving the wholecell configuration, and the resultant currents represent recordings of Jr in isolation (Fig. 4,C-E) .
To study 1* without the confound of Jr, we made use of the observation that 1* and IT had rather different temporal requirements for removal of steady-state inactivation. Although 1* required only short priming hyperpolarizing voltage steps to remove inactivation, Jr required considerably longer duration hyperpolarizations to remove inactivation. For instance, in the cell shown in Fig. 6 , the time constant of removal of inactivation of 1* was 19 ms, whereas the time constant of removal of inactivation of Jr was 270 ms, a difference of over IO-fold. With the use of hyperpolarizing steps of sufficient duration to completely remove inactivation of 1*, yet too short to activate &, the voltage dependence of 1* in these neurons was found to be essentially identical to that observed in type II neurons.
Histochemical ident$cation
In 30 LDT neurons we combined intracellular deposition of biocytin with histochemical localization of NADPH diaphorase, a reliable marker of mesopontine cholinergic neurons (Vincent et al. 1983a ) ; 18 were double labeled and were therefore defined as cholinergic (Fig. 7) . In this section of the study, we included 30 consecutively recorded neurons whose physiological properties and histochemical identity could be determined with certainty. Thus these data provide some measure of the frequency of encountering each physiologically defined cell type with the use of the whole-cell patch-clamp technique. As can be seen in Fig. 8 , 16 / 30 neurons were type III. This observation can be taken to suggest that type III neurons are the predominant cell type in the LDT, however the possibility that this class of neuron is more easily recorded because of the use of the whole-cell patch-clamp technique per se cannot be discounted. Correlation of physiologically defined cell types with transmitter status revealed that 40% (2 / 5) of type I, 33% (3/9) oftype II, and 81% (13/16) oftype III neurons were cholinergic (Fig. 8) . Thus type III neurons represent the dominant cholinergic cell type in the LDT. The dominant cholinergic class of LDT neurons, type III, are in many ways the most interesting neurons in this region of the brain stem. The behavior of these neurons is dominated by the delicate balance between 1* and IT, two transient currents with opposing actions on membrane potential. However, in contrast to the situation observed in identified aminergic neurons whose membrane properties are remarkably similar from cell to cell (Haas and Reiner 1988; VanderMaelen and Aghajanian 1983; Williams et al. 1984) identified cholinergic neurons exhibited a range of behaviors. In some neurons a pronounced low-threshold calcium spike followed the offset of sufficiently large hyperpolarizing current pulses, with a burst of action potentials riding on its crest. In other neurons similar current pulses evoked only a single action potential, often without any noticeable low-threshold calcium spike. This variability likely reflects subtle differences in the magnitude, voltage dependence, and spatial localization of the ionic channels underlying 1* and I, in these neurons. That this situation might be altered by neurotransmitter agents is currently under investigation.
An important consequence of the subtlety of type III neurons is that distinguishing among subtypes of LDT neurons on the basis of their bridge mode behavior is fraught with error. For instance, it was often difficult to distinguish between type III cells that exhibited prominent low-threshold calcium spikes and type I cells on the basis of bridge mode recordings. However, voltage-clamp recordings readily revealed the difference: type I neurons exhibited a large & that showed steep voltage dependence of activation because of the unclamped nature of the current, whereas type III neurons exhibited a small I, whose activation was always smoothly voltage dependent. Similarly, type III neurons that did not express a prominent low-threshold calcium spike in bridge mode often appeared similar to type II cells that exhibited only 1*. Once again, voltage-clamp recordings resolved the difference.
A clear inference regarding the response properties of bursting cholinergic LDT neurons may be drawn from these data. At a resting potential of approximately -50 mV (where both 1* and &-exhibit steady-state inactivation), these cells will respond to depolarizing synaptic inputs with a steady train of action potentials, whereas the offset of hyperpolarizing synaptic events will be followed by a rebound burst of action potentials. Moreover, at hyperpolarized membrane potentials these neurons will respond to depolarizing synaptic inputs with a burst of action potentials. Thus, as with other neurons that express &- (Llinas 19 8 8 ) , mesopontine cholinergic neurons will exhibit two response modes: single-spike mode and burst mode.
The so-called burst mode of brain stem cholinergic neurons should be distinguished from those of other CNS neurons, where 1-r has been described (Greene et al. 1986; Llinas and Jahnsen 1982; McCormick and Feeser 1990) insofar as high-frequency bursts of action potentials were not commonly observed. This is likely due to both the opposing influence of 1* and the modest magnitude of & in type III LDT neurons. Indeed, type I LDT neurons, which exhibit large T-currents and no measurable A-current, produce more action potentials per burst and commensurately shorter interspike intervals than type III cells. Thus brain stem cholinergic neurons, although capable of bursting, are not generally robust in this regard.
Differences in the time dependence of removal of inactivation of 1* and 1-r in mesopontine cholinergic neurons permit them to exhibit two different responses to hyperpolarizing synaptic events of differing duration. Whereas long inhibitory postsynaptic potentials ( IPSPs; > 100 ms) will remove inactivation of both 1* and & resulting in a rebound burst of action potentials as described above, short IPSPs ( < 100 ms) will result in removal of steady-state inactivation of only 1*, thereby augmenting brief hyperpolarizing synaptic events.
The membrane properties of type I and type II LDT neurons that we have characterized present fewer complexities. Although the unclamped nature of the T-type calcium current in type I cells invalidates detailed biophysical analysis of the current in these cells, our observations are not without import. Probably most important is the observation that at least some bursting LDT neurons are not cholinergic. Indeed, on the basis of our data, we would predict that the majority of neurons exhibiting high-frequency bursts of action potentials in vivo are noncholinergic. As with other neurons expressing prominent T-type calcium conductances, these neurons would exhibit both singlespike and burst-mode behavior, depending on both membrane potential and synaptic inputs (Greene et al. 1986; Llinas and Jahnsen 1982; McCormick and Feeser 1990) . A second observation from these neurons worthy of mention is that, although the whole-cell patch-clamp technique as applied to brain slices offers many advantages over classical intracellular recording methods, it is clearly not a panacea with regard to the spatial complexities of neurons with extended dendrites.
The transient outward current of type II LDT neurons is essentially identical to that described in many other cell types ( for reviews, see Rogawski 1985; Rudy 1988 ) . In excitable cells, 1* may prolong the interspike interval, contribute to action-potential repolarization, or increase the duration of inhibitory synaptic potentials, and similar functions are likely in this class of noncholinergic neuron as well.
Transmitter status ofphysiologically identified LDT neurons
Conflicting reports regarding the membrane properties of identified cholinergic mesopontine neurons have appeared in the past two years. Both Kang and Kitai ( 1990) recording in the adult rat PPT, and Leonard and Llinas ( 1990) recording in the adult guinea pig LDT and PPT, found that a variable percentage (<l/2) of type II cells (i.e., nonbursting neurons) were cholinergic, whereas neurons exhibiting low-threshold calcium spikes (i.e., bursting) were noncholinergic. In contrast, we have recently reported that the majority of bursting neurons in the neonatal rat LDT are cholinergic (Luebke et al. 1992) .
One aim of the present study was to examine in detail the physiological properties of a larger population of identified KAMONDI, WILLIAMS, HUTCHEON, AND REINER cholinergic LDT neurons. With the use of this data base, we have fully confirmed and extended our previous study (Luebke et al. 1992) . In our initial report we did not distinguish among types of bursting LDT neurons. The present set of data demonstrates that the dominant bursting cholinergic cell type is the type III LDT neuron, that class of neuron that expresses both 1* and &. We have considered several possible reasons for the discrepancy between our data and those of previous studies. The first is based on the difference in ages of the animals from which the neurons were obtained, with the hypothesis being that the membrane properties of mesopontine cholinergic neurons change with maturity. We have begun studies investigating this issue, and our preliminary data indicate that the cholinergic phenotype remains linked to type III cells in the adult rat LDT as well (P. B. Reiner and A. G. Laycock, unpublished observations).
Thus we are confident that the observed differences are not a developmental anomaly.
A second and more probable explanation relates to the quality of the recordings. The input resistance of LDT neurons recorded with the whole-cell patch-clamp technique is about twice as high as that obtained with the use of intracellular recording techniques. Neurons with low input resistance have large leakage conductances that would serve to shunt intrinsic ionic currents, making them difficult to identify. This is particularly an issue with type III neurons, whose &-of 150-200 pA would be difficult to observe in neurons with large leakage conductances, whereas the larger & of type I LDT neurons may be apparent even in damaged neurons. Indeed, we hold open the possibility that similar measurement errors may have occurred in the present study with the use of the whole-cell patch-clamp technique. For instance, in one case using a cesium-containing patch-pipette solution, we recorded from an LDT neuron that appeared to exhibit only 1* immediately after breaking through the cell membrane, but within minutes as potassium channels were blocked, a small but clearly measurable JT was observed. These observations suggest that even the few cholinergic cells we have classified as type II neurons might express JT, with the current being too small to measure adequately. With lower resistance cells studied with intracellular electrodes, this problem would be compounded and likely accounts for the discrepancy between our data and those obtained in previous studies. On the basis of the data presented in this study, we feel confident in stating that the majority of LDT cholinergic neurons possess intrinsic ionic currents capable of inducing burst firing, and that the type III class of cell represents the predominant cholinergic cell type.
Implicationsfir neurotransmitter release
Mesopontine cholinergic neurons contain a plethora of coexpressed neurotransmitter candidates including substance P, corticotropin-releasing factor, gastrin-releasing peptide, and natriuretic peptides (Standaert et al. 1986; Sutin and Jacobowitz 1990; Vincent et al. 1983b Vincent et al. , 1986 . Although no conclusive evidence regarding the requirements for peptide release in the CNS has emerged (Kupferman 199 1 ), studies in the peripheral nervous system indicate that high-frequency activity is particularly efficacious in evoking peptide release from autonomic axon terminals (Lundberg and Hokfelt 1983) . Assuming that a similar situation obtains in the mesopontine tegmentum, the observation that cholinergic neurons possess intrinsic ionic currents that allow them to fire in bursts of action potentials may have considerable significance for release of peptides from their axon terminals.
A second interesting feature of these neurons is that they represent one of the most prominent nitric oxide-synthesizing cell groups in the brain. All mesopontine cholinergic neurons express nitric oxide synthase, which is now known to be the enzyme that catalyzes the NADPH-diaphorase histochemical reaction (Hope et al. 199 1) . It is relevant to note that nitric oxide synthase is a calcium/calmodulin-dependent enzyme (Bredt and Snyder 1990; Knowles et al. 1989 ) and thus conditions that lead to an elevation of intracellular calcium will promote activation of the enzyme and production of nitric oxide. Whether or not the lowthreshold calcium spike of mesopontine cholinergic neurons results in sufficient elevation of intracellular calcium to activate nitric oxide synthase is a question worthy of further study.
Control ofthe thalamocortical EEG
A considerable body of evidence suggests that release of ACh in the thalamus favors the generation of a desynchronized EEG. Like LDT cholinergic neurons, thalamic neurons exhibit a prominent low-threshold calcium spike that allows them to operate in two modes, single-spike mode and burst mode. The current hypothesis is that release of ACh depolarizes thalamic relay neurons by reducing a resting potassium conductance, thereby biasing them toward single-spike mode (McCormick and Prince 1987 ) . A corollary of this hypothesis is that, in the absence of cholinergic input, thalamic neurons sit at a relatively hyperpolarized membrane potential and begin to oscillate, because of both intrinsic ionic conductances and extrinsic synaptic inputs. It is this burst mode of thalamic function that is thought to generate the synchronized EEG (Steriade et al. 1990b) .
The observation that the thalamus is a major target of mesopontine cholinergic neurons Sofroniew et al. 1985; Steriade et al. 1988; Woolf and Butcher 1986) adds further weight to this hypothesis. However, it should be remembered that brain stem cholinergic neurons do not provide the sole cholinergic innervation of the diencephalon; a smaller but not insignificant cholinergic innervation derives from the basal forebrain (Hreib et al. 1988; Jourdain et al. 1989; Parent et al. 1988 ) and the potential role of these neurons in control of the thalamocortical EEG has only recently been appreciated (Semba 199 I) . For these reasons, in the following discussion we restrict our attention to thalamic mechanisms of EEG desynchronization.
In consideration of the mechanisms of EEG desynchronization, it is important to keep in mind the implications of cholinergic neuronal firing pattern on thalamic membrane potential. Stimulation of mesopontine cholinergic neurons in vivo has been shown to evoke depolarization of thalamic neurons, but the effects are critically dependent on the stimulation parameters: brief trains of high-frequency stimuli evoke only short-lasting depolarizations, whereas longer trains at lower frequencies result in depolarizations lasting 220 s (Curro Dossi et al. 199 1) . Thus depolarization of thalamic neurons, and, by inference, desynchronization of the EEG, is most effectively accomplished by tonic release of ACh.
Our data bear on the issue of the conditions under which ACh may be tonically released. On the basis of the presence of & in identified mesopontine cholinergic neurons, it can reliably be predicted that these neurons will fire tonically only when they are relatively depolarized. However, determining the behavior of cholinergic neurons during specific behavioral states remains a thorny issue.
The most commonly held view is that cholinergic LDT neurons fire at high rates during waking and REM sleep, and at more modest rates during slow-wave sleep. Indeed, extracellular recordings in unanesthetized animals demonstrate a large population of LDT neurons that exhibit just such behavior (El Mansari et al. 1989; Kayama et al. 1992; Steriade et al. 1990a ). On the basis of these observations, it can be concluded that the activity of cholinergic LDT neurons correlates with periods of EEG desynchrony (i.e., both during waking and REM sleep) and therefore satisfies one of the criteria of the ascending reticular activating system.
We have arrived at a different conclusion on the basis of both the intrinsic ionic currents of identified mesopontine cholinergic neurons and their responses to neurotransmitter agents. Both serotonin (Luebke et al. 1992 ) and noradrenaline (Williams and Reiner 1992) hyperpolarize identified brain stem cholinergic neurons. Anatomic evidence of serotonergic and noradrenergic innervation of mesopontine cholinergic neurons exists (Kubota and Vincent 199 1; Semba and Fibiger 1992; Steininger and Wainer 199 1) . Serotonergic and noradrenergic neurons exhibit well-defined behavioral neurophysiological properties, firing regularly during waking but falling silent during REM sleep (Jacobs 1987) . Solely on the basis of the effects of serotonin and noradrenaline, one would predict that mesopontine cholinergic neurons would be relatively hyperpolarized during waking (i.e., in burst mode) and relatively depolarized during REM sleep (i.e., in single-spike mode). Once again, neurons exhibiting just such behavior have been observed in the dorsolateral pontine tegmentum of behaving animals (El-Mansari et al. 1989; Kayama et al. 1992; Reiner 1984; Steriade et al. 1990a ), and we hypothesize that these are cholinergic neurons.
Having put forth an hypothesis about the behavioral neurophysiology of mesopontine cholinergic neurons, it behooves us to point out that there is at present no unambiguous evidence regarding the firing properties of identified cholinergic neurons across behavioral states. Our hypothesis is based on a limited number of pharmacological observations, and it very well may be that other inputs to cholinergic neurons would alter the predictions of our hypothesis. Nonetheless, these musings set the stage for future experiments in which these hypotheses may be rigorously tested.
Our hypothesis that brain stem cholinergic neurons fire most during REM sleep has considerable bearing on the oft-stated similarity in the EEG of waking and REM sleep, and the mechanisms underlying EEG desynchronization. Noradrenaline, serotonin, and histamine all depolarize thalamic relay neurons via blockade of a resting potassium conductance and shifting the voltage dependence of the hyperpolarization-activated cation current & (McCormick 1989; McCormick and Pape 1990; McCormick and Williamson 199 1) . Thus these transmitters, which are tonically released during waking, would depolarize thalamic neurons, resulting in a desynchronized thalamocortical EEG. Because brain stem cholinergic neurons would be hyperpolarized during waking by these very same amine transmitters, they would be capable of firing only in short bursts of action potentials and thus would not provide cholinergic "tone" during waking. The situation would be exactly reversed during REM sleep: the silence of aminergic neurons during REM would cause their depolarizing effects on thalamic neurons and hyperpolarizing effects on brain stem cholinergic neurons to subside. Now cholinergic neurons would begin to fire in single-spike mode, and the resultant tonic ACh release would depolarize thalamic neurons, resulting once again in a desynchronized EEG. Thus we hypothesize that two distinct mechanisms of EEG desynchronization exist at the level of the thalamus: during waking, the EEG is desynchronized because of tonic release of the amines noradrenaline, serotonin, and histamine, whereas EEG desynchronization during REM sleep is largely due to tonic release of ACh.
Generation ofPG0 waves
A strong case can be made for the contribution of mesopontine cholinergic neurons to the production of PGO waves. The evidence that a critical component of the PGOgenerating system arises in the mesopontine tegmentum has been reviewed in the introduction and will not be reiterated here. Rather, we will focus on the evidence that the generation of PGO waves involves activation of mesopontine cholinergic neurons. Intrathalamic injection of nicotinic receptor antagonists abolishes spontaneous PGO waves (Hu et al. 1988) , consistent with the observation that nicotinic receptor activation results in a short-lasting depolarization in thalamic neurons McCormick and Prince 1987) . Moreover, identified cholinergic neurons exhibit bursting behavior in vitro (Luebke et al. 1992 ; present report), consistent with the behavior of PGO-burst neurons ( McCarley et al. 1978; Sakai and Jouvet 1980; . Finally, bursting cholinergic LDT neurons are hyperpolarized by serotonin (Luebke et al. 1992) , consistent with the observation that serotonin inhibits the generation of PC0 waves (Delorme et al. 1966; Simon et al. 1973) .
A recent study by described several different types of PGO-related neuronal discharge in the mesopontine tegmentum. One of these classes, termed "PGO-on sluggish-burst" neurons, fired in a burst of 2-5 spikes preceding each PGO wave by 20-40 ms, with interspike intervals of 6-9 ms; occasionally, a PGO-related discharge consisted of only a single action potential . These neurons most likely correspond to the type III cholinergic LDT neurons reported in the present study, whose low-threshold calcium spike-induced bursts consisted of one to three action potentials with an interspike interval of 19.5 ms. Precise correspondence between rates of firing during bursts in vivo and in vitro would not be expected because our data were obtained at room temperature, where one would expect fewer action potentials per burst and longer interspike intervals than at body temperature.
This hypothesis is consistent with the observation that bursting cholinergic neurons are inhibited by serotonin (Luebke et al. 1992 ) and noradrenaline (Williams and Reiner 1992) . Our current hypothesis is that during waking when serotonergic and noradrenergic discharge is high, bursting cholinergic neurons are hyperpolarized; during REM sleep when serotonergic and noradrenergic neurons fall silent, bursting cholinergic neurons would tend to depolarize and fire tonically, as described above. Taken together with the observation that PGO waves are abolished by intrathalamic administration of nicotinic antagonists (Hu et al. 1988) , these data suggest that during REM sleep lowthreshold bursts of action potentials are produced ovlly on the offset of some yet-to-be identified hyperpolarizing synaptic influence of several hundred-millisecond duration, the time required to remove inactivation of IT. One such input may be the substantia nigra pars reticulata (Datta et al. 199 1; Granat and Kitai 199 1) . Moreover, this course of events is concordant with the records of Steriade et al. ( 199Oc) , which demonstrate silent periods of hundreds of millisecond preceding bursts of action potentials of PGOon sluggish-burst neurons. Thus, during REM sleep, brain stem cholinergic neurons may have two simultaneous actions in the thalamus: tonic release of ACh resulting in EEG desynchrony and phasic bursts of ACh release producing thalamic PGO waves.
Related to the PGO wave is the so-called eye-movement potential of wakefulness, a field potential with similar morphology associated with arousing stimuli during wakefulness (Bowker and Morrison 1976). have recorded from neurons in the mesopontine tegmenturn that discharge in bursts during auditory evoked eyemovement potentials in waking. The bursts were commonly preceded by a period of silence, consistent with removal of steady-state inactivation of IT. However, at least some of these neurons did not exhibit PGO-related discharge during REM sleep. These data suggest 1) that different groups of bursting neurons in the mesopontine tegmenturn may exhibit distinct functional properties in different behavioral states and 2) that, although PGO waves and eyemovement potentials may appear similar at the level of the recording of field potentials, the underlying neuronal mechanisms may be distinct.
Induction ofREM sleep
A large body of evidence suggests that cholinergic activation of a circumscribed region of the pontine reticular formation induces a state resembling REM sleep (reviewed in Steriade and McCarley 1990) . Recent data have clearly indicated that mesopontine cholinergic neurons innervate the relevant regions of the pons (Mitani et al. 1988; Quattrochi et al. 1989 : Shiromani et al. 1988 ). Furthermore. we have recently shown ) that the majority of rat mesopontine tegmental cholinergic neurons that project to the pontine reticular formation also project to the thalamus (these neurons represent 5-2 1% of all cholinergic mesopontine neurons). The fact that these same neurons have been implicated in the process of EEG desynchronization has posed somewhat of a dilemma in the past, for the EEG is desynchronized both during waking and REM sleep, whereas the cardinal signs of REM sleep are clearly restricted to one behavioral state.
We believe that our new hypothesis of the neuronal mechanisms underlying the EEG desynchronization evoked by changes in thalamic firing pattern goes some way toward resolving this issue. For if the thalamic-based EEG desynchronization comes in two flavors, predominantly aminergic during waking and primarily cholinergic during REM sleep, our anatomic data would suggest that the cholinergic tone hypothesized to exist in the thalamus during REM sleep might also occur in the medial pontine reticular formation during that state. Thus brain stem cholinergic neurons, via collateralizing projections to the thalamus and pontine reticular formation, may simultaneously induce both REM sleep and EEG desynchronization.
Conclusions
The neuronal control of behavioral states is clearly the province of multiple sets of neurons using disparate transmitters. This notwithstanding, there appears to be a remarkable convergence of function within the mesopontine cholinergic cell mass. The data presented herein permit us to propose a unifying mechanistic hypothesis of the role played by brain stem cholinergic neurons in the control of behavioral states. We hypothesize that the activity of these neurons simultaneously results in the induction of REM sleep via release of ACh in the pontine reticular formation, EEG desynchrony during REM sleep via release of ACh in the thalamus, and PGO spike generation via bursts mediated by a low-threshold calcium conductance. Given the rapid advances in this field, it is likely that studies designed to test these hypotheses will soon shed further light on the neuronal control of behavioral states.
