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I N T R O D U C C I O N
Los multiples y variados intentes de formalizar m&s o me-- 
nos ampliamente los procesos de decisiôn humanos constituyen la -- 
teorla de la decisiôn que^en sus aspectos mas pr&cticos^se suele - 
denominar an&lisis de decisiones, an&lisis de sistemas aplicados.- 
etc.
Los problèmes de decisiôn reales son frecuentemente muy -- 
complejos: afectan a muchos individuos, cada uno de los decisores 
considéra varias caracteristicas y tiene criterios distintos, las 
consecuencias influyen sobre el sistema un largo periodo de tiempo, 
engendran la necesidad de decisiones sucesivas en el tiempo, etc.
Importantes problèmes multicriterio en ambiente de incertl^ 
dumbre, poliet&picos, en concurrencia, etc., se presentan en la -- 
realidad, y es inevitable estudiarlos y resolverlos con algo mâs - 
que la intuiciôn de los expertos.
II.
Un problema tlpico (<jf) es la comparaciôn de diferentes me^ 
clas de energies (carbôn, petrôleo, gas, nuclear) sobre sectores - 
de poblaciôn de unos 300 millones de individuos. Diferentes mezclas 
tienen distintos impactos sobre la cualldad ambiental, sobre la s^ 
nidad y seguridad, sobre la situaciôn socioeconômica de los se-- 
res que habiten la regiôn y sobre el sistema de costes. Se trata - 
de comparer distintas mezclas posibles para determinar la ôptima o 
al menos una satisfactoria. La complicaciôn del problema aumenta - 
al observer que el impacto de las decisiones se harâ sentir muchos 
anos y que afectarâ a grandes poblaciones, posiblemente con crit^ 
rios muy diferentes.
Se puede hoy hablar^y algo se ha estudiado^ sobre los proc_e 
SOS de decisiôn que reûnen las mûltiples caracteristicas de colecti_ 
vos, poliet&picos, multicriterios, en incertidumbre, con varios de^  
cisores, y en concurrencia. Distintos conceptos apropiados de uti­
lidad como puente entre la realidad y la modelizaciôn han sido in- 
troducidos en los ûltimos anos. En esta memoria nos ocupamos de los 
problèmes concrètes de decisiôn individual con multicriterio en am 
biente de incertidumbre o en concurrencia. De un modo dèscriptivo 
el problema de decisiôn, consiste en que el decisor debe elegir en 
tre varies cursos de acclôn, cada uno de los cuales conduce a una 
consecuencia, que es suceptible de varios criterios de evaluaciôn. 
Dos son fundamentaimente los caminos que se han seguido para tratar
(W^ ) Actualmente en estudio en el I.I.A.S.A. (Instituto Internacio- 
nal de An&lisis de Sistemas Aplicados de Viena).
Ill,
estos problèmes: a) la teorla de la utilidad apropiada y b) las r^ 
laciones de orden. Responde la segunda metodologla principalmente 
al caso finito en ambiente de certidumbre y ha sido ampliamente de 
sarrollada por la escuela francesa a partir de B. Roy (19?l). Con^ 
tituye toda una amplia metodologla, a veces con los nombres de "ayu 
da a la decisiôn", "mêtodos interactives", etc., que prêtenden con 
ducir al decisor por caminos en que vaya suministrando informaciôn, 
que a su vez, se utilize para ir reduciendo las dudas al mlnimo y 
tomar una decisiôn acertada. El énfasis de estos mêtodos es m&s so^  
bre aspectos prâcticos que tratan de concebir mejor los pesos rea­
les del proceso de decisiôn.
En esta memoria nos hemos propuesto resolver una serie de 
problèmes pendlentes, dentro del marco mas formaitzado de los mode^ 
los que introducen funciones de valor o funciones de utilidad, in^ 
ciado por Von Neumann (1944), y c ont inuando por la escuela americ^ 
na de Raiffa (I968), Fishburn (1970), Aumann (1964), etc. Nos he-- 
mos preocupado de los aspectos conceptuales y de la formulaciôn de 
modelos mediante la funciôn de utilidad apropiada y no de los as-- 
pectos complementarios de la programaciôn, como mêtodos y algorit- 
mos de c&lculo, (Zeleny (1974), Geoffrion (I965), Ching-Lai Hvrang 
(1979), etc.), de soluciones en los modelos planteados. De este as- 
pecto y de los mêtodos expérimentales para la construcciôn efecti- 
va de la funciÔn de utilidad sôlo hacemos algunas referencias. Es­
tos ûltimos son realmente problèmes extramatem&ticos, aunque no —  
despreciables si se quieren tener datos fiables y adecuados a un - 
problema concrete (MacOrimmon (1973)).
IV.
Una tercera metodologla con la que se ha intentado aproxi- 
mar los trabajos de la escuela francesa a la idea de que decidir - 
es seleccionar conjuntos parclales, introduciendo conceptos de nû- 
cleo, casi-nùcleo, etc., es debido a una escuela alemana (Wilhelm 
(1975), Fandel y Wilhelm (197&)), que tiene como antecedentes tra­
bajos anteriores de Arrow (1951), Chemoff (1954), etc.
Ein resumen, esta memoria consta de très capitules dedica-- 
dos todos ellos a problemas de decisiôn con multiatributos: el prj^  
mero en ambiente de certidumbre, el segundo en eunbiente de riesgo 
y de incertidumbre, y el tercero en situaciôn de concurrencia.
En general las motivaciones inmediatas han sido problemas 
concretos planteados en libres o memories y que hemos tratado de - 
resolver y desarrollar. Como idea general directriz del trabajo po^  
demos decir que se ha tratado de construir en una llnea coherente, 
una teorla de la decisiôn con multiatributos, que aborda IQ los —  
procesos en certidumbre con su funciôn de valor vectorial reduci-- 
ble en dimensiôn en pasos sucesivos, 20 el paso a los procesos de 
decisiôn en incertidumbre, construyendo la funciôn de utilidad ge­
neralizaciôn de la de Von Neumann apoyada en la anterior funciôn - 
de valor y 30 la iniciaciôn del tratamiento de los problemas en -- 
concurrencia o juegos no coopérâtivos con multicriterios.
Una gran parte de los trabajos de diverses autores en este 
campo se encuentran expuestos sin el rigor matematico necesario y 
también ha constituldo un trabajo no pequeno para el autor de esta 
memoria formularlos en forma rigurosamente adecuada el contexto genje
V.
ral de la misma, pero slempre senalando el orlgen de las ideas y - 
desarrollos de que partimos.
Agradecemos a los Profs. Sixto Rios y F. J. Girôn la dlrejc 
ciôn de este trabajo.
Y.
CAPITULO I
Método Secuencial de Funciones de Valor Vectoriales
1,0.- Motivaciôn.-
Dos son las motivaciones principales de este capitule. En 
primer lugar, resolver un problema propuesto por Aumann (1964), - 
en relaciôn con la existencia de puntos maximales en un recinto - 
que pueden no corresponder a maximos de una funciôn de utilidad - 
definida en el.
La segunda es estudiar la posibilldad de simplificar la - 
construcciôn efectiva de la funciôn de utilidad (contexto aleato- 
rio) mediante la simplificaciôn de la construcciôn previa de la - 
funciôn de valor (contexto determinista).
Dice Aumann^^^. "When the order is complete, every utility 
constitutes a faithful representation, so that every maximun ele­
ment of A, can be obtained by maximizing any utility over A. When 
the order is not complete it may be happen that some maximal ele­
ments of A are achieved as the maxima of utilities whereas others 
are not".
"We would like to find conditions on A and/or the prefereii 
ce order which exclude this possibility, that is, under which an 
element x of A is maximal in A iff there is a utility u on X that 
is maximized over A at x".
2.
"The topological case remains unexplored. It would be in­
teresting to see results in this direction".
Alude con este ultimo p&rrafo, al planteamiento de posi-- 
bles generalizaciones del teorema de Debreu a ordenaciones parcia^ 
les.
Pues.bien, en respuesta a este damos una generalizaciôn - 
de la funciôn de valor de Debreu, sustituyéndola por una funciôn 
de valor vectorial^que corresponde a un orden parcial en , --
o mâs general, en un espacio topolôgico.
El ejemplo aludido de Aumann es el siguiente: Sea X el -- 
piano euclideo considerado como espacio vectorial.
Supongamos que
X ^  y 4==^ Xi^Yl, x g ^yg  
X >  y 4==» x^ ^  y ^ , Yg, x y
Sea A el disco unidad x^ + x^ ^ 1. Consideremos funciones
de valor de la forma
= =1=1 + =2=2 ■’ "=1* ^ 2 > ®
%.
(1)
El punto (1,0) es maximal en A y se puede ver facilmente 
que no corresponde a mâximo de la funciôn de valor. En efecto, p^ 
ra que hubiera mâximo de la funciôn (l) en (1,0) deberia haberlo 
de la funciôn
en gp= 0, lo que es imposible por que la derivada 
v' ( gp ) = -• Cj^  sen gp + c^ cosgp
V  (0) = Cg > O.
Como ya dijimos, la segunda y mâs importante motivaciôn - 
de este capltulo, es estudiar la posibilidad de simplificar la -- 
construcciôn efectiva de la funciôn de utilidad, en un contexto - 
aleatorio, ya que el problema en consideraciôn se podria suponer 
en ambiente de certidumbre, construir la funciôn de valor corres- 
pondiente como se verâ en el présente capitulé, y a partir de es­
ta paaar mediante alguna tmsformaciôn apropiada, aspecto que tr^ 
taremos en el capitule siguiente, a la determinaciôn de una fun-- 
ciôn de utilidad (en ambiente de incertidumbre) que refieje las - 
preferencias del decisor.
I.I.- Nomenclature y notaciôn.-
Hay cierto confusionismo de nomenclatura en los libres y 
memories, y nosotros vamos a fijar la siguiente para el resto del 
trabajo;
4.
Tenemps un conjunto lÆ de alternatives, actos o decisiones, 
a< c4f como consecuencia de una de las cuales se obtiene un resul- 
tado. Un resultado es, pues, un ente u objeto seguro que se reci- 
be como consecuencia de la decisiôn y que es suceptible de identi 
ficaciôn mediante N atributos o cualidades caracteristicas, que 
suponemos suceptibles de medidas o evaluadoresî
(a), Zg (a), z^ (a)) = z (a)
Considérâmes objetivos o criterios como ciertas caracte-- 
rîsticas (algunas coincidirân con los atributos, otras dependerân 
de todos o algunos de ellos) que el decisor estâ interesado en oj^  
tlmizar.
por
Supondremos que estos criterios son n y que se designan 
( X- (z(a)), x_(z(a>), .... , x_ (z(a))) = x (z(a))A  ^ 6 ^ Il “• “ •
Asl x(z) es una aplicaciôn — > R ” , mi entras z(a) es -
una aplicaciôn «4 —#&DczR^» Es frecuente que baya una jerarquia de - 
atributos en dependencia unos de otros.
z(a) x(z )
En esta nomenclatura los objetivos son caracteristicas, -- 
cuyas medidas se pueden obtener directamente, mi entras los crite-- 
rios son introducidos a partir de aquellos como escalas que repre- 
sentan unas ciertas prefer encias fijadas por el decisor, y se adaj^ 
tan a las operaciones que se definen de modo natural en el espacio 
de atributos. Se consideran de un modo especial en este trabajo
jotivos de 1® etapa, de 2à etapa, etc.
I.2.- Un ejemplo introductorio.-
Comencemos exponiendo un sencillo ejemplo, que sera util - 
para fijar las ideas dadas anteriormente y pasar luego a su forma­
lizaciôn.
Sea un conjunto de coches que un decisor puede comprar.
En cada elemento a g (4 , considéra atributos con z^(a)= velocidad - 
maxima, Zg(a)= recorrido de frenado, zy(a)= cilindrada, etc. Inme- 
diatamente después el decisor puede fijar algunos criterios de pr^ 
ferencia, cada uno de ellos dependiente de uno o mas atributos:
Xj^  C Zj^  , Zg ) , Xg(Zg,Z^)i. • • »
Supongamos otro ejemplo en que un inverser que posee un -- 
cierto capital C, y desea depositar una parte de este en una cuen- 
ta corriente (atributo z^), otra parte del capital invertirlo en -
acciones de la Telefônica (atributo Zg), y otra en Explosives (atri^
bute z^). Supongamos que a la hora de hacer la distribuciôn de su 
capital, desea tener en cuenta dos aspectos, que serân por una pa_r 
te la renta, a la que llamarâ ob jetivo Xj^, y por otro lado la li«--
6.
guidez (medida por algûn indice apropiado) u obJetivo , que le 
pueden producir las posibles reparticiones que pueda hacer de su 
capital en los très valores citados.
Esquematicamente el problema del inverser se podria repré­
senter en la forma de la figura 2.1., ya que en este caso se con- 
funde el espacio (4 con el .
Espacio 
de criteEspacio
de
Atributos
rios u
objetivos
fig. 2.1.
Espacio de atributos 
pts en cuenta corriente 
Zg pts. en accab Telefônica 
z^ pts. en accs. Explosives
Espacio de objetivos 
*1 ~ x^(zj^ ,Zg ,z^)=renta 
Xg = Xg(zj^,Zg,z^)=liquidez
5^  + Zg + z^ = C (capital)
7.
Para abordar el problema, el primer paso serâ construir -- 
una funciôn de valor vectorial en el espacio de atributos (o dec^ 
siones), y que toma valores en el espacio de objetivos, y refleja 
la importancia que el inverser asigna a los atributos (z^.ZgiZ^) 
en relaciôn con la renta y en relaciôn con la liquidez Xg. --
A continuaciôn podria interesar construir una funciôn de valor 
calar sobre el espacio de objetivos que refleje las preferencias 
del decisor respecte de las distintas posibilidades (x^,Xg) de -- 
renta y liquidez. Como se v é , este sencillo ejemplo, se podria - 
extender tanto en la dimensiôn de los espaciosconsiderados al su­
poner mayor nûmero de atributos y objetivos, como en la considéra 
ciôn de otros nuevos espacios de objetivos de etapa, 3® etapa, 
etc.
Intuitivamente la idea que se va a desarrollar y que esta 
contenida en los teoremas que se veran mas adelante es ir hacien- 
do una reducciôn en la dimensiôn de los sucesivos espacios de ob­
jetivos en consideraciôn, usando como puente entre ellos una fun­
ciôn de valor vectorial para pasar después, al problema de optima^ 
ciôn. En cada una de las etapas el conjunto de puntos que son max^ 
maies se va reduciendo y el proceso es convergente. En la practi­
ce esta reducciôn sucesiva se harâ de acuerdo con el decisor de - 
modo que éste pida la continuaciôn del proceso, si no esta satis- 
fecho con la reducciôn del conjunto maximal a que se ha llegado.
Esta es la idea directriz del proceso que vamos a exponer, 
que podria llamarse "método secuencial de funciones de valor vec­
toriales" . Este método participa del rigor axksmâtico de los méto-
8.
dos de las funciones de valor y utilidad, de la escuela amerlcana 
(Raiffa, Fishburn, Debreu, etc.), y en cierto modo^ teunbién de la 
flexibilidad y adaptabilidad de los mêtodos interactives de ayuda 
a la decisiôn mediante superclasificaciôn, seguidos por Roy y la 
escuela francesa.
I.3.- Formalizaciôn del método. Teoremas principales.-
Para formalizar esta metodologla, se darâ en primer lugar
un teorema que introduce una funciôn de valor vectorial, cuyas com
ponentes serân los objetivos de la etapa, que son los primeros con
siderados después de los atributos, es decir, una funciôn de vàlor
vectorial que nos hace pasar del espacio N-dimensional de los --
atributos al espacio n-dimensional de los objetivos de primera -- 
( 2 )etapa . (En nuestro ejemplo del inverser de boisa, se pasarla - 
de un espacio de N = 3 dimensiones puesto que es très el nûmero - 
de atributos, a uno de n = 2 ya que son dos los objetivos de pri­
mera etapa bajo consideraciôn).
Veamos ahora un teorema que formaliza las ideas indicadas, 
introduciendo una funciôn vectorial de valor, que viene a repre-- 
sentar una generalizaciôn de la funciôn escalar de valor de Vold- 
Debreu (Rios;Insua, 1976 y Koopmans, 1972).
TEOREMA 3.1.
Sea cB =  conjunto de elementos z = (z^,....,z^)
(que corresponden a los N atributos) y supongamos que el indivi-- 
duo tiene un comportamiento preferencial regulado por el conjunto 
de axiomas siguientes:
9.
1.- Las preferencias estan reguladas por n preordenes com- 
pletos^^^^ f
(cada uno de ellos asociado a un objetivo).
2.- El orden parcial natural definido por
(z^,....,z^) 2%(zjy....,z^) cuando j
(z^,....,z^) )> (zj^,....,Zj^) cuando z ^ ^  z^ , ^ j
y ^ para algun t , es compatible con los preôrdenes 
(i = l,....,n), es decir
i — JLyee**f n
5 5 ’ =» 5 Z ’
z z* z z*
3.- Si î ^ z ' ^ ^ z "  (i=l, . . . . ,n) , existe fe [o ,i] y tal
que
z'/\/i Ai z + (1- Ai> z"
En estas condiciones existe una funciôn de valor vectorial, 
continua, isôtona y fiel
X (z) : R *
donde
es decir, tal que
X (z) = (x^  (z) x^ (z))
^ y± ^ ^ %i(z) >x^(z' )
z z * <- > X^(z) = X^(z')
X “ Xy2fe«e*yTX
10.
Ademâa, tal funciôn es ûnica salvo una transformaciôn mon^ 
tona. Es decir, si existe otra funciôn vectorial y (z) que tiene 
las mismas propiedades citadas que x (z), se verifies que
Yi (z) = (Xj^  (z)) (i = l,...,n)
siendo (i = l,....,n) funciones estrictamente monôtonas, y con 
tinuas.
DEMOSTRACION.-
Se tiene en definidos n preôrdenes completes , ca­
da uno de ellos respecto de uno de los n objetivos de primera et^ 
pa.
Vamos a probar que para cada i=l,....,n existe una funciôn 
Xi (z) : R J  — > R^
continua, isôtona y fiel, siendo adem&s ûnica salvo una transfor­
maciôn estrictamente monôtona, y continua. Una vez demostrado es^  
to, tendremos probada la existencia de la funciôn vectorial x (z) 
con las propiedades indicadas.
En efecto, sea un elemento z° ^  O, y sea el subconjunto -
Z = î e / 3  î = c  r ;
Este subconjunto Z, esté completamente ordenado como cons^ 
çuencia del axioraa 2, pues dados z^, z^ « Z, existen A ^ , A g ^  O - 
taies que i
2 -
11.
o bien A ^  >  A g luego A z °  ^  A g z° z^ ^  z^ ,
o bien ^ ^  ^ 2 lue&o A^ z° ^  A g z*^  =» z^ ^  z^, y
o bien A ^ = A^ luego A^ z° = A g z° z^/X z^.
Definamos ahora la funciôn
: Z ----->
en la forma siguiente;
(z) = A , si es z = A z°
Esta funciôn (z), asl definida es isôtona y fiel, sien­
do ademâs (0) = O y (z°) = 1 .
Veamos que es isôtona. Para ello, seain z , z £ Z, taies ■
1 V 2 .que z ^  z , sera entonces
1 , o V 1 o 25 = Al z >i Ag z = z
luego A^ ^ A g y puesto que K  (z^l = A ^ y (z^) = A g, serâ 
(z^) > (z^) .
1 2Supongamos ahora z z , tendremos que
1 3 0 , 3  o 2
luego A i = Ag, que implica que (z ) = v ^ ( z ) .
Por tanto, (z) es isôtona y ademâs fiel por ser el pre-
orden ^  completo.
12.
Vamos a extender ahora la funciôn (z) a todo .
Dado z g R ^  , se pueden encontrar dos nûmeros Ag ta--
les que
Por el axioma 2, serâ
^2 5° ^  5 ^  5°.
y en virtud del axioma 3, existirâ un ^ g  Q) tal que
zA<j^ /X A i z° (l-|tx) Ag z° = (fX A ^  + (1- fX ) Ag) z° = z ' g Z  
ya que IJ^/x A^ + (1- fX ) A g ]^0.
Por tanto, dado 5 C R  pji existe un z* g Z tal que z /v z' .
Definimos entonces la funciôn
%i (z) : R  * ---> R^
por el convenio
%i (z) - A si z nX A z°
Esta funciôn x^ (z) asl definida, es isôtona por serlo la 
funciôn (z) y fiel ya que el preorden ^  es completo. Ademâs
x^ (z) es continua en cada punto z g R^, es decir, dado un e > 0  - 
se puede determinar un ô ^ O  tal que si d (z, z')<^ «5 , entonces 
jx^ (z) - x^ (z')| ^  E . En efecto, sea x^(z*) = A , es decir z 'a^ A^ z* 
ysean A ^  = A +  e , A g = A - e taies que
A + C = x^ ( A j z ® ) ^  x^ ( A z*’) = A ^  Xi (Ag = A - (
13.
Como consecuencia del axioma 3, résulta facilmente que los 
conjuntos
^1 = zt 5*^  ^i 5
z: z >. A2 5°
son abiertos.
En efecto; sea Ç , luego  ^^  5°* C >  A^z° +Ç ,
luego C ' >  A^ z°, y 5°i luego por el axi£
ma 3» existe ^ tal que
Al z°A^i j) C ^  ) C ' = d , a > C  *
Si tomamos € ^ mjji | “ *^ î| ’ ®® ver if ica que el en-
t o m o  Eg ( Ç ) est& contenido en Ci, luego Ci es abierto. También 
es abierto I = ^1^ *^ 2* z ' g I, existirâ un entorno (z') --
contenido en I , y para todo zcE^(z') serâ
Aa z° = ( A - e ) z° ^  z ^  ( A + e ) z° = Al z°,
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y como (z) es isôtona
A - S  ^  (z) <  A + €
o bien
- € <  (z) - A <  e .
como A  = (z '),
1*1 (z) - *1 (z')| <  e
Probemos ahora que la funciôn de valor (z), es ûnica sal^
vo una transformaciôn estrictamente monôtona, y continua, es de-- 
cir, que para toda otra y^ (z) c o n t i n u a ^ y  monôtona de z, es --
y^ (x^) continua y monôtona de x^.
En efecto, supongamos que existe otra funciôn vectorial -- 
y (z) con les mismas propiedades que x (z), y vamos a ver la rel^ 
ciôn entre y^ (z) y x^ (z). Si llamamos £zjj a la clase de todos 
los elementos équivalentes a z, tenemos que a cada j^ zj corres-- 
ponden dos nûmeros x^ (z), y^ (z). Podemos establecer una corres- 
pondencia 1-1 entre x^ e y ^ , y vamos a ver que es estrictamente - 
monôtona en ambos sentidos. En efecto,
*i >  *1 >1 z^ f=^yi (z^)>Yi (z^)
Al ser yi(Xi) funciôn estrictamente monôtona y analogamen- 
te (y\), résulta que al intervalo comprendido entre dos valores 
fijados de una de las variables corresponde el intervalo entre los
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valores hotnôlogos de la otra; luego los valores de quedan den- 
tro del eAtorno (y^ (x^) - e , y^ (x?) + e )  sin mas que tomar x^ 
en el intervalo (x° - 6 , x° + (5 ) » y reciprocamente, luego 
y^ (x^) y (y\) son ambas continuas.
Puesto que se ha probado que cada funciôn (z) (i=l,...,,n)
es Isôtona, fiel y continua, y ûnlca salvo una transformaciôn es- 
trictamente monôtona y continua, se tendra que la funciôn vecto-- 
rial x (z) cumplirâ las propiedades exigidas y el teorema queda - 
probado.
El caso mâs sencillo, relative a este teorema, es aquel en 
que n = 1, es decir^ el caso en que el espacio ^  de objetivos de - 
primera etapa estâ forraado por un ûnico objetivo, con lo cual se 
tendra en @  una ûnica relaciôn de preorden complète, y el proceso 
de reducciôn constaria de una sola etapa puesto que se pasarîa - 
de un espacio de N dimensiones a une de una dimensiôn. En tal ca­
so se obtendrla una funciôn de valor escalar
V (z) = V (z^, z^)
A este caso, se refiere el teorema de Wold-Debreu, sobre - 
el modelo de "utilidad para complejos de bienes en certidumbre" - 
iniciado en los problemas clâsicos de la economia del consumidor 
y del que el teorema dado es una general!zaciôn.
El otro caso extreme se présenta cuando n = N, y cada atr^
buto debe ser asociado a un criterio de optimizaciôn.
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Es importante recorder, que la principal idea que se pers^ 
gue es hacer lo mâs fâcil poslble al declsor la determinaciôn de
la decisiôn ôptima. Entonees résulta Interesante la situaciôn en
que hay la posibilidad de establecer relaciones entre los n obje­
tivos de primera etapa, lo que permite llegar medlante una nueva 
funciôn de valor vectorial a un espacio de objetivos de segunda - 
etapa, slendo este ûltimo espacio de menor dimensiôn que el ante­
rior. De esto se ocupa precisamente, el siguiente
TEOREMA 3.2.
Sea €  un con junto de elemèntos
X — (^1 * • •••, x^ )
que representan n objetivos de primera etapa de evaluaciôn de Un
decisor, y supongamos que existan k objetivos de segunda etapa, - 
siendo k < n, tal que
1.- Las preferencias estân reguladas por k preôrdenes com­
plétas
(x^,••••, x^) (x £ x ^ )
(cada uno de ellos asociado a un objetivo de segunda etapa).
2,- El orden parcial natural definido por
(x, , . . . . ,x ) ^  (xi , . . . . ,x* ) cuando x . xi V  ,
(Xj^, . . . . ,x^) ^  (x£, . . . . ,x^> cuando Xj x^ Y  j
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y 3  "t tal que ^ , es compatible con los preôrdenes
(i = 1, 2,...., k), es decir
i = 1,
3.- Si X  ^  x' ^  x", (i = 1,...., k), existe 6 ,
tal que
x'rv A. X  + (1- A.) x" (i = 1 , . . . . ,  k)
- X 1 - X -
Con estas condiciones existe una funciôn de valor vectorial,
continua, isôtona y fiel
V  (x) :----- ---> R.tn
donde
V* (x) = (v^ (x),...., v^ (x))
Ademâs tal funciôn vectorial es ûnica salvo una transform^ 
ciôn estrictamente monôtona, y continua.
DEMOSTRACION.-
Anâloga a la del teorema 3.1.
Si ahora se aplican de forma reiterada los teoremas 3*1. y
3.2., se llegarxa a una representaciôn de la forma
V (z) = V* (x (z)) = (v^ (x(z)),-,.., v^ (x(z)))
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siendo tal descomposiciôn o proceso bietapico aplicable a la res_o 
luciôn del problems de 6ptimo.
Sin embargo, puede ser interesante considerar sobre el es­
pacio de dimensiôn k de objetivos de 2* etapa, una nueva funciôn 
de valor vectorial para pasar a otro espacio de dimensiôn 1 (1 o^ 
jetivos de 3* etapa) menor que k, a continuaciôn hacer una nueva 
reducciôn, etc. Parece entonces natural considerar un proceso po- 
lietâpico de amalgamaclôn iterada del numéro de objetivos. P.e. - 
tal situaciôn séria la de un proceso de reducciôn de 20 atributos 
a 12 objetivos de primera etapa, despuês a 3 de segunda etapa y - 
por ultimo a 1 de tercera etapa. Esquematicamente séria
f. de valor f. de valor
p+ vectorial ^ p +  vectorial ^ p+ f. de valo^ +
20 atributos 12 objetivos 3 objetivos 1 objetivo
de m  etapa de 20 etapa de 3® etapa
Si este proceso finalize p.e. en R^, es deùir la dimensiôn 
del ûltimo espacio a que se ha llegado, tiene dimensiôn mayor que 
uno, entonces es interesante hacer una descomposiciôn del tipo ad^ 
tivo, multiplicativo, etc. (Keeney y Raiffa, 1976), teniendo en - 
cuenta, sin embargo, que el problems de ôptimo que tratan de permi^ 
tir resolver estos teoremas estarâ mejor definido cuanto mas prôxj^ 
mo esté a la unidad la dimensiôn del ûltimo espacio de objetivos - 
considerado.
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I.4.- Comparaciôn con los teoremas de aeparabxlidad de Pebreu.-
Los teoremas de separabilidad de Debreu tienen como objet^
VO descomponer una funciôn escalar de valor en suma o producto de
funciones que dependan de conjuntos parciales de atributos, faci- 
Ixtando asl la construceiôn final de tales funciones.
El proceso que aqul hemos seguido, de construcciôn de fun­
ciones de valor vectoriales, estâ intimamente relacionado con es­
te y vamos a precisarlo en lo que sigue.
En tal direcciôn se van a dar dos nuevos teoremas. En el -
primero de ellos se considéra una situaciôn mâs general que la del 
teorema 3.1. y en el segundo una situaciôn particular del primero, 
y que se refiere a la separaciôn total de la funciôn de valor pa­
ra subconjuntos de atributos, siendo esta utilizable para la com- 
paraciôn con los teoremas de separabilidad de Debreu (Rxos Insua, 
1977),. Es decir, intuitivamente el primer teorema se refiere a la 
situaciôn intermedia con respecte a las indicadas (teoremas 3.1. y
4.2.), en que sobre cada objetivo influyen conjuntos parciales del 
conjunto total de atributos, y estos conjuntos parciales serân en 
general no disjuntos. La situaciôn en que estos conjuntos parcia­
les son dis juntos es la referida antes al caso de separabilidad to^  
tal y relativa al segundo de los teoremas indicados.
Teniendo en cuenta ésto, se tendrâ el siguiente:
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TEOREMA 4.1.
Sea ô  S' R  ^  un con junto de elementos
z = (z^i Zg,.... , Zjj )
Sea Zj^  = (z^  R^, S : ,
1 ^i, ^
   z^= (z^ .....,z^  ^^ 2  n —  ^  i ’----- --
1 in
siendo ^l^,....l^ ^ , . • . . , j^ n^  , . . . . «n^  ^ ^ ~ subcon juntos
no vaclos de I = ^1, 2 ,....,N^ y taies que jU^Ij = I, pudiendo - 
ser 0 para j ^ t
Supongamos que el individuo tiene un comportamiento prefe- 
rencial regulado por los siguientes axiomas:
1.- Las preferencias estân reguladas en cada (i=l,....,n)
por un preôrden completo , es decir,
z^ — ( z 2 ,...., z^ ) ( z^ ) — z^ î —1 ’ î i ^  2
1 ^1 ^ ^1
-n ^ ^ ® n / * * ” ’*n.  ^ \    ’*n.  ^ ^ ? n ’ -n* - k ^  ^  n
^ ^n ^ ^n
(cada uno de ellos asociado a uno de los n objetivos)
2.- El orden parcial natural definido por
î i  ^  î l
îi ^
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es compatible con los preôrdenes ^ . (i = l,....,n) es decir
-i ^  -î ^  
îi >  îi ^  îi ^ i  îi
3.- Si zV (i = l,....,n) existe un €  [Ô ,lj
tal que
z! <v. A . z . + (1- A .) zV—i i i —1 i —i
En estas condiciones existe una funciôn de valor vectorial, 
continua isôtona y fiel
X  (z) = (x. (z, ),...., X  (zi ))- — 1 -1 n -n
donde X, (z, ): r T  ^ R*
Ademâs tal funciôn es ûnica salvo una transformaciôn estric^ 
tamente monôtona y continua. Es decir, si existe otra funciôn vec^ 
torial y (z) que tiène las mismas propiedades que x (z), se veri- 
fica que
^i ^îi^ ^®i (z^)) (i=l,....,n)
siendo (i=l,....,n) funciones estrictamente monôtonas y conti-
La demostraciôn es anâloga a la del teorema 3*1*,
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A los X (z) so les podrla aplicar el teorema 3.2. o bien un 
teorema anâlogo, pero en el sentldo del teorema dado, es decir, de 
finiendo adecuadamente los preôrdenes en subconjuntos parciales -- 
del conjunto total de objetivos de primera etapa, obteniendo una - 
nueva funciôn de valor vectorial. Reiterando este procedimiento en 
la forma Indicada en la secci6n3, os decir, de forma analogs al -- 
procedimiento poliet&pico de amalgamaciôn iterada del numéro de ob 
jetivos, se podria considerar un "proceso polietapico de amalgama­
ciôn parcial iterada" , en el sentido del teorema 4.1.; es decir, - 
en lugar de considerar relaciones de preorden en el conjunto total 
de atributos (o de objetivos), considerar tales relaciones en sub­
conjuntos parciales de estos. Esto es precisamente lo que se hace 
en el ejemplo numerico que se dâ al comienzo de la secciôn 4., en 
la primera etapa de reducciôn de las dos que se consideran.
Si en el teorema 4.1. se supone que Ij O  = 0, si j t , 
que intuitivamente representarâ el caso particular en que se ha h^ 
cho una particiôn del conjunto de atributos y cada subconjunto de 
esta particiôn influye sobre un objetivo, tendrlamos la situaciôn 
relativa a la utilidad ramificada o arborescente (Gorman, 1959» y 
Strotz, 1959) o de separabilidad total, que responds al hecho in­
tuitive de la independencia preferencial en grupos de bienes de —  
consumo, como podrlan ser p.e. transporte, vestidos, alimentes, —  
etc. Es decir, considerar la agrupaciôn de conjuntos de atributos 
facilmente comparables entre si, y considerarlos separados de otros 
grupos cuya comparéeiôn es posterior y menos natural.
Vamos a ver ahora el teorema que refleja las ideas intuiti­
ves que se acaban de exponer y que es, como se habla indlcado, un
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caso particular del teorema 4.1. Este teorema va a ser de utilidad 
para su comparaciôn con los teoremas de separabilidad de Debreu.
Introduzcamos previamente el concepto de preorden producto.
DEFINICION 4.1.
Sea el conjunto Z = x....x Z^, y z = (z^,...., z^) £ Z,
donde z^=(z^,....,z^)£ Z^^, Zg—(z^ _^ 2^ ,....,z^)€ Zg,.*.,z^3((z^,.... »z^ )e Z^. 
Definimos los preôrdenes z^  ^ zj^  (1) en Z^, z^ (2) en
^2.... * î n ^ n  îA ^n‘
Entonces se dice que el preorden (z. ,....,z ) ^  (zl ,.... ,z' )(n+l)—X —n /A/ —X —n
es el producto de los preôrdenes ( 1 ) (n), si verificarse las 
relaciones ( 1 (n), équivale a que se verifique la relaciôn - 
(n+l).
TEOREMA 4.2.
Sea AB =  R  ^  un conjunto de elementos
donde Z = (z^,....,z^), zg = (z^^^,..«.,Zj),...., z^ — (z^,....,Zj^) 
y supongamos que se verifican los siguientes axiomas:
1.- Las preferencias estân reguladas por n preôrdenes com-- 
pletos (i = l,....,n)
Î1 ^ 1  î i ’ ’în ^ n  în
que subordinan un preorden X  en 3* definido por
24.
î i
în în
2.- El orden parcial natural definido por
îi 5  îi 
îi >  îi
.3 compatible con el preorden (i=l,.*..,n), es decir,
îi ^  îi ^  îi ^ i  îi 
îi îi ^  îi > i  îi
3.- SI 5ï ,. . . . $n) , entonces existe un
6 » tal que
îi^i ^i îi  ^ ^i^ îï
En estas condiciones existe una funciôn de valor vectorial, 
continua isôtona y fiel
X (z) = (Zi),---------<5n>>
donde
*1 (îl>! R,
* n  <în>- " L t t l — ^  n'
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es decir tal que
5i >. Z|^=»x. (z^)>x. (z|)
z± A^i (z^)=Xi (zn
(i — 1, # #. . ,XX)
Taies funciones x (z.) son ûnicas salvo funciones estricta 1 -i —
mente monôtonas, y continuas.
DEMOSTRACION.-
Mediante un razonamiento anâlogo al del teorema 3.1. , se d_e 
muestra la existencia de la funciôn x^ (i=l,....,n) isôtona, fiel 
y continua, y ûnica salvo transf ormac i ones estrictamente monôtonas 
y continuas.
Ahora bien, por definiciôn de preorden producto en la hipô- 
tesis 1, se tiene
y por ser
r  Si î i
z ^  z '-n -n ^
x^ (i=l,....,n) fiel, lo anterior équivale a
' î i >  >  *1 ' î i '  
, *n ' î n *  >  ïn ‘ îA* ,
X (z) ^  X (z’)
y el teorema queda aprobado.
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Si se aplica ahora a los x (z) el teorema 3.2., para el ca­
so en que k = 1, se tendrla probada la existencia de una funciôn - 
de valor
0 (x): R *   ». R*
es decir 0 (x) = 0 (x^(z^),...., x^(z^))
siendo x ^  x' 4==> 0 (x) y  0 (x* )
X A/ X* 4=^ 0 (x) = 0 (x’ )
y ademâs continua y ûnica salvo una trauisformaciôn estrictamente - 
monôtona y continua.
Se observa que se ha llegado a un modelo de separabilidad o 
descomposiciôn total de la forma
F (z.,....,z ) — 0 (X. (z.),....,x (z ))—i —n X - X  n -n
es decir, tal que
(Zj^ , . . . . ,z^) (zjy....,z^) si y solo si
(4.1.)
0 (x^ (z^ ),...., x^ ( z^ ) ) ^  0 (Xj^  (z|,. .. . ,x^(z^) )
siendo este modelo al que hemos llegado de sustancial ayuda en el 
anâlisis de decisiones, pues permite construir la funciôn de valor . 
en una forma mâs sencilla, a partir de las funciones de valor de - 
las componentes, y por tanto hacer mâs sencillo el problème de ôp­
timo como se verâ en la siguiente secciôn.
Vamos a comparer ahora estos teoremas con los teorenas de - 
separabilidad de Debreu (Koopmans, 1972 y Rios Insua, 1976), ya —
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que la representaciôn a la que se llega, es anâloga a esta âltima 
considerada para un caso particular.
Para concretar, supongamos que ûnicamente se tienen dos ob­
jetivos y X g , y que hay definidos dos preôrdenes corapletos 
^ , en 1. forma
Î I  î i
donde (z^, Zg) g Z = x Z2
siendo
Î2 ^ 2  Î2
~ (Zj^,....,z^)€Zj^ y Zg - Zj^ ) £ %2'
Aplicando a esta situaciôn el modelo anterior (4.1.), se o^ 
tiene una representaciôn de la funciôn de valor de la forma
F (z) = 0 (xj^  (z^), Xg (zg))
con las correspondientes propiedades.
Antes de pasar a la comparaciôn de nuestro modelo con los - 
de separabilidad de Debreu, vearaos el concepto de independencia —  
preferencial en que se basan taies teoremas, y su equivalencia con 
el concepto de preorden producto dado en la definiciôn 4.1.
DEFINICION 4.2.
Sea y  una relaciôn de preorden definida en Z = Z, x Z_. Se Ov ^ 1 2
dice que Z ^e s  preferenciaimente independiente de Zg, si y solo si 
al verificarse para algun z^ y todo par z , z^ £ la relaciôn -
(=î' ^  (=1 ' E p
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se verifica necesarlamente la relaciôn
< î i -  î a ’ ' î i >  Î2 *
para todo g y todo Zg g Zg
Analogamente se define la independencia preferencial de Zg 
respecte de Z^.
Si ahora se parte del teorema de Wold-Debreu que es el caso 
particular del teorema 3.1. para n = 1, y si a continuaciôn se api 
ca el
TEOREMA (DE SEPARABILIDAD DE DEBREU)
Sea ^  un preorden completo definido en el espacio Z = x Zg, 
representable por una funciôn de utilidad G (z^, Zg), y suponga-- 
mos que los preôrdenes inducidos por ^  sean independientes del vec^ 
tor de referenda z° = (z^, Zg). Entonces se verifica que --
G (z^, Zg) = F (u (Zj^ ), V (zg)), en que F es una funciôn creciente 
de u y V. Mâs aûn, si G (z^, Zg) estâ definida en un espacio co—  
nexo, y G es continua, entonces u (z^), v (Zg) y F (u,v) son con­
tinuas y las imâgenes de u (z^) ÿ v (Zg) son intervalos.
DEMOSTRACION. Koopmans (1972).
Se llega por este camino a una representaciôn separable de 
la funciôn de valor escalar.
Es de notar que el proceso seguido para llegar a dicha re­
presentaciôn es inverso al que se puede obtener a través de nues- 
tros teoremas vectoriales.
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En efecto, en los teoremas de Debreu, primero se construye 
la funciôn de valor total, y despues se hace separable, mientras 
que en los nuevos teoremas el proceso es inverso, primero se con^ 
truyen las funciones de valor de las componentes y luego la fun-- 
ciôn que engloba estas.
Un aspecto importante a destacar al comparer ambos teoremas 
y razôn por la cual se llega a una representaciôn anâloga de la - 
funciôn de valor, es precisamente la equivalencia que se da entre 
los conceptos de independencia preferencial del teorema de Debreu 
y el concepto de preorden producto de nuestro teorema y que viene 
dado por el siguiente
TEOREMA 4.3.
El preorden (z^, Zg) ^  (z^, Zg) (l) en Z = x Zg es equi^ 
valente al conjunto de los preôrdenes z^ zj^  (2) en Z^ y 
Zg ^ g  Zg (3) en Zg si y solo si Z^ es preferenciaimente indepen-- 
diente de Zg, y Zg es preferenciaimente independiente de Z^.
DEMOSTRACION. -
Veeunos que si el preorden (1) es équivalente al conjunto - 
de los (2) y (3), entonces Z^ es preferenciaimente independiente 
de Zg y Zg lo es de Z^,
En efecto, se tiene que
» î p  ^  ^ Î1 ’ îi ^ 1 ÎI ^ Î2 ^ 2 -2
como evidentemente es Zg ^ g Zg para todo Zg fi Zg résulta que
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(z^, Zg) ^  (Zj^ , Zg) y es preferèncialmente Independiente de Zg. 
De forma anâloga se prueba que Zg lo es de Z^.
Reciprocamente^supongamos ahora
Zj^  preferencialmente independiente de Zg y 
Zg preferencialmente Independiente de Z^.
Podemos définir
î l ^ l  ÎI (îî' ^  (*1' todo Z g €  Zg
Î 2 ^ 2  Î 2 * ^  (îl' (*1/ Î2> par* todo z^^g Z^.
Comprobemos que
îi ^  îi: Î2-^2 Î 2 ^  <îi' Î2^  ^  (îl' Î2^*
En efecto,
îi ^1 îl =» para z j €  Zg, (z*, z^))"(Zi, z p  
y como Z^ es preferencialmente independiente de Zg,
(îi' Î2  ^-^(îl’ Î2^ par* t°do Zgg Zg (a)
Por otra parte,
si z^ ^  Zg => para z£€ es
( î i '  î&) J ^ ( î i ’ Î2^ ( ‘’ ^
Y por la transitividad de ^  , de (a) y (b) se deduce que
< ï i '  î i ’ it ' î l -  î a ’ •
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Reelprocamente, 
at (%!, 5^) ^  (zi, Zg) => para z|, (z|, z^) ^  (z^, Zg)
y por ser Zg pref erencialmente independiente de Z^, (z^ ,z^) ^ (z^^ ,Zg) 
para tod z^g Z^, que équivale a 5 ^ ^ 2  -2'
Por otra parte, si (z^, z ^ ) ^  (z^, Zg) para
Zg, (zj^ , Zg) ^  (z^, Zg), y por ser Z^ pref erencialmente indepen-- 
diente de Zg, es
(îl' îg) (îl' îg) para todo Zgfi Zg 
que équivale a z^ Zj^ , y el teorema queda probado.
Por otra parte si ahora considérâmes n 3 objetivos, el - 
teorema de Debreu da una representaciôn de la funciôn de valor de 
tipo aditivo
G (z) = fj^ (z^) + .... + f^ (în^
que es mucho mas estricta que la representaciôn
F (z) = 0 (x^ (z^), ...., x^ (z^))
de nuestros teoremas, pero que como es natural requiere condicio­
nes de independencia preferencial mas fuertes (^^.
De aqui el interés de nuestros teoremas de separaciôn.
Vamos a dar a continuaciôn una generalizaciôn del teorema 
de Debreu (1954), siendo esta un teorema mas general que el 3.1. 
y en el que se suprime el segundo axioma (orden parcial natural -
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Impllca el preorden fijado) y considéra el espacio de atributos 
un espacio topologico separable y conexo.
TEOREMA 4.4.
Sea el espacio de atributos ^  un espacio topol6gico sepa­
rable y conexo, siendo sus elementos z ___ _   Supongamos
que hay definidos en â  n preôrdenes completes (i=l,....,n) - 
(cada uno de ellos asociado a tin objetivo). Si para cada z ' 6 ^  y 
cada i = l,....,n los conjuntos .^z/z z'J y ^z/z* ^  z^
son cerrados, entonces existe una funciôn de valor vectorial
X (z) : Æ   > R *
continua y fiel, siendo
X (z) = (x, (z),...*, x_ (z))- - 1 - n -
es decir, tal que
z ^  z' 4==¥ Xj (z) Xj^  (z') (i=l,....,n).
La demostraciôn se basa en el siguiente
LEMA.-
Sea X un conjunto en el cual estâ definido una relaciôn de 
preorden completo ^  , y sea Z = ^ z^, z^ ,^ .... J. un subcon junto 
numerable de X, si para cada par x, y 6 X, tal que x ^  Y hay un 
elemento z^ g  Z tal que x z^ y entonces existe en X una
funciôn real que conserva el orden y continua en cualquier topol_o 
gla natural
DEMOSTRACION.r Debreu (1954).-
Veamos ahora la demostraclôn del teorema 4.4. Sea Z un con 
Junto numerable y denso encB . Fijado un i 6 ^l,..,.,nj conside- 
remos un par de elementos z* , z"g ^  , tal que z* z". Los con—  
Juntos = ^ Z €  «8 y Ag = ^5 /z" ^ son disjun
tos, cerrados y no vacios, y no puede ser A^ ü  Ag = 3  pues«2 es 
por hlpôtesis conexo. Por tanto el conjunto abierto 
^ 5 € cB /z' z ^  î ^  es no vacio, luego tiene que contener -
un elemento z*'g Z. Por tanto, puesto que la topologla en X es -- 
una topologla natural aplicando el leraa anterior queda probada la 
existencia de la funciôn x^ (z) con las propiedades requerldas. - 
Reiterando este procedimiento para todo i=l, .... ,n el teorema qn^ 
darla probado.
Es importante destacar, que se puede obtener una demostra- 
ci6n a partir de este, del teorema 3.1., medlante agregaciôn de - 
la condlciôn 2 de este, cuyo enunciado implica considerar el espai 
cio euclideo R^.
También se podria hober dado un teorema anâlogo al 3-2., - 
en la misma llnea del que acabamos de demoatrar. Sln embargo, se 
ha usado el teorema 3*1» y 3-2. (en lugar de las generallzaclones 
del de Debreu), por ser mâs adecuado y suficiente para el correc­
te desarrollo del proceso polietâpico que hemos considerado.
Résulta asl que hasta donde el decisor o experlmentador pu^ 
de llegar en la tarea de evaluaciôn de una situaciôn real de dec 
siôn, dependerâ de que las suposlciones del correspond!ente mode-
34.
lo se verifiquen en la situaciôn real para su corrects aplicaclôn. 
Estas suposlciones que se hacen, constituyen la base teôrica de - 
los distintos modelos que se consideran y deben ser justificadas 
sus aplicaciones en las posibles situaciones de elecciôn particu­
lar.
La idea que se ha perseguido en el proceso de construcciôn 
de los teoremas es faciliter al mpximo posible, la construcciôn - 
de la funciôn de valor dentro de unos requerimientos estructura-- 
les y de informaciôn adecuados. Entonces, teniendo en cuenta los 
teoremas dados, se observan bâsicamente dos aspéctos que dan una 
ventaja a la raetodologia desarrollada, respecto de otras. Primero, 
la amplia gama de modelos que se tienen entre los dos posibles mo^  
delos extremos (teoremas 3.1 . y 4.2.), y segundo, la posibilidad 
de elegir, en el proceso polietâpico considerado en el cual se —  
aplican los distintos modelos indicados, un nûmero de objetivos 
lo mâs apropiado en la etapa siguiente a la que se encuentra el - 
proceso.
En resumen, esta metodologia desarrollada &oza tanto de un 
formalisme matemâtico como de una flexibilidad de adaptaciôn a la 
situaciôn real que la hace de gran utilidad en los problemas rea- 
les de decisiôn, con los que un individuo pueda enfrentarse.
El esquema adjunto indica la relaciôn de variables en los 
diferentes teoremas indicados.
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X X2 n
Teorema ^.1
z z z z.
5 '2 3 'N
*1 *2
Teorema 4^ .1,
X XX1 2 n
Teorema 4^ .2.
(variables separables)
z z*1 32 z.
Teorema Wold-Debreu
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I.5.- El problema de optimaciôn. Un ejemplo.-
No vamos a dar aqui teoremas de existencia en relaciôn con 
el problema del vector mâximo, ni tampoco entrâmes en los métodos 
matemâticos y algoritmos de la programaciôn. Nos centrâmes sobre 
el problema de construeciôn de la funciôn de valor, cuya evalua-- 
ciôn corrects es requisite previo en la metodologia mas o menos - 
sofisticada. Si la funciôn de valor vectorial o escalar que se -- 
trata de maximizar no responde correctamente a las preferencias - 
del decisor, ningûn método de programaciôn conducirâ a resultados 
correctes.
Dentro del citado aspecto del problema de optimaciôn, a sa^  
ber la construeciôn de la funciôn de valor, se considerarân très 
ptintos.de vista que, aunque diferentes, estân intimamente rela-- 
cionados entre si.
Antes de empezar con ellos vamos a dar una ilustraciôn nu- 
mérica mediante un ejemplo, en que el proceso de reducciôn consta 
de dos etapas, y se pasa en la primera etapa mediante una funciôn 
de valor vectorial de tm espacio de très dimensiones a tmo de dos, 
reduciendo asi el conjunto de puntos maximales de interès para el 
decisor, y en la segunda etapa de tm espacio de dos dimensiones a 
uno de tma, obteniendo asi tma nueva reducciôn del conjunto de -- 
pimtos maximales. Este ejemplo es tm caso particular del primer - 
ptmto de vista de los très que se consideran. A continuaciôn del 
ejemplo, se darâ la formalizaciôn en sus aspectos teôricos de es­
te ptmto de vista, asi como de los otros dos que se consideran.
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Comencemos con el ejemplo. Supongamos que se producen très 
tipos de herramlentas en cantidades de tipo A, z^ de tipo B, y 
z^ de tipo C, Cada herramienta de tipo B ocupa en au fabricaciôn 
doble tiempo que cada herramienta de tipo C, y cada herramienta - 
de tipo A, doble que la de tipo B. Se supone que, si toda la pro- 
ducclôn fuera del tipo C, se podrlan hacer a lo sumo 1.000 unida- 
des diarias. Ademâs el material de que se dispone diariamente li­
mita a 600 el numéro total de unidades que se pueden producir. -- 
Tendremos entonces las limitaclones
4z^ + 2Zg + ^  1.000
4 600
z^ ^  O (i = 1 , 2 , 3)
donde Z C es el espacio de atributos o decisiones, que coinc^
de con el poliedro convexo OAKdCNA (fig. 5.1.).
El primer propôsito del decisor podria ser fabricar lo ---
mâximo de cada tipo; pero este punto de vista pronto le conduce a
que no tiene sentido hacer mâxima cada una de las z^ (i = 1, 2, 3),
y que lo que puede alcanzar son los puntos maximales del conjunto
Z que forman un conjunto muy extenso. Este conjunto de puntos --
maximales séria el conjunto de dos poligonos (rayados) ABMCNA
(fig. 5.1.)
J& =  Hl
M' (2)
\
M (2)
Supongamos ahora que el decisor introdujera dos objetivos: 
IQ hacer mâxima la ganancia total sabiendo que gana 0,5 por uni-- 
dad A, O ,4 por unidad de B y 0,1 por unidad de C; 20 hacer mâximo 
el nûmero de unidades producidas de tipos B y C. Tendrlamos asl - 
que hacer maâimas■
= 0,5 + 0,4 Zg + 0,1 z^
(1)
Xg = 0,5 Zg + 0,5 z^
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Si ahora quiere hacer mâximo s y x^, se encontrarâ que - 
tampoco tiene sentido mâs que obtener los maximales del conjunto 
X C  R  2 , obtenido de Z mediante la transf ormaciôn ( 1 ) , y que se 
corresponderân con un subconjunto del conjunto de los puntos maxi^ 
maies de Z, que es el de los puntos eficientes respecto del par - 
de objetivos fijados.
En efecto, sea X el pollgono convexo O'C'M'B'A‘0' (fig. 
5-2.), donde A{B]CjMjNjOj son respectivamente los transformados.- 
mediante (1) de los putnos A,B*C,M,N,0.
M(X)
C  (6o;300) f
A'(125,0)
Vamos a comprobar que el conjunto de puntos eficientes de 
Z respecto del par de objetivos fijados, es decir, el conjunto de 
puntos que pertenecen a Z obtenido mediante la transformaciôn in­
versa de (1) al aplicarla al conjunto M (X) de puntos maximales -
de X, respecto del orden parcial natural de R , es un subconjun-
40.
to del conjunto M (Z) de puntos maximales de Z respecto del orden 
parcial natural de R^, con lo cual el decisor en su problème de 
ôptimo, bastarîa que tuviese en cuenta en vez de todo el conjunto 
M (Z), el subconjunto de este indicado y al que representaremos - 
por M*(Z).
En efecto, el conjunto D (Z), es ABMCNA (fig. 5.1.) y el - 
M (X), B'M' (fig. 5.2.). Entonces se comprueba facilmente que al 
ser
X (z) = (x^ = 0,5 z^ t 0,4 Zg + 0,1 z^ , Xg =0-,5z 2+0,5 z ^)
M (Z) = x"^ (M (X))nz = BM (fig. 5.1.)
que es une parte de M (Z),
Por tanto, se observa que el decisor ha reducido sus posi- 
bles decisiones maximales del conjunto ABMCNA, al conjunto BM, que 
es sensiblemente mas reducido, y por tanto de mayor utilidad en la 
determinaciôn de la decisiôn ôptima en relaci6n con su sistema —  
pref erencial.
Un paso mas puede ser que el decisor considéré plausible - 
establecer una nueva ponderaci&n de los dos objetivos de primera 
etapa (x^, Xg) y fijar un objetivo y de segunda etapa, p.e.
y = 0,5x^^ + 0,5xg (2)
Entonces se tendra en la recta R ^ un conjunto Y transfor- 
mado del conjunto X, mediante la transformaciôn (2), ,siendo enton 
ces Y, el segmente de recta 0"M" (fig. 5.3.). Analogamente a como 
en la etapa anterior, el conjunto de puntos eficientes de X res—
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pecto del objetivo fijado, es decir el conjunto de puntos que per^  
tenecen a X obtenido mediante la transforraaci&n inversa de (2), - 
al aplicarla al conjunto M (Y) de puntos maximales de Y, que en - 
este caso posee un ûnico punto que es mâximo, es un subconjunto - 
de M (X), al que representaremos por M* (X).
R""
^^"(240)
B"(225)
0"(0)
Se tiene asl que M (Y) = M", (fig. 5.3.), y teniendo en -- 
cuenta lo dicho en el pârrafo anterior, serâ
M* (X) = y"^ (M (Y)) n  X = M * , (fig. 5.2.)
donde
siendo
y = y ( x )  = 0,5 x^ + 0,5 x^
M* (X) C M (X)
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Por tanto se ha hecho una reducciôn del conjunto M (X) de
puntos maximales de X, al conjunto M *  (X), por lo que al conectar
esta 2® etapa con la etapa anterior paroce natural en el proceso
de optimaci6n, que en lugar de considerar el conjunto de puntos -
eficientes de Z, M*{Z)=x ^(M (X))A Z , como se habla indicado, deb^
ria sustituirse tal conjunto, por
M*' (Z) = x"! (M* CX)) n  Z
siendo (Z) C  M (Z)
y el conjunto M' (Z) y no el M* (Z) serâ el de interes para el de^  
cisor, y en el cual deberâ determinar su decisi&n ôptima. Se obser^ 
va entonces que la consideraciÔn de una segunda etapa, ha produc^ 
do una nueva reducciôn del conjunto de puntos eficientes de Z, pei 
sando de M* (Z) a M* (Z).
En nuestro problema concrete, se ha pasado mediante la con 
sideraciôn de esta nueva etapa y a la vista de las preferencias - 
del decisor, a reducir el conjunto M (Z) = BM a M* (Z) = M, sien­
do el punto M * (O, 400, 200) y que corresponderia a la decisiôn 
ôptima para el decisor, consistante en fabricar cero herramientas 
de tipo A, 400 de tipo B, y 200 de tipo C.
I.6.- Formalizaciôn del problema.-
Vamos a continuaciôn a formalizar las ideas contentdas en 
el ejemplo anterior dando los aspectos teôricos para una etapa, - 
para despuês hacer la extensiôn a un nûmero finito de ellas con - 
el correspondiente proceso secuencial de optimaciôn del cual el - 
ejemplo dado es un caso particular.
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Consideremos la funciôn de valor vectorial
X (z) ; (6.1.)
donde como se sabe, es
X (z) = (x- (z),...., X (z))— — 1 — n —
y donde x^ (z) Indica el valor del 1-éslmo objetivo en el punto 
z g Z.
Sea X =  ^xft R  / X = X (z) para algûn z ê 
es decir, se tendrla que X = x (Z).
x( z )
z = ( z
fig. 6.1
Supondremos en lo que sigue, que para todos los atributos 
y objetivos el decisor prefiere valores mayores de x^ y z ^  n menjo
Veamos ahora unas definiciones que nos van a ser utiles pa^  
ra dar a continuaciôn unos teoremas.
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PEFINICION 6.1.
Se dice que x* g X, ea un punto maximal en X pcra el or-- 
den parcial en , si no existe un x g X tal que x ^ x*, y x ^  x
Si el orden parcial ^  en R es el orden parcial natural, - 
la definiciôn anterior se vé inmediatamente que es équivalente a 
que
X n  X (x*) = £x»|
donde X (x*) es el cono positive de R ^  trasladado al pmto x.* . - 
Al conjunto de puntos maximales respecto del orden natiral ^  en 
R ” , lo indicaremos por M (X).
Analogamente se definirla punto maximal en Z respecte de - 
un orden parcial en R^. Si tal orden parcial es el nattral R^, —  
que representaremos por , el conjunto de puntos maxinales en Z 
respecto de este lo indicaremos por M (Z).
Vamos a dar a continuaciôn la definiciôn de punto eficien- 
te . Para elle supongamos la funciôn vectorial
X (z) : R ^  --- > R ”
donde x (z) = (x^  ^ (z),...., x^ (z)) y siendo x^ (z) pari todo -- 
i=l,....,n,funciones unlvocas continuas y monôtonas. Sei Z C R y 
X = X (Z) con X C R*'. Las families x^ (z) = k (i=l,... ,n) defi- 
nen en Z un preorden parcial ^  en la forma siguiente
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DEFINICION 6.2.-
Dados z , z* g Z, diremos que z ^  z ' si y solo si 
( z ) ^  X (z*) para todo i = l,....,n.
Entonces se tiene,
DEFINICION 6.3.-
Se dice que z*g Z es un punto eficiente en Z, o maximal en
Z respecto del preorden parcial , si no existe un z' £ Z tal que
z' ^  z , 6 de forma équivalente si no existe un z'g Z, tal que
X. (z') ^  X, (z*) para todo i=l,....,n, siendo x.(z')>x.(z^) pa- 
1 - 3. -  J ~ J -
ra algûn j.
Tal conjunto de puntos eficientes,lo indicaremos por M* (Z) 
(notaciôn ya introducida en el ejemplo de la secciôn anterior).
Parece intuitive que si es X = x (Z), interesarâ considerar 
en X C R ” , el conjunto de puntos maximales M (X), y obtener los - 
puntos de Z que se transforman en los de M (X). Vamos a ver prime^ 
ro que taies puntos forman un subconjunto de M (Z), y después que 
precisamente tal subconjunto serâ M*" (Z).
Para ello, damos en primer lugar un teorema que prueba que 
si X (z) es una transformaciôn con unas ciertas propiedades, se - 
verificarâ que
x^ (M (X)) n  Z C  M (Z)
es decir, que los puntos maximales de X respecto del orden parcial
natural en R ^ , son transformados de puntos maximales de Z, respejc
Nto del orden parcial natural de R  .
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TEOREMA 6.1.-
Sea X (z):  > R ” una transformaclôn unlvoca, continua
y estrictamente monôtona, es decir
x^ ( z + A z ) ^ x ^  (z), para todo i=l,....,n y
X. (z + lû z) > X. (z)
J - - J -
z^ O para todo h=l y ^  t
tal que 4 > 0.
Sea z* e Z C R ^  un punto tal que x (z*) = x* es maximal en 
X = X (z) C R ” para el orden peurcial natural ^  en R*'. Entonces 
se verifies que z* € Z es maximal en Z para el orden parcial na­
tural en R^.
tal que 
siendo
DEMOSTRACION.-
Puesto que x* = x (z*), es maximal en X para el orden par--
cial natural en R*', se verificarâ que 
X n  X (x*) =
Vamos a probar que tambiên Z f l Z  (z) . Para ello su­
pongamos que z n z  (z*) ^  [z*j
En consecuencia existe z^ ^  z^, tal que z ^ € Z D  Z (z*). 
Entonces serâ z^ z , y como x (z) es estrictamente monôtona,
X ( z ^ ) ^ x  (z*), y X (z^) =)^ X (z*). Por tanto x* = x (z*) no sé­
ria maximal, luego
Z n  Z (z*) = •
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Veamos ahora'que el conjunto de puntos de Z que se transfer^ 
man en el conjunto M (X) coincide con M* (Z), Es decir, parece in
tuitivo que si se consideran las funciones reales (z):R^ ------ ,
(i=l,....,n) y se suponen estrictamente monôtonas, unlvocas y cori 
tinuas, las funciones x^ = x^ (z) forman unas families de superfj^ 
cies isoûtiles x^ (z) = k, definiendo cada una de ellas un preor­
den complete, y conjuntamente un preorden parcial ^  en Z, obte-- 
nido como producto de los preôrdenes completes definidos por es-- 
tas families.
Estas families de superficies isoûtiles, se transforman en
el espacio R*', mediante la transf ormaciôn x (z): R  ^  --->R^, en
las families de hiperplanos x^ = k (i=l,....,n), y analogamente 
definen un orden parcial en X obtenido como producto de los ôrde- 
nes completes definidos por estas families, que coincide con el - 
orden parcial natural en R ” .
Como habiamos visto, los puntos maximales de X son impor—  
tantes en el problema de las decisiones ôptimas, por tanto serâ - 
importante ver como habiamos indicado, que estes puntos son los - 
transformados de los puntos efecientes de Z, es decir, de los pun 
tos maximales de Z respecto del preorden parcial ^  definido antje 
riormente.
Entonces se tiene el siguiente 
TEOREMA 6.2.-
Sea x (z): R  ^  ^ R ^  una transformaciôn unlvoca, continua
y estrictamente monôtona. Entonces z*g M * (Z) fl Z C R  ^  es un pun
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to eficiente de Z, o bien maximal en Z, respecto del preorden par^ 
cial ^  , si y solo si x (z*) = x * , es un punto maximal en -
X = X (Z) C r ” , para el orden parcial natural en R ” .
DEMOSTRACION.-
Si z* es eficiente en Z, résulta que no existe z' g Z, -- 
tal que z* z^. Esto équivale a que no existe z'6 Z tal que -- 
(z' ) ^  x^ (z*) para todo i=l,....,n y tal que x^ ( z ' ) > x^ (z* )
Esto équivale a que no existe x ‘6 X, tal que x'= x (z*), -
que verifique xj^^ x* para todo i=l,,...,n y ^ j  tal que x ^ > x J ,
siendo x = (x*,...., x') y x* = (x?,....,x^ ) = x (z*).• X  I I " *  X
Es decir no existe x'€ X; tal que x ‘^ x *  y x' ^  x*, luego x*
es maximal en X, respecto del orden parcial natural en R ” .
Se tiene entonces por el teorema 6.1, , que 
M (Z) D (M (X))nZ
y del teorema 6.2., que
M* (Z) = x~^ (M (X))D Z.
De ambas relaciones se deduce que deberâ ser
(Z) C M (Z).
Résulta asl que, una vez determinado el conjunto M (X), que 
se détermina por métodos conocidos^^^, (Kuhn y Tucker, 1951? Kar­
lin, 1959? Zeleny, 1974; Cohon, 1978 y Ching-Lai Hwang, 1979), se 
pasarla al conjunto
M* (Z) = x"^ (M (X))nz
49.
de decisiones o altemativas eficientes y bastarîa investigar M* (Z) 
en lugar de M (Z), para llegar a una decisiôn ôptima.
Conviene resaltar, que en las situaciones de decisiôn real, 
la necesidad de llegar a la elecciôn de una alternative final de 
decisiôn, llevarîa a una reducciôn adicional del conjunto M* (Z), 
de alternatives eficientes, que sean igualmente preferidas respec^ 
to a las actitudes del decisor y mas pref eridas que el resto. Es­
to es precisamente lo que se consigne mediante el proceso polieta. 
pico que considérâmes, es decir, ir reduciendo el conjunto M* (Z) 
mediante la consideraciÔn de nuevas etapas.
Vamos ahora a hacer la extensiôn del proceso de optimaciôn 
para dos o mas etapas, para lo cual se introduce una notaciôn, -- 
que ademâs va a ser util para coraprender algunas relaciones entre 
los distintos espacios del proceso polietâpico indicado.
Sean jj^  > jg ^ • • * * ^  •^ i .... ^ j^ las dimensiones de los
distintos espacios que se consideran en el proceso.
Representemos por ^  , la relaciôn de preorden parcial en
^i
3^^, donde,3^ représenta el espacio de objetivos que corresponde a 
la reducciôn a la dimensiôn j^  ^ para los objetivos de la et^
pa i-1, siendo c3. Rt , para todo i=l,....,h.
^ Ji
Esquematicamente se tendrla una serie de transformaciones 
en la forma
R+ ......  R^ R^
Jl Jg Jh-1
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donde (i=l,....,h-l) son las funciones de valor vectoriales, - 
dadas por los correspondientes teoremas, siendo ^ ^  el espacio de 
atributos, espacio de objetivos de primera etapa, oB ^  espacio
de objetivos de segunda etapa, etc.
Es natural considerar que si el decisor ha llegado a la r^ 
laciôn , y tiene elementos de informaci6n suficientes para ob
tener la funciôn de valor vectorial que da la etapa siguiente, dn 
ber& ser
( ^  ) C ( ^. . ) ,
Ji Ji+I
que se ha do entender en el sentido de que la primera relaciôn e^ 
ta definida en el espacio ^ , y la segunda en el Y serâ -
posible comparer nuevos vectores mediante la relaciôn , aun
que para todo par comparable por ^ . , debe verificarse que 
transformados mediante x^ deben ser comparables por
i+1
sus -
itl
Veamos ahora la definiciôn de punto eficiente de
DEFINICION 6.4.-
Sè dice que el punto z'*g es eficiente en o bien -
maximal en (5. respecto de la relaciôn , si no existe otro
1 Ji
î'C tal que 2* •
Tal conjunto de puntos eficientes lo designeremos por M, .
Ji
En el caso particular en que ^ . fuera el orden parcial -
'’i
natural en R , el conjunto de puntos maximales respecto de es­
te, lo indicaremos M, , y se verificarâ que
Ji
" 4  = " 4
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y M* = (M ) n  s.
Ji Ji+1 ^
sin mas que tener en cuenta los teoremas 6.1. y 6.2.
La extensiôn del proceso de optimaciôn a dos o mas etapas 
es sencilla. En efecto, c ont inuando con la notaciôn anterior, su­
pongamos que el proceso tiene h etapas, por tanto habrâ h-1 funcio^ 
nés de valor vectorial (i = l , . . . . ,h-l) , siendo ^
las dimensiones de los espacios en consideraciÔn. Aplicando en for^  
ma reiterada los resultados anteriores, se tendra que en la etapa
= V l ’
es decir, la transformaciôn inversa mediante x , del conjunto de-n-1 j
puntos maximales de ^  ^  respecto del orden parcial natural en R 
y que pertenecen a ^  ^  ^ , es un subconjunto del conjunto de pun-- 
tos maximales de ^ respecto del orden parcial natural en R ^ ^
que ademâs coincide precisamente, como ya se habla visto, con el 
conjunto de puntos eficientes de ^ ^ , o bien puntos maximales - 
respecto de la relaciôn definida esta por la transformaciôn
Jh-1
es decir, por el sistema de curvas isoûtiles x^ (z) = k
Analogamente en la etapa h-2, el conjunto M* de puntos
Jh-2
eficientes de ^  2 » tal que
h-2 ^h-1 ^h-2
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sin embargo este conjunto podrla ser reducido, mediante la consi­
deraciÔn natural de tomar, no la transformaciôn inversa mediante
X. de M. , sino la de M * , habiendo obtenido este ultimo --
" Jh-1 Jh-1
conjunto en la anterior etapa. Esto nos llevaria a considerar un 
nuevo conjunto reducido aûn mâs del , que serla
Jh-2
V a  '
verificandose que
M* C M *  C M
Jh-2 Jh-2 Jh-2
y teniendo en cuenta que mediante la consideraciÔn de esta segun­
da etapa, ha obtenido el decisor una nueva reducciôn del conjunto 
de puntos maximales de su interés.
ContInuando con este proceso de optimaciôn, se «btendrla - 
en la etapa h-3,
” jh-3 ' ^ - 3  '“jh-a’ "  ^•'-3
verificândose que
V 3 "  % - 3
Reiterando el proceso, se llegarîa al subconjunto de pun--
tos de
= xj^ (Mj n 3 ) g ) n  cSl = ....... =
- x^^ (xg^ (...(x”^ (Mj ) n  ^ h - 2^...)n ^ g ) n  =
= (...(=h^2 <5^-1 <Mj
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Se observa que en el proceso de optimaciôn de este proceso 
polietâpico, se parte del conjunto M. de puntos maximales de ^  ,
respecto del orden parcial natural en n  , y se va produciendo -
una reducciôn, llegando finalmente al conjunto M', , donde
Jl
M' C  (M^ ) n  M * C  M
Jl ^ ^2 Jl Jl
y este conjunto M'. , sensiblemente reducido del M. es en el que
Jl Jq
el decisor deberla investigar para determinar su curso de acciôn 
ôptimo.
I.7.~ Generalizaciôn del proceso de optimaciôn.-
A fin de no alargar la exposiciôn de esta parte, se exponen,
sin llegar a un formalisme complete, dos métodos que complementan
y perfeccionan lo anterior y que pueden ser de gran interés prac­
tice.
De estes dos métodos vamos a ver el primero.
Considérâmes por sencillez una etapa y ûnicamente dos obj_e 
tivos de primera etapa. Esté j es una situaciôn generalizada de la 
anterior,y consiste en dada una funciôn de valor vectorial 
X (z) : ---> Rg
considerar en X C  Rg* donde X es el espacio de objetivos de pri­
mera etapa, ôrdenes parciales mâs fuertes que en el primer punto 
de vista considerado, y los correspondientes en Z C  R^. Es decir,
supongamos que en X, se tiene definido un orden parcial a partir
del producto de los ôrdenes completes definidos por
*1=1 * ^2*2 = " *2 ' 1 - kl
(7.1.) donde
* *2*2 " *2 = 1 -
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en que los vectores (k^, kg) y (k^, k^) deben ser linealmente indje 
pendlentes* . . :.
Se observa que (7.1.) son dos combinaciones lineales con-- 
vexas de ambos objetivos y Xg, y que los vectores (k^, k^) y - 
(kg, kg) son las acotaclones a los pesos que se asignan a los ob­
jetivos x^ y Xg respectivamente, y que reflejan la indetenninacibn 
relativa al desconocimiento del verdadero valor de éstos. Estos - 
vectores determinan el cono K convexo, cerrado y puntiagudo (fig, 
7.1.) denominado cono de comparabilidad. A partir de él, se cons^ 
dera el correspondiente cono polar
K° = j^ x e / pT x ^ O , V p c K j
que también serâ puntiagudo. Sea ademâs - (x) la traslaciôn de
- K° al punto x como vértice.
fig. 7.1
Esto lleva a introducir el concepto de K - dominancia (Yu, 
1974; Giron y Rlos, 1979), de tal forma que dadas x , x'€ X» se dirâ 
que X* K - domina a x, y se escribe x*4^ x , si x'6 - (x).
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Se comprueba facilmente que la relaciôn de K-dominancia es 
un orden parcial.
Veamos ahora la siguiente 
DEFINICION 7.1.-
Dado x'fi X, se dice que es un punto maximal en X C R ” para 
el orden parcial de K-dominancia definido en X por (7.1.), si
X n  - K° (x*) = [x*J .
Al conjunto de puntos maximales de X respecto del orden -- 
parcial definido por (7.1.), se représentera por (X).
Es de notar, que el primer punto de vista considerado es, 
como ya habiamos indicado, un caso particular de este, en el que 
el desconocimiento de pesos asignados a los objetivos es total, es 
decir, séria una situaciôn de incomparabilidad total, en la cual 
las acotaciones de los posibles pesos asignados a ambos objetivos 
serlan (1,0) y (0,1) respectivamente, siendo estos vectores los - 
correspondientes al cono positivo u ortante fundamental de R^, 
y donde el conjunto de puntos maximales respecto de la K^-dominart 
cia séria el conjunto M (X) considerado anteriormente, pues la r^ 
laciôn de K^-dominancia coincidiria evidentemente con el orden pajr 
cial natural de R^.
Se demuestra que si y Kg son dos conos taies que Z3 Kg
1 orden ^  esta contenido en el orden (Rlos, 1976,b). Por -
(12)
e
"^ 1 “2 
tanto se tiene que puesto que K C  K , se tendra la relaciôn
(X) C  M (X)
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Vamos a ver ahora unos teoremas an&logos a los 6,1. y 6.2., 
que serân utiles para la construcciôn del proceso de optimaciôn - 
analogo al del primer enfoque, para la determinaciôn de la deci-- 
siôn ôptima.
Consideremos ahora, el correspondiente preorden parcial de 
(7.1.) en Z, que serâ el preonteiparcial que viene definido por el 
producto de los preôrdenes complètes definidos en Z a partir de
(z) + kg Xg (z) = k
k| Xj^  (z) + k^ Xg (z) = k*
(7.2.)
es decir, dos sistemas de curvas isoûtiles que determinan el con­
junto de puntos K-eficientes de X, o puntos maximales respecto del 
pcetrdenparcial definido,por (7.2.).
Veamos la siguiente
DEFINICION 7.2.-
* NUn punto z 6 Z C  R  , se dice que es K-eficiente en Z, o - 
maximal en Z respecto del preorden parcial ^  definido a partir de
kl Xf (z) + %2 *2 ^5^ = k 
k^ x^ (z) + k^ Xg (z) = k'
siendo (k^, kg) (k^, k^), si no existe otro punto z'f Z , tal que
z ' p? z* , lo que es equivalents, si no existe z'g Z tal que
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(z') + kg Xg (z') ^ k^ x^ (z*) + kg Xg (z*)
k£ Xj^  (z') + k^ Xg ( z • ) ;^  k Xj^  (z*) + k^ Xg (z*)
siendo al menos una de las dos desigualdades estricta.
Al conjunto de puntos K-eficientes de Z lo representaremos 
por (z).
Veamos ahora los teoremas indicados.
TEOREMA 7.1.-
Sea X (z) : ^ R  ^  una transformaciôn unlvoca, continua
y estrictamente monôtona. Sea z*e Z C  R  ^  un punto tal que
X (z*) = x*^  es maximal en X = x (Z) C  R ” para el orden parcial
de K-dominancia en R*'. Eîntonces se verifica que z*g Z es maxi-- 
mal en Z para el orden parcial de K-dominancia en R  .
DEMOSTRACION.-
Anâloga a la del teorema 6.1.
TEOREMA 7.2.-
Sea Sea x (z) : R ^  — > R  ^  una transformaciôn unlvoca, con
tlnua y estrictamente monôtona. Entonces z* g (Z), es decir -
« Nz g Z C  R  es un punto K-eficiente de Z, si y solo si -
x * = x ( z * )  e X = X (Z)C R  ^  es un punto maximal en X para el or^
2
den parcial de K-dominancia en R  .
DEMOSTRACION.-
Sea z* g Mj^(Z), esto quiere decir que no existe z' g  Z
tal que
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(z') + kg Xg (z») k^ (z*) + kg Xg (z*)
k| x^ (z ' ) + k^ Xg (z ' ) ]^  k£ x^ (z*) + k^ Xg (z*)
y al menos una de las dos desigualdades es estricta. Esto équivale 
a que no existe x' = x ( z ’) € X  tal que
kl x^ + kg x^ ^  *1 * kg Xg
k| + k^ x^ >. k| x^ + k^ Xg
y al menos una de las dos desigualdades es estricta, siendo 
X* = (x£, x^) y X* = (x*, Xg) = (x^ (z*), Xg (z*)). Es decir,
x^fi X, es un punto maximal en X, respecto del orden parcial de --
K-dominancia en R^, es decir x* g (X).
La deraostracion para el caso en que X C  R ” , séria anâloga,
Se tiene entonces que por el teorema 7.1., serâ 
(Z) 3  x"^ (Mg (X)) n  Z 
y del teorema 7.2., que (Z) = x ^ (M^ (X))D Z
De ambas relaciones se deduce que deberâ ser
M* (Z) C  (Z).
El problema de ôptimo se resolveria de forma anâloga a como 
se hizo en el primer enfoque, es decir, se determinerla el conjun­
to Rjç (X) » y de este se pasarla mediante la transformaciôn inversa
de X (z), al conjunto -1Mg (Z) = x"^ (Mg (X)) n Z
y pu.,to que (Z) c Mg (Z)
J quedarla por ti 
conjunto (Z) sensiblemente reducido del (Z)
el problema de ôptimo anto reducido a investigar el 
♦
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Puesto que, como se ha visto résulta que se verifica que
(Z) C  (Z) C  M (Z)
esto résulta bastante natural, pues en este enfoque la incertidum 
bre es parcial a diferencia del primero en que era total y por taii 
to résulta lôgico que el decisor determine su decisiôn en este sje 
gundo punto de vista, ya que la informaciôn que tiene es mayor.
La extensiôn del proceso de optimaciôn a dos o mâs etapas 
séria anâloga al primer enfoque, haciendo hincapié en que el con­
junto final de puntos maximales a que llega el decisor después de 
las h-1 transformaciones inversas séria mâs reducido que en el pr^ 
mer enfoque, lo cual es completamente natural como ya se habîa in 
dicado.
Un tercer punto de vista, que es en realidad el caso que - 
se obtiens como paso al limite del anterior, se tendria al ir con 
siderando en él anterior punto de vista ôrdenes parciales cada vez 
mâs fuertes en X, y los correspondientes preôrdenes parciales en 
Z. Intuitivamente, esto significaria ir conociendo con mayor prec^ 
siôn los pesos que se asignan a los distintos objetivos, es decir, 
ir disminuyendo la incertidumbre sobre el verdadero valor de los 
pesos, y por tanto su cono de incertidumbre K,
Como consecuencia de esto, se irian reduciendo los conjun- 
tos de puntos maximales de X y Z respecto de el orden parcial de 
K-dominancia, y se obtendria como posiciôn limite en X, el ângulo 
llano de Bayes, correspondiente al vector (k^, kg), que nos deter^ 
minaria la recta Bayes x^ + kg Xg = k. Esta situaciôn limite.
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séria la correspondiente a un conocimiento precise de los pesos - 
que se asignan a los diferentes objetivos.
En esta situaciôn se obtendria, en X, un o varios puntos - 
de mâximo, correspondiente al punto de apoyo de la recta - -
x^ + kg Xg = k con X, y en Z, a partir del sistema de curvas - 
isoûtiles, se tendria une o «varios puntos x* de mâximo originales 
de X* , es decir, tal que x (z*) = x**.
Una vez determinado el punto x*, se pasarla a jx ^ (x*)^nz 
y se tendria la alternative z* correspondiente a la decisiôn ôptd^ 
ma. La extensiôn a mâs etapas séria inmediata.
Es interesante observer que las ideas sobre pondéréeiôn de 
objetivos introducidas en estos dos ûltimos métodos han sido suge- 
ridas por la lecture de los trabajos de Rios (I976,b), y Girôny Rlos 
(1979), en que taies ideas se dirigian a la valoraciôn apropiada 
de las situaciones en incertidumbre parcial. Cabria pues, combiner 
ambas consideraciones en un estudio global, lo cual hemos iniciado 
pero no incluimos aqui.
En todo caso estoc confirma la simetria de tratamiento a la 
utilidad y la probabilidad establecida en GirÔn (1979).
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NOTAS A PIE DE PAGINA
(1) Aumann, R. J. (1964). pâg.150
(2) Respecto a la relaciôn entre N y n, consideramoa natural, el 
que sea n mas pequeno que N , puesto que los criterios tratan 
de resumir los objetivos y lograr una reducciôn de dimensiôn, 
para hacer mâs sencilla la resoluciôn del problema en cuestiôn.
(3) Hay diverses nombres para el concepto que aqui llamamos (si-- 
guiendo a la mayoria de los autores) preorden. Asl, Arrow lo 
denomina cuasiorden y al preorden complete lo llama orden dé- 
bil. A este lo denominan Raiffa-Keeney estructura de preferen 
cia, y orden de preferencia completo en Koopmans, etc.
(4) Esto no contradice que puede haber funciones discontinuas 
Yi (x).
(5) Ver p.e. Keeney y Raiffa (1976).
(6) Esta propiedad se denomina orden-denso. Ver Fine (1973)
(7) Una topologia natural en X, es aquella para la cual los conjun 
tos fx€ X: X  ^ x'I y fx C X: x*;^ x} son cerrados para tj) 
do X* £ X.
(8) También llamado punto optimal de Pareto, punto admisible, pun 
to no dominado, etc.
(9) Aqui no entrâmes en los aspectos algoritmicos^ciertamente im­
portantes, pero que desbordan el contexto de esta Tesis.
(10) Para i = 1, se tendria el espacio de atributos, para i = 2 el 
espacio de objetivos de primera etapa, para i = 3 el de segun 
da etapa, etc.
(11) Estas funciones verifican las propiedades dadas por los teor^ 
mas 6.1. y 6.2.
(12) Con la suposiciôn que habiamos hecho de que es un cono pun 
tiagudo, es decir K no se reduce a un vector.
(13) Idem nota (12).
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CAPITULO II
Decisiones con Multiatributoa en Incertidumbre
II.0.- Motivaciôn,-
Hay multiples métodos iniciados y seguidos en la literatu 
ra cientifica para tratar el problema de la decisiôn en incerti-- 
dumbre com multiatributos. Presenteremos primeramente, mediante - 
algunos ejemplos, el problema, para despues pasar revista a tales 
métodos. Mâs tarde trataremos de dar fundamento y rigor a la meto^ 
dologia relativa a los métodos anâlogos para el caso de incerti-- 
dumbre al del vector maximal y al de la funciôn de valor conside- 
rados como bâsicos en el caso de certidumbre.
Todos estos métodos presentan nuevas dificultades respec­
to del caso de certidumbre^pues es intuitive que el proceso de r^ 
ducciôn de un problema de multiatributos en incertidumbre puede - 
comenzar de dos modos distintos: a) reduciendo los multiatributos, 
o b) reduciendo la incertidumbre. Es decir, comenzando por susti- 
tuir cada complejo de multiatributos por un vector de menor dimen 
siôn o por un "escalar équivalente", o empezando por reducir cada 
consecuencia en inc er t i dumbr e a un "équivalente en certidumbre". 
Sin embargo, pronto veremos que estas ideas tan simplistes puede 
conducir a comportamientoj errôneos.
También daremos una formalizaciôn de la relaciôn existan­
te entre la funciôn de valor y la funciôn de utilidad, aspecto --
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que hasta ahora sôlo se habla tratado de forma muy poco estricta 
en la literatura, y obtendremos un resultado que nos refieja un - 
paralelismo con el capltulo anterior al relacionar la funciôn vec^  
torial obtenida a partir de una generalizaciôn del teorema de 
Von Neumann en la misma llnea que el teorema vectorial de Wold- - 
Debreu del capltulo I.
II.1.- Ejemplos introductorios.-
Vamos a dar algunos ejemplos de problèmes con multiatribu^ 
tos en incertidumbre, que van a ser utiles para un mejor encuadra^ 
miento y comprensiôn de los desarrollos teôricos posteriores.
Ejemplos:
1.- Supongamos un cierto individuo al que se le presentan 
dos opciones, caracterizada cada una de ellas por dos atributos. 
Sean estas x e y, donde
X = (con certidumbre) un puesto de trabajo con un salario mensual 
S^ (= 100.000 pts.) y una casa (= 20.000 pts. mensuales), 
y = con probabilidad 0,8 (suceso E^), da un sueldo mensual (=
= 130.000 pts.) y una casa Cg ( = 3O.OOO pts. mensuales), y nada con 
probabilidad 0,2 (suceso Eg)
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Las dos situaciones aleatorias a elegir son,
P =
Atributos
y
^2
0 , 8  0 , 2  p  =
E,1 2
0,8 0,2
^2 °
C_ O
que también podemos representarlo en la forma
1
p =  0 , 8 0,2
(s^.cp
(S2,C2>
(Si.cp 
(0, 0)
Se tiene asl, un problema de decisiôn con dos a:ributos en 
ambiente aleatorio, en el cual el decisor debe determiner cual de 
las dos opciones a^  ^o a^ es mâs preferida.
2. - Una modificaciôn del ejemplo anterior, ser le considerar 
las opciones a (x), donde
a (x)
p = X
S
Atributos
®2
1-x
O
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siendo x = 1; 0,9; 0,8; 0,1, las posibles probabilidades del
suceso E^, y
= 100.000, Sg g = 110.000,...., Sg ^  = 200.000
= 20.000, Cg ^  = 21.000,   Cg ^  = 30 .000
como anteriormente.
Se ve que en este ejemplo hay diez posibles opciones, y el 
decisor debe determiner aquella mas preferida por él, teniendo en 
cuenta que cuanto mejor es la opeion, menor es la probabilidad de 
obtenerla.
3.- Una nueva modificaciôn en el ejemplo anterior, nos va 
a llevar al caso continuo. Sea como antes a (x), la opciôn
®1 ^2
p = X 1-x
S(x) 0
Atrlbutos
C(x) 0
donde ahora x fi (0, 1) y
S(x) = 100.000 + ( 1 - x )  100.000 
C(x) = 20.000 + (1 - x) 30.000 
El problems sigue siendo determinar la opciôn mas prefer_i
da.
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4.- Por ûltlmo, supongamos un fabrlcante de zapatos, que 
desea determinar las cantidades de dos tipos de zapatos que debe 
fabricar para su venta en la temporada que se avecina. Para ello, 
seem y X g , las cantidades de zapatos de tipo 1 y 2 respecti­
vement e que debe fabricar. El conjunto de posibles soluciones, son 
los puntos del polifedro convexo X C Rg determinado por las res 
tricciones
*2 «  300
2*1 - *2 200
El fabricants sabe que su competidor puede adoptar dos pjo 
llticas de fabricaciôn E^ y E^, y teniendo en cuenta èstas, quie- 
re maximizar: 1) por una parte el volumen de ventas de acuerdo -- 
con unos ciertos precios que fijar& el fabricemte en funclôn de - 
la politica de producciôn que adopte el competidor y que vendra - 
dado por la funciôn objetivo 1,
z^ (x^, Xg) = (zj^ (x^, Xg), Zg (x^, Xg))
donde z^ (x^, Xg) = x^  ^ t 2Xg, si el competidor adopta Ej^ , y
Zg (x^, Xg) = 3x^ + Xg, si el competidor adopta Eg,
2) por otra parte desea maximizar las ventas de aquel ti­
po de calzado que lé dé mâs prestigio, que es del tipo 1, si el - 
competidor adopta E^ y del tipo 2, si el competidor adopta Eg. En 
tal caso la funciôn objetivo 2 serâ
z^ (x^, Xg) = (z^ (x^, Xg), Zg (x^, Xg))
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donde
si el competidor adopta , y
Zg (x^, Xg) = Xg, si el competidor adopta Eg
El problems del fabricante, es determinar el punto (x^,Xg)fi X , 
que sea lo mas satisfactorio posible, teniendo en cuenta dos ob 
tivos, y que la naturaleza (competidor) puede adoptar dos estados.
Se observa, que este es un problems de decisiôn en incertidumbre 
con dos objetivos, pues el fabricante desconoce la politica de pro^  
ducciôn de su competidor,
II.2.- Trabajos Iniciales.-
Los dos trabajos pioneros sobre multiatributos en incert^ 
dumbre son los de Montgolfier y Tergny (1971), y de Dinkelbach e 
Iserman (1973).
Montgolfier y Tergny empiezan por considérer el caso de - 
certidumbre con multicriterios. El desarrollo se limita al caso - 
discreto en que el conjunto A  de acciones (i€ ^l,....,lj )
es finito. Consideran que bay situaciones en las que no résulta - 
posible définir una ûnica funciôn econômica, como p.e. en las dos 
situaciones: a) un ûnico decisor que puede adoptar distintos pun­
tos de vista (bénéficia, satisfacciôn de las personas afectadas - 
por la decisiôn, etc.) sin pretender a priori establecer una rel^ 
ci6n entre, estos diferentes puntos de vista; y b) varias deciso- 
res, en una decisiôn colegial, que pueden tener distintos puntos 
de vista. sin que sea posible una asignaciôn précisa de pesos.
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Definen punto de vista como toda relaciôn do preorden en 
el espacio de acciones, pudiendo ser éste oümpleto o parclal. Tienen 
asl, que a un conjunto de puntos de vista (parciales o comphetos) - 
corresponden otros tantos preôrdenes, cuyo producto es un preor-- 
den parcial, que represents un nuevo punto de vista llamado sint^ 
tico (es de destacar que el proceso inverse no siempre es posible, 
es decir, la descomposici&n de un punto de vista parcial en pro-- 
ducto de puntos de vista).
Llmitândose al caso en que las se pueden juzgar, segûn 
los puntos de vista congdeto ,definen un criterio , como una apli- 
caciôn fj^  de un punto de vista total en R,,
fk 'A  — >R
donde
Por tanto es posible construir en esta situaciôn un cuadro 
de dimensiôn I x K de valores Ademâs se verifies la propie-
dad de que toda funciôn estrictamente monôtona g> , transforma el 
criterio en un criterio équivalente C^, de tal forma que
A continuaciôn consideran el caso de incertidumbre con mo^  
nocriterio como caso particular del de multicriterio en certidum- 
bre. Cada estado se considéra como un criterio, y el tratamiento
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que sugieren es anâlogo. Es decir, si S es el conjunto de suce-- 
sos Ej (j = 1,....,J), el significado de un ûnico criterio en in­
certidumbre es que existe una funciôn tal que a cada y cada E^ 
le corresponde
= fj
Este problems lo consideran como un caso particular del - 
problems de elecciôn multicriterio en certidumbre, pues suponen - 
cada suceso Ej como un punto de vista, y ambos problèmes se tradu 
cen en forma analogs por un cuadro de valores, pudiendo recibir - 
el mismo tratamiento,
Una obseirvaciôn a senalar es que el método mas importante 
en el caso de incertidumbre es el bayesiano, que conduce a consi­
dérer como régla u operador de slntesis (nomenclatura de Montgolfier 
y Tergny) una funciôn lineal, la cual es invariante por transfor- 
maciones lineales, mientras que en general los operadores de sln­
tesis que se consideran en multiatributos en certidumbre suelen - 
ser no lineales y no invariantes por transforméeiones lineales.
En cuanto al caso de incertidumbre con multicriterios, lo 
consideran como una superposiciôn de los dos précédantes, lo que 
les conduce a considerar una valoraciôn de cada acciôn A^, segûn 
el criterio y el estado E., por un nûmero
Se tiene asl, una matriz tridimensional de la que no acl^ 
ran Montgolfier y Tergny, si los criterios a seguir son la reite- 
raciôn de los anteriores. No habla de su "aplicaciôn consistente”
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(&Cabe aplicar un criterio minimax a la incertidumbre y un crite­
rio lineal a los atributos?, y i el orden de aplicaciôn puede in- 
fluir?). Lo que si indican (y esto es importante), es que se debe 
tener en cuenta la independencia de los puntos de vista, pues pue 
de ocurrir que los valores atribuidos a una serie de acciones por 
dos puntos de vista diferentes sean estadlsticamente correlados. 
Entonces la ponderaciôn de puntos de vista debe tenerse en cuenta.
En este orden de ideas, a nuestro juicio, cabria presen-- 
tar el problems de dar una axiomâtica en que el punto de partida 
no sea una matriz bidimensional de utilidades* sino tridimensional. 
Pero de hecho, Montgolfier y Tergny, lo ûnico que hacen es dar r^ 
glas emplricas de construcciôn de operadores de slntesis.
La idea de Dinkelbach e Iserman es distinta. Veamos un —  
ejemplo que ilustre su metodologla. Para ello, sea X c R ^ ,  el con 
junto de soluciones factibles (decisiones), que vieno representa- 
do por el poliédro convexo, dado por las restricciones
/  ^ O .  1 . 1. 2
=2 3
*1 *  *2  4  "
V 2*1 - *2 «  2
Supongamos por simplicidad que el decisor tiene dos obje­
tivos, y dos estados de la naturaleza y û)g siendo las fun-
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clones objetivo
en donde
(x)
(x)
(x)
(x)
(x)
(x)2 -
(x), Zg (x))
(z^ (x), Zg (x))
*1 (*1* “ ^1
Zg (x^, Xg) = 3Xj^  + Xg
Zi (x^, Xg) = x^
Zg (x^, Xg)
siendo Zj (x) es el valor de la iésima funciôn objetivo (i = 1, 2) 
para el j-esimo estado de la naturaleza (j = 1, 2).
Dinkelbach e Iserman, lo que hacen para poder llegar a -- 
una decisiôn, es formular lo que denominan un programs sustitutivo 
(nomenclatura de Dinkelbach e Iserman), para llegar a funciones - 
objetivo con valores escalares, y aplicar un criterio de decisiôn 
en certidumbre.
Tal programs sustitutivo viene dado (para el caso de dos 
objetivos) por
I|P (z^ - z^ (x)
-P 'Jt
: X X
JT
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{n  ^ 1), donde (i = 1, 2) es la soluciôn perfecta (Geoffrion, 
1965), y P una matriz diagonal cuyos elementos pj (j = 1,....,1) 
(1 estados de la naturaleza) son no negatives. De acuerdo con las 
asignaciones que se hagan a los p^ y , obtienen los enfoques -- 
Bayesiano.", de Laplace y de Savage-Niehans.
En el ejemplo concreto que se ha propuesto, si se supone 
p^ = pg y Jt = 1 (enfoque de Laplace) se llegarla mediante —  
el programs sustitutivo a una soluciôn igual a la que se llegarla 
considerando el equivalents cierto, que serlan las funciones obje^ 
tivo
zJ- (x) = (x) + PgZ^ (x) = "Y
z? (x) = P^Zi (x) + pgz^ (x) = ^  + -I Xg
de un problems multiatributo en certidumbre, al que se le aplica-
rla el criterio del maximo vectorial para llegar a la soluciôn in
dicada, es decir
max
zî" (x)
Î* (x)
Por tanto, en el método de D. el., cada components del - 
complejo de criterios (u objetivos) tiene una distribuciôn de pr^ 
babilidad o presents una situaciôn de incertidumbre y proponen —  
que se sustituyà por su "equivalents en certidumbre". De este mo­
do , a cada decisiôn le corresponde un complejo de consecuencias -
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en certidumbre y los mêtodos de tratamiento del problems de mult_i 
criterios en certidumbre completartan el tratamiento. Se obtienen 
asl diverses métodos comblnando las diversas interpretaciones po­
sibles de "equivalents -cierto" con los diferentes métodos posibles 
de multicriterios en certidumbre.
Hay una doble crltica a esta metodologla, ya que por un - 
lado se debe exigir una cierta consistencia entre unos y otros m^ 
todos, y por otro no tiene en cuenta la interdependencia estocâs- 
tica de los objetivos o criterios y valdrlan solamente para el ca^  
so de indiferencia respecte al riesgo en los objetivos.
Estas dificultades se salvan tratando en una manera conjun 
ta los multiobjetivos en incertidumbre, mediante una axiomâtica - 
apropiada, como veremos mâs adelante.
II.3.- Decisiones en incertidumbre para multiatributos.- Introduc- 
ci6n.-
El problema de decisiôn en incertidumbre con multiatribu­
tos tiene su tratamiento mas apropiado con la teorla de la utili- 
dad de Von-Neumann y sus generalizaciones.
Dado el car&cter abstracto de los entes que entran en el 
teorema de Von-Neumann, es posible adaptarlo al caso de multiatr^ 
butos, y teôricamente se tiene asl la soluciôn del problema maxi- 
mizando la utilidad esperada. Tambiên se puede establecer, como v^ 
remos mâs adelante, un mayor paralelismo con nuestro capltulo re-
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lativo a decisiones en certidumbre si empleamos un resultado rela 
tivo a la utilidad vectorial que estâ en correspondencia con nue^ 
tro teorema sobre la funciôn vectorial de valor en certidumbre.
No tiene una dificultad especial el problema de incorporer 
nueva informaciôn mediante el teorema de Bayes, y se obtiens como 
veremos mas adelante, la regia an&loga de maximizar la utilidad - 
a posteriori, para cada resultado posible del experimento.
Sin embargo, la gran dificultad de construir practicamen- 
te la utilidad de Von-Neumann, que es la crltica que suele hacer- 
se a tal método, nos hace interesarnos por una metodologla de -- 
Ralffa, que permite relacionar tal funciôn de utilidad con la fun 
ciôn de valor de Debreu, mediante una transformaciôn monôtona.
Tal metodologla se encuentra en la literature (Raiffa, -- 
1969 y Fischer, 1975), indicândola sin llegar a formalizarla en - 
adecuados teoremas, preocupândose ûnicamente de su aplicabilidad. 
Como dice G. W. Fischer (1975, pég- 36).
"Recall that if V is an appropriate measure 
of riskless value, then there exists some
)tone transform R such that U(X)=R ^V(X)^ ".
11.4.- Esperanza de utilidad y funciôn de valor.-
Trataremos ahora de establecer la relaciôn entre la fun­
ciôn de utilidad de Von Neumann que permite construir la esperan-
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za de utilidad y resolver log problemas de optimacion en incerti­
dumbre o en riesgo y la funciôn de valor, ya estudiada en el cap^ 
tulo anterior, asl como el paso a las correspondientes funciones 
vectoriales.
Si admitimos los axiomas de Von Neumann-DeOroot (DeGroot, 
I97O) y los de Wold-Debreu, el primer sistema nos conduce a una - 
familia infinita de operadores de utilidad, y el segundo a una fa^  
milia infinita de funciones de valor, y el objetivo de los teore­
mas es relacionar unas con otras por su interés teôrico y por la 
finalidad practice (como ya se indicé en el capltulo I), de faci­
liter el calcule de la funciôn de utilidad en el caso de multia-- 
tributos.
Tenemos entonces el siguiente 
TEOREMA 4.1.-
Sea un conjunto S de elementos x = (x^,...., x^)6 R  ^ , y 
(% una o-âlgra de subconjuntos de S. Supongamos que en S tene-- 
mos definido:
la) Un preorden complete ( R ^ , ^  ) , que refleja las prefje 
rencias del individuo.
Este preorden es tal que:
Ib) El orden parcial natural ^  en R " implica el preor-- 
den ^  , es decir,
X ^  y ^  y
X > y => X > y
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le) Si X y ^  z , existe un A £ [ o ,l^ j , tal que 
ÿ  A/ A X  + (1- A ) z.
Sea la clase de las distribue iones de probabilidad aco^
tadas definidas en S, es decir, taies que para cada P € exi^
1 2  r 1 2~\ten X  , X  fi S de modo que P | x ^  x ^  x 1 =1.
Id) Se tiene definida una relaciôn de preorden complète -
( , siendo éste consistante con el preorden (R  ^ ^  ) cuan
do las distribueiones de probabilidad P fi , degeneran en elemen­
tos seguros x fi S.
le) Sean P , P^, P fi y a €(0,1). Entonc
If) Sean P^, P^, P € ^  taies que P^ X  P P^. Entonces 
existen a fi (0,1) y ^ fi (0,1) taies que
a 1-a/ c
p2 pi
Con estas hipôtesis:
1A) Existe una funciôn de valor
v= r ; — > R
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que es continua isôtona y fiel, es decir
X ^  y <=> V  (x) > V  (y)
X  rv y 4=^ V  (x) = V  (y)
IB) Tal funciôn es ûnica salvo una transformaciôn estric­
tamente monôtona y continua g) { . ), es decir, si v* (x) tiene ■
las mismas propiedades que v  (x), es
V  ^  (x) = 9>{v (x))
IC) Existe una funciôn de utilidad
u t S —
tal que para todo x € S , es
u (x) 1-u (x)
X  /vJ
2 1 
X X
Para poder establecer la relaciôn llamada "hipôtesis de - 
la esperanza de utilidad" , hay que demostrar la existencia del -- 
operador de utilidad
U (P) = r  u  (x) dP (x) (P (x) € % )
Js
Para esto, siguiendo a DeGroot, se introduce un nuevo axio_
ma.
Supongamos:
Ig) Cual esqui era que sean x' , x", x"" g S, y a C? ’ ^ 3 ’
se verifies
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X  î
n nrltl
€(t
Se demuestra entonces que si para cada P € ®® define
" i l
P " Jri (=)'
esta integral existe y se verifies 
P A/ ^ x^ t (1 - jî ) x^,
y mas aun,
(ID) existe U (P) = / u (x) dP (xi
Js '
y se verifies que para cual esqui era que sean P^, P^ €  ,
P^ ^  P^ si y solo si U (P^) ^ U ( P^)
Ademas, si u"* (x)es otra funciôn de utilidad, se verifies
que
u* (x) = a u (x) + b 
siendo a^O, y b numéros reales.
Finalmente:
lE) Para cualquier funciôn de valor v, y cualquier funciôn
de utilidad u continua, se verifies que
u (x) = q> ( v(x) ) ,
siendo y una funciôn estrictamente monôtona y continua.
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El enunciado de este teorema coordina en uno solo los de 
DeGroot y Wold-Debreu, con el resultado nuevo lE, que permite la 
construcciôn de la funciôn de utilidad a partir de la funciôn de 
valor.
Que estos dos conjuntos de axiomas no son incompatibles - 
résulta de ejemplos inmediatos.
Si a partir del operador de utilidad
U (P) = I u ( x ) d P ( x )
Js ~
. - 0
se define para P =( ) , la funciôn
u (x) = U (P^)
para todo xfi R  ^ , esta funciôn de utilidad tiene las propiedades 
de una funciôn de valor, pues por la hipôtesis Id,
P^ P^ équivale a x y
y como aquella équivale a
U (P ) >  U (P ) 
î y
tendremos que
X ^ Y <■■■•■ > u (x) >  u (y),
y analogamente
X /V y <— > u (x) = u (y).
Con esto estâ demostrada la isotonla y fidelidad respecto 
del preorden ^  de la fimciôn de utilidad u (x).
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La continuidad de la funciôn u (x) résulta de que en S, - 
se verifican para el preorden , las condiciones 1-b y 1-c.
Al haber demostrado que u (x) tiene las propiedades de una 
funciôn de valor en , de la propiedad IB, résulta que
u (x) = y (v (x)).
OBSERVACIONES;
1) La funciôn u (x) construida a partir de los axiomas de 
Von Neumann-DeGroot no tiene porqué ser una funciôn de valor (si 
no se admite explicitamente el axioma de continuidad de Debreu), 
y por tanto no tendria que ser u = y (v).
2) En particular, u (x) puede no ser continua, aunque se 
ha demostrado que, bajo condiciones muy amplias, es medible. En - 
cambio, de las condiciones del teorema de Wold-Debreu résulta que 
la funciôn v (x) es continua.
Por otra parte, si x = (x^, . . . . ,x^) fi R ^  (n ^3), una - 
condiciôn sencilla para que v (x) sea aditiva, es decir, para que 
se pueda descomponer en la forma
V (x) = v^ (x^) + Vg (Xg) + .... + v^ (x^)
es la monotonia o independencia débil en el sentido de Debreu, a 
saber, si y es un subconjunto de atributos de x = (x^^ ,....,x^), y 
z el complementerio de modo que x = (y, z )i si (y^, z^) e (y^, z^) 
son dos estados, la condiciôn de monotonia es
(y^, z^) (y^, z 4 = ^  (y^, z-^ ) ^  (x^, z^)
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Si suponemos que se verifica tal condiciôn para todas las 
posibles particiones de x y que por tanto vale que
V  (x) = v_ (x,) + . . . . +  V  (x ),- i l  n n
y que ademâs existe la funciôn de utilidad u (x), puede ocurrir - 
que ésta no sea una funciôn de valor. En efecto como consecuencia 
del teorema de Wold-Debreu cualquier otra funciôn de valor que rje 
présente el mismo orden, es de la forma q> (v (x) ) , siendo Ç) una 
funciôn estrictamente monôtona y continua. Pero, si consideramos 
una funciôn de utilidad
y ( %  V (x. ) )
1 ^
al tener una estructura aditiva debe verificarse la condiciôn de 
marginalidad de Fishburn (Ver Rlos (197ô,a)), pero ésta condiciôn 
no se verificarâ en general, pues se demuestra facilmente que no 
es consecuencia de la condiciôn de monotonia de Debreu, sino que 
es una condiciôn mâs fuerte.
Estas consideraciones indican el interés de la propiedad, 
que se demostrô, relative a la relaciôn entre las funciones de va^  
lor y utilidad,
3) Veamos con un ejemplo, que la funciôn de utilidad de - 
Von Neumann definida en un rectângulo A,
u (x) : A ---> [p, 1]
puede ser discontinua.
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DefInamos
r
u  (Xi* Xg)=
0,3 (x^-2) (Xg-2) ; (xj^ .xg) 6 ([2;2,5]x [2;3] )U
U( [2 ,3] X [2;2,5] )
0,6 + 0,4 (x^-2) (xg-2); (x^,Xg)€ (2,5;]J x (2,5;3]
Esta funciôn tiene la forma que se indica en el gréfico 
(fig. 4.1.).
fig. 4.1
Esta definiciôn, de acuerdo con los axiomas de Von Neumann, 
implica que si
1-P
(2 ,2)
/V (%i, Xg)
entonces
P u (3,3) + (1-p) u (2 ,2) = u (x^, Xg)
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y si ponemos
u (3,3) = 1, u (2,2) = O
queda
p = u (x^.Xg) .
En particular
u (2,5; 2,5) = 0,075 
u (2,51; 2,51) = 0,70404
A primera vista résulta extrano que, p.e.:
0,075 0,925\
j /V ( 2 ,5 ; 2 ,5 ),
(3.3) (2,2)J
y
0 ,70404 0,29596 \
j rj (2,5i;2,5l),
(3 .3) (2,2) J
sin embargo, no hay contradicciôn formai entre este comportamien 
to y la axiomâtica de Von Neumann.
4) Para los problemas prâcticos es suficiente la conside^ 
raciôn de la clase clase mâs amplia, es la (distrà^
buciones de probabilidad para las que U (P) es finita), que con- 
Üene Es inmediato ver que se podria dar un teorema anâlogo
al dado, considerando la clase mediante algunos complemen-
tos analogamente a como se hace en (DeOroot (1970), pâg. 110), e 
incluso considerar la clase mas general de todas las distribu 
clones de probabilidad
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5) La ventaja de establecer una relaciôn sencilla entre - 
la funciôn de utilidad u y la de valor v, esta en que si se ha de 
terminado v, el paso a u ,  se reducirâ a la determinaciôn de algu­
nos parâmetros de la relaciôn que las liga, que den una idea de - 
la actitud frente al riesgo por parte del decisor, y que sean su- 
ficientes para construirla. Es decir, de esta metodologla, que he 
mos formalizado, résulta un camino practice que hace mâs facil la 
construcciôn de la funciôn de utilidad correspondiente. Esta con^ 
trucciôn consta basicamente de dos etapas: la primera consiste en 
determinar la correspondiente funciôn (es) de valor v (que no ne- 
cesita de comparéeion de perspectives), mediante algûn procedimien 
to adecuado (intercambio secuencial, medida conjunta, etc. (Fischer 
(1975)* Von Winterfddt y Fischer (1975), Keeney y Raiffa (1976))).
La segunda etapa consiste en construir algunos puntos de 
la relaciôn u - ç) (v), es decir, seleccionar varies resultados o 
consecuencias, de tal forma que estén situados a lo largo de todo 
el recorrido de la escala de valores, es decir que cubran el reco^ 
rrido de la funciôn de valor v. A continuaciôn el decisor asigna 
de forma directa, utilidades a estas consecuencias mediante el -- 
procedimiento de las probabilidades de indiferencia de Raiffa -- 
(1969)» Para obtener la transformaciôn q> , primeramente se toman 
los "valores" sobre un eje horizontal y las correspondientes "ut^ 
lidades" sobre un eje vertical.
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fig. 4.2.
Tomando un origen de forma arbitraria, p.e., u (v=0) = 0 
y u (V = lOO) = 1, se puede obtener una buena aproximacion de la 
transformaciôn y , mediante una curva que se ajuste a los puntos 
considerados en el piano (v, u).
Existen otros métodos como se puede ver en la extensa bi- 
bliografia existante, que son modificaciones del anterior y tienen 
sus ventajas e inconvenientes sobre el método bâsico considerado. 
Teniendo en cuenta éstas, el decisor debera determinar a la vista 
de su problema qué método prâctico le résulta mas adecuado.
II.5.- Generalizaciones.-
Vamos a ver a continuaciôn varias generalizaciones de las 
cuales es suceptible el teorema que hemos dado, y que vamos a in- 
dicar a continuaciôn.
La primera que consideramos se obtiens acoplando el teor^ 
nin dado en forma vectorial de Wold-Debreu con el teorema apropia­
do, relative a utilidad vectorial, obtenido este como generalize-
86.
ciôn del teorema de Von Neumann en la misma linea que el teorema 
vectorial de Wold-Debreu. Tenemos asl
TEOREMA 5.1.-
Sea un conjunto S de elementos x = (xj^, . . . . ,x^) £ R  y 
(%, una (X-algebra de subconjtmtos de S. Supongamos que en S te­
nemos definido,
la) k preôrdenes complétas ( R  ^ i 4^  ) (i=l,....,k) que - 
reflejan las preferencias del individuo respecto de k criterios, 
y verifican condiciones anâlogas a la del teorema 4.1. Supongamos 
también que :
Ib) Se tienen definidas k relaciones de preorden complet©
( ) siendo estas consistantes con los respectives preôrdje
nés ( ) (i=l,. . . . ,k) , cuando las distribuciones de proba­
bilidad P fi degeneran en elementos seguros x £ S, y supongamos 
que se verifican para estos preôrdenes condiciones anôlogas a las 
del teorema 4.1.
Con estas hiôtesis
A) Existe una funciôn vectorial de valor
V , R *  —
donde v (x) = (v^ (x),...., v^ (x))
siendo continua isôtona y fiel, es decir
ï ^  y (x) >  (y)
X y Vj, (x) = (^)
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B) Tales funciones son ûnicas, salvo transformaciones
continuas y estrictamente monotones, es decir si v*’ (x) es otra -
funciôn que tiene las mismas propiedades que v (x), es
v^ (x) = (v^ (x)) (i=l,....,k)
donde es una transf ormaciôn continua y estricteimente monôtona.
le) Existe una funciôn vectorial de utilidad
u : S --->
donde
u (x) = (u^ (x),...., u^ (x)),
y para todo i = l,....,k, se verifica que cualesqui era que sean
P^, P^6 es
P^ P^ si y solo si U (P^) ^  U (P^),
y si u*(x) = (u^ (x),...., u^ (x)) es otra funciôn vectorial de -
utilidad, se verifica que u* (x) = a^u^ (x) +
siendo a^) O, y b^ numéros reales (i=l,....,k).
ID) Para cualquier funciôn vectorial de valor v y cualquier 
funciôn vectorial de utilidad u, se verifica que:
( u^ f. . . • , Uj^  ) = ( y 2 ( ^ 2  ^ ) )
siendo (i=l,....,k) transformaciones continuas y estrictamente
monôtonas.
Como se v e , el teorema 4.1. es un caso particular de éste 
en que se considéra k = 1.
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Al estudlar el problema de decisiôn en certidumbre (cap.
I), suponiamos que en algunos casos séria posible llegar en el pr^ 
ceso polietâpico de reducciôn a la consideraciôn final de un ûni­
co criterio y en tal caso se pasaria al caso de incertidumbre me­
diante el teorema 4.1. indlcado.
Sin embargo puede ocurrir que en un problema no sea posi­
ble o no interese, como hablamos indicado^una reducciôn al caso de 
criterio escalar. Entonces la generalizaciôn dada (teorema 5.1.), 
nos permite una vez obtenida la funciôn vectorial de valor, pasar 
a la funciôn vectorial de utilidad correspondiente, si se conside 
ra necesario, por ser el problema en incertidumbre.
Como se v e , esta generalizaciôn que hemos dado mediante -» 
el teorema 5.1* nos lleva a obtener un paralelismo con el capitu­
le relative a decisiones en certidumbre aprovechando los resulta­
dos obtenidos en aquél para darle una mayor coherencia y conexiôn 
a ambos.
Otro tipo de generalizaciôn que se obtiene, es utilizando
en el teorema 4.1. en lugar de el teorema de Wold-Debreu, el de -
( 2 )Suppes-Zinnes , sobre representaciôn del orden de preferencias 
y acoplarlo^analogamente a como hemos hecho anteriormente^con el 
teorema de Von Neumann.
Antes de enunciar tal teorema veamos la siguiente 
DEFINIDION 5.1.-
Sea S un conjunto no vaclo y ^  una relaciôn binaria so­
bre S X S, El par (S x S, ^  ) es una estructura algebraica de di-
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ferencias si y solo si para todo a, b, c, d, a', b ' y c' £ S, y 
toda sucesiôn a^i , ..... , a^, ...., € S, se satisfacen los -
cinco axiomas siguientes:
1.- ( S x S , ^ )  es un preorden complete
2.- Si (a, b) ^  (c, d) entonces (d, c) (b, a)
3.- Si (a, b) ^  (a', b') y (b, c) ^  (b*, c'), entonc es
( a , c ) ^ ( a ’, c ’).
4.- Si (a, b) ^  (c, d) ^ ( a , a), entonces existen 
d* , d" fi S, tal que (a, d*) /V (c, d) A/ (d", b)
5.- Si a^* Og, ...., a^, .... es una sucesiôn estandar e^
trictamentes acotada ((a^^^, a^) ^ ( a ^ »  ), para cada a^, a^^^ -
de la sucesiôn; y existe d', d" fi S, taies que (d', d”) ^  (a^, a^
^ (d", d') para toda a^ de la sucesiôn), entonces es finita.
TEOREMA 5.2.-
Si (S xS, ^  ) es una estructura algebraica de diferencia, 
entonces existe una funciôn real v sobre S, tal que para todo 
a , b, c , d fi S
(a, b) ^  (c, d) 4=^ v(a) - v(b) ^ v(c) - v(d).
Mas aun, v es ûnica salvo una transformaciôn lineal positiva, es 
decir, si v* es otra funciôn con las mismas propiedades que v, en 
tonces existen a « ^ € R  , a > 0, taies que
V* = a V + P
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DEMOSTRACION.- Krantz y otros (1971).
Al hacer el acoplamiento medlante el teorema que acabamos 
de dar en la mlsma forma que se habla reallzado con el teorema —
4.1., llegamos a que la relaciôn que debe haber entre ambas funcio^ 
nes es de la forma
u = a v + b ,  a > 0 ;
siendo esta mâs estricta que la relaciôn obtenida en el teorema - 
4.1.
II.6.- Problema de decxsi6n con informaci&n complementaria.-
Podemos presenter en una forma bastante general el probl^ 
ma de decisiôn en incertidumbre con incorporaciôn de informéel6n 
complementaria suministrada por expérimentes u observaciones pog- 
teriores, es decir, un modelo analogo al clàsico bayesiano para - 
incorporer nueva informaci&n y sustituir las probabilidades a 
priori por otras a posteriori.
Para ello sea:
IQ) D el conjunto de decisiones d^, d g j Q  el conjun 
to de sucesos û>^, û) g,...., que representan una particlôn de Q .
2Q) S un conjunto de consecuencias, que son vectores n-di^
mensionales x = (x^,. ..,x^) € S C  R
3°) Un conjunto de experimentos Z = (z^y Zg,....) (o fuen
tes de informaciôn) que dan lugar a resultados posibles ^ ^ , &g,.....
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4q) Una distribuciôn de probabilidad a priori que asigna 
a cada auceso (o £ Q  una probabilidad p ( Ci) /d, z) , que depende 
de la decision d y del experimento z.
52) Una funcibn de densidad f que asigna a cada punto —
X g S , una densidad de probabilidad f (x/d, 0) , z), que depende de 
la decision d , el suceso ft) , y el experimento z.
Se podra obtener la densidad de probabilidad sobre las con 
secuenciag dada una decisi6n d y un experimento z, y que représenta 
la incertidumbre que modifica la p (û)/d, z), después de conocido 
el resultado del experimento, que viene dada por
S [x/d, z) = 2  P ( ft>/d, z) f (x/d,tü, z).
C0€Q
Con esta funciôn de densidad de probabilidad, se puede for^  
mar la esperanza de utilidad
U (d, z) = / g (x/d, z) u (x) dx;
Js  '
Ah ora bien, teniendo en cuenta el resultado del teorema -
4.1., se puede poner
■ f
U (d, z) = y g (x/d, z) gp(v (x)) dx,
donde v es la funciôn de valor y y una transformaciôn estrictaraeii 
te monôtora adecuada. La maximizaciôn de acuerdo con la teoria esc 
puesta, es decir, la determinaciôn de la décision d^ C D tal que
U (d*, z) = max U (d, z)
'd C D
nos conduclrÀ a la declslôn ôptlma, dentro de la llnea general de 
decisiones bayesianas.
Por ûltimo, indicaremos que también séria posible maximi- 
zar sobre Z, es decir, sobre el conjunto de posibles experimentos. 
Esto nos llevarla a un anAlisis del valor de la informaciôn (Raiffa 
y Schlaifer (I96I)), pero en el que no vamos a entrar aqul.
IX«7«- Problema de la carters con multiatributos.-
Consideremos n tipos de acciones, obligaclones, etc.:
^1 * *2 ,...., A^, y supongamos que se Invierte una unldnd de capi­
tal en las propor clones tj^ , tg,...., t^ en las mismas, es decir:
f  t = 1, t ^ O. (1)
1 = 1 ^
El problema clasico de la cartera trata de, fljado un in-
tervalo de tiempo, hacer môxlma la renta que se puede obtener de!
capital determinando les t^ .^ Corrientemente se considéra la renta^ 
bilidad de cada papel , como una vairable aleatoria 5 ^  » Y se - 
trata de determiner (t^,....,t^) tel que
5 > Z  q  îi (2)
sea mâxima con las condiciones (1) .
El problema ha dado lugar a una ampllsima llteratura (no
menos de 10 libros, y centenares de memories) desde que fue tratç^ 
do de una manera concrets por Markowitz (1999). Los trabajos se -
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refieren especiaimente a diverses criterios para interpretar lo - 
que es obtener una rentabilidad maxima teniendo en cuenta el ries^ 
go. As! se ban considerado criterios de la media y varianza, cuan 
tiles, utilidad Von Neumann, dominancia estocâstica, etc.
Parece ser, sin embargo, que los metodos de decision con 
multicriterios no ban pasado al problema de la cartera a pesar de 
que se reconoce por varios autores que todas las caracterlsticas 
de un papel no se reflejan mas que parcialmente en la rentabili-- 
dad y que séria conveniente tener explicitamente en cuenta otros 
criterios distintos de la maximizaciôn de la rentabilidad. P.e. - 
la liquidez es un criteria muy importante, ya que indica la prob^ 
bilidad de poder recuperar todo o parte del capital invertido en 
un cierto momenta. No vamos a entrar ahora aqui en la discusiôn - 
relative a diverses indices practices propuestos para la conside- 
raciôn de la liquidez. Una manera utilizada es considerar la varia_ 
ble aleatoria cantidad de un valor en pesetas contratadas en un - 
dia^^^. Taimbiên podrian considerar se las cantidades demandadas , - 
etc .
Si consideramos dos atributos (  ^i ' ^ i  ^ para cada papel 
A^ (analogamente se podrian considerar k a t r i b u t o s e l  problema 
de la cartera puede plantearse asi: determinar el vector t=(t^,....,t^) 
tal que la variable
( 2  I,. 2  *1 ’ii>
1 1
nos de esperanza de utilidad maxima :
y ) d F ( x ,  y) (4)Max E  l^u ( I , "O ) ^  = Max ^ ^ u  (x.
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con las condiciones
2  * 1 = 1 1
i=l
*1 a  0
(5)
Supuesta conocida la distribuciôn conjunta de
( ^ ^ 1 ' ^2*^2* 
y la funciôn de utilidad u (x, y).
Es claro que el conocimiento de la funciÔn de distribuciôn 
de la variable (6) , permitirâ conocer la de la variable C3 ) , y 
de aqui se pasarâ a la maximizaciôn de la integral (4) , con las 
condiciones (5) «
El caso especiaimente importante de utilidad cuadrâtica, 
considerado por Markowitz, conducirâ en el caso de dos variables
a la siguiente situaciôn: sea en efecto
u (x, y) = a X + bxy + cy + dx + ey
y en virtud de (3 ) .
E ^  (x,y)^ = E j^ a ( 2  b( %  t^ x^ ) ( %  t^ y^ ) h
+ = ( Z  tj J  * ® ['■ < I  *i *i> * ' < I  *J l'j* ] =
. . ( I  ti E [x^] 1 tj E XjJ ) 1
1 b ( |  q  e Tx ^ yj] ) 1
i,j
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* o ( I  tj E [y2] . *1 *j E [xj. yj] > *
1 d ( I  E [ x j  ) 1 c ( I  t . E [ y J  )
y el problema es hacer mâxima esta forma cuadratica en las t^, con 
las condiciones (5) . Como se ve los coeficientes de la forma cu^ 
dratica se expresan mediante los dos primeros momentos de algunas 
distribuciones marginales de (6) .
Este plemteauniento se generalize al caso de k criterios -
sin mas que considerar en vez de la variable (3) , la
n n n
= ( 2% ^ 4 * , S  t Ç ) (3 ) y la esperanza
1 1  1 
de utilidad analoga a (4) y restricciones anàlogas a (5) .
Otros planteamientos posibles del problema serian, consi-- 
derar una utilidad vectorial:
l^ a (x, y) , b (x, y)Ju (x, y) = j  
y en particular separable:
u (x, y) = ^a (x), b (y)J 
y como caso mas particular cuadratica en cada variable, es decir, 
u (x, y)
que conduciria a determinar el mâximo vectorial
r  I- - 1 r T o~l
Max
^
[f ] - jv[|] t e[|] ; E [ n ]  - Ag [v [.)] ♦ E [l] =J
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Estos planteamientos se trasladan sin dificultad al caso 
de k criterios.
Por otra parte, el caso de utilidad vectorial cuadratica 
separable se relaciona de modo natural con un planteamiento analo 
go al que hace Markowitz para monocriterio.
Se define una cartera caracterizadâ'por la media
E = ( E
y varianza
W ' -HI
' ' - | v [ ï ]  . v [ ^ ] l
como eficiente, si no existe otra mejor respecto del orden ^  de- 
finido asi:
(El, Vi> > (Eg. Vg) ^ =»Ei^ Eg. Vi^  ^Vg
(siendo uno de los signos estricto), y siendo
Se trataria entonces de probar (lo que aqul solo conjetu- 
ramos) que obtener los puntos eficientes équivale a resolver el - 
problema de mâximo vectorial para pares ( A ^ , A g) fijados
Max & ] - ''&J • -^ 2 '^&]j
y estâ claro el paralelismo de esta expresiôn con la (a) a que nos 
conducia la maximizaciôn de la utilidad cuadratica separable.
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Hacer algûn ejemplo de câlculo efectivo, no parece ofrecer 
especial dificultad respecto de los problèmes con un solo criterio.
II.8.- Paralelismo entre metodologlas de decisiones en certidum-- 
bre e incertidumbre.-
Es interesante senalar un cierto paralelismo entre deci-- 
siones en certidumbre y en riesgo o incertidumbre.
Supongamos una situaciôn de decisiôn en incertidumbre con 
k estados ( N criterios y m decisiones a ^
j
ai
Hemos visto como en el caso de certidumbre, en que la con
/Zf ( ) \
secuencia de a . , es un complejo ( . I , se define un preordai
Zj^ -( a^)
de preferencia ^  , y en consecuencia se llega al concepto de ma­
ximal y de decisiôn ef iciente, y post eriormente por un proceso se^  
cuencial a la reducciôn del conjunto eficiente.
Aqul, en nuestro problema actual, la consecuencia de una 
decisiôn una variable aleatoria vectorial
*1 ( =i'
con P ( û) j ) - pj
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Diremos que z ( a ^ , û ) ) ^  z ( a^, 0) ) si para todo 0) es 
z ( a ^ , û ) ) ^  z ( a ^ , Q) ) (l) y para algûn û) e s z ( a ^ , < y ) ^
^  z (a ^ , O) ) (2 ) Con la definiciôn dada (cap. I para ^  ) rje 
sulta que ( 1 ) y ( 2 )  equivalen a que para todo <3t) y todo k
Zk ( ai* ûj) ^  Zk ( ah* û) )
y para algûn o) y algûnk, sea
Zk ( a. ,0) ) >  ( a^,ü))
Tras esta definiciôn vienen otras dos:
1) a^ es ôptima, si para todo k i es
z (a^,ft))^ z (aj^,0>)
2) a e s  eficiente si no existe k i tal tal que
z ( a^, Cü ) ^  z ( a^,0))
Esta nociôn de eficiencia es mucho mâs débil que la que - 
se obtiene en el caso de certidumbre y por tanto la determinaciôn 
del conjunto eficiente deja una enorme indeterminaciôn en el pro­
blema, incluso en el caso de solo dos estados.
Cabria proseguir este método en paralelo con el método se^  
cuancial de decisiôn en certidumbre, y el teorema dado sobre uti­
lidad vectorial provee un método analogo de reducciôn de la dimen 
siôn del conjunto eficiente. El paso final es llegar a la optxma- 
ciôn de la funciôn de valor en el caso determinista y a la de la 
esperanza de utilidad en el de incertidumbre. Todo esto lo podemos 
resumir en el siguiente cuadro;
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Decisiôn en certidumbre 
con N atributos.
Zi ( a^)
’'n ‘ ’i*
conjunto
eficiente
reducciôn a 
n criterios
conjunto
I
eficiente
reducciôn a 
una funciôn de 
valor escalar
Decisiôn en incertidumbre con 
N atributos y k estados.
dominancia
estocâstica
reducciôn a 
n criterios
reducciôn a 
una funciôn 
de utilidad
Isiôn de ® U |%( decisiôndeci 
valor mâximo de utilidad 
mâxima.
Como es sabido, en el caso de monocriterio la nociôn de do^  
minancia da lugar a varias definiciones, asociadas cada una a una 
familia de funclones de utilidad. Entonces, se oncuentra aqui un 
campo amplio de problemas no tratados si se quiere extender dichos 
conceptos de dominancia de primero, segundo y tercer tipo a la v^ 
riables aleatorias multidimensionales y mas aûn al tratar de bus* 
car teoremas de equivalencia con respecto a las families de fun—  
clones de utilidad de variables multidimensionales.
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NOTAS A PIE DE PAGINA
(1) Para un desarrollo mas general, ver p.e. Fishburn (19/0). Gi­
ron (1979) obtiene una caracterizaciôn de la funciôn de util!
dad para densidades.
(2 ) Ver Krantz y otros (I971), p&g. I50.
(3) Parece que un tal Indice se utiliza para considerar que un va
lor es "calificado" en Boisa.
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CAPITULO III
Juegos con Multicriterio
III.O.- Motivaciôn.-
Las consecuencias de una situaciôn conflictiva entre dos - 
o mas individuos o decisores, pueden ser juzgadas por cada deci—  
sor desde varios puntos de vista: asi, en una campana publicité—  
ria para conquistar un mercado deberâ tenerse en cuenta la diver- 
sidad de tal mercado p.e., clientes de varios niveles econÔmicos, 
unos mâs asequibles por unos medios de propaganda que por otros, 
etc. Anâlogamente al tratar de obtener un contrato mediante una - 
puja en una subasta, serâ interesante considerar los aspectos de 
empleo, consumidores, etc., logrado con las distintas consecuen­
cias posibles. En un problema militar los aspectos de vidas civi­
les u militares perdidas, armamento, posiciones estratégicas, etc. 
son dificilmente comparables.
En todos estos casos la introducciôn de una utilidad uni- 
dimensional es un método suceptible de ser mejorado mediante la - 
utilidad multicriterio. Y en consecuencia^de un modo general vamos 
a considerar algunos puntos de una teoria de juegos con criterios 
multiples dando un nuevo paso para llegar de la decisiôn indivi-- 
dual con criterios multiples a los juegos multicriterio, comeiizaii 
do por generalizar los juegos no cooperativos de n personas.
102.
El concepto de juego con pagos multiples fue introducido 
por Blackwell (1956), y Contint (I966), y otros trabajos posterio^ 
res son de Zeleny (1976), Draguçin (1975)» Cook (1978), y Aubin - 
(1971). Todos estos trabajos se dedican a generalizaciones de los 
juegos bipersonales de suma nula en la consideraciôn de pagos ve^ 
torlales, adoptando distintas ôpticas para ampliar la idea del mdL 
nimâx. El punto de vista de esta parte de nuetro trabajo, es con­
siderar un campo mas amplio, que es el de los juegos vectoriales 
no cooperativos n-personales.
XIl.l.- Definiciones.-
Sea I el conjunto de todos los jugadores que vamos a supo^ 
ner finito. A cada jugador se le asignarâ un numéro del conjunto 
I — ^1, 2, ...» n^ #
Cada jugador i ^ I tendra a su disposiciôn un cierto con­
junto Si de posibles acciones o estrategias s^ . Ç S^.
El proceso del juego consistirâ en que cada uno de los ju
gadores elige una cierta estrategia € S^, y como resultado se
tendrâ un sistema de estrategias (s^t ••••, s'u) = s. A este sist^
ma de estrategias se denomina una situaciôn o punto. El conjunto
de todas las posibles situaciones o puntos se indicarâ por
n
S = 5% X  .... X  Sji = U
i=l
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Para cada situaciôn s, el jugador i obtendrâ un pago que 
vendrâ dado en la forma
(s) = (HjL (s), (s))
donde (s) serâ el pago que obtiene el jugador i, con respecto 
al criterio j (j = 1, 2, k), cuando la situaciôn que se dâ
es s. La funciôn vectorial definida en el conjunto S, se llama 
funciôn de pago vectorial y consta, como se ha indicado, de k corn 
ponentes, siendo k el numéro de criterios considerados por el de- 
cisor. Tal situaciôn nueva es la que nos interesa a diferencia - 
de la clâsica en que es k = 1.
Supondremos en todo lo que sigue, que estas funciones de 
pago son utilidades vectoriales en el sentido considerado en el - 
capitule II, y que, por tanto, tiene sentido la consideraciôn de 
esperanzas vectoriales respecto de distribuciones de probabilidad 
fijadas, como ya viraos en el capitule precedents.
Veamos a continuaciôn la definiciôn de juego vectorial no 
cooperative.
DEFINICION 1.1.
Un sistema
(1 )
donde I y (iÇl) son conjuntos y , ...., U^) es una fun
ciôn vectorial definida en el conjunto S, es un juego vectorial - 
no coopérative.
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DEFINICION 1.2.
Un juego vectorial no cooperative se dice de suma constan­
te, si existe un vector constante C = (C]_, ...., C^) tal que
2  Hi (s) = C 
i€I
o bien
2  (s) = Cj (j = 1, 2, ----   k)
i€I
para toda situaciôn s(S.
En el caso en que Cj = O para todo j = 1, k, el juje
go se dice de suma nula.
Desde un punto de vista intuitive résulta natural considje 
rar que cada jugador se proponga obtener al terminer el juego e l • 
mayor pago posible. Esto serâ consecuencia del concepto de orden 
de preferencia que se dé, y precisamente en la diversidad posible 
de ordenaciones vectoriales estâ la clave y la dificultad para el 
desarrollo de una teoria de juegos vectoriales como veremos en lo 
que sigue.
III.2.- Puntos de equilibrio.-
Desde un punto de vista intuitive, una situaciôn en el ju^ 
go (1), se dice que es admisible para el jugador i, si al reempla^ 
zar su estrategia actual en esta situaciôn por alguna otra estra­
tegia, el jugador i es incapaz de incrementar su pago.
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Es decir, sea s = (su, s. j, s ,, s. ., s ) --JL 1^ 2. 1 R
una situaciôn arbitraria en un juego G, y sea s^ una estrategia - 
para el jugador i. Formâmes una nueva situaciôn que difiere de la 
situaciôn s, solo en la estrategia s^ para i, que se sustituye por 
la estrategia s^. A la nueva situaciôn obtenida
(s^, s ^ s ^ , s^) la indicaremos por s//s(. Es
évidente que si s^ y scoinciden serâ s//s^ = s. Entonces tenien 
do en cuenta esto se tendrâ
DEFINICION 2.1.
Una situaciôn s en el juego (1) se llama admisible para - 
el jugador i, si para cualquier otra estrategia s| f para este
jugador se tiene que
(s//s^) es menos preferido que îL (s).
El precisar esta nociôn de menos preferido, que es ûnica 
en el caso escalar o monocriterio, puede tener varias interpreta- 
ciones en el caso vectorial. Esto lleva consigo la apariciôn de -
dificultades como ya se habla apuntado, y de aqul el interés de -
esta clase de juegos.
DEFINICION 2.2.
Una situaciôn que es admisible para los jugadores l,....,n, 
se llama una situaciôn o punto de equilibrio.
Parece natural, teniendo en cuenta la definiciôn de situ^ 
ciôn o punto de equilibrio, que en puntos de equilibrio y solo en
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tales puntos, nlngûn jugador esté interesado en desviarse de su - 
estrategia inicial, es decir, si todos los jugadores fijan sus e^ 
trategias excepto uno, este empeora su pago, si cambia la suya.
DEFINICION 2.3.
Una estrategia de equilibrio de un jugador en el juego (1), 
es una estrategia que aparece en al menos una situaciôn o punto - 
de equilibrio en el juego.
Como es bien conocido, una gran parte de la teoria de juje 
gos no cooperativos esta principalmente encaminada al estudio de 
propiedades y métodos para determinar los puntos y estrategias de 
equilibrio en tales juegos, y esto es lo que trataremos de generja 
lizar a este tipo de juegos vectoriales.
Vamos a dar una clasificacién de los juegos vectoriales - 
no coopératives de tal forma que todos los juegos que pertenezcan 
a una misma clase tendr&n los mismos puntos de equilibrio.
DEFINICION 2.4.
Sean dos juegos vectoriales no cooperativos con los mis­
mos conjuntos de jugadores y estrategias (solo difieren en sus - 
funciones de pago)
= (i- {Siliei- \ ”i\ i€i) (=»
G''= (:' |Si| lei. {«i'jiei) <3)
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Los juegos G' y G'' se dieen estrategicamente equivalen-- 
tes y se indicarâ en la forma G' G* ' si exi s t en k numéros reales 
positives k j , y n.k numéros reales (i=l, n, j=l, k),
taies que
H* ^ (s) = kj (s) + (4)
La relaciôn de equivalencia estratégica es una relaciôn - 
de equivalencia. Veamos que se cumplen las correspondientes propi^ 
dades:
1.- Reflexiva
Cada juego es estrategicamente equivalents a si mismo, es
decir G'—  G* . Para probar esto, basta hacer en (4),
k j — 1 y C^ — 0 (j = 1, . . . . , k , X — 1, . . . . , n),
2.- Simêtrica
Si G ’— 'G*', entonces G'*-» G*. En efecto, a partir de (4), 
basta tomar
q j
Hl'j (s) = —  HjJ (s) -
kj “ j
S i ©rido J — 1| * a * *  ^ le*
"j
3.- Transitiva
Si G —'G' y G'—'G'*, entonces G — -G' ' . Para prnbarlo, se tie^  
ne que de la condiciôn de equivalencia estratégica de los pares -
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de Juegos (G, G') y (G', G*') serâ (s)=kj (s) + ,
(s) = (s) + y de acuerdo con la definiciôn es —
kj) O y k ^ ) 0, para todo j = 1, ...., k.
Entonces
H''j (s) = kj k^ (s) + (k^ cj + C^j)
Siendo kj k^^O, j = 1, .... k , luego G — G''.
Se tiene asi que la relaciôn de equivalencia estratégica 
es una relaciôn de equivalencia que subdivide la totalidad de los 
juegos no cooperativos en clases disjuntas de juegos équivalentes.
El significado de la equivalencia estratégica de juegos - 
estâ bâsicamente en la diferencia que hay entre las cantidades —  
iniciales C^ que con respecto a cada criterio poseen los jugado-- 
res y en las unidades relatives que con respecto a cada criterio
se miden taies cantidades o pagos (esto viene indicado por el coe^
ficiente kj).
Résulta entonces completamente natural el pensar que para 
Juegos estratégicamente équivalentes, el comportamiento racional 
de los jugadores debe ser el mismo. Esto viene confirmado por un 
teorema (4.1.) que daremos mas adelante.
TEOREMA 2.1.
Cada juego vectorial de suma constante es estrategicamen­
te équivalente a un juego vectorial de suma nula.
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DEMOSTRACION. -
Consideremos el juego vectorial de suma constante
= (^- { ® i i  lei' j "il i,gl
en el cual la suma de los pagos para todos los jugadores es igual 
a Cj para cada j - K y cada situaciôn del juego, es decir
2  H *j (s) = Cj, para todo s € S, y para todo j Ç K
1€I
Tomemos ahora de forma arbitraria numéros cf (i € I) taies 
que 2  Cj o Cj para cada j = 1, .... k
i€I ^
Haciendo
(s) = (s) - cj.
es .
2  (s) = O para todo j = 1, 2, ...., k
i€i
y se tiene entonces que
G = ^l, .j 5^1 , I ig:^
es de suma nula, siendo G'—  G.
Vamos a ver a continuaciôn un caso particular de juegos 
vectoriales llamados antagônicos» .
DEFINICION 2.5.
El juego.-
G = ^I, { "i^ i€l^
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se llama antagônieo , si solo hay dos jugadores y los - 
valores de las componentes de las funciones de pago para estos Ju 
gadores son iguales en valor absoluto pero de signo contrario.
Asi, se tiene que para un juego antagonlstico es I=|l,2^ , y 
(s) = - Hg (s) (5)
para todo s € S. De aqul se tiene que
(s) + Hg (s) = 0
es decir
n j  (s) + flj (s) = O
para todo j = 1, ...., k y todo s € S, luego un juego vectorial - 
antagonlco es un juego vectorial bipersonal de suma nula. Re-- 
sulta entonces évidente que para définir un juego vectorial anta- 
gônlco , es suficiente con estipular la funciôn de pago de uno 
solo de los dos jugadores, ya que la funciôn de pago del oponente 
estarâ dada por (5).
Teniendo en cuenta esto, un Juego vectorial antagonlstico 
quedarâ indicado mediante G = (S^, Sg, H)
donde y Sg son los conjuntos de estrategias para los jugadores 
1 y 2 respectivamente, y H la funciôn de pago para 1, que es una 
funciôn que toma valores vectoriales.
Es lo que sigue, vamos a ver como precisar el orden con - 
que se comparan los complejos o vectores de pagos, que son los re_ 
sultados posibles del juego, ya que el concepto fundamental de -- 
situaciôn admisible, se ha basado en la idea de "menos preferido 
que".
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III.3.- Puntoa maximal y maximal débil.-
Vamos a ver en primer lugar una revisiôn de una serie de 
conceptos que van a ser ûtiles para hacer mas précisa la afirma-- 
cl6n dada anteriormente.
Para ello, sea T un subconjunto del espacio euclideo fin^
to n-dimensional R ” , cuyos elementos son de la forma x= j . . . . j ) ,
es decir, vectores de n componentes.
DEFINICION 3.1.
Una relaciôn P definida en el conjunto T, es un orden par 
cial, si P tiene las propiedades reflexiva, antisimêtrica y tran­
sitiva.
DEFINICION 3.2.
Una relaciôn R definida en el conjunto T es un orden par- 
cial estricto, si tiene las propiedades transitiva y antirreflex_i 
va En virtud de un teorema de Lin (1976), esto équivale a su
poner que es transitiva y asimétrica .
Ambas relaciones de orden parcial y orden parcia] estric­
to, se pueden définir una a partir de la otra. Asi es:
- Si la relaciôn R definida en T es un orden parcial^^étf^ 
tricto y se define la relaciôn P en la forma:
xPy équivale a que xRy o x * y
entonces P es un orden parcial, y
BIÜLIOTECA
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- Si la relaciôn P definida en T es un orden parcial y se
define la relaciôn R en la forma:
xRy équivale a que xPy y x ^  y 
entonces R es un orden parcial estricto.
Con este convenio résulta como consecuencia que, dado un 
orden parcial estricto en un conjunto, este define un orden par--
cial asoclado y recfprocsunente, y ambas relaciones se pueden def^
nir una por la otra de modo inmediato.
Consideremos ahora dos ôrdenes parciales estrictos en T, 
definidos por:
1.- x-<y4=^x^^y^ V  i = 1 ,  h y 3 j tal que Xj ^  y j
2.- X ^  y 4=^ x^< y ^ V  1 = 1,...., n
Los correspondientes ôrdenes parciales asociados ser&n re^ 
pectivamente los definidos por:
1* .- x ^  y 4=^ xjé y^\/ i = 1,...., n
2'.- X ^  y X y o x = y
F F
Verificado ambos la propiedad antisimétrica, es decir 
x^ÿy A y;^x => X = y 
x ^ y  * y;^x X = y
Vamos a suponer ahora el conjunto T ordenado mediante la 
relaciôn de orden parcial estricto (o bien mediante la correspon 
diente relaciôn ^  de orden parcial). Se tienen las siguientes d^ 
finiciones.
DEFINICION 3.3.
Un elemento a € R ” es una cota superior para el conjunto 
T, si x ^ a  para todo elemento x Ê T.
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DEFINICION 3.4.
Un elemento a € es el supremo del conjunto T, si a es
la menor de las cotas superiores de T.
Si el elemento supremo pertenece al conjunto T, se llama - 
mâximo, y se tiene entonces la siguiente
DEFINICION 3.5.
Un elemento a Ç T es el mâximo del conjunto T, si x a o 
a = X para todo elemento x € T, o equivalentemente en termines del 
orden parcial , si x ^  a para todo elemento x £ T.
DEFINICION 3.6.
Un elemento a £ T es maximal en el conjunto T, si no exis­
te un elemento x £ T tal que a^x.
Si en las def iniciones dadas se emplea en lugar de la rela^
ciôn de orden parcial estricto ^  , la ^  , es decir, se supone -
el conjunto T ordenado mediante , entonces los conceptos anâl_o
F
gos se llaman: cota superior débil, supremo débil, mâximo débil, y 
maximal débil.
Se observa que en el caso escalar las relaciones y
F
son idénticas. S in embargo para n^2, es decir el caso vectorial,
la relaciôn ^  de orden parcial estricto (o bien su correspondiente
relaciôn ^  de orden parcial) es mâs débil que la relaciôn -
(o bien que la relaciôn ^  ), pues esta implica aquella pero no a
F
la reciproca.
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Se prueba que :
1.- Todo elemento maximal es maximal dèbll pero no reciprocamente.
2.- Todo elemento mâximo débil es mâximo, pero no reciprocamente.
Veuuos a continuaciôn a dar un ejemplo que llustre las def^ 
niclones dadas.
Ejemplo. Sea el conjunto T (flg.3^1) en R^, determlnado por
3xi + Xg 4  26 
*1 ^*2 ^  22 
10 
12xi - llxg 4  98 
Blx^ + 4xg ^  - 61 .
Todos los vectores de BC y CD excepto el B ya que B ^  T, 
son maximales. Todos los vectores de BC, CD y DE excepto el B, ya 
que B ^  T, son maximales débiles. Se tiene entonces como se Indicé
r "
H ‘(12,15)
0(5,11) ,G(10,11)A(-5,ll)
^(6,8)
D(10,6)
5..
E(10,2)
10
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que todo maximal es maximal débil pero no reciprocaraente. En efec-
to, p-e. el vector E es maximal débil pues no existe x € T tal que
E ^  X, sin embargo, no es maximal pues existen vectores x G T tal 
F .
que E-sx, en particular E\D.
El vector H es una cota superior y superior débil de T.
El vector G es supremo de T, pero no supremo débil de T. - 
Como G ÇTT no existe el mâximo de T y tampoco el mâximo débil.
Los vectores mâximo y mâximo débil no tienen por que coin- 
cidir como se coraprueba en el sencillo ejemplo en que ahora T es - 
el conjunto de limitado por 0 ^ x ^ ^ 2  y O ^ x ^ ^ l .  El vector
(2,1) es supremo y mâximo pues pertenece a T, sin embargo no es -- 
mâximo débil.
III.4.- Extensiôn mixta de un Juego vectorial no coopérative.-
Hemos visto la definiciôn de juego vectorial no cooperati- 
vo en forma normal en la secciôn 1, varaos a continuaciôn a partieu 
larizar al caso de dos jugadores para dar, mediante algunoa ejem-- 
plos, ciertas propiedades y dificultades caracteristicas de estos 
juegos.
Para n = 2, se reduce el juego vectorial en forma normal a 
una matriz cuyos elementos seran complejos de dos vectores de k —  
componentes, es decir, si el jugador 1 tiene n^ estrategias puras 
y el 2 tiene n^ estrategias puras, entonces (su, s^) y (su, s^), 
se podrân identificar con los vectores (a^^, ...., a^j) y
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(b^j, b^j) respectlvamente, siendo la l-esima estrategia
pura del jugador 1, y Sj la j-ésima estrategia pura del 2. A este 
tipo de juegos vectoriales finltos bipersonales de suma general, - 
se les llamarâ juegos vectoriales bimatriciales, y su matriz de pa 
gos la representaremos en la forma
= l l ) ( b i i - -  ^ l l ^ ) —  ( ( ^ î n g — * ^ I n g ' t ^ l n g
(A,B)= "
n^l— * nj^l'' n^l—  "n^l
)In2
donde
A=
B=
/ 1 k % / 1 k %
( % 1 -  =n^l) •••• % n ^ )
(^11 ^11^----(t^lng—
son las matrices de pagos para el jugador 1 y 2 respectivamente, - 
siendo los elementos de (A,B) complejos formados por 2 vectores en 
un cierto orden.
A partir de aqul vamos a considérer por sencillez y para - 
una mayor comprensiôn intuituva unos ejemplos con juegos vectoria­
les bimatriciales. Sin embargo, las propiedades, las daremos des—  
puês para juegos n-personales.
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Para dar las diferentes interpretaciones posibles a la re- 
laciôn. "Si el jugador i cambia de la estrategia s d e  equilibrio 
a otra , (y los demâs permanecen en las suyas) el nuevo pago -- 
que résulta es "menos preferido", teniendo en cuenta que dichos p^ 
gos son vectores de y las definiciones dadas en la secciôn 3*
se tienen los siguientes:
Hi (s//s^ ) es menos preferido que H^(s),se interpréta
la
6 52 no
2a 6a no
3a < 7® no >
4a 8a no H  .
Teniendo en cuenta la equivalencia indicada del orden par 
cial con el correspondiente orden parcial estricto, nos podemos -- 
quedar con la 3®» 4a, 7* y 8a.
Veamos a continuaciôn un ejemplo de un juego vectorial bi- 
matricial con punto de equilibrio.
Ejemplo 1.-
Sea el juego vectorial bimatricial con matriz de pagos
4
=1 /((2 ,2 ,2)(1 ,1 ,1 )) ((0 ,0 ,0 )(0 ,0 ,0 ))
 ^ sJ \ ((0,0,0)(0,0,0) ) (d,l,l)(2,2,2))^
siendo para cada complejo el primer vector, el pago que recibe el 
primer jugador, y el segundo vector el pago del segundo.
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Se comprueba fâcilmente que los pares (s^, s^) y (s^, s^)
son puntos de equilibrio tanto con respecto a la relaciôn de orden
parcial estricto ^  (que hemos llamado 3®)« como a la ^  (que he—
F
mos llamado 4&).
Pues (0,0,0) ^  (2,2,2) para el Jugador 1
y (0,0,0) ^  (1,1,1) para el jugador 2
y como consecuencia de la relaciôn existante entre Y "K vista -
F
en la secclÔn 4, también serân puntos de equilibrio los pares indi 
cados, con respecto a la relaciôn ^  .
Veamos a continuaciôn otro ejemplo en el que existe punto
de equilibrio respecto a la relaciôn ^  , pero no respecto a *
F
Ejemplo 2.-
Sea el juego con matriz de pagos
»2 ^2 »2 
®1 / ((2,3,2)(1,2,1)) ((0,0,0)(1,2,0))
^1 2 (
®1 \((0 ,3,2)(0 ,0 ,0)) ((1,2,1)(2,3,2))
La situaciôn (s^, s^) es un punto de equilibrio respecto a 
la relaciôn ^  , ya que
(0,3,2)</(2,3,2) para el jugador 1
(1,2,0)-^ (1,2,1) para el jugador 2
Sin embargo no es punto de equilibrio para la relaciôn ,
F^
pues no es (0,3,2) ^(2,3,2) para el jugador 1-,
F
y no es (1,2,0) (1,2,1) para el jugador 2.
F
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Es Interesante observer que con la relaciôn 7® si es 
(s^ , Sg) punto de equilibrio, pues
(0,3,2) no es ^  (2,3,2) para el jugador 1
y
(1.2.0) no es )»(1,2,1) para el jugador 2
y tambi&n con la relaciôn 8® es (s^ , s^) punto de equilibrio pues 
(0,3,2) no es ^ (2,3,2) para el jugador 1
I(1.2.0) no es X  (1,2,1) para el jugador 2.
r
La explicaciôn es bien sencilla ya que la relaciôn "no e s ^ " 
es menos estricta que la , y anâlogamente la "no es ^  " y la ^  .
Entonces, una vez que ya hemos dado la forma con que prec^ 
sar la relaciôn "menos preferido que", vamos a dar un teorema pen- 
diente de la secciôn 3, y an el que se decia de forma intuitive que 
en los juegos estrategicamente équivalentes, el comportamiento ra- 
cional de los jugadores debe ser el mismo.
TEOREMA 4.1.
Los juegos vectoriales estrategicamente équivalentes poseen 
los mismos puntos de equilibrio.
DEMOSTRACION.
Sea G'—'6", y sea s* un punto de equilibrio respecto de --
la relaciôn en el juego G'. Esto équivale a que para todo i € X
y toda estrategia s. € S. es .
 ^  ^ (W*// s^)<}L (s*).
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Ahora bien, como
(s) = kj (s) +
y k j X ®  para todo j = 1, .... , k , se tendra que
(s*// Sj^ ) X, (s*)
para todo i € I y todo s^ € , y el teorema queda probado.
Tambi&n vale esta propiedad si se utiliza la relaciôn ^  .
F
Para finalizar con estas llustraciones numéricas, conside- 
remos una situaciôn ciertamente interesante y que séria la que vi_e 
ne dada por la siguiente pregunta: &se'podria dar un ejemplo en -- 
que se tuviera un punto de equilibrio para un criterio, otro para 
el otro criterio y sin embargo no lo hubiere para ambos?. La con-- 
testaciôn es afirmativa.
Eki efecto, basta considerar la matriz de pagos respecto --
del primer criterio 1 2
*2 ®2
/ (2 ,2) (2,1) 
s? \ (1,0) (0,3)
El par (s^ , Sg) es un punto de equilibrio. . Para el segundo cri­
terio sea la matriz de pagos
1 / '2 *2
/ (1 ,1) (1 ,0 )
^ ' (2,2) (3,3)
el par ( Sj^  , Sg) es un punto de equilibrio,
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La matriz de pagos para eunbos criterios con la notaciôn co^
rriente séria ^ 2
®2 ®2 
3^ f  ((2 ,1 ) (2 ,1 )) ((2 ,1 ) (1 ,0 ))
2
1 ((1,2) (0,2)) ((0,3) (3,3))
que no tiene punto de equilibrio ni en (s^ , s^^, ni en (s^ ,
respecto de las relaciones y .
F
Estos ejemplos ponen de manifiesto alguiias de las dificul­
tades con estos juegos, asl como la necesidad de pasar a la exten­
siôn mixta de un juego vectorial para determinar la posible exis-- 
tencia de un punto de equilibrio en estrategias mixtas, pues como 
se acaba de ver, no siempre existe en estrategias puras.
En la segunda secciôn, se dio la definiciôn de juego vecto 
rial no coopérative, y de situaciôn o punto de equilibrio, asî co­
mo la conveniencia de los jugadores de alcanzar tal punto de equi­
librio. Tal tendencia hacia el equilibrio se puede ver como una cl^ 
se de comportamiento ôptimo.
Parece natural preguntarse si^como en los juegos escalares, 
en los juegos vectoriales haïra gran cantidad de juegos que posean 
una situaciôn de equilibrio en estrategias mixtas sin haberla en - 
estrategias puras.
Para este propôsito se introduce la extensiôn mixta de un 
juego vectorial no coopérative.
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Sea
G = (l, igi . ici^
un juego vectorial no cooperativo arbitrario. Vamos a suponer que 
el juego es finito, es decir, el conjunto de estrategias puras
de cada uno de los jugadores es un conjunto finito.
DEFINICION 4.1.
Una estrategia mixta para el jugador i, es una distribu-- 
ci6n de probabilidad sobre el conjunto de sus estrategias pu--
Puesto que se ha supuesto que el juego es finito, las es- 
trategias mixtas se reduciran a vectores con un nûmero de componen 
tes igual al de estrategias puras que tenga el correspondiente ju­
gador y cuya suma sea la unidad.
La probabilidad asignada mediante x^ a la estrategia pura
Sj^  se indicarâ por x^  ^ (s^), y al con junto de todas las estrategias
mixtas del jugador i , se indicar& por X^.
Cada uno de los jugadores i (i € I)r usera^su estrategia -
mixta x^, es decir elegirâ sus estrategias puras s^ con probabili- 
dades x^ (s^). Suponemos que las estrategias mixtas de los jugado­
res 1, 2, .... j n, son distribuciones de probabilidad conjunbamen 
te independi ent e s de modo que la probabilidad de llegar a la îitua^ 
ciôn s = (s^, .... , s^) se supone que es el producto de las proba- 
bilidades de elegir sus componentes x^ (s^).Xg (sg)....x^ (s^^. Con 
lo cual la distribuciôn de probabilidad x sobre el conjunto d» to-
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das las situaciones esta définida por
X (s) = X (s^, .... , s^) (s^) .... x^
para todas las situaciones en el juego G. Estos tipos de distribu­
ciones de probabilidad x, se llaman situaciones o puntos del juego 
G en estrategias mixtas.
Se tiene entonces que una situaciôn del juego G en estra­
tegias mixtas es la realizaciôn de varias situaciones actuates en 
estrategias puras, cada una ocurriendo con una cierta probabilidad. 
Por tanto, el valor de la funciôn de pago para cada jugador en una 
situaciôn o punto en estrategias mixtas es una variable aleatoria 
y el valor de esta funciôn de pago se obtiens, calculando su espe- 
ranza matemâtica ya que como dijimos son utilidades vectoriales. - 
Asl
siendo
(x) = (H^ (x).............(x))
(x) = 2  W x  ( s ) =
 ^ ses
11
%  .... H ^ ( s . . . . , s )  x.(s.) (1)
para t — 1, .... , k.
Tenemos ahora la siguiente: 
DEFINICION 4.2.
El juego.
= i€l ’ {"il i€l^
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en el cual I es el conjunto de jugadores, es el conjunto de e^ 
trategias para el jugador i (para cada 1 € l), y la funciôn de pa^  
go viene dada por (1), se llama la. extensiôn mixta del juego G.
DEFINICION 4.3.
Una situaciôn o punto de equilibrio en una extensiôn mix­
ta G* del juego G, se llama via situaciôn o punto de equilibrio - 
del juego G en estrategias mixtas.
Asl se tiene que el pùnto x* es de equilibrio en el juego 
G* , si para cualquier jugador i (i = 1,...., n), y para cualquier 
estrategia mixta x^ para este jugador, se verifies que;
(x*// x^) es menos preferido que (x*),donde la reia 
ciôn "es menos preferido que", quedarla precisada con las ya da-- 
das en la secciôn anterior.
Como ya se habla indicado anteriormente un aspecto muy im 
portante dentro de la teorla de juegos no coopératives y en part^ 
cular en los juegos vectoriales es la existencia de puntos de equJ^ 
librio (en estrategias mixtas). La contestaciôn a esta cuestiôn - 
dependera evidentemente de la relaciôn de orden que se baya usado 
para la definiciôn de punto de equilibrio. Asl, se tiene que con 
respecto a la relaciôn 3® (^ ), no es posible dar un teorema de - 
existencia como vemos a continuaciôn con un ejemplo, en el cual - 
no existe punto de equilibrio.
Para ello, consideremos un juego vectorial (bicriterio) - 
bimatricial, que lo vamos a construir a partir de dos juegos bim^ 
triciales.
125
Sea la matriz de pagos respecto del primer criterio  ^^  ^
(1 , -1 ) (®, 0 )
(-1, 1) (2,-2)
Para este juego bimatricial, se tiene que el par (x^ , x^) 
donde x* = ( , -^ ) y x^ = ( , -~ ) es un punto de equilibrio ya
que
"l  ^ P*ra todo'x^ e [p,l]
Hg (^, *2^4 "2 ( T ’ para todo x^ € {Ô,
Por otra parte, sea la matriz de pagos respecto del segun 
do criterio
(1, -1) (0,0) 
(0,0) (1, -1)
Para este juego bimatricial, se tiene que el par (x^, x^) 
donde xj^  = ( ) y x^ = ( , -i-) es un punto de equilibrio ya
que
"1 (*1 ’ "1 ( T  ’ para todo x^ & [o,l]
"2 ("& ’ *2^ ^  "2 ('A' ’  ^para todo 6 [o,]] .
Consideremos ahora el juego vectorial bimatricial obtenido 
de los dos anteriores, cuya matriz de pagos sera
((1, 1) (-1, -1)) ((O, O) (0, O))
((-1, O) (I, O)) ((2, 1) (-2, -1))
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Si existe punto de equilibrio para este juego, desde luego 
debe serlo o bien (x* , x^) o bien (x£ , Xg). Pero se comprueba -
fâcilmente que no se verifies que:
(Hj; (xj;, i), h2 (xJ, (T- “i <T-
(Hj Xj), Hg Xg)).^(Hg Hg -^))
para todo xJ , Xg € [Ô,^ , ni tampoco se verifies que:
<"l <4' T > '  "l <='1- <T’ T>- "l <T- T>*
<»2 <i' 4 > <  «2 <i' =2')-<("2 <i' i'- «2 <T- T>>
para todo xj^ , Xg Ç | o , Q .
Por tanto no existe punto de equilibrio para el juego con
siderado,respecto de la relaciôn ^  . Lo mismo se puede decir res­
pecto de la relaciôn ^
F'
Como consecuencia se deduce que no es posible un teorema 
de existencia de punto de equilibrio (en estrategias mixtas), si
se basa la definiciôn de este en las relaciones ^  o
Teniendo en cuenta estos aspectos y como se vio en los -- 
ejengHos, parece natural utilizar una definiciôn de punto de equi­
librio menos exigents como séria la obtenida mediante la relaciôn
7® (no ^ ) u 8® (no ^  ).
F
Veamos estas nuevas definiciones, que por sencillez las - 
hemos dado para el caso de dos jugadores.
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DEFINICION 4.4.
Diremos que el par de estrategias (x£ , Xg) es un punto 
de equilibrio en el juego.
G . (si. Sg, 1,1 A
si no existe otro par de estrategias (x^ , Xg) tal que:
rf- (x. , X ' ) ^  H., (X ' , X ' )
X X 2 ^ 1 2
"Hp (x’ , x„) V H (x' , x' )
^ 1  ^ ^ 1 2
Analogamente se definirla punto de equilibrio débil, pero
utilizando la relaciôn 8® (no ^  ) en vez de la 7®.
F
Vamos a ver ahora un teorema que garantiza la existencia 
de punto de equilibrio en estrategias mixtas, si usa la definiciôn
4.4. Para ello, demos previamente la siguiente:
DEFINICION 4.5.
Una funciôn F: - —> R  se dice que es estrictamente -
isôtona, si dados , Z^6 R*', y si Z^> =» F (Z^)>F (Z^).
TEOREMA 4.2.
G ' (si- Sa- f«i}i=l,2
un juego vectorial no cooperativo y F : R  ^  ---> R  (k criterios) -
una funciôn estrictamente isôtona. Si el par (x£, x^) es punto de 
equilibrio para el juego escalar ç ^ %
^ = ri* ^2’ V  iji = l,
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entonces (x^, x^) es un punto de equilibrio para 6.
DEMOSTRACION.-
efecto, supongamos que (x£, x^) no fuera punto de equdL 
librio para G, esto implica que existe al menos un par de estrat_e 
glas (x^, Xg) taies que
(x^ , x^ ) X (x£, x^ )
kg (x^, Xg) y  flg (x^, x^)
Ahora bien, como F es estrietamente isôtona, séria
(F o H^) (x^, x') ^  (F o (x£, x^)
(F o kg) (x^, Xg) ^ ( F  o kg) (x£, x^)
y no séria (x^, x^) punto de equilibrio para G' contra la hipôte- 
sis. Luego el teorema queda aprobado.
Vamos a ver ahora como en el ejemplo ûltimo que habiamos 
dado y en el cual no habia punto de equilibrio respecto de la re­
laciôn ^  , se tiene que usando el teorema 4.2. se garantiza la —  
existencia de punto de equilibrio respecto de la relaciôn "no ^  " 
(dada una funciôn estrietamente isôtona).
Se ténia el juego vectorial bimatricial, con matriz de p^
gos
((1, 1) (-1, -1 ) ((0 ,0) (0 ,0))
((-1, O) (1, O)) ((2, 1) (-2, -2))
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y consideremos la funciôn F: > R definida en la forma - --
F (x, y) = X  + y, que es estrietamente isôtona.
Mediante F, la matriz anterior se transformerà en la matriz
(2, -2) (0 ,0 )
(-1, 1) (3» -3)
correspondiente a un juego bimatricial. Por el teorema de Nash, - 
tal juego tiene punto de equilibrio, siendo este el par (x£, Xg), 
donde xj|^ = ( -y, -y) y x^ = ( -y, -y ). Por el teorema dado, el par 
(x^, x^) es punto de equilibrio del juego vectorial bimatricial - 
primitivo, pues como se comprueba facilmente, no existe ningûn 
*1* *2 ^ C?’ Q ' taies que
(H^ (x^, -y ) , (x^, ^  (H^ "l ("T*
y
"4 <T- *2»' "2 'f ’ *2'' > <T' i*' "2 <T’ i"
Es de destacar que la extensiôn de este teorema a mas de 
dos jugadores con las correspond! en tes modif icaciones séria senci^ 
lia. De todas formas hay que indicar el interés de este teorema - 
porque permite la determinaciôn de puntos de equilibrio en proble^ 
mas multicriterio, sin mas que pasar a una matriz ûnica (que en - 
el caso de n jugadores séria una matriz en n dimensiones) median­
te una transformaciôn isôtona.
Una ultima observaciôn interesante, es que el concepto de 
punto de equilibrio (equilibrio débil) que hemos dado, utilizando
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la nocl6n de maximal (maximal débil) es el que parece natural em- 
plear como generalizacibn natural, en vez de los otros conceptos 
posibles que resultan excesivamente exigentes.
Pasemos a continuaciôn a considerar juegos vectoriales bj^  
personales de suma nula. Su forma normal se reducira a una matriz 
A, con tantas filas como estrategias puras tenga el primer Jugador 
y tantas colunmas como estrategias puras tenga el segundo, siendo 
esta
» ïi> -
A = I (at, —  at, ) ••— (atj~~ aj^)«
*mi)"
El pago esperado respecto de los k criterios, suponiendo 
que el jugador 1 elige la j-ésima estrategia pura y el 2 elige la 
i-ésima, es el vector situado en la fila j , y en la columns 1.
El paso a estos juegos conduce de forma natural al conce^ 
to de punto minimaximal como analogo al concepto de punto de si-- 
11a en los juegos escalares.
DEFINICION 4.6.
Dado el juego vectorial bipersonal de suma nula 
G = (S^, Sg, H)
diremos que (s^\ S*) es un punto minimaximal para la funciôn H, - 
si no existe otro punto (s^» s^) € x que satisfaga las con- 
diciones H s|)>H (.», (.J, Sg).
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Analogamente se darîa el concepto de punto minimaximal dé
bil, pero usando la relaciôn no ^  , en vez de la anterior.
F
Este punto minimaximal que es, como se ha indicado una ge^
neralizaciôn del concepto de punto de silla en los juegos monocri^
terio, no serâ evidentemente en general ûnico. Trasladado este -- 
concepto a la matriz A de pagos, se ve que el punto minimaximal,
séria un punto maximal de columna y minimal de fila. Analogamente,
el punto minimaximal débil séria un punto maximal débil de colum­
na y minimal débil de fila.
Vamos ahora a relacionar los conceptos de punto minimaxi­
mal y situaciôn de equilibrio (para dos jugadores), y veremos co­
mo en el caso de los juegos vectoriales bipersonales de suma nula, 
coinciden ambos conceptos.
En efecto, sea / r i
G = ^2' l"i J i = l,2
un juego vectorial bipersonal de suma nula, es decir
^1 ^®1’ = - Hg (s^, Sg)
para todo (s^, Sg) € x Sg. Supongamos que el par (s*, s*) es -
un punto de equilibrio, lo que quiere decir que no existe 
(s^, Sg) € X  Sg tal que
*  *.
"l (=1' =2^ ^  "l (*1' 4 ^
”2 (=!' =2^ >' "2 (Sl' 4 ^
Multiplicande la segunda desigualdad por -1, se tiene que 
no existe s_ € S tal que u- ^
2 = - "2 ('L . g X  - "2 4 '
132.
y como el juego es de auma nula, lo anterior es equivalents, a -- 
que no existe Sg Ç Sg, tal que
”l ^ 4 ’ *2^ (®1'
y junto con la primera desigualdad se tiene que no existe - --
(s^, Sg) € X Sg tal que
”l (*i, Sg) X  «1 ^  «1 <4* =2^
que afirma que el par (s^y Sg) es un punto minimaximal de la fun­
ciôn de pago del primer jugador. Como en el razonamiento dado, to^  
dos los pasos son equivalencies, queda probada la igualdad de aun- 
bos conceptos en la situaciôn particular antes indicada.
Un razonamiento completamente analogo se darla para los - 
conceptos de punto de equilibrio débil y minimaximal débil.
NOTAS A PIE DE PAGINA. -
(1) La relaciôn R es antirreflexiva en T, si para ningôn elemento 
X G T, se verifies x R x.
(2) La relaciôn R es asimétrica en T, si para ningûn par de ele-- 
mentos x, y G T, se verifies simultaneamente que x R y e
y R X .
(3) Por sencillez se ha tomado de suma nula.
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