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Introduzione
In questa tesi mi propongo di esporre alcuni fatti fondamentali che riguar-
dano la teoria delle rappresentazioni lineari di gruppi niti. In particolare,
mi sono occupata della teoria del carattere e di un particolare tipo di rappre-
sentazioni, le rappresentazioni indotte.
Questo elaborato consiste di tre capitoli, all'interno dei quali introduco le
nozioni necessarie, enuncio e dimostro i risultati più importanti, svolgo alcuni
esercizi signicativi.
• Nel primo capitolo viene data la denizione di rappresentazione lineare
di un gruppo nito e viene dimostrato come, per classicare tali rap-
presentazioni, sia suciente calcolare quelle irriducibili, ovvero quelle
rappresentazioni che non lasciano sso alcun sottospazio dello spazio
vettoriale di partenza. Inoltre viene descritta la teoria del carattere, che
si dimostra particolarmente utile per calcolare il numero di rappresen-
tazioni irriducibili di un gruppo nito. Sono poi riportati due esempi
particolarmente interessanti perchè ci aiutano a comprendere il signi-
cato dei risultati ottenuti e come sia possibile utilizzarli: il gruppo S4
ed i gruppi ciclici.
• Nel secondo capitolo vengono denite le rappresentazioni indotte: con-
sideriamo il caso in cui esista una rappresentazione lineare di un sotto-
gruppo del gruppo nito di partenza e ci domandiamo se sia possibile
ricavare da essa una rappresentazione anche per il gruppo. Il teore-
ma in cui culmina il capitolo è il teorema di esistenza e unicità di tali
rappresentazioni indotte.
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• Nel terzo capitolo, inne, riportiamo un'ulteriore possibile denizione di
rappresentazione indotta, dimostrando l'equivalenza delle due denizioni,
e, attraverso una serie di risultati sulle rappresentazioni indotte, arri-
viamo a dimostrare il criterio di Mackey, criterio utile al ne di stabilire
se una rappresentazione indotta sia o no irriducibile.
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Capitolo 1
Rappresentazioni di Gruppi Finiti
e Teoria del Carattere
1.1 Rappresentazioni di Gruppi Finiti
Lo scopo di questo primo capitolo è quello di introdurre la teoria delle
rappresentazioni di gruppi, in particolare gruppi niti, enunciando le prime
denizioni e mostrando i risultati più importanti. La descrizione di alcuni
esempi riportati nel corso del capitolo potrà risultare utile per comprendere
maggiormente gli argomenti trattati.
1.1.1 Denizione
Denizione 1.1. Dato un gruppo nito G, consideriamo la coppia ( ρ , V ),
dove V è uno spazio vettoriale di dimensione nita n su un campo K, e ρ è
un omomorsmo di gruppi da G a GL(V )1, ovvero:
ρ : G −→ GL(V )
g 7−→ ρ(g).
La coppia (ρ, V ) è detta rappresentazione di G.
1Con GL(V ) indichiamo l'insieme delle matrici invertibili n × n a coecienti in K, o,
equivalentemente, l'insieme degli isomorsmi lineari da V a V .
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Preso v ∈ V , si indica con gv o con ρ(g)v l'elemento ρ(g)(v).
Una volta data una rappresentazione (ρ, V ) per G, V viene detto G-modulo,
nel senso che possiamo considerare l'applicazione
φ : G× V −→ V
(g, v) 7−→ φ(g, v) := ρ(g)(v)
che risulta avere per ogni v, w ∈ V e per ogni g, h ∈ G le seguenti
proprietà:
• φ(g, v + w) = φ(g, v) + φ(g, w);
• φ(gh, v) = φ(g, φ(h, v));
• φ(g, 0) = 0;
• φ(1G, v) = v.
La dimensione di V è chiamata grado di ρ.
Denizione 1.2. Date due rappresentazioni (ρ, V ) e (ρ
′
, V
′
) di G, una
mappa fra queste è un'applicazione lineare ϕ fra V e V
′
tale che rende
commutativo il seguente diagramma:
V
ϕ−→ V ′
g ↓ ↓ g
V
ϕ−→ V ′
per ogni g ∈ G. Una tale applicazione è detta mappa G-lineare.
Possiamo osservare che, data una mappa G-lineare, il suo nucleo, la sua
immagine ed il conucleo sono tutti G-moduli, ovvero ereditano da V e V
′
la
struttura di G-modulo.
Ora, data una rappresentazione (ρ, V ) di G, potremmo chiederci quali
sottospazi di V rimangano invariati sotto l'azione del gruppo G: si tratta
delle sottorappresentazioni, che sono denite nel modo seguente:
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Denizione 1.3. W sottospazio vettoriale di V è detto sottorappresen-
tazione di V se vale che per ogni g ∈ G e per ogni w ∈ W
ρ(g)(w) ∈ W.
Una rappresentazione V si dice irriducibile se non esiste nessuna sottorapp-
resentazione propria di V non banale.
1.1.2 Primi esempi di rappresentazioni
Dato un gruppo nito G, possiamo studiarne le seguenti rappresentazioni:
• Rappresentazione BANALE (ρ, V ):
dato uno spazio vettoriale V , la rappresentazione banale agisce asso-
ciando l'applicazione identica ad ogni elemento del gruppo, ovvero
ρ(g)(v) = v ∀g ∈ G, ∀v ∈ V.
È chiaro che in questo caso V è una rappresentazione irriducibile se e
solo se ha grado 1.
• Rappresentazione di PERMUTAZIONE (δ,W ):
sia X un insieme nito, e supponiamo che G agisca su X a sinistra,
ovvero che esista un'applicazione
ϑ : G×X −→ X
( g , x ) 7−→ ϑ(g, x).
Sia ora W lo spazio vettoriale con base {ex / x ∈ X}, deniamo δ nel
modo seguente:
δ : G −→ GL(W )
g 7−→ δ(g) : W −→ W∑
axex 7−→
∑
axeθ(g,x).
Si verica facilmente che la coppia (δ,W ) così denita costituisce una
rappresentazione per G.
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• Date due rappresentazioni di un gruppo nito G, (ρ, V ) e (δ,W ), pos-
siamo ricavare altre rappresentazioni per G:
? (ρ⊕ δ, V ⊕W ) è una rappresentazione lineare di G;
? (ρ⊗ δ, V ⊗W ) denita come:
(ρ⊗ δ)(g) : V ⊗ W −→ V ⊗ W
(v ⊗ w) 7−→ (ρ(g)(v)⊗ δ(g)(w))
è una rappresentazione lineare di G;
? possiamo costruire anche una rappresentazione (σ,Hom(V,W ))
nel modo seguente: sia ϕ ∈ Hom(V,W ), deniamo per ogni v ∈ V
e per ogni g ∈ G:
[σ(g)(ϕ)](v) := δ(g)(ϕ(ρ(g)−1(v))).
Dobbiamo controllare che si tratti eettivamente di una rappre-
sentazione lineare per G; presi g, h ∈ G e v ∈ V abbiamo:
[σ(gh)(ϕ)](v) = δ(gh)[ϕ(ρ(gh)−1(v))] =
= δ(g)δ(h)[ϕ(ρ(h)−1ρ(g)−1(v))] =
= δ(g)[(σ(h)ϕ)(ρ(g)−1v)] =
= [σ(g)σ(h)(ϕ)](v).
Possiamo notare che l'insieme degli omomorsmi da V a W G-
lineari, ovvero tali per cui vale
f ◦ ρ(g) = δ(g) ◦ f ∀g ∈ G
coincide con l'insieme degli elementi di Hom(V,W ) che vengono
ssati dall'azione della σ appena denita; infatti per ogni g ∈ G
σ(g)(ϕ) = ϕ⇐⇒ δ(g) ◦ ϕ ◦ ρ(g)−1 = ϕ⇐⇒ δ(g) ◦ ϕ = ϕ ◦ ρ(g).
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? in ultimo consideriamo la rappresentazione (ρ∗, V ∗) di G denita
in modo tale che valga per ogni g ∈ G, ψ ∈ V ∗, v ∈ V :
[ρ∗(g)(ψ)](v) := ψ(ρ(g)−1(v)).
In modo analogo a quello utilizzato nel punto precedente si di-
mostra che la coppia (ρ∗, V ∗) è una rappresentazione lineare di G.
Osserviamo che questo è un caso particolare della costruzione
precedente, in cui W = K e la rappresentazione su K è quella
banale.
1.1.3 Lemma di Schur e principali conseguenze
D'ora in poi supponiamo
K = C.
Prima di iniziare a classicare le rappresentazioni di un gruppo nito G,
possiamo analizzare il problema restringendo la nostra ricerca, per esempio
limitandoci al caso delle rappresentazioni irriducibili; vediamo come ciò sia
possibile:
Proposizione 1.1.1. Sia (V, ρ) rappresentazione di un gruppo nito G, e
sia W una sua sottorappresentazione, allora esiste W
′
sottorappresentazione
di V tale che vale:
V = W ⊕W ′ .
Dimostrazione. Per dimostrare la proposizione, introduciamo su V un prodot-
to scalare Hermitiano tale che valga per ogni g ∈ G e per ogni v, w ∈
V :
H(gv, gw) = H(v, w);
per esempio, dato un qualsiasi prodotto Hermitiano H0 su V , possiamo
denire H nel modo seguente:
H(v, w) :=
∑
g∈G
H0(gv, gw).
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H risulta essere un prodotto Hermitiano, e d'altra parte vale per ogni ele-
mento s ∈ G:
H(sv, sw) =
∑
g∈G
H0(g(sv), g(sw)) =
∑
g∈G
H0((gs)v, (gs)w) =
=
∑
g̃∈G
H0(g̃v, g̃w) = H(v, w)
dove g̃ = gs. Ora possiamo denire
W⊥ := {v ∈ V /H(v, w) = 0 ∀w ∈ W},
e vale V = W ⊕W⊥. L'unica cosa che rimane da dimostrare è che W⊥ è
una sottorappresentazione di V , ovvero che vale per ogni g ∈ G e per ogni
v ∈ W⊥, gv ∈ W⊥. Questo è vero se e solo se
H(gv, w) = 0 ∀w ∈ W :
H(gv, w) = H(gv, g(g−1w)) = H(v, g−1w) = 0
poichè g−1w ∈ W .
Corollario 1.1.2. Ogni rappresentazione è isomorfa alla somma diretta di
rappresentazioni irriducibili.
Questa proprietà che hanno i gruppi niti e anche altri gruppi, tra i quali i
gruppi compatti, è detta di completa riducibilità e non deve essere considerata
valida per ogni gruppo, in quanto, per esempio, il gruppo additivo R non
risulta essere completamente riducibile.
Consideriamo V = R2 e ρ : R −→ GL(R2) tale che
a 7−→
(
1 a
0 1
)
Al variare di a in G, l'asse x risulta essere ssata, ma non esiste nessun altro
sottospazio sso complementare alla retta orizzontale (si dimostra facilmente
calcolando autovalori e rispettivi autospazi).
Il nostro scopo, ora, è quello di dimostrare che questa scomposizione delle
rappresentazioni in sottorappresentazioni irriducibili è unica (a meno di iso-
morsmi). Per farlo enunciamo il seguente lemma:
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Lemma 1.1.3. (Lemma di Schur) Se V e W sono due rappresentazioni
irriducibili di G e φ : V −→ W è un omomorsmo di G-moduli, allora
valgono le seguenti aermazioni:
1) o φ è un isomorsmo o φ è l'applicazione nulla;
2) se V = W , allora esiste λ ∈ C tale che φ = λ · I (dove I é l'identità).
Dimostrazione. La prima aermazione deriva dal fatto che Ker(φ) e Im(φ)
sono sottospazi rispettivamente di V e W invarianti ; infatti supponiamo che
v ∈ Ker(φ), allora per ogni g ∈ G vale
φ(gv) = gφ(v) = 0
ovvero gv ∈ Ker(φ); lo stesso vale per Im(φ). Supponiamo ora che φ non sia
un isomorsmo fra V e W , ovvero che Ker(φ) 6= {0}, allora Ker(φ) risulta
essere una sottorappresentazione di V non banale, ed essendo V irriducibile
per ipotesi, Ker(φ) = V (φ risulta quindi essere l'applicazione nulla).
Per la seconda aermazione, osserviamo che essendo C algebricamente chiuso,
deve esistere λ ∈ C autovalore per φ tale che
φ− λ · I
sia un'applicazione con nucleo non banale; per la prima aermazione allora
deve essere
φ− λ · I = 0 ⇒ φ = λ · I.
Questo lemma ci permette di dimostrare il seguente teorema, che risulta
fondamentale in quanto semplica notevolmente il lavoro di classicazione
delle rappresentazioni di un gruppo nito:
Teorema 1.1.4. Dato un gruppo nito G, ogni sua rappresentazione (ρ, V )
può essere scritta come somma diretta
V = V ⊕a11 ⊕ ...⊕ V
⊕ak
k ,
1.1 Rappresentazioni di Gruppi Finiti 12
dove per ogni i = 1, ..., k, Vi è sottorappresentazione irriducibile di V . Que-
sta decomposizione, detta decomposizione isotipica di V , è unica a meno di
isomorsmi.
Dimostrazione. L'esistenza di una tale decomposizione è già stata vericata
nel corollario 1.1.2.
Per quanto riguarda l'unicità, è suciente dimostrare che per ogni sottorap-
presentazione W di V isomorfa ad un membro della somma diretta, per
esempio Vi, con 1 6 i 6 k , vale:
W ⊂ V ⊕aii .
Consideriamo la seguente mappa di proiezione G-lineare:
pj : V −→ Vj
con 1 6 j 6 k ristretta a W ⊂ V ; per il lemma di Schur questa mappa è
nulla per ogni j 6= i, perchè W non è isomorfo a nessun Vj per j 6= i. Questo
signica che
W ⊂ V ⊕aii .
Osservazione 1. I sottospazi Wi := V
⊕ai
i sono determinati univocamente,
mentre la decomposizioe Wi = V
⊕ai
i di questi è unica solo a meno di isomor-
smi.
Questo teorema quindi, permette di limitare il campo di ricerca delle rap-
presentazioni di un gruppo G alla ricerca di rappresentazioni di G irriducibili,
in quanto ogni altra sua rappresentazione può essere scritta come somma di-
retta di queste ultime. La domanda che nace ora è la seguente: quante
sono le rappresentazioni irriducibili di un gruppo? Il numero di tali rappre-
sentazioni è nito? Come può essere calcolato tale numero? Nel prossimo
paragrafo introdurremo la teoria del carattere che ci aiuterà a rispondere a
queste domande.
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1.2 Teoria del carattere
Le denizioni e i teoremi che stiamo per dare arrivano al cuore della teoria
delle rappresentazioni di gruppi niti, ottenendo un forte legame fra il gruppo
G considerato, le sue classi di coniugio, i laterali, e le sue rappresentazioni
irriducibili.
Denizione 1.4. Deniamo il carattere di una rappresentazione (ρ, V ) di
un gruppo nito G la funzione che ad ogni elemento g ∈ G associa la traccia
di ρ(g) su V , ovvero la funzione a valori complessi tale che per ogni g ∈ G
vale:
χV (g) := Tr(ρ(g)).
Per prima cosa osserviamo che, dal momento che matrici simili hanno la
stessa traccia, la funzione carattere di una rappresentazione è una funzione
di classe, in quanto vale per ogni h, g ∈ G:
χV (hgh
−1) = Tr(ρ(hgh−1)) = Tr(ρ(h)ρ(g)ρ(h)−1) = Tr(ρ(g)) = χV (g).
Inoltre vale che
χV (1G) = Tr(IV ) = dim(V ).
Proposizione 1.2.1. Date due rappresentazioni di un gruppo nito G, (ρ, V )
e (δ,W ), valgono le seguenti proprietà:
• χV⊕W = χV + χW ;
• χV⊗W = χV · χW ;
• χV ∗ = χV .
Dimostrazione. Possiamo calcolare i valori di questi caratteri su un elemento
ssato g ∈ G: supponiamo che ρ(g) abbia come autovalori su V λ1, ..., λn e
δ(g) abbia come autovalori su W µ1, ..., µs; allora λ1, ..., λn, µ1, ..., µs sono gli
autovalori di ρ(g)⊕δ(g) su V ⊕W , per cui vale la prima proprietà. Analoga-
mente si dimostra la seconda uguaglianza, ricordando come abbiamo denito
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precedentemente la rappresentazione ottenuta come prodotto tensoriale. Per
quanto riguarda la terza proprietà, osserviamo che essendo G un gruppo ni-
to, per ogni g ∈ G esiste n ∈ N tale che gn = eG. Questo implica ρ(g)n = I,
ovvero che gli autovalori della matrice ρ(g) siano tutti radici n-esime dell'u-
nità. Da'altra parte sappiamo che preso z ∈ C, con zn = 1, vale z−1 = z.
Quindi, per ogni g ∈ G, se la traccia di ρ(g) è la somma di tutti i suoi au-
tovalori, contati con molteplicità, la traccia di ρ∗(g) sarà la somma di tutti i
coniugati degli autovalori di ρ(g) contati con molteplicità.
1.2.1 Esercizio
La funzione carattere sopra denita, che può essere associata ad ogni rap-
presentazione di G, fornisce molte informazioni riguardo le proprietà delle
rappresentazioni stesse. Facciamo ora un esempio di calcolo di tale funzione:
sia (ρ, V ) la rappresentazione di permutazione associata all'azione di un grup-
po nito G su un insieme nito X; possiamo dimostrare che il carattere di V
calcolato in g, χV (g), è il numero di elementi di X ssati da g. Ricordiamo
che, ssato g ∈ G, l'applicazione ρ(g) agisce nel modo seguente:
g : V −→ V
ex 7−→ eg·x
La matrice associata a tale mappa, rispetto alla base B = {ex / x ∈ X} di V ,
sarà una matrice permutatore, cioè che si ottiene permutando le colonne della
matrice Identità, perciò avrà tanti 1 nella diagonale quanti sono gli elementi
di X ssati da g, mentre tutti gli altri elementi della diagonale saranno nulli.
Ecco un primo esempio di descrizione della funzione del carattere di una
rappresentazione di un gruppo generico G.
1.2.2 Prima formula di proiezione
Partiamo dimostrando la prima formula di proiezione che porta con sé
alcune delle conseguenze che stiamo cercando: consideriamo una rappresen-
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tazione lineare (ρ, V ) di G, deniamo il sottospazio vettoriale di V
V G := {v ∈ V / gv = v ∀g ∈ G}
e la seguente applicazione lineare da V a V :
η :=
1
|G|
∑
g∈G
ρ(g);
si tratta di un endomorsmo G-lineare, infatti∑
g∈G
ρ(g) =
∑
g∈G
ρ(h)ρ(g)ρ(h)−1
(poiché l'applicazione che associa a g l'elemento hgh−1 è un'applicazione
biunivoca); si ottiene quindi che η è G-lineare,
(
∑
g∈G
ρ(g))ρ(h) = ρ(h)(
∑
g∈G
ρ(g)).
Allora vale la seguente proposizione:
Proposizione 1.2.2. (Prima formula di proiezione) La mappa η così denita
è una proiezione da V a V G.
Dimostrazione. Vogliamo dimostrare che
Im(η) = V G;
innanzitutto supponiamo che v ∈ Im(η), allora esiste w ∈ V tale che
v = η(w) =
1
|G|
∑
g∈G
ρ(g)(w).
Allora, per ogni h ∈ G
ρ(h)(v) =
1
|G|
∑
g∈G
ρ(h)ρ(g)(w) =
1
|G|
∑
g∈G
ρ(g)(w) = v,
quindi Im(η) ⊆ V G. L'inclusione inversa si dimostra considerando v ∈ V G,
vale
η(v) =
1
|G|
∑
g∈G
ρ(g)(v) =
1
|G|
∑
g∈G
v = v,
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per cui V G ⊆ Im(η). Da questa uguaglianza segue che
η ◦ η = η.
Grazie a questa proposizione data una qualsiasi rappresentazione V di G
possiamo calcolare il numero m di copie della sottorappresentazione banale
(che ha dimensione 1) contenuta nella decomposizione isotipica di V :
m = dim(V G) = Tr(η) =
1
|G|
∑
g∈G
Tr(g) =
1
|G|
∑
g∈G
χV (g).
La prima uguaglianza deriva proprio da come abbiamo denito lo spazio V G.
L'uguaglianza
dim(V G) = Tr(η)
viene dalla seguente considerazione: se B = {v1, ..., vs, vs+1, ..., vn} è base
di V , dove v1, ..., vs ∈ V G, mentre vs+1, ..., vn /∈ V G, allora la matrice che
rappresenta η rispetto alla base B per la prima formula di proiezione assume
la forma: 
1 0 ... 0 ∗ ∗ ∗
0 1 ... 0 ∗ ∗ ∗
... ... ... ... ∗ ∗ ∗
0 0 ... 1 ∗ ∗ ∗
0 0 ... 0 0 0 0
0 0 ... 0 0 0 0
0 0 ... 0 0 0 0

per cui
dim(V G) = s = Tr(η).
Inne possiamo notare che se una rappresentazione V di G, che non sia quella
banale, è irriducibile, allora la somma di tutti i valori che assume la funzione
χV al variare di g ∈ G deve essere zero, perchè in questo caso m vale zero.
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La prima formula di proiezione ci permette di dimostrare il prossimo teorema:
consideriamo l'insieme
Cclass(G) := {f : G −→ C /f è funzione di classe};
si tratta di uno spazio vettoriale su C, sul quale possiamo denire un prodotto
scalare Hermitiano in questo modo:
∀α, β ∈ Cclass(G), (α, β) :=
1
|G|
∑
g∈G
α(g) · β(g).
Abbiamo già osservato che il caratterre di una rappresentazione lineare di G
appartiene a Cclass(G).
Teorema 1.2.3. In termini di questo prodotto hermitiano, le funzioni carat-
teri delle rappresentazioni irriducibili di un gruppo G sono fra loro ortonor-
mali.
Dimostrazione. Vogliamo dimostrare che, date due rappresentazioni irriducibili
V e W di un gruppo nito G, vale:
(χV , χW ) :=
1
|G|
∑
g∈G
χV (g) · χW (g) =
{
1 se V ∼= W
0 altrimenti.
Per farlo consideriamo lo spazio vettoriale complesso
Hom(V,W ) := {ϕ : V −→ W / ϕ applicazione lineare}
e
Hom(V,W )G := {ϕ : V −→ W / ϕ applicazione G- lineare}.
Se V e W sono rappresentazioni lineari irriducinili e isomorfe fra di loro, per
il lemma di Schur vale
dim
(
Hom(V,W )G
)
= 1
poiché tutte le applicazioni G-lineari da V a W o sono nulle o sono multipli
dell'Identità. Se invece le due rappresentazioni non sono isomorfe fra di loro,
allora:
dim
(
Hom(V,W )G
)
= 0.
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Quindi, ricapitolando:
dim
(
Hom(V,W )G
)
=
{
1 se V ∼= W
0 altrimenti
D'altra parte possiamo considerare Hom(V,W )G anch'esso come rappre-
sentazione lineare di G, per cui per la prima formula di proiezione vale:
dim
(
Hom(V,W )G
)
=
1
|G|
∑
g∈G
χHom(V,W )(g).
Se riusciamo a dimostrare che
Hom(V,W ) ∼= V ∗ ⊗W
come rappresentazione di G, allora per la proposizione 1.2.1 possiamo cal-
colare il carattere di Hom(V,W ) nel modo seguente
χHom(V,W ) = χV · χW
e il teorema è dimostrato. Enunciamo dunque la seguente proposizione:
Proposizione 1.2.4. Siano (ρ, V ) e (θ,W ) due rappresentazioni lineari di
G. Sappiamo allora che anche (σ,Hom(V,W )), (ρ∗, V ∗) e (ρ∗ ⊗ θ, V ∗ ⊗W )
sono rappresentazioni di G (vedi paragrafo 1.1.2). Vale che
Hom(V,W ) ∼= V ∗ ⊗W
come rappresentazione.
Dimostrazione. Innanzitutto costruiamo una base per ognuno dei due spazi
vettoriali: se {e1, ..., en} è una base di V e {b1, ..., bm} è una base diW , allora
una base per Hom(V,W ) sarà l'insieme
{fi,j}16i6n, 16j6m
con
fi,j(ek) =
{
bj se ek = ei
0 se ek 6= ei
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mentre una base per V ∗ ⊗W sarà data dall'insieme
{e∗i ⊗ bj}16i6n, 16j6m.
Sia ora ϕ l'applicazione lineare tale che
ϕ(fi,j) := e
∗
i ⊗ bj, 1 6 i 6 n, 1 6 j 6 m.
Vogliamo dimostrare che ϕ è un isomorsmo G-lineare, ovvero che per ogni
g ∈ G vale:
ϕ[σ(g)(fi,j)] = (ρ
∗ ⊗ θ)(g)[ϕ(fi,j)].
Nell'uguaglianza, il termine di sinistra vale:
ϕ[σ(g)(fi,j)] = ϕ[θ(g)fi,jρ(g)
−1];
calcoliamo ora
(θ(g)fi,jρ(g)
−1)(ek) = (θ(g)fi,j)[ρ(g)
−1(ek)] =
{
θ(g)(bj) se ρ(g)(ek) = ei
0 se ρ(g)(ek) 6= ei
Quindi:
ϕ(θ(g)fi,jρ(g)
−1) = ρ(g)e∗i ⊗ θ(g)(bj)
che è esattamente il membro di destra dell'uguaglianza che volevamo di-
mostrare.
Elenchiamo ora cinque corollari di questo teorema che esplicitano chiara-
mente il legame fra le rappresentazioni irriducibili di un gruppo G e le sue
classi di coniugio:
Corollario 1.2.5. A meno di isomorsmi, il numero di rappresentazioni
irriducibili di un gruppo nito G è minore o uguale al numero delle sue
classi di coniugio.
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Dimostrazione. Dal teorema precedente viene che i caratteri di rappresen-
tazioni irriducibili non isomorfe sono linearmente indipendenti. Quindi è
suciente osservare che la dimensione dello spazio Cclass(G) è pari al numero
di classi di coniugio del gruppo; infatti siano c1, ..., cr le classi di coniugio del
gruppo nito G, possiamo considerare le rispettive funzioni caratteristiche:
ηi(g) =
{
1 se g ∈ ci
0 se g /∈ ci
Si dimostra facilmente che l'insieme
{ηi}16i6r
costituisce una base per Cclass(G).
Corollario 1.2.6. Ogni rappresentazione V di un gruppo nito G è comple-
tamente determinata dal suo carattere.
Dimostrazione. Sia V = V ⊕a11 ⊕ ...⊕ V
⊕ak
k , allora
χV =
∑
i=1,...,k
aiχVi
dove ogni funzione di carattere χVi è linearmente indipendente dalle altre per
il teorema precedente.
Corollario 1.2.7. Una rappresentazione V è irriducibile se e solo se vale
(χV , χV ) = 1.
Dimostrazione. Abbiamo già visto che se V è irriducibile allora vale (χV , χV ) =
1. Supponiamo ora V rappresentazione di G tale che (χV , χV ) = 1; allora per
le osservazioni precedenti vale:
1 = (χV , χV ) =
1
|G|
∑
g∈G
χV (g) · χV (g) = dim
(
Hom(V, V )G
)
,
cioè stiamo dicendo che gli unici omomorsmi G-lineari da V a V sono i
multipli dell'identità. Ora se V fosse riducibile, cioè se V si potesse scrivere
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come somma diretta di sottorappresentazioni V1, ...Vn, ognuna elevata alla
rispettiva potenza, allora l'applicazione ϕ da V a V che agisce in questo
modo:
ϕ(v) =

λ1v se v ∈ V1
λ2v se v ∈ V2
...
λnv se v ∈ Vn
con i λi ∈ C diversi fra loro, sarebbe un'applicazione G-lineare diversa da un
multiplo dell'identità, e questo è assurdo.
Corollario 1.2.8. La molteplicità ai di una sottorappresentazione irriducibile
Vi che compare nella decomposizione di una rappresentazione V vale:
ai = (χV , χVi).
Dimostrazione. Si ha:
(χV , χVi) = (
∑
j=1,...,k
ajχVj , χVi) =
∑
j=1,...,k
aj(χVj , χVi) = ai.
L'ultimo corollario riguarda un caso particolare fra le possibili rappresen-
tazioni di un gruppo nito G, quello della rappresentazione regolare. Prima
di enunciare il corollario, dunque, deniamo tale rappresentazione.
Denizione 1.5. Sia G un gruppo nito, consideriamo R lo spazio vettoriale
con base:
{eg / g ∈ G}
e l'omomorsmo di gruppi:
ρ : G −→ GL(R)
h 7−→ ρ(h) : R −→ R∑
ageg 7→
∑
ageh·g
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Per come abbiamo costruito R vale dim(R) = |G|.
Corollario 1.2.9. Ogni rappresentazione irriducibile V di G appare nella
rappresentazione regolare di G un numero di volte pari a dim(V ).
Dimostrazione. Per dimostrarlo osserviamo che
χR(g) =
{
0 se g 6= e
|G| se g=e
in quanto se g 6= e la sua azione su R non lascia ssato nessun elemento,
mentre se g = e tutti gli elementi rimangono ssati (vedi esercizio 1.2.1).
Ora se R = ⊕V aii , con Vi rappresentazioni irriducibili distinte, allora
ai = (χVi , χR) =
1
|G|
∑
g∈G
χVi(g)χR =
1
|G|
· χVi(e) · |G| = dim(Vi).
In particolare questo corollario prova nuovamente che esiste un numero
nito di rappresentazioni irriducibili di un dato gruppo nito G. Inoltre
valgono le seguenti uguaglianze:
|G| = dim(R) = dim(⊕V aii ) =
∑
dim(Vi) · ai =
∑
dim(Vi)
2 (1.1)
e se g 6= e
χR(g) = 0 =
∑
χVi(g) · ai =
∑
(dim(Vi))(χVi(g)). (1.2)
1.2.3 Formula di proiezione generale
Per migliorare il corollario 1.2.5 sopra enunciato, ovvero ottenere la di-
mostrazione dell'uguaglianza fra il numero di classi di coniugio di un gruppo
nito G e il numero delle sue rappresentazioni irriducibili, dimostriamo ora
una formula di proiezione più generale.
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Proposizione 1.2.10. (Formula di proiezione generale) Sia α : G −→ C
una funzione sul gruppo nito G e supponiamo di denire per ogni rappre-
sentazione (ρ, V ) di G l'endomorsmo
ϕα,V :=
∑
g∈G
α(g) · ρ(g),
allora ϕα,V è un endomorsmo di G-moduli, qualsiasi sia la rappresentazione
V considerata, se e solo se α è una funzione di classe.
Dimostrazione. Supponiamo che α sia una funzione di classe, allora per ogni
h ∈ G:
ϕα,V (ρ(h)(v)) =
∑
g∈G
α(g) · ρ(g)[ρ(h)(v)] =
=
∑
g∈G
α(hgh−1) · ρ(hgh−1)(ρ(h)(v)) = ρ(h)[
∑
g∈G
α(hgh−1) · ρ(g)(v)] =
= ρ(h)[
∑
g∈G
α(g) · ρ(g)(v)] = ρ(h)(ϕα,V (v)).
Per dimostrare l'implicazione contraria, supponiamo che α non sia una fun-
zione di classe: allora esisterebbero due elementi g, h ∈ G tali per cui
α(g) 6= α(hgh−1).
Osserviamo che in questo caso esiste una rappresentazione di G, la rappre-
sentazione regolare R, per cui ϕα,R non è G-lineare: calcoliamo per g, h ∈ G
e v ∈ R
ϕα,R(ρ(h)(v)) =
∑
g∈G
α(g) · ρ(g)[ρ(h)(v)] =
=
∑
g∈G
α(hgh−1) · ρ(hgh−1)(ρ(h)(v)) = ρ(h)[
∑
g∈G
α(hgh−1) · g(v)].
Se ϕα,R fosse G-lineare, allora dovrebbe anche essere:
ϕα,R(ρ(h)(v)) = ρ(h)[ϕα,R(v)] = ρ(h)[
∑
g∈G
α(g) · ρ(g)(v)]
e quindi
ρ(h)[
∑
g∈G
α(hgh−1) · ρ(g)(v)]− ρ(h)[
∑
g∈G
α(g) · ρ(g)(v)] = 0.
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Ma questo è impossibile, perchè nel caso della rappresentazione regolare, gli
endomorsmi associati ad ogni elemento g ∈ G sono lineramente indipenden-
ti, e quindi dovrebbe essere
α(hgh−1)− α(g) = 0 ∀h, g ∈ G,
il che è falso per l'ipotesi che abbiamo fatto che α non sia una funzione di
classe.
Come conseguenza immediata di questo fatto abbiamo il teorema che
volevamo dimostrare:
Teorema 1.2.11. Il numero di rappresentazioni irriducibili di un gruppo
G è uguale al numero di classi di coniugio del gruppo. Equivalentemente,
l'insieme dei caratteri
{χV / V irriducibile}
costituisce una base ortonormale per Cclass(G).
Dimostrazione. Dimostriamo la seconda aermazione: sappiamo già per il
teorema 1.2.3 che i caratteri delle rappresentazioni irriducibili sono tra loro
ortonormali; rimane quindi da dimostrare che che se esiste una funzione di
classe α tale che (α, χV ) = 0 per ogni V rappresentazione irriducibile di G,
allora α = 0. Come prima consideriamo l'endomorsmo
ϕα,V :=
∑
g∈G
α(g) · ρ(g),
per il lemma di Schur deve esistere λ ∈ G per cui vale
ϕα,V = λ · I,
quindi Tr(ϕα,V ) = n · λ. Abbiamo
λ =
1
n
Tr(ϕα,V ) =
1
n
∑
g∈G
α(g) · χV (g) =
|G|
n
(α, χV ∗) = 0.
Questo signica che
ϕ(α,V ) =
∑
g∈G
α(g) · ρ(g) = 0
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per ogni rappresentazione V di G, ed in particolare per la rappresentazione
regolare V = R. Ma in questo caso tutti gli endomorsmi al variare di g
sono linearmente indipendenti (lo si può vedere dal fatto che i vettori g(e0)
sono tutti linearmente indipendenti). Quindi vale che α(g) = 0 per ogni
g ∈ G.
Questo teorema completa la descrizione del carattere di un gruppo nito
in generale. Vedremo nel prossimo esempio come potremo utilizzare i risultati
elencati nora per studiare le rappresentazioni di un particolare gruppo nito:
il gruppo delle permutazioni su un insieme di quattro elementi, S4.
1.3 Rappresentazioni di S4 e tabella del carat-
tere
S4 è il gruppo simmetrico delle permutazioni di quattro elementi; sappia-
mo che la sua cardinalità è pari a 4! = 24 e si può facilmente dimostrare che
il numero di classi di coniugio è 5. Infatti vale la seguente
Proposizione 1.3.1. Due permutazioni di Sn sono coniugate se e solo se
hanno la stessa struttura ciclica2.
Dimostrazione. Dimostriamo la prima implicazione, ovvero se due permu-
tazioni sono coniugate allora hanno la stessa struttura ciclica: consideriamo
σ ∈ Sn, σ sarà della forma:
σ = (a1,1...a1,s1)(a2,1...a2,s2)...(at,1...at,st)
2Deniamo la struttura ciclica di una permutazione nel modo seguente: supponiamo
che la permutazione si scriva come prodotto di cicli disgiunti (ordinati per lunghezza) nel
modo seguente:
σ = (a1,1...a1,s1) · (a2,1...a2,s2) · ... · (at,1...at,st)
allora la sua struttura ciclica è (s1, s2, ..., st). Sappiamo che una permutazione di Sn può
essere scritta in modo unico come prodotto di cicli disgiunti ordinati per lunghezza (a
meno dell'ordine di cicli di uguale lunghezza), quindi questa denizione è ben posta
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compresi cicli banali di lunghezza 1. Consideriamo ora τ ∈ Sn, vale:
τστ−1 = (τ(a1,1)...τ(a1,s1))(τ(a2,1)...τ(a2,s2))...(τ(at,1)...τ(at,st)),
e si può vericare direttamente facendo agire τστ−1 sul primo elemento,
τ(a1,1):
(τστ−1)(τ(a1,1)) = τ(σ(a1,1)) = τ(a1,2).
Analogamente si verica per gli altri elementi dei cicli seguenti. Inoltre i
cicli continuano ad essere disgiunti grazie all'iniettività di τ , quindi abbiamo
ottenuto che σ e τστ−1 hanno la stessa struttura ciclica per ogni τ ∈ Sn.
Viceversa, supponiamo di avere ρ ∈ Sn con la stessa struttura ciclica di ρ:
σ = (b1,1...b1,s1)(b2,1...b2,s2)...(bt,1...bt,st),
vogliamo dimostrare che σ e ρ appartengono alla stessa classe di coniugio.
Deniamo ω ∈ Sn in modo tale che valga:
a1,1 7→ b1,1, ..., a1,s1 7→ b1,s1 ,
a2,1 7→ b2,1, ..., a2,s2 7→ b2,s2 ,
...
at,1 7→ bt,1, ..., at,st 7→ bt,st .
Allora vale
ωσω−1 = ρ,
e lo verichiamo, per esempio, su b1,1:
(ωσω−1)(b1,1) = (ωσ)(a1,1) = ω(a1,2) = b1,2 = ρ(b1,1).
Corollario 1.3.2. Il numero delle classi di coniugio di Sn è pari al numero
delle partizioni di n, ovvero delle decomposizioni di n nella somma di numeri
interi positivi.
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Le partizioni di 4 sono:
4 = 1 + 1 + 1 + 1 ; classe di coniugio dell'identità;
4 = 2 + 1 + 1 ; classe di coniugio delle trasposizioni;
4 = 3 + 1 ; classe di coniugio dei tricicli;
4 = 4 ; classe di coniugio dei cicli di lunghezza 4;
4 = 2 + 2 ; classe di coniugio dei prodotti di due trasposizioni disgiunte.
Dai risultati precedenti abbiamo ottenuto che per studiare tutte le possibili
rappresentazioni di S4 è suciente trovare le rappresentazioni irriducibili, che
sono 5; partiamo denendo la più semplice, la rappresentazione banale, con
U = C, dim(U) = 1 e
ρ : S4 −→ GL(U)
g 7−→ ρ(g) : U −→ U
v 7−→ v
Un'altra rappresentazione irriducibile semplice da trovare è la rappresen-
tazione alternante; deniamo U ′ = C e
ρ′ : S4 −→ GL(U ′)
g 7−→ ρ′(g) : U ′ −→ U ′
v 7−→ (−1)sgn(g) · v
Consideriamo poi la seguente rappresentazione: V = C4 e
ρ′′ : S4 −→ GL(V )
g 7−→ ρ′′(g ) : V −→ V
z1
z2
z3
z4
 7→

zg−1(1)
zg−1(2)
zg−1(3)
zg−1(4)

Lo spazio W generato dal vettore (1, 1, 1, 1) risulta essere invariante sotto
l'azione di ρ′′(g) per ogni g ∈ G, per cui la rappresentazione (ρ′′/W ,W ) è
isomorfa alla rappresentazione banale. Se deniamo
U ′′ := {(z1, z2, z3, z4) ∈ C4 / z1 + z2 + z3 + z4 = 0},
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con
V = W ⊕ U ′′,
allora (ρ′′/U ′′ , U
′′) risulta essere un'ulteriore rappresentazione irriducibile per
S4, detta rappresentazione standard, di dimensione 3. Per visualizzare meglio
le rappresentazoni individuate si utilizza la tabella dei caratteri, in cui si
mettono nella prima riga le classi di coniugio del gruppo identicate da un
rappresentante, insieme con il numero di elementi appartenenti ad ogni classe,
e nella prima colonna le rappresentazioni irriducibili trovate. La tabella viene
poi riempita con il valore della funzione di carattere della rappresentazione
irriducibile corrispondente, calcolata su ogni classe di coniugio del gruppo.
Vediamo nora come risulta essere fatta la tabella del carattere di S4:
1 6 8 6 3
S4 dim 1 (12) (123) (1234) (12)(34)
U 1 1 1 1 1 1
U ′ 1 1 −1 1 −1 1
U ′′ 3 3 1 0 −1 −1
La riga corrispondente alla rappresentazione banale è caratterizzata da
una la di 1 in quanto ad ogni elemento viene fatta corrispondere l'appli-
cazione Identità da C in se stesso. Nella seconda riga si hanno 1 e −1 a sec-
onda del segno della permutazione corrispondente. Il calcolo della terza riga
risulta essere, invece, meno banale, vediamo come si svolge il ragionamento:
vale
χU ′′ = χV − χW
e
χW (g) = χU(g) = 1∀g ∈ G,
quindi non ci rimane che calcolare χV . Calcoliamo il carattere su ogni classe
di coniugio:
• χV (Id) = 4;
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• χV ((1 2)) = 2 perchè ha come matrice corrispondente
0 1 0 0
1 0 0 0
0 0 1 0
0 0 0 1
 ;
• χV ((1 2 3)) = 1 perchè ha come matrice corrispondente
0 0 1 0
1 0 0 0
0 1 0 0
0 0 0 1
 ;
• χV ((1 2 3 4)) = 0 perchè ha come matrice corrispondente
0 0 0 1
1 0 0 0
0 1 0 0
0 0 1 0
 ;
• χV ((1 2)(3 4)) = 0 perchè ha come matrice corrispondente
0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0
 .
Quindi
χU ′′ = χV − χW = (4 2 1 0 0)− (1 1 1 1 1) = (3 1 0 − 1 − 1).
Ora ci rimangono da scoprire altre due rappresentazioni irriducibili di S4,
tali per cui valga l'uguaglianza 1.1 :
24 = |S4| =
∑
1=1,...,5
(dim(Ui))
2;
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essendo che per quanto riguarda le rappresentazioni irriducibili trovate nora
la somma delle loro dimensioni al quadrato vale (1+1+9) = 11, ci aspettiamo
una rappresentzione di dimensione 3 ed una rappresentazione di dimensione
2.
La prima la costruiamo facendo il prodotto tensoriale fra U ′′ e U ′:
- U ′′ ⊗ U ′ ha dimensione 3;
- χU ′′⊗U ′ = χU ′′ · χU ′ = (3 − 1 0 1 − 1);
- il suo carattere è diverso da tutti e tre i caratteri delle rappresentazioni
precedenti.
Verichiamo che questa rappresentazione è irriducibile:
(χU ′′⊗U ′ , χU ′′⊗U ′) =
1
|S4|
∑
g∈S4
χU ′′⊗U ′(g) · χU ′′⊗U ′(g) =
=
1
24
(9 · 1 + 1 · 6 + 1 · 6 + 1 · 3) = 1,
quindi U ′′ ⊗ U ′ è irriducibile. Per calcolare l'ultima rappresentazione ir-
riducibile, che chiameremo T , quella che manca per completare il quadro
delle rappresentazioni irriducibili di S4, utilizziamo il teorema 1.2.3 che ci
dice che questa deve essere ortogonale a tutte le altre rappresentazioni ir-
riducibili nora trovate. Facendo i calcoli si ottiene un sistema di 5 equazioni
(di cui una, l'ultima, non lineare)
(χT , χU) = 0
(χT , χU ′) = 0
(χT , χU ′′) = 0
(χT , χU ′′⊗U ′) = 0
(χT , χT ) = 1
e 5 incognite:
χT (Id), χT ((1 2)), χT ((1 2 3)), χT ((1 2 3 4)), χT ((1 2)(3 4)).
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Si arriva facilmente alla seguente soluzione:
χT = (2 0 − 1 0 2).
Quindi riaggiornando la tabella dei caratteri, avremo:
1 6 8 6 3
S4 dim 1 (12) (123) (1234) (12)(34)
U 1 1 1 1 1 1
U ′ 1 1 −1 1 −1 1
U ′′ 3 3 1 0 −1 −1
U ′′ ⊗ U ′ 3 3 −1 0 1 −1
T 2 2 0 −1 0 2
1.4 Esempio: il gruppo ciclico Cn
Il gruppo ciclico Cn è il gruppo denito come
{ri / i = 0, ..., n− 1}
dove r è un elemento qualsiasi tale che rn = 1. Questo gruppo può essere
pensato come il gruppo delle rotazioni di angolo 2iπ/n attorno all'origine
del piano cartesiano. Si tratta evidentemente di un gruppo abeliano, per
cui enunciamo la seguente proposizione che ci aiuta nel nostro tentativo di
trovare le rappresentazioni irriducibili di Cn:
Proposizione 1.4.1. Se G è un gruppo abeliano nito e (ρ, V ) è una sua
rappresentazione irriducibile, allora dim(V ) = 1.
Dimostrazione. Innanzitutto osserviamo che in generale se (ρ, V ) è la rap-
presentazione di un qualsiasi qualsiasi gruppo nito, abeliano e non abeliano,
l'applicazione ρ(g) con g ∈ G può non essere un omomorsmo fra G-moduli.
Infatti potrebbe essere per h ∈ G:
g(h(v)) 6= h(g(v).
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In particolare ρ(g) : V −→ V è G-lineare se e solo se g appartiene al centro3
Z(G) di G.
Se G è abeliano,
Z(G) = G
e ρ(g) è sempre una mappa G-lineare; possiamo quindi applicare il lemma di
Schur, ottenendo che per ogni g ∈ G, ρ(g) = λ · I per qualche λ ∈ C. Questo
signica che ogni sottospazio W ⊂ V è sottospazio invariante di V , per cui
V per essere irriducibile deve avere necessariamente dimensione 1.
Questo signica che le rappresentazioni irriducibili dei gruppi abeliani
sono gli elementi del gruppo duale, ovvero gli omomorsmi
ρ : G −→ C∗.
Questo discorso vale anche per il gruppo ciclico Cn, che è abeliano, per cui
ha come rappresentazioni irriducibili solo rappresentazioni di grado 1. In
particolare una sua rappresentazione dovrà associare ad r un elemento w di
C, ed essendo un omomorsmo di gruppi, ad ri associerà wi. Inne, essendo
che rn = 1, allora dovrà essere wn = 1, cioè w dovrà essere una radice n-esima
dell'unità,
w = e2iπh/n, con h = 0, 1, ..., n− 1.
Otteniamo quindi n rappresentazioni di grado 1,
V0, V1, ..., Vn−1,
corrispondenti alle n possibilità di scegliere w, i cui caratteri sono dati da:
χVh(r
i) = e
2iπhk
n .
Per esempio, per n = 3 avremo la seguente tabella dei caratteri:
3Dato un gruppo G, si denisce centro di G l'insieme
Z(G) := {z ∈ G/zg = gz ∀g ∈ G}.
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C3 1 r r
2
χV0 1 1 1
χV1 1 α α
2
χV2 1 α
2 α4 = α
dove α = e
2iπ
3 e vale che nel primo caso w = 1, nel secondo caso w = α, nel
terzo caso w = α2.
Capitolo 2
Rappresentazioni Indotte
Nei prossimi capitoli ci concentreremo su un caso particolare delle rapp-
resentazioni lineari di gruppi niti: il caso delle rappresentazioni indotte.
2.1 Conoscenze preliminari
Prima di denire le rappresentazioni indotte, diamo alcune nozioni alge-
briche di base:
Denizione 2.1. Dato un gruppo G ed un suo sottogruppo H, per ogni
g ∈ G denotiamo con gH l'insieme seguente:
gH := {g · h/ h ∈ H}.
Questo insieme è detto laterale sinistro di H, e in particolare si tratta del
laterale sinistro che contiene g.
Denizione 2.2. Diciamo che due elementi g, g′ ∈ G sono congruenti mo-
dulo H,
g ≡ g′ (mod H),
se appartengono allo stesso laterale, ovvero se
g−1g′ ∈ H.
34
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L'insieme dei laterali sinistri è denotato con G/H ed costituisce una par-
tizione per G. Se |G| = n e |H| = m, allora |G/H| = n/m, e questo è detto
indice di G su H: [G : H]. Se sciegliamo un elemento di ogni laterale di G,
otteniamo un sottoinsieme di G, R, che è chiamato sistema di rappresentanti
di G/H. Ogni elemento di G può essere scritto in modo unico come prodot-
to di un elemento di R ed un elemento di H. Infatti, sia g ∈ G, allora g
apparterrà sicuramente ad un laterale di G, ovvero esisterà r ∈ R tale che
g ∈ rH,
e questo r è unico. Allora vale che esiste ed è unico h ∈ H tale che
g = rh.
2.2 Rappresentazione Indotte
2.2.1 Denizione
Siano G un gruppo nito, H un sottogruppo di G e (ρ, V ) una rappre-
sentazione lineare di G, consideriamo l'applicazione:
ρH : H −→ GL(V )
h 7−→ ρH(h) := ρ(h) : V −→ V
v 7−→ h · v
Sia poi W una sottorappresentazione di ρH , ovvero un sottospazio vettoriale
di V tale che
h · w ∈ W ∀h ∈ H, ∀w ∈ W.
Possiamo denotare con θ l'applicazione
θ : H −→ GL(W )
e otteniamo una rappresentazione per H, (θ,W ). Vale la seguente:
Osservazione 2. Per ogni g ∈ G lo spazio vettoriale ρ(g)(W ) dipende sola-
mente dal laterale sinistro gH in cui si trova g.
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Dimostrazione. Siano g, g′ due elementi appartenenti allo stesso laterale,
questo signica che esiste h ∈ H tale che g = g′h, allora:
ρ(g)(W ) = gW = g′hW = g′W = ρ(g′)W.
Quindi stiamo aermando che tutti gli elementi dell'insieme gH agiscono
suW nello stesso modo: se denotiamo con σ un laterale di G, allora possiamo
denire
Wσ := ρ(g)(W ) ∀g ∈ σ.
È chiaro che tutti gli spazi vettoriali Wσ, al variare dei laterali σ di G/H,
sono permutati fra di loro tramite l'azione degli elementi di G: la somma∑
σ∈G/H
Wσ
risulta quindi essere una sottorappresentazione di V .
Denizione 2.3. Diciamo che una rappresentazione (ρ, V ) di un gruppo
nito G è indotta da una rappresentazione (θ,W ) di H, H sottogruppo di
G, se V può essere scritto come somma diretta degli spazi Wσ:
V =
⊕
σ∈G/H
Wσ.
Teorema 2.2.1. Sono equivalenti le seguenti aermazioni:
• la rappresentazione (ρ, V ) di G è indotta dalla rappresentazione (θ,W )
di H, con H sottogruppo di G;
• ogni elemento x ∈ V può essere scritto univocamente come
x =
∑
σ∈G/H
xσ
dove
xσ ∈ Wσ ∀σ ∈ G/H;
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• se R è un sistema di rappresentanti di G/H, lo spazio vettoriale V è
la somma diretta dei ρ(r)W , con r ∈ R.
In particolare abbiamo che
dim(V ) =
∑
r∈R
dim(ρ(r)W ) = [G : H] · dim(W ).
Lemma 2.2.2. Supponiamo che una rappresentazione (ρ, V ) sia indotta da
(θ,W ), e sia (ρ′, V ′) un'ulteriore rappresentazione di G. Sia
f : W −→ V ′
una mappa lineare tale che
f(θ(h)(w)) = ρ′(h)f(w) ∀h ∈ H, ∀w ∈ W,
allora esiste ed è unica la mappa lineare F : V −→ V ′ tale che
• F (w) = f(w) ∀w ∈ W ;
• F (ρ(g)(v)) = ρ′(g)F (v) ∀ g ∈ G, ∀ v ∈ V.
Questo signica che ogni momorsmo di H-moduli si estende in maniera
unica ad un morsmo di G-moduli.
Nella seguente dimostrazione ed in generale più avanti nel testo per una
maggiore semplicità di notazione indicheremo con ρg l'azione della mappa
ρ(g).
Dimostrazione. Dimostriamo questo lemma in due parti: prima dimostriamo
l'esistenza di tale F e poi la sua unicità;
- ESISTENZA: consideriamo un elemento v ∈ V , dobbiamo capire come
agisce F su di esso. Poiché V si può scrivere come somma dirretta
degli spazi Wσ, dove con σ indichiamo i laterali di H in G, allora v si
potrà scrivere come somma di elementi ognuno dei quali appartenente
ad uno spazio vettoriale Wσ diverso. Inoltre, dato che la F deve essere
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una mappa lineare, è suciente stabilire come essa agisce sui singoli
elementi degli spazi Wσ al variare di σ su G/H. Fissiamo dunque
σ ∈ G/H e consideriamo v ∈ Wσ, allora vale per ogni g ∈ σ:
ρ−1g (v) ∈ W.
Deniamo
F (v) := ρ′gf(ρ
−1
g v);
ora dobbiamo controllare i seguenti fatti:
? la denizione di F non deve dipendere dal rappresentante del
laterale scelto; se prendiamo gh, con h ∈ H, abbiamo:
ρ′ghf(ρ
−1
gh v) = ρ
′
gθhf(θ
−1
h ρ
−1
g v) =
= ρ′gf(θhθ
−1
h ρ
−1
g v) = ρ
′
gf(ρ
−1
g v).
? la denizione di F deve soddisfare la prima condizione: se w ∈ W
scelgo come g l'elemento neutro di G, allora F (w) = f(w);
? la denizione di F , inne, deve soddisfare la seconda uguaglianza,
ovvero:
F ◦ ρg = ρ′g ◦ F ∀g ∈ G.
Sia v ∈ Wσ e s ∈ σ, allora
ρ′gF (v) := ρ
′
gρ
′
sf(ρ
−1
s v).
D'altra parte se v ∈ Wσ, allora ρgv ∈ Wgσ per cui ρ−1gs v ∈ W ;
avremo:
F (ρgv) := ρ
′
gsf(ρ
−1
gs ρgv) = ρ
′
gρ
′
sf(ρ
−1
s ρ
−1
g ρgv) = ρ
′
gρ
′
sf(ρ
−1
s v),
e l'uguaglianza è dimostrata.
- UNICITÀ: supponiamo che esistano due mappe lineari, F e F̃ che sod-
disfano le due condizioni del teorema; allora presi v ∈ Wσ e g ∈ σ
avremo:
F (v) = F (ρgρ
−1
g v) = (2) = ρ
′
gF (ρ
−1
g v) = (1) =
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= ρ′gf(ρ
−1
g v) = (1) = ρ
′
gF̃ (ρ
−1
g v) = (2) = F̃ (v)
dove con (1) si intende che l'uguaglianza deriva dal fatto che entrambe
le applicazioni godono della prima proprietà del teorema, mentre con
(2) si intende che l'uguaglianza deriva dal fatto che le due mappe
soddisfano la seconda uguaglianza del teorema. Siccome questa di-
mostrazione vale per ogni v ∈ Wσ e sappiamo che V si può scrivere
come soma diretta degli spaziWσ al variare di σ ∈ G/H, allora essendo
F lineare la dimostrazione vale per ogni elemento di v ∈ V .
2.2.2 Esempi
• Dati G gruppo nito e H sottogruppo di G, la rappresentazione di
permutazione associata all'azione sinistra di G sull'insieme X = G/H è
indotta dalla rappresentazione banale di H, (θ,W ), con θ applicazione
banale che manda ogni elemento di W nell'Identità e W =< eH >
ovvero dim(W ) = 1. L'azione sinistra di G su X = G/H è denita
così:
G× G
H
−→ G
H
( g , σ ) 7−→ g · σ
da cui deriva che la rappresentazione di permutazione di G, (ρ, V ), sarà
del tipo:
V :=< {eσ / σ ∈ G/H} >
e
ρ : G −→ GL(V )
g 7−→ ρ(g) · σ : V −→ V
eσ 7−→ eg·σ.
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Ora al variare di σ in G/H otteniamo diversi spazi vettoriali, facendo
agire ρ(g) su W , dove g ∈ σ, e ognuno di questi ha dimensione uno:
Wσ =< eσ > .
Avremo:
V =
⊕
σ∈G/H
Wσ.
• SiaG un gruppo nito, consideriamo la rappresentazione regolare (ρ, V )
che abbiamo introdotto nella denizione 1.5; sia H un sottogruppo di
G e sia W lo spazio vettoriale generato dall'insieme {eh / h ∈ H}, la
rappresentazione (θ,W ) di H che si trova restringendo ρ allo spazio
W è la rappresentazione regolare di W . Vale che la rappresentazione
(ρ, V ) è indotta da (θ,W ). Infatti, consideriamo gli elementi σ ∈ G/H;
preso un generico g ∈ σ:
Wσ = {eg·h / h ∈ H}.
Quindi possiamo scrivere V come
V =
⊕
σ∈G/H
Wσ
perchè in ogni laterale è presente un numero di elementi pari ad |H|, per
cui al variare dei laterali σ, che sono in numero |G|/|H|, si ottengono
tutti gli elementi della base di V .
• Sia G un gruppo nito, H e H ′ sottogruppi di G; supponiamo che le
rappresentazioni di questi sottogruppi, (θ,W ) e (θ′,W ′), inducano su
G le rappresentazioni (ρ, V ) e (ρ′, V ′) rispettivamente. Allora vale che
ρ⊕ ρ′ è indotta da θ ⊕ θ′. Infatti avremo:
θ ⊕ θ′ : H −→ GL(W ⊕W ′)
h 7−→ θ(h)⊕ θ′(h)
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ρ⊕ ρ′ : G −→ GL(V ⊕ V ′)
g 7−→ ρ(g)⊕ ρ′(g)
e
V ⊕ V ′ = (
⊕
σ∈G/H
Wσ)⊕ (
⊕
ω∈G/H′
W ′ω).
2.2.3 Teorema di esistenza e unicità
Gli esempi riportati ci possono aiutare a comprendere meglio il seguente
teorema, che rappresenta il punto centrale di questo capitolo:
Teorema 2.2.3. Sia (θ,W ) una rappresentazione lineare di un sottogruppo
H di G, allora esiste una rappresentazione (ρ, V ) di G indotta da (θ,W ) che
è unica a meno di isomorsmi.
Dimostrazione. Anche in questo caso dimostriamo esistenza ed unicità di tale
rappresentazione:
- ESISTENZA: supponiamo n = [G : H], avremo che l'insieme dei latera-
li di H su G è composto da n elementi che indichiamo con σi. Scegliamo
un rappresentante per ogni laterale, avremo R = {gσ1 , ..., gσn} insieme
di tali rappresentanti. Ora deniamo lo spazio vettoriale
V :=
⊕
i=1,...,n
W σi
dove ogni W σi è una copia di W , e deniamo
ρ : G −→ GL(V )
nel modo seguente:
? se w ∈ W e g = gσi ∈ R, allora con ρgσi (w) denotiamo l'elemento
che corrisponde a w in W σi ;
? se w ∈ W e g è un elemento generico di G, allora g appartiene ad
un laterale σi, per cui esiste h ∈ H tale che g = gσi · h. Avremo:
ρg(w) = ρgσi ·h(w) = ρgσI (θh(w)).
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? sia v ∈ W σi , allora esiste w ∈ W tale che v = ρgσi (w). Quindi
preso g ∈ G tale che g · gσi = gσj ·h, con h ∈ H e j = 1, ..., n, vale:
ρg(v) = ρgρgσiw = ρgσj θh(w).
? se consideriamo ora un qualsiasi elemento v di V , esso si può
scrivere come
v =
∑
i=1,...n
wi
dove wi ∈ W σi per ogni i = 1, ..., n, quindi essendo ρg lineare la
sua azione su V è già determinata.
Per come abbiamo costriuto ρ si vede facilmente che si tratta di un
morsmo di gruppi; inoltre possiamo notare che ssato σi laterale allora
ρgσiW = W
σi ,
per cui vale:
V =
⊕
i=1,...,n
ρ(gσiW )
ovvero la rappresentazione (ρ, V ) è indotta dalla rappresentazione (θ,W ).
- UNICITÀ: siano (ρ, V ) e (ρ′, V ′) due rappresentazioni diG indotte dalla
rappresentazione di H (θ,W ); supponiamo come prima di prendere un
insieme di rappresentanti dei laterali di H su G, R = {gσ1 , ..., gσn},
allora deve valere per entrambe le rappresentazioni:
V =
⊕
i=1,...,n
ρgσiW e V =
⊕
i=1,...,n
ρ′gσiW
ovvero V e V ′ hanno la stessa dimensione, cioè sono isomor come spazi
vettoriali. Ora vogliamo capire se sono isomor come G-moduli, ovvero
se esiste un isomorsmo G-lineare da V a V ′. Consideriamo:
ϕ : V −→ V ′∑
wσi 7−→
∑
ρ′gσiρgσiwσi
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dove ogni wσi ∈ W σi . ϕ è evidentemente un'applicazione lineare fra
i due spazi vettoriali, per di più iniettiva e suriettiva, vogliamo di-
mostrare che per ogni s ∈ G vale:
ϕ ◦ ρs = ρ′s ◦ ϕ ∀s ∈ G;
da una parte abbiamo
ϕ(ρs(v)) = ϕ(ρs(
n∑
i=1
wσi)) = ϕ(
n∑
i=1
ρswσi) =
=
n∑
i=1
ρ′sgσiρ
−1
sgσi
(ρswσi) =
n∑
i=1
ρ′sgσiρ
−1
gσi
(wσi);
dall'altra:
ρ′s(ϕ(v)) = ρ
′
s(ϕ(
n∑
i=1
wσi)) =
= ρ′s(
n∑
i=1
ρ′gσiρ
−1
gσi
wσi)) = (
n∑
i=1
ρ′sρ
′
gσi
ρ−1gσiwσi)).
I due risultati sono uguali, quindi l'unicità è dimostrata.
Capitolo 3
Rappresentazioni Indotte
Irriducibili
In questo capitolo introdurremo una denizione di rappresentazione in-
dotta più algebrica rispetto alla precedente, e dimostreremo che le due de-
nizioni date sono equivalenti.
Inne, come ultimo punto di studio sulle rappresentazioni indotte, ci chiede-
remo quali di queste siano irriducibili, ovvero se esiste un criterio che lega l'ir-
riducibilità della rappresentazione indotta a quella della rappresentazione di
partenza. Eettivamente dei risultati sono stati raggiunti, per comprendere i
quali introdurremo ulteriori proprietà che caratterizzano le rappresentazioni
indotte.
3.1 Nuova denizione
3.1.1 Algebra di gruppo
Sia G il gruppo nito:
G = {g1 = eG, g2, ..., gn}
con n = |G|. Possiamo denire l'insieme
C[G] := {c1g1 + ...+ cngn / ci ∈ C ∀ i = 1, ..., n}.
44
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In questo insieme dati due elementi
f =
n∑
i=1
fi · gi e l =
n∑
i=1
li · gi
possiamo denire le seguenti operazioni:
• SOMMA:
f + g :=
n∑
i=1
(fi + li) · gi;
• PRODOTTO:
f · g :=
∑
gk·gj=gi
fkljgi;
• PRODOTTO per SCALARI:
λ · f :=
n∑
i=1
(λfi) · gi ∀λ ∈ C.
Si può vedere facilmente che l'insieme con le tre operazioni costituisce un'al-
gebra.
Denizione 3.1. L'insieme C[G] è detto algebra di gruppo di G.
Data una rappresentazione lineare per G, (ρ, V ), con V spazio vettoriale
sul campo C, possiamo assegnare anche all'insieme C[G] un'azione su V nel
modo seguente: per ogni x ∈ V e per ogni elemento c1g1 + ...+ cngn ∈ C[G],
ρ′(c1g1 + ...+ cngn)(x) := c1(ρg1x) + ...+ cn(ρgnx);
otteniamo quindi una rappresentazione lineare (ρ′, V ) per C[G]. Questo si-
gnica che se V è un G-modulo allora V è anche un C[G]-modulo.
D'ora in poi quindi, con C[G]-modulo V  intenderemo una rappresentazione
lineare per G, e indicheremo l'azione di G su V semplicemente con
g · v
dove g ∈ G e v ∈ V .
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3.1.2 Rappresentazione indotta come estensione di scalari
Sia ora G un gruppo nito, H sottogruppo di G, e sia R = {s1, ..., sn} un
insieme dei rappresentanti dei laterali sinistri di H su G, [G : H] = n. Sia V
un C[G]-modulo e sia W un sottospazio di V invariante sotto l'azione di H,
ovvero W è C[H]-modulo. Deniamo
W ′ = C[G]⊗C[H] W
il C[G]-modulo ottenuto partendo daW ed estendendo il prodotto per scalari
a elementi appartenenti a C[G]. Gli elementi di W ′ saranno quindi della
forma: ∑
c⊗ w,
dove c ∈ C[G], w ∈ W, con la relazione
ch⊗ w = c⊗ hw ∀h ∈ H.
W ′ è adesso un C[G]-modulo denito per ogni g ∈ C[G] da:
g(c⊗ w) := gc⊗ w.
Denizione 3.2. Sotto le precedenti ipotesi, deniamo W ′ la rappresen-
tazione lineare di G indotta da W .
Vogliamo dimostrare che questa nuova denizione di rappresentazione
indotta equivale alla denizione 2.3. Sia quindi (ρ, V ) rappresentazione
lineare di G tale che
V =
⊕
s∈R
ρ(s)W,
un elemento generico di V si scrive come
n∑
i=1
ρ(si)w,
con w ∈ W , mentre un elemento generico di W ′ si scrive come
n∑
i=1
si ⊗ w
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con w ∈ W . Costruiamo l'applicazione lineare Ψ : V −→ W ′ tale che
Ψ(
n∑
i=1
ρ(si)(w)) :=
n∑
i=1
si ⊗ w.
Ψ risulta essere un isomorsmo G-lineare; infatti per ogni g ∈ G, con
gsi = sjihji ,
e per ogni elemento
∑
ρ(si)(w) di V vale:
Ψ[ρ(g)(
n∑
i=1
ρ(si)(w))] = Ψ[
n∑
i=1
ρ(g)ρ(si)(w)] =
Ψ[
n∑
i=1
ρ(sji)(ρ(hji)(w))] =
n∑
i=1
sji ⊗ (hji · w) =
=
n∑
i=1
sjihji ⊗ w =
n∑
i=1
gsi ⊗ w =
= g
n∑
i=1
si ⊗ w = g[Ψ(
n∑
i=1
ρ(si)(w))].
Possiamo notare che da questa nuova denizione di rappresentazione indotta
ne conseguono in maniera ovvia l'esistenza e l'unicità delle rappresentazioni
indotte, dimostrate precedentemente in questa tesi (vedi teorema 2.2.3).
Dalle osservazioni fatte nora segue la seguente proposizione::
Proposizione 3.1.1. Sia V un C[G]-modulo che sia somma diretta di sot-
tospazi vettoriali che vengono permutati tra loro dall'azione di G in maniera
transitiva:
V =
⊕
i∈I
Wi, I ⊂ N.
Supponiamo che i0 ∈ I e W = Wi0, deniamo l'insieme
H := {g ∈ G/ gW = W},
allora valgono i seguenti fatti:
• H è un sottogruppo di G;
• V come C[G]-modulo è indotto dal C[H]-modulo W .
3.2 Reciprocità di Frobenius 48
3.2 Reciprocità di Frobenius
Denizione 3.3. Consideriamo f una funzione di classe su H sottogruppo
di G; per ogni g ∈ G deniamo la funzione:
f ′(g) :=
1
h
∑
s∈G,s−1gs∈H
f(s−1gs), con h = |H|;
f ′ è detta funzione indotta da f e si indica con IndGH(f) (o semplicemente
Ind(f) se non c'è ambiguità di notazione).
Teorema 3.2.1. (Formula di reciprocità di Frobenius) Sia ψ una funzione
di classe su H e ϕ una funzione di classe su G, vale:
(ψ,Res(ϕ))H = (Ind(ψ), ϕ)G
dove con (·, ·)H e (·, ·)G indichiamo i rispettivi prodotti scalari sugli insiemi
Cclass(H) e Cclass(G), e Res(ϕ) è la restrizione di ϕ ad H.
Dimostrazione. Dal momento che ogni classe di funzione è una combinazione
lineare di caratteri di rappresentazioni irriducibili, possiamo assumere come
ipotesi che ψ sia la funzione carattere di una rappresentazione lineare ir-
riducibile (θ,W ) di H, e che ϕ sia la funzione carattere di una rappresen-
tazione lineare irriducibile (ρ, V ) di G. Per dimostrare il teorema ricordiamo
che vale il seguente risultato:
Lemma 3.2.2. Se φ1 e φ2 sono i caratteri di due rappresentazioni irriducibili
V1 e V2 di un gruppo nito G, allora abbiamo:
(φ1, φ2)G = dim(Hom
G(V1, V2))
(vedi dimostrazione del teorema 1.2.3).
Quindi è suciente dimostrare che
dim(HomH(W,Res(V ))) = dim(HomG(Ind(W ), V ))
dove con Res(V ) si intende la restrizione della rappresentazione (ρ, V ) al
sottogruppo H. Questa uguaglianza dice che ogni omomorsmo ψ di H-
moduli da W a Res(V ) si estende in maniera unica ad un omomorsmo ϕ
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di G-moduli da Ind(W ) a V , e questo è vero per la Proprietà Universale del
prodotto tensoriale. In eetti, se R è l'insieme dei rappresentanti dei laterali
sinistri di H su G, sappiamo che
Ind(W ) =
⊕
s∈R
sW,
per cui possiamo denire ϕ su ogni addendo della somma diretta nel modo
seguente:
ϕ(w) := (s−1 ◦ ψ ◦ s)(w) ∀w ∈ sW.
Questa denizione è ben posta perché non dipende dalla scelta dei rappre-
sentanti in R, e d'altra parte vale che ϕ è unica.
Il teorema appena dimostrato ha come prima conseguenza il fatto seguente:
Osservazione 3. Consideriamo le mappe
Res : Cclass(G) −→ Cclass(H)
e
Ind : Cclass(H) −→ Cclass(G).
Rispetto al prodotto scalare hermitiano che abbiamo denito sugli spazi
vettoriali di arrivo e di partenza, queste due mappe sono l'una l'aggiunta
dell'altra.
Inoltre:
Corollario 3.2.3. Sia (θ,W ) una rappresentazione irriducibile di H e (ρ, V )
una rappresentazione irriducibile di G, H sottogruppo di G, allora il numero
di volte che W compare nella rappresentazione di Res(V ) è pari al numero
di volte che V compare nella rappresentazione Ind(W ).
Dimostrazione. Per il corollario 1.2.8, il numero di volte che W compare
nella rappresentazione di Res(V ) si può calcolare come
(χRes(V ), χW );
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allo stesso modo il numero di volte che V compare nella rappresentazione
Ind(W ) si calcola come
(χInd(W ), χV ).
D'altra parte il teorema precedente aerma che
(χRes(V ), χW ) = (χInd(W ), χV ),
quindi il corollario è dimostrato.
Riportiamo ora un ultimo risultato sulle rappresentazioni indotte che ci
servirà per dimostrare il criterio di Mackey: consideriamo un gruppo nito
G e due sottogruppi H e K di G. Sia (θ,W ) una rappresentazione di H, e
V la rappresentazione indotta, ovvero: V = IndGH(W ); vogliamo calcolare
ResK(V )
ovvero la restrizione di V su K.
Sia g ∈ G deniamo il laterale doppio di g rispetto a K e H l'insieme
KgH := {kgh / k ∈ K, h ∈ H}.
L'insieme G risulta l'unione disgiunta di tali laterali doppi rispetto K e H,
per cui possiamo scegliere un insieme di rappresentanti S per ognuno di questi
laterali.
Denizione 3.4. Deniamo per ogni s ∈ S il sottogruppo di K:
Hs := (sHs
−1) ∩K
e l'applicazione
θs(x) := θ(s−1xs) ∀x ∈ Hs.
Tale applicazione ha come dominio Hs e come dominio GL(W ): la coppia
(θs,Ws), con Ws = W , risulta quindi essere una rappresentazione lineare per
Hs. In questo modo risulta ben denita anche la rappresentazione
IndKHs(Ws).
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Proposizione 3.2.4. Sotto queste ipotesi, la rappresentazione
ResK(Ind
G
H(W ))
è isomorfa alla seguente somma diretta:⊕
s∈S
IndKHs(Ws).
Dimostrazione. Per ipotesi V è indotta da W , quindi
V =
⊕
x∈R
xW
dove R è l'insieme dei rappresentanti dei laterali sinistri di H su G. Se
deniamo per ogni s ∈ S
Vs :=
⊕
x∈KsH
xW
allora è evidente che
V =
⊕
s∈S
Vs.
Ognuno di questi sottospazi Vs risulta essere stabile sotto l'azione di K;
infatti preso k̃ ∈ K
k̃Vs =
⊕
x∈KsH
k̃xW =
⊕
k∈K,h∈H
k̃kxhW =
⊕
k′∈K,h∈H
k′xhW = Vs.
Vogliamo quindi dimostrare che che le due rappresentazione di K, Vs e
IndKHs(Ws), sono K-isomorfe. Abbiamo che
Vs =
⊕
x∈KsH
xW =
⊕
x∈KsHs−1
xsW =
⊕
x∈K/Hs
x(sW ),
e quindi
Vs = Ind
K
Hs(sW ),
per cui non ci rimane che dimostrare che sW e Ws sono Hs-isomorfe; è
suciente considerare l'isomorsmo
η : Ws −→ sW
w 7−→ sw
Questo isomorsmo risulta essere G-lineare, per cui la dimostrazione è con-
clusa.
3.3 Criterio di Mackey 52
3.3 Criterio di Mackey
Ora applicheremo il risultato precedente nel caso in cui K ed H coinci-
dano. Sia quindi G un gruppo nito, H sottogruppo di G, sia (θ,W ) una
rappresentazione lineare di H e sia (ρ, V ) la rappresentazione di G indotta
da W . Come prima indichiamo con
Hs := (sHs
−1) ∩H
e con Ress(θ) la restrizione della rappresentazione (θ,W ) a Hs.
Proposizione 3.3.1. (Criterio di Mackey) Anchè la rappresentazione in-
dotta V = IndGH(W ) sia irriducibile è necessario e suciente che le seguenti
due condizioni siano soddisfatte:
? W è irriducibile;
? per ogni s ∈ G −H le due rappresentazioni di Hs, θs e Ress(θ), sono
disgiunte1.
Dimostrazione. Innanzitutto ricordiamo che abbiamo denito θs come l'ap-
plicazione:
θs : Hs −→ GL(Ws)
x 7−→ θ(s−1xs).
Inoltre introduciamo una nuova notazione: date due rappresentazioni V1 e
V2 di uno stesso gruppo K, indicheremo con
(V1, V2)K := dim(Hom
G(V1, V2)) = (χV1 , χV2)G.
1Diciamo che due rappresentazioni V1 e V2 di uno stesso gruppoK sono disgiunte se non
hanno componenti isomorfe nelle rispettive decomposizioni in rappresentazioni irriducibili,
o, equivalentemente, se
(χV1 , χV2)K = 0.
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Ed ora veniamo alla dimostrazione della proposizione: anchè V sia ir-
riducibile, è necessario e suciente (per il corollario 1.2.7) che
(V, V )G = 1,
il che equivale a dire, per la formula di reciprocità di Frobenius, che
(V, V )G = (Ind
G
H(W ), V )G = (W,ResH(V ))H = 1.
D'altra parte, per la proposizione precedente vale:
ResH(V ) = ResH(Ind
G
H(W )) =
⊕
s∈S
IndHHs(Ws)
dove S rappresenta l'insieme dei rappresentanti dei laterali doppi HsH, al
variare di s ∈ G. Applicando ulteriormente la formula di Frobenius si ottiene
(V, V )G = (W,
⊕
s∈S
IndHHs(Ws))H =
∑
s∈S
(ResHs(W ),Ws)Hs =
∑
s∈S
(Ress(θ), θ
s)Hs .
Supponiamo ora s = 1, allora il primo membro della sommatoria sarà
(θ, θ) > 1;
per fare in modo che (V, V )G sia esattamente pari a 1 è necessario e suciente
che (θ, θ) = 1 e che gli altri membri della sommatoria siano pari a 0: queste
due richieste corrisponodono esattamente ai due punti dell'enunciato della
proposizione.
Il criterio di Mackey utilizza quindi fortemente la formula di reciprocità
di Frobenius per ottenere un risultato importante: l'irriducibilità della rap-
presentazione di partenza è necessaria anchè la rappresentazione indotta
sia irriducibile; d'altra parte, però, questa condizione non è suciente a
garantire l'irriducibilità della stessa rappresentazione indotta.
Vediamo ora un breve corollario che si concentra su un caso particolare di
sottogruppo di G, il caso in cui H è normale.
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Corollario 3.3.2. Sia H sottogruppo normale di un gruppo nito G, e sia
(θ,W ) una rappresentazione irriducibile di H; allora anchè IndGH(W ) sia
irriducibile, è necessario e suciente che (θ,W ) non sia isomorfa ad alcuna
rappresentazione (θs,Ws) per ogni s /∈ H.
Dimostrazione. È suciente osservare che se H è un sottogruppo normale di
G, allora vale per ogni s ∈ G che
Hs = sHs
−1 = H
e
Ress(θ) = θ.
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