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Abstract
The problem of smoothing data through a transform in the Fourier domain is analyzed. It is well known that this problem
has a very easy solution and optimal convergence properties; moreover, the GCV criterion is able to give an estimate of
the regularization parameter that is asymptotically optimal in the average. The presence of just one regularization parameter
in the problem means that all Fourier coecients are smoothed with the same law, regardless of the function. Here we
introduce a frequency adaptive regularization method where a regularization parameter is introduced for each coecient,
able to smooth dierent frequencies taking into account both function and noise. We give convergence results for the
method; moreover an ideal choice of the regularization parameters is provided basing on the minimization of the L2 risk.
Numerical experiments are worked out on some signicant test functions in order to show performance of the method.
Comparison with results achievable with the wavelet regularization and the wavelet adaptive regularization methods is
nally performed. c© 2000 Elsevier Science B.V. All rights reserved.
Keywords: Fourier series; Smoothing data; Adaptive regularization; Generalized cross validation; Wavelets
1. Introduction
Smoothing data is an important problem arising in several applications (e.g., signal processing,
tting data, approximation). Therefore a big deal of methods has been developed to solve that prob-
lem. It is very dicult to classify them, due to the so dierent features they have. We consider
methods where the number of unknown is growing unboundedly with the size of the sample to be
smoothed (a problem that is called \nonparametric regression" in the statistical literature); more-
over in the classication we consider an enlarged meaning of the problem, also including methods
that perform similar jobs, like removing noise from a signal (they are known in the literature as
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\denoising"). Under this respect, we prefer to classify most popular methods in methods work-
ing in the original physical domain and methods working in a transformed domain. In the rst
category we mention the celebrated spline smoothing method due to Wahba (see [19] for a com-
plete review) and the kernel smoothing method (see [11] for the acknowledged originating pa-
per). In the second category we list two main dierent domains where to transform input data:
wavelet and Fourier. Even though wavelets are a recent rediscovery in the mathematical litera-
ture, several methods were developed based on their transform: modulus maxima by Mallat and
Hwang [14], thresholding methods by Donoho and Johnstone (see [8], e.g., for a reference paper)
and regularization (see [5,4]). Literature on prior transform in the Fourier domain is old, but is
mainly concerned with regularization: a rst mention of the method is in the celebrated book by
Tikhonov and Arsenin [17], after that further results were obtained by Wahba [18] in the equiv-
alent framework of periodograms and lag-window estimates, Frontini and Gotusso (see [10] and
related papers), Roux (see [15], e.g., for a reference paper), Tasche and Weyrych [16], Eubank
[9], Amato and De Feis [1]. Note that most methods are linear, thresholding and modulus maxima
being non linear.
The present paper is devoted to regularization in the Fourier domain. The above-mentioned papers
contain full theory for the white noise case and choice of the regularization parameter by the Gener-
alized Cross Validation criterion [6]. All convergence results were recently generalized to the case of
correlated noise [2]. The method suers from the drawback that smoothing of all Fourier coecients
proceeds according to a unique power decay law that is xed apart from one free parameter, the
regularization parameter. In particular this means that amount of smoothing does not depend on the
actual strength of each Fourier coecient, as it should happen (the more the signal-to-noise ratio,
the less the smoothing).
The present paper is devoted to the generalization of the regularization problem able to take
into account also the function, besides noise, in the amount of smoothing for each coecient. It
is organized as follows: Section 2 deals with notation and known results on Fourier regularization;
moreover the general adaptive method is introduced. In Sections 3 and 4 convergence of the method
and of a GCV-like criterion for the choice of the regularization parameter are proved. An ideal
adaptive regularization method is developed in Section 5, depending on the unknown function; it
will be used for theoretical purposes in Sections 6 and 7 in order to show top performance of
diagonal linear methods for smoothing data in the Fourier domain, basing on some signicant test
functions. Finally results will be compared with ordinary one-parameter regularization and equivalent
methods in the wavelet domain.
2. Notations and preliminaries
Let f2WpT = ff2L2T ; f(k) 2L2T , 16k6p, f(k) periodicg. We consider the classical smoothing
data problem
f‘ = f‘ + ‘; ‘ = 0; : : : ; n− 1; (1)
with n= 2m, f‘ = f(t‘) complex in general and t‘ = ‘T=n equispaced nodes.
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We suppose that noise, ‘, complex in general, is Gaussian with zero mean and variance E(‘ ‘)=
E(j‘j2) = (‘)2, with a general covariance matrix 2Vn where
Vn =
0BBBBBB@
20 v0;1 v0;2 : : : v0; n−1
v1;0 21 v1;2 : : : v1; n−1
v2;0 v2;1 22 : : : v2; n−1
: : : : : : : : :
. . .
...
vn−1;0 vn−1;1 : : : vn−1; n−2 2n−1
1CCCCCCA ;
and 2 = E(k  k2 =n):
Model (1) includes the case of uncorrelated noise, both homoscedastic and heteroscedastic, and
general correlated noise.
We indicate by Pn(t) the trigonometric polynomial interpolating f at the assigned nodes
Pn(t) =
1
T
n=2−1X
k=−n=2
f^k exp

i
2kt
T

;
with
f^ =
Tp
n

Hn ~f (2)
where ~f‘ = (−1)‘f‘ and 
n is the usual Fourier matrix.
Let us consider the Discrete Fourier Transform (2) applied to f,
f^

=
Tp
n

Hn ~f

=
Tp
n

Hn ~f +
Tp
n

Hn ~= f^ + ^:
Then the covariance matrix of ^ is
T 22
n
bVn
where bVn=
Hn eVn
n and ~v‘s=(−1)‘+sv‘s, v‘s being elements of Vn. Since the transform is orthogonal,
it follows that
2 = E
 
k  k2
n
!
= E
 
k ^ k2
T 2
!
=
1
T 2
n=2−1X
k=−n=2
E(j^k j2) = 
2
n
n=2−1X
k=−n=2
v^kk ;
so that
n=2−1X
k=−n=2
v^kk = n:
We make the assumption
c16v^kk6c2; 0<c1; c2<1; k =−n2 ; : : : ;
n
2
− 1; 8n: (3)
It corresponds to the reasonable hypothesis from the physical point of view that nite noise
(variance> 0) aects all data for any size of the sample.
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In order to solve the smoothing data problem (1), we introduce the regularization problem
min
f^

−n=2 ;:::;f^

n=2−1
n=2−1X
k=−n=2
jf^k − f^

k j2
tk
+ 
n=2−1X
k=−n=2
ak jf^k j2; (4)
with tk satisfying the following assumption (analogous to (3)):
c36tk6c4; 0<c3; c4<1; k =−n=2; : : : ; n=2− 1; 8n: (5)
The regularization problem (4) generalizes the analogous ones analyzed in the case of uncorrelated
noise [1], for tk = 1, and correlated noise [2], for tk = v^kk .
The solution of the problem (4) is trivially
f^

k =
f^

k
1 + aktk
; k =−n
2
; : : : ;
n
2
− 1: (6)
3. Convergence of the regularization method
Theorem 3.1. Let p>1 and Pn; be the solution of the problem (4). Then
E[ k Pn − Pn; k2L2T ]6D(p; c3; c4; c2)
 
T2
n
!2p=(2p+1)
k P(p)n k2=(2p+1)L2T +
T2
n
c2 (7)
for =C(p; c3; c4; c2)(T2=nkP(p)n k2L2T )
2p=(2p+1); where C(p; c3; c4; c2) and D(p; c3; c4; c2) do not depend
on n.
Proof. It is
E[ k Pn − Pn; k2L2T ] =E
24 1
T
n=2−1X
k=−n=2
f^k − f^k1 + aktk − ^k1 + aktk

2
35
=
1
T
n=2−1X
k=−n=2

aktk
1 + aktk
2
jf^k j2 +
T2
n
n=2−1X
k=−n=2
k 6= 0
v^kk
(1 + aktk)2
+
T2
n
v^00
= S1 +
T2
n
S2 +
T2
n
v^00: (8)
Let us consider S1 rst. We have
(1 + aktk)2>4aktk ;
and from the assumption (5)
aktk
1 + aktk
2
jf^k j26
c4
4
ak jf^k j2
so that
S16
c4
4T
n=2−1X
k=−n=2
ak jf^k j2 =
c4
4
k P(p)n k2L2T : (9)
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Now let us consider S2. Let
h(x) =
1
(1 + x2pc3)2
; x>0;
h is decreasing, so that from assumption (3) it follows that
S26 C(p; c3; c2)−1=2p; (10)
with C(p; c3; c2) = (c2= 2p
p
c3)T ((1− 2p)=4p) cosec((1− 2p)=2p) (see [2] for details of the proof).
By direct substitution of Eqs. (9) and (10) into Eq. (8), we easily obtain
E[ k Pn − Pn;  k2L2T ]6

4
c4 k P(p)n k2L2T +
T2
n
C(p; c3; c2)
1=2p
+
T2
n
c2:=S(): (11)
The minimum of the right-hand side S() is obtained for
= C(p; c3; c4; c2)
0@ T2
n k P(p)n k2L2T
1A2p=(2p+1) ; (12)
with C(p; c3; c4; c2) = (4 C(p; c3; c2)=c42p)2p=(2p+1): Substituting Eq. (12) into Eq. (11) the theorem
follows.
Remark 3.2. The order of convergence 2p=(2p+ 1) is optimal according to [12].
Convergence holds in the average also to the true (i.e., innite dimensional) solution:
Theorem 3.3. Let f2WpT ; p>1; be a function whose samples are available at n equispaced points
and let Pn; be the solution of the nite-dimensional problem (4): Then
lim
n
E[ k Pn; − f kL2T ] = 0:
Proof. From
k Pn; − f kL2T 6 k Pn; − Pn kL2T + k Pn − f kL2T
and (see, e.g., [13])
k Pn − f kL2T 6Cn−p k f(p) kL2T ;
the theorem easily follows.
4. GCV criterion
In order to estimate the regularization parameter, we consider the two GCV-like criteria introduced
in [2] and we prove that they are asymptotically ecient in the average. We again assume p>1
throughout the present section.
Let us consider for example the CGCV criterion [2]
Vn() =
1
T 2
k (I − R())f^ k2
f 1n Tr[C(I − R())]g2
; (13)
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where R()  diag(r−n=2; : : : ; rn=2−1), rk = (1 + aktk)−1, and C  diag(s−n=2; : : : ; sn=2−1), sk = v^kk . The
theorems of this section also hold for the other GCV-like criterion introduced in [2].
Let the average square error of the retrieval be
Tn()= k R()f^ − f^ k2 :
We have
E[Vn()] =
1
T 2 k (I − R())f^ k2 +2An()
B2n()
;
E[Tn()]= k (I − R())f^ k2 +T
22
n
Tr(CR2());
(14)
with
Bn() =
1
n
Tr[C(I − R())] = 1
n
n=2−1X
k=−n=2
aktk
1 + aktk
v^kk ;
An() =
1
n
Tr[C(I − R())2] = 1
n
n=2−1X
k=−n=2

aktk
1 + aktk
2
v^kk :
(15)
E[Tn()] can be written as
E[Tn()] = T 2E[Vn()]B2n()− 22T 2Bn() + 2T 2: (16)
Let
Cn() = An()=B2n();
we premit the following lemmas.
Lemma 4.1. Let gk(); k =− n2 ; : : : ; n2 − 1; be functions such that g0k()=−g2k() and gk()>0; and
let k be n scalars such that k>0. Then the following function
Sn() =
Pn=2−1
k=−n=2 kg
2
k()
(
Pn=2−1
k=−n=2 kgk())2
is decreasing.
See [2, Lemma 4.1] for the proof.
Lemma 4.2. Cn() is decreasing.
Proof.
Cn() = n
Pn=2−1
k=−n=2(
ak tk
1+ ak tk
)2v^kk
(
Pn=2−1
k=−n=2
ak tk
1+ ak tk
v^kk)2
;
taking k = v^kk and gk() = aktk=(1 + aktk) the lemma directly follows from Lemma 4.1.
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Lemma 4.3. Let −n=2; : : : ; n=2−1 be n real positive numbers such that
Pn=2−1
k=−n=2 k = n: Then
1
n
n=2−1X
k=−n=2
kx2k −
1
n2
0@ n=2−1X
k=−n=2
kxk
1A2 = 1
n2
X
−n=26k<‘6n=2−1
k‘(xk − x‘)2:
See [2, Lemma 4.3] for details of the proof.
Lemma 4.4.
B2n()(Cn()− 1) =
1
n2
X
−n=26k<‘6n=2−1
(aktk − a‘t‘)2
(1 + aktk)2(1 + a‘t‘)2
v^kk v^‘‘:
Proof. The proof is analogous to [2, Lemma 4.4], with tk instead of v^kk .
Lemma 4.5.
061− Bn()6c2n +
1
n
−1=2pC(p; c3; c2):
Proof. From the denition of Bn() (Eq. (15)) the rst inequality trivially follows. Moreover, by
arguments similar to Theorem 3.1 (see Eq. (10)), we have
1− Bn() = 1n
n=2−1X
k=−n=2
v^kk − Bn() = v^00n +
1
n
n=2−1X
k=−n=2
k 6= 0
v^kk
1 + aktk
6
c2
n
+
c2
n
n=2−1X
k=−n=2
k 6= 0
1
1 + akc3
6
c2
n
+
c2
n
T

Z 1
0
1
1 + x2pc3
dx =
c2
n
+
1
n
−1=2pC(p; c3; c2):
Lemma 4.6. Let
g(x; y) =
(x2p − y2p)2
(1 + x2p)2(1 + y2p)2
; C =

c4 − c
c3 − c
1=2p
;
with 0<c<c3 and Tn = f(x; y)2 [0; 1=2p(2=T )(n=2− 1)]2: Cx6yg. ThenX
−n=26k<‘6n=2−1
(aktk − a‘t‘)2v^kk v^‘‘
(1 + aktk)2(1 + a‘t‘)2
>
"
T
2
2 1
1=p
ZZ
Tn
g(x; y) dx dy
#
c1c
c24
2
:
Proof. Let f(x; y) = (x2p− y2p)2=(1 + x2p)2(1 + y2p)2. We have
I =
ZZ
T 1n
f(x; y) dx dy = −1=p
ZZ
Tn
g(x; y) dx dy:
Moreover X
−n=26k<‘6n=2−1
(aktk − a‘t‘)2v^kk v^‘‘
(1 + aktk)2(1 + a‘t‘)2
>
X
06k<l6n=2−1
(aktk − a‘t‘)2v^kk v^‘‘
(1 + aktk)2(1 + a‘t‘)2
:
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We shall prove thatX
06k<l6n=2−1
(aktk − a‘t‘)2v^kk v^‘‘
(1 + aktk)2(1 + a‘t‘)2
>
"
T
2
2 ZZ
T 1n
f(x; y) dx dy
#
c1c
c24
2
:
We decompose the integration domain T 1n into a disjoint union of regular polygons, Tk‘, 06k <
‘6(n=2)− 1 (some of the Tk‘’s may be void)
Tk‘ =

(x; y)=Cx6y;
2k
T
6x<
2(k + 1)
T
;
2(l− 1)
T
<y6
2l
T

:
The area of Tk‘ is bounded by (2=T )2. We have
Tk‘T k‘ =

(x; y)=x<y;
2k
T
6x<
2(k + 1)
T
;
2(‘ − 1)
T
<y6
2‘
T

:
In [1] we proved that
sup
Tk‘
f(x; y) = f

2k
T
;
2‘
T

;
and so it follows that
f(x; y)6 sup
Tk‘
f(x; y)6f

2k
T
;
2‘
T

:
From this
I =
ZZ
T 1n
f(x; y) dx dy =
ZZ
[Tk‘
f(x; y) dx dy
=
X
06k< ‘6n=2−1
Tk‘ 6=;
ZZ
Tk‘
f(x; y) dx dy
6
X
06k< ‘6n=2−1
Tk‘ 6=;
f

2k
T
;
2‘
T
ZZ
Tk‘
dx dy
6

2
T
2 X
06k< ‘6n=2−1
Tk‘ 6=;
f

2k
T
;
2‘
T

: (17)
If Tk‘ 6= ;
Cx6y) 2k
T
C6Cx6y6
2l
T
)

2k
T
2p c4 − c
c3 − c6

2‘
T
2p
, a‘c3 − akc4>a‘c − akc
, a‘c3 − akc4>c(a‘ − ak):
Since
a‘t‘ − aktk>a‘c3 − akc4;
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it follows that
a‘t‘ − aktk>c(a‘ − ak)>0:
From this
(a‘t‘ − aktk)2 = (aktk − a‘t‘)2>c2(a‘ − ak)2 = c2(ak − a‘)2: (18)
Moreover
(1 + aktk)26c24(1 + ak)
2 ) 1
(1 + aktk)2
>
1
c24
1
(1 + ak)2
: (19)
From Eqs. (18) and (19)
(aktk − a‘t‘)2v^kk v^‘‘
(1 + aktk)2(1 + a‘t‘)2
>

c1c
c24
2 (ak − a‘)2
(1 + ak)2(1 + a‘)2
: (20)
Finally, from Eqs. (20) and (17),X
06k<‘6n=2−1
(aktk − a‘t‘)2v^kk v^‘‘
(1 + aktk)2(1 + a‘t‘)2
>

c1c
c24
2 X
06k< ‘6n=2−1
T‘k 6=;
(ak − a‘)2
(1 + ak)2(1 + a‘)2
>

c1c
c24
2  T
2
2
−1=p
ZZ
Tn
g(x; y) dx dy:
Lemma 4.7. Let n > 0 be a sequence such that Cn(n)! 1 as n!1. Then
lim
n
n2pn =1:
See [2, Lemma 4.7] for details of the proof.
Theorem 4.8.
lim
n!1min>0
E[Vn()] = 2:
Moreover; if for every n n is any minimizer of Vn; then
lim
n
[ETn(n)] = 0; lim
n!1 n
1=2p
n =1; limn!1 n = 0;
lim
n!1 n
21=pn (Cn(n)− 1) =1; limn!1
(Bn(n)− 1)2
E[Vn(n)]− 2 = 0:
Proof. The proof proceeds analogous to [2, Theorem 4.1].
Theorem 4.9. The choice of  provided by the GCV criterion is asymptotically optimal; i.e.; if n
is any minimizer of Vn(); then
lim
n!1
E[Tn(n)]
min>0 E[Tn()]
= 1:
Proof. For proof see [2, Theorem 4.2].
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5. Choice of tk
In the previous sections we have shown that, under suitable hypotheses on the regularity of
the function (p>1) and on the sequence ftkgk=0;:::; n−1 (Eq. (5)), the regularized solution of the
smoothing problem (1) asymptotically converges in the average to the true function, provided that
the regularization parameter is properly chosen. Under the same hypotheses, we have proved that the
GCV-like criterion (Eq. (13)) is able, asymptotically, to estimate the optimal regularization parameter
eciently in the average. Considering the freedom we have in choosing the parameters ftkgk=0;:::; n−1,
within the bounds (5), the natural question arises about how to choose them in order to accelerate
convergence to the true solution. By direct minimization of Eq. (14) with respect to tk , it is trivial
to show that the optimal value of tk , t
optimal
k , is given by the following equation:
toptimalk =
T 22v^kk
njf^k j2ak
; (21)
so that the optimal regularized solution of the smoothing problem (1) is
f^
optimal
k =
f^

k
1 + T
22 v^kk
njf^k j2
=
njf^k j2
njf^k j2 + T 22v^kk
f^

k : (22)
Note that optimal tk has been obtained by minimizing the L2 risk. Indeed, the same expression
(22) can be obtained by direct minimization of the L2 risk formulated as
min
fkgk=−n=2;:::; n=2−1
E[ k f^ − Tf^ k2 ];
with T = diagf−n=2; : : : ; n=2−1g and it is known as \oracle". Then solution (22) minimizes the risk
with respect to all diagonal linear methods for smoothing data in the Fourier domain. Convergence
of solution (22) at the optimal rate is guaranteed by the obvious observation that solution (22) is
better (in the L2 norm sense) than solution (6) by its very denition.
Eq. (22) gives rise to a new regularization problem where each Fourier coecient is smoothed
independently and takes account also of the function, besides noise. Obviously it can be used only for
theoretical purposes because it depends on the unknown true Fourier coecients f^k . In particular,
basing on Eq. (22), we shall make considerations on the possible improvements achievable by
diagonal linear methods with respect to regularization in the Fourier domain; moreover we shall
compare performance with the analogous regularization methods in the wavelet domain.
6. Numerical experiments
In the present section we show some numerical experiments to analyze performance and con-
vergence of optimal adaptive regularization method in the Fourier domain. We consider six test
functions: blocks, bumps, heavysine, doppler, widely used in the literature [7]; cosine (cos10x)
and gaussian (exp(−(tan (x − 1=2))2)). We stress that the rst four test functions do not satisfy
the smoothness assumption of model (1). However they represent typical one-dimensional signals
in many applications. We suppose to know these functions in n points according to the model (1),
with noise being white.
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Table 1
Average index I() at dierent sizes of the sample for GCV regularization and for the opti-
mal adaptive regularization in the Fourier and wavelet domains for the Blocks and Bumps test
functions
Blocks Bumps
Fourier Wavelet Fourier Wavelet
n Regul. Adapt. Regul. Adapt. Regul. Adapt. Regul. Adapt.
211 0.097 0.076 0.094 0.047 0.10 0.082 0.098 0.049
212 0.079 0.065 0.079 0.032 0.079 0.064 0.077 0.034
213 0.068 0.056 0.069 0.025 0.059 0.050 0.060 0.027
214 0.057 0.048 0.057 0.021 0.047 0.039 0.046 0.021
215 0.047 0.040 0.048 0.016 0.037 0.030 0.036 0.015
216 0.040 0.034 0.040 0.011 0.027 0.024 0.028 0.010
217 0.034 0.029 0.034 0.0085 0.023 0.018 0.022 0.0077
Table 2
Average index I() at dierent sizes of the sample for GCV regularization and for the optimal
adaptive regularization in the Fourier and wavelet domains for the Heavysine and Doppler test
functions
Heavysine Doppler
Fourier Wavelet Fourier Wavelet
n Regul. Adapt. Regul. Adapt. Regul. Adapt. Regul. Adapt.
211 0.040 0.035 0.040 0.022 0.070 0.061 0.070 0.032
212 0.034 0.029 0.035 0.017 0.053 0.047 0.055 0.024
213 0.028 0.024 0.029 0.011 0.042 0.036 0.042 0.018
214 0.024 0.020 0.024 0.0096 0.031 0.027 0.031 0.013
215 0.020 0.017 0.020 0.0073 0.026 0.020 0.023 0.0096
216 0.017 0.014 0.017 0.0053 0.017 0.015 0.017 0.0069
217 0.014 0.012 0.014 0.0039 0.014 0.011 0.013 0.0050
To estimate error of the regularized solution, we dene for each test function index I :
I =
vuutPn−1‘=0(freg‘ − f‘)2Pn−1
‘=0 f
2
‘
=
vuutPn=2−1k=−n=2 jf^regk − f^k j2Pn=2−1
k=−n=2 jf^k j2
; (23)
with freg‘ being a regularized solution at t‘. Index I gives an estimate of the relative error and
therefore is less sensitive to the particular function. In order that the digits shown do not depend on
the particular realization of noise, 1500 dierent experiments were made for each case and average
index I was computed.
In Tables 1{3 we give some results of convergence for the six test functions, assuming that noised
data have a signal-to-noise ratio equal to 7. We show, for several values of n, average index I for
the optimal adaptive regularization. For comparison we also show average index I for the GCV
regularization with smoothness parameter p= 2.
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Table 3
Average index I() at dierent sizes of the sample for GCV regularization and for the optimal
adaptive regularization in the Fourier and wavelet domains for the cosine and gaussian test
functions
Cosine Gaussian
Fourier Wavelet Fourier Wavelet
n Regul. Adapt. Regul. Adapt. Regul. Adapt. Regul. Adapt.
211 0.021 0.0024 0.023 0.017 0.0141 0.0082 0.013 0.011
212 0.018 0.0019 0.018 0.014 0.0096 0.0060 0.0097 0.0088
213 0.015 0.0013 0.011 0.010 0.0077 0.0047 0.0074 0.0065
214 0.0077 0.0009 0.0096 0.0085 0.0057 0.0037 0.0059 0.0050
215 0.0064 0.0006 0.0071 0.0062 0.0039 0.0024 0.0040 0.0037
216 0.0055 0.0004 0.0051 0.0042 0.0032 0.0017 0.0029 0.0029
217 0.0040 0.0003 0.0033 0.0028 0.0024 0.0013 0.0019 0.0017
Table 4
Empirical convergence rate  for each test function
Fourier domain Wavelet domain
n Regularization Adaptive Regularization Adaptive
Blocks 0.50 0.50 0.48 0.48
Bumps 0.74 0.72 0.72 0.88
Heavysine 0.50 0.50 0.50 0.83
Doppler 0.77 0.83 0.82 0.90
Cosine 0.85 0.99 0.90 0.86
Gaussian 0.84 0.90 0.91 0.90
Analysis of the tables shows that at best a diagonal oracle could improve accuracy of 15{20%
with respect to GCV regularization (the improvement is much more signicant for the smooth
functions).
For a particular realization of noise, Fig. 1 shows visually the goodness of the solution obtained
by the optimal adaptive method. Comparison with the corresponding plots obtained in the case
of GCV regularization (shown in [2]) draws the surprising conclusion that the visual appearance
of the optimal adaptive Fourier regularized solution is worse than the GCV regularized solution,
even though the digits of index I and histograms of f^
optimal
k − f^k and f^
GCV
k − f^k (not shown here
for the sake of brevity) conrm that L2 risk of the optimal adaptive Fourier regularization is in-
deed lower. This discrepancy is due to the well-known unsuitability of the L2 norm to represent
human vision.
Finally, in Table 4 we show the estimate of convergence rate of the L2-risk for the test functions
both for GCV regularization and for optimal adaptive regularization. We observe that the empirical
rate of convergence is not optimal for the rst four test functions due to the lackness of smoothness
requirements of the regularization method. Although all theoretical results given in this paper hold in
mean and not pointwise, we have estimated the empirical pointwise convergence rate. The results for
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Fig. 1. Plot true function and optimal adaptive regularized solution, for the test considered functions. Number of data is
212 = 4096 and signal to noise ratio is 7.
the ideal adaptive regularization and the GCV regularization are shown in Figs. 2 and 3, respectively.
Plots of the pointwise convergence rate for GCV regularization and for the oracle are shown in Figs.
2 and 3, respectively, for the 6 test functions. Analysis of gures says that lackness of smoothness
of the functions (e.g., discontinuities) degrades convergence rate globally and not only locally. Note
that convergence rates higher than optimal are present where functions are nonsmooth. Indeed in
this cases bias is high (not shown here for brevity), so that pointwise convergence does not hold
at all.
7. Fourier regularization vs. wavelet regularization
Regularization in the Fourier domain is only one of the several methods developed for smooth-
ing data. In the present section we want to compare its performance with analogous regularization
methods in the wavelet domain recently developed. Wavelet based methods are potentially a good
candidate to substitute for Fourier based ones in many applications, even though the matter is
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Fig. 2. Pointwise convergence rate in the case of GCV regularization for the considered test functions.
still open and not denite answer is available for the problem of smoothing data. We compared
performance of Fourier regularization shown in Section 6 with wavelet regularization [5,4] and
optimal adaptive wavelet regularization [3]. Results for the latter methods are shown in Tables 1{
3. The main conclusion that can be drawn from the tables is that GCV regularization performs
quite the same both in the Fourier and wavelet domain for all test functions we considered. As
far as the non smooth test functions are concerned, the oracle outperforms GCV wavelet regular-
ization by a factor ranging between 2 and 5 depending on the function and on the size, to be
compared with the factor 1.2 for the Fourier case. For the smooth functions, we observe that the
behavior of both Fourier and wavelet optimal adaptive regularization is almost the same and in
some cases Fourier adaptive regularization outperforms the corresponding wavelet regularization.
An important remark concerns the dierent rate between Fourier and adaptive regularization for
non smooth functions (the most interesting for applications). Indeed convergence rate improves
with respect to usual regularization only in the wavelet case, especially for functions without too
many discontinuities. This means that wavelets can be better candidate to smooth data with re-
spect to the Fourier system provided that adaptive methods are developed able to approach the
ideal L2-risk. This fact is a direct consequence of the localization properties of wavelets both in
time and frequency.
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Fig. 3. Pointwise convergence rate in the case of optimal adaptive regularization for the considered test functions.
8. Conclusions
The present paper dealt with the problem of smoothing data solved by a transform in the Fourier
domain plus regularization. Usual regularization methods suer from the problem of a xed law
of decay of the input coecients (apart of the regularization parameter), not depending on the
function. For this reason GCV regularization has been generalized to an adaptive regularization
where a parameter tk has been introduced to control the amount of smoothing for each coecient.
Convergence of the regularized solution to the true function has been proved under mild hypothesis
on tk for the regularization parameter suitable chosen. Two GCV-like criteria have been resorted in
order to estimate the regularization parameter, and their asymptotic optimality has been showed.
In order to accelerate the convergence of the regularized solution to the true one, a theoretical
choice has been proposed for the sequence tk , that originates a frequency adaptive regularization
method. The choice is based on the minimization of the L2 risk and gives rise to the best linear
diagonal method for smoothing data in the Fourier domain. All Fourier coecients are smoothed
taking account of the function and noise.
Experiments worked out on some typical test functions show a maximum improvement of 15−20%
with respect to the usual GCV regularization (at least for the most interesting cases). The value
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is surprisingly low but shows that GCV regularization is very eective among all linear diagonal
methods for smoothing data in the Fourier domain.
Performance of the regularization methods in the Fourier domain has also be compared with
analogous methods developed in the wavelet domain. The main conclusions are that adaptive reg-
ularization method in the wavelet domain deeply outperforms the analogous method in the Fourier
domain for those functions that are not regular enough. However, the corresponding GCV regular-
ization methods behave similarly both in wavelet and in Fourier domain. Therefore we conclude
that wavelet regularization can be an excellent candidate to smooth real data (much better than the
Fourier equivalent), provided that truly adaptive methods are developed.
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