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In this paper, we analyze phase separation of multi-component Bose–Einstein condensates
(BECs) in the presence of strong optical lattices. This paper is in threefold. We ﬁrst prove
that when the inter-component scattering lengths go to inﬁnity, phase separation of a
multi-component BEC occurs. Furthermore, particles repel each other and form segregated
nodal domains. Secondly, we show that the union of these segregated nodal domains equal
to the entire domain. Thirdly, we show that if the intra-component scattering lengths
are bounded by some ﬁnite number, each nodal domain is connected. For large intra-
component scattering lengths, however, the third result is not true and a counter example
of non-connected nodal domains is given.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
We study phase separation of multi-component Bose–Einstein condensates (BECs) in this paper. In ultracold dilute Bose
gases, two different hyperﬁne spin states may repel each other and form segregated nodal domains. Such a phenomenon is
called phase separation of a binary mixture BEC. Phase separation has been extensively investigated by experimental physi-
cists [20,29]. More recently, BECs of the triplet states have been observed [32]. A multi-component BEC can be described by
the time independent coupled Gross-Pitaevskii equations (CGPEs) [15,16]:
−∇2φ j(x) + V j(x)φ j(x) + α j |φ j|2φ j(x) +
∑
i = j
βi j |φi|2φ j(x) = λ jφ j(x), j = 1, . . . ,m, (1.1a)
for x ∈ Ω ⊆ Rn with∫
Ω
∣∣φ j(x)∣∣2 dx= 1, (1.1b)
where Ω is a bounded smooth domain. In (1.1a), for j = 1, . . . ,m, V j(x) 0 are the magnetic trapping potentials, α j = N0j α˜ j ,
βi j = N0j β˜i j , with N0j denoting the number of particles of the jth component, the nonnegative constants α˜ j and β˜i j = β˜ ji > 0
are respectively the intra-component and inter-component (repulsive) scattering lengths which represent the interaction
between like and unlike particles, and λ j are referred to as the chemical potentials or eigenvalues. It has been claimed in
[5,15,34] that two-component BECs are phase segregated provided
β12β21 − α1α2 > 0. (1.2)
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tion, due to Feshbach resonance, inter-component scattering lengths can be positive and become very large by adjusting the
externally applied magnetic ﬁeld [19]. Therefore, to study the phase separation of a multi-component BEC, we may assume
from (1.2) that
0 < α j < K (bounded),
βi j = βρi j, i, j = 1, . . . ,m,
throughout this paper. Condition (1.2) is satisﬁed provided that β becomes very large or goes to inﬁnity. In [33], it is
reported that phase separation of BEC persists in the absence of external potentials like a system of two immiscible ﬂuids.
Here we assume
V j(x) = V (x), j = 1, . . . ,m,
throughout the rest of this paper.
To investigate ground states solutions of (1.1), it has been shown in [6] that these solutions can be found by minimizing
the energy functional E(φ) with φ = (φ1, . . . , φm) under conditions (1.1b), i.e.,⎧⎪⎪⎨⎪⎪⎩
Minimize
φ
E(φ),
subject to
∫
Ω
∣∣φ j(x)∣∣2 dx= 1, φ j(x) > 0, j = 1, . . . ,m, (1.3a)
where
E(φ) = 2
m∑
j=1
N0j
N0
E j(φ) (1.3b)
with N0 =∑mj=1 N0j being the number of total particles, and
E j(φ) =
∫
Ω
(
1
2
|∇φ j |2 + 12 V j|φ j |
2 + α j
4
|φ j|4
)
+ 1
4
m∑
i=1, i = j
β ji
∫
Ω
|φ j |2|φi|2, (1.3c)
for j = 1, . . . ,m. On the other hand, the CGPEs (1.1) can also be regarded as Euler–Lagrange equations of the optimization
problem (1.3) with λ j being the associated Lagrange multipliers.
BECs can be loaded into optical lattices (or superlattices, which are small scale lattices subjected to a long scale periodic
modulation), which can be created experimentally as interference patterns of counter-propagating laser beams [4,10,17,18,
22,28,30]. In the presence of strong optical lattice, the CGPE (1.1) can be reduced to a nonlinear algebraic eigenvalue problem
(NAEP) [1–3,25,27,31], described as follows:
Let Ω = {1, . . . ,N} be a ﬁnite set and E be a collection of edges {k, } where k,  ∈ Ω . Here we assume {k,k} ∈ E
for all k ∈ Ω and denote {k, } ∈ E by k ∼ . We further assume that Ω is connected, i.e., for all k,  ∈ Ω , there exist
k1, . . . ,kp ∈ Ω such that k ∼ k1 ∼ k2 ∼ · · · ∼ kp ∼ . Let Ω ′ ⊆ Ω and VΩ ′ = {u= (u(k))k∈Ω ′ | u : Ω ′ → R} be the vector space
of all real-valued function on Ω ′ . Let L(VΩ ′ ,VΩ ′ ) denote the vector space of all linear operators on VΩ ′ . A linear operator
G ∈L(VΩ ′ ,VΩ ′ ) is deﬁned by
(Gu)(k) =
∑
∈Ω ′
gk,u(), (1.4)
for some gk, ∈ R where k,  ∈ Ω ′ . G is said to be a negative Laplacian operator on Ω ′ ⊆ Ω , if
gk,k > 0, ∀k ∈ Ω ′, (1.5a)
gk, = g,k < 0, ∀ ∼ k,  = k and ,k ∈ Ω ′, (1.5b)
gk, = 0, ∀  k and ,k ∈ Ω ′, (1.5c)
∀k ∈ Ω ′,
∑
∈Ω ′, ∼k
gk,  0, (1.5d)
∃k ∈ Ω ′ such that
∑
∈Ω ′, ∼k
gk, > 0. (1.5e)
For the sake of convenience and without confusion, we may regard a real-valued function u ∈ VΩ ′ as a vector u =
(u(1), . . . ,u(N ′)) ∈ RN ′ and an operator G on VΩ ′ as a matrix G = (gk)k,∈Ω ′ ∈ RN ′×N ′ where N ′ = #Ω ′ , the cardinal-
ity of Ω ′ . Let A be a given negative Laplacian operator on Ω . Then the discrete model of (1.1), referred as a nonlinear
algebraic equation problem (NAEP), is formulated as
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m∑
i=1, i = j
βρi ju
2©
i ◦ u j = λ ju j, j = 1, . . . ,m, (1.6a)
uu= 1, (1.6b)
where ρi j , corresponding to βi j in (1.1a), satisﬁes
ρi j = ρˆi jn j and ρˆi j = ρˆ ji . (1.6c)
Here u r©j = u j ◦ · · · ◦ u j (r times), and ◦ denotes the Hadamard product. The discrete version of the optimization problem
(1.3) is formulated as the ﬁnite-dimensional optimization problem (FOP):{
Minimize E(u1, . . . ,um),
subject to uj u j = 1, u j > 0, j = 1, . . . ,m, (1.7a)
with the energy functional
E(u1, . . . ,um) =
m∑
j=1
n j
(
1
2
uj Au j +
α j
4
u 2©j u
2©
j
)
+
m∑
i, j=1, i = j
βn jniρˆ ji
4
u 2©j u
2©
i , (1.7b)
where uv=∑k∈Ω u(k)v(k).
Eq. (1.6) is also known as the discrete nonlinear Schrödinger equation (DNLS). This approach has been used in various
applications and different localized states present in the lattice, including bright, dark and discrete-gap solitons, as well as
breathers [1,3,24,35]. Phase transition between a superﬂuid and the Mott insulator for a multi-component BEC system in an
optical lattice is studied by [14]. From the numerical point of view, via a ﬁnite difference scheme, the discretization of (1.1)
can also be formulated by (1.6), in which A represents the discretization of the operator −∇2 + V (x). For the numerical
study of CGPEs, a normalized gradient ﬂow (NGF) and a time-splitting sine-spectral (TSSP) method have been developed
in [6] for computing ground states of a multi-component BEC by solving the time-dependent CGPEs. The NGF method is
proven to preserve energy diminishing property [6,7]. Recently, a Gauss–Seidel-type iteration (GSI) has been proposed in [13]
for computing the ground states of a multi-component BEC by solving the NAEPs. It is proved that the GSI converges locally
to a ﬁxed point if and only if the associated minimized energy functional has a strictly local minimum. A continuation
BSOR Lanczos–Galerkin method has been developed in [11] for the computation of the positive bound state solutions of a
multi-component BEC. Furthermore, it is proven in [26] that the NAEP (1.6) undergos a bifurcation phenomenon at a ﬁnite
repulsive inter-component scattering length. For m = 1, the error analysis and convergence of (1.6) and (1.1) are studied
in [36].
In this paper, we aim to study the phase separation for multi-component BECs of the discrete model (1.6) and (1.7).
This paper is organized as follows. In Section 2, we give some preliminaries for discrete operators. In Section 3, we ﬁrst
prove that when the inter-component scattering lengths go to inﬁnity, the phenomenon of phase separation for a multi-
component BEC occurs. That is, supports of the ground state solutions of (1.6) form m segregated nodal domains. This result
is the discrete analog of the paper [12]. We then study the monotonicity of one-component BECs with respect to the intra-
component scattering length and the domain. Second, we show that the union of these m segregated nodal domains equals
to the entire domain Ω . Third, we show that if the intra-component scattering lengths α1, . . . ,αm are bounded by some
ﬁnite number α∗ , each nodal domain is connected. For large intra-component scattering lengths, the third result is not true.
A counter example of non-connected nodal domains is also given in Section 3. Section 4 concludes the paper.
Throughout this paper, we use bold face capital letters (or symbols) to denote operators/matrices (or real-valued func-
tions/vectors). For u = (u(k))k∈Ω , v = (v(k))k∈Ω ∈ VΩ , uv =∑k∈Ω u(k)v(k). The Hadamard product of u and v is their
elementwise product which is denoted by u ◦ v = (u(k)v(k))k∈Ω , u r© = u ◦ · · · ◦ u is the r-time Hadamard product of u,
and u denotes the operator v → u ◦ v and supp(u) denotes the support of u, i.e., supp(u) = {k ∈ Ω | u(k) = 0}. For
G ∈L(VΩ,VΩ), we denote (G)k = gk with gk deﬁned in (1.4). For G1, G2 ∈L(VΩ,VΩ), we say G1  G2 if (G1)k  (G2)k
for all k,  ∈ Ω .
2. Preliminaries
In this section, we present some properties of discrete operators.
Deﬁnition 2.1. Let u = (u(k))k∈Ω ∈ VΩ and G = (gk)k∈Ω ∈ L(VΩ,VΩ). Suppose Ω1 is a subset of Ω . The restriction
uΩ1 = (uΩ1 (k))k∈Ω1 ∈ VΩ1 of u to Ω1 is deﬁned by
uΩ1 (k) = u(k) for k ∈ Ω1.
The restriction GΩ1 ∈L(VΩ1 ,VΩ1 ) of G is deﬁned by
(GΩ ′ )k = gk for k,  ∈ Ω1.
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u2 ∈ VΩ2 . The direct sum G1 ⊕ G2 ∈L(VΩ1∪Ω2 ,VΩ1∪Ω2 ) is deﬁned by
(G1 ⊕ G2)k =
⎧⎨⎩
(G1)k, if k,  ∈ Ω1,
(G2)k, if k,  ∈ Ω2,
0, otherwise.
The direct sum u1,2 ≡ u1 ⊕ u2 ∈ VΩ1∪Ω2 is deﬁned by
u12(k) =
{
u1(k), if k ∈ Ω1,
u2(k), if k ∈ Ω2.
Here we note in Deﬁnition 2.2 that GΩ1 ⊕ GΩ2 is not necessarily equal to GΩ1∪Ω2 . Actually, for k ∈ Ω1 and  ∈ Ω2 or for
k ∈ Ω2 and  ∈ Ω1, (GΩ1 ⊕ GΩ2 )k = 0 but (GΩ1∪Ω2 )k = (G)k might be nonzero. In other words, in matrix form, GΩ1 ⊕ GΩ2
can be written as
GΩ1 ⊕ GΩ2 =
[
GΩ1 0
0 GΩ2
]
.
Deﬁnition 2.3. Let Ω ′ be a subset of Ω . A subset Ω ′′ ⊂ Ω ′ is said to be a connected component of Ω ′ if (i) Ω ′′ is connected
and, (ii) for any k ∈ Ω ′ \ Ω ′′ , the set Ω ′′ ∪ {k} is disconnected.
The following proposition can be easily veriﬁed.
Proposition 2.1. Let Ω ′ = ⋃pi=1 Ω ′i ⊂ Ω with Ω ′i being its connected components. Then for any operator GΩ ′ ∈ L(VΩ ′ ,VΩ ′),
GΩ ′ can be written as
GΩ ′ = GΩ ′1 ⊕ · · · ⊕ GΩ ′p .
Consequently, for any uΩ ′ = uΩ ′1 ⊕ · · · ⊕ uΩ ′p , we have uΩ ′GΩ ′uΩ ′ =
∑p
i=1(u

Ω ′i
GΩ ′i uΩ ′i ).
In the following, we shall study the spectral properties for a negative Laplacian operator.
Proposition 2.2 (Comparison theorems for nonnegative operators [9, p. 15]). Let 0  G1  G2 be operators on VΩ ′ and G1 = G2 .
Suppose (G1)k, > 0 for all k,  ∈ Ω ′ and k ∼ . If Ω ′ is connected, then ρ(G1) < ρ(G2) where ρ(·) denotes the spectral radius of an
operator.
Proposition 2.3. Let Ω ′ be a connected subset of Ω and G be a negative Laplacian operator on VΩ . Then
(i) GΩ ′ is a negative Laplacian operator, i.e., GΩ ′ satisﬁes (1.5).
(ii) The minimal eigenvalue of GΩ ′ is positive and simple. The corresponding eigenvector of the minimal eigenvalue of GΩ ′ is positive.
Proof. It is easy to verify that GΩ ′ satisﬁes conditions (1.5a)–(1.5d). We only need to verify (1.5e). We may assume Ω ′  Ω .
Otherwise, the assertion is true. Since Ω is connected, we may choose some k ∈ Ω ′ and ′ ∈ Ω \ Ω ′ such that k ∼ ′
(otherwise, Ω would be disconnected). From condition (1.5b), (G)k′ < 0. Then∑
∈Ω ′, ∼k
(GΩ ′ )k =
∑
∈Ω,∼k
(G)k −
∑
/∈Ω ′, ∼k
(G)k

∑
∈Ω,∼k
(G)k − (G)k′
>
∑
∈Ω,∼k
(G)k
 0. (2.1)
This shows GΩ ′ satisﬁes (1.5e) and yields assertion (i). Next we prove assertion (ii). Deﬁne the operator G′Ω ′ ∈ L(VΩ ′ ,VΩ ′)
by
(G′Ω ′ )k =
⎧⎪⎨⎪⎩
(GΩ ′ )k, if k = ,
−
∑
′∼k, ′ =k,
′ ′
(GΩ ′ )k′ , if k = .
 ∈Ω
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Ω ′ is positive semideﬁnitive and has a zero eigenvalue. Since GΩ ′  G′Ω ′ , we may choose s > 0 such that
0 sIΩ ′ − GΩ ′  sIΩ ′ − G′Ω ′ , (2.2)
where IΩ ′ denotes the identity operator on Ω ′ . Since Ω ′ is connected, sIΩ ′ − G′Ω ′ and sIΩ ′ − GΩ ′ are irreducible. Denote
by μ and μ′ the minimal eigenvalues of GΩ ′ and G′Ω ′ , respectively. We also note that s − μ and s − μ′ are the maximal
eigenvalues of sIΩ ′ − GΩ ′ and sIΩ ′ − G′Ω ′ , respectively. Using (2.2) and Proposition 2.2, we have
s − μ < s − μ′ = s.
Consequently, μ > 0. Applying Perron–Frobenius theorem to sIΩ ′ − GΩ ′ , we have s − μ being a simple eigenvalue of
sIΩ ′ − GΩ ′ with a positive eigenvector xi > 0. Thus, μ is a simple eigenvalue of GΩ ′ with corresponding eigenvector xi > 0.
This completes the proof. 
For any connected subset Ω ′ of Ω , Proposition 2.3 enable us to write
λΩ ′ > 0 as the minimal eigenvalue of AΩ ′ and
xiΩ ′ > 0 as its corresponding eigenvector with xiΩ ′xiΩ ′ = 1, (2.3)
where AΩ ′ ∈L(VΩ ′ ,VΩ ′ ) is the speciﬁed negative Laplacian operator in (1.6). Here xiΩ ′ is the minimizer of the optimization
problem⎧⎨⎩MinimizeuΩ ′ u

Ω ′AΩ ′uΩ ′ ,
subject to uΩ ′ > 0, uΩ ′ ∈ VΩ ′ , uΩ ′uΩ ′ = 1,
(2.4)
and (2.4) attains its minimal value λΩ ′ at xiΩ ′ . The following proposition describes the monotonicity of λΩ ′ with respect
to Ω ′ .
Proposition 2.4. Let Ω1 and Ω2 be connected subsets of Ω . Assume Ω1  Ω2 . Then
λΩ1 > λΩ2 .
Proof. Let s > 0 be a large number such that sIΩ1 − AΩ1  0 and sIΩ2 − AΩ2  0. Let B ∈ L(VΩ2 ,VΩ2 ) be the extension of
sIΩ1 − AΩ1 to Ω2 deﬁned by
(B)k =
{
s − (AΩ1 )k, if k,  ∈ Ω1,
0, otherwise.
(2.5)
Then s − λΩ1 and s − λΩ2 are, respectively, the maximal eigenvalues of B and sIΩ2 − AΩ2 . From (2.5), it is easily seen that
0 B sIΩ2 − AΩ2 . (2.6)
Applying (2.6) to Proposition 2.2, we have
s − λΩ1 < s − λΩ2 .
This completes the proof. 
3. Phase separation of multi-component BECs
In a binary mixture of BECs, spontaneous symmetry breaking may occur when β2ρ12ρ21 > α1α2 [5,33,34]. It has been
shown in [26] that the ground state solutions of two-component BECs undergo a pitchfork bifurcation at a ﬁnite number
of value of β . In this section, we shall study the phase separation of multi-component BECs when the inter-component
scattering lengths become large. Furthermore, we shall show that those segregated nodal domains are connected and their
union forms the entire domain Ω . To this end, we begin with the following nonlinear analysis.
Let
T = {u ∈ VΩ ∣∣ uu= 1, u 0} (3.1a)
and
P = {(u1, . . . ,um) ∈ T × · · · × T ∣∣ ui ◦ u j = 0 ∀i, j = 1, . . . ,m, i = j}. (3.1b)
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Proof. Consider a point U = (u1, . . . ,um) ∈ ∂(T × · · · × T). Without lose of generality, we assume u1 ∈ ∂T. Compute the
gradient of E(U) with respect to U by
∇E(U) = (∇u1 E(U), . . . ,∇um E(U)), (3.2a)
where
∇u j E(U) = n j
(
Au j + α ju 3©j +
m∑
i=1, i = j
niβρˆ jiu
2©
i ◦ u j
)
, j = 1, . . . ,m. (3.2b)
We deﬁne supp(u1) ⊂ Ω and ∂ supp(u1) ⊂ Ω by
supp(u1) =
{
 ∈ Ω ∣∣ u1() = 0} (3.3a)
and
∂ supp(u1) =
{
k ∈ Ω \ supp(u1)
∣∣ ∃ ∈ supp(u1) s.t. k ∼ }. (3.3b)
Since Ω is connected, ∂ supp(u1) is well deﬁned and nonempty. Then, for all k ∈ ∂ supp(u1), using the fact that u1(k) = 0,
we have
(Au1)(k) = (A)kku1(k) +
∑
∼k,  =k
(A)ku1() < 0 (3.4a)
and (
u 2©j ◦ u1
)
(k) = 0, j = 1, . . . ,m. (3.4b)
From (3.4), together with (3.3), it follows that(∇u1 E(U))(k) < 0. (3.5)
Deﬁne h= (h1,0, . . . ,0) ∈ VΩ × · · · × VΩ by
h1(k) =
{
1, k ∈ ∂ supp(u1),
0, otherwise.
Then (h1,0, . . . ,0) · (u1, . . . ,um) = 0, i.e., h= (h1,0, . . . ,0) is on the tangent plane to the torus T×· · ·×T. Then h is clearly
pointing toward the interior of T × · · · × T at (u1, . . . ,um). Furthermore, from (3.5), we have
h · ∇E(U) =
∑
k∈∂ supp(u1)
(∇u1 E(U))(k) < 0.
This implies E(U) decreases at the boundary point (u1, . . . ,um) ∈ ∂T × T˚ × · · · × T˚ along the direction of h. Therefore, the
minimizer of FOP (1.7) must be in T˚ × · · · × T˚. 
Remark 3.1. Since NAEP (1.6) is the Euler–Lagrange equation of FOP (1.7), the minimizer of (1.7) may be either a Karush–
Kuhn–Tucker point (that is, a solution of (1.6). See e.g., [8, p. 152] for the deﬁnition.) or some point on the boundary of
T × · · · × T. Proposition 3.1 indicates that the minimizer of (1.7) is in T˚ × · · · × T˚, hence it satisﬁes NAEP (1.6).
Now, let (uβ1 , . . . ,u
β
m) ∈ T˚ × · · · × T˚ be a minimizer of Eβ(u1, . . . ,um) ≡ E(u1, . . . ,um) as in (1.7b). Denote
E∞(u1, . . . ,um) =
m∑
j=1
n j E
∞
j (u1, . . . ,um) (3.6a)
with
E∞j (u1, . . . ,um) =
1
2
uj Au j +
1
4
α ju
3©
j u j . (3.6b)
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βp
1 , . . . ,u
βp
m )|βp → ∞ as p → ∞} ⊂ T˚× · · · × T˚. Then (u∞1 , . . . ,u∞m ) ∈ P,
i.e., u∞j ◦ u∞i = 0 for all j, i = 1, . . . ,m, j = i. Moreover, (u∞1 , . . . ,u∞m ) is a minimizer of E∞ on P.
Proof. Without loss of generality, we assume that (u
βp
1 , . . . ,u
βp
m ) → (u∞1 , . . . ,u∞m ) as p → ∞. Note that Eβp |P = E∞|P  c
where c is some positive constant independent of βp . Therefore, Eβp (u
βp
1 , . . . ,u
βp
m ) c for all βp . Assume (u∞1 , . . . ,u∞m ) /∈ P,
say u∞1 ◦ u∞2 = 0. Then we have (u∞1 ) 2©(u∞2 ) 2© = d > 0 for some d. By assumption, there is an N0 > 0 such that∣∣(uβp1 ) 2©(uβp2 ) 2© − (u∞1 ) 2©(u∞2 ) 2©∣∣< d2
for p > N0. On the other hand, for p > N0, we also have (u
βp
1 )
2©(uβp2 ) 2© > d2 by the continuity of (u1,u2) → u 2©1 u 2©2 .
This implies Eβp (u
βp
1 , . . . ,u
βp
m ) >
βp
8 n1n2ρˆ12d > c, for βp suﬃciently large. This is a contradiction, proving the ﬁrst as-
sertion. To prove the second assertion, suppose that (u∞1 , . . . ,u∞m ) is not a minimizer of E∞|P . Let c1 = min E∞|P and
c2 = E∞(u∞1 , . . . ,u∞m ) > c1. From the continuity of E∞ on T˚ × · · · × T˚, there exists δ > 0 such that E∞(u1, . . . ,um) > c1+c22
for |(u1, . . . ,um) − (u∞1 , . . . ,u∞m )| < δ. On the other hand, let p > N0 such that |(u
βp
1 , . . . ,u
βp
m ) − (u∞1 , . . . ,u∞m )| < δ. Then
Eβp
(
u
βp
1 , . . . ,u
βp
m
)
 E∞
(
u
βp
1 , . . . ,u
βp
m
)
>
c1 + c2
2
> c1.
This contradiction completes the proof. 
In Theorem 3.2, we see that when the inter-component scattering lengths go to inﬁnity, phase separation occurs. These
m particles repel each other and supports of their wave functions form segregated nodal domains, such as oil mixing with
water. A similar result of phase separation for continuous BECs was proved in [12]. In the following, we study the topological
properties for the segregated domains. From Theorem 3.2, it is easily seen the following.
Corollary 3.3. For each j, j = 1, . . . ,m, u∞j,Ω j is the minimizer of the FOP⎧⎪⎨⎪⎩
Minimize
VΩ j
1
2
uΩ jAΩ juΩ j +
α j
4
u 2©Ω j u
2©
Ω j
,
subject to uΩ juΩ j = 1, uΩ j > 0,
(3.7)
where Ω j = supp(u∞j ) and u∞j,Ω j denotes the restriction of u∞j to Ω j . Furthermore, u∞j,Ω j satisﬁes the NAEP
AΩ ju
∞
j,Ω j
+ α ju∞j,Ω j
3© = λ ju∞j,Ω j . (3.8)
For further study, we deﬁne eΩ ′(α) to be the minimal value of{Minimize
VΩ ′
EΩ ′ (uΩ ′ ,α),
subject to u
Ω ′uΩ ′ = 1, uΩ ′  0,
(3.9a)
with
EΩ ′ (uΩ ′ ,α) = 12u

Ω ′AΩ ′uΩ ′ +
α
4
u 2©
Ω ′ u
2©
Ω ′ , uΩ ′ ∈ VΩ ′ , (3.9b)
where Ω ′ ⊂ Ω . For Ω ′ being connected, the minimizer of (3.9) is unique [11,26]. Here we denote ηΩ ′ (α) the minimizer
of (3.9) provided Ω ′ is connected. Note that in (3.9), Ω ′ is not necessarily a connected subset of Ω . Here eΩ ′(α) represents
the minimal energy of a one-component BEC. For (u1, . . . ,um) ∈ P, it is easily seen that
E∞(u1, . . . ,um) =
m∑
j=1
n j EΩ j (u j,Ω j ,α j), (3.10)
where Ω j = supp(u j). From Theorem 3.2, u∞j,Ω j is the minimizer of (3.9a) with Ω ′ = Ω j = supp(u∞j ) and α = α j . It implies
Esupp(u∞j )
(
u∞j,supp(u∞j ),α j
)= esupp(u∞j )(α j). (3.11)
Using (3.10) and (3.11), we have
E∞
(
u∞1 , . . . ,u∞m
)= m∑n jesupp(u∞j )(α j). (3.12)
j=1
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m∑
j=1
n jeΩ j (α j),
subject to Ω j ⊂ Ω, Ωi ∩ Ω j = ∅, ∀i, j = 1, . . .m, i = j.
(3.13)
Problem (3.13) is complicated but may have some geometrical structures for the distribution of nodal domains. For m = 2,
α1 = α2 = 0, and n1 = n2. (3.13) can be reduced to{
Minimize λΩ1 + λΩ2 ,
subject to Ω1,Ω2 ⊂ Ω, Ω1 ∩ Ω2 = ∅. (3.14)
Only a few results are known about (3.14), which may depend on the geometry of Ω [21]. For the continuous version of
BECs, if the domain Ω is convex, it is conjectured that the minimum of (3.14) is attained when Ω1 and Ω2 are chosen to
be the two nodal domains of the second Dirichlet eigenfunction for − [23].
The following proposition gives the basic properties for eΩ ′(α).
Proposition 3.4. Let Ω ′ =⋃p′i=1 Ω ′i with Ω ′i being its connected components. Then
(i) eΩ ′(α) is increasing in α.
(ii) If p′ = 1, then
1
2
λΩ ′  eΩ ′(α)
1
2
λΩ ′ + α4N ′ , (3.15)
where N ′ = #Ω ′ .
(iii) Suppose Ω ′′ =⋃p′′i=1 Ω ′′i  Ω ′ with Ω ′′i being its connected components and p′′  p′ . If a minimizer of (3.9) is positive, then
eΩ ′′(α) < eΩ ′(α).
Proof. We ﬁrst prove assertion (i). For α1 < α2, it is easily seen that EΩ ′ (uΩ ′ ,α1) < EΩ ′ (uΩ ′ ,α2) on the manifold
{uΩ ′ ∈ VΩ ′ | uΩ ′uΩ ′ = 1, uΩ ′ > 0}, and assertion (i) follows. We now prove (ii). Using (i), we have
eΩ ′(α) eΩ ′(0) = 12λΩ ′ .
This gives the ﬁrst inequality. To see the second inequality, we note that
EΩ ′ (xiΩ ′ ,α) = 12λΩ ′ +
α
4
xi 2©
Ω ′ xi
2©
Ω ′
 1
2
λΩ ′ + α4 max
{
u 2©
Ω ′ u
2©
Ω ′
∣∣ uΩ ′uΩ ′ = 1, uΩ ′ > 0}
= 1
2
λΩ ′ + α4N ′ ,
where xiΩ ′ is deﬁned in (2.3). Since eΩ ′(α) EΩ ′ (xiΩ ′ ,α), this gives the second inequality in (3.15).
Now we prove assertion (iii). It suﬃces to prove that there exists w ∈ VΩ ′′ , with ww= 1, such that EΩ ′′(w,α) < eΩ ′(α).
We divide the proof into three steps.
Step 1. Decompose ηΩ ′ (α), the minimizer of (3.9), in the form of (3.20). Using Proposition 2.2, AΩ ′ can be written as AΩ ′ =
AΩ ′1 ⊕ · · · ⊕ AΩ ′p′ . Hence for any uΩ ′ = uΩ ′1 ⊕ · · · ⊕ uΩ ′p′ ∈ VΩ ′ with u

Ω ′uΩ ′ = 1,
uΩ ′AΩ ′uΩ ′ =
p′∑
i=1
u
Ω ′i
AΩ ′i uΩ ′i .
It follows that
EΩ ′ (uΩ ′ ,α) =
p′∑
i=1
EΩ ′i (uΩ ′i ,α). (3.16)
We also note that
EΩ ′i (suΩ ′i ,α) = s2EΩ ′i
(
uΩ ′i , s
2α
)
(3.17)
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√
u
Ω ′i
uΩ ′i and vΩ ′i = uΩ ′i /si . Using (3.16) and (3.17), we have
EΩ ′ (uΩ ′ ,α) =
p′∑
i=1
s2i EΩ ′i
(
vΩ ′i , s
2
i α
)

p′∑
i=1
s2i eΩ ′i
(
s2i α
)
. (3.18)
The equality in (3.18) holds when vΩ ′i = ηΩ ′i (s2i α) for i = 1, . . . , p′ . Hence, we accordingly have the following optimization
problem which is equivalent to (3.9a):⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Minimize
p′∑
i=1
s2i eΩ ′i
(
s2i α
)
,
subject to
p′∑
i=1
s2i = 1, si  0.
(3.19)
Furthermore, from (3.19), the minimizer of (3.9a) can be written in the form
ηΩ ′ (α) = s′1ηΩ ′1
(
s′21 α
)⊕ · · · ⊕ s′p′ηΩ ′p′ (s′2p′α) (3.20)
where (s′1, . . . , s′p′) is the minimizer of (3.19).
Step 2. Construct a particular function w ∈ VΩ ′′ . Since Ω ′′  Ω ′ , for any 1  p  p′′ , there exists a maximal subset Pp of
{1, . . . , p′} such that⋃
i∈Pp
Ω ′i ⊆ Ω ′′p . (3.21)
Since p′′  p′ , this implies either #Pp  2 for some 1 p  p′′ or #Pp = 1 for all 1 p  p′′ . For the ﬁrst case, the strict
inequality in (3.21) holds for every p with #Pp  2. For the second case, if the strict inequality in (3.21) fails for every
1  p  p′′ , it will lead Ω ′′ = Ω ′ , a contradiction. Hence Ω ′′ = Ω ′ , we may, without lose of generality, assume the strict
inequality in (3.21) holds for p = 1. Deﬁne xip ∈ VΩ ′′p by
ξp(k) =
{
s′iηΩ ′i (s
′2
i α)(k), if k ∈ Ω ′i , i ∈Pp,
0, otherwise.
Here xip is the extension of
⊕
i∈Pp s
′
iηΩ ′i (s
′2
i α) to VΩ ′′p . Hence∑
i∈P1
s′2i eΩ ′i
(
s′2i α
)= EΩ ′′1 (xi1,α) = t21EΩ ′′1
(
xi1
t1
, t21α
)
(3.22)
where t21 = xi1 xi1 =
∑
i∈P1 s
′2
i . Here t1 > 0, by the assumption that ηΩ ′ (α) > 0. On the other hand, applying Proposition 3.1
by letting m = 1, Ω = Ω ′′1 , β = 0 and α1 = t21α, it follows that ηΩ ′′1 (t21α) > 0. But xi1/t1 is nonpositive (since it has zero
components), we see that
eΩ ′′1
(
t21α
)= EΩ ′′1 (ηΩ ′′1 (t21α), t21α)< EΩ ′′1
(
xi1
t1
, t21α
)
. (3.23)
Let
w= t1ηΩ ′′1
(
t21α
)⊕ xi2 ⊕ · · · ⊕ xip′′ ∈ VΩ ′′ .
Step 3. Verify EΩ ′′ (w,α) < eΩ ′(α). Note that ww= 1. Using (3.22) and (3.23), we have
eΩ ′′(α) EΩ ′′(w,α)
= t21eΩ ′′1
(
t21α
)+ p′′∑
p=2
( ∑
i∈Pp
s2i eΩ ′i
(
s′2i α
))
< t21EΩ ′′1
(
xi1
t1
, t21α
)
+
p′′∑
p=2
( ∑
i∈Pp
s2i eΩ ′i
(
s′2i α
))
(by (3.23))
= EΩ ′
(
ηΩ ′ (α),α
)
(by (3.22))
= eΩ ′(α).
This completes the proof. 
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Theorem 3.5. Let (u∞1 , . . . ,u∞m ) be described as in Theorem 3.2. Then
m⋃
j=1
supp
(
u∞j
)= Ω.
Proof. Let Ω j = supp(u∞j ), j = 1, . . . ,m. Suppose
⋃m
j=1Ω j = Ω . By the connectedness of Ω , there exist some
k ∈ Ω \⋃mj=1Ω j and  ∈⋃mj=1Ω j such that k ∼ . For some ﬁxed k, let us assume that such  ∈ Ω1. Write Ω1 =⋃p′i=1Ω1,i
with Ω1,i being its connected components. We further assume that Ω1,i ∪ {k} is connected for p′′  i  p′ . It is clearly seen
that Ω˜p′′ ≡⋃p′i=p′′ Ω1,i ∪ {k} is a connected set and Ω1,1, . . . ,Ω1,p′′−1, Ω˜p′′ are connected component of
Ω˜1 ≡
( p′′−1⋃
i=1
Ω1,i
)⋃
Ω˜1,p′′ = Ω1 ∪ {k}.
Since u∞1,Ω1 > 0 and Ω˜1  Ω1, applying Proposition 3.4(iii), we see that
eΩ˜1(α1) < eΩ1(α1). (3.24)
From (3.24), it holds that there exists xi1 ∈ VΩ˜1 with xi1 xi1 = 1 such that
EΩ˜1 (xi1,α1) < eΩ1(α1). (3.25)
Let x¯i1 ∈ VΩ be deﬁned by
ξ¯1() =
{
ξ1(),  ∈ Ω˜1,
0, otherwise.
Since Ω˜1 ∩ Ω j = ∅ for j = 2, . . . ,m, (x¯i1,u∞2 , . . . ,u∞m ) ∈ P. From (3.10), (3.12) and (3.25), we see that
E∞
(
x¯i1,u
∞
2 , . . . ,u
∞
m
)
< E∞
(
u∞1 ,u∞2 , . . . ,u∞m
)
.
This contradicts to (u∞1 ,u∞2 , . . . ,u∞m ) being the minimizer of E|P = E∞|P . The proof is complete. 
To state the next main theorem of this paper, we ﬁrst denote the quantity α∗ to be the minimal value of this problem:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
Minimize
2n∗
n∗
λΩ ′ − λΩ ′′
1
N1
+ 1N ′′
,
subject to (i) Ω ′,Ω ′′: connected subsets of Ω,
(ii) Ω ′ ⊆ Ω ′′,
(iii) 0 < N1 < N − N ′′ with N ′′ = #Ω ′′,
(3.26)
where n∗ =max{n j, j = 1, . . . ,m} and n∗ =min{n j, j = 1, . . . ,m}. We are ready to state the next theorem.
Theorem 3.6. Assume α j < α∗ , j = 1, . . . ,m. Then for each j, supp(u∞j ) is connected.
Proof. Let Ω j = supp(u∞j ), j = 1, . . . ,m. Assume Ω1, . . . ,Ωp are disconnected. Write
Ω j =
p j⋃
i=1
Ω j,i
where Ω j,i , i = 1, . . . , p j , are connected components of Ω j . Here we further assume for each j that
λΩ j,1  λΩ j,2  · · · λΩ j,p j . (3.27)
Since Ω is connected, there exists k ∈⋃mj=1 Ω j,1 and  ∈ Ω \ (⋃mj=1 Ω j,1) such that k ∼ . Without loss of generality, assume
k ∈ Ω1,1 and  ∈ Ω2,2. Then Ω ′1,1 ≡ Ω1,1 ∪ Ω2,2 is connected. Let
Ω ′1 = Ω ′1,1 ∪
( p1⋃
i=2
Ω1,i
)
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Ω ′2 = Ω2,1 ∪
( p2⋃
i=3
Ω2,i
)
.
Here {Ω ′1,1,Ω1,2, . . . ,Ω1,p1} and {Ω2,1,Ω2,3, . . . ,Ω2,p2 } are connected components of Ω ′1 and Ω ′2, respectively. By Proposi-
tion 3.4, we have
eΩ1(α1) eΩ1(0)
1
2
λΩ1,1 , (3.28a)
eΩ2(α2) eΩ2(0)
1
2
λΩ2,1 , (3.28b)
and
eΩ ′1(α1) eΩ ′1,1(α1)
1
2
λΩ ′1,1 +
1
4
α1
N1,1
, (3.29a)
eΩ ′2(α2) eΩ2,1(α2)
1
2
λΩ2,1 +
1
4
α2
N2,1
, (3.29b)
where N1,1 = #Ω ′1,1 and N2,1 = #Ω2,1. The second inequalities in (3.28a) and (3.28b) holds from the assumption (3.27).
Combining (3.28) and (3.29), we have
n1eΩ ′1(α1) + n2eΩ ′2(α2) n1
(
1
2
λΩ ′1,1 +
1
4
α1
N1,1
)
+ n2
(
1
2
λΩ2,1 +
1
4
α2
N2,1
)
(3.30a)
and
n1eΩ1(α1) + n2eΩ2(α2)
n1
2
λΩ1,1 +
n2
2
λΩ2,1 . (3.30b)
Using the fact that α∗ is the minimal value of (3.26), we see that
1
4
(
n1α1
N1,1
+ n2α2
N2,1
)
<
n∗α∗
4
(
1
N1,1
+ 1
N2,1
)
(since α1,α2 < α∗)
 n∗
2
(λΩ1,1 − λΩ ′1,1)
(
since α∗ is the min. value of (3.26)
)
 n1
2
(λΩ1,1 − λΩ ′1,1),
and hence,
n1
(
1
2
λΩ ′1,1 +
1
4
α1
N1,1
)
+ n2
(
1
2
λΩ2,1 +
1
4
α2
N2,1
)
<
n1
2
λΩ1,1 +
n2
2
λΩ2,1 . (3.31)
From (3.30) and (3.31), it follows that
n1eΩ ′1(α1) + n2eΩ ′2(α2) < n1eΩ1(α1) + n2eΩ2(α2)
and consequently,
n1eΩ ′1(α1) + n2eΩ ′2(α2) +
m∑
j=3
n jeΩ j (α j) <
m∑
j=1
n jeΩ j (α j).
This contradicts to (Ω1, . . . ,Ωm) being the optimal partition of (3.13). 
Remark 3.2. Since the minimization in (3.26) is taken over a ﬁnite number of partitions of Ω , it follows that the quantity
α∗ is ﬁnite and positive. For the absence of intra-component scattering lengths, i.e., α j = 0, j = 1, . . . ,m, it consequently
appears that those m nodal domains are connected. The phenomenon can be generalized to continuous CGPEs by setting A
to be the discretization of − + V (x).
For large α j , the consequence of Theorem 3.6 may not be true. In the following, we construct an example of two-
component BECs with large intra-component scattering lengths for which Theorem 3.6 fails.
532 Y.-C. Kuo, S.-F. Shieh / J. Math. Anal. Appl. 347 (2008) 521–533Example 3.1. Let Ω = {1, . . . ,N} with N  4 and E = {{1,k} | 2  k  N}. Here Ω is embedded with the star structure.
Consider the two-component BEC on Ω described as follows: m = 2, n1 = n2 = 1 and
A=
⎡⎢⎢⎢⎢⎣
N −1 · · · −1 −1
−1 N 0
.
.
.
. . .
.
.
.
−1 N 0
−1 0 · · · 0 N
⎤⎥⎥⎥⎥⎦
N×N
.
Here we let α1 = α2 = α to be varied. Due to the star structure of (Ω,E), if Ω1 and Ω2 are supplementary connected
components of Ω , then Ω1 = {k} and Ω2 = Ω \ Ω1, for some 2 k N . Using Proposition 3.4(ii), we have
eΩ1(α) + eΩ2(α) eΩ1(α) = N +
α
4
. (3.32)
On the other hand, we consider the supplementary components Ω ′1 and Ω ′2 where Ω ′1 = {N − 1,N} and Ω ′2 = Ω \Ω ′1. Here
we note that Ω ′1 is disconnected. Since λΩ ′2  N , using Proposition 3.4(ii), we have
eΩ ′2(α) λΩ ′2 +
α
4(N − 2)  N +
α
4(N − 2) . (3.33a)
Moreover, let uΩ ′1 = ( 1√2 ,
1√
2
). It follows
eΩ ′1(α) EΩ ′1 (uΩ ′1 ,α) = N +
α
4 · 2 . (3.33b)
Combining (3.33a) and (3.33b), we see
eΩ ′1(α) + eΩ ′2(α) 2N +
α
4
(
1
N − 2 +
1
2
)
. (3.34)
Comparing (3.32) and (3.34), we see that for α > 8N
1− 2N−2
,
eΩ ′1(α) + eΩ ′2(α) < eΩ1(α) + eΩ2(α).
Hence (Ω1,Ω2) is not the optimal partition of (3.13).
4. Conclusions
In this work, we study the phase separation for multi-component BECs. We ﬁrst prove that phase separation for a
multi-component BEC occurs as the inter-component scattering lengths go to inﬁnity. That is, supports of the ground state
solutions of (1.6) form m segregated nodal domains. Secondly, we show that the union of these m segregated nodal domains
equal to the total domain Ω . Third, we show that if the intra-component scattering lengths α1, . . . ,αm are bounded by some
ﬁnite number α∗ , each nodal domain is connected. For large intra-component scattering lengths, the third result shall not
be true. We construct a counter example of non-connected nodal domains.
In the future, (i) we are interested in the study of the bifurcation phenomena of the segregated nodal domains as the
intra-component scattering lengths vary. (ii) The minimizer (u∞1 , . . . ,u∞m ) in Theorem 3.2 is a limiting point, hence it may
not be unique. It is also interesting to study the uniqueness of (u∞1 , . . . ,u∞m ). This problem coincides with that of proving
the uniqueness of the optimal partition of (3.13). (iii) By considering the ﬁnite difference scheme with grid size h, NAEP (1.6)
is the approximation of CGPE (1.1). For a given bounded smooth domain in Rd , N tends to inﬁnity as the grid size h goes
to 0. It is easily seen that main results Theorems 3.2 and 3.5 can be generalized to the continuous version BEC, since these
two results are independent of N . For the generalization of Theorem 3.6, it is interesting to ﬁnd an α∗ independent of N ,
so that we can conclude the connectedness of nodal domains for continuous BEC.
Acknowledgment
The authors would like to thank Prof. Wen-Wei Lin for many valuable suggestions on this work.
References
[1] F.Kh. Abdullaev, B.B. Baizakov, S.A. Darmanyan, V.V. Konotop, M. Salerno, Nonlinear excitations in arrays of Bose–Einstein condensates, Phys. Rev. A 64
(2001) 043603.
[2] G.L. Alﬁmov, P.G. Kevrekidis, V.V. Konotop, M. Salerno, Wannier functions analysis of the nonlinear Schrödinger equation with a periodic potential,
Phys. Rev. E 66 (4) (2002) 046608.
[3] G.L. Alﬁmov, V.V. Konotop, M. Salerno, Matter solitons in Bose–Einstein condensates with optical lattices, Europhys. Lett. 58 (2002) 7.
[4] B.P. Anderson, M.A. Kasevich, Macroscopic quantum interference from atomic tunnel arrays, Science 282 (1998) 1686–1689.
Y.-C. Kuo, S.-F. Shieh / J. Math. Anal. Appl. 347 (2008) 521–533 533[5] P. Ao, S.T. Chui, Binary Bose–Einstein condensate mixtures in weakly and strongly segregated phases, Phys. Rev. A 58 (1998) 4836–4840.
[6] W.Z. Bao, Ground states and dynamics of multi-component Bose–Einstein condensates, SIAM Multiscale Model. Simul. 2 (2) (2004) 210–236.
[7] W.Z. Bao, Q. Du, Computing the ground state solution of Bose–Einstein condensates by a normalized gradient ﬂow, SIAM J. Sci. Comput. 25 (5) (2004)
1674–1697.
[8] M.S. Bazaraa, H.D. Sherali, C.M. Shetty, Nonlinear Programming: Theory and Algorithms, Wiley, New York, 1993.
[9] A. Berman, R.J. Plemmons, Nonnegative Matrices in the Mathematical Sciences, Academic Press, New York, 1979.
[10] F.S. Cataliotti, S. Burger, C. Fort, P. Maddaloni, F. Minardi, A. Trombettoni, A. Smerzi, M. Inguscio, Josephson junction arrays with Bose–Einstein conden-
sates, Science 293 (2001) 843.
[11] S.M. Chang, Y.C. Kuo, W.W. Lin, S.F. Shieh, A continuation BSOR-Lanczos–Galerkin method for positive bound states of a multi-component Bose–Einstein
condensate, J. Comput. Phys. 210 (2005) 439–458.
[12] S.M. Chang, C.S. Lin, T.C. Lin, W.W. Lin, Segregated nodal domains of two-dimensional multispecies Bose–Einstein condensates, Phys. D 196 (2004)
341–361.
[13] S.M. Chang, W.W. Lin, S.F. Shieh, Gauss–Seidel-type methods for energy states of a multi-component Bose–Einstein condensate, J. Comput. Phys. 202
(2005) 367–390.
[14] G.-H. Chen, Y.-S. Wu, Quantum phase transition in a multicomponent Bose–Einstein condensate in optical lattices, Phys. Rev. A (3) 67 (1) (2003)
013606.
[15] B.D. Esry, C.H. Greene, Spontaneous spatial symmetry breaking in two-component Bose–Einstein condensates, Phys. Rev. A 59 (1999) 1457–1460.
[16] B.D. Esry, C.H. Greene, J.P. Burke Jr., J.L. Bohn, Hartree–Fock theory for double condensates, Phys. Rev. Lett. 78 (1997) 3594–3597.
[17] M. Greiner, I. Bloch, O. Mandel, T.W. Hansch, T. Esslinger, Exploring phase coherence in a 2D lattice of Bose–Einstein condensates, Phys. Rev. Lett. 87
(2001) 160405.
[18] M. Greiner, O. Mandel, T. Esslinger, T.W. Hansch, I. Bloch, Quantum phase transition from a superﬂuid to a Mott insulator in a gas of ultracold atoms,
Nature 415 (2002) 39.
[19] S. Gutpa, Z. Hadzibabic, M.W. Zwierlein, C.A. Stan, K. Dieckmann, C.H. Schunck, E.G.M. van Kempen, B.J. Verhaar, W. Ketterle, Radio-frequency spec-
troscopy of ultracold fermions, Science 300 (2003) 1723–1726.
[20] D.S. Hall, M.R. Matthews, J.R. Ensher, C.E. Wieman, E.A. Cornell, Dynamics of component separation in a binary mixture of Bose–Einstein condensates,
Phys. Rev. Lett. 81 (1998) 1539–1542.
[21] T.T. Hioe, T.S. Salter, Special set and solutions of coupled nonlinear Schrödinger equations, J. Phys. A (3) 35 (2002) 8913–8928.
[22] M. Jona-Lasinio, O. Morsch, M. Cristiani, N. Malossi, J.H. Müller, E. Courtade, M. Anderlini, E. Arimondo, Asymmetric Landau–Zener tunneling in a
periodic potential, Phys. Rev. Lett. 91 (23) (2003) 230406.
[23] B. Kawohl, Remarks on some old and current eigenvalue problems, in: A. Alvino, E. Fabes, G. Talenti (Eds.), Partial Differential Equations, in: Sympos.
Math., vol. XXXV, Cambridge University Press, 1994, pp. 165–183.
[24] P.G. Kevrekidis, R. Carretero-Gonzalez, G. Theocharis, D.J. Frantzeskakis, B.A. Malomed, Stability of dark solitons in a Bose–Einstein condensate trapped
in an optical lattice, Phys. Rev. A (3) 68 (3) (2003) 035602.
[25] P.G. Kevrekidis, D.J. Frantzeskakis, Pattern forming dynamical instabilities of Bose–Einstein condensates, Modern Phys. Lett. B 18 (2004) 173–202.
[26] Y.C. Kuo, W.W. Lin, S.F. Shieh, Bifurcation analysis of a two-component Bose–Einstein condensate, Phys. D 211 (2005) 311–346.
[27] M. Machholm, A. Nicolin, C.J. Pethick, H. Smith, Spatial period doubling in Bose–Einstein condensates in an optical lattice, Phys. Rev. A (3) 69 (4) (2004)
043604.
[28] O. Morsch, J.H. Müller, M. Cristiani, D. Ciampini, E. Arimondo, Bloch oscillations and mean-field effects of Bose–Einstein condensates in 1D optical
lattices, Phys. Rev. Lett. 87 (2001) 140402.
[29] C.J. Myatt, E.A. Burt, R.W. Ghrist, E.A. Cornell, C.E. Wieman, Production of two overlapping Bose–Einstein condensates by sympathetic cooling, Phys.
Rev. Lett. 78 (1997) 586–589.
[30] C. Orzel, A.K. Tuchman, M.L. Fenselau, M. Yasuda, M.A. Kasevich, Squeezed states in a Bose–Einstein condensate, Science 291 (2001) 2386.
[31] M. Porter, R. Carretero González, P.G. KevreKidis, B.A. Malomed, Nonlinear lattice dynamics of Bose–Einstein condensates, Chaos 15 (1) (2005) 015115.
[32] Ch. Rüegg, N. Cavadini, A. Furrer, H.U. Gudel, K. Krämer, H. Mutka, A. Wildes, K. Habicht, P. Vorderwisch, Bose–Einstein condensation of the triple
states in the magnetic insulator TlCuCL3, Nature 423 (2003) 62–65.
[33] E. Timmermans, Phase separation of Bose–Einstein condensates, Phys. Rev. Lett. 81 (1998) 5718–5721.
[34] M. Trippenbach, K. Góral, K. Rza¸z˙ewski, B. Malomed, Y.B. Band, Structure of binary Bose–Einstein condensates, J. Phys. B 33 (2000) 4017–4031.
[35] X. Andrea Trombettoni, X. Augusto Smerzi, Discrete solitons and breathers with dilute Bose–Einstein condensates, Phys. Rev. Lett. 86 (2001) 2353–2356.
[36] X. Aihui Zhou, An analysis of ﬁnite-dimensional approximations for the ground state solution of Bose–Einstein condensates, Nonlinearity 17 (2) (2004)
541–550.
