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We consider in this paper the efficient ways to generate multi-stage scenario trees. A
general modified K-means clustering method is first presented to generate the scenario
tree with a general structure. This method takes the time dependency of the simulated
path into account. Based on the traditional and modified K-means analyses, the moment
matching of multi-stage scenario trees is described as a linear programming (LP) problem.
By simultaneously utilizing simulation, clustering, non-linear time series and moment
matching skills, a sequential generation method and another new hybrid approach which
can generate the whole multi-stage tree right off are proposed. The advantages of these
new methods are: the vector autoregressive and multivariate generalized autoregressive
conditional heteroscedasticity (VAR-MGARCH) model is adopted to properly reflect the
inter-stage dependency and the time-varying volatilities of the data process, the LP-based
moment matching technique ensures that the scenario tree generation problem can be
solved more efficiently and the tree scale can be further controlled, and in the meanwhile,
the statistical properties of the randomdata process aremaintained properly.What ismore
important, our new LPmethods can guarantee at least two branches are derived from each
non-leaf node and thus overcome the drawback in relevant papers. We carry out a series
of numerical experiments and apply the scenario tree generation methods to a portfolio
management problem, which demonstrate the practicality, efficiency and advantages of
our new approaches over other models or methods.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
How to represent the underlying random data process is a major subject in decision problems under uncertainty,
especially in multistage stochastic programming problems. To reduce the computation burden of the problem solution,
one usually resorts to scenario tree generation methods to get the representative scenarios of the data process, which can
be seen as a discretization of the original continuous process or an aggregation of the large-scale discrete process.
By now, there have been a lot of scenario generation methods. Sampling and simulation are most simple and basic
approaches [1–3]. In order to approximate the data process as precise as possible, we need to generate a large number
of independent data paths. However, because of the large number of the discrete outcomes, the resulting deterministic
programming problem is of large scale and still hard to solve. For this reason, many papers consider the reduction technique
for large scenario trees [4–9]. Based on the stability results of stochastic programming problems, the bound constructed
as a distance function between the original uncertain outcomes and its surrogate scenario trees is found for the decision
problem. Byminimizing this distance, the reduction scheme can determine an optimal scenario treewith a fixed size, or find
an optimal scenario tree under the condition that the distance is less than a given tolerance [4,6]. Due to the introduction of
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the filtration distance, the reduction technique becomesmore sophisticated in themulti-stage situation [7]. In these papers,
it is implicitly assumed that the integrand in the objective function of the decision problem is Lipschitz continuous, which
is demanding in many realistic problems.
There also existmany scenario tree generation approaches designed from the statistical perspective [10–12]. Themoment
matching method proposed in [12] is a classical one in this class. The main idea of this approach is that the statistical
properties of the scenario tree to be generated should be as close as possible to the corresponding properties of the original
data process, and it is modeled as a non-linear non-convex optimization problem whose solution will be the scenario tree
to be generated. A randomized clustering method is designed in [11] to generate the scenario tree when the uncertain data
process can be described by a large fan-liked tree, and the sequential/overall optimization approaches are proposed for
the scenario tree generation. The optimization methods in the paper belong to the moment matching framework in [12].
The authors also point out that the clustering and optimization methods can be combined to generate the scenario tree, in
which scenario nodes are determined by the clustering analysis and the variables to be optimized are the probabilities of
the scenario tree nodes. However, the optimization problem therein is still non-linear and non-convex. To overcome this
drawback, Ji et al. [13] formulate the moment matching method as a linear programming (LP) problem by adding some
moderate restrictions on the scenario tree to be generated. Nevertheless, this LP moment matching method is only suitable
for the single stage scenario tree generation. Dupačová et al. [10] point out that the clustering technique can be employed
to generate the scenario tree from the simulated paths, but they do not provide the detailed clustering method. Due to that,
Pranevicius and Sutiene [14] present amodified K-means clusteringmethod, which can capture the inter-stage dependency
of the data paths to generate symmetric scenario trees, but the higher order statistical properties of the data process are
not taken into consideration. As for more other methods for scenario generation, the readers are referred to the review
papers [10] and [15]. Last but not least, one serious drawback in most scenario tree generation methods (see, for example,
[4–7]) is that: these techniquesmay result in that there is only one branch from some non-leaf node, which is not consistent
with the conditional decisions under uncertainty in the multi-period optimization model.
Motivated by the construction of the LP moment matching model in [13], we design in this paper some new approaches
by combining simulation, K-means clustering andmomentmatching skills to generate the generalmulti-stage scenario tree.
To take the path property of the data process into account, a modified K-means clustering approach is first proposed which
is more general than that in the literature. Two composite methods for generic multi-stage scenario tree generation are
then devised. Our new approaches not only simplify the complex nonlinear moment matching models in [11,12] to an LP
problem, but also ensure that the statistical properties of the generated scenario tree are more close to those of the original
data process when comparing with the clustering methods. By using the MGARCH method, the higher order statistical
properties of the data process are considered in our methods, which improve the deficiency of current clustering methods
and those methods in [11–13] in the description of the nonlinear statistical properties of the data process. Moreover, the
scenario tree generated by our new approaches has very moderate size. This makes our methods rather practical and useful
for the solution of complex decision problems under uncertainty. What is more important, our methods can ensure the
least necessary branching number from each non-leaf node of the scenario tree by adding some proper constraints to the
LP model. This improvement not only avoids the situation that there is only one child node from some non-leaf node of the
scenario tree [6,7], but is very useful for precluding the arbitrage opportunity in financial optimization problems.
The rest of the paper is organized as follows. In Section 2, we first present a more general modified K-means clustering
approach, then introduce the LP modeling technique into the moment matching method, and finally, we present two
hybrid type newmultistage scenario tree generationmethods under theMGARCH and LP frameworks. A series of numerical
experiments are carried out in Section 3, inwhich the first part shows the statistical properties of the scenario tree generated
by our methods, and the second part is their application to a multi-period portfolio management problem. The superiority
of our methods is demonstrated through comparison with other methods. Section 4 concludes the paper.
2. Scenario tree generation methods
When coping with decision problems under uncertainty, one usually resorts to some simulation approach to describe
the random outcomes. This would yield a large number of independent data paths, which forms the so-called fan-liked
scenario tree (see Fig. 1 for reference). It is assumed that simulated paths and the corresponding tree can accurately reflect
the uncertainties [16]. However, accompanying with these simulated paths is a large scale optimization problem which
is hard to solve. Under this situation, the clustering analysis, such as the K-means approach, can be used to aggregate the
simulated paths into a smaller scenario tree.
2.1. Clustering approaches
Suppose that the simulated paths have been generated, then we can use the K-means clustering approach to reduce the
size of the fan tree by transforming it into a general scenario tree. The idea of the clustering method is illustrated in Fig. 2.
Generally speaking, the branching structure of the scenario tree should be prescribed, according to which the clustering
procedure is executed. For instance, the branching structure of the scenario tree in Fig. 2 is symmetric with the branching
number being 3 at stage 1 and 2 at stage 2. To ensure the approximation precision and control the scale of the resulting
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Fig. 1. Fan-liked scenario tree.
Fig. 2. Clustering process.
decision problem, we usually adopt a scenario tree with decreasing branching numbers from the root node to the leaf
nodes. Take the symmetric branching structure (b1, b2, . . . , bT ) as an example, where bt ∈ N+ is the number of the son
nodes branching from each node at stage t − 1, t = 1, 2, . . . , T , one often has b1 > b2 > · · · > bT , this will lead to a
scenario tree with
T
t=1 bt scenarios.
In order to reduce the size of the fan tree, the K-means clustering approach can be used to the simulated paths stage by
stage. Suppose that the initial fan tree has S scenarios, denoted by ξ s = (ξ s0, ξ s1, . . . , ξ sT ), s = 1, . . . , S, where ξ s0 is the root
node, and the scenario tree to be generated is symmetric with the branching structure (b1, b2, . . . , bT ). That is, if the current
node is at stage t − 1, the scenarios passing through the node are going to be divided into bt clusters C1, . . . , Cbt . Denote
the node number at stage t by Nt , t = 0, 1, . . . , T , here N0 = 1 means the root node and Nt = tτ=1 bτ , t = 1, . . . , T . The
multi-stage scenario tree generation based on the traditional K-means clustering procedure can be stated as follows.
Algorithm 1 (K-means Method for Multi-stage Scenario Tree Generation). Step 1. Initialization. Set t = 0, kt = 1.
Step2. Initial center selection. Randomly select bt+1 branches passing through the current node kt as initial cluster centers,
denoted by ξ¯ it+1, i = 1, . . . , bt+1.
Step 3. Cluster assignment. For each branch ξ st+1 passing through the current node, assign it to the cluster C l such that
the center ξ¯ lt+1 is nearest to ξ
s
t+1, i.e., l = argmini∈{1,...,bt+1}d(ξ st+1, ξ¯ it+1), where
d(ξ st+1, ξ¯
i
t+1) = ∥ξ st+1 − ξ¯ it+1∥2.
Step 4. Cluster update. Take ξ¯ it+1 as the mean of all the branches assigned to the cluster C i,
ξ¯ it+1 = E{ξ st+1}ξ st+1∈C i , i = 1, . . . , bt+1.
Step 5. Calculation of probability. Choose ξ¯ it+1 as the relevant node of the scenario tree, and the probability of this node
is set as the sum of the probabilities corresponding to those branches assigned to the cluster C i.
Step 6. Termination test. If kt < Nt , let kt = kt + 1, go to Step 2; otherwise, let t = t + 1, if t = T , stop; else let kt = 1,
go to Step 2.
In the above procedure, the K-means clustering process is performed on the data at individual stages, it does not take
into account the inter-stage dependency of the data process. To overcome this drawback, we improve the distance function
used in the above traditional K-means clustering method by considering simultaneously all the follow-up stage-wise data
along the data path, the details are shown in the following algorithm.
Algorithm 2 (Modified K-means Method for Multi-stage Scenario Tree Generation). Step 1. Initialization. Set t = 0, kt = 1.
Step 2. Initial center selection. Randomly select bt+1 paths passing through the current node kt as initial cluster centers,
denoted by ξ¯ i = (ξ¯ it+1, . . . , ξ¯ iT ), i = 1, . . . , bt+1.
Step 3. Cluster assignment. For each scenario ξ s passing through the current node, assign it to the cluster C l such that the
center ξ¯ l is nearest to ξ s, i.e., l = argmini∈{1,...,bt+1} d(ξ s, ξ¯ i), where
d(ξ s, ξ¯ l) = ∥(ξ st+1, . . . , ξ sT )− (ξ¯ it+1, . . . , ξ¯ iT )∥2.
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Step 4. Cluster update. Take ξ¯ i as the mean of all the paths assigned to the cluster C i,
ξ¯ i = E{ξ s}ξ s∈C i , i = 1, . . . , bt+1.
Step 5. Calculation of probability. Select ξ¯ it+1 as the relevant node of the scenario tree, and the probability of this node is
chosen as the sum of the probabilities corresponding to those paths ξ s assigned to the cluster C i.
Step 6. Termination test. If kt < Nt , let kt = kt + 1, go to Step 2; otherwise, let t = t + 1, if t = T , stop; else let kt = 1,
go to Step 2.
For the above two algorithms, the distance functions are the same only at the last stage. Because of the forward property
of the clustering procedure, the scenario trees generated by Algorithms 1 and 2 would very often be different. Algorithm 2
takes the inter-stage dependency of the data path into account by exploring the remaining data sequence of the examined
scenario.
Since the simulated data paths are not discarded at each stage, the clustering method can model extreme events.
However, the number of data paths in each cluster decreases as the stage t increases, and the clustering proceduremight not
work properly according to the pre-specified branching structure under some situations. To avoid this trouble, the clustering
process can be restarted because of the randomness in the selection of the initial centers. Alternatively, we can either adjust
the prescribed branching structure or increase the number of the simulated paths.
Although the clustering technique can be used to reduce the size of the fan tree, the statistical properties of the generated
scenario tree may be very different from those of the original data process. The moment matching method in the next
subsection can be employed to overcome this deficiency.
2.2. Moment matching methods
The moment matching method is proposed in [12] to generate the scenario tree. The basic idea of the method is that the
statistical properties of the scenario tree to be generated should be as close as possible to those of the original data process.
In many decision problems, it is usually enough to adopt the first four central moments as the statistical properties to be
matched. The moment matching is implemented in [12] by solving a non-linear non-convex optimization problem, which
is hard to find the global optimum. Under some assumptions, the moment matching process is simplified in [13] to the
solution of an LP problem.
For the convenience of presentation,we assume thatwe are dealingwith a financial decision problemwithm risky assets,
the uncertain data are return rates. The following notations will be used hereafter.
N: the number of branches from the current node;
M = (M1, . . . ,Mm)T : the mean return rate vector of risky assets;
6 = (Σij)m×m: the variance–covariance matrix of the random returns of risky assets;
S = (S1, . . . , Sm)T : the third order central moment vector of the random returns of risky assets;
K = (K1, . . . , Km)T : the fourth order central moment vector of the random returns of risky assets;
Xi = (X i1, . . . , X im)T : the ith outcome vector of the random returns of risky assets, i.e., the ith scenario, i = 1, . . . ,N . Denote
X = (X1, . . . ,XN) ∈ Rm×N ;
pi: the probability for the occurrence of the ith scenario, i = 1, . . . ,N . Denote p = (p1, . . . , pN)T .
With these notations, the optimization problem under the moment matching principle can be written as follows:
min
m
i=1
ω0i (M
−
i +M+i )+
m
i,j=1
ω1ij(Σ
−
ij +Σ+ij )+
m
i=1
ω2i (S
−
i + S+i )+
m
i=1
ω3i (K
−
i + K+i )
s.t. Xp+M− −M+ = M,
N
i=1
(Xi − Xp)(Xi − Xp)Tpi + 6− − 6+ = 6,
N
i=1
(Xi − XTp)3pi + S− − S+ = S,
N
i=1
(Xi − XTp)4pi + K− − K+ = K,
N
i=1
pi = 1,
M+i ,M
−
i ,Σ
+
ij ,Σ
−
ij , S
+
i , S
−
i , K
+
i , K
+
i ≥ 0, i, j = 1, . . . ,m,
pi ≥ 0, i = 1, . . . ,N.
(1)
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Here ω0i , ω
1
ij , ω
2
i , ω
3
i are weighting coefficients, the superscripts ‘+’ and ‘−’ stand for the positive and negative parts of the
corresponding variable, vector or matrix, respectively.
The above non-linear and non-convex optimization problem is a variant of the model in [12], where, to measure the
matching error, the authors use the squares of the differences between the statistical properties of the generated scenario
tree and those of the original data process. By using the absolute deviations, the advantage of the above formulation is that it
can be transformed into an LP problem under suitable assumptions about the outcome matrix X corresponding to different
scenarios.
If X is predetermined, the variables in problem (1) will be scenario probabilities and those auxiliary variables. Generally
speaking, the most important statistical property is the mean vector. It is thus natural to require that the scenario tree can
always match the corresponding means perfectly, that is to say, Xp ≡ M. Under this assumption, the moment matching
optimization problem (1) can be simplified into the following LP problem:
min
m
i,j=1
ω1ij(Σ
−
ij +Σ+ij )+
m
i=1
ω2i (S
−
i + S+i )+
m
i=1
ω3i (K
−
i + K+i )
s.t. Xp = M,
N
i=1
(Xi −M)(Xi −M)Tpi + 6− − 6+ = 6,
N
i=1
(Xi −M)3pi + S− − S+ = S,
N
i=1
(Xi −M)4pi + K− − K+ = K,
N
i=1
pi = 1,
Σ+ij ,Σ
−
ij , S
+
i , S
−
i , K
+
i , K
−
i ≥ 0, i, j = 1, . . . ,m,
pi ≥ 0, i = 1, . . . ,N.
(2)
This LP moment matching model can be solved more efficiently than the former non-linear model (1). However, the
model (2) is only suitable for the single stage scenario tree generation. To generate a multi-stage scenario tree, the VAR
model is adopted in [13] to determine the conditional probability distribution of the random data process, then the model
(2) is used to generate the scenarios stage by stage. In general, the VAR model of order r , VAR(r), for the m-dimensional
return time series {Rt = (R1,t , . . . , Rm,t)T } can be written as
Rt = c +
r
i=1
Θt−iRt−i + ϵt , (3)
where c ∈ Rm andΘt−i ∈ Rm×m, i = 1, . . . , r , are the coefficient vector andmatrices to be estimated, ϵt = (ϵ1,t , . . . , ϵm,t)T
is the white noise vector or the innovation term.
The VAR model considers the time variation of the first order moment and the interrelationship among returns of
risky assets. However, it cannot account for the time-varying volatility and the conditional heteroscedasticity which are
well-recognized features of the financial data. Due to the importance of the time-varying property of the volatility in
many financial problems such as risk management, portfolio selection and asset pricing, we introduce an GARCH effect
on the innovations of the VAR model (3). To properly describe the multi-dimensional return process and to reduce
the computational burden, we adopt the dynamic conditional correlation MGARCH (DCC-MGARCH) model in [17,18].
Concretely, it is assumed that ϵt in (3) satisfies
ϵt |Ft−1 ∼ N(0,Ht),
where Ft−1 is the information set available at stage t , Ht follows the DCC-MGARCH(p, q) model which is recursively
determined by the following equations:
Ht = DtΣtDt , (4)
Dt = diag(

hit)m×m, (5)
hit = ωi +
pi
k=1
βikhit−k +
qi
k=1
αikϵ
2
it−k, (6)
Σt = Q ∗t −1QtQ ∗t −1 =

Qijt
QiitQjjt

m×m
, (7)
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Fig. 3. The multi-stage scenario tree generation with sequential simulation and K-means clustering.
Q ∗t = diag(

Qiit)m×m, ϵ¯t = D−1t ϵt , (8)
Qt =

1−
M
k=1
αk −
N
k=1
βk

Q¯ +
N
k=1
βkQt−k +
M
m=k
αk(ϵ¯t−kϵ¯Tt−k). (9)
Here Dt is them×m diagonal matrix of time-varying standard deviations√hit(1 ≤ i ≤ m) from univariate GARCHmodels,
with hit being specified in (6) as an univariate GARCH(pi, qi) model. ϵ¯t ∼ N(0,Σt) is the residual vector standardized by its
conditional standard deviation,Σt is the time-varying correlation matrix, which depends on Qt through (7), (9) determines
the dynamic correlation structure for Qt , with Q¯ being the unconditional covariance of the standardized residuals resulting
from the first stage estimation. Q ∗t is the diagonal matrix composed of square roots of the diagonal elements of Qt .
As for multi-dimensional returns, they are not only correlated between each other at each stage, but also interacted
among stages, with significantly time-varying volatilities and conditional heteroscedasticities. In order to fully reflect all
these features, we propose to combine the VAR model with the MGARCH model. That is, the model (3)–(9) will be used to
describe the vector random return process, we denote it by VAR(r)-MGARCH(p, q).
In order to predetermine the possible realizations of scenarios (i.e., X), Ji et al. [13] divide the range of each return rate
into sub-intervals, and then select a point from each sub-interval to construct a return vector as a possible outcome of asset
returns. Nevertheless, the pool of possible outcomes expands exponentiallywith the number of the assets and the number of
sub-intervals for each asset, there are so many outcomes that it is hard to select the representative points. To overcome this
drawback, the K-means clustering approach can be utilized to determine the possible scenarios. Inspired by this idea, two
new approaches for generating the multi-stage scenario tree are proposed in the next subsection by combining simulation,
K-means clustering and LP moment matching methods.
2.3. Multi-stage scenario tree generation methods using LP
Aswehavementioned in the preceding subsection, Algorithms 1 and 2maynotwork properly under somebad situations.
One way to avoid this difficulty is to generate the scenario tree by combining the K-means clustering method with the
sequential simulation method, as illustrated in Fig. 3. In order to make the generated scenario tree more accurate in sense
of keeping original statistical properties, we can further use the LP moment matching model (2), instead of the K-means
clustering technique, to determine the probability of each node.
The main ideas of our new algorithm are: we first simulate a single-stage fan tree from the root node, use the K-means
clustering method to obtain the scenario nodes, and then solve the LP moment matching problem (2) to determine the
probabilities of the nodes. In the sameway, we simulate new paths from each of the nodes at stage 1 separately, and perform
the same procedure on each new fan tree to determine the branches at the next stage. Repeat this process until the final
stage is reached, and finally we can get the desired scenario tree. The details of this newmethod can be described as follows.
Algorithm 3 (The Hybrid Sequential Generation Method for Multi-stage Scenario Tree). Step 1. Initialization. Choose the
parameters r , p, q used for simulation, and define the branching structure of the scenario tree to be generated, i.e., the
branching number bk at each non-leaf node k; denote the node number at stage t by Nt , t = 0, 1, . . . , T , here N0 = 1means
the root node; set t = 0, kt = 1.
Step 2. Simulation. Simulate a single-stage fan tree from the current node kt according to the VAR(r)-MGARCH(p, q)
model (3)–(9), and estimate the conditional statistical propertiesM,Σ, S and K to be matched in model (2).
Step 3. Clustering. According to the branching number bkt at the node kt , use the K-means clustering method to cluster
the simulated paths into bkt classes C1, . . . , Cbkt , choose the mean ξ¯i of each class Ci, i = 1, . . . , bkt , as the representative
path of the random data, which constitutes the matrix X in model (2).
Step 4. Calculation of probability. Take the statistical propertiesM,Σ, S, K and the scenario matrix X into model (2), and
solve it to determine the probability of each scenario. Save these outcomes as the corresponding nodes in the next stage.
Step 5. Set kt = kt + 1, if kt ≤ Nt , go to Step 2; otherwise, let t = t + 1, if t = T , stop; otherwise, let kt = 1, go to Step 2.
D. Xu et al. / Journal of Computational and Applied Mathematics 236 (2012) 4561–4579 4567
At each non-leaf node of the scenario tree, the above approach is actually a single stage scenario tree generationmethod.
Compared with the method in [13], it becomes much easier in Algorithm 3 to determine the scenario node with the help of
the K-means clustering approach. Besides, if we simply set the probability of each scenario as the sum of the probabilities
of all the paths in the corresponding cluster, the first constraint in problem (2) automatically holds. This guarantees the
feasibility of the LP problem (2) we need to solve. Further, since the feasible solution set of problem (2) is bounded, there
always exists an optimal solution to this moment matching problem. With all these observations, it is easy to verify the
following proposition.
Proposition 1. If the columns of the scenario matrix X in model (2) are the mean vectors obtained with the K-means clustering
method, then there exists at least a probability vector p such that Xp = M.
This proposition demonstrates that it is reasonable and feasible to generate the scenario tree by combining the K-means
clustering approach and the LP moment matching method.
Another advantage of the abovemethod is that it can avoid the shortage of the paths (passing through some node) for the
K-means clustering method to work, which might occur in Algorithms 1 and 2. However, we need to estimate conditional
moments at each non-leaf node in Algorithm3, thismakes it difficult for us to control the statistical properties of the scenario
tree as a whole. For this reason, we propose another new multi-stage scenario tree generation method in the following.
One important thing during the formulation of the LP model (2) in Section 2.2 is that the scenario tree nodes must
be prescribed. For the multistage problem, the scenario nodes can be scientifically determined by the K-means clustering
methods introduced in Section 2.1, and then one can determine the relevant scenario probabilities through solving an LP
moment matching problem analogous to problem (2), rather than setting the probabilities as that in the cluster analysis.
This explains the motivation of the following new algorithm. These improvements can make the multistage scenario tree
generation method more practical and flexible, and more importantly, can ensure that the statistical properties of the
generated scenario tree are more accurate with respect to those of the underlying real random process.
In themulti-stage situation, all the notations introduced abovewould become stage dependent. Assume that there areNt
nodes at stage t , the corresponding outcome vectors of the returns of risky assets are Xkt = (Xkt,1, . . . , Xkt,m)T , k = 1, . . . ,Nt ,
t = 1, . . . , T . DenoteXt = (X1t , . . . ,XNtt ). In the sameway, all other variableswith a subscript t would stand for the variables
corresponding to the tth stage.
Different from the single stage situation, the correct relationship of the conditional probabilities of the nodes in different
stages must be ensured in the multi-period case. What is more important, scenario trees should be generated so that the
decision maker can make real conditional decisions under uncertainty in the multi-period optimization model. This means
that at least two branches should be derived from each non-leaf node. Most existing algorithms cannot guarantee this or
do not pay attention to this requirement. On the other hand, for multi-period investment problems, we need to ensure
that there are sufficient branches from each non-leaf node to exclude the arbitrage opportunity. Taking these facts into
consideration, we propose the following new LP model to generate multi-stage scenario tree:
min
T
t=1
λt

m
i,j=1
ω1ij(Σ
−
t,ij +Σ+t,ij)+
m
i=1
ω2i (S
−
t,i + S+t,i)+
m
i=1
ω3i (K
−
t,i + K+t,i)

(10)
s.t. Xtpt = Mt , (11)
Ctpt = pt−1, (12)
Nt
k=1
(Xkt −Mt)(Xkt −Mt)Tpkt + 6−t − 6+t = 6t , (13)
Nt
k=1
(Xkt −Mt)3pkt + S−t − S+t = St , (14)
Nt
k=1
(Xkt −Mt)4pkt + K−t − K+t = Kt , (15)
εpkt − (1− ε)

l∈Φ(kt−1),
l≠k
plt ≤ 0, k ∈ Φ(kt−1), kt−1 = 1, . . . ,Nt−1, (16)
Σ+t,ij,Σ
−
t,ij, S
+
t,i, S
−
t,i, K
+
t,i, K
−
t,i ≥ 0, i, j = 1, . . . ,m, (17)
pt ≥ 0, t = 1, . . . , T , p0 = 1. (18)
Here λt is the weighting factor for all the properties at stage t , pt = (p1t , . . . , pNtt )T is the conditional probability vector
corresponding to Nt nodes at stage t , the constraint (12) means that the probability of each node at stage t − 1 should be
the sum of the probabilities of all its successor nodes at the next stage t . The row number of Ct equals to the number of the
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nodes at stage t − 1, and all the non-zero elements in Ct , which are determined by the branching structure of the scenario
tree, are equal to 1.Φ(kt−1) denotes the set of all the son nodes of the node kt−1 at stage t−1, the inequality constraint (16)
is derived from p
k
t
l∈Φ(kt−1) p
l
t
≤ 1− ε, k ∈ Φ(kt−1), which ensures that the conditional probability of each successor node of
the scenario tree is less than 1. This group of constraints ensure that each non-leaf node has at least two branches and avoid
the critical drawback in most existing algorithms. In practice, ε should be set to a rather small value such as 0.05 or 0.02.
With the above preparation, we can now present the iteration procedure of the newmulti-stage scenario tree generation
method:
Algorithm 4 (The General Hybrid Multi-stage Scenario Tree Generation Method). Step 1. Initialization. Specify the branching
structure of the scenario tree to be generated and choose the parameters r , p, q for the VAR(r)-MGARCH(p, q) model.
Step 2. Simulation. Generate a fan-liked tree by simulating a large number of data paths according the VAR(r)-
MGARCH(p, q) model. Calculate the first four order central moments of the fan-liked tree at each stage t , Mt , Σt , St and
Kt , t = 1, . . . , T , which are the properties to be matched.
Step 3. Clustering. Use the traditional or modified K-means clustering type Algorithms 1 or 2 introduced in Section 2.1 to
aggregate the fan-liked tree into the desired tree structure defined in Step 1, and choose the corresponding mean values of
the corresponding cluster as representative outcomesXt for t = 1, . . . , T . If the clustering process cannot continue properly,
go to Step 2 and increase the number of the simulated paths.
Step 4. Calculation of probability. Substitute the target properties Mt , Σt , St , Kt and the matrices Xt , t = 1, . . . , T , into
model (10)–(18), solve the resulting LP problem and obtain the probabilities of the scenarios.
By using the same argument as that for Algorithm 3, we can establish the following conclusion.
Proposition 2. If Xt , t = 1, . . . , T , inmodel (10)–(18) are determined by the traditional ormodified K-means clusteringmethod,
then there exist probability vectors pt , t = 1, . . . , T , such that Xtpt = Mt and Ctpt = pt−1 hold.
This proposition ensures that the scenario tree construction with Algorithm 4 is feasible and reasonable. The main
advantage of the above multi-stage scenario tree generation algorithm is that it can make the statistical properties of the
generated scenario tree much closer to those of the original data process by simultaneously controlling the probabilities of
all the nodes. It not only avoids the loss of the statistical properties resulted by the clustering method, but also simplifies
the current moment matching model through solving LPs, which are much easier to solve.
Every step in Algorithms 3 and 4 is easy to implement, we can thus take advantage of many off-the-shelf softwares. In
the next section, the advantages of the proposed methods will be demonstrated numerically.
3. Numerical experiments
In this section, the proposed scenario tree generation methods will be tested by using real financial data and applied
to a multi-period portfolio management problem, and the merits and shortcomings of each method will be empirically
examined.
Four indices in the Shenzhen stock market, China, are selected as risky assets in the following experiments. They are
the pharmaceutical index (PHA), the financial index (FIN), the petrochemical index (PET), and the metal & non-metal index
(MET). The 488weekly close prices of these indices from July 6, 2001 toMarch 11, 2011, downloaded fromhttp://www.goog-
le.com/finance, are adopted in the experiments. These data provide 487 log-returns for each indexwhich are used to estimate
the coefficients of the time series model. All the algorithms are implemented in Matlab 7.1 on a PC with 2.61 GHz frequency
and 1.87 GB main memory, under the Windows XP operating system.
To find the best order r in the VAR(r) model, we carry out several tests by using the 487 historical returns. The Akaike
info criterion (AIC) and Schwarz criterion (SC) indices achieve their smallest values when r = 1. Thus, the VAR(1) model
is adopted to describe the return process. To examine the time-varying property of the volatility, we have done the ARCH
effect test on the residuals resulted from the VAR(1) model by using the build-in function archtest in Matlab, the p-values
under the confidence level 0.95 for the four indices are 0.0096, 0.0003, 0.0115 and 0.0006, respectively. These values show
that historical returns indeed have time-varying volatility, the volatility clustering phenomenon can also be seen from the
residual series in Fig. 4.
After a series of statistical estimations and tests with the above historical return data, and comparisons of different
combinations such as p = 1, q = 1; p = 1, q = 2; p = 2, q = 1 and p = 2, q = 2, we find that the best parameter
setting is p = 1, q = 1, which is similar to empirical conclusions in other papers. Due to this and the numerical efficiency,
the MGARCH(1,1) model is adopted. Thus, we use the VAR(1)-MGARCH(1,1) model to generate the simulated paths in our
experiment.
Based on the above fundamental analysis, we will examine the scenario trees generated by different algorithms from
two perspectives. First, the statistical properties of the scenario trees are compared in the following subsection. Then, the
robustness of the new scenario tree generation methods and their advantages over existing methods are verified through a
multi-period portfolio management problem in the second subsection.
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Fig. 4. The residual series under VAR(1).
Table 1
The mean, third and fourth central moments of the fan tree with 15000 paths.
Moment Stage PHA FIN PET MET
M
1 −0.0021 0.0001 −0.0007 0.0002
2 0.0016 0.0002 0.0016 0.0016
3 0.0018 0.0009 0.0018 0.0019
4 0.0016 0.0007 0.0017 0.0021
S(1.0E− 005)
1 −0.0522 0.4657 −0.1138 −0.1861
2 0.0300 0.5181 0.0167 0.1005
3 0.0064 0.3024 −0.1361 −0.1034
4 −0.0484 −0.3071 0.0866 0.1545
K(1.0E− 004)
1 0.0248 0.2236 0.0321 0.0359
2 0.0289 0.2463 0.0360 0.0372
3 0.0320 0.2444 0.0379 0.0402
4 0.0356 0.2458 0.0413 0.0386
Table 2
The covariance matrices of the fan tree with 15000 paths.
Stage Covariance matrix Stage Covariance matrix
1
0.0009 0.0004 0.0008 0.0006
3
0.0010 0.0005 0.0009 0.0006
0.0004 0.0027 0.0009 0.0012 0.0005 0.0028 0.0009 0.0013
0.0008 0.0009 0.0010 0.0009 0.0009 0.0009 0.0011 0.0009
0.0006 0.0012 0.0009 0.0011 0.0006 0.0013 0.0009 0.0011
2
0.0010 0.0004 0.0008 0.0006
4
0.0010 0.0005 0.0009 0.0007
0.0004 0.0028 0.0009 0.0013 0.0005 0.0028 0.0009 0.0013
0.0008 0.0009 0.0011 0.0009 0.0009 0.0009 0.0011 0.0009
0.0006 0.0013 0.0009 0.0011 0.0007 0.0013 0.0009 0.0011
3.1. Statistical results
To start with, a 4-stage fan-liked treewith 15000 paths is simulated under the VAR(1)-MGARCH(1,1)model, with respect
to which our algorithms will be tested. The first four central moments of the vector return process corresponding to this
tree are shown in Tables 1 and 2. As usually done in the literature, we assume that the desired scenario tree is symmetric.
First, we use Algorithm 1 to generate a scenario tree with the branching structure (10, 8, 5, 3), the first four order central
moments of the return process corresponding to the generated scenario tree are given in Tables 3 and 4. Comparing these
results with those of the original return process given in Tables 1 and 2, it is easy to see that the means of the two trees are
identical, but there are differences between other moments; the total absolute deviation of other moments is 0.0086, which
is acceptable in practice. This demonstrates that the K-means clustering approach for the scenario tree generation can retain
the mean values of the original vector return process, but cannot maintain other higher order moment information.
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Table 3
The mean, third and fourth central moments of the scenario trees generated by Algorithms 1 and 4.
Moment Stage Algorithm 1 Algorithm 4
PHA FIN PET MET PHA FIN PET MET
M
1 −0.0021 0.0001 −0.0007 0.0002 −0.0021 0.0001 −0.0007 0.0002
2 0.0016 0.0002 0.0016 0.0016 0.0016 0.0002 0.0016 0.0016
3 0.0018 0.0009 0.0018 0.0019 0.0018 0.0009 0.0018 0.0019
4 0.0016 0.0007 0.0017 0.0021 0.0016 0.0007 0.0017 0.0021
S(1.0E− 005)
1 −0.0147 0.2709 −0.1064 −0.1630 0.1789 0.4657 0.1192 −0.0358
2 0.0355 −0.0096 0.1250 0.1576 0.0308 0.5181 0.0586 0.1005
3 −0.0260 0.1682 −0.1062 −0.0854 0.0742 0.3024 −0.1361 −0.1034
4 −0.0471 0.0806 −0.0144 0.0471 −0.0484 −0.3071 0.0866 0.1545
K(1.0E−004)
1 0.0078 0.1410 0.0153 0.0195 0.0096 0.1521 0.0171 0.0201
2 0.0081 0.1403 0.0152 0.0177 0.0125 0.2317 0.0189 0.0241
3 0.0071 0.1090 0.0138 0.0168 0.0222 0.1815 0.0324 0.0304
4 0.0074 0.0940 0.0138 0.0144 0.0356 0.2458 0.0413 0.0386
Table 4
The covariance matrices of the scenario trees generated by Algorithms 1 and 4.
Stage Algorithm 1 Algorithm 4
1
0.0006 0.0004 0.0007 0.0006 0.0007 0.0004 0.0008 0.0007
0.0004 0.0024 0.0009 0.0012 0.0004 0.0027 0.0009 0.0013
0.0007 0.0009 0.0008 0.0008 0.0008 0.0009 0.0009 0.0009
0.0006 0.0012 0.0008 0.0009 0.0007 0.0013 0.0009 0.0009
2
0.0006 0.0005 0.0007 0.0006 0.0009 0.0004 0.0009 0.0008
0.0005 0.0024 0.0009 0.0012 0.0004 0.0028 0.0009 0.0013
0.0007 0.0009 0.0008 0.0008 0.0009 0.0009 0.0010 0.0009
0.0006 0.0012 0.0008 0.0008 0.0008 0.0013 0.0009 0.0010
3
0.0006 0.0005 0.0006 0.0006 0.0010 0.0005 0.0010 0.0007
0.0005 0.0022 0.0009 0.0012 0.0005 0.0028 0.0009 0.0013
0.0006 0.0009 0.0008 0.0008 0.0010 0.0009 0.0011 0.0009
0.0006 0.0012 0.0008 0.0008 0.0007 0.0013 0.0009 0.0009
4
0.0005 0.0006 0.0006 0.0005 0.0010 0.0005 0.0010 0.0007
0.0006 0.0020 0.0009 0.0011 0.0005 0.0028 0.0009 0.0013
0.0006 0.0009 0.0007 0.0007 0.0010 0.0009 0.0011 0.0009
0.0005 0.0011 0.0007 0.0008 0.0007 0.0013 0.0009 0.0011
If we determine the probabilities of the scenario tree through solving the problem (10)–(18) rather than use probabilities
obtained by the K-means clustering method. That is, Algorithm 4 is used to generate the scenario tree. Then the statistical
properties of the vector return process corresponding to the generated scenario tree are much closer to those of the original
return process; see Tables 3 and 4 for detailed values. The total absolute deviation of these moments is reduced to 0.0017,
with a relative improvement of 80.23% compared with Algorithm 1. Here, the parameters ω2i and ω
3
i , i = 1, . . . , 4, in the
problem (10)–(18) are set to 4, while all other weighting parameters in the problem (10)–(18) are equal to 1, and ε is fixed
at 0.02.
Another more important feature of Algorithm 4 is that many of the scenario probabilities determined by the LP moment
matching model (10)–(18) equal to zero, which means that we can greatly reduce the size of the tree by the moment
matching method. To further demonstrate this advantage of Algorithm 4, we carry out a series of experiments by specifying
different tree structures, and compare the node number of the scenario tree generated by Algorithm 4 with that of the
scenario tree generated by theK-means clustering approaches, Algorithm1orAlgorithm2. Table 7 displays the node number
at each stage of different scenario trees. As one can see, the LP moment matching based Algorithm 4 always reduces the
scenario tree to a much smaller tree and maintains the statistical properties as close as possible to those of the original
process. The latter advantage can be deduced from the pairwise absolute deviation values in the last column of Table 7.
These advantages are very important for the solution of complex decision problems under uncertainty, they ensure that we
can find the optimal decision through solving a much smaller deterministic programming problem.
We have also aggregated the fan-liked tree by using Algorithms 2 and 4 with the modified K-means clustering method.
For the convenience of comparison, we adopt the same branching structures as prescribed above. The first four order
central moments of the scenario trees generated by these two algorithms are listed in Tables 5 and 6. Comparing these
results with those in Tables 1 and 2, we can find the similar characteristics as those with the preceding experiment, the
statistical properties of the scenario tree generated by Algorithm 4 are much closer to those of the original vector data
process than those obtained by Algorithm 2. The total absolute deviations between the statistical properties of the scenario
tree generated with Algorithm 4 or Algorithm 2 and those of the original fan tree are 0.0058 and 0.0110, respectively. The
moment deviation under Algorithm 4 is less than half of that under Algorithm 2. Meanwhile, the size of the scenario tree
generated by Algorithm 4 is much smaller than that got by Algorithm 2, as one can easily see from the node numbers of the
scenario trees at different stages in Table 7.
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Table 5
The mean, third and fourth central moments of the scenario trees generated by Algorithms 2 and 4.
Moment Stage Algorithm 2 Algorithm 4
PHA FIN PET MET PHA FIN PET MET
M
1 −0.0021 0.0001 −0.0007 0.0002 −0.0021 0.0001 −0.0007 0.0002
2 0.0016 0.0002 0.0016 0.0016 0.0016 0.0002 0.0016 0.0016
3 0.0018 0.0009 0.0018 0.0019 0.0018 0.0009 0.0018 0.0019
4 0.0016 0.0007 0.0017 0.0021 0.0016 0.0007 0.0017 0.0021
S(1.0E− 005)
1 0.0065 0.2299 0.0060 0.0122 −0.0045 −0.1758 −0.0441 −0.0638
2 0.0592 0.4986 0.0691 0.0819 0.0300 0.5181 −0.3341 −0.6154
3 0.0486 0.2114 −0.0953 −0.1204 0.0064 0.3024 −0.6005 −0.1034
4 −0.0356 −0.3283 0.1089 0.1579 −0.0484 −0.3071 0.0866 0.1545
K(1.0E−004)
1 0.0004 0.0184 0.0017 0.0030 0.0006 0.0305 0.0028 0.0048
2 0.0043 0.1037 0.0106 0.0148 0.0103 0.1209 0.0193 0.0209
3 0.0122 0.1595 0.0207 0.0227 0.0204 0.1897 0.0379 0.0284
4 0.0238 0.2120 0.0313 0.0281 0.0372 0.2458 0.0440 0.0348
Table 6
The covariance matrices of the scenario trees generated by Algorithms 2 and 4.
Stage Algorithm 2 Algorithm 4
1
0.0002 0.0005 0.0003 0.0003 0.0002 0.0006 0.0003 0.0004
0.0005 0.0012 0.0007 0.0008 0.0006 0.0016 0.0009 0.0011
0.0003 0.0007 0.0004 0.0004 0.0003 0.0009 0.0005 0.0006
0.0003 0.0008 0.0004 0.0005 0.0004 0.0010 0.0006 0.0007
2
0.0004 0.0005 0.0005 0.0005 0.0008 0.0005 0.0008 0.0007
0.0005 0.0020 0.0009 0.0011 0.0005 0.0027 0.0009 0.0013
0.0005 0.0009 0.0007 0.0007 0.0008 0.0009 0.0010 0.0009
0.0005 0.0011 0.0007 0.0007 0.0007 0.0013 0.0009 0.0009
3
0.0007 0.0005 0.0007 0.0006 0.0010 0.0005 0.0010 0.0008
0.0005 0.0024 0.0009 0.0012 0.0005 0.0028 0.0009 0.0013
0.0007 0.0009 0.0009 0.0008 0.0010 0.0009 0.0011 0.0009
0.0006 0.0012 0.0008 0.0009 0.0008 0.0013 0.0009 0.0009
4
0.0009 0.0005 0.0009 0.0007 0.0010 0.0005 0.0010 0.0007
0.0005 0.0026 0.0009 0.0013 0.0005 0.0028 0.0009 0.0013
0.0009 0.0009 0.0010 0.0009 0.0010 0.0009 0.0011 0.0009
0.0007 0.0013 0.0009 0.0010 0.0007 0.0013 0.0009 0.0010
If we compare the statistical results of the above two groups of experiments with those of the original data process in
Tables 1 and 2, it is obvious that the first ordermoment is perfectly matched, which is consistent with the theoretical results
in Propositions 1 and 2. On the other hand, the deviation of the statistical properties caused by Algorithm 2 is somewhat
larger than that caused by Algorithm 1. This is because that the distance function in the modified K-means procedure takes
thewhole path information into consideration,while the last part of a path is not usedwhen calculating statistical properties.
Another interesting observation is that, as displayed in Table 7, the size of the scenario tree generated by Algorithm 4 with
the modified K-means clustering procedure is very often smaller than that of the tree generated by Algorithm 4 with the
traditional K-means approach, but the difference is not large. Finally, for the K-means methods, the smaller the size of the
desired scenario tree is, the larger the deviation of the statistical properties would be. This is rather natural in terms of the
K-means clustering principle and confirms the current conclusions in [2,19]. However, the corresponding deviation would
be greatly decreased if the LPmomentmatchingmodel (10)–(18) is used to determine the node probability, and at the same
time, the scale of the scenario tree becomes rather moderate.
To verify the robustness of the above conclusions, we also generate some three stage scenario trees with different
branching structures by using proposed methods. Table 8 shows the node number at each stage of the generated scenario
tree, and the total absolute deviation of statistical properties. Comparing these results with those in Table 7, the same
conclusions can be observed and the detailed demonstration is thus omitted. Furthermore, to intuitively illustrate the
advantages of Algorithm 4, Fig. 5 depicts a 3-stage symmetric scenario tree with the branching structure (8, 5, 3) generated
from a fan-liked tree with 15000 paths by Algorithm 1 or Algorithm 2, the scenario trees generated by Algorithm 4 with
the traditional and modified K-means clustering approaches, respectively, are depicted in Figs. 6 and 7. From the trees in
these three figures, we can see that the scenario trees generated by Algorithm 4 are much more sparse than those got with
Algorithm 1 or Algorithm 2.
It can be seen from Tables 7 and 8 that the four kinds of the moments of the scenario trees generated by Algorithm 4
do not perfectly match with those target values as there are some deviations. The main reasons for this phenomenon
are: as an overall optimization method for multi-stage scenario tree generation, Algorithm 4 aims to generate a scenario
tree with the prescribed structure as a whole; just as demonstrated in [12] and other papers, it is extremely difficult for
the overall optimization method, like Algorithm 4, to achieve a perfect match of considered moments when it is used to
generate general multi-stage scenario trees. In Algorithm 4, the multi-stage scenario tree is generated in two main steps,
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Table 7
The stage-wise node numbers and deviation values of the 4-stage scenario trees
under different tree structures.
Branching Method Stage Deviation
0 1 2 3 4
(10, 8, 5, 3) Algorithm1 1 10 80 400 1200 0.0086Algorithm4 1 9 37 78 156 0.0017
(10, 8, 5, 3) Algorithm2 1 10 80 400 1200 0.0110Algorithm4 1 7 20 46 94 0.0058
(12, 7, 4, 3) Algorithm1 1 12 84 336 1008 0.0092Algorithm4 1 12 34 70 140 0.0018
(12, 7, 4, 3) Algorithm2 1 12 84 336 1008 0.0108Algorithm4 1 10 28 60 120 0.0063
(8, 5, 3, 2) Algorithm1 1 8 40 120 240 0.0129Algorithm4 1 8 20 41 82 0.0077
(8, 5, 3, 2) Algorithm2 1 8 40 120 240 0.0136Algorithm4 1 7 20 40 80 0.0082
Table 8
The stage-wise node numbers and deviation values of different 3-stage
scenario trees got with different algorithms.
Branching Method Stage Deviation
0 1 2 3
(15, 9, 6) Algorithm1 1 15 135 810 0.0044Algorithm4 1 13 38 76 0.0012
(15, 9, 6) Algorithm2 1 15 135 810 0.0062Algorithm4 1 9 31 63 0.0026
(12, 7, 5) Algorithm1 1 12 84 420 0.0054Algorithm4 1 11 29 61 0.0015
(12, 7, 5) Algorithm2 1 12 84 420 0.0071Algorithm4 1 10 27 55 0.0034
(8, 5, 3) Algorithm1 1 8 40 120 0.0079Algorithm4 1 8 21 44 0.0047
(8, 5, 3) Algorithm2 1 8 40 120 0.0088Algorithm4 1 8 19 40 0.0049
Fig. 5. The 3-stage scenario tree with the branching structure (8, 5, 3).
the branching structure and the nodes of the scenario tree are first determined by using the K-means clustering method,
then the probabilities of the scenarios of the tree are determined by solving an LP problem. This ‘‘two stage’’ structure will
affect the final precision of the moment matching and make it difficult to achieve a perfect match. This difficulty also exists
in papers like [11,12]. In practice, the target moments are either specified from historical data or set by the judgment of
experts and investors, this usually results in some inconsistencies in those specifications, which makes it impossible to
obtain a perfect match either. Anyway, the deviation sizes in Tables 7 and 8 are rather small, which should be acceptable
in practice. What is more important, the deviation sizes in our revised paper are much smaller than those corresponding
deviations in papers such as [11,12,14].
As a concrete application, we plot for each chosen financial index the corresponding return tree according to its return
rates. Figs. 8 and 9 depict the scenario trees generated by Algorithm 4 with the traditional K-means clustering method
and the modified K-means clustering method, respectively. Here, the return rate at the root node is set to 0 for simplicity.
The tree structures in these two figures show that the scenario tree generated by Algorithm 4 with the traditional K-means
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Fig. 6. Scenario tree generated by Algorithm 4 with K-means.
Fig. 7. Scenario tree generated by Algorithm 4 with modified K-means.
Fig. 8. Scenario trees of financial indexes generated by Algorithm 4 with K-means.
clusteringmethod has nearly the same return range at different stages,while the corresponding return ranges of the scenario
tree generated by Algorithm 4 with the modified K-means clustering method expand with the evolution of the tree. This
enhancement is due to that the modified K-means clustering approach takes the whole path property into account when
determining the scenario nodes, the traditional K-means clustering method does not account for this point. The return
range expansion in Fig. 9 reflects the fact that the farther in the future, the greater the uncertainty, which coincides with
our intuition. From this point of view and considering the multi-period nature of the simulated paths, Algorithm 4 with
the modified K-means clustering procedure should be the best for generating the general multi-stage scenario tree. It
simultaneously takes the time and random dependencies of the data process into consideration.
It is worthwhile to point out here that the K-means clustering approaches may fail to work in later stages when the size
of the desired scenario tree is large. For example, this situation occurred once in a while during the generation process of a
4-stage scenario tree with the branching structure (12, 7, 4, 3). Nevertheless, this trouble can be easily avoided by restarting
the K-means clustering method due to its stochastic nature. To examine this phenomenon, we have also tested the scenario
tree generation algorithms by considering other fan trees with 10000 and 20000 simulated paths, respectively. For the fan
treewith 10000 paths, the K-means clustering approaches failmore frequently during the generation process of the scenario
trees with the branching structures (12, 7, 4, 3) and (10, 8, 5, 3), respectively. Nevertheless, this phenomenon does not occur
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Fig. 9. Scenario trees of financial indexes generated by Algorithm 4 with modified K-means.
for the fan tree with 20000 paths. Therefore, if the size of the desired scenario tree is relatively large, we should either
increase the number of the simulated paths or introduce a re-starting mechanism in the K-means clustering procedure.
Last but not least, to avoid the failure of the K-means approaches, we can also use the sequential generation method
Algorithm 3 to generate the multi-stage scenario tree. In fact, we have also carried out a series of experiments about the
comparison of Algorithm3with Algorithm1 or Algorithm2, just likewhatwe have done for Algorithm4. Because the overall
conclusions for Algorithm 3 are rather similar to what reported for themethods in [13], the detailed results are not reported
here due to the space limitation. We just mention that: the main advantage of Algorithm 3 over the approaches in [13] and
other relevant methods is that it becomes much easier and faster for Algorithm 3 to select suitable scenario nodes, due to
the LP moment matching framework.
3.2. Application to the portfolio management problem
To test the performance of our new scenario generation methods, we consider the following stochastic linear goal
programming model in [13] for the multi-period portfolio management problem.
min
T
t=1
λ−t
Nt
kt=1
pktt d
−kt
t
(R0)t
(19)
s.t. x0 +
m
i=1
yi,0 = W0, (20)
ykti,t =

ya(kt )i,t−1 + vb,a(kt )i,t−1 − vs,a(kt )i,t−1

Rkti,t , i = 1, . . . ,m, (21)
xktt =

xa(kt )t−1 −
m
i=1
(1+ θbi)vb,a(kt )i,t−1 +
m
i=1
(1− θsi)vs,a(kt )i,t−1

R0, (22)
m
i=1
ykti,t + xktt + d−ktt − d+ktt = Gt , (23)
v
s,k0
i,0 ≤ yi,0, vb,a(kt )i,t−1 ≥ 0, vs,a(kt )i,t−1 ≥ 0, xktt ≥ 0, yktt ≥ 0, (24)
d+ktt ≥ 0, d−ktt ≥ 0, kt = 1, . . . ,Nt , t = 1, . . . , T . (25)
Here, xt and yi,t , i = 1, . . . ,m, denote the investments in the risk-less asset andm risky assets at stage t , respectively, R0 and
Ri,t , i = 1, . . . ,m, are their total return rates. θbi and θsi denote the unit transaction cost for buying and selling the ith risky
asset, respectively. Gt is the investor’s target wealth at the beginning of period t , d
−kt
t and d
+kt
t denote the negative deviation
and positive deviation of the wealth at stage t relative to the target Gt at node kt . The coefficient vector λ− = (λ−1 , . . . , λ−T )
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Table 9
The values of different criteria corresponding to the optimal decision under different scenario trees generated by Algorithm 1.
Branching ESG PSG EW
t = 1 t = 2 t = 3 t = 1 t = 2 t = 3 t = 1 t = 2 t = 3
(10, 9, 8) 1579.60 2129.80 2631.40 0.9479 0.9209 0.8927 1001420.00 1002878.00 1004381.00
(12, 9, 8) 1580.28 2123.48 2622.18 0.9656 0.9044 0.8804 1001419.72 1002889.24 1004404.46
(14, 9, 8) 1581.70 2119.77 2613.62 0.9724 0.8955 0.8763 1001418.30 1002893.57 1004410.13
(16, 9, 8) 1583.01 2106.58 2565.55 0.9846 0.9150 0.8534 1001416.99 1002906.03 1004476.71
(18, 9, 8) 1582.35 2116.40 2606.94 0.9780 0.9149 0.8671 1001417.65 1002891.30 1004415.02
(20, 9, 8) 1582.97 2115.98 2579.21 0.9808 0.9137 0.8820 1001417.03 1002898.29 1004455.08
(25, 9, 8) 1581.07 2122.94 2608.40 0.9701 0.9219 0.8756 1001418.93 1002885.34 1004422.91
(30, 9, 8) 1583.47 2105.78 2547.11 0.9827 0.9137 0.8451 1001416.53 1002920.02 1004520.90
(30, 8, 7) 1583.42 2095.99 2546.57 0.9825 0.8996 0.8451 1001416.58 1002922.80 1004508.18
Table 10
The values of different criteria corresponding to the optimal decision under different scenario trees generated by Algorithm 4 with
the K-means clustering method.
Branching ESG PSG EW
t = 1 t = 2 t = 3 t = 1 t = 2 t = 3 t = 1 t = 2 t = 3
(10, 9, 8) 1578.10 2048.90 2323.40 0.9575 0.8688 0.8007 1001421.90 1003015.59 1004889.56
(12, 9, 8) 1578.77 2052.96 2382.00 0.9700 0.8882 0.7904 1001421.22 1002982.54 1004733.29
(14, 9, 8) 1579.69 2074.08 2399.96 0.9652 0.8660 0.7811 1001420.31 1002976.81 1004708.94
(16, 9, 8) 1581.97 1950.56 2231.67 0.9573 0.8282 0.7618 1001414.82 1003108.78 1004898.40
(18, 9, 8) 1580.67 2051.11 2354.90 0.9499 0.8437 0.7967 1001419.24 1002991.91 1004800.43
(20, 9, 8) 1580.91 1956.02 2303.91 0.9275 0.8678 0.7798 1001419.04 1003100.46 1004915.08
(25, 9, 8) 1580.52 2032.13 2336.21 0.9381 0.8519 0.7892 1001419.48 1003002.86 1004795.03
(30, 9, 8) 1582.71 2000.21 2266.40 0.9547 0.8187 0.7666 1001407.01 1003054.21 1004934.00
(30, 8, 7) 1582.91 2042.86 2422.33 0.9754 0.8847 0.8108 1001409.11 1002952.98 1004599.49
is theweight put onto the down-sided deviations in different periods. The superscript kt means the kt th node of the scenario
tree at stage t , a(kt) stands for the ancestor node of the node kt at stage t − 1. In real applications, the investor may possess
both the risk-less asset and some risky assets at the initial time, the constraints (20) and (24) in the above model reflect this
fact and extend the corresponding constraints in the model in [13].
When copingwith financial optimization problems via the scenario tree approach, a critical issue is that the scenario tree
must be arbitrage-free [20]. A necessary condition to preclude the arbitrage opportunity is that the branching number from
each non-leaf node of the scenario tree must be greater than or equal to the number of the assets considered in the portfolio
management problem [20]. For our new scenario generation method, it is easy to satisfy this condition by simply utilizing
the parameter ε in the model (10)–(18) to control the branching number from each non-leaf node of the scenario tree. For
example, if we set ε = 1− 1n in (16), there will be at least n branches from each non-leaf node in the generated scenario tree.
After the scenario tree is generated, we can resort to the testing method in [21] to detect whether there exists an arbitrage
opportunity under the generated scenario tree. If the arbitrage opportunity appears, we re-generate the scenario tree from
a new simulated fan tree.
In the following experiments, we consider 3-period portfolio management problems. PHA, FIN, PET and MET introduced
in the last subsection are selected as risky assets, and there is one risk-less asset, whose return rate is set to 1.0014. The
unit transaction costs for buying and selling risky assets are 0.001 and 0.002, respectively. We set ε = 1 − 17 . It is worth
noting that, if we letW0 = 1 in problem (19)–(25), the decision variables will stand for proportions of thewealth invested in
different assets. For simplicity, the initial investment in the risk-less asset is chosen as 1000000, and the initial investments
in risky assets are 0. The stage-wise target wealths in problem (19)–(25) is selected as G = (1003 000, 1005 000, 1007 000),
the weight vector is λ− = (15, 5, 1).
First of all, we examine the impact of different tree structures and different scenario tree generation algorithms on the
performance and robustness of the multi-period investment strategy. The corresponding results are shown in Tables 9–12.
Here, to reflect the performance of the multi-period investment strategy under different scenario tree generation methods,
we compute the resulting expected shortfall with respect to (w.r.t) goal (ESG), the associated probability of shortfall w.r.t
goal (PSG) and the expected wealth (EW), which can be easily derived from the optimal solution of problem (19)–(25).
As we can see from these tables, values of ESG, PSG and EW in the first stage are rather stable under different scenario
tree generation algorithms. This stability property of the examined criterion still maintains to some extent in later stages.
This observation demonstrates that the proposed scenario tree generation methods possess good out-of-sample stability or
convergence property [22] from a numerical point of view.
If we compare the results got with the K-means method, Algorithm 1 in Table 9 with those results in Table 10 got with
Algorithm 4 with K-means method, it is easy to see that, although the relevant criterion values are nearly the same in the
first stage, at stages 2 and 3, the values of ESG and PSG in Table 10 tend to be less than those corresponding values in Table 9,
and the EWs in Table 10 are greater than the counterparts in Table 9. The similar phenomenon can be observed in Tables 11
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Table 11
The values of different criteria corresponding to the optimal decision under different scenario trees generated by Algorithm 2.
Branching ESG PSG EW
t = 1 t = 2 t = 3 t = 1 t = 2 t = 3 t = 1 t = 2 t = 3
(10, 9, 8) 1577.22 1484.68 837.97 0.9161 0.6097 0.2945 1001422.78 1014225.32 1021124.54
(12, 9, 8) 1578.69 1120.32 686.38 0.9193 0.4991 0.2695 1001421.31 1015602.82 1019970.68
(14, 9, 8) 1578.18 1223.87 668.26 0.9275 0.5278 0.2662 1001421.82 1014964.28 1021939.45
(16, 9, 8) 1577.49 1229.61 722.77 0.9351 0.5315 0.2747 1001422.51 1014888.15 1021025.29
(18, 9, 8) 1579.64 1284.50 711.73 0.9414 0.5455 0.2641 1001420.36 1016017.35 1022720.45
(20, 9, 8) 1579.03 1253.45 722.32 0.9449 0.4991 0.2498 1001420.97 1015641.39 1021061.03
(25, 9, 8) 1576.89 1184.48 671.07 0.9633 0.5019 0.2303 1001423.11 1019623.26 1022720.85
(30, 9, 8) 1579.19 1242.22 704.50 0.9691 0.5341 0.2441 1001420.81 1018213.02 1022994.14
(30, 8, 7) 1580.81 1186.33 706.37 0.9745 0.5007 0.2412 1001419.19 1017184.17 1020865.87
Table 12
The values of different criteria corresponding to the optimal decision under different scenario trees generated by Algorithm 4with
the modified K-means clustering method.
Branching ESG PSG EW
t = 1 t = 2 t = 3 t = 1 t = 2 t = 3 t = 1 t = 2 t = 3
(10, 9, 8) 1576.34 1462.18 812.79 0.9463 0.6173 0.3031 1001423.66 1014964.92 1017485.98
(12, 9, 8) 1574.58 1138.21 719.44 0.8571 0.4576 0.2462 1001425.31 1017544.78 1021969.42
(14, 9, 8) 1575.24 1171.33 463.48 0.8571 0.4918 0.2201 1001422.80 1017014.16 1022759.57
(16, 9, 8) 1572.61 1139.53 765.93 0.8757 0.4965 0.2223 1001426.66 1016469.33 1022226.10
(18, 9, 8) 1574.67 1141.58 802.71 0.8704 0.4887 0.2563 1001425.11 1016173.41 1020222.14
(20, 9, 8) 1574.68 1023.08 711.34 0.8813 0.4191 0.2132 1001425.32 1019658.52 1024662.66
(25, 9, 8) 1572.39 1287.68 603.93 0.9093 0.5283 0.2314 1001427.25 1021105.04 1022337.61
(30, 9, 8) 1574.48 1095.08 718.81 0.9506 0.5080 0.2461 1001424.92 1017914.74 1024253.35
(30, 8, 7) 1575.99 1008.75 711.18 0.9518 0.4368 0.2301 1001423.96 1020105.85 1024280.78
and 12. These facts show that the optimal investment strategy obtained from the scenario tree generated by Algorithm 4
usually achieve higher expected wealths and lower risk than those corresponding investment strategies got by Algorithm 1
or Algorithm 2.
If we compare results in Table 11with those in Table 9, we can find that, the optimal strategies obtained from the scenario
tree generated by the modified K-means method, Algorithm 2, could yield higher expected wealths and lower ESGs than
those corresponding investment strategies got from theK-means approach, Algorithm1.Meanwhile, the ESGvalue in Table 9
increases as the stage t increases, while it decreases with respect to t in Table 11. This is because that the scenario tree
generated by Algorithm 2 is much near to its mean at earlier stages (see Figs. 8 and 9), good decisions in earlier stages could
make a smaller loss in later stages. However, the scenario tree generated by Algorithm 2may lose extremal events in earlier
stages (see Fig. 9), and lead to progressive decisions at earlier time points. Compared with that, the decisions derived from
the scenario tree generated by the K-means method are more moderate. As for the selection of Algorithm 1 or Algorithm 2
in real applications, it depends on the risk preference of the investor. The similar conclusions can be derived from Tables 10
and 12, but the results obtained from Algorithm 4 are much better than those got by Algorithm 1 or Algorithm 2.
Except for affecting the performance of the final investment strategy, the size of the scenario tree naturally affects the
scale of the resulting multi-period portfolio management problem and its solution cost. To investigate this influence, we
examine the stage-wise node numbers, given the branching structure, of the scenario tree generated by different algorithms
and the time spent to solve the resultingmulti-period portfolio management problems. The corresponding results are listed
in Tables 13 and 14. It is obvious to see from these two tables that Algorithm 4 can not only produce scenario trees with
much smaller sizes, but can significantly reduce the time to solve the resulting investment decision problem.
To further verify the super performance and stability of Algorithm 4 when it is applied to the multi-period portfolio
management problem, we have generated 50 scenario trees by Algorithm 4 with the same branching structure (16, 9, 8)
from 50 fan-liked scenario trees, and solved the corresponding portfolio management problems (19)–(25) based on the
generated scenario trees. The variations of the optimum value of problem (19)–(25) with respect to 50 generated scenario
trees are shown in Fig. 10, in which the dotted line corresponds to those optimum values derived from Algorithm 4with the
K-means clusteringmethod, the real line corresponds to those optimum values derived from Algorithm 4with themodified
K-means clustering method. From this figure, we can see that the optimum values are quite stable, which is consistent with
the in-sample stability property. This is a fact that good scenario generators should possess [22]. In a word, all the above
results sufficiently show the superiority of Algorithm 4 for general multi-period scenario tree generation.
Last but not least, we would like to show the advantages of our scenario generation algorithms over other methods,
especially when they are applied to multi-period portfolio management problems. For this purpose, we compare the effects
of Algorithm 4 with the K-means clustering method and the scenario generation approach in [13]. Here, we consider the
scenario trees with the branching structure (12, 9, 8). The four kinds of the moments (mean, variance–covariance, skewness
and kurtosis) of the scenario tree generated by Algorithm 4 are not the same as those by the approach in Ji et al. [13]. It is
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Table 13
The stage-wise node numbers of different 3-stage scenario trees got with
different algorithms and the time spent to solve the corresponding decision
problem.
Branching Method Stage Time (s)
0 1 2 3
(10, 9, 8) Algorithm1 1 10 90 720 1.19Algorithm4 1 10 75 538 0.89
(12, 9, 8) Algorithm1 1 12 108 864 2.05Algorithm4 1 12 92 653 1.00
(14, 9, 8) Algorithm1 1 14 126 1008 2.58Algorithm4 1 13 97 690 0.81
(16, 9, 8) Algorithm1 1 16 144 1152 3.27Algorithm4 1 13 98 695 1.24
(18, 9, 8) Algorithm1 1 18 162 1296 3.19Algorithm4 1 13 98 697 1.09
(20, 9, 8) Algorithm1 1 20 180 1440 6.28Algorithm4 1 14 103 728 2.27
(25, 9, 8) Algorithm1 1 25 225 1800 7.66Algorithm4 1 18 131 926 2.67
(30, 9, 8) Algorithm1 1 30 270 2160 8.69Algorithm4 1 17 123 870 2.97
(30, 8, 7) Algorithm1 1 30 240 1680 7.70Algorithm4 1 21 153 1071 3.49
Table 14
The stage-wise node numbers of different 3-stage scenario trees got with
different algorithms and the time spent to solve the corresponding decision
problem.
Branching Method Stage Time (s)
0 1 2 3
(10, 9, 8) Algorithm2 1 10 90 720 1.25Algorithm4 1 10 75 535 0.74
(12, 9, 8) Algorithm2 1 12 108 864 1.81Algorithm4 1 11 83 589 0.77
(14, 9, 8) Algorithm2 1 14 126 1008 2.55Algorithm4 1 13 99 704 0.99
(16, 9, 8) Algorithm2 1 16 144 1152 3.22Algorithm4 1 14 107 757 1.50
(18, 9, 8) Algorithm2 1 18 162 1296 3.50Algorithm4 1 15 115 815 2.03
(20, 9, 8) Algorithm2 1 20 180 1440 6.28Algorithm4 1 15 113 804 2.47
(25, 9, 8) Algorithm2 1 25 225 1800 7.03Algorithm4 1 19 139 984 2.78
(30, 9, 8) Algorithm2 1 30 270 2160 8.64Algorithm4 1 19 142 1004 3.59
(30, 8, 7) Algorithm2 1 30 240 1680 7.02Algorithm4 1 22 157 1099 3.48
difficult and not necessary to do so since the approach in [13] is essentially a single-stage scenario tree generation method.
Aswe know, formulti-period decision problems based on the scenario tree, themainmotivation is to find a robust first stage
decision. Therefore, themost important information is the optimal decisions at earlier stages.We list in Table 15 the optimal
decisions at first twoperiods of the problem (19)–(25) based on the scenario tree generated byAlgorithm4with the K-means
clustering method and the approach in [13], respectively. Here, a positive (negative) number indicates the investor buys
(sells) the corresponding risky asset. Under each scenario, the first row shows the optimal decisions based on the scenario
tree generated by Algorithm 4, the second row shows the corresponding results got from the scenario tree generated by the
approach in [13]. The optimal investment decisions at the initial stage are almost the same under two scenario generation
methods, the investor buys only the risky asset ‘‘PET’’. That is because that the expected return of ‘‘PET’’ in the first stage,
1.0033, is the largest among expected returns of four indexes, which are 1.0025,1.0016,1.0033 and 1.0024, respectively.
The similarity in the optimal investment decision at the initial time between two examined methods is due to that both of
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Fig. 10. Variation of the optimum value of the decision problem with respect to scenario trees generated by Algorithm 4 with the (modified) K-means
clustering method.
Table 15
Optimal decisions at the root node and at stage 1 got from the scenario trees generated by Algorithm 4 and the
approach in [13].
Scenario Stage 0 Stage 1
PHA FIN PET MET PHA FIN PET MET
1 0.00 0.00 24465.87 0.00 0.00 0.00 −23608.67 0.000.00 0.00 25917.91 0.00 0.00 0.00 0.00 0.00
2 0.00 0.00 24465.87 0.00 0.00 0.00 −23511.64 0.000.00 0.00 25917.91 0.00 0.00 0.00 20790.99 0.00
3 0.00 0.00 24465.87 0.00 50975.57 0.00 0.00 0.000.00 0.00 25917.91 0.00 0.00 0.00 7159.70 0.00
4 0.00 0.00 24465.87 0.00 0.00 0.00 −22594.37 0.000.00 0.00 25917.91 0.00 0.00 7088.65 55546.03 0.00
5 0.00 0.00 24465.87 0.00 0.00 0.00 −23935.69 0.000.00 0.00 25917.91 0.00 0.00 0.00 −18974.02 0.00
6 0.00 0.00 24465.87 0.00 0.00 0.00 0.00 0.000.00 0.00 25917.91 0.00 0.00 0.00 −25330.63 0.00
7 0.00 0.00 24465.87 0.00 2938.12 0.00 0.00 0.000.00 0.00 25917.91 0.00 0.00 37985.76 −24518.86 0.00
8 0.00 0.00 24465.87 0.00 0.00 0.00 −849.03 0.000.00 0.00 25917.91 0.00 0.00 6049.75 0.00 0.00
9 0.00 0.00 24465.87 0.00 0.00 0.00 −9719.65 0.000.00 0.00 25917.91 0.00 0.00 22030.88 −25601.44 0.00
10 0.00 0.00 24465.87 0.00 0.00 24100.48 −23784.84 0.000.00 0.00 25917.91 0.00 0.00 43616.09 −25218.88 0.00
11 0.00 0.00 24465.87 0.00 0.00 55944.98 −23133.36 0.000.00 0.00 25917.91 0.00 0.00 0.00 −24838.13 0.00
12 0.00 0.00 24465.87 0.00 0.00 0.00 −14181.09 0.000.00 0.00 25917.91 0.00 0.00 0.00 −5473.95 0.00
them are based on themoment matching principle and theymatch the expected return perfectly. Nevertheless, the optimal
investment decisions at later stages are obviously different under two methods, as one can see from the optimal decisions
at stage 1 in Table 15. The optimal value of the problem (19)–(25) and the final expected wealth got from the scenario tree
generated by the approach in [13] are 37103.29 and 1004717.36, respectively, while these two values obtained from the
scenario tree generated by Algorithm 4 are 36023.08 and 1004821.00. Therefore, with our new scenario generationmethod,
the investor can find more robust and superior investment strategy, which can help him to further reduce the down-side
risk and earn higher final expected wealth. This fact and its convenience and flexibility in the selection of the scenario nodes
and the control of the branching structure make our methods far superior than the approach in [13].
We have also carried out a series of experiments to test the impact of different target wealths G, theweight vector λ− and
the branching structure of the scenario tree on the performance of the optimal investment strategy of problem (19)–(25)
under our new scenario generation methods and existing methods. Since the overall conclusions are consistent with those
found in [13], we would not show those results here due to the space limitation.
According to our numerical experiences, all of the algorithms proposed in this paper are easy to implement, and
Algorithms 3 and 4 have the best performance. In practice, using which of these two algorithms to generate the scenario
tree would depend on the properties of the real decision problem and the risk preference of the investor.
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4. Conclusion
By modifying the distance function used in the traditional K-means clustering analysis, we first present a modified
K-means clustering procedure, which takes the time dependency of the simulated paths into account, to generate the
scenario tree. Based on the K-means clustering analysis, a sequential LP moment matching method is proposed to generate
the multi-stage scenario tree. To wholly control the statistical properties of the scenario tree and to enhance the overall
performance, we finally propose a generic LP moment matching algorithm for the general multi-stage scenario tree
generation by combining simulation, clustering and LP moment matching skills. We have introduced a group of simple but
effective constraints to ensure the least branching number from each non-leaf node of the scenario tree, which overcomes
the shortcomings in the current literature and is very important for real applications.
The practicality and efficiency of proposed newmethods are demonstrated through numerical experiments. The scenario
trees generated byour algorithms, especially Algorithm4, havemoderate sizes, and the statistical properties of the generated
scenario tree are rather close to those of the original data process. Empirical applications to the multi-period portfolio
management problem not only show that superior and stable investment strategies can be obtained with Algorithm 4
while significantly reducing the solution time, but also demonstrate that our new methods possess better in-sample and
out-of-sample robustness. By improving the existing LP based moment matching method, it becomes much easier for our
new algorithms to find the global optimum and to efficiently generate the general multi-stage scenario tree. The detailed
numerical analyses and comparisons sufficiently show the advantages of Algorithm 4, which can thus be used to generate
multi-stage scenario trees for solving complex multi-stage decision problems under uncertainty.
In our new model, we use a parameter to enforce that the generated scenario tree satisfies the necessary condition of
no-arbitrage, which is somewhat simple but a little rough. Other more elaborate conditions can be introduced to ensure the
specific number of branches (with non-zero probabilities) from each non-leaf node of the scenario tree, one possible way
is to introduce integer variables into the LP problem. Another interesting topic is to apply our new scenario tree generation
methods to complex and large multi-period decision problems such as the large-scale financial optimization problems. All
these topics are left for future research.
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