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Abstract
The uncontrolled usage of hashtags in social media makes them vary a lot in the quality
of semantics and the frequency of usage. Such variations pose a challenge to the current
approaches which capitalize on either the lexical semantics of a hashtag by using metadata
or the contextual semantics of a hashtag by using the texts associated with a hashtag. This
thesis presents a hybrid approach to clustering hashtags based on their semantics, designed
in two phases. The first phase is a sense-level metadata-based semantic clustering algo-
rithm that has the ability to differentiate among distinct senses of a hashtag as opposed to
the hashtag word itself. The gold standard test demonstrates that sense-level clusters are
significantly more accurate than word-level clusters. The second phase is a hybrid semantic
clustering algorithm using a consensus clustering approach which finds the consensus be-
tween metadata-based sense-level semantic clusters and text-based semantic clusters. The
gold standard test shows that the hybrid algorithm outperforms both the text-based algo-
rithm and the metadata-based algorithm for a majority of ground truths tested and that
it never underperforms both baseline algorithms. In addition, a larger-scale performance
study, conducted with a focus on disagreements in cluster assignments between algorithms,
shows that the hybrid algorithm makes the correct cluster assignment in a majority of
disagreement cases.
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The theme of this thesis is concerning clustering of hashtags in social media.
A hashtag is defined as “a word or phrase preceded by the symbol ‘#’ that classifies
or categorizes the accompanying text (such as a tweet)” [13]. ‘#’ or the pound sign has
been used in information technology to highlight special meaning, for example, before cer-
tain keywords in C programming language. Chris Messina first proposed to use the ‘#’
sign on Twitter in August 2007, to tag topics of interest [16] and the rest is history. Now
hashtags are used in social media for all sorts of reasons – to tell jokes, follow topics, put
advertisements, collect consumer feedback, and much more. McDonald’s created hashtag
#Mcdstories to collect consumer feedback. #OccupyWallStreet, #ShareaCoke and #Na-
tionalFriedChickenDay are just a few examples of many successful hashtag campaigns.
Twitter is the first social media platform that introduced hashtags, and is used as the
representative social media in this thesis. It is estimated that, as of Janurary 2016, Twitter
has about 332 million active monthly users uploading 500 million tweets per day. A tweet
is a string up to 140 characters, and most tweets contain one or more hashtags in them.
Clustering is a well-known data mining technique for dividing items into groups (or
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“clusters”) such that items within the same cluster tend to be more similar to each other
than those in different clusters [35]. Clustering is commonly used as a text classification
technique [9], and, as asserted by Vicient and Moreno [32], clustering of hashtags is the
first step in the classification of tweets given that hashtags are used to index those tweets.
Therefore, it can be argued that classification of tweets benefits from accurate clustering of
hashtags.
On average, 6000 micro-messages are posted per second [30] on Twitter alone, mak-
ing social media arguably the best source of timely information. Social media analysts
use clusters of hashtags as the basis for more complex tasks [14], such as retrieving rele-
vant tweets [14, 17], tweet ranking, sentiment analysis [33], data visualization [1], semantic
information retrieval [24], and user characterization. Therefore, the accuracy of hashtag
clustering is important to the quality of the resulting information in those tasks.
Hashtag clustering has real world impacts. For instance, it can be used to improve
the user engagement in social media activities. Social media websites typically use posts
(e.g., tweets) on “home timelines” to increase the level of user engagement. Posts may
appear on a user’s home timeline for a number of reasons – because they are shared by
the user’s direct contacts, because they are publicly disseminated as popular posts, and
because they are advertisements sponsored by commercial entities. Given that a hashtag
is a viable representation of the posts, accurate clustering of hashtags can improve the
content rendering of those timelines for certain users by introducing posts that are beyond
their social network but relevant to their interests as gauged by the hashtags in their posts.
In another instance, the categorization of users, resulting from clustering their posts by
hashtag, can help advertisement agencies find new potential customers.
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1.2 Challenges
Tweet texts are completely open-ended and there is no control over the contents at all.
For instance, according to Pear Analytics, 40.1% of tweets are “pointless babble” [8]. The
consequence is poor linguistic quality of tweets (including hashtags), and it makes natural
language processing techniques ineffective for hashtag clustering. Hence, methods that
utilize other means to identifying semantics of hashtags are needed.
There are two major approaches to clustering hashtags. One approach identifies the
lexical semantics of hashtags from external resources (i.e., “metadata”) independent of the
tweet messages themselves [32]. The other approaches does that from the tweet texts (i.e.,
“data”) accompanying hashtags [2, 24, 27, 26, 1, 14, 18] by identifying their contextual
semantics [19].
Performance of the metadata-based approach depends on two factors – metadata quality
and hashtag quality. It is out of question that the quality of the metadata (i.e., external
resources looked up) has a direct impact on the performance. As important, with no
syntactic or semantic control over the message content, it is common that hashtags contain
errors and abbreviations, thus hampering metadata search quality because of poor quality
of the input to search.
To the best of our knowledge, the work by Vicient and Moreno [32, 31] is the only one
that uses this approach for semantic clustering of hashtags. This approach has the advantage
of being immune to poor linguistic quality of tweet messages that contain hashtags, but has
the disadvantage of being sensitive to the quality of metadata or match between them and
hashtags. In a related note, the work by Vicient and Moreno has another problem in that
it makes clustering decisions at the word level while the correct decision can be made at
the sense (or “concept”) level (more on this in Section 5).
There have been more works using the text-based approach [2, 24, 27, 1, 26, 14, 18].
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In this approach, tweet messages are compared using the bag-of-words model [10]. The
performance of text-based approach depends largely amount of text associated with the
hashtag. This bag-of-words model approach has the advantage of being largely unaffected
by poor linguistic quality of hashtag and being able to span across all languages (including
slang/informal languages).
It, however, has the disadvantage of working well only on common hashtags, as uncom-
mon hashtags do not have enough tweet messages associated (more on this in Section 2.5).
As cited by Tsur, Littman, and Rappoport [27], the 1000 most popular hashtags, which
comprise 0.003% of all distinct hashtags, cover about 43% of over 400 million tweets – this
puts the performance of the bag-of-words approach in question for the remaining 99.997%
of hashtags.
The current approaches to semantic hashtag clustering do not possess the versatility
needed to produce accurate clusters under varying circumstances, that is to say, all com-
mon and rare English language hashtags with varying semantic quality. The sources of
hashtag semantics used in the current approaches are orthogonal to each other and their
performances are complementary to each other. Hence, this thesis aims to combine the two
approaches into a hybrid approach.
By considering both external resources and internal text messages for clustering pur-
pose, the hybrid approach benefits from both means. The resulting hybrid algorithm thus
possesses the versatility the current approaches lack. Such an algorithm unburdens the user
from deciding which algorithm to use for accurate results when there is no ground truth




Primarily, lack of consideration of both sources (i.e., metadata and data) for identifying
the semantics of hashtags and, secondarily, lack of ability to differentiate between different
meanings (i.e., senses) of the same word are major shortcomings of the existing approaches.
So, the proposed hybrid approach is embodied in two phases. In the first phase, by devising
a more accurate sense-level meta-data based semantic clustering algorithm enhanced from
the word-level clustering algorithm by Vicient and Moreno [32], we make it into an ideal
candidate for our hybrid algorithm.
In the second phase, we design a hybrid algorithm using two algorithms, each repre-
senting the two approaches, as the baselines. The first baseline is the sense-level semantic
hashtag clustering algorithm designed in the first phase. The second baseline is the text-
based semantic hashtag clustering algorithm adapted from the bag-of-words model based
algorithms by Muntean et al. [14] and Tsur et al. [27, 26].
Outputs of these two baseline algorithms are input to the hybrid algorithm. This hybrid
algorithm is based on the concept of consensus clustering, as a mere intersection of the two
outputs would be too restrictive and not scalable (if more baseline algorithms were to be
introduced later).
1.4 Summary of results
For the performance of sense-level versus word-level semantic clustering in the first phase
of thesis work, experimental results using gold standard testing show a 26% gain in terms
of the weighted f-score, where the weight is the size of a ground truth cluster.
Our hybrid clustering algorithm was evaluated using two different experiments – a gold
standard test and a “pairwise disagreement” test. In addition, we presented anecdotal
examples from the clustering results. The gold standard testing showed that the hybrid
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algorithm outperformed either of the two baseline algorithms for most ground truth datasets
and that it never underperformed both baseline algorithms. The pairwise disagreement test
was done with a focus on the instances of disagreement occurring in clustering decision
between hybrid and the baseline algorithms, where a decision was made for each pair of
hashtags, that is, whether to cluster them together or separate. A result showed that the
hybrid clustering made the right cluststering decision more than 90% of the time.
1.5 Contributions
We claim two main contributions in this thesis. First, this thesis improves and builds on
the method presented by Vicient and Moreno [32], which uses metadata for lexical semantic
clustering of English hashtags, to form clusters at the sense level instead of word level.
Second, as the primary work of this thesis, it presents a hybrid approach that considers
both lexical semantics (using the power of sense-level semantic clustering) and contextual
semantics (using the power of text-based clustering through the bag-of-words model). The
hybrid algorithm holds up as competitive under different situations and outperforms for a
tweet dataset that does not specifically favor either clustering approach.
1.6 Organization
The remainder of the thesis is organized as follows. Chapter 2 provides some background
knowledge. Chapter 3 presents related work on the hashtag clustering problem. Chapter 4
discusses the baseline algorithms used in the design of the sense-level semantic clustering al-
gorithm and the hybrid semantic clustering algorithm. Chapter 5 presents the details of the
sense-level semantic clustering algorithm and its evaluation against the baseline algorithm
of word-level semantic clustering. Chapter 6 presents the details of the hybrid algorithm
and its evaluation against the two baseline algorithms. Chapter 7 summarizes the thesis
6




This chapter provides some background knowledge needed for readers to understand this
thesis.
2.1 Wordnet – synset hierarchy and similarity
measure
Wordnet is a free and publicly available lexical database of English [28] language. It groups
English words into sets of synonyms called synsets. Each word in Wordnet must point to at
least one synset, and each synset must point to at least one word. Hence, there is a many-
to-many relationship between synsets and words [31]. Synsets in Wordnet are interlinked by
their semantics and lexical relationships, which results in a network of meaningful related
words and concepts. Examples of a few lexical and semantic relationships between synsets
are shown below.
• hypernyms: A is a hypernym of B if every B is a (kind of) A (e.g., feline is a hypernym
of cat).
• hyponyms: A is a hyponym of B if every A is a (kind of) B (e.g., cat is a hyponym of
8
Concept Meaning
desert.n.01 arid land with little or no vegetation
abandon.v.05 leave someone who needs or counts on you; leave
in the lurch
defect.v.01 desert (a cause, a country or an army), often
in order to join the opposing cause, country, or
army
desert.v.03 leave behind
Table 2.1: Example concepts in a synset for the word “desert” and their meanings.
feline).
• meronym: A is a meronym of B if A is a part of B (e.g., wall is a meronym of room).
Table 2.1 shows an example synset. The synset contains 4 different concepts, where a
concept is a specific sense of a word – e.g., “desert” meaning “arid land with little or no
vegetation”, “desert” meaning “to leave someone who needs or counts on you”. All of these
concepts are linked to each other using the semantic and lexical relationships mentioned.
For example “oasis.n.01”(meaning “a fertile tract in a desert”) is a meronym of “desert.n.01”
i.e, “oasis.n.01” is a part of “desert.n.01”.
Given this network of relationships, Wordnet is frequently used in automatic text anal-
ysis through the application program interface (API). (The API is provided as a part of
Natural Language Toolkit (NLTK) [15], which is a leading platform for building Python
programs to work with human language data.) There are different API functions that allow
for the calculation of semantic similarity between synsets, and the Wu-Palmer [36] similar-
ity measure is used in this thesis in order to stay consistent with the baseline algorithm
by Vicient and Moreano[32]. In a lexical database like Wordnet synset database, where
concepts are organized in a hierarchical structure , the Wu-Palmer similarity between two
concepts C1 and C2, denoted as simWP (C1, C2), is defined as
simWP (C1, C2) =




where LCS(C1, C2) is the least common subsumer (i.e., lowest common ancestor) of C1 and
C2 in the hierarchy of synsets. In Wu and Palmer [36], the formula for calculating the
similarity is thus given as 2N3N1+N2+2N3 where N1 is the number of nodes on the path from
C1 to C3 (≡ LCS(C1, C2)), N2 is the number of nodes on the path from C2 to C3, and N3
is the number of nodes on the on the path from C3 to the root.
This Wordnet functionality is used to calculate the semantic similarity between hash-
tags in this thesis, that is, by grounding hashtags to specific concepts (called “semantic
grounding”) and calculating the similarity between the concepts.
Note that some hashtags cannot be semantically grounded (e.g., #fgddfdv – there is
no English word this matches to, or a brand name like “Honda“ that can not be found
in a dictionary). In addition, some hashtags may be incorrectly grounded – for example,
grounding ‘4’ in #date4fun to the number 4 is most likely incorrect because 4 represents
the word “for” and hence more appropriate grounding is with the word fun than with the
number 4. The context will then determine which concept is truly the representative of the
hashtag in a tweet.
2.2 Wikipedia – auxiliary categories
Wikipedia is by far the most popular crowd-sourced encyclopedia. As mentioned above, not
all hashtags can be grounded semantically using Wordnet because many of them are simply
not legitimate terms found in Wordnet (e.g. #Honda)This situation is where Wikipedia
can be used to look up those hashtags. Wikipedia provides auxiliary categories for each
article. For example, when Wikipedia is queried for categories related to the page titled
“Honda”, it returns the following auxiliary categories. [32, 34].
[Automotive companies of Japan',







Auxiliary categories can be thought of as categories the page belongs to. In this example,
if we are unable to look up the word “Honda” on Wordnet, then, through the help of these
auxiliary categories, we can relate the term to Japan, Automotive, Company, etc. There
are several open source Wikipedia APIs available to achieve this purpose – for example, the
Python library “wikipedia”.
2.3 Consensus clustering – a consensus-graph
approach
Output clusters of a clustering algorithm can vary significantly depending on the choice
in various factors such as the algorithm used for clustering, the attribute based on which
distances are calculated, and the seed value (if any) given to the algorithm. Thus, given
such different clustering outputs for the same dataset, consensus clustering aims to find
clusters that are in some sense a better fit to the dataset through a consensus-building
process to combine the different clustering outputs.
In this thesis, we use a variant of consensus clustering that is based on the concept
of consensus graph and meta-clustering, that is, clustering using a consensus clustering
graph [37, 6]. This method is a simple form of consensus clustering, and is adequate enough
for our purpose of building a hybrid based on only two clustering outputs. (At the same
time, this method is extendable to incorporate theoretically an infinite number of clustering
outputs and can be tuned to generate the best set of clusters.)
To perform consensus clustering, it first creates a consensus graph, where each node
11

3/3 2/3 0/3 1/3
2/3 3/3 0/3 0/3
0/3 0/3 3/3 0/3
1/3 0/3 0/3 3/3

Figure 2.1: Example similarity matrix representing consensus graph of four items, built from three
different clustering outputs
represents a cluster item and each edge represents a pair of cluster items. Each edge (i, j),i 6=
j, has a weight representing the similarity between the two items i and j, specifically defined
as tij/n where tij is the number of clustering outputs that contain the items i and j in
the same cluster and n is the number of different clustering outputs considered. Once a
consensus graph is created, then clustering is performed using the graph, that is, using the
adjacency matrix representation of the graph as the similarity matrix. Shown in figure 2.1
is an example of a similarity matrix representing a consensus graph of 4 items and built
from 3 different clustering outputs. Each element in this matrix is the weight tij defined
above.
2.4 Hierarchical clustering
Hierarchical clustering is a viable approach to cluster analysis, and is particularly suitable
for the purpose of hashtag clustering in this thesis for a few reasons. First, the approach
does not require apriori information about the number of clusters. (The number of outputs
clusters is not known in most real applications.) Second, it is suited to the taxonomic
nature of language semantics. Third, it facilitates a fair comparison with one of baseline
algorithms used in this thesis, that is, the algorithm by Vicient and Moreano [32], which
also uses hierarchical clustering.
There are two popular strategies for hierarchical clustering – bottom-up (or agglomerate)
and top-down (or divisive). In bottom-up strategy, each element starts in its own cluster
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and two clusters are merged to form one larger cluster as the clustering process moves up
the hierarchy. In top-down strategy, all elements start in one cluster and one cluster is split
into two smaller clusters as the clustering process moves down the hierarchy. Bottom-up
strategy is used in this thesis because it is conceptually simpler than top-down [11].
For bottom-up strategy, several distance measurement methods are available to provide
linkage criteria for building up a hierarchy of clusters. Among them, nearest point method
and unweighted pair group method with arithmetic mean (UPGMA) are used most com-
monly, and are used in this thesis. Nearest point method calculates the distance between
two clusters Cu and Cv as
d(Cu, Cv) = min{dist(ui, vj)|ui ∈ Cu ∧ vj ∈ Cv} (2.2)





|Cu| × |Cv| (2.3)
where |Cu and |Cv| denote the number of elements in clusters Cu and Cv, respectively.
To generate output clusters, “flat clusters” are extracted from the hierarchy. There are
multiple possible criteria to do that [5], and in this thesis we use the distance criterion.
That is, given either of the distance measures discussed above, flat clusters are formed from
the hierarchy when items in each cluster are no farther than a distance threshold.
2.5 Vector space model
Vector space model is an algebraic model used to represent text documents. Each dimension
in the vector space corresponds to a separate term in the vocabulary, where vocabulary is
a list of all possible terms. If a document contains the term, its value in the vector is non-
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zero. In the classic vector space model, known as term frequency inverse document frequency
(tf-idf), the weight of a term is a function of the frequency of its local occurrences within
the document and the frequency of its global occurrences across documents. Specifically,
given a set D of documents containing N terms, the weight vector Vd of a document d is
Vd = 〈wt1,d, wt2,d, ..., wtN ,d〉 where each weight wti,d (i = 1, 2, ..., N) is calculated as
wti,d = tfti,d · log
|D|
|{d′|d′ ∈ D ∧ ti ∈ d′}| (2.4)
where tfti,d is the frequency of the term ti in the document d and log
|D|
|{d′|d′∈D∧ti∈d′}| is
the inverse document frequency, where |D| is the number of text documents in D and
|{d′|d′ ∈ D ∧ ti ∈ d′}| is the number of documents containing the term ti.
The similarity between two documents dp and dq in D is then calculated using the cosine















Normally, a vector space model is complemented with a corpus of common stop words
that hold little or no meaning when calculating the similarity between documents. In
addition, stemming is used to allow for more accurate word matching. Further performance
enhancements can be made by not including words that occur in only a small portion of
documents or occur in a large portion of documents when calculating distance. These added
measures allow for better matching and reduce the feature space, avoid over-fitting, and
help protect against spelling mistakes by not considering uncommon words [2, 24, 17, 14].
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2.6 Precision, recall, and f-score
The main clustering performance criterion in this thesis is in the accuracy of clusters in the
output. To this end, the accuracy metrics commonly used in clustering research are used
in this thesis – f-score, in conjunction with its two basis metrics, recall and precision.
In the description of these metrics below, a “correct hashtag” refers to a hashtag (i.e.,
cluster item) belonging to the “correct” cluster. Here, a “correct” cluster is the cluster
that the hashtag belongs to in the provided ground truth clusters (i.e., ground truth to be
presented in Section 5.3 and Section 6.3.1).
The recall score of a cluster is defined as the ratio of the number of correct hashtags
that are in the cluster to the number of correct hashtags that should be in the cluster (i.e.,
that are in the ground truth cluster). So, with respect to a ground truth cluster Gj , the




The precision score of a cluster is defined as the number of correct hashtags in the cluster
to the number of all hashtags in the cluster (whether correct or not). So, with respect to a




The f-score, which is based on recall and precision, is defined as follows.
f-score(Ci, Gj) = 2× recall(Ci, Gj)× precision(Ci, Gj)recall(Ci, Gj) + precision(Ci, Gj) (2.8)
This f-score is calculated for each pair of a cluster in the ground truth cluster set and
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a cluster in the evaluated algorithm’s output cluster set. Then, the final f-score resulting
from the comparison of the two cluster sets is obtained in two different ways, depending on
the purpose of the evaluation. For the purpose of evaluating a single output cluster, the
pairwise maximum f-score is used as the final score. Given an output cluster Ci matched
against a ground truth cluster set G, the pairwise maximum f-score, fm-score, is obtained
as follows.
fm-score(Ci,G) = max{f-score(Ci, Gj)|Gj ∈ G ∧ f-score(Ci, Gj) > 0} (2.9)
where the pairwise matching is one-to-one between C and G.
On the other hand, for comparing overall accuracy of the entire set of clusters, the
weighted average of pairwise maximum f-scores is used instead, where each pairwise maxi-
mum f-score is weighted by the size of the matching ground truth cluster. Thus, given an
output cluster set C and the matched ground truth cluster set G, the weighted average of
pair-wise maximum f-scores, fa-score, is calculated as follows.
fa-score(C,G) =
∑n
i=1(f-score(Ci, Gmi )× |Gmi |)∑n
i=1 |Gmi |
(2.10)
where Gmi (∈ G) is the ground truth cluster that gives the maximum f-score matching with
the cluster Ci (∈ C).
2.7 Tweet data sets
Two datasets are used in this thesis for experiments in the evaluation of algorithms. They
are referred to as the Symplur dataset and the random dataset, respectively. The Symplur
dataset is domain-specific with a focus on the healthcare domain, and is mission-specific
with the mission of making “the use of Twitter more accessible for providers and the health-
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care community as a whole.” [25]. In contrast, the random dataset encompasses multiple
arbitrary domains and is completely open-ended, grabbing all tweet message indiscrimi-
nately.
The Symplur dataset was acquired from the Symplur Healthcare Hashtag Project [22]
by randomly (and manually) extracting tweets. It contains 2,910 tweets and 1,010 hashtags
altogether. The Random dataset is made of approximately 72 million tweets collected from
January 2014 to January 2015, whereby tweet messages available from all user accounts
through the Twitter API were randomly collected with no selection bias.
The two datasets are contrasted in two key aspects. First, hashtags in the Symplur
dataset tend to show clearer semantics, compared with the random dataset which contains
many hashtags showing ambiguous or even misleading semantics. Second, the random
dataset contains a variety of more common hashtags (i.e., hashtags that have more tweets
associated to them) and provides a more unbiased picture of hashtags in the Twitterspere.
These contrasts are expected, given the distinction between the two datasets in terms of
the focuses of their domains and the missions of their operations (or lack of them).
2.8 Summary
In this chapter, first an overview was given on how Wordnet and Wikipedia are used in
this thesis for the purpose of semantic grounding. Second, the concepts of consensus clus-
tering, hierarchical clustering, and vector space model were introduced as relevant to the
design of the hybrid clustering algorithm in this thesis. In addition, distance measurement
methods used in the hierarchical clustering algorithm and the similarity measure used in
the vector space model were presented. Third, clustering performance measures used in
the experiments were introduced. The measures are based on the f-score, which is one of
the best-suited measures for text classification [2] and is well-suited for hashtag clustering
evaluation as well. Lastly, two datasets used in the experiments, Symplur and random,
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In Chapter 1 we introduced two sources for identifying the semantics of a hashtag as the
literal semantics extracted from metadata and the contextual semantics inferred from data
(i.e., texts) containing the hashtag [19]. In this chapter, we discuss other work related to
the two hashtag clustering approaches based on the two sources of hashtag semantics.
3.1 Metadata-based semantic clustering
There exist few works done on metadata-based semantic clustering in social media. Metadata-
based semantic clustering of hashtags by Vicient and Moreno [32] is the only work addressing
exactly this topic. They use Wordnet and Wikipedia as the metadata source for finding
the lexical semantics of a hashtag. In addition, Costa et al. [2] addressed the problem of
classifying tweets using metadata. They use a crowd sourcing platform to provide meta-
data in the form of clusters of hashtags, upon which the solution to tweet classification is
built. Despite the limited work closely related to the problem of metadata-based hashtag
clustering or hashtag-based classification, metadata is a useful resource to overcome the
limitations coming from lack of quality in the data or complexity of the problem to solve.
More broadly, there are two well-known projects that drew much attention and are be-
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lieved to have made use of much metadata for solving the complex problem of, for example,
understanding the semantics of human languages. IBM’s Watson, a question-answering
supercomputer, is said to have memorized an urban dictionary [29] – metadata – in order
to understand informal slang in human language. Microsoft Tay [23], an artificially intel-
ligent tweeting bot launched by Microcoft and marketed as “The AI with zero chill”, was
very good at communicating in natural language. Although the algorithms used are not
public, undoubtedly an extensive amount of metadata would be required to understand
natural language. Both these highly intelligent “machines” have the ability to understand
slang (most likely through metadata), which shows the importance of involving metadata
to tackle informal language.
3.2 Text(data)-based semantic clustering
Text-based clustering of hashtags is a relatively well-addressed topic. It focuses on the tweets
accompanying hashtags as the source of contextual semantics [19]. Representing tweets as
a bag of words (a.k.a. vector space model, introduced in Section 2.5) and processing them
as such [27, 26, 14, 18, 1, 2] seems to be the most popular and commonly used approach to
clustering hashtags or classifying tweets. In this section we first discuss related works that
use the bag-of-word model to cluster hashtags or classify tweets and further discuss some
other text-based clustering methods.
Tsur et al. [27, 26] and Muntean et al. [14] use the text-based approach for hashtag
clustering purposes. They append tweets that belong to each unique hashtag into a unique
document called “virtual document”. These documents are then represented as vectors in
the vector space model.
Rosa et al. [18] and Bhulai et al [1] create topical clusters instead of hashtag clusters
using the same bag of words model, where topics are predefined. In their work, an interesting
issue spins around the inclusion of documents expanded from the links embedded in tweets.
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Rosa et al. [18] found that by expanding URL found in tweets, the performance of clustering
actually degrades. They attribute the degradation to off-topic contents found in web pages
linked through the URLs. Moreover, it is known that clustering large documents using the
bag-of-words model is a challenging task, as stated by Inderjit et al. [3]. For these reasons,
we did not employ this expansion approach in the thesis work, either.
Costa et al [2] use the solution to a hashtag clustering problem as the basis of their tweet
classification problem. They classify a tweet as belonging to a specific hashtag based on the
similarity of the tweet with tweets belonging to the same hashtag. Park and Shin [17] use
a similar approach for tweet search purposes.
Vector space model (or the bag-of-words model) seems to be the most popular method for
text-based clustering of hashtags. Further developments to the basic bag-of-words model
have been used in some related works. A number of researchers [2, 14, 17] reduced the
feature space in a bag-of-words model through stemming and the removal of stop words,
and the same was done in this thesis work (see Section 2.5).
Further, for datasets that are gathered based on some co-occurrence pattern, graph-
based models [33, 24] are used instead of the vector space model. Wang et al. [33] use the
clustering based on co-occurrence of hashtags for sentiment analysis purposes. Teufl and
Kraxberger [24] similarly, through a graph-based model, use the co-occurrence based on
words in a tweet for event detection purposes. In addition, Stilo and Paola [20] clustered
hashtag “senses” based on their temporal co-occurrence with with other hashtags. The term
“sense”in their work is different from the lexical sense used in this paper.
3.3 Summary
In this section we discussed work related to social media hashtag clustering. Given the two
major approaches in hybrid semantic clustering – metadata-based semantic clustering and
text(data)-based semantic clustering – relevant work related to each of these approaches
21
were discussed. To the best of our knowledge, there is no existing work in social media




In this chapter, we present two algorithms upon which our proposed hybrid clustering al-
gorithm has been designed. One algorithm, presented in Section 4.1, clusters hashtags by
their lexical semantics identified from metadata, i.e., dictionaries and sources other than
micro-message texts. We call is meta-data based semantic clustering. The other algorithm,
presented in Section 4.2, clusters hashtags by their contextual semantics identified from
terms included in data, i.e., micro-message texts themselves. We call it text-based clus-
tering [27]. In addition, we compare the strengths and weaknesses of these two baseline
algorithms in Section 4.3.
Table 4.1 summarizes the terms used in this thesis related to these two baseline algo-
rithms.
4.1 Metadata-based (word-level) semantic clus-
tering of hashtags
We have adopted the semantic clustering approach proposed by Vicient and Moreano [32]
specifically for hashtags. This approach uses Wordnet and Wikipedia as the metadata
for identifying the lexical semantics of a hashtag. The distance between two hashtags is
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Category BaselineMetadata-based Text-based




Name of output clusters of
the algorithm
Matadata-based clusters Text-based clusters
Type of semantics used in
the algorithm
Lexical semantics Contextual semantics




Data, i.e., tweet texts ac-
companying a hashtag
Table 4.1: A summary of terms regarding the hashtag semantic clustering algorithms.
calculated based on their lexical semantics identified through metadata hence the name of
“metadata-based semantic clusters”. Source codes of their algorithms were not available,
and therefore we implemented the approach described in Vicient’s PhD dissertation [31] to
the best of our abilities using the algorithms and descriptions provided.
There are three major steps in their semantic clustering algorithm [32]: (a) semantic
grounding, (b) similarity matrix construction, and (c) semantic clustering. Algorithm 1
summarizes the steps.
In the first stage (i.e., semantic grounding), each hashtag is looked up in Wordnet. If
there is a direct match, that is, the hashtag is found in Wordnet, then it is added as a single
candidate synset, and, accordingly, all the concepts (or senses) (see Section 2.1) belonging
to the synset are saved in the form of a list of candidate concepts related to the hashtag.
We call this list LCh. If, on the other hand, the hashtag is not found in Wordnet, then the
hashtag is split into multiple terms (using a word segmentation technique) and, then, the
leftmost term is dropped sequentially until either a match is found in Wordnet or there is
no more term left.
For each hashtag that was not found from Wordnet (i.e., of which the LCh is empty), it
is looked up in Wikipedia. If a match is found in Wikipedia, the auxiliary categories (see
Section 2.2) of the article are acquired. Main nouns from the auxiliary categories are then
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Input: list H of hashtags
Output: clusters
procedure metadataClustering
Stage 1 (Semantic grounding):
Step 1: For each hashtag h ∈ H perform Step 1a.
Step 1a: Look up h from Wordnet. If h is found then append the synset of h to a
list (LCh). Otherwise segment h into multiple words and drop the leftmost word
and then try Step 1a again using the reduced h until either a match is found from
Wordnet or no more word is left in h.
Step 2: For each h ∈ H that has an empty list LCh, look up h in Wikipedia. If an
article matching h is found in Wikipedia, acquire the list of auxiliary categories for
the article, extract main nouns from the auxiliary categories, and then, for each main
noun extracted, go to Step 1a using the main noun as h.
Stage 2 (Similarity matrix construction): Discard any hashtag h that has an
empty LCh. Calculate the maximum pairwise similarity between each pair of lists
LChi and LChj (i 6= j) using any ontology-based similarity measure.
Stage3 (Clustering): Perform clustering on the distance matrix (1’s complement
of the similarity matrix) resulting from Stage 2.
Algorithm 1: Semantic hashtag clustering [32].
looked up in Wordnet, and if a match is found, we save the concepts by appending them
to the list LCh; this step is repeated for each main noun. As a result, LCh can contain
hundreds of concepts depending on how many main nouns were present in the auxiliary
categories. Note that each hashtag has its own unique list (LCh) of concepts.
In the second stage (i.e, similarity matrix construction), first, hashtags associated with
an empty list of concepts are discarded; in other words, hashtags that did not match any
Wordnet entry, either by themselves or by using word segmentation technique, and also had
no entry found in Wikipedia are discarded. Then, using the remaining hashtags, i.e., those
each of which has a list (LCh) containing at least one concept in it, semantic similarity
is calculated between each pair of them. Any ontology-based measure can be used, and
Wu-Palmer measure [36] (see Section 2.1) has been used in our work to stay consistent with
the original work by Vicient and Moreano [32].
Specifically, the similarity between two hashtags, hi and hj , is calculated as the maxi-
mum pairwise similarity (based on the Wu-Palmer measure) between one set of concepts in
25
LChi and another set of concepts in LChj . Calculating the similarity this way is expected
to find the correct sense of hashtag (among all the sense/concepts in LCh).
Finally, in the third stage (i.e., clustering), any clustering algorithm can be used to clus-
ter hashtags based on the similarity matrix obtained in the second stage. In this paper, we
use hierarchical clustering which was used in the original work by Vicient and Moreano[32].
In Chapter 5, we will present an improved algorithm, where we redesign Stage 2 (i.e,
similarity matrix construction) of this algorithm.
4.2 Text-based clustering of hashtags
Text-based clustering of hashtags uses the terms in the text containing a hashtag to calculate
distance between hashtags. Resulting distance is called the contextual distance, as it is based
on contextual semantics of the hashtag[19]. We adopted the approach proposed by Tsur et
al. [27, 14], called the Scalable Multi-Stage Clustering of tagged Micro-Messages (SMSC)
algorithm. This algorithm is meant to cluster tweets, but the first part of the algorithm
can be used to cluster hashtags.
Text-based hashtag clustering algorithm, adopted from the first part of the SMSC al-
gorithm and augmented with stemming and stop word removal capabilities, is outlined in
Algorithm 2.
An interesting note is that if a tweet message contains more than one hashtag, it is
added to multiple virtual documents. So, if two or more hashtags co-occur in significant
number of tweets, their virtual documents will be similar to one other because they contain
a lot of same tweet messages. Algorithm 2 thus can also indirectly capture co-occurrence
relationship among hashtags.
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Input: Set of Tweets, set of hashtags
Output: Text-based flat clusters
procedure textClustering
Stage1: Given a collection D of tweet messages and a set T of tags appearing in D,
create a set of virtual documents D′. The number of virtual documents in D′ is |T | –
the number of tags in T . Each virtual document pertinent to a hashag t, dt ∈ D′, is
a concatenation of all tweet messages in D that contain the hashtag t. If a tweet
message d contains more than one hashtag, then it is concatenated to more than one
virtual document in D′.
Stage2: Remove common stop words from the virtual documents and apply word
stemming techniques. Each virtual document dt is now represented as a feature
vector based on the words in it using TF-IDF.
Stage3: Perform hierarchical clustering on these documents using cosine similarity
measure between the vectors of the documents (see Equation 2.5 in Section 2.5).
Stage4: Extract flat clusters from the hierarchical clusters using a tunable distance
threshold.(see Section 2.4.)
Algorithm 2: Text-based clustering of hashtags [27].
4.3 Strengths and weaknesses of the baseline
algorithms
Each of the two baseline algorithms has its own strengths and weaknesses. We briefly
outline them here at a conceptual level.
In semantic clustering of hashtags, dictionaries (e.g., lexical database, encyclopedia),
referred to as metadata, are a source of lexical semantics and are crucial to generating quality
clusters. Its strength stems from the fact that much of the quality of semantic clustering
output depends on the literal meaning of hashtags that can be found from these metadata,
aside from how hashtags are used in microblogs. Besides, its reliance on metadata makes it
an extensible approach, as the quality of clustering output will improve as metadata sources
improve. Crowdsourced websites like Wikipedia continue to improve over time. With the
popularity of hasthags, metadata sources are springing up online to contain the meaning
of hashtags themselves. Urban dictionary (http://www.urbandictionary.com) and hashtag
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dictionary (http://hashtagdictionary.com) are a few examples.
These positive aspects can also work against the approach. Its heavy reliance on meta-
data and word-breaking is not always successful in decoding the meaning of a hashtag (which
is not restricted by any rule) correctly, and often times more validation is needed to handle
hashtags that are complex and grammatically incorrect. For tweet messages in a controlled,
specific user space and possibly limited to a specific purpose, the semantic clustering ap-
proach can perform considerably well. The tweet messages available from Symplur [22] is
a good example that meets the criteria. It specializes in tweets and hashtags related to
oncology in healthcare domain.
The Text-based semantic clustering of hashtags is contrasted with the metadata-based
approach in that the latter solely relies on the semantics of English language identified
using metadata whereas the former relies on the contents of micro-messages (which can be
referred to as data as opposed to metadata). Text-based clustering hence is a source of
contextual semantics of a hashtag. Its independence from metadata makes the approach
resilient to poor linguistic quality of micro-messages and hashtags.
Its sole dependence on data (i.e. micro-message text), however, can also work against
the approach. It is a common situation in microblogging platforms to have a high number
of unique hashtags, hence not enough data associated to each hashtag. This lack of data to
work with adversely affects the performance of text-based clustering.
Based on the strengths of these two algorithms, they have potential to complement
each other. These complementary abilities are exactly what we exploit to build a hybrid
approach to semantic hashtag clustering in Chapter 6.
4.4 Summary
In this Chapter we presented two baseline algorithms upon which the proposed hybrid
algorithm is built – metadata-based semantic clustering of hashtags and text(data)-based
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semantic clustering of hashtags. Additionally, we discussed the sources of semantics for each




In this thesis work an enhancement was made to the metadata-based semantic clustering
approach presented by Vicient and Moreno [32]. The key enhancement is to measure the
similarity between hashtag pairs at the sense level as opposed to the word level. Both Stage
1 (i.e, semantic grounding) and Stage 3 (i.e, clustering) of the sense level semantic clustering
algorithm are essentially the same as those in the word-level semantic clustering algorithm
(see Algorithm 1 in Section 4.1). So, here, we discuss only Stage 2 (i.e, similarity matrix
construction) of the algorithm, with a focus on the difference in the calculation of maximum
pairwise similarity.
In this chapter, we describe the enhancement made and demonstrate its positive impact
using a toy example. We also justify a claim that the complexity of the Stage 2 algorithm
remains the same in all practical situations. Then, we present an accuracy comparison of
sense-level clustering against word-level clustering.
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5.1 Similarity matrix construction
5.1.1 Word-level versus sense-level similarity
As mentioned in Section 4.1, the similarity between two hashtags hi and hj is defined
as the maximum pairwise similarity between one set of senses in LChi and another set
of senses in LChj . (Recall that LCh denotes a list of senses retrieved from Wordnet to
semantically ground a hashtag h.) This maximum pairwise similarity is an effective choice
for disambiguating the sense of a hashtag and was used to achieve a positive effect in the
word-based approach by Vicient and Moreano [32].
However, we have observed many instances where a hashtag word has multiple senses
and it introduces an error in the clustering result. That is, the word-level algorithm does
not distinguish among different senses of the same word and, as a result, two hashtags are
misjudged to be semantically similar (because they are similar to a third hashtag in two
dissimilar senses) and are included in the same cluster. We have observed that a cluster
tends to be formed centered around a hashtag that takes on multiple senses. Thus, we chose
to explicitly record the sense in which a hashtag is close to another hashtag. This sense-
level handling of hashtag semantics helps us ensure that the incorrect clustering problem of
word-level clustering does not happen. It avoids the formation of clusters that are centered
around a hashtag that has multiple senses.
From the perspective of similarity matching, the incorrectness of word-level hashtag
clustering can be discussed in terms of the triangular inequality, which is a property required
of any correct similarity (or distance) function like the Wu-Palmer measure used in our work.
When we think of edges in a graph depicting sense-level maximum pairwise matching, any
edges forming a triangle at the sense level satisfy the triangular inequality property, but, if
edges are formed at the word level, then there may be formed a false triangle that violates
the property.
31
Figure 5.1 illustrates these issues inherent in the word level compared with the sense
level.
(a) Sense level. (b) Word level.
(Edge weights denote similarity values (= 1 − distance). Assume the minimum similarity threshold
is 0.5. Then, at the sense level (a), two clusters ({H1, H2}, {H1, H3}) should formed because H2 and
H3 are not similar (note 0.1 < 0.5), but, at the word level (b), one cluster {H1, H2, H3} is formed
because it appears as if H2 and H3 were similar via H1. Moreover, the false triangle that appears
to be formed at the word level violates the triangular inequality property because dist(H1, H2) +
dist(H1, H3) < dist(H2, H3).)
Figure 5.1: An illustration of clustering at the word level versus sense level.
5.1.2 Word-level similarity matrix construction
Algorithm 3 outlines the steps of calculating maximum pairwise similarity between hashtags
in the word-level algorithm. One maximum pairwise similarity value is calculated for each
pair of hashtags semantically grounded in the previous stage (i.e., Stage 1) and is entered
into the similarity matrix. The similarity matrix size is |H|2, where H is the number of
hashtags that have at least one sense (i.e., nonempty LCh). Note that the pairwise similarity
comparison is still done at the sense level, considering all senses of the hashtags that are
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input = set H of hashtags h with nonempty LCh
output = pairwise hashtag similarity matrix
Procedure Word-Level_Semantic_Similarity
1 Initialize an empty similarity matrix M[|H|, |H|].
2 Initialize maxSim to 0.
3 for each pair (hi, hj) of hashtags in H do
4 // Calculate the maximum pairwise similarity between hi and hj.
5 for each sp ∈ LChi do
6 for each sq ∈ LChj do
7 Calculate the similarity sim between sp and sq.
8 if sim > maxSim then




13 Enter maxSim into M[i, j].
14 end
Algorithm 3: Word-level semantic similarity matrix construction.
compared.
5.1.3 Sense-level similarity matrix construction
Algorithm 4 outlines the steps of constructing a similarity matrix at the sense-level algo-
rithm. Unlike the case of the word-level algorithm, entries in the similarity matrix are
between senses that make maximum similarity pairs between a pair of hashtags. Since
these senses are not known until the maximum pairwise similarity calculations are com-
pleted, the construction of the similarity matrix is deferred until then. In the first phase (in
Lines 2∼16), for each pair of hashtags, the algorithm saves the pair of senses (hi.sp, hj .sq)
in the maximum similarity pair and the maximum similarity value in the list LHs. Then, in
the second phase (Lines 17∼22), for each triplet element (hi.sp, hj .sq, maxSim) in LHs, the
algorithm enters the maximum similarity value maxSim at the matrix index corresponding
to the pair of senses (hi.sp, hj .sq). This two-phase construction brings two advantages.
First, it enables the algorithm to use exactly the needed number of matrix entries for those
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input = set H of hashtags h with nonempty LCh
output = pairwise hashtag similarity matrix
Procedure Sense-Level_Semantic_Similarity
1 Create an empty list LHs of (hashtag sense pair, pairwise maximum similarity).
2 for each pair (hi, hj) of hashtags in H do
3 // Calculate the maximum pairwise similarity between hi and hj.
4 Initialize maxSim to 0.
5 Initialize maxSimPair to (null, null).
6 for each sp ∈ LChi do
7 for each sq ∈ LChj do
8 Calculate the similarity sim between sp and sq.
9 if sim > maxSim then
10 Update maxSim to sim .




15 Add (maxSimPair, maxSim) to LHs.
16 end
17 // Construct the similarity matrix.
18 Count the number |Sˆ| of distinct hashtag senses in LHs.
19 Initialize a similarity matrix M[|Sˆ|, |Sˆ|] as a 0 matrix.
20 for each triplet (hi.sp, hj .sq, maxSim) in LHs do
21 Update the M[m,n] to maxSim, where (m,n) is the matrix index for (hi.sp,
hj .sq) .
22 end
Algorithm 4: Sense-level semantic similarity matrix construction.
distinct senses that constitute pairwise maximum similarities between hashtags. The size
of the matrix, thus, is |Sˆ|2, where Sˆ is the set of distinct senses in LHs. Second, it enables
the algorithm to add exactly the needed number of entries, that is, |H|2 entries, for each
pair of hashtags into a matrix of size |Sˆ|2, where |Sˆ|2  |H|2. (The remaining entries are
initialized to 0 and remain 0, as they are for pairs of senses that do not represent maximum
similarity pair between any hashtags.)
Since what is clustered are hashtags, although their similarities are measured at the
sense level, a number of interesting points hold. First, we do not need to add similarities
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between all pairs of senses in the similarity matrix. Second, a hashtag may appear in
multiple clusters, where each cluster is formed based on distinct senses of the hashtag, and
therefore the resulting clusters are overlapping.
The sense-level clusters are more accurate than word-level clusters, and make a better
baseline algorithm for the hybrid clustering approach presented in Chapter 6. We explain
this point using an example in Section 5.2.
5.1.4 Complexity
Despite the enhancement achieved by the sense-level algorithm, the run-time and space
complexities of similarity matrix construction remain the same.
Run-time complexity
Both sense-level clustering and word-level clustering algorithms perform the same number
of comparisons, since the word-level clustering does the pairwise maximum similarity com-











|Si| ≤ |Sˆ|2 (5.1)
where H is the set of hashtags, Si and Sj are the sets of distinct senses associated to
hashtags hi and hj , respectively, and Sˆ is the set of all senses belonging to all hashtags in









{|ri|} · |H| (5.2)
where ri is the number of senses associated to a hashtag hi. So, maxhi∈H{|ri|} is an upper
bound on the ratio among all hashtags. This upper bound can be arbitrarily large in theory,
but our observation is that it is no more than a few hundreds in reality and is limited to
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5 to 10 for most individual hashtags. Thus, from Equations 5.1 and 5.2, the running time
complexity is O(|H|2).
Space complexity
In the word-level clustering, there is one distance value entered into the distance matrix
per pair of hashtags, although the similarity comparison is done between senses, and, there-
fore, the size of a distance matrix is O(|H|2), where |H| is the number of hashtags. In
comparison, in the sense-level clustering, one distance value is entered per pair of distinct
hashtag senses in LHs and, therefore, the size of a distance matrix is no more than |Sˆ|2,
which, from Equation 5.2, is no more than |maxhi∈H{|ri|}|2 · |H|2. Given that the value of
|maxhi∈H{|ri|}|2 is order of a few tens of thousands in practice and is limited to 25 to 100
for most individual hashtags, we conclude that the space complexity is still O(|H|2).
5.2 Example
To demonstrate the merit of clustering at the sense level as opposed to the word level, we
made a toy set of hashtags and ran the metadata-based semantic clustering algorithm at
both the word level and the sense level. The hashtags used are #date, #august, #tree, and
#fruit. From Wordnet, we found that there were 3 senses associated with the word august,
13 senses with date, 5 senses with fruit, and 7 senses with tree.
Using the Wu-Palmer similarity measure (explained in Chapter 2) at the word level, we
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obtained the distance matrix shown below.
Hashtag #august #date #fruit #tree
#august 0.000 0.200 0.500 0.667
#date 0.200 0.000 0.100 0.400
#fruit 0.500 0.100 0.00 0.556
#tree 0.667 0.400 0.556 0.000
Then, to perform clustering using the word-level distance matrix as the input, we used
both the nearest neighbor and UPGMA as the measure to calculate distance between newly
formed clusters and the distance threshold for extracting flat clusters from hierarchical
clusters was set to 0.5.
Table 5.1 shows the clusters obtained using the word-level clustering. We see that #au-





Table 5.1: Cluster assignment at the word level.
gust, #date, and #fruit are included in the same cluster in both cases of the distance
measures. This example demonstrates a case in which #date takes on multiple sense iden-
tities and glues together #august and #fruit in the same cluster at the word level although
these two are not similar at the sense level, as shown next.
Now, using the sense-level clustering, out of a total of 28 senses associated with the
four hashtags, the algorithm picked 10 senses shown in Table 5.2. These 10 senses were
picked as a result of maximum pairwise similarity calculations between two sets of senses
belonging to each pair of hashtags. (With 4 hashtags, there are a maximum of 12 senses





) maximum similarity pairs, and in this example case,
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Sense Semantics
august.n.01 the month following July and preceding September
august.a.01 of or befitting a lord
corner.v.02 force a person or animal into a position from which he can not escape
date.n.02 a participant in a date
date.n.06 the particular day, month, or year (usually according to Gregorian calen-
dar) that an even occurred
date.n.08 sweet edible fruit of the date palm with single long woody seed
fruit.n.01 the ripened reproductive body of a seed plant
fruit.v.01 cause to bear fruit
tree.n.01 a tall perennial woody plant having a main trunk and branches forming
a distinct elevated crown; includes both gymnosperms and angiosperms
yield.n.03 an amount of product
(‘n’ stands for noun, ‘v’ stands for verb and ‘a’ stands for adjective.)
Table 5.2: Senses and their semantics (source: Wordnet).
there were duplicate senses, consequently giving 10 distinct senses.) As mentioned earlier,
each of these senses represents the semantics of the hashtag word it belongs to, and thus
makes an entry into the similarity (or distance) matrix input to the hierarchical clustering
algorithm.
The distance matrix obtained from the 10 senses is shown below. The numbers in bold
face are the maximum similarity values entered. Note that distance 1.000 means similarity
0.000.
Hashtagsense august.n.01 august.a.01 corner.v.02 date.n.02 date.n.06 date.n.08 fruit.n.01 fruit.v.01 tree.n.01 yield.n.03
Hashtag august august tree date date date fruit fruit tree fruit
august.n.01 august 0.000 1.000 1.000 1.000 0.200 1.000 1.000 1.000 1.000 1.000
august.a.01 august 1.000 0.000 0.667 1.000 1.000 1.000 1.000 0.500 1.000 1.000
corner.v.02 tree 1.000 0.667 0.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
date.n.02 date 1.000 1.000 1.000 0.000 1.000 1.000 1.000 1.000 0.400 1.000
date.n.06 date 0.200 1.000 1.000 1.000 0.000 1.000 1.000 1.000 1.000 1.000
date.n.08 date 1.000 1.000 1.000 1.000 1.000 0.000 0.100 1.000 1.000 1.000
fruit.n.01 fruit 1.000 1.000 1.000 1.000 1.000 0.100 0.000 1.000 1.000 1.000
fruit.v.01 fruit 1.000 0.500 1.000 1.000 1.000 1.000 1.000 0.000 1.000 1.000
tree.n.01 tree 1.000 1.000 1.000 0.400 1.000 1.000 1.000 1.000 0.000 0.556
yield.n.03 tree 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.556 0.000
Table 5.3 shows the resulting cluster assignments. (The outcome is the same for both
38
distance measures, which we believe is coincidental.) We see that #august and #date
are together in the same cluster and so are #date and #fruit but, unlike the word-level
clustering result, the three of #august, #date, and #fruit are not altogether in the same
cluster. This separation is because, at the sense level, #date can no longer take on multiple
identities as it did at the word level.
Hashtag Hashtag sense Cluster using nearest point Cluster using UPGMA
date date.n.02 1 1
tree tree.n.01 1 1
fruit yield.n.03 2 2
fruit fruit.v.01 3 3
august august.a.01 3 3
tree corner.v.02 4 4
fruit fruit.n.01 5 5
date date.n.08 5 5
august august.n.01 6 6
date date.n.06 6 6
Table 5.3: Cluster assignment at the sense level.
5.3 Evaluation
The focus of evaluating the sense-level clustering algorithm is on the accuracy gained from
the finer granularity of word semantics compared with the word-level algorithm. In this
evaluation, all algorithms were implemented in Python and the experiments were performed
on a computer with OS X operating system, 2.6 GHz Intel Core i5 processor, and 8 GB
1600 MHz DDR3 memory.
With the focus of evaluation on comparing between the sense-level and the word-level of
the same clustering algorithm, deliberate choices were made in the selection of the datasets
and the number of hashtags used in the experiments so that they match those used in the
evaluation of word-level clustering by Vicient and Moreano [32]. They used tweet messages
from the Symplur website, and so we did. As mentioned in Section 2.7, The Symplur tweets
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offer a collection of healthcare hashtags, and these hashtags are ideally suited for semantic
clustering.
We manually gathered a tweet dataset from the Symplur web site (http://www.symplur.
com) [22]. The dataset consists of 1,010 unique hashtags that are included in 2,910 tweets.
The median of the number of tweets per hashtag was two. The distribution of the number
of tweets per hashtag was skewed, and some hashtags occur an unusually large number of
times. (Hashtag occurrences generally follow the power law [14].)
We conducted a gold standard testing and, to enable the test, we prepared a ground truth
based on observed hashtag semantics. Out of the 1,010 hashtags, we manually annotated
the semantics to choose 230 hashtags and classified them into 15 clusters. The remaining
hashtags were classified as noise. Figure 5.2 shows the sizes of the 15 ground truth clusters.
Figure 5.2: Sizes of ground truth clusters.
Figure 5.3 shows the accuracies achieved by the metadata-based semantic clustering
at the word-level and the sense-level. Table 5.4 shows more details, including precision
and recall for individual clusters. From the results we see that every sense-level cluster
outperforms the word-level counterpart (except cluster 1 due to rounding-off difference).
Particularly, the f-scores are zero for word-level clusters 6, 14, and 15, thus bringing the
performance gain to “infinity”. (Word-level clustering did not generate any cluster of size 3
or greater and with the f-score greater than 0.1 that was a best match to clusters 6,14, and
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Figure 5.3: Maximum pairwise f-scores of output clusters from word-level and sense-level semantic
clustering.
Ground truth clusters Sense-level clusters Word-level clusters
Id Size Recall Precision Fm-
score
Size Recall Precision Fm-
score
Size
1 32 0.63 0.65 0.63 31 0.63 0.67 0.65 30
2 26 0.35 0.39 0.37 23 0.31 0.35 0.33 23
3 23 0.39 0.43 0.41 21 0.35 0.19 0.24 43
4 23 0.91 0.84 0.88 25 0.83 0.76 0.79 25
5 22 0.41 0.45 0.43 20 0.41 0.20 0.27 44
6 14 0.21 0.18 0.19 17 n/a n/a n/a n/a
7 14 0.64 0.50 0.56 18 0.64 0.50 0.56 18
8 12 0.25 0.43 0.32 7 0.50 0.24 0.32 25
9 11 0.82 0.39 0.53 23 0.82 0.08 0.14 118
10 11 0.18 0.11 0.14 18 0.09 0.17 0.12 6
11 10 0.40 0.27 0.32 15 0.50 0.08 0.14 59
12 9 0.11 0.25 0.15 4 0.11 0.17 0.13 6
13 9 0.22 0.33 0.27 6 0.22 0.29 0.25 7
14 8 0.13 0.25 0.17 4 n/a n/a n/a n/a
15 6 0.17 0.20 0.18 5 n/a n/a n/a n/a
Table 5.4: Details of gold standard test results.
15.) Further, when all 15 clusters are considered together, the weighted average of maximum




In this chapter, we explained the problem of ambiguities inherent in the word-level dis-
tinction of semantics in the meta-data based semantic clustering algorithm, and introduced
the sense-level enhancement made to avoid the problem. Performance evaluation against
the word-level algorithm showed a 26% gain in weighted average f-score, where sense-level
clustering performed at least as well as word-level clustering for each individual cluster in
the dataset. It was also claimed that the running time and the space requirement remain
about the same in their complexities.
In Chapter 6, we will show how the superiority gained by clustering at sense-level is
transferred to hybrid clustering algorithm.
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Chapter 6
Hybrid Semantic Clustering Algorithm
In this chapter we introduce and explain the hybrid clustering algorithm and show how the
algorithm behaves on different datasets with varying attributes in terms of the number of
tweets and the semantic quality of hashtags.
6.1 Algorithm
Hybrid clustering is essentially consensus clustering (introduced in Section 2.3), where two
different underlying distance matrices are used to form hybrid clusters. The hybrid approach
in this thesis uses two underlying algorithms: (a) sense-level semantic clustering, which is
an enhanced version of word-level semantic clustering algorithm by Vicient and Moreno [32]
and Scalable Multi-stage Clustering by Tsur et al. [27].
The basic idea behind the hybrid clustering algorithm is that the two underlying algo-
rithms complement each other by being strong in the area in which the other algorithm is
weak. Sense-level semantic clustering algorithm produces clusters where a hashtag can be
in multiple clusters with different senses in each cluster. This renders sense-level semantic
clustering particularly suited as an input to the hybrid algorithm since it allows the algo-
rithm to infer the sense in which a hashtag is used. It then uses the power of text-based
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clustering on tweets to finally put the hashtag in a single cluster where its semantics are in
agreement with those of the micro-messages accompanying the hashtag.
Experiments presented in Section 6.3 show the performance of the hybrid approach in
various environments and also prove the approach to be more versatile than either of the two
underlying algorithms individually, thus demonstrating how these two different algorithms
complement each other to hold up the performance together as a hybrid even when one
algorithm performs poorly.
The approach to forming a hybrid of the two separate clustering schemes in this thesis
is called the “meta-clustering” approach [37, 6], which is to cluster using a consensus graph
(see Section 2.3). This is a well-known and established approach to developing a consensus of





1 Extract a list H of semantically groundable hashtags from the input tweets.
2 Invoke metadataClustering(H) (see Algorithm 1) enhanced with the sense-level
similarity matrix construction (see Section 5.1.3) to obtain metadata-based clusters.
3 Invoke textClustering(H, tweets) (see Algorithm 2) to obtain text-based clusters.
4 Create a hybrid similarity matrix and initialize all elements of the matrix to zero.
5 for each pair of hashtags hi and hj in the list of hashtags do
6 if the semantic cluster assignments of hi and hj are the same then
7 Increment similarityij by 0.5 in the hybrid similarity matrix.
8 end
9 if the text-based cluster assignments of hi and hj are the same then
10 Increment similarityij by 0.5 in the hybrid similarity matrix.
11 end
12 end
13 Perform hierarchical clustering on the similarity matrix obtained. // Any
hierarchical clustering algorithm can be used.
Algorithm 5: Hybrid clustering.
The algorithm first builds semantic-based clusters and text-based clusters and then
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builds a hybrid similarity matrix based on the consensus from the two sets of clusters. The
hybrid similarity matrix represents a consensus graph (explained in Section 2.3), which
is an undirected weighted graph where each vertex represents a hashtag and each edge
represents a pair of hashtags. The weight of an edge represents the hybrid distance between
the hashtags represented by the two end vertexes. For each pair of hashtags, hi and hj ,
if they belong to one or more same clusters in semantic clustering, then the similarity is
incremented by 0.5. The same is done for text-based clustering, though this time they
can belong to at most one cluster in common, as hashtags are not replicated in text-based
clustering. Hence, if the hashtags are in the same cluster for both semantic clustering
and text-based clustering, then the similarity becomes 1.0. We can see that, as a result,
in hybrid the similarity can take on only one of three different values, 0.0, 0.5, and 1.0.
Once a hybrid similarity matrix is built, then any clustering algorithm can be used on it to
generate clusters. In this thesis, hierarchical clustering, specifically agglomerate (or bottom
up) clustering, is used (see Section 2.4 for some background). The clustering algorithm
may well use a distance matrix instead of a similarity matrix, where distance is simply a
1’s complement of similarity.
6.2 Example
To illustrate the algorithm, let us use the toy example employing the hashtags #august,
#date, #fruit, and #tree, and using the cluster assignment from the sense-level semantic
clustering shown in Table 5.3 in the previous chapter and assuming a cluster assignment
from text-based clustering, shown in Table 6.1.
When only semantic clusters were considered (Section 5.2), #date and #tree, #fruit
and #august, #fruit and #date, #august and #date were, respectively, in the same cluster
(overlapping clusters of hashtags). Now, in this hybrid clustering, the text-based cluster







Table 6.1: Cluster assignment from text-based clustering.
the two cluster assignments, the hybrid distance matrix is shown in Table 6.2, which can
be visualized as in Figure 6.2.
Hashtag august date fruit tree
august 0.0 1.0 1.0 1.0
date 1.0 0.0 0.5 0.0
fruit 1.0 0.5 0.0 1.0
tree 1.0 0.0 1.0 0.0

Figure 6.1: Hybrid distance matrix for the toy example.
Figure 6.2: Hybrid consensus graph for the toy example.
Figure 6.3 shows a dendrogram showing the hierarchical clusters formed by using UP-
GMA. It shows that the hashtags #date and #tree have zero distance between them. So,
when flat clusters are extracted to form clusters, if the distance threshold (for flat cluster
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extraction) is anywhere from 0 to 0.75-, then #date and #tree are in one cluster, and #fruit
joins the cluster if the distance threshold is between 0.75 and 1.0. In this toy example, #au-
gust means the eighth month of the year and has nothing to do with fruit, tree, or date.
#august joins the cluster at the distance threshold 1.0. Hence hybrid has concluded #date
and #tree to be the closest together, based on the fact that they are clustered together
in both semantic clusters and text based clusters. Note however both #tree and #august
are in separate clusters in text-based. Using the consensus approach hybrid has concluded
for #fruit to be at a closer distance (0.75) to the cluster #date and #tree, than #august
(1.00).
Figure 6.3: Dendrogram of output clusters in the toy example.
Note that if the text-based clustering had suggested the meaning “of or befitting a lord”,
then the hybrid clustering would have been able to infer the sense and clustered #august
with #fruit, just as it successfully inferred the sense as “the month following July and
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preceding September” for this example.
6.3 Evaluation
The primary objective of the evaluation is to compare the hybrid algorithm with the two
baseline algorithms. The focus is on examining the versatility (mentioned in Section 1.2)
of the hybrid algorithm under different circumstances that affect the performances of the
two baseline algorithms differently. In addition, another objective is to check how the
performance advantage gained through the sense-level semantic clustering (demonstrated
in Chapter 5) transpires into the hybrid algorithms performance. All experiments were
concerning the accuracy (see Section 2.6) achieved by the hybrid algorithm compared with
the accuracies achieved by the two baseline algorithms.
In the experiments, two types of orthogonal parameters for cluster formation were used:
distance measure (i.e., UPGMA, nearest-neighbor) and distance threshold (discussed in
Section 2.4). We took the best-result approach to determine the parameter values, that is,
tried both distance measures and different distance threshold values and picked the values
that produced the best result. Specifically, for each distance measure, the distance threshold
value was varied in gradient ascent at the increment of 0.05 starting with 0.5 to find the
threshold value that gives the maximum clustering performance based on the f-score.
All algorithms were implemented in Python, and the experiments were performed on a
computer with OS X operating system, 2.6 GHz Intel Core i5 processor, and 8 GB 1600 MHz
DDR3 memory.
6.3.1 Hybrid versus baseline
Two kinds of experiments have been conducted to compare the accuracies between the
hybrid algorithm and each of the two baseline algorithms. The first experiment is a gold
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standard test using ground truth cluster sets, and the second experiment is a “pairwise
disagreement test”, which is a larger-scale experiment with a focus on the disagreements in
clustering decisions. In addition, anecdotal examples were sought to showcase the hybrid
algorithm.
6.3.1.1 Gold standard test
We have built seven different clustering output datasets to be used as the ground truth for
evaluating the hybrid algorithm against the baseline algorithms with respect to the accuracy
of output clusters.
Ground truth datasets
The steps of constructing these ground truth set are as follows. First, from the Random
tweet dataset, approximately 2.5 million tweets were extracted in chronological order. These
2.5 million tweets contained 708 hashtags that had 20 or more tweets associated with them.
From these 708 hashtags, we selected approximately 50 hashtags based on their lexical
semantics. We repeated this selection three times to generate three different ground truths
through random sampling with replacement, while independently assigning the themes of
selected hashtags. Second, from the Symplur tweet dataset, we started with the 15 clusters
in the ground truth dataset built in Section 5.3 and randomly picked from them one cluster
at a time, merging them, until the total number of hashtags in the selected clusters reached
approximately 50. This step was repeated twice to generate two more ground truths, each
time selecting from the remaining clusters. Third, each resulting ground truth (based on
lexical semantics) was again manually re-clustered based on the actual themes that are read
from the text content as well as hashtags – this emulates the hybrid clustering. Finally, we
created GT-Combined by merging the six ground truths and making necessary adjustments.
These steps were handled by three people who worked independently in the selection process.
Profiles of the ground truth cluster datasets are shown in Table 6.2, and the distribution
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of the sizes of the clusters and their associated themes are shown in Figure 6.4. We will refer
to the three ground truth datasets GT-R1, GT-R2, and GT-R3 as the “Random ground
truth (GT)” and the three, GT-S1, GT-S2, and GT-S3, as the “Symplur ground truth
(GT)”, and the combined one, GT-All, as the “Combined ground truth”.
Name # hashtags Source Min # tweets
GT-R1 50 Random 20
GT-R2 48 Random 20
GT-R3 50 Random 20
GT-S1 57 Symplur 1
GT-S2 74 Symplur 1
GT-S3 49 Symplur 1
GT-All 309 GT-R1 ∪ GT-R2 ∪ GT-R3 ∪ GT-S1 ∪ GT-S2 ∪ GT-S3
Table 6.2: Profiles of the ground truth cluster datasets.
Test results
Text-based Metadata-based Hybrid
GT-R1 0.85 0.52 0.85
GT-R2 0.73 0.70 0.85
GT-R3 0.42 0.42 0.47
Average 0.69 0.56 0.74
GT-S1 0.22 0.75 0.67
GT-S2 0.20 0.71 0.63
GT-S3 0.25 0.69 0.57
Average 0.22 0.72 0.63
GT-All 0.45 0.52 0.55
Table 6.3: Weighted average f-score comparison among the three algorithms.
Figure 6.5 shows the accuracy (maximum f-score) achieved by the hybrid algorithm
compared with those of the baseline algorithms for the individual clusters in each of the
seven ground truth cluster sets. Table 6.3 shows the weighted average of maximum f-
scores over all ground truth clusters in each ground truth dataset. Table A.1 in Appendix
Section A.1 provides the details of these results.
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(a) GT-R1 (b) GT-R2 (c) GT-R3
(d) GT-S1 (e) GT-S2 (f) GT-S3
(g) GT-All
Figure 6.4: Distribution of the size of the ground truth clusters.
The results show that the hybrid algorithm is the “versatile” performer based on these
measures. That is, the hybrid algorithm is the best performer in a majority of cases of
the ground truth cluster sets and, even when it is not, it is consistently the second best
performer and the difference form the best performer is relatively marginal.
More specifically, for the random ground truth (GT-R1, R2, R3), the hybrid algorithm
achieves the highest maximum f-score against 8 out of 11 GT clusters and the highest
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(a) GT-R1 (b) GT-R2 (c) GT-R3
(d) GT-S1 (e) GT-S2 (f) GT-S3
(g) GT-All
(Maximum f-score is measured against the best matching ground truth cluster (see Section 2.6.
For some clusters, there is no match found in the ground truth clusters.)
Figure 6.5: Maximum f-score comparison among the three algorithms.
weighted average f-score for all three GT datasets. On the other hand, for the Symplur
ground truth (GT-S1, S2, S3), the hybrid achieves a maximum f-score that is second to the
metadata-based semantic clustering algorithm against 10 out of 11 GT clusters, and the
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weighted average f-score is also second to the metadata-based semantic clustering algorithm,
but the difference is only 12.5% which is relatively smaller than the difference of 69.4%
text-based clustering from the metadata-based semantic cluster. Besides, the total average
considering all ground truth datasets (GT-All) shows that the hybrid algorithm achieves
the highest weighted maximum f-score overall.
Let us share some further insight into the relative performances of each of the two base
lines algorithms with respect to each of the two ground truth datasets. The text-based
semantic clustering algorithm performs much better with the Random GT than with the
Symplur GT. The reason is that for the Random GT we have considered only hashtags
with 20 or more tweets associated with them, and therefore amenable to the bag-of-words
approach, whereas for the Symplur GT we dropped the limit and so many hashtags had only
one or two tweets associated with them. The metada-base semantic clustering algorithm
performs better with the Symplur GT than the Random GT, while the margin is not as
conspicuous as the case of the text-based semantic clustering algorithm. It stems from the
fact that the domain-specific and mission-specific Symplur tweet dataset offers clear lexical
semantics to all hashtags in the Symplur GT whereas, in the Random GT, the way we
picked hashtags for this semantic clustering assured some sort of lexical semantics albeit
not so clear as those in the Symplur GT.
6.3.1.2 Pairwise disagreement test
This test aims to conduct a larger-scale (i.e., with more hahghtags) testing. In this case,
building a set of ground truths is not feasible due to the prohibitive overhead of manual
efforts. Therefore, we conducted the “pairwise disagreement test”, which focuses on the
instances of disagreements occurring in clustering decisions between the hybrid algorithm
and each of the two baseline algorithms and counting how often the hybrid algorithm’s
decision is right.
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Regarding the choice of pairwise disagreement test as the performance metric in this
larger-scale experiment, there are several published metrics used in the evaluation of con-
sensus clustering by way of comparing different sets of clusters, such as “set matching” [4],
“adjusted Rand distance” [7], “variation of information” [12], and “normalized mutual in-
formation” [21]. In our judgment, these performance metrics are useful when the clusters
have fairly large granularity (i.e., a small number of large clusters). The clustering outputs
in this thesis work, however, reveal a very small granularity (i.e., a large number of very
small clusters, many of them including only one or two hashtags) – see Table 6.5. In this
case, hashtags in most pairs have a high chance of being separated into different clusters,
so clustering outputs from different algorithms have a high chance of agreeing on keeping
the pairs separated into different clusters. Therefore, what is meaningful for the purpose of
this thesis is to focus on hashtags in those pairs that are disagreed in the clustering outputs
from different algorithms.
Cluster type Number of clusters per size range
≥ 100 50 ∼ 99 20 ∼ 49 10 ∼ 19 5 ∼ 9 1 ∼ 5
Text-based 0 1 0 0 13 1082
Metadata-based 2 8 47 81 19 3182
Hybrid 0 0 1 0 2 1292
Table 6.4: Cluster profiles for the controlled dataset.
Cluster type Number of clusters per size range
≥ 100 50 ∼ 99 20 ∼ 49 10 ∼ 19 5 ∼ 9 1 ∼ 5
Text-based 1 0 5 43 55 327
Metadata-based 3 6 52 96 218 3842
Hybrid 0 0 4 6 38 987
Table 6.5: Cluster profiles for the uncontrolled dataset.
There are two cases of disagreements between hybrid and text-based and between hybrid
and metadata-based, respectively, as summarized below.
• Case 1 (baseline:together–hybrid:separate): Two hastags are together in the same
baseline cluster but separate in different hybrid clusters.
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• Case 2 (baseline:separate–hybrid:together): Two hashtags are separate in different
baseline clusters but together in the same hybrid cluster.
Note metadata-based semantic clusters are overlapping (see Section 5.1.1), and here we
consider two hashtags together if they are together in at least one cluster and separate if
they are separate in all clusters.
There are two datasets used in this experiment – controlled and uncontrolled. The
controlled dataset consists of all 1,010 hashtags from the Symplur tweet dataset and 1,000
hashtags randomly extracted from the Random tweet dataset, where all random hashtags
selected have 20 or more tweets associated with them. The intent of using this dataset
is to increase the scale of the test dataset while maintaining the same configuration used
in the gold standard testing. The uncontrolled dataset consists of tweets extracted in the
chronological order of their timestamps until 2,000 unique hashtags are collected. The
intent of using this dataset is to see the effect of using a completely random set of hashtags
without any requirement on the number of associated tweets.
When running the clustering algorithms, we need to set two parameters – the distance
measure for hierarchical clustering and the distance threshold for extracting flat clusters
from the resulting hierarchy of clusters. In this experiment, we set their values based
on what we learned through the gold standard testing, that is, set the distance measure
to UPGMA, which showed better result than the nearest neighbor method, and set the
distance threshold to 0.5, which was the median of the optimal threshold values obtained
for the different seven ground truths.
Test results
Table 6.6 and Table 6.7 show the results of evaluating the hybrid algorithm by counting
the number of times it was correct in a clustering decision that disagreed with the decision
made by the compared baseline algorithm. The judgment on the correctness of hybrid
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Baseline Case # of instances # of instances hybrid was correct
Text-based Case 1 13059 45/50 (=90%)Case 2 0 N/A
Metadata-based Case 1 72938 49/50 (=98%)Case 2 1633 27/50 =(54%)
Weighted arithmetic average of # instances hybrid was correct: 95.99%
Non-weighted arithmetic average of # instances hybrid was correct: 80.67%
Case 1 (baseline:together–hybrid:separate). Case 2 (baseline:separate–hybrid:together).
Table 6.6: Pairwise disagreement test results from the controlled dataset.
Baseline Case # of instances # of instances hybrid was correct
Text-based Case 1 914 18/50 (= 36%)Case 2 0 N/A
Metadata-based Case 1 63269 46/50 (=92%)Case 2 266 50/50 (=100%)
Weighted arithmetic average of # instances hybrid was correct: 91.24%
Non-weighted arithmetic average of # instances hybrid was correct: 76.00%
Case 1 (baseline:together–hybrid:separate). Case 2 (baseline:separate–hybrid:together).
Table 6.7: Pairwise disagreement test results from the uncontrolled dataset.
algorithm’s decision was made based on the actual content of the tweet messages and the
best interpretation of the hashtag semantics. A sample of 50 hashtag-pairs were selected
randomly for this purpose. From these tables, we see that the hybrid algorithm made the
correct decision in a majority of disagreement instances in all cases, with the exception of
the case 1 against the text-based algorithm when uncontrolled dataset (i.e., Random only)
was used.
In order to aggregate the performance numbers of the hybrid algorithm, Table 6.6 and
Table 6.7 also show the weighted average of the number of times the hybrid algorithm was
correct, where the weighting was by the number of disagreement instances in each case.
Overall, the hybrid algorithm was right more than 90% of the times on weighted average in
the sampled disagreement cases for both controlled and uncontrolled datasets. Even when
the weighting was dropped, the hybrid was right more than 75% time on average.
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6.3.1.3 Anecdotal examples
We pick three interesting examples of hashtag clustering results and illustrate how the
baseline algorithms and the hybrid algorithm clustered them. The first example showcases
the hybrid algorithm making the correct decision by using the power of text-based clustering
to overcome the error of the metadata-based clustering. The second example showcases the
hybrid making a correct decision using the power of meta-data based semantic clustering to
overcome the error of the text-base clustering. The third example shows the hybrid making
an incorrect decision.
Anecdote 1
In this example, we consider a hashtag #foodporn. The hashtag #foodporn is a compound
word of “food” and “porn”. It may have the connotative meaning of pornography related
to food or the literal meaning of hearty food. The three clusters containing this hashtag,
generated by the three clustering algorithms, are listed below.
• Metadata-based cluster: { #foodporn, #trainart, #thecoolestart, #summerporn,
#rangrasiya, #programming, #premierdesigns, #porno, #porn, #palestineunder-
attack, #make, #linkbuilding, #lesbianporn, #ibmdesign, #gucci, #graffitiporn,
#graffitiart, #gazaunderattack, #fendi, #digitalart, #design, #construction, #bestanal-
porn, #aulani, #art,#analporn,#amwriting, #abstractart }
• Text-based cluster: { #foodporn, # dinner, #food, #vsco, #vscocam }
• Hybrid cluster: { #foodporn, # dinner, #food, #vsco, #vscocam }
Our observation is that the metadata-based clustering picked on the second word “porn”
and assigned it to a cluster that predominantly has to do with pornography whereas the
text-based clustering assigned it to a cluster that has to do with food, and hybrid clustering
algorithm in agreement to text-based clusters assigned it to the same cluster as text-based
57
clustering. Among these hashtags, the relevance of the lexical semantics of #vsco and
#vscocam to food is not clear, but their associated tweet message texts, listed below,
clearly show the relevance.
• Pixin en salsa de oricios ?? #dinner #friday #food #foodporn #vscocam #vsco
#tagsforlikes #tbl? http://t.co/WfPLisEoyZ
• #yummy ?? | ? (__) #letommys #milkshake #banana #choco #diner #american #angers
#vscocam #vintage ? http://t.co/uahzzde0nr
Evidently, the hybrid algorithm borrowed the power of the text-based algorithm to figure
out their relevance to food. Our reasoning is that the hybrid algorithm tapped on the co-
occurrences of #vsco and #foodporn and of #vscocam and #foodporn to successfully filter
out the noise in the meta-databased semantic cluster and disregarded the hashtags about
pornography, which were dominant in the metadata-based semantic cluster.
Anecdote 2
In this example, we consider hashtags related to “disease”. Shown below are the three
clusters (from the three clustering algorithms) that were the best match to a ground truth
cluster (cluster 1 in GT-S1) that had the theme of disease (see Figure 6.4).
• Metadata-based cluster: {#braincancer, #braininjury, #braintumor,#braintumors,
#breastcancer, #cancer, #depression, #diabetes, #dylexia, #dysthymia,#herediatarycancer,
#itmakessenseifyouhavediabetes, #lungcancer,#majordepression, #menscancer, #ove-
riancancer, #pancreaticcancer, #pancreaticcyst, #pancreaticcysts, #penilecancer,
#raredisease, #saydyslexia, #testicularcancer, #type1diabetes}
• Text-based cluster: {#penilecancer}
• Hybrid cluster: {#braincancer, #braintumor,#braintumors, #breastcancer, #can-
cer, #depression, #diabetes, #dylexia, #dysthymia,#herediatarycancer, #itmakessen-
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seifyouhavediabetes, #lungcancer,#majordepression, #menscancer, #overiancancer,
#pancreaticcancer, #pancreaticcyst, #pancreaticcysts, #penilecancer, #raredisease,
#saydyslexia, #testicularcancer, #type1diabetes}
We see that metadata-based cluster has a richer set of hashtags that are related to
disease and the text-based cluster has only one (which is considered a noise cluster) and
that the hybrid cluster is almost the same as the metadata-base cluster (except one hashtag
#braininjury). This comparison clearly shows that the hybrid clustering used the power of
metadata-based clustering to create a cluster of higher quality.
Anecdote 3
The third example is with regard to a pair of hashtags #sushi and #dinner. These two
hashtags are obviously semantically close to each other, but their associated tweets do not
appear to have much in common in terms of the bag-of-words model. From the Random
tweet dataset, we found that #sushi has only one tweet (below) associated with it.
\#breakfast \#awake How to \#make \#sushi | how to make sushi rice | sushi rice
recipe: Brand new high quality sus... http://t.co/WfPLisEoyZ
In addition, #dinner also has only one tweet.
Pixin en salsa de oricios ?? \#dinner \#friday \#food \#foodporn \#vscocam \#vsco
\#tagsforlikes \#tbl?
These two hashtags were clustered together in the metadata-based semantic clustering
but separately in the text-based semantic clustering. Then, the hybrid algorithm put them
in separate clusters. Evidently, the reason is that it did not see any common words between
the two tweet texts and therefore the text-based clustering algorithm influenced the hybrid
algorithm to keep the two hashtags separate. Our manual vetting clearly indicates that
both text messages are relevant to food and, therefore, the hybrid algorithm should have
not separated the two hashtags.
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6.3.2 Sense-level hybrid versus word-level hybrid
As mentioned earlier, this experiment is to see how well the performance advantage gained
through sense-level metadata-base semantic clustering is transferred to the hybrid clustering
algorithm. We use only the combined ground truth dataset (GT-All) (see Section 6.3.1)
for this experiment since it includes all the smaller ground truth datasets and, therefore,
possesses a mixture of diverse hashtags encompassing both the Random and Symplur tweet
datasets.
As explained earlier (see Section 2.6), we calculate the maximum f-score by finding a
one-to-one best match based on f-scores between the output clusters and the ground truth
clusters (18 of them in GT-All). Figure 6.6 shows the maximum f-scores of individual
clusters generated by the hybrid algorithm when using the sense-level versus word-level
metadata-based semantic clustering algorithm. (We call them “hybrid-sense” algorithm
and “hybrid-word” algorithm to make the distinction clear.) There was no best match to
the clusters 12 and 13 for hybrid-sense algorithm. Table A.2 in Appendix Section A.1 shows
the detailed results, including precision, recall, and cluster size. Weighted average f-score
is 0.55 for hybrid-sense, which is 30% higher than 0.42 for hybrid-word.
(Weighted average of pairwise maximum f-scores, i.e., fa-score, is 0.42 for hybrid-
word and 0.55 for hybrid-sense.)
Figure 6.6: Hybrid clustering with sense-level versus word-level metadata-based semantic clustering.
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6.4 Summary
In this chapter, details of the hybrid clustering algorithm was discussed and illustrated
with toy example extended from the toy example used in the previous chapter. In addition,
extensive experiments were presented and the results were discussed. The results showed
how well the hybrid algorithm uses text-based clustering and metadata-based clustering as
the underlying methods and demonstrated its ability to handle different circumstances that
affect the performances of the underlying baseline algorithms, hence confirming that it is
the most versatile among the three algorithms. In addition, when a dataset particularly
favors a certain algorithm, hybrid is positively affected by its accurate clustering. This is in
contrast to a situation when the underlying algorithm produces inaccurate results, to which





Increased use of social media has resulted in a new source of timely information that renders
conventional natural language processing methods useless. By using Twitter hashtags as
an example, in this thesis we addressed the problem of semantic hashtag clustering, which
is important to complex tasks such as information retrieval, sentiment analysis, and data
visualization.
The current body of work in semantic hashtag clustering follows two major approaches
– metadata-based and text-based. In the metadata-based approach, the lexical semantics
of a hashtag are acquired from external data (i.e., dictionaries) and, in the text-based
approach, the contextual semantics of a hashtag are acquired from “internal” data (i.e, tweet
texts accompanying the hashtag). We presented a hybrid approach to semantic hashtag
clustering, which uses the two approaches together. To the best of our knowledge, our
hybrid approach is the first one that leverages both the lexical and contextual semantics of
a hashtag.
Metadata-based semantic clustering does not depend on the text accompanying a hash-
tag, and hence the frequency of the occurrence of a hashtag has no impact on the accuracy
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of output semantic clusters. However, its heavy reliance on metadata does not always suc-
ceed in decoding the lexical semantics from arbitrary hashtags which can be an acronym or
a compound of multiple words. Moreover, the currently known metadata-based technique
does not cater to different senses (i.e, specific meanings) of a hashtag. The text-based clus-
tering, on the other hand, is independent of the lexical semantics of a hashtag, and instead
uses the words accompanying the hashtag. These accompanying words together provide the
context of the hashtag for clustering purposes. It, however, makes the text-based clustering
sensitive to the frequency of hashtag occurrences, which can be problematic because a large
number of hashtags have only a few tweets associated with them. The hybrid clustering
leverages the complementary strengths and weaknesses of these two approaches.
In this thesis we designed the hybrid approach in two phases. In the first phase, we
enhanced the metadata-based clustering algorithm (proposed by Vicient and Moreno) by
comparing the semantic similarity between hashtags at the sense level as opposed to the word
level. This sense-level comparison avoids incorrectly placing hashtags of different senses in
the same cluster. The result was significantly higher accuracy of semantic clusters without
increasing the complexities of the algorithm in practice. A gold standard test showed that
the sense-level algorithm produced significantly more accurate clusters than the word-level
algorithm, with an overall gain of 26% in the weighted average f-score.
In the second phase, a consensus clustering scheme was used to build a hybrid of the
enhanced (i.e., sense-level) metadata-based clustering algorithm and the text-based clus-
tering algorithm as the two baseline algorithms. The text-based algorithm was Scalable
Multi-Stage Clustering by Tsur, Littman, and Rappoport. The consensus schema was
meta-clustering, which builds a consensus graph and performs clustering on the graph.
We evaluated the hybrid algorithm using two different experiments – a gold standard test
and a pairwise disagreement test. In addition, we presented anecdotal cases of interesting
examples showcasing the hybrid algorithm. For the gold standard test, seven different
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ground truth cluster-sets were set up. The test result confirmed that the hybrid algorithm
outperformed both of the two baseline algorithms against a majority of ground truth cluster-
sets. Specifically, the hybrid outperformed the metadata-based in 4 of 7 ground truth
cluster-sets and the text-based in 6 out of 7 ground truth cluster-sets. Moreover, the hybrid
never underperformed both baseline algorithm against any ground truth cluster-set, thus
demonstrating its versatility of drawing strength from either or both baseline algorithms.
In the pairwise disagreement test, we focused on the instances of disagreement occurring
in clustering decision between the hybrid and the baseline algorithms. (The decision was
for each pair of hashtags – whether to put them together in the same cluster or separate in
different clusters.) From a random sample taken from all observed instances of disagreement
between two algorithms, the number of instances for which the hybrid made the right
clustering decision was tallied. In aggregate (i.e., weighted average), the hybrid’s clustering
decision was right overall more than 90% of the time.
Additionally, we evaluated a sense-level version of hybrid against a word-level version of
hybrid and confirmed the advantage gained by the sense level clustering transpires into the
hybrid.
7.2 Future Work
The future work can be pursued on each of three different topical fronts of the hybrid
approach to semantic hashtag clustering– the metadata sources, the semantic treatment of
texts accompanying a hashtag, and the consensus – as well as a paradigm change from a
hybrid approach to an adaptive approach.
First, new metadata sources can be added to provide the metadata-based semantic hash-
tag clustering algorithm with more abilities. For example, to understand hashtags of a differ-
ent language, online translation services like Google Translate (https://translate.google.com)
can be a good source since empirical evidences suggest that it can be very effective in iden-
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tifying spelling errors, abbreviations, etc. Additionally, crowdsourced websites like Urban
Dictionary (www.urbandictionary.com) that specializes in informal human communication
can be a helpful metadata source for decoding lexical semantics of hashtags. Internet search
engines also provide rich information on the semantics of hashtags.
Second, the text-based semantic hashtag clustering algorithm, which currently relies on
classic document comparison methods, can also benefit from the same metadata sources used
for decoding the lexical semantics of the hashtag. This is specially critical to uncommon
hashtags, i.e, hashtags that have only one or two tweets associated with them. By extracting
the main nouns present in the tweet and using metadata sources, we can semantically ground
uncommon hashtags using the context to determine the topic of the hashtag (if the hashtag
itself fails to be semantically grounded).
Third, since the hybrid clustering algorithm uses a consensus clustering approach, it may
benefit from another clustering algorithm based on the co-occurrence relationship between
hashtags. By using an association rule mining algorithm as another underlying algorithm,
a better consensus may result from a three-party decision. This addition may make the
matters complicated, however. In the consensus clustering approach we used, individual
underlying clustering methods can process different subsets of hashtags, and the consensus
scheme is applied to an intersection of the subsets. So, as more underlying methods are
added, taking an intersection of all these subsets may result in losing a significant portion of
the original set of hashtags. Co-occurrence relationships are rare in hashtags, and therefore
the subset of hashtags is likely to be very small. Therefore, more sophisticated consensus
approach needs to be used.
Fourth, while the consensus approach has its merit, as demonstrated in this thesis, it
may be interesting to investigate an adaptive approach. This approach may choose between
different baseline algorithms or adjust weights between them according to certain cues that
are based on their expected performance on the dataset. Example cues may come from the
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availability of a direct match in Wordnet (for enabling metadata-based semantic clustering)
and the availability of sufficient number of tweet messages (for enabling text-based semantic




A.1 Hybrid clustering algorithm performance
details
Table A.1 shows the gold standard test result for each of the three clustering algorithms.
Each test result consists of information about the ground truth clusters (name, cluster ID,
cluster size) and the accuracy of clusters from the two baseline algorithms and the hybrid
algorithm. For each ground truth, the clusters are sorted in a decreasing order of the size.
Table A.2 shows the details of the hybrid cluster accuracies resulting from the gold stan-
dard test using the word-level semantic clustering and the sense-level semantic clustering.
The ground truth used is GT-All. As in Table A.1, the ground truth clusters are sorted in
a decreasing order of the size.
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Ground Truth Clusters Text-based clusters Metadata based clusters Hybrid clusters
GT Id Size Recall Prec fm-
Score
Size Recall Prec f-
Score
Size Recall Prec fm-
Score
Size
GT-R1 1 41 0.78 0.94 0.85 34 0.37 0.89 0.52 18 0.73 1.00 0.85 30
GT-R2
1 10 1.00 1.00 1.00 10 1.00 0.83 0.91 12 1.00 1.00 1.00 10
2 9 0.78 0.78 0.78 9 0.56 0.71 0.63 7 0.78 0.78 0.78 9
3 8 0.88 0.70 0.78 10 1.00 0.67 0.80 12 0.88 1.00 0.93 7
4 8 0.13 1.00 0.22 1 0.38 1.00 0.55 3 0.25 1.00 0.40 2
5 7 0.71 1.00 0.83 5 0.43 0.75 0.55 4 0.71 1.00 0.83 5
GT-R3
1 10 0.70 0.64 0.67 11 0.50 0.45 0.48 11 0.70 0.64 0.67 11
2 8 0.25 1.00 0.40 2 0.38 0.60 0.46 5 0.25 1.00 0.40 2
3 5 0.80 0.67 0.73 6 0.40 0.50 0.44 4 0.80 0.67 0.73 6
4 5 0.00 0.00 0.00 0 0.20 0.50 0.29 2 0.00 0.00 0.00 0
5 4 0.00 0.00 0.00 0 0.25 0.50 0.33 2 0.25 1.00 0.40 1
GT-S1
1 29 0.10 1.00 0.19 3 0.79 0.92 0.85 25 0.76 0.92 0.83 24
2 11 0.09 1.00 0.17 1 0.45 0.71 0.56 7 0.27 0.60 0.38 5
3 6 0.50 0.43 0.46 7 0.50 0.75 0.60 4 0.50 0.43 0.46 7
GT-S2
1 23 0.09 1.00 0.16 2 0.87 0.95 0.91 21 0.83 0.90 0.86 21
2 14 0.07 1.00 0.13 1 0.50 0.70 0.58 10 0.36 0.63 0.45 8
3 10 0.10 1.00 0.18 1 0.90 0.53 0.67 17 0.80 0.80 0.80 10
4 6 0.17 1.00 0.29 1 0.33 0.67 0.44 3 0.00 0.00 0.00 0
5 5 0.40 1.00 0.57 2 0.40 1.00 0.57 2 0.40 0.67 0.50 3
GT-S3
1 18 0.11 1.00 0.20 2 0.50 0.90 0.64 10 0.39 1.00 0.56 7
2 12 0.25 1.00 0.40 3 0.75 0.75 0.75 12 0.58 0.70 0.64 10
3 11 0.09 1.00 0.17 1 0.73 0.73 0.73 11 0.45 0.63 0.53 8
GT-All
1 47 0.89 0.67 0.76 63 0.36 0.27 0.31 63 0.89 0.67 0.76 63
2 29 0.10 1.00 0.19 3 0.79 0.85 0.82 27 0.55 0.94 0.70 17
3 23 0.13 1.00 0.23 3 0.87 0.71 0.78 28 0.61 0.88 0.72 16
4 18 0.28 0.56 0.37 9 0.50 0.64 0.56 14 0.22 0.57 0.32 7
5 14 0.21 1.00 0.35 3 0.50 0.50 0.50 14 0.36 0.50 0.42 10
6 12 0.42 0.71 0.53 7 0.75 0.45 0.56 20 0.33 0.67 0.44 6
7 11 0.09 1.00 0.17 1 0.73 0.62 0.67 13 0.36 0.50 0.42 8
8 11 0.18 1.00 0.31 2 0.27 0.30 0.29 10 0.27 0.50 0.35 6
9 11 0.27 1.00 0.43 3 0.27 1.00 0.43 3 0.27 1.00 0.43 3
10 10 0.20 1.00 0.33 2 0.80 0.22 0.34 37 0.60 0.35 0.44 17
11 10 1.00 1.00 1.00 10 1.00 0.40 0.57 25 1.00 0.71 0.83 14
12 7 0.29 1.00 0.44 2 0.43 0.60 0.50 5 0.00 0.00 0.00 0
13 7 0.14 1.00 0.25 1 1.00 0.26 0.41 27 0.00 0.00 0.00 0
14 7 0.71 1.00 0.83 5 0.43 1.00 0.60 3 0.71 1.00 0.83 5
15 6 0.67 0.31 0.42 13 0.50 0.60 0.55 5 0.67 0.31 0.42 13
16 6 0.33 0.50 0.40 4 0.17 0.50 0.25 2 0.33 0.29 0.31 7
17 5 0.80 0.50 0.62 8 0.20 0.50 0.29 2 0.80 0.50 0.62 8
18 4 0.25 1.00 0.40 1 0.25 0.50 0.33 2 0.25 0.33 0.29 3
Table A.1: Hybrid clustering gold standard test results.
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Ground Truth Clusters Word-Level Hybrid Clusters Sense-Level Hybrid Clusters
Id Size Recall Prec fm-
score
Size Recall Prec fm-
score
Size
1 47 0.89 0.67 0.76 63 0.89 0.67 0.76 63
2 29 0.07 1.00 0.13 2 0.55 0.94 0.70 17
3 23 0.26 0.19 0.22 32 0.61 0.88 0.72 16
4 18 0.22 0.50 0.31 8 0.22 0.57 0.32 7
5 14 0.21 1.00 0.35 3 0.36 0.50 0.42 10
6 12 0.42 0.83 0.56 6 0.33 0.67 0.44 6
7 11 0.09 1.00 0.17 1 0.36 0.50 0.42 8
8 11 0.18 0.20 0.19 10 0.27 0.50 0.35 6
9 11 0.27 1.00 0.43 3 0.27 1.00 0.43 3
10 10 0.20 0.22 0.21 9 0.60 0.35 0.44 17
11 10 1.00 1.00 1.00 10 1.00 0.71 0.83 14
12 7 0.29 1.00 0.44 2 0.00 0.00 0.00 0
13 7 0.14 1.00 0.25 1 0.00 0.00 0.00 0
14 7 0.71 0.28 0.40 18 0.71 1.00 0.83 5
15 6 0.67 0.31 0.42 13 0.67 0.31 0.42 13
16 6 0.33 0.50 0.40 4 0.33 0.29 0.31 7
17 5 0.80 0.50 0.62 8 0.80 0.50 0.62 8
18 4 0.25 1.00 0.40 1 0.25 0.33 0.29 3
Table A.2: Hybrid clustering using word level semantic clustering vs sense level semantic clustering.
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