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Abstract: If we want to assess whether the paper in question has had a particularly high or 
low citation impact compared to other papers, the standard practice in bibliometrics is to 
normalize citations in respect of the subject category and publication year. A number of 
proposals for an improved procedure in the normalization of citation impact have been put 
forward in recent years. Against the background of these proposals this study describes an 
ideal solution for the normalization of citation impact: in a first step, the reference set for 
the publication in question is collated by means of a classification scheme, where every 
publication is associated with a single principal research field or subfield entry (e. g. via 
Chemical Abstracts sections) and a publication year. In a second step, percentiles of 
citation counts are calculated for this set and used to assign the normalized citation impact 
score to the publications (and also to the publication in question). 
Keywords: bibliometrics, normalized citation indicators, percentiles 
 
1. Introduction 
OPEN ACCESS 
Publications 2013, 1 2 
 
 
If we wish to assess whether a paper has had a particularly high or particularly low citation impact 
compared to other papers, the standard practice in bibliometrics is to normalize citation counts which 
are field-specific. “Each field has its own publication, citation and authorship practices, making it 
difficult to ensure the fairness of between-field comparisons. In some fields, researchers tend to 
publish a lot, often as part of larger collaborative teams. In other fields, collaboration takes place only 
at relatively small scales, usually involving no more than a few researchers, and the average 
publication output per researcher is significantly lower. Also, in some fields, publications tend to have 
long reference lists, with many references to recent work. In other fields, reference lists may be much 
shorter, or they may point mainly to older work. In the latter fields, publications on average will 
receive only a relatively small number of citations, while in the former fields, the average number of 
citations per publication will be much larger” [1]. The citation impact can only be used for cross-field 
comparisons after a field-specific normalization of the citation impact of papers has been undertaken. 
In bibliometrics, normalizing procedures use statistical methods to calculate citation impact values 
which are comparable across different fields and times. 
2. The use of reference sets 
When normalized citation indicators are generated, two standards are used as reference sets: “the 
average citation rate of the journal and the average citation rate of the field. In the first case, the 
citation count of a paper is compared with the average citation rate for the particular journal in the 
particular year. In the second case, the citation count of a paper is compared with the average citation 
rate for the particular field or subfield for the particular year” [2, p. 172]. These two standards are then 
used to calculate relative citation indices, which are called the Relative Citation Rate [3]. With this 
standard one has to take into account that most bibliometric studies are based on journals: either they 
are based on individual journals, or journal sets are used, where individual journals are combined to 
form a field-specific set. “Primary journals in science are generally agreed to contain coherent sets of 
papers both in topics and in professional standards. This coherence stems from the fact that many 
journals are nowadays specialized in quite narrow sub-disciplines and their ‘gatekeepers’ (i.e. the 
editors and referees) controlling the journal are members of an ‘invisible college’ sharing their views 
on questions like relevance, validity or quality” [4, p. 314]. 
Even though both standards (normalization based on individual journals or on field-specific journal 
sets) have already been used in a variety of ways in bibliometrics, there are a number of arguments in 
favour of a preference for the use of research fields in the normalization rather than the use of 
individual journals: 
1) Indicators represent incentives for academics to shape their publication behaviour in a particular 
way [5]. Academics are therefore guided by the indicators which are used in research evaluations. The 
normalization based on individual journals rewards publications in journals of little reputation: in these 
journals it is easier for individual publications to be above the reference value [6]. The use of an 
indicator which is normalized on the basis of individual journals therefore encourages academics to 
publish in journals of lesser reputation. 
2) In general, reference values should be used to take account of (or to disregard) factors in the 
citation analysis which may have an impact on citations but are not related to research quality. The 
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year of publication affects the citation impact of a publication, for example, although the year of 
publication has no bearing on quality. We can assume that a publication from 2000 is not of a higher 
quality per se than a publication from 2005 - even if the older publication is usually cited more often 
than the more recent one. We also know (see above) that the research field has an influence on 
citations. The different citation rates between the research fields do not reflect differences in quality 
between the papers in the research fields, however. Whereas mean citation impact values for different 
subject categories reflect only the different citation behaviours within different research fields, the 
values for different individual journals reflect not only the different behaviours, but also the different 
journal qualities. We know that certain journals publish (on average) higher quality papers than other 
journals [7]. Thus, the citation impact score for a journal is also quality driven, but not the citation 
impact score for a research field. This feature leads to the fact that results on the basis of standards 
which are based on individual journals are not meaningful without accompanying indicators. 
3) Indicators on the basis of a normalization based on individual journals must therefore always be 
accompanied by indicators which provide information on the quality of the journals where the research 
under evaluation has been published. The normalized score on its own is not meaningful: if two 
institutions A and B have the same above-average score, it is not clear whether the score is based on 
normalization to journals with high or low citation impact. Institution A, which was normalized to a 
high citation impact would have published in reputational journals and at the same time achieved more 
citations. This institution would therefore be successful in two respects. Institution B, which was 
normalized to a low citation impact, would have published in unimportant journals and exceeded only 
this low standard. Institution B has in fact a worse position (in two respects), a fact which is not 
expressed by the normalized score [8]. Only the quality of the journals enables an assessment to be 
made as to whether an institution has truly achieved a high impact with its publications when it has a 
comparably low normalized citation impact (because it has published mainly in reputational journals 
with a high citation impact), or whether it has truly achieved a low impact (because it has published 
mainly in journals of little reputation with a low citation impact). 
4) In bibliometric evaluations the mean normalized citation impact (of institutions, for example) is 
often shown as a function of the individual years of publication. Since individual journals usually enter 
into the calculation of normalized impact scores with significantly smaller publication sets than do 
journal sets, this leads to the normalized scores based on individual journals exhibiting greater 
variations over the publication years than the normalized scores based on the publications in a specific 
research field. The variations often make it almost impossible to recognize a true trend over the 
publication years for normalized scores based on individual journals. 
Given these problems, other publications have already recommended that the field-normalization 
should be given preference over normalization based on single journals: Aksnes [2], for example, 
writes that “the field average should be considered as a more adequate or fair baseline [than the 
Relative Citation Rate], a conclusion that is also supported by other studies” (p. 175). The Council of 
Canadian Academies [9] recommends that “for an assessment of the scientific impact of research in a 
field at the national level, indicators based on relative, field-normalized citations (e.g., average relative 
citations) offer the best available metrics. At this level of aggregation, when appropriately normalized 
by field and based on a sufficiently long citation window, these measures provide a defensible and 
informative assessment of the impacts of past research” (p. xv). 
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The preference for the use of a research field instead of an individual journal in bibliometrics does 
not mean that the end of the discussion on normalized indicators has now been reached, however. 
Recent proposals for improving the calculation of normalized impact scores refer primarily to (1) the 
use of better alternatives for journal sets and (2) the avoidance of the arithmetic average when 
calculating reference scores. 
3. Determination of research fields 
In most studies the determination of research fields is based on a classification of journals into 
subject categories developed by Thomson Reuters (Web of Science) or Elsevier (Scopus). “The Centre 
for Science and Technology Studies (CWTS) at Leiden University, the Information Science and 
Scientometrics Research Unit (ISSRU) at Budapest, and Thomson Scientific [now Thomson Reuters] 
itself use in their bibliometric analyses reference standards based on journal classification schemes” 
[10]. Each journal is classified as a whole either to one or to several subject categories. The limitations 
of journal classification schemes become obvious in the case of multidisciplinary journals such as 
Nature or Science and highly specialized fields of research. Papers that appear in multidisciplinary 
journals cannot be assigned exclusively to one field, and for highly specialized research fields no 
adequate reference values exist. To overcome the limitations of journal classification schemes, 
Bornmann, et al. [11] and Neuhaus and Daniel [10] proposed an alternative possibility for the 
compilation of comparable sets of publications (the reference standard) for the papers in question. 
Their normalization is based on a publication-specific classification where each publication is 
associated with at least one single principal field or subfield entry, highlighting the most important 
aspect of the individual publication [12]. 
The databases offered by Chemical Abstracts Service (CAS), a division of the American Chemical 
Society (ACS), are the most comprehensive databases of publicly disclosed research in chemistry and 
related sciences. The CAS literature database (CAplus) includes both papers and patents published 
since around 1900. This database not only covers publications in the classical fields of chemistry, but 
also in many other natural science disciplines like materials science, physics and biology. CAS has 
defined a three-level classification scheme to categorize chemistry-related publications into five broad 
headings of chemical research (section headings) which are divided in 80 different subject areas called 
Chemical Abstracts sections. (see Table 1). Each of the 80 sections is further divided into a varying 
number of sub-sections. Each individual paper is assigned to only one section or subsection according 
to the main subject field and interest. If the subject matter is appropriate to other sections, cross-
references are provided. Detailed descriptions of all sections can be found on the CAS webpage and in 
Chemical Abstracts Service [13]. This classification is applied to all publications of the CAplus 
literature and patent database (see https://www.cas.org/content/ca-sections): 
 “Each CA section covers only one broad area of scientific inquiry 
 Each abstract in CA appears in only one section 
 Abstracts are assigned to a section according to the novelty of the process or substance that 
is being reported in the literature 
 If abstract information pertains to a section(s) in addition to the one assigned, a cross-
reference is established” 
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Table 1. Summary of CA Section Headings. 
For Organic Chemistry the individual sections are listed for illustration. 
 
Section Heading Number of Sections 
BIOCHEMISTRY (BIO/SC) 20 
ORGANIC (ORG/SC) 14 
21. General Organic Chemistry 
22. Physical Organic Chemistry  
23. Aliphatic Compounds 
24. Alicyclic Compounds  
25. Benzene, Its Derivatives, and Condensed Benzenoid Compounds  
26. Biomolecules and Their Synthetic Analogs 
27. Heterocyclic Compounds (One Hetero Atom) 
28. Heterocyclic Compounds (More Than One Hetero Atom) 
29. Organometallic and Organometalloidal Compounds 
30. Terpenes and Terpenoids 
31. Alkaloids 
32. Steroids  
33. Carbohydrates 
34. Amino Acids, Peptides, and Proteins 
 
MACROMOLECULAR (MAC/SC) 12 
APPLIED (APP/SC) 18 
PHYSICAL, INORGANIC, AND ANALYTICAL (PIA/SC) 16 
 
The number of papers per section and year varies largely. E.g., in 2010 the average number of 
papers per section is 11869, with 73273 (section 1) as the highest and 240 (section 32) as the lowest 
number of papers. From a statistical point of view, this is widely sufficient for a reliable normalization. 
If sections are too large, it is questionable whether sections are sufficiently homogeneous in terms of 
citation practices (this has to be investigated further). It could be that a section covers subareas of 
chemical research with different citation practices. In any case, the sub-sections rather the complete 
sections can be consulted for normalization, provided that the number of papers per year meets 
statistical requirements [14]. 
An advantage of the sections of Chemical Abstracts for bibliometric analyses is that indexers assign 
the relevant sections to the papers intellectually. This classification is not affected by what is called the 
“indexer effect”: According to Braam and Bruil [15], the classification of papers into 80 sections in 
Chemical Abstracts is in accordance with author preferences for 80% of all papers. The sections of 
Chemical Abstracts thus seem to provide a promising basis for the description and comparison of 
publications and impact profiles of journals. Hence, for evaluation studies in the field of chemistry and 
related fields [14,16], comparable papers can be compiled to reference sets using a specific CA section 
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or sub-section which covers the content of this specific publication set to a large extent. In contrast to 
the classification of journals in journal sets, this procedure also assigns papers from multidisciplinary 
and wide-scope journals to a specific field. 
In addition to Chemical Abstracts there are a number of other specialist databases which categorize 
publications on a paper-by-paper basis in terms of research fields (e. g. Medline or Scitation). In the 
field of Mathematics a common Mathematical Subject Classification (MSC) has been developed by the 
two providers of large mathematical literature databases: Zentralblatt Math from FIZ Karlsruhe and 
MathSciNet from the American Mathematical Society (http://msc2010.org). After a revision in 2010 
both providers apply the same classification codes to all documents in their databases. On the top level 
there are 63 subject headings with a considerable number of specific classification codes. Each 
document includes at least one MSC. Since the MSC is a rather detailed set of classifications which are 
systematically applied it should be well suited to a bibliometric analysis of papers with respect to their 
research fields. 
Scopus manually adds index terms from different specialist areas for the majority of the titles 
included in Scopus. These index terms are adopted from thesauri which the database operator Elsevier 
itself owns or licenses (e. g. Medline). The terms are added to the publication records in order to 
improve retrieval from a field-specific search for publications. In addition to MeSH terms (Medline) 
for the fields of life sciences and health sciences the EI thesaurus, for example, is used for the fields of 
engineering, technology and the physical sciences. 
In some fields, it may be difficult to find one complete paper classification scheme. In these fields, 
several schemes must be indicated. For example, in mathematics a major scheme exists, but in 
economics it is hard to find an appropriate scheme. Moreover, some fields (e.g. information sciences) 
do not have a classification scheme that is accepted by everyone. 
3. Percentiles of citation counts 
Two significant disadvantages are inherent in the calculation of the Relative Citation Rate [7]: (i) 
As a rule, the distribution of citations over publication sets is skewed to the right. The arithmetic mean 
value calculated for a reference set is therefore determined by a few highly cited papers. The arithmetic 
mean as a measure of central tendency is not suitable for skewed data. This is the only reason why, for 
example, in the Leiden Ranking 2011/2012 the University of Göttingen occupies position 2 in a 
ranking by citation impact; the relevant mean score for this university “turns out to have been strongly 
influenced by a single extremely highly cited publication” [17, p. 2425]. (ii) The quotient permits 
merely a statement about whether a publication is cited more or less than the average in the reference 
set. Other attributes which could describe the citation impact of a publication as excellent or 
outstanding are based on (arbitrary) rules of thumb with no relationship to statistical citation 
distributions [18]. 
Using percentiles (or percentile rank classes) to normalize citation impact can give better 
comparisons of the impact of publications than normalization using the arithmetic mean [19-22]. The 
percentile provides information about the citation impact the publication in question has had compared 
to other publications. A percentile is a value below which a certain proportion of observations fall: the 
higher the percentile for a publication, the more citations it has received compared to publications in 
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the same research field and publication year. The percentile for a publication is determined using the 
distribution of the percentile ranks over all publications: for example, a value of 90 means that the 
publication in question is among the 10% most cited publications; the other 90% of the publications 
have achieved less impact. A value of 50 represents the median and thus an average citation impact 
compared to the other publications (from the same research field and publication year). 
For a publication set under study, each publication in the set must be normalized using its specific 
reference set with publications from the same field and publication year. In other words, each 
publication receives its specific percentile which is calculated based on its specific reference set. 
However, this normalization using percentiles is sensitive to the coverage of a bibliographic database. 
For instance, the more local or national journals (typically of low impact) a database contains, the 
easier it becomes for a publication in an international journal (typically of a higher impact) to have a 
high percentile rank [23]. There simply are more lowly cited publications and therefore a publication 
that is sufficiently highly cited will end up in a higher percentile. What is even more problematic is 
that there can be differences between fields in database coverage. In some fields there may be many 
local or national journals covered by a database, making it relatively easy to end up in a high 
percentile, whereas in other fields there may be only a few local or national journals, making it more 
difficult to end up in a high percentile. In some fields a database such as Web of Science also covers 
popular magazines (e.g., Forbes and Fortune in business). These magazines, which can hardly be 
considered scientific, receive few citations and therefore it becomes relatively easy for other 
publications in these fields to end up in high percentiles. These issues should be considered if a certain 
database is selected for a specific research evaluation study. 
4. Conclusions 
Given the new possibilities for calculating reference values and the strengths and weaknesses of 
existing standard indicators several recent research papers have proposed alternative solutions for the 
normalization of citation counts. It is one object of current research to compare the different methods 
empirically and to find the “best” field-normalizing method. For example, Leydesdorff, et al. [24] 
compare normalization by counting citations in proportion to the length of the reference list (1/N of 
references) with rescaling by dividing citation scores by the arithmetic mean of the citation rate [25]. 
The former normalization method uses the citing papers as the reference sets across fields and journals, 
and then attributes citations fractionally from this perspective. In the latter normalization method 
proposed by Radicchi, et al. [26], the normalized (field-specific) citation count is cf = c / c0, in which c 
is the raw citation count and c0 is the average number of citations per unit (article, journal, etc.) for this 
field – or more generally – this subset. The results of Leydesdorff, Radicchi, Bornmann, Castellano 
and de Nooy [24] show, for example, that rescaling outperforms fractional counting of citations. 
Our approach is based on a high-quality classification system which is intellectually and 
systematically applied to all publications in a given database. The normalization of the citation impact 
can be carried out in two steps: in a first step, the reference set for the publication in question is 
collated by means of a classification scheme, where every publication is associated with a single 
principal field or subfield entry, e. g. via CA sections. In a second step, percentiles are calculated for 
this set, and are then used to assign a normalized citation impact score to the publication in question. 
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This approach offers a simple operational solution for the normalization of the citation impact [7]. It 
provides a significant improvement with respect to both existing solutions (journal or field based) as 
well as to other approaches currently under investigation. The major advantages are the application of 
a systematic high-quality classification system, the simplicity of the procedure, and most importantly 
the balance or fairness of the resulting citation counts. 
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