Although Subsequence Time Series (STS) clustering is one of the most popular pattern discovery techniques from timeseries data, a mathematical methodology for analyzing STS clustering (or pattern discovery from time-series data) has attracted little attention. In the situation, it has had a surprising report [10] that cluster centers obtained using STS clustering closely resemble "sine waves" with little relation to input time-series data. With this report as a start, establishment of the methodology has been recognized as a significant issue. The contributions of this paper are mainly two folds. 1) We give, for the first time, a theoretical analysis of Subsequence Time Series (STS) clustering from a frequency-analysis viewpoint and identify a mathematical background on which STS clustering generates sine wave patterns. This also gives a novel theoretical analysis methodology for pattern discovery from time-series data, and 2) we propose a clustering algorithm using a phase alignment preprocessing to avoid sine-wave patterns and refer to it as Phase Alignment STS (PA-STS) clustering. PA-STS clustering is the first algorithm, which is based on theoretical analysis, to obtain meaningful clustering results. We present experimental results that show the reliability of the theoretical results and the effectiveness of PA-STS clustering in application to UCR datasets.
Introduction
A recent significant data mining issue is how to discover (or recover) typical subsequence patterns from time-series data.
Compared with classical timeseries modeling methodologies such as autoregressive model [7] , pattern discovery from time series is motivated to characterize time series by "patterns" in the times series.
Subsequence Time Series (STS) clustering [3, 5] is one of the most popular techniques for the purpose. STS clustering typically employs a clustering technique like k-means clustering to the subsequences of a time series generated using a sliding window technique ( Figure 1 ). It also has been used as a subroutine in many algo- * NEC Common Platform Software Research Laboratories, Data Mining Research Group, Japan rithms, such as rule discovery [5] , classification [3] , etc.
Keogh et al. [10] reported, for the first time, cluster centers obtained using STS clustering closely resemble "sine waves" with little relation to input time-series data, and therefore, the results of STS clustering are meaningless. This report has had a great impact on research in time-series pattern discovery communities.
In order to understand the Keogh's report, we replicated Keogh's experiment [10] . We used CylinderBell-Funnel (CBF) time series in the UCR datasets [9] , which includes three types of the patterns: Cylinder, Bell and Funnel ( Figure 2 ). For each pattern, we connected 30 normalized instances together (i.e., for a total of 90 normalized instances), with each instance having a length of 128 (we used the Matlab code provided by [9] ). We then applied k-means clustering at K = 3 (K represents the number of clusters) to the subsequences of the time series generated from the CBF time series using a sliding window technique, with w = 128 and s = 4 (w and s represent, respectively, window length and slide length). While we expected the recovered cluster centers to resemble Cylinder, Bell, and Funnel patterns, they were in fact closely similar to sine waves, as shown in Figure 3 . Keogh [10] has made an observation that superposition of slightly shifted subsequences causes the generation of sine waves. Based on the observation, some heuristic algorithms have been proposed [6, 10, 13, 14, 1] . With this report as a start, establishment of the mathematical methodology for analyzing time-series pattern discovery and STS clustering has been recognized as a significant issue [8] .
The contributions of this paper are mainly two folds.
1) We give, for the first time, a theoretical analysis of Subsequence Time Series (STS) clustering from a frequency-analysis viewpoint (particularly, linear time invariant filter and transfer function) and identify a mathematical background on which STS clustering generates sine wave patterns. This also gives a novel analysis methodology for pattern discovery from time-series data.
We derive a transfer function with respect to STS clustering. The power spectra of the transfer function concentrate on particular frequencies by the superposition of time series subsequences. As a result, cluster centers obtained using STS clustering closely resemble sine waves.
2)
We propose a clustering algorithm using a phase alignment preprocessing to avoid sine-wave patterns and refer to it as Phase Alignment STS (PA-STS) clustering. To the best of our knowledge, PA-STS clustering is the first algorithm, which is based on theoretical analysis, to obtain meaningful clustering results.
The reminder of this manuscript is organized as follows. In Section 2, we review the related work. In Section 3, we briefly review the fundamentals of timeseries frequency analysis. In Section 4, we analyze STS clustering and identify a mathematical background on which STS clustering generates sine wave patterns. In Section 5, we propose PA-STS clustering algorithm. In Section 6, We present experimental results that show the reliability of the theoretical results and the effectiveness of PA-STS clustering in application to UCR datasets.
Related Work
STS clustering is one of the most popular time series data mining technique and has been used as a subroutine in many algorithms, such as rule discovery [5] , classification [3] , etc. Keogh et al. [10] reported for the first time that subsequence patterns obtained by STS clustering are very similar to "sine waves," irrespective of the nature of original time series itself, and therefore, the results of STS clustering are meaningless.
Some previous works have proposed subsequences time-series clustering techniques to avoid sine waves. They may be classified into mainly the following two approaches. The first one is based on a preprocessing technique. Keogh et al. [10] have made an observation that superposition of slightly shifted subsequences causes the generation of sine waves. and have proposed to apply motif-discovery algorithm [2] which explicitly excludes superposition of slightly shifted subsequences. They refer to it as motif-based clustering algorithm. Simon et al. [13] have proposed the unfolding preprocessing which changes sampling rate to create time-series subsequences. An appropriate sampling rate is determined using a heuristic criterion. The second approach changes distance measure between subsequences. Denton [6] has proposed a kernel density based clustering algorithm which automatically put appropriate weights on subsequences. The other techniques based on distance measure can be found in [1, 11, 14] . Although these algorithms are practically significant, they have not identified mathematical background behind STS clustering.
To the best of our knowledge, Ide [8] is the only study to offer a theoretical explanation for this unintuitive phenomenon. Ide has noticed the connection between k-means clustering and spectral clustering [12] , and has given its theoretical analysis from an eigenanalysis viewpoint. Although the Ide's contribution is quite significant, Ide has not constructed a methodology based on his theory to avoid sine waves 1 .
Discrete Fourier Transform and Linear Filter
In this section, we briefly review the fundamentals of frequency analysis. For more details, see a basic time series analysis textbook, such as [7] . Discrete Fourier Transform (DFT) and Inverse DFT (IDFT) of time series x(t) is defined as follow;
Here, 2T x + 1 is the length of x(t) and λ ′ j = 2πj/(2T x + 1). i represents an unit imaginary number (i 2 = −1). f x (λ j ) is referred to either as the spectrum of x(t) or as the Fourier coefficient of x(t). |f x (λ j )| 2 is referred to either as the power spectrum of x(t) or as the spectral intensity of x(t). The power spectra for the Cylinder, Bell, Funnel instances are shown in Figure 4 . Note that they have strong peaks at the same frequency and are closely similar.
Let us next explain a linear filter and a transfer function by taking moving average operation as an example. By applying the R-order moving average operation to the time series x(t), we may obtain a new time series, z(t), as:
Since the weights, v r , are independent on time, it is referred to as a linear (time invariant) filter of the moving average operation.
In the frequency domain, we can describe the linear filter (3.3) as:
2 as follows:
1 Ide has suggested that Medoid-based methods are perhaps the simplest way to avoid it [8] . 
In the following analysis, we ignore subsequences which are across two typical patterns, y p1 and y p2 . A spectrum of a subsequence which are across y p1 and y p2 is represented as:
The first τ + T + 1 points of the subsequence come from y p1 and the rest come from y p2 . Then, the sum of f p1,p2 τ and f p2,p1 τ can be represented as:
Note that f p1,p2 + f p2,p1 can be represented using the spectra of the original typical patterns. We assume that the length of whole time series is long enough that there are few subsequences, which are across two typical patterns and do not have their "pairs".
Main Analysis
We first analyze the case where x(t) consists of instances of one typical pattern y = (y 1 , . . . , y w ) and white noise instances. We denote the spectrum of y as f y (λ j ). We can directly apply the analysis to the case where x(t) consists of instances of multiple typical patterns (Section 4.3).
Let z m (t) = (x(t m ), . . . , x(t m + w − 1)) (m = 1, . . . , N + M ) represent time-series subsequences which are generated using a sliding window technique and sorted with respect to y and white noise instances. The spectrum of z m (t) is represented as: (4.10)
where N and M represent the numbers of instances with respect to y and white noise, respectively. A subsequence y m (t) has a spectrum which is the same as f y (λ j ) except for its phase. ε t m represents an independent white noise instance and has a spectrum f εm (λ j ). We assume that the amplitude values of all ε t m are the same for simplicity while it is easy to exclude this assumption. Hereafter, let us analyze the kth cluster and exclude k if there are no notational confusion.
When a cluster center is represented as the mean of instances such as cluster centers calculated with kmeans clustering, its spectrumf (λ j ) is represented as:
Let us remind that we assume each pattern (y and white noise) has the same length as the window length w. Then, the phases of y m (t) (m = 1, . . . , N ) differ by integer multiplications of the slide length s. For simplification, let us here assume that α = w/s is an integer.
Then, we may transform (4.11) as:
Here, N q represent the numbers of instances whose phases differ by e iλsq from f y and satisfies
Note that f εr q are the spectra of white noise instances and they differ in their phases. Let f ε be a spectrum of white noise instance. Then,f (λ j ) may be transformed as:
Note that the spectrum of the cluster center can be represented as the sum of the "transferred" spectra with respect to f y (λ j ) and f ε (λ j ). Here, W y (λ j ) may be represented as;
The definition of W ε (λ j ) can be found in (4.26).
Using (4.13), the power spectrum of the cluster center may be calculated as:
Here, with respect to an arbitrary complex number Z, ℜ(Z) and Z represent the real part of Z and the conjugate complex number of Z.
In the following, we analyze each term in the right side of (4.15).
First Term (|W
Let us first analyze the first term of the right side of (4.15). |W y (λ j )| 2 may be calculated as:
Then, we give the following lemma with respect to the maximum value of |W y (λ j )| 2 .
Lemma 4.1. Let β be a nonnegative integer. Then, only the following frequencies,
and the maximum value is
Proof. The following inequality can be obtained with respect to the absolute value of W y (λ j ) as:
We first can assure that (4.17) maximizes the transfer function by substituting (4.17) into (4.18). Let us next show that only (4.17) maximizes the transfer function.
The condition for the equality of (4.18) is e −iλj sq = 1 for an arbitrary integer q. If e −iλj s = 1, it is easy to show e −iλj sq = 1 for q > 1. Therefore, the condition for the equality of (4.18) Proof. Making the differential of (4.16) with respect to λ j be equal to zero, we obtain λ j = λ θ = 2πθ/s, 2π(θ + 1/2)/s where |W y (λ j )| 2 takes the extreme values. Since the former gives the maximum value (Lemma 4.1.), (4.20) only gives the minimum value.
We then derive the minimum value. Let q * be an integer which satisfies 0 ≤ q * ≤ α − 1. Then, the following equality may be satisfied:
Note that e −iλj sq * W y (λ j ) may be transformed as:
By substituting (4.20) into the above equality, we obtain the minimum value
Then, we can derive the following lemma with respect to N q * . Lemma 4.3. With respect to N q * which is explained above, the following inequality is satisfied:
Proof. The lemma can be easily proved using
Generally speaking, s ≪ w may be satisfied for the purpose of covering all subsequence patterns. In the case, 1/(α + 1) ≈ 0 may be satisfied and |f (λ j )| ≈ 0 at the frequencies (4.20). Next, we give the following lemma with respect to the attenuation of |W (λ j )| 2 near the maximum value which corresponds to (4.17). Proof. Without loss of generality, we can analyze the frequencies λ l = 2πl/w (i.e. near β = 0 in (4.17)). We refer to l as a step size. We can assume sl/w ≪ 1. Then, the Taylor expansion of (4.16) can be calculated as: Intuitively speaking, the superposition of time series subsequences, which have the same spectra but different phases, causes the change of the power spectra.
Second Term (|W
Let us next analyze the first term of the right side of (4.15). Since phases of white noise instances generally are decided at random, they can be arbitrarily different from each other. Therefore, the second term of the right side in (4.13) can be written as:
is the same as f ε (λ j ) in (4.13)). M q is the number of instances whose spectra are e −iλj q f ε (λ j ), and M q should satisfy ∑ q M q = M + N . Therefore, the linear filter with respect to white noise instances may be represented as: 
We omit the proofs of Lemma 4.5 ∼ Lemma 4.8 because we can prove them in the same manner as Lemma 4.1 ∼ Lemma 4.4.
Let us derive the following lemma with respect to the third term of the right side of (4.15).
Lemma 4.9. The third term of the right side of (4.15) is small at the frequencies except for the frequencies near (4.17) Proof. Let Y and Z be arbitrary complex numbers. Then, the following two relations may be satisfied as:
where ℑ(Y ) represents the imaginary part of Y .
Using (4.28) and (4.29), we obtains the following inequality as:
From Lemma 4.1. ∼ Lemma 4.8, |W y (λ j )||W ε (λ j )| has the maximum peak at λ j = 0 and small peaks at λ j = λ β (β > 0). Note that |W ε (λ β )| ≪ |W ε (λ j )| (β > 0), and then, the peaks at λ j = λ β (β > 0) are much smaller than the maximum peak. Note that (4.30) does not indicate ℜ(W y (λ j )f y (λ j )W ε (λ j )f ε (λ j )) take large values at the frequencies (4.17), but does indicate it take small values at the other frequencies. We proved Lemma 4.9.2 Lemma 4.1. ∼ Lemma 4.9. indicate that the power spectra of the cluster centers concentrate on particular frequencies by the superposition of time series subsequences, which have the same spectra except for their phases. The difference in the phases can be considered as a mathematical background of "trivial match" [10] . As a result, cluster centers generated with STS clustering closely resemble sine waves. Especially, both |W y (λ j )| 2 and |W ε (λ j )| 2 strongly concentrate on the frequencies near λ j = 0. Therefore, the transfer function has a large peak on λ j = 0 and small peaks on λ = λ β (β > 0). Although Keogh's analysis [10] and Ide's theory [8] do not take the effect of slide length s into account 2 , it plays a significant role because λ j = λ β (β > 0) is a function of s.
Although we assume that each pattern has the same length as the window length w, he case where length of a white noise instance is randomly selected may be approximated by the case where s = 1. In the case, both |W y (λ j )| 2 and |W ε (λ j )| 2 strongly concentrate only on the frequencies near λ j = 0, and a small number of low-frequency components may remain.
General Case
In the previous section, we have analyzed the case where x(t) consists of instances of one typical pattern y and white noise instances. We here extend it to a general case where x(t) consists of instances of multiple typical patterns y p and white noise instances. In this case, (4.13) can be extended as:
where, Note that we can extend the above discussion to more general time series which does not include clear typical patterns. Let ν 0 (t) = (x(t+1), . . . , x(t+w)) and ν η = (x(t + 1 + η), . . . , x(t + w + η)) be subsequences of time series x(t) which shifts η time steps one another. If w is enough larger than η, their spectra are similar enough that we can approximately assume that both of them are instances of the same typical pattern. More intuitively, subsequences, which are close with respect to time, should be approximated to be instances of the same pattern. Therefore, all subsequences of x(t) generated with Sliding Window can be seen as a set of instances of multiple patterns.
Phase Align STS Clustering
In the light of the analysis in the previous section, a natural solution to avoid sine waves would seem to be to align the phases of the time-series subsequences prior to the clustering procedure. The problem, then, is how to align their phases. For an exactly periodic time series, it is easy to align the phases because slide length directly corresponds to their differences. However, for a general aperiodic time series, it is not a trivial problem.
We propose to align the phase at the frequency with maximum spectrum power with respect to each timeseries subsequence, and then, to apply a clustering algorithm to them. We refer to this clustering algorithm as Phase Align Subsequence Time-Series (PA-STS) clustering. Note that a cluster center can be described as the product of a transfer function and an original spectrum, and the differences between phases with respect to small power components do not greatly influence the cluster center, which means that to align the phase of the frequency with the maximum spectrum intensity would be a natural approach.
More formally, we first apply DFT to z m (t) and find the frequency with the maximum spectrum power, that is:
Note that f m (λ * m ) may be described as:
Since l * m is generally not an integer value, let l m be the closest integer to l * m . We then align z m (t) by multiplying e iλj lm with f m (λ j ). We can obtain the aligned subsequences, z ′ m (t), with Inverse DFT as:
After we obtain z ′ m (t), we apply a clustering algorithm, such as k-means clustering or hierarchical clustering, to z ′ m (t). With this procedure, we avoid the generation of sine waves in STS clustering and obtain meaningful subsequence time-series patterns. Note that we do not need any additional, bothersome parameter tuning procedure because the proposed phase alignment preprocessing does not require any additional parameters.
Let us redefine the number of the subsequences of the time series as L. The phase alignment preprocessing runs DFT L times and Inverse DFT L times. Since the computational costs of both DFT and Inverse DFT are O(w log w), the computational cost of the alignment procedure is O(2Lw log w).
Experiments and Discussion
Here, we evaluate our theoretical results and PA-STS clustering. We applied K-means clustering for a clustering procedure.
Confirmation of Theoretical Results
To confirm our theoretical analysis, we ran the following two experiments.
Case1: Noise Free Time Series (Cylinder time series) we connected the same ten Cylinder instances (we refer to this time series as the Cylinder time series) and applied STS clustering (K = 3, w = 128, s = 4) to it. In this experiment, "Cylinder pattern + white noise" can be considered as a single pattern, and the second term of the right side in (4.13) is zero (and also the second and the third term of the right side in (4.15) ). Therefore, we can evaluate our analysis with respect to W y (λ j ) (i.e., Lemma 4.1 ∼ Lemma 4.4) through this experiment.
The power spectra of the cluster center and the transfer function are shown in the left and the right in Fig. 5 . We calculated the transfer function by dividing the power spectra of the cluster center (Fig. 5, left) by the power spectra of the Cylinder instance (Fig.4,  left) . It has taken the maximum at the frequencies shown in (4.17) and rapidly attenuated with distance from the frequencies. The frequencies corresponding to the minimum value have completely agreed with (4.20) . In this case, the transfer function has taken the maximum at high frequencies, and therefore, the cluster centers (Fig. 6 ) have included high-frequency components. These results are completely coincident with Lemma 4.1 ∼ Lemma 4.4, and we have confirmed the validity of our theoretical results in a noise free case.
Case2: Noisy Time Series (CBF time series)
We next applied STS clustering (K = 3, w = 128, s = 4) to the CBF time series. In this case, we cannot ignore the effect of noise. We evaluate Lemma 4.1 ∼ Lemma 4.9 through this experiment. Although we here have three typical patterns (i.e., Cylinder, Bell and Funnel), their power spectra closely resemble one another (Fig. 4) . Then, we approximately calculated the transfer function (Fig. 7, right) by dividing the mean of their power spectra by the power spectrum of the cluster center (Fig. 7, left) .
The power spectra of the cluster center and the transfer function are shown in the left and the right in Fig. 7 . Compared with the noise free cases (Fig. 5) , the power spectra and the cluster centers (Fig. 3) do not have high-frequency components. As we have predicted, the transfer function has a strong peak on λ j = 0 and small peaks on λ j = λ β , (β ̸ = 0). Since both the transfer function and the typical patterns (Cylinder, Bell and Funnel) have quite strong power on 2π/w, the components on the other frequencies can be negligible small and the cluster centers closely resemble sine waves (Fig. 3) . These results are coincident with Lemma 4.1 ∼ Lemma 4.9, and we have confirmed the validity of our theoretical results.
Note that these results not only experimentally confirm our theory and a mathematical background on which STS clustering generates sine wave patterns, but also suggest that results obtained with STS clustering can be predictable or, at least, can be analyzable in a theoretical sense by analyzing them with frequencyanalysis methodologies (especially, a transfer function and a linear filter). Therefore, our analysis also gives a novel theoretical analysis methodology for pattern discovery from time-series data.
Evaluation of PA-STS clustering
We next evaluated PA-STS clustering in the following two cases;
Comparison with true clustering results:
The first case is that we know the "true" clustering results. In this experiment, we evaluate PA-STS Figure 7 : The power spectra (left) and the transfer function (right) with respect to CBF time series generated with STS clustering (K = 3, s = 4, w = 128).
clustering in the following three manners;
1. Visualizing subsequences both before and after the phase alignment using MultiDimensional Scaling (MDS) [4] and comparing them.
2. Comparing the shapes of the cluster centers calculated by PA-STS clustering with the true patterns in the time series.
3. Quantifying the clustering results by calculating Normalized Mutual Information (NMI) [15] .
Evaluation of clustering meaningfulness:
The second case is that we do not know the true clustering results. In this experiments, we evaluated Clustering Meaningfulness (CM) proposed by Keogh et al. [10] with respect to STS clustering, PA-STS clustering, and STS clustering with the unfolding preprocessing (UF-STS clustering) proposed by Simon et al. [13] .
Comparison with True Clustering Results
Data Description : Here, we applied PA-STS clustering (and STS clustering) to CBF time series and Synthetic Control (SC) time series. As stated in Section 1, CBF time series include the three "true patterns", namely Cylinder, Bell and Funnels. SC time series consists of SC data in UCR datasets [9] . SC data includes six types of the patterns: Random, Cyclic, Increasing Trend, Decreasing Trend, Upward Shift and Downward Shift (Fig. 8,(a)∼(f) ). Each pattern has 100 normalized instances (i.e., for a total of 600 normalized instances), with a length of 60. We made SC time series by connecting them. Note that both connecting Upward Shift instances and connecting Downward Shift instances provide the same patterns (Fig. 8,(g) ), and we refer to them as Up-Downward Shift. We can easily find these patterns with respect to CBF data and SC data in an actual time series, and the evaluation on PA-STS clustering with respect to these two time series is significant in a practical sense.
Subsequences Visualization : For the purpose of showing the effectiveness of the phase alignment preprocessing, we applied MDS to each of the subsequences both with the phase alignment and without the phase alignment, with respect to CBF time series, and visualized them in two dimensional spaces. In the case of the subsequences without the phase alignment, the instances of all three patterns randomly distributed on a concentric circle (Fig. 9) . It is obvious that any clustering should result in being meaningless because their distributions are almost the same as well as they do not form any clusters.
On the other hand, in the case of the subsequences with the phase alignment, the instances of each pattern form each cluster (Fig. 10) , and we can confirm that the proposed phase alignment preprocessing has appropriately worked and uncovered the cluster structure hidden by phase shifts. Figure 11 shows Comparison between distance matrices of CBF subsequences with respect to before (left) and after (right) the phase alignment. Before the phase alignment, we cannot observe any cluster structures in the distance matrix. On the other hand, after the phase alignment, each of instances with respect to Cylinder, Bell and Funnel obviously forms a cluster. This result also presents the effectiveness of the proposed phase alignment preprocessing.
Shapes of Cluster Centers :
For the purpose of confirming whether PA-STS clustering can recover the original patterns or not, we next evaluated the shapes of the cluster centers. Figure 12 shows the cluster centers with respect to CBF time series generated with PA-STS clustering (K = 3, s = 4, w = 128). The cluster centers closely resembles the original Cylinder, Bell and Funnel patterns (Fig. 2) though STS clustering generated the sine wave patterns (Fig. 3) . Figure 13 shows the cluster centers with respect to CBF time series generated with PA-STS clustering (top) and STS clustering (bottom) (K = 6, s = 4, w = 60). The six cluster centers correspond to two Cyclics, one Increasing Trend, one Decreasing Trend, and two UpDown Shift 3 in Fig. 8 . Although the cluster centers have not included a Random pattern, its instances should have been absorbed into noise of instances. On the other hands, STS clustering has failed to recover these These experiments on CBF and SC time series show that PA-STS clustering performs well and recovers appropriate subsequence patterns.
Normalized Mutual Information :
For the purpose of qualitatively comparing clustering results of PA-STS clustering with true clustering results, we have calculated NMI [15] as clustering quality. Let C T and C E be the set of true class labels and the set of cluster labels calculated by a clustering algorithm, respectively. Then, NMI between C T and C E is defined as: (6.36)
) . where H(P ), H(P, Q) and I(P ; Q) represents entropy, joint entropy and mutual information with respect to random variables P and Q. When C T and C E are independent one another, NMI(C T , C E ) = 1 because
is, the more accurate the clustering results are.
In the case of CBF data, as shown in Figure 9 , the clustering labels calculated with STS clustering may be almost random-guess, and NMI is 1.0002. On the other hand, NMI with respect to the clustering result of PA-STS clustering was 8.264, much larger than NMI of STS clustering. In the case of SC data, NMIs with respect to both clustering algorithms were 1.715 and 3.534.
By the above results, we presented that the proposed phase align preprocessing performs well and PA-STS clustering shows the better performance than STS clustering. Especially, we confirmed that PA-STS clus-tering is capable of recovering true patterns in a time series.
Evaluation of Clustering Meaningfulness
Then, we apply PS-STS clustering, STS clustering and STS clustering with Unfolding preprocessing (we notate it as UF-STS clustering) proposed by Simon [13] to more time series data in UCR data [9] and compared their clustering results. We set the parameter candidates as K = {3, 5} and w = {10, 50}. Each result is the average with respect to ten different runs.
Data Description :
In this experiment, we used ten time series in UCR data [9] , namely burst, darwin, earthquake, infrasound beamd, leleccum, powerplant, robot arm, soil-temp, speech and sunspot. Their whole length are summarized in the bottom row of Table 1 . We need a random walk time series to calculate "Clustering Meaningfulness" as explained next. The random walk time series in UCR data was used for this purpose (its length is 65536 points).
Clustering Meaningfulness : In this case, we cannot know true clustering results and need a quantitative evaluation criterion. We evaluated Clustering Meaningfulness (CM) proposed by Keogh et al. [10] which is a measurement for evaluating a clustering algorithm which finds a local optima.
Let C 1 = {c ] .
Intuitively speaking, a good clustering algorithm derives similar cluster centers through different runs and D(C 1 , C 2 ) should be small. Let X 1 , X 2 and X 3 be sets of cluster centers, with respect to a target time series X , derived from different runs of the clustering algorithm A. Let Y 1 , Y 2 and Y 3 be sets of cluster centers, with respect to a random walk time series, derived from different runs of A. Then, CM of A with respect to X is defined as:
Intuitively speaking, if X i and Y j resemble one another, clustering results with respect to X can be said to be meaningless because any run of A derives the same result as the result with respect to random walk time series. CM represents a trade-off between how similar results A can derive through different runs and how dissimilar results from the results with respect to random walk time series A can derive.
Unfolding Preprocessing :
We applied UF-STS clustering [13] as a competitor of PA-STS clustering because UF-STS clustering also apply a preprocessing method to STS clustering. The unfolding preprocessing is a technique which changes a sampling rate of time series. More formally, a subsequencez m (t) generated with the unfolding preprocessing is defined as: τ is a parameter determining sampling rate, and is automatically set using a heuristics [13] . Then, UF-STS clustering applied a clustering algorithm toz m (t).
Results : Table 1 summarizes the comparison of clustering meaningfulness calculated by the three algorithms with respect to UCR datasets. The bold symbols represent the best (minimum) CM with respect to each dataset. PA-STS clustering has shown the best performance in the eight time series datasets out of ten and it is competitive with its competitors in the other two. From the Clustering-Meaningfulness viewpoint, we have confirmed the effectiveness of PA-STS clustering in the various types of time series. 
