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Abstract
This paper contains an overview of results for dynamic multivariate risk measures. We provide
the main results of four different approaches. We will prove under which assumptions results
within these approaches coincide, and how properties like primal and dual representation and
time consistency in the different approaches compare to each other.
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1 Introduction
The concept of coherent risk measures was introduced in an axiomatic way in [3, 4] to find the
minimal capital required to cover the risk of a portfolio. The notion was relaxed by introducing
convex risk measures in [26, 27]. In these papers the risk was measured only at time zero, in a
frictionless market, for univariate claims, and with only a single eligible asset that can be used for
the capital requirements and serves as the nume´raire. We call this the static scalar framework.
In this paper these four assumptions will be removed and different methods compared.
The static assumptions were relaxed by considering dynamic risk measures, where the risk
evaluation of a portfolio is updated as time progresses and new information become available.
In the dynamic framework time consistency plays an important role and has been studied for
example in [47, 10, 19, 50, 16].
Eliminating the assumption that the financial markets are frictionless required a new frame-
work. Since the ‘value’ of a portfolio is not uniquely determined anymore when bid and ask prices
or market illiquidity exist, it is natural to consider portfolios as vectors in physical units instead,
i.e. a portfolio is specified by the number of each of the asset which is held as opposed to their
value. But even in the absence of transaction costs multivariate claims might be of interest, e.g.
when assets are denoted in different currencies with fluctuating exchange rates, or different busi-
ness lines with no direct exchange or different regularity rules are considered, see [15]. In contrast
to frictionless univariate models also the choice of the nume´raire assets matters, which lead to
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different approaches: pick a nume´raire and allow capital requirements to be in this nume´raire,
which allows a risk manager to work with scalar risk measures again (see e.g. [20, 5, 28, 41, 51]);
or use the more general nume´raire-free approach and allow risk compensation to be made in a
basket of assets which leads to risk measures that are set-valued. This approach was first studied
in Jouini, Meddeb, Touzi [38] in the coherent case. Several extensions have been made. In this
paper we will introduce four approaches to deal with dynamic multivariate risk measures, and
compare and relate them by giving conditions under which the results obtained in each approach
coincide. The four approaches we discuss are
1. a set-optimization approach;
2. a measurable selector approach;
3. an approach utilizing set-valued portfolios; and
4. a family of multiple asset scalar risk measures.
The first three approaches correspond to the nume´raire-free framework, whereas the last
approach includes scalar risk measures where a nume´raire asset is chosen.
In [31, 34, 30, 32] the results of [38] were extended to the convex case and a stochastic market
model. The extension of the dual representation results were made possible by an application
of convex analysis for set-valued functions (set-optimization), see Hamel [29]. The dynamic case
and time consistency was studied in [23, 25]. We will call this approach the set-optimization
approach. The values of risk measures and its minimal elements in this framework have been
studied and computed in [43, 35, 33, 44, 24] via Benson’s algorithm for linear vector optimization
(see e.g. [42]) in the coherent and polyhedral convex case, respectively via an approximation
algorithm in the convex case, see [44, 24].
[8] extended the results of [38] for coherent risk measures to the dynamic case. We will call
this the measurable selector approach as it considers the value of a risk measures as a random
set, and then provides a primal and dual representation for the measurable selectors in that
set. Time consistency properties were also introduced and some equivalent characterizations
discussed.
Most recently, in [15], set-valued coherent risk measures were considered as functions from
random sets into the upper sets. The transaction costs model, and other financial considerations
like trading constraints, or illiquidity, are then embedded into the construction of “set-valued
portfolios”. A subclass of risk measures in this framework can be constructed using a vector of
scalar risk measures and [15] gives upper and lower bounds as well as dual representations for
this subclass. We will present here the dynamic extension of this approach. Time consistency
properties have not yet been studied within this framework. However, by comparing and relating
the different approaches we will see that a larger subclass can be obtained by using the set-
valued risk measures of the set-optimization approach, which provides already a link to dual
representations and time consistency properties for this larger subclass.
The fourth approach is to consider a family of dynamic scalar risk measures to evaluate
the risk of a multivariate claim. This approach has not been studied so far in the dynamic
case. In the special case of frictionless markets, the family of scalar risk measures coincides with
scalar risk measures using multiple eligible assets as discussed in [20, 5, 28, 41, 51]. Also the
scalar static risk measure of multivariate claims with a single eligible asset studied in [13]; the
scalar liquidity adjusted risk measures in market with frictions as studied in [53]; and the scalar
superhedging price in markets with transaction costs, see [9, 12, 46, 37, 48, 49, 43], are special
cases of this approach. Thus, the family of dynamic scalar risk measures for portfolio vectors
generalizes these special cases in a unified way to allow for frictions, multiple eligible assets,
and multivariate portfolios in a dynamic framework. The connection to the set-optimization
approach allows to utilize the dual representation and time consistency results deduced there.
2
Other papers in the context of set-valued risk measures are [7], where an extension of the
tail conditional expectation to the set-valued framework of [38] was presented and a numerical
approximation for calculation was given; and [14], where set-valued risk measures in a more
abstract setting were studied and a consistent structure for scalar-valued, vector-valued, and
set-valued risk measures (but for constant solvency cones) was created. Furthermore, in [14]
distribution based risk measures were extended to the set-valued framework via depth-trimmed
regions. More recently, vector-valued risk measures were studied in [6].
Section 2 introduces the four approaches mentioned above. In section 3 these four approaches
are compared by showing how the set-optimization approach corresponds to each of the other
three. For each comparison, assumptions are given under which there is a one-to-one relationship
between the approaches. These relations allow generalizations in most of the different approaches
that go beyond the results obtained so far.
2 Dynamic risk measures
Consider a filtered probability space
(
Ω,F, (Ft)
T
t=0,P
)
satisfying the usual conditions with F0
being the completed trivial sigma algebra and FT = F. Let | · | be an arbitrary norm in R
d.
Denote Lpt := L
p(Ω,Ft,P;R
d) for p ∈ [0,+∞] (with Lp := LpT ). If p = 0, L
0
t is the linear space
of the equivalence classes of Ft-measurable functions X : Ω → R
d. For p > 0, Lpt denotes the
linear space of Ft-measurable functions X : Ω→ R
d such that ‖X‖p =
(∫
Ω |X(ω)|
pdP
)1/p
< +∞
for p ∈ (0,+∞), and ‖X‖∞ = ess supω∈Ω |X(ω)| < +∞ for p = +∞. For p ∈ [1,+∞] we will
consider the dual pair (Lpt , L
q
t ), where
1
p +
1
q = 1 (with q = +∞ when p = 1 and q = 1 when
p = +∞), and endow it with the norm topology, respectively the weak* topology (that is the
σ
(
L∞t , L
1
t
)
-topology on L∞t ) in the case p = +∞ unless otherwise noted.
We write Lpt,+ =
{
X ∈ Lpt : X ∈ R
d
+ P-a.s.
}
for the closed convex cone of Rd-valued Ft-
measurable random vectors with non-negative components. Similarly define Lp+ := L
p
T,+. We
denote by Lpt (Dt) those random vectors in L
p
t that take P-a.s. values in Dt. Let 1D : Ω→ {0, 1}
be the indicator function of D ∈ F defined by 1D(ω) = 1 if ω ∈ D and 0 otherwise. Throughout
we will consider the summation of sets by Minkowski addition. To distinguish the spaces of
random vectors from those of random variables, we will write Lpt (R) := L
p(Ω,Ft,P;R) for the
linear space of the equivalence classes of p integrable Ft-measurable random variables X : Ω→ R.
Note that an element X ∈ Lpt has components X1, ...,Xd in L
p
t (R).
(In-)equalities between random vectors are always understood componentwise in the P-a.s.
sense. The multiplication between a random variable λ ∈ L∞t (R) and a set of random vec-
tors D ⊆ Lp is understood in the elementwise sense, i.e. λD = {λY : Y ∈ D} ⊆ Lp with
(λY )(ω) = λ(ω)Y (ω). The multiplication and division between (random) vectors is under-
stood in the componentwise sense, i.e. xy := (x1y1, ..., xdyd)
T and x/y := (x1/y1, ..., xd/yd)
T for
x, y ∈ Rd (x, y ∈ Lpt ) and with yi 6= 0 (almost surely) for every index i ∈ {1, ..., d} for division.
As in [39] and discussed in [52, 40], the portfolios in this paper are in “physical units” of an
asset rather than the value in a fixed nume´raire, except where otherwise mentioned. That is, for
a portfolio X ∈ Lpt , the values of Xi (for 1 ≤ i ≤ d) are the number of units of asset i in the
portfolio at time t.
Let M˜t[ω] denote the set of eligible portfolios, i.e. those portfolios which can be used to
compensate for the risk of a portfolio, at time t and state ω. We assume M˜t[ω] is a linear
subspace of Rd for almost every ω ∈ Ω. It then follows that Mt := L
p
t (M˜t) is a closed (and
additionally weak* closed if p = +∞) linear subspace of Lpt , see section 5.4 and proposition 5.5.1
in [40]. For example, M˜t[ω] could specify a certain ratio of Euros and Dollars to be used for
risk compensations. Another typical example is the case where a subset of assets are used for
3
capital requirements, i.e. M˜nt [ω] =
{
m ∈ Rd : ∀i ∈ {n+ 1, ..., d} : mi = 0
}
and Mnt = L
p
t (M˜
n
t ).
We will denote Mt,+ := Mt ∩ L
p
t,+ to be the nonnegative elements of Mt. We will assume that
Mt,+ 6= {0}, i.e. Mt,+ is nontrivial.
In the first three methods discussed below the risk measures have set-valued images. In
the set-optimization approach (section 2.1) and the set-valued portfolio approach (section 2.3)
the image space is explicitly given by the upper sets, i.e. P (Mt;Mt,+) where P (Z;C) :=
{D ⊆ Z : D = D + C} for some vector space Z and an ordering cone C ⊂ Z. Additionally,
let G(Z;C) := {D ⊆ Z : D = cl co (D + C)} ⊆ P(Z;C) be the upper closed convex subsets. It
seems natural to use upper set as the values of risk measures since if one portfolio can cover the
risk then any larger portfolio should also cover this risk. Alternatively, one could consider the
set of “minimal elements” of the risk compensating portfolios. However, in contrast to the upper
sets, the set of “minimal elements” is in general not a convex set when convex risk measure are
considered.
2.1 Set-optimization approach
The set-optimization approach to dynamic risk measures is studied in [23, 25], where set-valued
risk measures ([30, 32]) were extended to the dynamic case. A benefit of this method is that dual
representations are obtained by a direct application of the set-valued duality developed in [29],
which allowed for the first time to study not only conditional coherent, but also convex set-valued
risk measures.
In this setting we consider risk measures that map a portfolio vector into the complete lattice
P (Mt;Mt,+) of upper sets.
Set-valued conditional risk measures have been defined in [23]. Here we give a stronger
property for finiteness at zero than in [23] to ease the comparison to the other approaches.
Definition 2.1. A conditional risk measure is a mapping Rt : L
p → P(Mt;Mt,+) which
satisfies:
1. Lp+-monotonicity: if Y −X ∈ L
p
+ then Rt(Y ) ⊇ Rt(X);
2. Mt-translativity: Rt(X +m) = Rt(X) −m for any X ∈ L
p and m ∈Mt;
3. finiteness at zero: Rt(0) 6= ∅ and Rt(0)[ω] 6= M˜t[ω] for almost every ω ∈ Ω, where
Rt(0)[ω] := {u(ω) : u ∈ Rt(0)}.
For finiteness at zero, and elsewhere in later sections, we consider the ω projection of the risk
compensating set Rt(X). We point out that Rt(X) is a collection of random vectors and is not a
random set; therefore Rt(X)[ω] := {u(ω) : u ∈ Rt(X)} is the collection of risk covering portfolios
at state ω. As Rt(X) is not a random set, it is generally the case that Rt(X) 6= L
p
t (Rt(X)) :=
{u ∈Mt : P (ω ∈ Ω : u(ω) ∈ Rt(X)[ω]) = 1}.
Below we consider additional properties for conditional risk measures that have useful finan-
cial and mathematical interpretations. Note that the definition for K-compatibility below is
more general than the one given in [23], and corresponds to the definition in [35]. A conditional
risk measure Rt at time t is
• convex (conditionally convex) if for all X,Y ∈ Lp and any λ ∈ [0, 1] (respectively
λ ∈ L∞t (R) such that 0 ≤ λ ≤ 1)
Rt(λX + (1− λ)Y ) ⊇ λRt(X) + (1− λ)Rt(Y );
• positive homogeneous (conditionally positive homogeneous) if for all X ∈ Lp and
any λ ∈ R++ (respectively λ ∈ L
∞
t (R++))
Rt(λX) = λRt(X);
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• coherent (conditionally coherent) if it is convex and positive homogeneous (respectively
conditionally convex and conditionally positive homogeneous);
• normalized if Rt(X) = Rt(X) +Rt(0) for every X ∈ L
p;
• local if for every D ∈ Ft and every X ∈ L
p, 1DRt(X) = 1DRt(1DX);
• K-compatible for some convex cone K ⊆ Lp if Rt(X) =
⋃
k∈K Rt(X − k);
• closed if the graph of the risk measure
graph(Rt) = {(X,u) ∈ L
p ×Mt : u ∈ Rt(X)}
is closed in the product topology (with the weak* topology if p = +∞);
• convex upper continuous if
R−1t (D) := {X ∈ L
p : Rt(X) ∩D 6= ∅}
is closed (weak* closed if p = +∞) for any closed convex set D ∈ G(Mt;Mt,−).
(Conditional) convexity and coherence for a risk measure define a regulatory framework which
promotes diversification. Set-valued normalization is a generalization of the scalar normalization
(zero capital needed to compensate the risk of the 0 portfolio). The local property means that
the risks at some state (in Ft) only depend on the possible future values of the portfolio reachable
from that state. K-compatibility is closely related to a market model; assume for the moment
an investor can trade the initial portfolio 0 into any random vector in −K by the terminal time
T , then K-compatibility means considering the (minimal) risk of a portfolio when all possible
trades are taken into account. The closure is the set-valued version of lower semicontinuity and
is necessary for the dual representation to hold. Convex upper continuity is a stronger property
than closure and is useful when characterizing or creating multi-portfolio time consistent risk
measures, the details will be given below.
A dynamic risk measure is a sequence (Rt)
T
t=0 of conditional risk measures. A dynamic
risk measure is said to have a certain property if Rt has that property for all times t.
A static risk measure in the sense of [32] is a conditional risk measure at time 0. Note that
for static risk measures convexity (positive homogeneity) coincides with conditional convexity
(conditional positive homogeneity).
Any conditionally convex risk measure Rt : L
p → P (Mt;Mt,+) is local, see proposition 2.8
in [23].
Definition 2.2. A set At ⊆ L
p is a conditional acceptance set at time t if it satisfies
At + L
p
+ ⊆ At, Mt ∩ At 6= ∅, and M˜t[ω] ∩ (R
d\At[ω]) 6= ∅ for almost every ω ∈ Ω, where
At[ω] = {X(ω) : X ∈ At}.
The acceptance set of a conditional risk measure Rt is given by At = {X ∈ L
p : 0 ∈ Rt(X)},
which is the collection of “risk free” portfolios. For any conditional acceptance set At, the
function defined by Rt(X) = {u ∈Mt : X + u ∈ At} is a conditional risk measure. This is the
primal representation for conditional risk measures via acceptance sets, see [23]. This relation
is one-to-one, i.e. we can consider an (Rt, At) pair or equivalently just one of the two. Given a
risk measure and acceptance set pair (Rt, At) then the following properties hold, see Proposition
2.11 in [23].
• Rt is normalized if and only if At +At ∩Mt = At;
• Rt is (conditionally) convex if and only if At is (conditionally) convex;
• Rt is (conditionally) positive homogeneous if and only if At is a (conditional) cone;
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• Rt has a closed graph if and only if At is closed.
For the duality results below we will consider p ∈ [1,+∞]. Let M denote the set of d-
dimensional probability measures absolutely continuous with respect to P, and let Me denote
the set of d-dimensional probability measures equivalent to P. We will say Q = P|Ft for vector
probability measures Q and some time t ∈ [0, T ] if for every D ∈ Ft it follows that Qi(D) = P(D)
for all i = 1, ..., d. Consider Q ∈ M. We will use a P-almost sure version of the Q-conditional
expectation of X ∈ Lp given by
EQ [X| Ft] := E [ξt,T (Q)X| Ft] ,
where ξr,s(Q) =
(
ξ¯r,s(Q1), ..., ξ¯r,s(Qd)
)
T
for any times 0 ≤ r ≤ s ≤ T with
ξ¯r,s(Qi)[ω] :=


E
[
dQi
dP
∣∣∣Fs
]
(ω)
E
[
dQi
dP
∣∣∣Fr
]
(ω)
on E
[
dQi
dP
∣∣∣Fr] (ω) > 0
1 else
for every ω ∈ Ω, see e.g. [17, 23]. For any probability measure Qi ≪ P and any times 0 ≤ r ≤ s ≤
t ≤ T , it follows that dQidP = ξ¯0,T (Qi), ξ¯t,s(Qi) = ξ¯t,r(Qi)ξ¯r,s(Qi), and E
[
ξ¯r,s(Qi)
∣∣Fr] = 1 almost
surely. The halfspace and the conditional “halfspace” in Lpt with normal direction w ∈ L
q
t\{0}
are denoted by
Gt(w) :=
{
u ∈ Lpt : 0 ≤ E
[
wTu
]}
, Γt(w) :=
{
u ∈ Lpt : 0 ≤ w
Tu P-a.s.
}
.
We will define the set of dual variables to be
Wt :=
{
(Q, w) ∈ M×
(
M+t,+\M
⊥
t
)
: wTt (Q, w) ∈ L
q
+,Q = P|Ft
}
,
where for any 0 ≤ t ≤ s ≤ T
wst (Q, w) = wξt,s(Q),
M⊥t =
{
v ∈ Lqt : E
[
vTu
]
= 0 ∀u ∈Mt
}
and C+ =
{
v ∈ Lqt : E
[
vTu
]
≥ 0 ∀u ∈ C
}
denotes the
positive dual cone of a cone C ⊆ Lpt .
The set of dual variables Wt consists of two elements. The first component is a vector
probability measure absolutely continuous to the physical measure P and corresponds to the
dual element in the traditional scalar theory. The second component reflects the order relation
in the image space as the w’s are the collection of possible relative weights between the eligible
portfolios. This component is not needed in the scalar case. The coupling condition wTt (Q, w) ∈
Lq+ guarantees that the probability measure Q and the ordering vector w are “consistent” in
the following sense. If a portfolio X is component-wise (P-)almost surely greater than or equal
to another portfolio Y , then the Q-conditional expectation keeps that relationship with respect
to the order relation defined by w, that is wTEQ [X| Ft] ≥ w
TEQ [Y | Ft] (P-)almost surely. In
the following, we review the duality results from [25]. Note that since we are only considering
closed (conditionally) convex risk measures we can restrict the image space to G(Mt;Mt,+) :=
{D ⊆Mt : D = cl co (D +Mt,+)}.
Corollary 2.3 (Corollary 2.4 of [25]). A conditional risk measure Rt : L
p → G(Mt;Mt,+) is
closed and conditionally convex if and only if
Rt(X) =
⋂
(Q,w)∈Wt
[
−αmint (Q, w) +
(
EQ [−X| Ft] + Γt (w)
)
∩Mt
]
, (2.1)
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where −αmint is the minimal conditional penalty function given by
− αmint (Q, w) = cl
⋃
Z∈At
(
EQ [Z| Ft] + Γt(w)
)
∩Mt. (2.2)
Rt is additionally conditionally coherent if and only if
Rt(X) =
⋂
(Q,w)∈Wmaxt
(
EQ [−X| Ft] + Γt (w)
)
∩Mt (2.3)
with
Wmaxt =
{
(Q, w) ∈ Wt : w
T
t (Q, w) ∈ A
+
t
}
. (2.4)
The more general convex and coherent case reads analogously to corollary 2.3, just with
Γt (w) replaced by Gt (w) in equations (2.1), (2.2) and (2.3), see theorem 2.3 in [25]. As shown
in [32, 23], the Gt-version of the minimal penalty function −α
min
t is the set-valued (negative)
convex conjugate in the sense of [29] and the dual representation is the biconjugate, both with
infimum and supremum defined for the image space G(Mt;Mt,+).
Remark 2.4. The dual representation given in [38] for the static coherent case (and in [8] for
the dynamic case, see section 2.2 below) uses a single dual variable. This set of dual variables
from [38] is equivalent to
{
wTt (Q, w) : (Q, w) ∈ Wt
}
, and as discussed in the proof of theorem
2.3 in [25], the dual representation (2.1) and (2.3) can be given by this set alone. This means,
the results presented in this section include the previously known dual representation results.
We conclude this section by giving a brief description and equivalent characterizations of a
time consistency property for set-valued risk measures in the set-optimization approach. The
property we will discuss is multi-portfolio time consistency, which was proposed in [23] and
further studied in [25]. We also return to the general case with p ∈ [0,+∞].
Definition 2.5. A dynamic risk measure (Rt)
T
t=0 is called multi-portfolio time consistent
if for all times t, s ∈ [0, T ] with t < s, all portfolios X ∈ Lp and all sets Y ⊆ Lp the implication
Rs(X) ⊆
⋃
Y ∈Y
Rs(Y )⇒ Rt(X) ⊆
⋃
Y ∈Y
Rt(Y ) (2.5)
is satisfied.
Multi-portfolio time consistency means that if at some time any risk compensation portfolio
for X also compensates the risk of some portfolio Y in the set Y, then at any prior time the
same relation should hold true. Implicitly within the definition, the choice of eligible portfolios
can have an impact on the multi-portfolio time consistency of a risk measure.
In [23], (set-valued) time consistency was also introduced. This property is defined by
Rs(X) ⊆ Rs(Y )⇒ Rt(X) ⊆ Rt(Y )
for any time t, s ∈ [0, T ] with t < s and any portfoliosX,Y ∈ Lp. It is weaker than multi-portfolio
time consistency, though in the scalar case both properties coincide.
Before we give some equivalent characterizations for multi-portfolio time consistency, we
must give a few additional definitions. These definitions are used for defining the stepped risk
measures Rt,s : Ms → P(Mt;Mt,+) for t ≤ s, as discussed in [25, appendix C]. We denote
and define the stepped acceptance set by At,s := At ∩ Ms. And akin to corollary 2.3, for
the closed conditionally convex and closed (conditionally) coherent stepped risk measures we
will define the minimal stepped penalty function (for the conditionally convex case with Mt ⊆
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Ms) by −α
min
t,s (Q, w) := cl
⋃
X∈At,s
(
EQ [X| Ft] + Γt(w)
)
∩Mt for every (Q, w) ∈ Wt,s and the
maximal stepped dual set (for the (conditionally) coherent case with Mt ⊆ Ms) by W
max
t,s :={
(Q, w) ∈ Wt,s : w
s
t (Q, w) ∈ A
+
t,s
}
. As can be seen, both the stepped penalty function and the
stepped maximal dual set are with respect to dual elements Wt,s, which in general differ from
Wt. In the case that M˜t = M0 almost surely, it holds Wt,s ⊇ Wt for all times t ≤ s ≤ T ; if
M˜s = R
d almost surely then Wt,s =Wt.
In the below theorem, for the convex upper continuous (conditionally) coherent case we
introduce two more definitions. We define the mapping Hst : 2
Ws → 2Wt for times t ≤ s ≤ T
by Hst (D) := {(Q, w) ∈ Wt : (Q, w
s
t (Q, w)) ∈ D} for D ⊆ Ws. Additionally, for Q,R ∈ M we
denote by Q⊕sR the pasting of Q and R in s, i.e. the vector probability measures S ∈ M defined
via
dS
dP
= ξ0,s(Q)ξs,T (R).
The following theorem gives equivalent characterizations of multi-portfolio time consistency:
a recursion in the spirit of Bellman’s principle (property 2 below), an additive property for the
acceptance sets (property 3), the so called cocyclical property (property 4) and stability (property
6). The properties are important for the construction of multi-portfolio time consistent risk
measures.
Theorem 2.6 (Theorem 3.4 of [23], corollary 3.5, corollary 4.3 and theorem 4.6 of [25]). For a
normalized dynamic risk measure (Rt)
T
t=0 the following are equivalent:
1. (Rt)
T
t=0 is multi-portfolio time consistent,
2. Rt is recursive, that is for every time t, s ∈ [0, T ] with t < s
Rt(X) =
⋃
Z∈Rs(X)
Rt(−Z) =: Rt(−Rs(X)). (2.6)
If additionally Mt ⊆ Ms for every time t, s ∈ [0, T ] with t < s then all of the above is also
equivalent to
3. for every time t, s ∈ [0, T ] with t < s
At = As +At,s. (2.7)
If additionally p ∈ [1,+∞], M˜t = R
n × {0}d−n almost surely for some n ≤ d for every time
t ∈ [0, T ], (Rt)
T
t=0 is a c.u.c. conditionally convex risk measure and
Rt(X) =
⋂
(Q,w)∈Wet
[
−αmint (Q, w) +
(
EQ [−X| Ft] + Γt(w)
)
∩Mt
]
for every X ∈ LpT where W
e
t = {(Q, w) ∈ Wt : Q ∈ M
e}, then all of the above is also equivalent
to
4. for every time t, s ∈ [0, T ] with t < s
− αmint (Q, w) = cl
(
−αmint,s (Q, w) + E
Q
[
−αmins (Q, w
s
t (Q, w))
∣∣Ft]) (2.8)
for every (Q, w) ∈ Wet .
If additionally p ∈ [1,+∞], M˜t = R
n × {0}d−n almost surely for some n ≤ d for every time
t ∈ [0, T ] and (Rt)
T
t=0 is a c.u.c. (conditionally) coherent risk measure then all of the above is
also equivalent to
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5. for every time t, s ∈ [0, T ] with t < s
Wmaxt =W
max
t,s ∩H
s
t (W
max
s ) , (2.9)
which in turn is equivalent to
6. for every time t, s ∈ [0, T ] with t < s
Wmaxt =
{
(Q⊕s R, w) : (Q, w) ∈ Wmaxt,s , (R, w
s
t (Q, w)) ∈ W
max
s
}
. (2.10)
2.2 Measurable selector approach
The measurable selector approach was proposed in [8] and is an extension of [38] to the dynamic
framework. Only coherent risk measures are considered in this approach as the technique used
to deduce the dual representation relies on coherency. The risk measures are assumed to be
compatible to a conical market model at the final time T , i.e. portfolios are compared based on
the final “values”. In so doing, a new pre-image space denoted by BKT ,n is introduced, which will
be defined below and is discuss in remark 3.1. In [8], the space of eligible assets isMnt = L
0
t (M˜
n
t )
with M˜nt [ω] =
{
m ∈ Rd : ∀i ∈ {n + 1, ..., d} : mi = 0
}
, i.e. n ≤ d of the d assets can be used to
cover risk.
Let Sdt be the set of Ft-measurable random sets in R
d. Recall that a mapping Γ : Ω → 2R
d
is an Ft-measurable random set if
graphΓ =
{
(ω, x) ∈ Ω× Rd : x ∈ Γ(ω)
}
is Ft ⊗ B(R
d)-measurable (where B(Rd) is the Borel σ-algebra). The random set Γ is closed
(convex, conical) if Γ(ω) is closed (convex, conical) for almost every ω ∈ Ω.
Let KT ∈ S
d
T satisfy the following assumptions:
k1. for almost every ω ∈ Ω: KT (ω) is a closed convex cone in R
d;
k2. for almost every ω ∈ Ω: Rd+ ⊆ KT (ω) 6= R
d;
k3. for almost every ω ∈ Ω: KT (ω) is a proper cone, i.e. KT (ω) ∩ −KT (ω) = {0}.
It is then possible to create a partial ordering in L0 defined by KT such that X ≥KT Y if and
only if P(X − Y ∈ KT ) = 1. The solvency cones with friction, see e.g. [39, 52, 40], satisfy the
conditions given above for KT .
Let n ≤ d, then we define BKT ,n :=
{
X ∈ L0 : ∃c ∈ R+ : c1d,n ≥KT X ≥KT −c1d,n
}
where
the i-th component of 1d,n ∈ R
d is 1id,n =
{
1 if i ∈ {1, ..., n}
0 else
. Then we can define a norm on
BKT ,n by ‖X‖KT ,n := inf {c ∈ R+ : c1d,n ≥KT X ≥KT −c1d,n}, and (BKT ,n, ‖ · ‖KT ,n) defines a
Banach space.
Let Sd,nt ⊆ S
d
t be such that Γ ∈ S
d,n
t if Γ ∈ S
d
t and Γ(ω) ⊆ M˜
n
t [ω] for almost every ω ∈ Ω.
Definition 2.7. A risk process is a sequence (R˜t)
T
t=0 of mappings R˜t : BKT ,n → S
d,n
t satisfying
1. R˜t(X) is a closed Ft-measurable random set for any X ∈ BKT ,n, R˜t(0) 6= ∅, and R˜t(0)[ω] 6=
M˜nt [ω] for almost every ω ∈ Ω.
2. For any X,Y ∈ BKT ,n with Y ≥KT X it holds R˜t(Y ) ⊇ R˜t(X).
3. R˜t(X +m) = R˜t(X)−m for any X ∈ BKT ,n and m ∈M
n
t .
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A risk process is conditionally convex at time t if for all X,Y ∈ BKT ,n and λ ∈ L
∞
t (R)
with 0 ≤ λ ≤ 1 almost surely it holds λR˜t(X) + (1− λ)R˜t(Y ) ⊆ R˜t(λX + (1− λ)Y ).
A risk process is conditionally positive homogeneous at time t if for all X ∈ BKT ,n and
λ ∈ L0t (R++) with λX ∈ BKT ,n it holds R˜t(λX) = λR˜t(X).
A risk process is conditionally coherent at time t if it is both conditionally convex and
conditionally positive homogeneous at time t.
A risk process is normalized at time t if R˜t(X) + R˜t(0) = R˜t(X) for every X ∈ BKT ,n.
Thus, the values R˜t(X) of a risk process are Ft-measurable random sets in R
d. Primal
and dual representations can be provided for the measurable selectors of this set. Recall that
γ is a Ft-measurable selector of a Ft-random set Γ if γ(ω) ∈ Γ(ω) for almost every ω ∈ Ω.
Then using the notation from above, the measurable selectors in Lp are given by Lpt (Γ) =
{γ ∈ Lpt : P(γ ∈ Γ) = 1}.
Definition 2.8. Given a risk process (R˜t)
T
t=0, then SR˜ : [0, T ]×BKT ,n → 2
Mnt is a selector risk
measure if SR˜(t,X) := L
0
t (R˜t(X)) for every time t and portfolio X ∈ BKT ,n. The bounded
selector risk measure is defined by S∞
R˜
(t,X) := SR˜(t,X) ∩BKT ,n.
Definition 2.9. A set At ⊆ BKT ,n is a conditional acceptance set at time t if:
1. At is closed in the (BKT ,n, ‖ · ‖KT ,n) topology.
2. If X ∈ BKT ,n such that X ≥KT 0 then X ∈ At.
3. BKT ,n ∩M
n
t 6⊆ At.
4. At is Ft-decomposable, i.e. if for any finite partition (Ω
n
t )
N
n=1 ⊆ Ft of Ω and any family
(Xn)
N
n=1 ⊆ D, then
∑N
n=1 1Ωnt Xn ∈ D.
5. At is a conditionally convex cone.
Remark 2.10. Note that the definition for Ft-decomposability above differs from that in [8],
as in that paper Ft-decomposability is considered with respect to countable rather than finite
partitions. We weakened the condition by adapting the proof of theorem 1.6 of chapter 2 from [45]
when p = +∞ to the space BKT ,n.
Proposition 2.11 (Proposition 3.4 of [8]). Given a conditionally coherent risk process R˜t at
time t, then At :=
{
X ∈ BKT ,n : 0 ∈ R˜t(X)
}
is a conditional acceptance set at time t.
A primal representation of the selector risk measure is given as follows.
Theorem 2.12 (Theorem 3.3 in [8]). Let At be a closed subset of (BKT ,n, ‖ · ‖KT ,n). Then At is
a conditional acceptance set if and only if there exists some conditionally coherent risk process
R˜t at time t such that the associated bounded selector risk measure S
∞
R˜
satisfies S∞
R˜
(t,X) =
{m ∈Mnt : X +m ∈ At} for all X ∈ BKT ,n.
Below, we give the dual representation for coherent selector risk measures as done in theo-
rem 4.1 and theorem 4.2 of [8]. This dual representation can be viewed as the intersection of
supporting halfspaces for the selector risk measure, which is the reason that coherence is needed
in this approach.
From [8], it is known that (BKT ,n, ‖ · ‖KT ,n) is a Banach space, we will let baKT ,n be the
topological dual of BKT ,n, and let ba
+
KT ,n
denote the positive linear forms, that is
ba+KT ,n := {φ ∈ baKT ,n : φ(X) ≥ 0 ∀X ≥KT 0} .
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Definition 2.13 (Definition 4.1 of [8]). A set Λ ⊆ baKT ,n is called Ft-stable if for all λ ∈
L∞t (R+) and φ ∈ Λ, the linear form φ
λ : X ∋ BKT ,n 7→ φ(λX) is an element of Λ.
Theorem 2.14 (Theorem 4.1 of [8]). Let (R˜t)
T
t=0 be a sequence of (S
d,n
t )
T
t=0-valued mappings on
BKT ,n. Then the following are equivalent:
1. (R˜t)
T
t=0 is a conditionally coherent risk process.
2. There exists a nonempty σ(baKT ,n, BKT ,n)-closed subset Qt 6= {0} of ba
+
KT ,n
which is Ft-
stable and satisfies the equality
S∞
R˜
(t,X) = {u ∈Mnt ∩BKT ,n : φ(X + u) ≥ 0 ∀φ ∈ Qt} . (2.11)
We finish the discussion of the dual representation by considering the case when the risk
process additionally satisfies a “Fatou property” as defined below.
Definition 2.15. A sequence (R˜t)
T
t=0 of (S
d,n
t )
T
t=0-valued mappings on BKT ,n is said to satisfy
the Fatou property if for all X ∈ BKT ,n and all times t
lim sup
n→+∞
S∞
R˜
(t,Xn) ⊆ S
∞
R˜
(t,X)
for any bounded sequence (Xm)m∈N ⊆ BKT ,n which converges to X in probability.
Note that in the above definition the limit superior is defined to be lim supn→+∞Bn =
cl
⋃
n∈N
⋂
m≥nBm for a sequence of sets (Bn)n∈N.
For the following theorem we assume two additional properties on the convex cone KT :
k4. for almost every ω ∈ Ω: Rd+\{0} ⊆ int[KT (ω)] or equivalently KT (ω)
+\{0} ⊆ int[Rd+];
k5. KT and K
+
T are both generated by a finite number of linearly independent and bounded
generators denoted respectively by (ξi)
N
i=1 and (ξ
+
i )
N+
i=1.
Let L1,n(K+T ) :=
{
Z ∈ L0(K+T ) : 1
T
d,nZ ∈ L
1(R)
}
. In the following theorem we will use
L1,n(K+T ) as a dual space for BKT ,n. For Z ∈ L
1,n(K+T ), the linear form φZ(X) := E
[
ZTX
]
belongs to ba+KT ,n. The norm ‖Z‖d,n := sup
{
|E
[
ZTX
]
| : X ∈ BKT ,n, ‖X‖KT ,n ≤ 1
}
is the dual
norm for any Z ∈ L1,n(K+T ).
Theorem 2.16 (Theorem 4.2 of [8]). Let (R˜t)
T
t=0 be a conditionally coherent risk process on
BKT ,n and let KT satisfy property k1− k5. The following are equivalent:
1. For every time t ∈ [0, T ], there exists a closed conditional cone {0} 6= Q1t ⊆ L
1,n(K+T ) (in
the norm topology, with norm ‖ · ‖d,n) such that for any X ∈ BKT ,n
S∞
R˜
(t,X) =
{
u ∈Mnt ∩BKT ,n : ∀Z ∈ Q
1
t : E
[
ZT(X + u)
]
≥ 0
}
. (2.12)
2. (R˜t)
T
t=0 satisfies the Fatou property.
3. Ct :=
{
X ∈ BKT ,n : 0 ∈ R˜t(X)
}
is σ(BKT ,n, L
1,n(K+T ))-closed.
We conclude this section by discussing time consistency properties as they were defined in
the measurable selector approach in [8]. As in the set-optimization approach in the previous
section one would like to define a property that is equivalent to a recursive form. For this reason
we will extend the risk process to be a function of a set. For a set X ⊆ BKT ,n, let us define
R˜t(X) ∈ S
d,n
t via its selectors, that is
L0t (R˜t(X)) ∩BKT ,n = cl envFt
⋃
X∈X
S∞
R˜
(t,X) =: S∞
R˜
(t,X),
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where, for any Γ ⊆ BKT ,n, envFt Γ denotes the smallest Ft-decomposable set (see definition 2.9)
which contains Γ. This means that the measurable selectors of the risk process of a set are defined
by the closed and Ft-decomposable version of the pointwise union. Note that if X = {X} then
this reduces to the prior definition on portfolios. The risk process of a set is defined in this way
because the selection risk measure must be closed and Ft-decomposable-valued to guarantee the
existence of an Ft-measurable random set R˜t(X) such that S∞R˜ (t,X) = L
0
t (R˜t(X)) ∩BKT ,n.
Definition 2.17. A risk process (R˜t)
T
t=0 is called consistent in time if for any t, s ∈ [0, T ]
with t < s and X ∈ BKT ,n, Y ⊆ BKT ,n
R˜s(X) ⊆ R˜s(Y)⇒ R˜t(X) ⊆ R˜t(Y).
The following theorem gives equivalent characterizations of consistency in time, the last one
being a recursion in the spirit of Bellman’s principle.
Theorem 2.18 (Theorem 5.1 of [8]). A normalized risk process (R˜t)
T
t=0 on BKT ,n is consistent
in time if any of the following equivalent conditions hold:
1. If R˜s(X) ⊆ R˜s(Y) for X ∈ BKT ,n and Y ⊆ BKT ,n, then R˜t(X) ⊆ R˜t(Y) for t ≤ s ≤ T .
2. If R˜s(X) = R˜s(Y) for X ∈ BKT ,n and Y ⊆ BKT ,n, then R˜t(X) = R˜t(Y) for t ≤ s ≤ T .
3. For all X ∈ BKT ,n, S
∞
R˜
(t,X) = S∞
R˜
(t,−S∞
R˜
(s,X)) for t ≤ s ≤ T .
2.3 Set-valued portfolio approach
The approach for considering sets of portfolios, so called set-valued portfolios, as the argument
of a set-valued risk measure was proposed in [15]. The reasoning for considering set-valued
portfolios is to take the risk, not only of a portfolio X, but of every possible portfolio that X can
be traded for in the market, into account. We will denote by X the random set of portfolios for
which X ∈ Lp can be exchanged. The concept of set-valued portfolios appears naturally when
trading opportunities in the market are taken into account. Below we provide two examples, one
in which no trading is allowed and another in which any possible trade can be used. There are
other examples provided in [15] on how a set-valued portfolio can be obtained, and the definition
of the risk measure is independent of the method used to construct set-valued portfolios.
Example 2.19. The random mapping X = X + Rd− for a random vector X ∈ L
p describes the
case when no exchanges are allowed.
Example 2.20. (Example 2.2 of [15]) The random mapping X = X +K for a random vector
X ∈ Lp and a lower convex (random) set K, such that Lp(K) is closed, defines the set-valued
portfolios related to the exchanges defined by K. If K is a solvency cone (see e.g. [39, 52, 40])
or the sum of solvency cones at different time points, then K = −K is an exchange cone,
and the associated random mapping defines a set-valued portfolio. The setting of example 2.19
corresponds to the case where K = Rd−.
We will slightly adjust the definitions given in [15] to include the dynamic extension of such
risk measures, to incorporate the set of eligible portfolios Mt, and go beyond the coherent case.
Let SdT denote the set of F-random sets in R
d (as in section 2.2 above). Let S¯dT ⊆ S
d
T be
those random sets that are nonempty, closed, convex and lower, that is for X ∈ X also Y ∈ X
whenever X − Y ∈ Rd+ P-a.s. As in [15], we will consider set-valued portfolios X ∈ S¯
d
T . By
proposition 2.1.5 and theorem 2.1.6 in [45], the collection of p-integrable selectors of X, that is
Lp(X), is a nonempty, closed, (F-)conditionally convex, lower and F-decomposable set, which is
an element of G(Lp;Lp−). In [15], S¯
d
T is used as the pre-image set, one could also use the family
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of sets of selectors {Lp(X) : X ∈ S¯dT } ⊂ G(L
p;Lp−) as the pre-image set, which is particular
useful when dynamic risk measures are considered and recursions due to multi-portfolio time
consistency become important. Recall that P(Mt;Mt,+) := {D ⊆Mt : D = D +Mt,+} denotes
the set of upper sets, which will be used as the image space for the risk measures. Closed
(conditionally) convex risk measures map into G(Mt;Mt,+).
In the following definition for convex risk measures we consider a modified version of set-
addition used in [15] which is denoted by ⊕. For two random sets X,Y ∈ SdT , X ⊕Y ∈ S
d
T is
the random set defined by the closure of X[ω] +Y[ω] for all ω ∈ Ω. Note that, by proposition
2.1.4 in [45], if the probability space (Ω,F,P) is non-atomic and p ∈ [1,+∞) then Lp(X⊕Y) =
cl [Lp(X) + Lp(Y)].
Definition 2.21 (Definition 2.9 of [15]). A function Rt : S¯
d
T → P(Mt;Mt,+) is called a set-
valued conditional risk measure if it satisfies the following conditions.
1. Cash invariance: Rt(X+m) = Rt(X)−m for any X and m ∈Mt.
2. Monotonicity: Let X ⊆ Y almost surely, then Rt(Y) ⊇ Rt(X).
The risk measure Rt is said to be closed-valued if its values are closed sets.
The risk measure Rt is said to be (conditionally) convex if for every set-valued portfolio
X,Y and λ ∈ [0, 1] (respectively λ ∈ L∞t (R) such that 0 ≤ λ ≤ 1)
Rt(λX⊕ (1− λ)Y) ⊇ λRt(X) + (1− λ)Rt(Y).
The risk measure Rt is said to be (conditionally) positive homogeneous if for every X
and λ > 0 (respectively λ ∈ L∞t (R++))
Rt(λX) = λRt(X).
The risk measure Rt is said to be (conditionally) coherent if it is (conditionally) convex
and (conditionally) positive homogeneous.
The closed-valued variant of Rt is denoted by R¯t(X) = cl(Rt(X)) for every set-valued port-
folio X ∈ S¯dT .
A set-valued portfolio X is acceptable if 0 ∈ Rt(X), i.e. we can define the acceptance set
At ⊆ S¯
d
T by At := {X : 0 ∈ Rt(X)}. And a primal representation for the risk measures can be
given by the usual definition Rt(X) = {u ∈Mt : X+ u ∈ At} due to cash invariance.
We will now consider a subclass of set-valued conditional risk measures presented in [15,
section 3] that are constructed using a scalar dynamic risk measure for each component. For
the remainder of this section we will consider the case when Mt = L
p
t . In [15], only (scalar) law
invariant coherent risk measures were considered for this approach, we will consider the more
general case.
Let ρ1t , ..., ρ
d
t be dynamic risk measures defined on L
p(R) with values in Lpt (R ∪ {+∞}). For
a random vector X = (X1, ...,Xd)
T ∈ Lp we define
ρt(X) =
(
ρ1t (X1), ..., ρ
d
t (Xd)
)T
.
We say the vector X ∈ Lp is acceptable if ρt(X) ≤ 0, i.e. ρ
i
t(Xi) ≤ 0 for all i = 1, ..., d. We say
the set-valued portfolio X is acceptable if there exists a Z ∈ Lp(X) such that ρt(Z) ≤ 0.
Definition 2.22 (Definition 3.3 of [15]). The constructive conditional risk measure Rt :
S¯dT → P(L
p
t ;L
p
t,+) is defined for any set-valued portfolio X by
Rt(X) = {u ∈ L
p
t : X+ u is acceptable} ,
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which is equivalently to
Rt(X) =
⋃
Z∈Lp(X)
(ρt(Z) + L
p
t,+). (2.13)
The closed-valued variant is defined by R¯t(X) := cl(Rt(X)) for every X ∈ S¯
d
T .
In [15], the constructive (static) risk measures have been called selection risk measures, we
modified the name here in accordance to the title of the paper [15] to avoid confusion with the
measurable selector approach from section 2.2.
Example 2.23. Consider the no-exchange set-valued portfolios from example 2.19. Then the
constructive conditional risk measure associated with any vector of scalar conditional risk mea-
sures is given by
Rt(X) = ρt(X) + L
p
t,+.
Theorem 2.24 (Theorem 3.4 of [15]). Let ρt be a vector of dynamic risk measures, then Rt and
R¯t given in definition 2.22 are both set-valued conditional risk measures.
If ρt is convex (conditionally convex, positive homogeneous, conditionally positive homoge-
neous, law invariant convex on an non-atomic probability space), then Rt and R¯t are convex
(conditionally convex, positive homogeneous, conditionally positive homogeneous, law invariant
convex on an non-atomic probability space).
Furthermore, [15] gives conditions under which the constructive (static) risk measure R0
defined in (2.13) in the coherent case is closed, or Lipschitz and deduces upper and lower bounds
for it and dual representations in certain special cases. Numerical examples for the calculation
of upper and lower bounds are given.
2.4 Family of scalar risk measures
Consider Lp, p ∈ [1,+∞] with the norm topology for p ∈ [1,+∞) and the weak* topology for
p = +∞. Recall from definition 2.2 that a set At ⊆ L
p is a conditional acceptance set at time
t if it satisfies Mt ∩At 6= ∅, M˜t[ω] ∩ (R
d\At[ω]) 6= ∅ for almost every ω ∈ Ω, and At + L
p
+ ⊆ At.
We will define a family of scalar conditional risk measures ρwt with parameter w ∈M
+
t,+\M
⊥
t
via their primal representation. The scalar risk measures map into the random variables with
values in the extended real line, that is, into the space L0t (R¯) with R¯ := R ∪ {±∞}.
Definition 2.25. A function ρwt : L
p → L0t (R¯) satisfying
ρwt (X) = ess inf
{
wTu : u ∈Mt,X + u ∈ At
}
(2.14)
for a parameter w ∈ M+t,+\M
⊥
t and a conditional acceptance set At is called a multiple asset
conditional risk measure at time t.
Clearly, the scalar risk measures defined above are scalarizations of a set-valued risk measure
from the set-optimization approach (see section 2.1) defined by Rt := {u ∈ Mt : X + u ∈ At},
where the scalarizations are taken with respect to vectors w ∈M+t,+\M
⊥
t , that is
ρwt (X) = ess inf
u∈Rt(X)
wTu = ess inf
{
wTu : u ∈Mt,X + u ∈ At
}
. (2.15)
Note, that when Rt is K-compatible (that is At = At + L
p
t (K)) for some Ft-measurable
random cone K ⊆ M˜t, then ρ
w
t (X)[ω] = −∞ on w(ω) 6∈ K[ω]
+ for any X ∈ Lp. Thus, one can
restrict oneself in this case to parameters w in the basis of Lqt (K
+)\M⊥t .
We will give some examples from the literature of scalar risk measures of form (2.14).
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Example 2.26. In [20, 5, 28, 41, 51] risk measures of form (2.14) have been studied in the static
case.
In a frictionless market let the time t prices be given by the (random) vector St. In this case
the solvency cones (see [39, 52, 40]) (Kt)
T
t=0 are given by Kt[ω] =
{
x ∈ Rd : St(ω)
Tx ≥ 0
}
, where
the normal vector St(ω) is the unique vector in the basis of Kt[ω]
+. Let At = At+L
p
t (Kt∩M˜t)+
Lp(KT ),
ρStt (X) = ess inf
{
STt u : u ∈Mt,X + u ∈ At
}
= ρ˜Stt (S
T
TX)
for any X ∈ Lp (since Lqt ((Kt ∩ M˜t)
+) := Lqt (K
+
t ) + M
⊥
t ). It can be seen that ρ˜
St
t (Z) =
ess inf
{
STt u : u ∈Mt, Z + S
T
T u ∈ A˜t
}
with A˜t =
{
STTX : X ∈ At
}
is the dynamic version of the
risk measures with multiple eligible assets defined in [20, 5, 28, 41, 51] (and with single eligible
assets (which is not necessarily the original nume´raire) defined in [22, 21]). A˜t satisfies definition 1
of [20] for an acceptance set.
Example 2.27. [13] discusses scalar static risk measure of multivariate claims, when only a
single eligible asset is considered, that is
ρ(X) = inf {m ∈ R : X +me1 ∈ A}
for X ∈ L∞, where A ⊆ L∞ is an acceptance set. We can see that this has the form ρ(X) =
inf
{
eT1 u : u ∈ R× {0}
d−1,X + u ∈ A
}
, i.e. the scalarization of a set-valued risk measure with
M0 = R× {0}d−1 and w = e1.
Example 2.28. In [53] so called liquidity-adjusted risk measure ρV : L∞ → R, which are scalar
static risk measure of multivariate claims in markets with frictions, are studied, when only a
single eligible asset is considered. The primal representation
ρV (X) = inf{k ∈ R : X + ke1 ∈ A
V }
for AV := {X ∈ L∞ : V (X) ∈ A}, where V is a real valued function providing the value of a
portfolio X under liquidity and portfolio constraints and A ⊆ L∞(R) is the acceptance set of a
scalar convex risk measure in the sense of [26]. Clearly, ρV (X) is of form (2.14).
Example 2.29. In [9, 12, 46, 37, 48] (and many other papers) the scalar superhedging price in
a market with two assets and transaction costs has been studied. The d asset case is treated in
[49, 43]. Let (Kt)
T
t=0 be the sequence of solvency cones modeling the market with proportional
transaction costs.
The d dimensional version of the dual representation of the scalar superhedging price given
in Jouini, Kallal [37] reads as follows. Let X ∈ Lp be a payoff in physical units. Under an
appropriate robust no arbitrage condition, the scalar superhedging price piai (X) in units of asset
i ∈ {1, ..., d} at time t = 0 is given by
piai (X) = sup
(St,Q)∈Qi
EQ
[
STTX
]
, (2.16)
where Qi is the set of all processes (St)
T
t=0 and their equivalent martingale measures Q with
dQ
dP ∈ L
1(FT ), S
i
t ≡ 1, E
[
dQ
dP
∣∣∣Ft]St ∈ Lqd(Ft;K+t ) for all t. Theorem 6.1 in [43] shows that
(2.16) can be obtained by scalarizing the coherent set-valued risk measure with acceptance set
A0 =
∑T
s=0 L
p
s(Ks) and single eligible asset (asset i, which is also the nume´raire asset, i.e.
M0 =
{
m ∈ Rd : mj = 0 ∀j 6= i
}
) w.r.t. the unit vector w = ei ∈ (K0 ∩M0)
+. Thus, piai is a
special case of (2.14).
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Of course any standard scalar risk measure in a frictionless markets with single eligible asset
as in [26, 4] is also special cases of (2.14), but in that case there is no advantage to explore
the relationship with a set-valued risk measure via (2.15). In any other case, i.e. if one of
the following is considered: multiple eligible assets, multivariate claims, transaction costs or
other market frictions, it can be advantageous to explore (2.15) as the dual representation of
the corresponding set-valued risk measure given in section 2.1 can lead to a dual representation
of the scalarization as demonstrated in (2.16). Furthermore, even if one is interested in only
one particular scalarization (as it is the case in all the examples above), the dual representation
of the scalar risk measure might involve the whole family of scalarizations (as in example 2.29,
where the constraints St ∈ K
+
t a.s. for all t enter the scalar problem in (2.16)). This is related to
time consistency properties of the scalar risk measure and multi-portfolio time consistency of the
corresponding set-valued risk measure (see definition 2.5). In this paper we are only concerned
with the connection between a family of scalar risk measures and a set-valued risk measure.
Lemma 3.18 below gives very mild conditions under which a set-valued risk measures can be
equivalently represented by a family of scalar risk measures. Results about dual representations
and the study of time consistency properties of the family of scalar risk measures are left for
further research.
The main motivation to study a family of scalar risk measures in this section is that it
allows to generalize all of the examples given above in a unified way by allowing multiple eligible
assets, multivariate claims and frictions in the form of transaction costs, as well as considering
a dynamic setting. As example 2.29 suggests, viewing a scalar risk measure in a market with
frictions as being a scalarization of a set-valued risk measure has the advantage of obtaining
dual representations and conditions on time consistency by using the corresponding results of
the set-valued risk measure.
A different approach concerning a family of scalar risk measures and multiple eligible assets in
a frictionless market was taken in [36]. In that paper, given a set of eligible assets (with values SiT
for i = 1, ..., n), the risk of the portfolio X is the set of values
{∑n
i=1 ρ
Si
T
t (Xi)S
i
T : X =
∑n
i=1Xi
}
where ρ
Si
T
t is a risk measure in asset i (with change of nume´raire). However, we will not
discuss this approach further since lemma 4.10 of that paper demonstrates that ρ
S0T
t (X) ≤
ρ
S0T
t (−
∑n
i=1 ρ
SiT
t (Xi)S
i
T ) for any choice of nume´raire 0 and any allocation of X =
∑n
i=1Xi,
i.e. the family of risks (as a portfolio) has risk bounded below by the risk of the initial portfolio
no matter the nume´raire chosen.
In the following proposition we show that the multiple asset conditional scalar risk measures
satisfy monotonicity and a translative property. These properties are usually given as the defini-
tion of a risk measure in the literature given in the above examples. However, here we consider
the primal representation 2.25 as the starting point.
Proposition 2.30. Let ρwt : L
p → L0t (R¯) be a multiple asset conditional scalar risk measure at
time t for pricing vector w ∈M+t,+\M
⊥
t . Then ρ
w
t satisfies the following conditions.
1. If Y −X ∈ Lp+ for X,Y ∈ L
p, then ρwt (Y ) ≤ ρ
w
t (X).
2. ρwt (X +m) = ρ
w
t (X)− w
Tm for all X ∈ Lp and m ∈Mt.
Further, if we consider the family of such risk measures over all pricing vectors w ∈M+t,+\M
⊥
t
then we have the following finiteness properties.
3. ρwt (0) < +∞ for every w ∈M
+
t,+\M
⊥
t .
4. ρwt (0) > −∞ for some w ∈M
+
t,+\M
⊥
t .
Proof. Let ρwt (X) := ess inf
{
wTu : u ∈Mt,X + u ∈ At
}
for every X ∈ Lp, every w ∈M+t,+\M
⊥
t ,
and some conditional acceptance set At.
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1. Let X,Y ∈ Lp such that Y −X ∈ Lp+. Let w ∈M
+
t,+\M
⊥
t .
ρwt (Y ) = ess inf
{
wTu : u ∈Mt, Y + u ∈ At
}
= ess inf
{
wTu : u ∈Mt,X + (Y −X) + u ∈ At
}
≤ ess inf
{
wTu : u ∈Mt,X + u ∈ At
}
= ρwt (X).
2. Let X ∈ Lp and m ∈Mt. Let w ∈M
+
t,+\M
⊥
t .
ρwt (X +m) = ess inf
{
wTu : u ∈Mt : X +m+ u ∈ At
}
= ess inf
{
wT(u−m) : u ∈Mt,X + u ∈ At
}
= ρwt (X)− w
Tm.
3. Fix some ω ∈ Ω. ρwt (0)[ω] = +∞ for some w ∈M
+
t,+\M
⊥
t if and only if At[ω] ∩ M˜t[ω] = ∅,
which by At ∩Mt 6= ∅ is false.
4. Fix some ω ∈ Ω. ρwt (0)[ω] = −∞ for every w ∈M
+
t,+\M
⊥
t if and only if (R
d\At[ω])∩M˜t[ω] =
∅, which by definition is false.
3 Relation between approaches
In this section we compare the properties for each of the techniques for dynamic multivariate
risk measures. It will be shown that the set-valued portfolio approach to dynamic risk measures
is the most general model into which every other approach can be embedded. It will be shown
in section 3.2 that under weak assumptions on the construction of the set-valued portfolios, the
set-optimization approach is equivalent to the set-valued portfolio approach. Because additional
properties for dynamic risk measures have been studied previously for the set-optimization ap-
proach and due to the (often) one-to-one relation with the set-portfolio approach, we will present
the relations in this section as comparisons with the set-optimization approach.
3.1 Set-optimization approach versus measurable selectors
In order to compare these two approaches, one first needs to agree on the same preimage and
image space. One possibility would be to define the risk measures of section 2.1 on the space
BKT ,n. This can be done as the theory involved (set-optimization) works for any locally convex
space as the preimage space. The other possibility is to consider the measurable selectors ap-
proach of section 2.2 on Lp spaces. This in not a problem for the definition of risk processes given
in definition 2.7, but could pose a problem for primal and dual representations, see discussion
in remark 3.1 for more details. However, since for the comparison results we just work with the
definitions, we will follow this path here. Thus, consider Lp spaces for p ∈ [0,+∞] endowed
with the metric topology (that is the norm topology for p ≥ 1), even for p = +∞ which is in
contrast to [23, 25] where the weak* topology is used for p = +∞. Also, as the definition of
the risk process does not rely on the space of eligible portfolios to be Mnt , we will use a general
space of eligible portfolios Mt. We will show that when the dynamic risk measure has closed
and conditionally convex images, the set-optimization and the measurable selectors approach
coincide.
Remark 3.1. While the space BKT ,n shares many properties with L
∞, the two do not coincide
in general. If n = d or additional assumptions (e.g. substitutability from [38]) are satisfied,
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then L∞ ⊆ BKT ,n. If n = d and KT = R
d
+ almost surely, then BKT ,n = L
∞. However, in
general the two spaces are not comparable in the set-inclusion relation. Therefore, without
additional assumptions, it is not trivial to use the representation results from [8] for the space
L∞. Furthermore, the assumptions for the Fatou duality (theorem 2.16) exclude the special case
KT = R
d
+ and thus exclude the case BKT ,n = L
∞ when n = d. However, the definition for risk
process can be given for Lp spaces (and this is used in this section). But complications arise in
both, the primal and dual definition, as e.g. boundedness is used in the proofs in [8].
The definition for Ft-decomposability given below can be found in [45, page 148] or [40, page
260].
Definition 3.2. A set D ⊆ Lp is said to be Ft-decomposable if for any finite partition
(Ωnt )
N
n=1 ⊆ Ft of Ω and any family (Xn)
N
n=1 ⊆ D for N ∈ N, we have
∑N
n=1 1Ωnt Xn ∈ D.
The following theorem and corollary 3.4 below state that there is a one-to-one relation be-
tween conditional risk measures Rt with closed and Ft-decomposable images and closed risk
processes R˜t. In corollary 3.9 we demonstrate that any conditional risk measure with closed and
conditionally convex images also has Ft-decomposable images.
For notational purposes, let St := {Γ ∈ S
d
t : Γ(ω) ⊆ M˜t[ω] a.s.} ⊆ S
d
t .
Theorem 3.3. Let R˜t : L
p → St be a risk process at time t (see definition 2.7), then Rt : L
p →
P(Mt;Mt,+), defined by Rt(X) := L
p
t (R˜t(X)) for any X ∈ L
p, is a conditional risk measure at
time t (see definition 2.1) with Ft-decomposable images.
Let Rt : L
p → P(Mt;Mt,+) be a conditional risk measure at time t (see definition 2.1)
with closed and Ft-decomposable images, then there exists a risk process R˜t : L
p → St (see
definition 2.7) such that Rt(X) = L
p
t (R˜t(X)) for any X ∈ L
p.
Proof. 1. Let R˜t : L
p → St be a risk process at time t. Let Rt : L
p → P(Mt;Mt,+) be defined
by Rt(X) := L
p
t (R˜t(X)) for any X ∈ L
p. It remains to show that Rt is a conditional
risk measure at time t. Lp+-monotonicity: let X,Y ∈ L
p such that Y − X ∈ Lp+, then
R˜t(Y ) ⊇ R˜t(X), and thus Rt(X) ⊇ Rt(X). Mt-translativity: let X ∈ L
p and m ∈ Mt,
then Rt(X + m) = L
p
t (R˜t(X + m)) = L
p
t (R˜t(X) − m) = L
p
t (R˜t(X)) − m = Rt(X) − m.
Finiteness at zero: By R˜t(0) 6= ∅ almost surely then trivially Rt(0) = L
p
t (R˜t(0)) 6= ∅. By
R˜t(0) 6= M˜t almost surely then if u(ω) ∈ M˜t[ω]\R˜t(0)[ω] for almost every ω ∈ Ω such
that u ∈ Mt, then u(ω) 6∈ Rt(0)[ω] for almost every ω ∈ Ω. Ft-decomposable images: Let
(Ωnt )
N
n=1 ⊆ Ft for some N ∈ N be a finite partition of Ω and let (un)
N
n=1 ⊆ Rt(X) then∑N
n=1 1Ωnt un ∈Mt, then since Rt(X) are the measurable selectors of R˜t(X) it immediately
follows that
∑N
n=1 1Ωnt un ∈ Rt(X).
2. Let Rt : L
p → P(Mt;Mt,+) be a conditional risk measure at time t with closed and Ft-
decomposable images. By proposition 5.4.3 in [40] (for p ∈ [0,+∞)) and theorem 1.6 of
chapter 2 from [45] (for p = +∞), it follows that Rt(X) = L
p
t (R˜t(X)) for some almost surely
closed random set R˜t(X) for every X ∈ L
p. Trivially, we can see that R˜t(X) ⊆ M˜t almost
surely. It remains to show that R˜t is a risk process at time t. Let X ∈ L
p, then R˜t(X)
is a closed Ft-measurable random set [40, proposition 5.4.3] and [45, chapter 2 theorem
1.6]. Finiteness at zero of Rt implies finiteness at zero of R˜t. Consider X,Y ∈ L
p with
Y −X ∈ Lp+, then Rt(Y ) ⊇ Rt(X), which implies that R˜t(Y ) ⊇ R˜t(X). Let X ∈ L
p and
m ∈Mt, then Rt(X +m) = Rt(X)−m. This implies L
p
t (R˜t(X +m)) = L
p
t (R˜t(X))−m =
Lpt (R˜t(X)−m), i.e. R˜t(X +m) = R˜t(X)−m almost surely.
In the below corollaries the conditional risk measure associated with the risk process (and
vice versa) is defined as in theorem 3.3 above.
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Corollary 3.4. Let R˜t : L
p → St be a conditionally convex (conditionally positive homogeneous,
normalized) risk process at time t then the associated conditional risk measure is conditionally
convex (conditionally positive homogeneous, normalized).
Let Rt : L
p → P(Mt;Mt,+) be a conditionally convex (conditionally positive homogeneous,
normalized) conditional risk measure at time t with closed and Ft-decomposable images, then the
associated risk process is conditionally convex (conditionally positive homogeneous, normalized).
Proof. 1. Let R˜t : L
p → St be a risk process at time t and Rt be the associated conditional
risk measure. Let R˜t be conditionally convex. Take X,Y ∈ L
p, λ ∈ L∞t (R) with 0 ≤ λ ≤ 1.
Then,
λRt(X) + (1− λ)Rt(Y ) = λL
p
t (R˜t(X)) + (1− λ)L
p
t (R˜t(Y ))
= Lpt (λR˜t(X) + (1− λ)R˜t(Y ))
⊆ Lpt (R˜t(λX + (1− λ)Y )) = Rt(λX + (1− λ)Y ).
Let R˜t be conditionally positive homogeneous. Take X ∈ L
p and λ ∈ L∞t (R++). Then,
λRt(X) = λL
p
t (R˜t(X)) = L
p
t (λR˜t(X)) = L
p
t (R˜t(λX)) = Rt(λX). Let R˜t be normalized
and let X ∈ Lp. Then, Rt(X) + Rt(0) = L
p
t (R˜t(X)) + L
p
t (R˜t(0)) = L
p
t (R˜t(X) + R˜t(0)) =
Lpt (R˜t(X)) = Rt(X).
2. Let Rt : L
p → P(Mt;Mt,+) be a conditional risk measure at time t and let R˜t be the
associated risk process. Let Rt be conditionally convex. Take X,Y ∈ L
p and λ ∈ L∞t (R)
with 0 ≤ λ ≤ 1. Then,
Lpt (λR˜t(X) + (1− λ)R˜t(Y )) = λRt(X) + (1− λ)Rt(Y )
⊆ Rt(λX + (1− λ)Y ) = L
p
t (R˜t(λX + (1− λ)Y )).
By [45, chapter 2 proposition 1.2 (iii)] it holds λR˜t(X)+(1−λ)R˜t(Y ) ⊆ R˜t(λX+(1−λ)Y )
almost surely. The proof for conditional positive homogeneity and normalization is analog.
As discussed in sections 2.1 and 2.2, we have time consistency properties for both the set-
optimization and measurable selector approach to risk measures. Therefore, we would like to
be able to compare multi-portfolio time consistency (definition 2.5) and consistency in time
(definition 2.17). These properties coincide in their notation, however as we will show below the
two properties only coincide under additional assumptions.
Corollary 3.5. Let (R˜t)
T
t=0 be a normalized conditionally convex consistent in time risk process,
then the associated dynamic risk measure is multi-portfolio time consistent if it is convex upper
continuous.
Let (Rt)
T
t=0 be a normalized multi-portfolio time consistent dynamic risk measure with closed
and Ft-decomposable images for all times t, then the associated risk process is consistent in time.
Proof. 1. Let (R˜t)
T
t=0 be a normalized conditionally convex risk process which is consistent in
time such that the associated dynamic risk measure (Rt)
T
t=0 is convex upper continuous.
By theorem 2.18, it follows that Rt(X) = cl envFt
⋃
Z∈Rs(X)
Rt(−Z) for any X ∈ L
p and
any times t, s ∈ [0, T ] such that t ≤ s. By corollary 3.4 above, (Rt)
T
t=0 is conditionally
convex.
We will show that the recursive form
⋃
Z∈Rs(X)
Rt(−Z) is Ft-decomposable. Let N ∈ N,
(un)
N
n=1 ⊆
⋃
Z∈Rs(X)
Rt(−Z) and (Ω
n
t )
N
n=1 ⊆ Ft is a partition of Ω. Denote by Zn ∈ Rs(X)
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the element such that un ∈ Rt(−Zn) for every n ∈ {1, ..., N}. By lemma 3.6, it follows that∑N
m=1 1Ωmt Zm ∈ Rs(X). Then we can see
N∑
n=1
1Ωnt un ∈
N∑
n=1
1Ωnt Rt(Zn) =
N∑
n=1
1Ωnt Rt(1Ωnt Zn)
=
N∑
n=1
1Ωnt Rt(1Ωnt
N∑
m=1
1Ωmt Zm) =
N∑
n=1
1Ωnt Rt(
N∑
m=1
1Ωmt Zm)
⊆
{
u ∈Mt : ∃J ⊆ {1, ..., N} : P(∪j∈JAj) = 1,∀j ∈ J : 1Ωjt
u ∈ 1
Ωjt
Rt(
N∑
m=1
1Ωmt Zm)
}
= Rt(
N∑
m=1
1Ωmt Zm) ⊆
⋃
Z∈Rs(X)
Rt(−Z).
In the above we use the local property for conditionally convex risk measures ([23, propo-
sition 2.8]) and lemma 3.6. Therefore,
⋃
Z∈Rs(X)
Rt(−Z) is Ft-decomposable, and thus
Rt(X) = cl
⋃
Z∈Rs(X)
Rt(−Z). And as seen in [25, appendix B], if (Rt)
T
t=0 is convex up-
per continuous then
⋃
Z∈Rs(X)
Rt(−Z) is closed for any X ∈ L
p. Therefore, Rt(X) =⋃
Z∈Rs(X)
Rt(−Z), i.e. Rt(X) multi-portfolio time consistent.
2. Let (Rt)
T
t=0 be a normalized multi-portfolio time consistent dynamic risk measure with
closed and Ft-decomposable images for all time t. Let (R˜t)
T
t=0 be the associated risk
process. By theorem 2.6, it follows that Rt(X) =
⋃
Z∈Rs(X)
Rt(−Z) for any X ∈ L
p and
any times t, s ∈ [0, T ] such that t ≤ s. Since Rt has closed and Ft-decomposable images
then it additionally follows that
⋃
Z∈Rs(X)
Rt(−Z) = cl envFt
⋃
Z∈Rs(X)
Rt(−Z) for any
X ∈ Lp. Therefore, Lpt (R˜t(X)) = L
p
t (R˜t(−Rs(X))) and thus, by theorem 2.18, it follows
that (R˜t)
T
t=0 is consistent in time.
The convex upper continuity in the first part of the above theorem could we weakened as one
only needs
⋃
Z∈Rs(X)
Rt(−Z) is closed for any X ∈ L
p and t ≤ s.
Up to this point we have made the additional assumption for conditional risk measures of
section 2.1 to be Ft-decomposable. The following results (lemma 3.6 and corollary 3.9 below)
demonstrate that a conditional risk measure with closed and conditionally convex images satisfies
a property stronger than Ft-decomposable images as the property remains true for any (possibly
uncountable) partition as well.
Lemma 3.6. Let (Rt)
T
t=0 be a dynamic risk measure with closed and conditionally convex images.
Let (Ai)i∈I ⊆ Ft be a partition of Ω. Then
Rt(X) =
{
u ∈Mt : ∃J ⊆ I with P(∪j∈JAj) = 1 such that 1Aju ∈ 1AjRt(X) ∀j ∈ J
}
for any X ∈ Lp and any time t.
Before giving the proof we give a remark on the uncountable summation as it will be used in
part 2 (b) of the proof.
Remark 3.7. As given in [11, Chapter 3 Section 5] and [18, Chapter 3 Section 3.9], the
arbitrary summation on a Hausdorff commutative topological group is given by
∑
j∈J fj =
limK∈J
∑
k∈K fk, for any {fj ∈ X : j ∈ J} where X is a Hausdorff commutative topological
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group, such that J = {K ⊆ J : #K < +∞}, i.e. J are the finite subsets of J . Note that J is a
net with order given by set inclusion and join given by the union.
In particular, for our concerns, the metric topologies for Lpt for p ∈ [0,+∞] are all Hausdorff
commutative topological groups. (If p = 0 then we consider convergence in measure, which is
equivalent to a metric space with metric d(f, g) =
∫
Ω
|f−g|
1+|f−g|dP (lemma 13.40 in [1])).
Proof of lemma 3.6. Note that 1DRt(X) = {1Du : u ∈ Rt(X)} for any D ∈ Ft. For notational
convenience let Rˆt(X) :=
{
u ∈Mt : ∃J ⊆ I with P(∪j∈JAj) = 1 such that 1Aju ∈ 1AjRt(X) ∀j ∈ J
}
.
1. The inclusion Rt ⊆ Rˆt follows straight forward: Let u ∈ Rt(X), then by definition 1Du ∈
1DRt(X) for any D ∈ Ft, and in particular this is true for D = Ai for any i ∈ I. Therefore
it follows that u ∈ Rˆt(X).
2. To prove Rˆt ⊆ Rt we will consider the two case: finite and infinite partitions. Let u ∈
Rˆt(X) and J ⊆ I the underlying subindex. Then u =
∑
j∈J 1Aju almost surely, therefore
u ∈ Rt(X) if and only if
∑
j∈J 1Aju ∈ Rt(X) since they are in the same equivalence class.
Let #J denote the cardinality of the set J . Note that by definition 1Aju ∈ 1AjRt(X) for
every j ∈ J .
(a) If #J < +∞, i.e. if J is a finite set, then trivially∑
j∈J
1Aju ∈
∑
j∈J
1AjRt(X) ⊆ Rt(X)
by closedness and conditional convexity of Rt(X) as shown in proposition 3.8 below.
And thus u ∈ Rt(X).
(b) Consider the case #J = +∞, i.e. if J is not a finite set. Let u ∈ Rˆt(X), that is
there exists J ⊆ I with P(∪j∈JAj) = 1 such that 1Aju ∈ 1AjRt(X) for all j ∈ J ,
or equivalently 1Aj (u − m) ∈ 1AjRt(X + m) for all j ∈ J for some m ∈ Rt(X)
by using the translation property of Rt. We want to show u ∈ Rt(X), respectively
u−m ∈ Rt(X +m). Recall the summation as given in remark 3.7, and the notation
J = {K ⊆ J : #K < +∞}.
u−m =
∑
j∈J
1Aj (u−m) ∈
∑
j∈J
1AjRt(X +m) =


∑
j∈J
1AjZj : ∀j ∈ J : Zj ∈ Rt(X +m)


=
{
lim
K∈J
∑
k∈K
1AkZk : ∀j ∈ J : Zj ∈ Rt(X +m)
}
(3.1)
=
{
lim
K∈J
(∑
k∈K
1AkZk + 1(∪j∈J\KAj)0
)
: ∀j ∈ J : Zj ∈ Rt(X +m)
}
⊆
{
lim
K∈J
(∑
k∈K
1AkZk + 1(∪j∈J\KAj)Z¯
)
: ∀j ∈ J : Zj , Z¯ ∈ Rt(X +m)
}
(3.2)
⊆ lim inf
K∈J
{∑
k∈K
1AkZk + 1(∪j∈J\KAj)Z¯ : ∀k ∈ K : Zk, Z¯ ∈ Rt(X +m)
}
= lim inf
K∈J
(∑
k∈K
1AkRt(X +m) + 1(∪j∈J\KAj)Rt(X +m)
)
= lim inf
K∈J
Rt(X +m) = Rt(X +m). (3.3)
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Equation (3.1) follows from the definition of an arbitrary summation as given in [11, 18],
see remark 3.7. Inclusion (3.2) follows from 0 ∈ Rt(X +m) since m ∈ Rt(X). Equa-
tion (3.3) follows from the finite case given above applied to the partition ((Ak)k∈K ,∪j∈J\KAj).
Note that ∪j∈J\KAj ∈ Ft by (Ft)
T
t=0 a filtration satisfying the usual conditions (and
Ft is a sigma algebra). Furthermore, note that we define the limit inferior as in [42] to
be lim infn∈N Bn =
⋂
n∈N cl
⋃
m≥nBm for a net of sets (Bn)n∈N .
The following proposition is used in the proof of lemma 3.6.
Proposition 3.8. A closed set D ⊆ Lpt is conditionally convex if and only if for any N ∈ N
where N ≥ 2
N∑
n=1
λnD ⊆ D (3.4)
for every (λn)
N
n=1 ∈ ΛN :=
{
(xn)
N
n=1 :
∑N
n=1 xn = 1 a.s., xn ∈ L
∞
t (R+) ∀n ∈ {1, . . . , N}
}
.
Proof. ⇐ If N = 2 then this is the definition of conditional convexity. If N > 2 then choose
(λn)
N
n=1 such that λn = 0 almost surely for every n > 2, this then reduces to the case when
N = 2 and thus D is conditionally convex.
⇒ We will first define a set of multipliers for strict convex combinations
Λ>N =
{
(xn)
N
n=1 :
N∑
n=1
xn = 1 a.s., xn ∈ L
∞
t (R++) ∀n ∈ {1, . . . , N}
}
.
Then the result for Λ>N for any N ∈ N follows as in the static case (i.e. when xn ∈ R++)
by induction.
Let (λn)
N
n=1 ∈ ΛN . Then there exists a sequence of ((λ
m
n )
N
n=1)
+∞
m=0 ⊆ Λ
>
N which converges
almost surely to (λn)
N
n=1 (i.e. for any n ∈ {1, . . . , N}, (λ
m
n )
+∞
m=0 converges almost surely to
λn, and for every m it holds
∑N
n=1 λ
m
n = 1 almost surely). By the dominated convergence
theorem, it follows that λmn X converges to λnX in the metric topology for any X ∈ L
p
t .
Therefore for any (Xn)
N
n=1 ⊆ D (and let X¯m =
∑N
n=1 λ
m
n Xn ∈ D for any m)
N∑
n=1
λnXn =
N∑
n=1
lim
m→+∞
λmn Xn = limm→+∞
N∑
n=1
λmn Xn = limm→+∞
X¯m ∈ D
by X¯m convergent (since it is the finite sum of converging series) and D closed.
Corollary 3.9. Any conditional risk measure Rt with closed and conditionally convex images
has Ft-decomposable images.
Proof. Let Rt be a conditional risk measure with closed and conditionally convex images, and
let X ∈ Lp. Let (Ωnt )
N
n=1 ⊆ Ft, for some N ∈ N, be a finite partition of Ω. By lemma 3.6,
Rt(X) =
{
u ∈Mt : ∃J ⊆ {1, ..., N} : P(∪j∈JΩ
j
t) = 1,∀j ∈ J : 1Ωjt
u ∈ 1
Ωjt
Rt(X)
}
.
Therefore, if (un)
N
n=1 ⊆ Rt(X), then 1Ωmt
∑N
n=1 1Ωnt un = 1Ωmt um ∈ 1Ωmt Rt(X) for every m ∈
{1, ..., N}, and thus
∑N
n=1 1Ωnt un ∈ Rt(X).
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We showed that when the dynamic risk measure has closed and conditionally convex images,
the set-optimization approach of section 2.1 and the measurable selector approach of section 2.2
coincide. As a conclusion, the set-optimization approach which is using convex analysis results
for set-valued functions, i.e. set-optimization, seems to be the richer approach as it allows to
handle primal and dual representations for Lp spaces (p ∈ [1,+∞]) as well as for the space
BKT ,n (or any other locally convex preimage space). Furthermore, it allows to consider condi-
tionally convex (and not necessarily conditionally coherent) risk measures as well as convex risk
measures, whereas the measurable selectors approach relies heavily on the conditional coherency
assumption.
3.2 Set-optimization approach versus set-valued portfolios
As in the prior sections, consider Lp spaces with p ∈ [0,+∞].
Theorem 3.10. Given a conditional risk measure Rt : L
p → P(Mt;Mt,+) (see definition 2.1),
then the function Rt : S
d
T → P(Mt;Mt,+) defined by
Rt(X) :=
⋃
Z∈Lp(X)
Rt(Z) (3.5)
for any set-valued portfolio X is a set-valued conditional risk measure (see definition 2.21).
Given a set-valued conditional risk measure Rt : S¯
d
T → P(Mt;Mt,+) (see definition 2.21) and
a mapping X : Lp → S¯dT of the set-valued portfolio associated with a (random) portfolio vector
such that X is monotone and translative, i.e. X(X) ⊆ X(Y ) if Y −X ∈ Lp+ and X(X + u) =
X(X) + u for any X,Y ∈ Lp and u ∈Mt, then the function Rt : L
p → P(Mt;Mt,+) defined by
Rt(X) := Rt(X(X)) (3.6)
for any X ∈ Lp is a conditional risk measure (see definition 2.1) which might not be finite at
zero.
Proof. 1. Let Rt : L
p → P(Mt;Mt,+) be a conditional risk measure as in definition 2.1. Let
Rt(X) :=
⋃
Z∈Lp(X)Rt(Z) for any set-valued portfolioX. We wish to show that Rt satisfies
definition 2.21.
(a) Trivially Rt(X) ∈ P(Mt;Mt,+) for any set-valued portfolio X.
(b) Cash invariance: let X be a set-valued portfolio and let m ∈Mt, then
Rt(X+m) =
⋃
Z∈Lp(X+m)
Rt(Z) =
⋃
Z∈Lp(X)
Rt(Z +m)
=
⋃
Z∈Lp(X)
Rt(Z)−m = Rt(X)−m.
(c) Monotonicity: Let X ⊆ Y almost surely, then
Rt(X) =
⋃
Z∈Lp(X)
Rt(Z) ⊆
⋃
Z∈Lp(Y)
Rt(Z) = Rt(Y).
2. Let Rt : S¯
d
T → P(Mt;Mt,+) be a set-valued conditional risk measure as in definition 2.21.
Let X : Lp → S¯dT be a mapping of portfolio vectors to set-valued portfolios that is monotone
and translative. Let Rt(X) := Rt(X(X)) for any X ∈ L
p. We wish to show that Rt satisfies
definition 2.1.
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(a) Lp+-monotonicity: Let X,Y ∈ L
p such that Y − X ∈ Lp+. Then X(Y ) ⊇ X(X), and
thus Rt(X) = Rt(X(X)) ⊆ Rt(X(Y )) = Rt(Y ).
(b) Mt-translativity: Let X ∈ L
p and m ∈Mt, then
Rt(X +m) = Rt(X(X +m)) = Rt(X(X) +m) = Rt(X(X)) −m = Rt(X)−m.
The above theorem states that conditional risk measures as in definition 2.1 can be used
to construct set-valued conditional risk measure (see definition 2.21). This is in analogy to
construction (2.13), but yields a larger class of risk measures. If one restricts oneself to set-
valued portfolios X : Lp → S¯dT which are monotonic and with X(X + m) = X(X) + m for
any X ∈ Lp and m ∈ Mt, then conditional risk measures as in definition 2.1 are one-to-one to
set-valued conditional risk measure as in definition 2.21. This is the case whenever the set of
portfolios X represents the set of portfolios that can be obtained from X ∈ Lp following certain
exchange rules (including transaction costs, trading constraints, illiquidity). The advantage of
considering Rt as a function of the set X(X) as opposed to a function of X as in (3.6) is that
Rt might be law invariant (see theorem 2.24), whereas Rt is in general not law invariant.
Example 3.11. If X(X) := X + K for some (almost surely) closed convex lower set K such
that Lp(K) is closed, then trivially X(X) is a set-valued portfolio and satisfies monotonicity and
translativity.
If X(X) is as in example 3.11 and K is additionally a convex cone, then for a given set-
valued conditional risk measure Rt, the associated conditional risk measure Rt defined by (3.6)
is Lp(K)-compatible.
Note, that constructions very similar to (3.5) appear a) in [35, 2] to define the market exten-
sion (that is a Ct,T -compatible version) of a risk measures Rt by
Rmart (X) :=
⋃
Z∈X+Ct,T
Rt(Z),
where Ct,T = −
∑T
s=t L
p
s(Ks) and (Kt)
T
t=0 is a sequence of solvency cones modeling the bid-
ask prices of the d assets, and b) in [23, 25] to define a multi-portfolio time consistent risk
measure (R˜t)
T
t=0 by backward recursion of a discrete time dynamic risk measure (Rt)
T
t=0 via
R˜T (X) = RT (X) and
R˜t(X) :=
⋃
Z∈R˜t+1(X)
Rt(−Z)
for t ∈ {T − 1, ..., 0}.
The following two corollaries provide additional relations between the conditional risk mea-
sures of the set-optimization approach and the set-valued portfolio conditional risk measures.
Specifically, they provide sufficient conditions for (conditional) convexity and coherence of one
type of risk measure to be associated with a (conditionally) convex and coherent risk measure
of the other type.
Corollary 3.12. Let Rt : L
p → P(Mt;Mt,+) be a convex (conditionally convex, positive homoge-
neous, conditionally positive homogeneous) conditional risk measure (see definition 2.1) at time
t, then the associated set-valued conditional risk measure (see definition 2.21) Rt defined by (3.5)
is convex (conditionally convex, positive homogeneous, conditionally positive homogeneous).
Proof. Let Rt : L
p → P(Mt;Mt,+) be a conditional risk measure and letRt(X) :=
⋃
Z∈Lp(X)Rt(Z)
for any X ∈ S¯dT .
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1. Let Rt be convex. Consider X,Y ∈ S¯
d
T and λ ∈ [0, 1]. Then,
Rt(λX⊕ (1− λ)Y) =
⋃
Z∈Lp(λX⊕(1−λ)Y)
Rt(Z) ⊇
⋃
Z∈cl(λLp(X)+(1−λ)Lp(Y))
Rt(Z)
⊇
⋃
ZX∈L
p(X)
ZY ∈L
p(Y)
Rt(λZX + (1− λ)ZY )
⊇
⋃
ZX∈L
p(X)
ZY ∈L
p(Y)
[λRt(ZX) + (1− λ)Rt(ZY )]
= λ
⋃
ZX∈Lp(X)
Rt(ZX) + (1− λ)
⋃
ZY ∈Lp(Y)
Rt(ZY )
= λRt(X) + (1− λ)Rt(Y).
The inclusion on the first line follows from cl (Lp(Z1) + L
p(Z2)) ⊆ L
p(Z1 ⊕ Z2) for any
random sets Z1,Z2 (with the norm topology on p ∈ [1,+∞], the metric topology on p ∈
(0, 1), and the topology generated by convergence in probability for p = 0); for p ∈ [1,+∞)
equality holds.
2. Let Rt be conditionally convex. Then the proof is analogous to the convex case above.
3. Let Rt be positive homogeneous. Consider X ∈ S¯
d
T and λ > 0. It holds
Rt(λX) =
⋃
Z∈Lp(λX)
Rt(Z) =
⋃
Z∈Lp(X)
Rt(λZ) = λ
⋃
Z∈Lp(X)
Rt(Z) = λRt(X).
4. Let Rt be conditionally positive homogeneous. Then the proof is analogous to the positive
homogeneous case above.
Corollary 3.13. Let Rt : S¯
d
T → P(Mt;Mt,+) be a set-valued conditional risk measure (see
definition 2.21) at time t, and let X : Lp → S¯dT of the set-valued portfolio associated with a
(random) portfolio vector be monotonic and translative. Let Rt be the associated conditional risk
measure (see definition 2.1).
1. If Rt is convex and X(λX + (1− λ)Y ) ⊇ λX(X)⊕ (1− λ)X(Y ) for every X,Y ∈ L
p and
λ ∈ [0, 1] (X is closed-convex), then Rt is convex.
2. If Rt is conditionally convex and X(λX + (1 − λ)Y ) ⊇ λX(X) ⊕ (1 − λ)X(Y ) for every
X,Y ∈ Lp and λ ∈ L∞t (R) with 0 ≤ λ ≤ 1 (X is conditionally closed-convex), then Rt is
conditionally convex.
3. If Rt is positive homogeneous and X(λX) = λX(X) for every X ∈ L
p and λ > 0 (X is
positive homogeneous), then Rt is positive homogeneous.
4. If Rt is conditionally positive homogeneous and X(λX) = λX(X) for every X ∈ L
p and
λ ∈ L∞t (R++) (X is conditionally positive homogeneous), then Rt is conditionally positive
homogeneous.
Proof. Let Rt : S¯
d
T → P(Mt;Mt,+) be a set-valued conditional risk measure, let X be as above
and let Rt(X) := Rt(X(X)) for every portfolio vector X ∈ L
p.
1. Let Rt be convex and X be closed-convex. Let X,Y ∈ L
p and λ ∈ [0, 1].
Rt(λX + (1− λ)Y ) = Rt(X(λX + (1− λ)Y )) ⊇ Rt(λX(X) ⊕ (1− λ)X(Y ))
⊇ λRt(X(X)) + (1− λ)Rt(X(Y )) = λRt(X) + (1− λ)Rt(Y ).
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2. Let Rt be conditionally convex and X be conditionally closed-convex. Then the proof is
analogous to the convex case above.
3. Let Rt and X be positive homogeneous. Let X ∈ L
p and λ > 0.
Rt(λX) = Rt(X(λX)) = Rt(λX(X)) = λRt(X(X)) = λRt(X).
4. Let Rt and X be conditionally positive homogeneous. Then the proof is analogous to the
positive homogeneous case above.
Example 3.14. (Example 3.11 continued) Let X(X) := X + K for every X ∈ Lp for some
random set K. If K is (almost surely) convex and closed then X is (F-)conditionally closed-
convex (and thus closed-convex as well). IfK is (almost surely) a cone thenX is (F-)conditionally
positive homogeneous (and thus positive homogeneous as well).
In light of theorem 3.10, equation (3.6) and corollary 3.13 for set-valued portfolios of the
form X(X) := X +K for all X ∈ Lp and some random closed convex cone K, one obtains the
following. The dual representation of a constructive risk measure R0 with coherent components
ρ1, ..., ρd given in equation (5.2) in [15] coincides with a special case of the dual representation
of a KT -compatible risk measure R0 given in Theorem 4.2 in [32], by choosing A = ×
d
i=1Ai (Ai
being the acceptance set of ρi), M0 = R
d, KI = R
d
+ and KT = −K:
R0(X) = R0(X +K) =
⋂
w∈Rd
+
\{0},Q∈Q,w dQ
dP
∈(−K)+ a.s.
{u ∈ Rd : wTEQ [X] ≤ wTu},
where Q = ×di=1Qi and Qi denotes the set of probability measures in the dual representation of
ρi. This also follows from corollary 2.3, where the set of dual variables is
Wmax0 =
{
(Q, w) ∈ W0 : w
T
t (Q, w) ∈ A
+
t
}
= {(Q, w) ∈ W0 : Q ∈ Q} ,
with
W0 :=
{
(Q, w) ∈ M× Rd+\{0} : w
T
0 (Q, w) ∈ L
q
d(FT ;K
+
T )
}
due do KT -compatibility of R0.
Additional to dual representations for constructive risk measure, theorem 3.10 allows to
deduce dual representations of a larger class of conditional risk measure for set-valued portfolios
(definition 2.21) by using equation (3.5) and the duality results for set-valued risk measures of
the set-optimization approach.
3.3 Set-optimization approach versus family of scalar risk mea-
sures
For this section consider p ∈ [1,+∞], where Lpt has the norm topology for any p ∈ [1,+∞)
and the weak* topology for p = +∞. In the static setting, the relation between set-valued risk
measures and multiple asset scalar risk measures has been studied in [30, 32, 20].
Theorem 3.15. Let Rt : L
p → P(Mt;Mt,+) be a conditional risk measure at time t (see defini-
tion 2.1), then ρwt : L
p → L0t (R¯), defined by
ρwt (X) := ess inf
u∈Rt(X)
wTu
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for any X ∈ Lp, is a family of multiple asset scalar risk measures indexed by w ∈ M+t,+\M
⊥
t at
time t (see definition 2.25).
Let
{
ρwt : L
p → L0t (R¯) : w ∈M
+
t,+\M
⊥
t
}
be a family of multiple asset scalar risk measures at
time t indexed by w ∈M+t,+\M
⊥
t (see definition 2.25), then Rt : L
p → P(Mt;Mt,+), defined by
Rt(X) :=
⋂
w∈M+t,+\M
⊥
t
{
u ∈Mt : ρ
w
t (X) ≤ w
Tu P-a.s.
}
for any X ∈ Lp, is a conditional risk measure at time t (see definition 2.1).
Proof. 1. This follows form definition 2.25 and (2.15).
2. We will show that Rt(X) :=
⋂
w∈M+t,+\M
⊥
t
{
u ∈Mt : ρ
w
t (X) ≤ w
Tu P-a.s.
}
is a conditional
risk measure. We use the properties of ρwt given in proposition 2.30.
(a) Lp+-monotonicity: let X,Y ∈ L
p such that Y −X ∈ Lp+, then ρ
w
t (Y ) ≤ ρ
w
t (X) almost
surely for every w ∈M+t,+\M
⊥
t . Therefore Rt(Y ) ⊇ Rt(X).
(b) Mt-translativity: let X ∈ L
p and m ∈Mt, then
Rt(X +m) =
⋂
w∈M+t,+\M
⊥
t
{
u ∈Mt : ρ
w
t (X +m) ≤ w
Tu P-a.s.
}
=
⋂
w∈M+t,+\M
⊥
t
{
u ∈Mt : ρ
w
t (X)− w
Tm ≤ wTu P-a.s.
}
=
⋂
w∈M+t,+\M
⊥
t
{
u ∈Mt : ρ
w
t (X) ≤ w
T(u+m) P-a.s.
}
=
⋂
w∈M+t,+\M
⊥
t
{
u ∈Mt : ρ
w
t (X) ≤ w
Tu P-a.s.
}
−m = Rt(X) −m.
(c) Finiteness at zero: Rt(0) 6= ∅ since ρ
w
t (0) < +∞ for every w ∈ M
+
t,+\M
⊥
t , and
Rt(0)[ω] 6= M˜t[ω] since there exists a v ∈M
+
t,+\M
⊥
t such that ρ
v
t (0) > −∞.
Remark 3.16. If Rt is normalized, with closed and conditionally convex images, and w ∈
Rt(0)
+\M⊥t then ρ
w
t (0) = 0, i.e. ρ
w
t normalized in the scalar framework.
Apart from closedness, many properties are one-to-one for conditional risk measures Rt and
the corresponding family of scalarizations. The corresponding results for the static case can be
found in lemma 5.1 and lemma 6.1 of [30]. An example showing that closedness of Rt does not
necessarily imply closedness of all scalarizations can be found in the beginning of section 5 in [30]
for the case t = 0.
Corollary 3.17. Let Rt : L
p → P(Mt;Mt,+) be a convex (conditionally convex, positive ho-
mogeneous, conditionally positive homogeneous) conditional risk measure at time t with closed
and Ft-decomposable images, then the associated family of multiple asset scalar risk measures is
convex (conditionally convex, positive homogeneous, conditionally positive homogeneous).
Let
{
ρwt : L
p → L0t (R¯) : w ∈M
+
t,+\M
⊥
t
}
be a family of convex (positive homogeneous, condi-
tionally positive homogeneous, lower semicontinuous) multiple asset scalar risk measures at time t
indexed by w ∈M+t,+\M
⊥
t then the associated conditional risk measure is convex (positive homoge-
neous, conditionally positive homogeneous, closed). Additionally, if
{
ρwt : L
p → L0t (R¯) : w ∈M
+
t,+\M
⊥
t
}
is a family of lower semicontinuous conditionally convex risk measures then the associated con-
ditional risk measure is conditionally convex.
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Proof. 1. Let Rt : L
p → P(Mt;Mt,+) be a conditional risk measure at time t. Let ρ
w
t : L
p →
L0t (R¯) be defined by ρ
w
t (X) := ess infu∈Rt(X) w
Tu for every X ∈ Lp.
(a) Let Rt be convex. Let X,Y ∈ L
p, λ ∈ [0, 1], and w ∈M+t,+\M
⊥
t .
ρwt (λX + (1− λ)Y ) = ess inf
u∈Rt(λX+(1−λ)Y )
wTu
≤ ess inf
u∈λRt(X)+(1−λ)Rt(Y )
wTu
= λ ess inf
uX∈Rt(X)
wTuX + (1− λ) ess inf
uY ∈Rt(Y )
wTuY
= λρwt (X) + (1− λ)ρ
w
t (Y ).
(b) Let Rt be conditionally convex. Then the proof is analogous to the convex case above.
(c) Let Rt be positive homogeneous. Let X ∈ L
p, λ > 0, and w ∈M+t,+\M
⊥
t .
ρwt (λX) = ess inf
u∈Rt(λX)
wTu = ess inf
u∈λRt(X)
wTu = λ ess inf
u∈Rt(X)
wTu = λρwt (X).
(d) Let Rt be conditionally positive homogeneous. Then the proof is analogous to the
positive homogeneous case above.
2. Let
{
ρwt : L
p → L0t (R¯) : w ∈M
+
t,+\M
⊥
t
}
be a family of multiple asset scalar risk measures
at time t indexed by w ∈ M+t,+\M
⊥
t . Let Rt : L
p → P(Mt;Mt,+) be defined by Rt(X) :=⋂
w∈M+t,+\M
⊥
t
{
u ∈Mt : ρ
w
t (X) ≤ w
Tu P-a.s.
}
for every X ∈ Lp.
(a) Let ρwt be convex for every w ∈M
+
t,+\M
⊥
t . Let X,Y ∈ L
p and λ ∈ (0, 1).
Rt(λX + (1− λ)Y ) =
⋂
w∈M+t,+\M
⊥
t
{
u ∈Mt : ρ
w
t (λX + (1− λ)Y ) ≤ w
Tu P-a.s.
}
⊇
⋂
w∈M+t,+\M
⊥
t
{
u ∈Mt : λρ
w
t (X) + (1− λ)ρ
w
t (Y ) ≤ w
Tu P-a.s.
}
⊇
⋂
w∈M+t,+\M
⊥
t
[{
λuX : uX ∈Mt, ρ
w
t (X) ≤ w
TuX P-a.s.
}
+
{
(1− λ)uY : uY ∈Mt, ρ
w
t (Y ) ≤ w
TuY P-a.s.
}]
⊇ λ
⋂
w∈M+t,+\M
⊥
t
{
uX ∈Mt : ρ
w
t (X) ≤ w
TuX P-a.s.
}
+ (1− λ)
⋂
w∈M+t,+\M
⊥
t
{
uY ∈Mt : ρ
w
t (Y ) ≤ w
TuY P-a.s.
}
= λRt(X) + (1− λ)Rt(Y ).
Let λ = 0 (the case for λ = 1 is analogous), then Rt(λX + (1− λ)Y ) = λRt(X) + (1−
λ)Rt(Y ) for any conditional risk measure and the result follows.
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(b) Let ρwt be positive homogeneous for every w ∈M
+
t,+\M
⊥
t . Let X ∈ L
p and λ > 0.
Rt(λX) =
⋂
w∈M+t,+\M
⊥
t
{
u ∈Mt : ρ
w
t (λX) ≤ w
Tu P-a.s.
}
=
⋂
w∈M+t,+\M
⊥
t
{
u ∈Mt : λρ
w
t (X) ≤ w
Tu P-a.s.
}
=
⋂
w∈M+t,+\M
⊥
t
{
λu : u ∈Mt, ρ
w
t (X) ≤ w
Tu P-a.s.
}
= λRt(X).
(c) Let ρwt be conditionally positive homogeneous for every w ∈M
+
t,+\M
⊥
t . Then the proof
is analogous to the positive homogeneous case above.
(d) Let ρwt be lower semicontinuous for every w ∈ M
+
t,+\M
⊥
t . Consider a sequence
(Xn, un)n∈N ⊆ graphRt (respectively a net if p = +∞) with limn→+∞(Xn, un) =
(X,u). Note that (Xn, un) ∈ graphRt if and only if ρ
v
t (Xn) ≤ v
Tun for every
v ∈M+t,+\M
⊥
t .
ρwt (X) ≤ lim infn→+∞
ρwt (Xn) ≤ lim infn→+∞
wTun = w
Tu.
The last equality above follows from un → u in L
p
t implies w
Tun → w
Tu in L1t (R) (by
Ho¨lder’s inequality). Thus, (X,u) ∈ graphRt.
(e) Let ρwt be lower semicontinuous and conditionally convex for every w ∈M
+
t,+\M
⊥
t . Let
X,Y ∈ Lp and λ ∈ L∞t (R) with 0 < λ < 1, then the proof is analogous to the convex
case above.
We will now extend conditional convexity to the case for λ ∈ L∞t (R) with 0 ≤ λ ≤ 1
in the same way as was accomplished in the proof of [23, corollary 4.9], noting that
Rt is closed by ρ
w
t lower semicontinuous. Take a sequence (λn)
+∞
n=0 ⊆ L
∞
t (R) such that
0 < λn < 1 for every n ∈ N which converges almost surely to λ. Then by dominated
convergence λnX converges to λX in the norm topology (weak* topology if p = +∞)
for any X ∈ Lp. Therefore, for any X,Y ∈ Lp
Rt(λX + (1− λ)Y ) = Rt( lim
n→+∞
(λnX + (1− λn)Y ))
⊇ lim inf
n→+∞
Rt(λnX + (1− λn)Y )
⊇ lim inf
n→+∞
[λnRt(X) + (1− λn)Rt(Y )]
⊇ λRt(X) + (1− λ)Rt(Y )
by Rt closed (see proposition 2.34 in [42]) and conditionally convex on the interval
0 < λn < 1. Note that we use the convention from [42] that the limit inferior of a
sequence of sets (Bi)i∈N is given by lim inf i→+∞Bi =
⋂
i∈N cl
⋃
j≥iBj .
In the following lemma we will show that when the conditional risk measure has closed and
conditionally convex images, the family of scalarizations can be used to recover the conditional
risk measure.
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Lemma 3.18. Let Rt : L
p → P(Mt;Mt,+) be a dynamic risk measure with closed and condition-
ally convex images. Then, for any X ∈ Lp
Rt(X) =
⋂
w∈M+t,+\M
⊥
t
{
u ∈Mt : ρ
w
t (X) ≤ w
Tu P-a.s.
}
(3.7)
where ρwt (X) := ess infu∈Rt(X) w
Tu is the multiple asset scalar risk measure associated with Rt.
Proof. ⊆: By definition it is easy to see that u ∈ Rt(X) implies that w
Tu ≥ ρwt (X) for any
w ∈M+t,+\M
⊥
t .
⊇: Let u ∈
⋂
w∈M+t,+\M
⊥
t
{
u ∈Mt : ρ
w
t (X) ≤ w
Tu P-a.s.
}
. Assume u 6∈ Rt(X). Then since
Rt(X) is closed and convex we can apply the separating hyperplane theorem. In particular,
there exists a v ∈M+t,+\M
⊥
t such that E
[
vTu
]
< inf uˆ∈Rt(X) E
[
vTuˆ
]
(if v 6∈M+t,+\M
⊥
t then
inf uˆ∈Rt(X) E
[
vTuˆ
]
= −∞ by Rt(X) = Rt(X) + Mt,+). This implies that E [ρ
v
t (X)] =
E
[
ess inf uˆ∈Rt(X) v
Tuˆ
]
≤ E
[
vTu
]
< inf uˆ∈Rt(X) E
[
vTuˆ
]
.
By corollary 3.9, Rt(X) is Ft-decomposable. Therefore by theorem 1 of [54] (and
{
vTu : u ∈ Rt(X)
}
⊆
L1t (R)), it follows that E
[
ess inf uˆ∈Rt(X) v
Tuˆ
]
= inf uˆ∈Rt(X) E
[
vTuˆ
]
. This is a contradiction
and thus u ∈ Rt(X).
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