Derivative-Free optimization (DFO) focuses on designing methods to solve optimization problems without the analytical knowledge of gradients of the objective function. There are two main families of DFO methods: model-based methods and direct search methods. In model-based DFO methods, a model of the objective function is constructed using only objective function values, and the model is used to guide the computation of the next iterate. Natural questions in this class of algorithms include how many function evaluations should be used to construct the model? And, should this number be fixed, or adaptively selected by the algorithm? In this paper, we numerically examine these questions, using Hare and Lucet's Derivative-Free Proximal Point (DFPP) algorithm [14] as a case study. Results suggest that the number of function evaluations used to construct the model has a huge impact on algorithm performance, and adaptive strategies can both improve and hinder algorithm performance.
Introduction
Derivative-Free optimization (DFO) focuses on designing methods to solve optimization problems without evaluating derivatives or gradients of the objective function. This is particularly applicable when the objective function is a black-box function or an oracle function, so the only available information is the value of the objective function for an input point. The study of DFO methods has grown in recent years. This is partly due to the flexibility of DFO methods across a variety of applied problems [6, 19, 20, 15, 4] (among many other examples) and partly due to the development of mathematics to ensure convergence [2, 11, 5, 14] (among many other examples). For a general overview of the DFO methods, along with a comprehensive study of many convergence results, see [10] and the many references therein.
There are two main families of DFO methods: model-based methods and direct search methods. Direct search methods, at each iteration, sample the objective function at a finite number of points and act based on those function values without any derivative approximation. A wide range variants exist, and many enjoy strong theoretical convergence analysis. However, these are not the focus of this paper.
Model-based DFO methods use past information about the objective function f to create a model functionf that approximates f . Recent years have seen a significant amount of research focused on how to construct a 'good' model function for use in DFO [8, 9, 27, 13] (among others).
Among the most common used in practice are models formed from linear interpolation [24] , quadratic interpolation [7, 25] , or minimum Frobenius norms [26, 12] . (Although, it should be noted that other techniques exist, for example radial basis function models [29, 30] , stochastic models [3] , and models based on the Gaussian process [28] .) In R n , linear interpolation uses n + 1 (well-poised) points to create an approximate gradient [10, §2.3] . Alternatively, quadratic interpolation requires (n + 1)(n + 2)/2 (well-poised) points, but creates an approximate gradient and an approximate Hessian [10, §3.4] . Details on linear interpolation and quadratic interpolation are given in Section 2.
As linear interpolation only provides approximate gradients, one would expect that, in terms of the number of iterations the resulting algorithm will probably converge similar to typical first order methods (i.e., linearly). Conversely, as quadratic interpolation provides the benefit of an approximate Hessian, one might conjecture that the resulting algorithm converges similar to a second order method (i.e., quadratically). Of course, in DFO, optimizers typically measure convergence in terms of number of function calls, not in terms of iterations. (The assumption is that a function call takes significantly longer than any other portion of the algorithm.) This means, one can take (n + 2)/2 iterations of a method using linear interpolation for every single iteration of a method using quadratic interpolation.
This led to the development and use of minimum Frobenius norm models [26, 12] . Minimum Frobenius norm models provide some balance between the extremes of linear and quadratic interpolation. Using between n + 1 and (n + 1)(n + 2)/2 (well-poised) points, a minimum Frobenius norm model creates an approximate gradient that is more accurate than linear interpolation, along with an approximate Hessian that is less accurate than quadratic interpolation. (Details on minimum Frobenius norms are given in Section 2.) It is hoped that this balance can lead to DFO algorithms with strong convergence rates in terms of number of iterations, without the need for excessive function calls per iteration.
The availability of these three common models raises some natural questions in modelbased DFO research. First, how many points should be used to create the model function, i.e., how many points should be in the sample set? Second, should the number of points in the sample set be static throughout the algorithm or can it be dynamically updated based on how the algorithm performed in the previous iteration? In this paper, we present the results of a case study examining these questions. Our case study focuses on the Derivative-Free Proximal Point (DFPP) algorithm introduced by Hare and Lucet in 2014 [14] . We test 64 basic strategies for updating the size of the sample set, and compare the strategies across 60 test problems. Numerical results suggest that the number of points in the sample set has a huge impact on algorithm performance, and adaptive strategies can both help and harm algorithm convergence.
The remainder of this paper is organized as follows. In Section 2, we provide background details on how to construct linear interpolation, quadratic interpolation, and minimum Frobenius norm models. In Section 3, we outline the DFPP algorithm and present our adaptive strategies for determining the size of the interpolation set. In Section 4, we discuss our numeric tests, present the results, and provide some qualitative remarks. In Section 5, we provide some conclusions. Tables of results appear in the appendix.
Throughout, B ∆ (y 0 ) denotes the closed ball of radius ∆ centred at y 0 : B ∆ (y 0 ) = {x :
Model Construction Techniques
Let P d n be the space of polynomials of degree less than or equal to d in R n . For d = 1 and d = 2, the dimension of this space is dim(P
, respectively. A basis Φ = {φ 1 , ..., φ q } of P d n is a set of q polynomials of degree less than or equal to d such that q = dim(P We say the polynomial m interpolates the function f at a given point y if m(y) = f (y). Suppose we are given a set Y = {y 0 , y 1 , ..., y p } of interpolation points, and we seek a polynomial, m, with degree less than or equal to d that interpolates a given function f at the points in Y . Since it must be possible to write m in the form of q j=1 α j φ j , we seek interpolation coefficients, α j , that satisfy the interpolation conditions
Conditions (1) form a linear system in terms of the interpolation coefficients, which we will write in matrix form as 
Linear Interpolation
Linear interpolation sets the maximum degree of the polynomial to d = 1; i.e., linear interpolation applies in P 1 n . The natural basis for this space is Φ = {1, x 1 , x 2 , ...x n }. Our interpolation conditions (equation (1)), can be simplified to
Clearly, M (Y ) is invertible if and only if conditions (1) have a unique solution. More importantly, the error in the gradient approximation from linear interpolation can be quantified in terms of several constants and the approximate radius of the sample set. where κ eg is a constant based on ν, n, and the geometry of the interpolation set.
Quadratic Interpolation
Quadratic interpolation sets the maximum degree of the polynomial to d = 2; i.e., quadratic interpolation applies in P 2 n . One natural basis for quadratic interpolation is
Using this basis, one can again write conditions (1) as a linear system. (For the sake of space, we do not rewrite the system here.) The system results in the matrix M (Φ, Y ) being a (n + 1)(n + 2)/2 × (n + 1)(n + 2)/2 square matrix. Like linear interpolation, the error in the gradient approximation from quadratic interpolation can be quantified using several constants and the approximate radius of the sample set. 
where κ eh and κ eg are constants based on ν 2 , p, and the geometry of the interpolation set.
Minimum Frobenius Norm Models
Minimum Frobenius norm models set the maximum degree of the polynomial to d = 2, but work in the case when the number of interpolation points is less than the (n + 1)(n + 2)/2 required for quadratic interpolation. In this case, the M (Φ, Y ) defining the interpolating conditions has more columns than rows and the interpolation polynomials are no longer unique.
Let us split the natural basis Φ into linear and quadratic parts: 
where α L and α Q are the appropriate parts of the coefficient vector α.
In a DFO framework with under determined interpolation, it is desirable to construct accurate linear models and then enhance them with curvature information, hoping that the actual accuracy of the model is better than that of a purely linear model. (Hence, it is important to construct sample sets that are poised for linear interpolation.)
Since the interpolation set is too small to create a unique quadratic interpolation, we must impose some additional requirements to determine the final model. As our Hessian approximation will be of a lower accuracy than our gradient approximation, in derivativefree optimization it makes sense to seek a model for which the norm of the Hessian is small or moderate. Therefore, we define the minimum Frobenius norm solution as a solution to the following optimization problem in α L and α Q :
The name minimum Frobenius norm solution comes from the equivalence of minimizing the norm of α Q and minimizing the Frobenius norm of the Hessian of m.
The condition for the existence and uniqueness of the minimum Frobenius norm model is that the following matrix is nonsingular
We say that a set Y is poised for minimum Frobenius norm interpolation if problem (2) has a unique solution or, equivalently, if the matrix F (Φ, Y ) is non-singular. Like linear and quadratic interpolation, the error bounds of the resulting model can be bounded using constants and the approximate radius of the sample set. 
and κ eg is a constants based on ν, p, the geometry of the interpolation set, and the norm of the model Hessian.
Derivative-Free Proximal Point Method
Much like Newton's method is a standard tool for solving smooth optimization problems, proximal point algorithms can be viewed as an analogous tool for nonsmooth optimization. The basic (theoretical) method solves the minimization of f through iterative solutions to the proximal point problem
Adaptive Interpolation Strategies in DFO In practice, it is unnecessary to solve prox r f (x k ) exactly, which has lead to a variety of practical implementations based on the proximal point framework [17, 18, 23] (and references therein).
Most common are the proximal-bundle methods, where the objective function f is replaced by a sequence of piecewise linear model functions f k , see [17, 18, 23] . Such methods essentially replace the minimization of f with a sequence of quadratic programming problems.
Recently, Hare and Lucet introduced a Derivative-Free Proximal Point (DFPP) method [14] . Within the framework, x k denotes the prox-centre of the algorithm during iteration k. At each iteration, the algorithm shall make use of a sample set Y = {y 0 , y 1 , ..., y p } ⊆ R n with y 0 = x k to construct a model of the objective function. In the algorithm, the approximate sampling radius of Y is defined ∆(Y ) = max y i ∈Y y i − y 0 , and λ n (H) is used to denote the minimum eigenvalue of H. Pseudo-code of the DFPP algorithm follows.
Derivative-Free Proximal Point Method (DFPP) 0. Initialize: Set k = 0 and input
Γ -a minimal radius decrease parameter, 0 < Γ < 1, r tol -stopping tolerance for prox-parameter, r tol > 0, ∆ tol -stopping tolerance for search radius, ∆ tol ≥ 0, and ε 
Model and Stopping Conditions:
Create q k , a model of f over Y k :
2. Prox-feasiblity Check:
Prox Trial Point:
Compute the trial point
Compute the predicted decrease
, then declare the null step to be type 2, set x k+1 = x k and generate an interpolation set
Loop:
Increment k → k + 1 and return to Step 1.
Adaptive Strategies in DFPP
The DFPP framework has two interesting features that make it well-suited to exploring adaptive updating of the number of points in the sample set at each iteration. First, in order for the algorithm to converge the model functions q k must satisfy the following assumption (see [14] ). Assumption 3.1. Assume f ∈ C 1 . Furthermore, assume that there exists constants C and M such that, for any point y 0 and any sampling radius ∆ > 0, we are able to generate a sampling set Y = {y 0 , y 1 , . . . y p } ⊆ R n and a corresponding quadratic model function q such that ∆(Y ) = ∆ and
Note that the Assumption 3. Moreover, the algorithm can use a different model construction technique at each iteration, without compromising the convergence analysis. The second interesting feature of the DFPP framework is that the algorithm ends step 4 with one of three possible declarations: serious step, null step type 1, or null step type 2. In a serious step, the algorithm was successful in finding a new proximal centre, which shows notable decrease over the previous proximal centre. In a null step type 1, the algorithm was unable to find a new proximal centre and the predicted new centre was outside of the radius of accuracy for the model. In this case, the prox-parameter is increased, but the old sample set can be reused (possibly with additional points added). Finally, in a null step type 2, the algorithm was unable to find a new proximal centre, despite the fact that the predicted new centre was inside of the radius of accuracy for the model. In this case, the desired accuracy of the model is increased (i.e., ∆(Y ) is decreased), and a new model must be constructed.
As each outcome suggests a different situation, and each iteration can use a different model construction technique, the DFPP algorithm naturally lends itself to the idea of using an adaptive strategy for selecting sample set size at each iteration. The adaptive strategies explored in this paper can be viewed as selecting the number of points in the sample set in the next iteration based on the declaration in step 4:
i. if step 4 of the DFPP method declares a serious step, then use a sample set of size N s in the next iteration,
ii. if step 4 of the DFPP method declares a null step type 1, then use a sample set of size N n1 in the next iteration, and
iii. if step 4 of the DFPP method declares a null step type 2, then use a sample set of size N n2 in the next iteration.
For our testing, N s , N n1 , and N n2 are each taken from
where n is the problem dimension. In order to simplify presentation, we use the following notation for these four strategies
As there are 3 possible ways to conclude step 4, and we examine 4 different strategies for each conclusion, we explore a total of 4 3 = 64 different adaptive strategies.
Sample Set Construction Techniques
The error bounds provided in Theorems 2.1, 2.2, and 2.3, all rely on the "geometry of the interpolation set". This phrase actually hides a deep literature on the topic. While, in order for the sample set to be poised, we require an appropriate matrix, M (Φ, Y ) or F (Φ, Y ), to be invertible, in practice it is important that this matrix is 'stable'. This stability is dependent on the "geometry of the interpolation set". Details on quantifying the geometry of the interpolation set, and how to control the quality of this geometry, are outside of the scope of this work (we refer interested readers to [10, Chpt 2-6]). Nonetheless, some comments are in order.
For the numerical testing in this paper, we use Algorithms 6.2 and 6.3 of [10] to construct our interpolation sets and improve their geometry. The interpolation set Y k is built based on three possible declarations in step 4. 3] to create a well-poised set of (n + 1)(n + 2)/2 points and select N n1 points from it to define Y k+1 .
iii. If step 4 of the DFPP method declares a null step type 2, then -place x k+1 into an interpolation set Y in position of x = y 0 , -place any previously sampled points in B Γ∆(Y k ) (x k+1 ) into Y , -use [10, Alg 6.2 & 6.3] to expand Y into a well-poised set of (n + 1)(n + 2)/2 points, and -select N n2 points from Y to define Y k+1 .
In all of the cases above, the selection of the final subset of N x points from Y is done by taking the first N x points, and then a safety check is used to ensure the final interpolation set is well-poised. If it is not, then we use [10, Alg 6.2 & 6.3] to create a well-poised set of (n + 1)(n + 2)/2 points and select the first N x points from it to define Y k+1 (again with a safety check to ensure well-poised).
Numerical Results
The DFPP method is implemented in MATLAB [14] . Minor adaptations to the original code allowed for the adaptive strategies in Subsection 3.1 to be incorporated. Minor tuning to select algorithmic parameters was performed. Specifically, Armijo-like parameters m ∈ {0.1, 0.5, 0.9} were tested and radius decrease parameters Γ ∈ {0.25, 0.5} were tested. The values m = 0.1 and Γ = 0.5 provided the best overall performance across all strategies. The initial prox-parameter was set to r 0 = 1. (As improvement based on these parameters was extremely minor, we do not present results from other parameter combinations; however, these results are available through contacting the corresponding author.) Finally, in Step 4, if a serious step is declared, the user has the option of performing a line search (or other search method) to seek x k+1 that provides some further improvement overx k . We tested using no additional searching and using a backtracking line search.
The strategies were tested on the 60 problems from [1, 16, 21] . Test problems were separated into two groups: low dimension and high dimension. Table 1 lists the name and the dimension of each test problem.
For each test problem, each strategy was run until a total of 100n function calls was exceeded, where n is the dimension of the test problem.
In order to rank the strategies, we consider the following improvement metric
where P is the set of all test problems, f is the objective function value obtained by DFPP, f best is the best known objective function value, and f 0 is the initial objective function value. The value − log 10
can loosely be interpreted as the number of new digits of accuracy (in function value) obtained on a given test problem. The minimization with 16 deals with the (few) problems that end up being solved exactly and return unrealistic values like − log 10
> 1000. Without capping, these problems can massively skew the data analysis. Finally, these values are summed over all test problems, to give each strategy a total improvement.
The aggregate results when no line search was used appear in Tables 2 to 4 (in the Appendix) and the aggregate results when a backtracking line search was used appear in Tables 5 to 7 (in the Appendix) 1 . Tables 2 and 5 provide the results when all test problems are considered. Tables 3 and 6 provide the results when only low dimension test problems are considered. Tables 4 and 7 provide the results when only high dimension test problems are considered.
Interpretation of the Results
To ease interpretation, Tables 2 to 7 are sorted from the highest imp value to the lowest imp value. Examining Tables 2 and 5 (which contain all test problems grouped), we note that the line search has a strong positive impact on the performance of the algorithm. This was also noted in [14] . In fact, the line search is so effective that the worst result in Table 5 , would rank 7 th if it were placed in Table 2 .
Across all tables we see a common trend of N s = S n . That is, if a serious step occurred, then the next model should be as simple to create as possible. This makes sense, as serious steps correspond with success and movement of the prox-centre. If a serious step occurred, then the next model essentially starts from scratch, so it makes sense to build a simple model and only increase complexity if the next iteration induces a null step.
Comparing low dimension to high dimension problems presents some enlightening results. In both Tables 3 and 6 (low dimensions), we see 4 of the top 5 strategies involve building complex models when a null step occurs (i.e., N n1 ∈ {S n 2 /4 , S n 2 /2 } or N n2 ∈ {S n 2 /4 , S n 2 /2 }). Conversely, in Tables 4 and 7 (high dimensions), we see complex models are generally avoided: in Table 4 , N n1 ∈ {S n , S 2n } and N n2 ∈ {S n , S 2n } for all of the top 5, while in Table 7 , N n1 ∈ {S n , S 2n } and N n2 ∈ {S n , S 2n } for 3 of the top 5.
Data Profiles
While Tables 2 and 5 provide some insight into the performance, they rely strongly on data aggregation. As such, it is possible that certain problems are being solved to very high precision and skewing the results. In this subsection we present data profiles [22] of select strategies.
Data profiles are designed to capture both speed and robustness of a solver, by plotting the portion of problems solved using less than or equal to α × n + 1 function calls, where α is the number of 'simplex gradients equivalents' used and n + 1 represent the number of function calls required to create a simplex gradient in R n . For further details on data profiles, we refer the reader to [22] .
With 128 strategies tested (64 adaptive approaches times 2 for the use/disuse of a line search), presenting all data profiles would result in an unreadable figure. Instead, we present data profiles containing:
-the 'most basic' non-adaptive strategy -N s = N n1 = N n2 = S n , -the 'most complex' non-adaptive strategy -N s = N n1 = N n2 = S n 2 /2 , and -the top two adaptive strategies -N s = S n , N n1 = S n , N n2 = S 2n , and N s = S n , N n1 = S 2n , N n2 = S n . Data profiles are created including the no line search and with a line search option. The data profile for a solving tolerance of 10 −3 appears in Figure 1 and data profile for a solving tolerance of 10 −6 appears in Figure 2 . Figure 1 and 2 show the expected results and a few surprising results. First, it is again clear that the line search provides an excellent performance boost to the algorithm. Examining just methods that use a line search, we note that strategy N s = N n1 = N n2 = S n outperforms all other methods. However, examining the no line search methods, we see that for solving tolerance of 10 −3 strategy N s = N n1 = S n , N n2 = S 2n outperforms the other no line search methods. Meanwhile, for solving tolerance of 10 −6 strategy N s = N n2 = S n , N n1 = S 2n outperforms the other no line search methods. Neither of these victories are resounding, but it nonetheless suggests that adaptive strategies may have some place in future DFO algorithms. 
Conclusions
Model-based DFO methods work by constructing local models of the objective function using a set of function evaluations. In this paper, we explore the questions of how many function evaluations should be used to construct the model, and should this number be fixed, or adaptively selected by the algorithm? We approach the question numerically, by making use of the flexibility and iteration decision structure within the DFPP algorithm of [14] . The results suggest that, for this algorithm, and this implementation, adaptive strategies can provide some improvement, particularly in higher dimensions. However, the results also show that a poorly selected adaptive strategy can greatly hinder performance, both in low and high dimensions. Finally, the results generally suggest that, for this algorithm and implementation, basic models using fewer function evaluations outperform complex models that require many function evaluations to build. It should be noted that there are many model-building methods that were not considered in this paper: e.g., linear regression models, centered simplex gradients, radial basis functions, models based on the Gaussian process, etc. Also, while past points within the sampling radius were used when building new models, advance techniques on minimum Frobenius norm based model updating was not applied within this paper. This leaves significant opportunity for further research in this area.
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