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We consider a sequential implementation of the optimal quantum cloning machine of Gisin and Massar
and propose optimization protocols for experimental realization of such a quantum cloner subject to the real-life
restrictions. We demonstrate how exploiting the matrix-product state (MPS) formalism and the ensuing variational
optimization techniques reveals the intriguing algebraic structure of the Gisin-Massar output of the cloning
procedure and brings about significant improvements to the optimality of the sequential cloning prescription of
Delgado et al. [Phys. Rev. Lett. 98, 150502 (2007)]. Our numerical results show that the orthodox paradigm
of optimal quantum cloning can in practice be realized in a much more economical manner by utilizing a
considerably lesser amount of informational and numerical resources than hitherto estimated. Instead of the
previously predicted linear scaling of the required ancilla dimension D with the number of qubits n, our recipe
allows a realization of such a sequential cloning setup with an experimentally manageable ancilla of dimension
at most D = 3 up to n = 15 qubits. We also address satisfactorily the possibility of providing an optimal
range of sequential ancilla-qubit interactions for optimal cloning of arbitrary states under realistic experimental
circumstances when only a restricted class of such bipartite interactions can be engineered in practice.
DOI: 10.1103/PhysRevA.85.052323 PACS number(s): 03.67.Lx, 03.67.Bg, 03.65.Ta, 02.70.−c
I. INTRODUCTION
The superposition principle of quantum mechanics pre-
cludes quantum information from being perfectly “cloned” and
transformed into classical information. Such a fundamental
impossibility and chief difference between classical and
quantum information is formally phrased in terms of the
so-called “no-cloning” theorem [1] of quantum computation
and quantum information [2]. Nonetheless, quantum cloning
machines (QCMs) allow copying of arbitrary and a priori
unknown quantum states with an imperfect albeit optimal
fidelity as a measure of the quality of copies (clones) [3–5].
Such QCMs provide an optimal way of isometrically (uni-
tarily) evolving an initial set of N input qubits all in the
same unknown state (augmented by M − N blank qubits)
into the final state of M approximate clones, with the whole
evolution described by the map N → M (M → M). However,
engineering such maps through a single application of a global
isometry (unitary) operation that is capable of entangling
all input qubits simultaneously is in general prohibitively
difficult to realize in an experiment [6,7]. As a consequence, all
experimental realizations of QCMs hitherto either in optical
systems [8–14] or NMR setups [15–17] have suffered from
the requirement for exceedingly high experimental demands
that particularly poses major obstacles in scaling the devices to
multiqubits. In an effort to work around such an experimental
challenge, a sequential prescription for an experimentally
manageable implementation of the multiqubit entangler of the
optimal QCMs has been proposed by Delgado et al. [18].
In sequential quantum cloning paradigm of Delagdo et al.,
an ancillary system is introduced to interact sequentially and
only once with each qubit in a row and is set to decouple
from the qubit chain in the last step [18]. This is essentially
equivalent to a nontrivial decomposition of the multiqubit
entangling operation of the QCM into a one-way sequence
of consecutive two-body ancilla-qubit operations (see Fig. 1).
Although a general genuinely entangling multiqubit operation
cannot be implemented via such a sequential prescription
[7,19], the case of sequential implementation of an N → M
isometry required for QCM tasks was proved to be always
possible [7].
From an experimental point of view, various physical set-
tings employ sequential operations for generation of entangled
multiqubit states. Paradigmatic setups include the photonic
streams of cavity or circuit QED with a cavity mode as the
ancillary system [6,20–26] and the sequential generation of
electron-spin entangled states in quantum dot setups utilizing
a completely mixed nuclear spin bath as the ancilla [27]. In
terms of the practical benefits, sequentiality and the absence
of measurements guaranteed by a unitarily decoupling ancilla
may tremendously facilitate the physical implementation of a
generically complex global cloning operation [7].
Furthermore, from a theoretical perspective, it has been
demonstrated [18] that the multipartite entangled state of
the output clones produced by a sequentially implemented
quantum cloner can be characterized in terms of the hierarchy
of the so-called matrix-product states (MPS) [28] that had
previously arisen in the context of spin chain models [29]
and are by now recognized as a unifying framework for
rephrasing and optimizing various numerical renormalization
group techniques of strongly correlated systems [30–32]. An
MPS representation of an n-qubit output of a QCM is then
given by
|ψout〉 =
1∑
in...i1=0
〈ϕF |V in[n] · · ·V i1[1]|ϕI 〉|in, . . . ,i1〉, (1)
where (Dk × Dk+1)-dimensional matrix V ik[k] represents the
physical interaction between ancilla and kth qubit with local
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FIG. 1. (Color online) Quantum circuit representation of an
M → M quantum cloning machine implemented (a) globally and
(b) sequentially with the aid of an ancillary system. Each bipartite
unitary Uka in (b) acts only on the Hilbert space of qubit k and ancilla
a and leaves other qubits intact. The fact has been illustrated by using
vertical lines with open circles at each qubit (ancilla) they act upon.
Ancilla degrees of freedom are shown by solid bold lines throughout.
space |ik〉, and with |ϕI 〉 and |ϕF 〉 denoting the initial and final
ancilla state, respectively. The bond dimension of an MPS is
defined as D ≡ maxkDk .
As pointed out by Delgado et al., it turns out that the
minimal bond dimension of the MPS representation of (1)
coincides the required ancilla dimensionD (e.g., the number of
atomic levels) for sequential realization of the desired quantum
cloner [18]. Thus, apart from the operational facilitation of
the sequential prescription in terms of the decomposition of
a global cloner into consecutive two-body interactions, its
practical feasibility and scalability yet hinges crucially upon
ancilla demands and the way it scales with the number of
clone qubits. A detailed analysis of such an issue revealed that
the required minimal ancilla dimension D scales only linearly
with the number of clones M (more precisely D = 2M for
the case of universal symmetric cloning of Gisin-Massar as
described in the subsequent section). This result promises
an experimentally affordable ancilla-assisted scenario for
quantum cloning of a small number of qubits, but yet infers
the one that demands more and more experimental resources
upon increasing the number of qubits. On the other hand,
cloning of arbitrary unknown states entails access to a vast
variety of ancilla-qubit interactions [V ik[k] in Eq. (1)], whereas
some of the required ones may be unattainable within a
given physical setup. In this sense, an important experimental
question will be if the existing physical setups could still fulfill
the resource requirements of the proposed sequential QCM
(SQCM). And if the answer is no, to what extent the numerical
and informational resources of the SQCM can be further
optimized toward less costly experimental demands and, in
turn, allowing realization of SQCM under such restricted
experimental conditions. It is the purpose of the present paper
to address these issues.
This paper is organized as follows: Sec. II sets the scene by
rephrasing the optimal cloning machine of Gisin and Massar
in terms of MPS and providing some technical details on
simulation of such a cloner. In Sec. III the issue of restrictions
on the ancilla dimension D is addressed and numerical
“regularization” techniques for achieving the cloning task
with the minimal possible ancilla resources are presented.
Section IV deals with restrictions on ancilla-qubit interactions
and optimization protocols for realizing the cloning task with
the minimal accessible class of physical operations. Finally,
Sec. V contains our conclusions and an assessment of the
applicability of our proposed methods to future realization of
scalable quantum cloning.
II. MATRIX-PRODUCT REPRESENTATION OF THE
GISIN-MASSAR STATE
We consider here the universal symmetric cloning [3,4] of a
single qubit in an arbitrary unknown state |ψ〉 = α|0〉 + β|1〉
to M clones described by the isometry map 1 → M
|ψ〉 → |ψout〉 = |GMM (ψ)〉
≡
M−1∑
j=0
αj |(M − j )ψ,jψ⊥〉S
⊗ |(M − j − 1)ψ∗,jψ∗⊥〉S, (2)
with the coefficients αj =
√
2(M−j )
M(M+1) , and |(M − j )φ,jφ⊥〉S de-
notes the normalized completely symmetric state with M − j
qubits in state |φ〉 and j qubits in the orthogonal state |φ⊥〉.
The resulting multiqubit state from the cloning procedure, the
so-called Gisin-Massar state, describes an entangled state of
M clones augmented by M − 1 anticlones that are introduced
to guarantee the optimality of the cloning procedure. We shall
later exploit such a “parity” feature of clones and anticlones
for encoding αj into MPS representation of the Gisin-Massar
state.
An (2M − 1)-qubit state of Gisin-Massar written in com-
putational basis of the form
|GMM (ψ)〉 =
1∑
i2M−1=0
1∑
i2M−2=0
. . .
1∑
i1=0
c
ψ
i2M−1,i2M−2,...,i1
× |i2M−1,i2M−2, . . . ,i1〉, (3)
can be cast into a canonical MPS representation with minimal
bond dimension D [6,23]. The symmetrization requirement
of the Gisin-Massar state within either clone or anticlone
subspace establishes the algebraic connection between αj and
cψ . It indeed makes most of the coefficients cψ vanish or
to be identical. Distinct values of αj correspond only to a
priori symmetrized products of clone kets and the anticlone
ones and are equal in number to the number of clones M to
be produced. We shall see in the subsequent section that this
feature profoundly affects the simulability of such a state in
terms of the required numerical resources.
The first step in achieving an MPS representation of the
Gisin-Massar state is to perform Vidal decomposition [22,33]
on (3). Treating a bipartite decomposition of the coefficient
C ≡ cψi2M−1|i2M−2,...,i1 as a matrix with indices i2M−1 and the
combined one ˜i2M−1 ≡ i2M−2, . . . ,i1, we perform singular
value decomposition (SVD) [34,35] on C,
C = USV†. (4)
Identifying now the left unitary as U ≡ V i2M−1[2M−1], we proceed
with the singular value decomposition of the remaining
part M[2M−1] ≡ SV† within the next bipartite decomposition
i2M−1,i2M−2|i2M−3, . . . ,i1 and obtain
M[2M−1] = U ′S ′V ′†. (5)
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FIG. 2. (Color online) (a) Graphical representation of the MPS
description of Gisin-Massar state and (b) the overlap of states used
to calculate the contractions in the cost function Eq. (12). The
boxes represent V[k] matrices of a sequentially prepared state of
Gisin-Massar form. The links connecting the boxes represent indices
that are being contracted (or summed over). The more information
(e.g., larger ancilla dimension or larger number of ancilla-qubit
couplings) the matrices contain, the darker and larger the associated
boxes are drawn throughout.
Identifying again the left unitary as U ′ ≡ V i2M−2[2M−2] and iterating
such a procedure till the end of the chain yields an open-
boundary MPS representation of the Gisin-Massar state of
the form (1) with n replaced by 2M − 1. A useful graphical
representation of Gisin-Massar state in MPS form has been
shown in Fig. 2(a).
Some remarks on technical details of reshaping the cψ (or
equivalently αj ) into V matrices are in order. An operational
ambiguity may arise from contributions degenerate in αj
coefficient, though, belonging to cloning of |0〉 or |1〉,
|GMM (0)〉 =
M−1∑
j=0
αj |(M − j )0,j1〉S
⊗ |(M − j − 1)1,j0〉S, (6a)
|GMM (1)〉 =
M−1∑
j=0
αj |(M − j )1,j0〉S
⊗ |(M − j − 1)0,j1〉S, (6b)
whose linear combinations constitute the expression Eq. (2)
for cloning of an arbitrary state |ψ〉. It will be, however,
essential to distinguish such degenerate contributions in each
bipartite combination of the indices in order to realize an
in situ restructuring of the information. For this purpose,
we suggest a parity-bit encoding scheme to get around
this difficulty. The scheme relies on the basic observation
that contributions associated with cloning of |0〉 (|1〉) enjoy
even (odd) parity in terms of the number of qubits in state
|1〉. Hence, such a degeneracy is formally lifted upon the
action of a parity-bit operator P with eigenvalues ±1 for
a register of qubits with even (odd) parity. The technical
details of the latter procedure go beyond the scope of the
present paper and will be published separately. The parity bit
encoding scheme has already been employed in the context of
classical and quantum cryptography [36], redundant array of
independent disks (RAIDs), and optical quantum computing
schemes [37].
Following such a constructive recipe results in a Gisin-
Massar state in canonical form with the maximal bond
dimension D = d
n/2, where d denotes the local dimension
(d = 2 for qubits) [28]. Such a maximal bond dimension will
be the minimal required one for the canonical description of
the target state, too, provided that all the constituent V matrices
are full-rank, otherwise rank-deficient matrices could give rise
to a bond dimension lower than the canonical one. In this
sense, as we shall see in the subsequent section, rephrasing
Gisin-Massar in terms of MPS allows us to obtain vivid
insights into the resource requirements of the Gisin-Massar
cloning machine.
III. REGULARIZATION OF THE ANCILLA DIMENSION
The analytical study of Delgado et al. already revealed that
a multiqubit state of the Gisin-Massar form exhibits a rank
deficient MPS representation with linear scaling of the bond
dimension M with the number of clones. Nevertheless, the
resource costs of the result yet seems unaffordable for a large
number of qubits. One may then wonder if any optimization
protocol can be devised to allow the accomplishment of
the same task with lesser amount of resources. In other
words, we pose the following question: how well a state
of Gisin-Massar form |GMM (ψ)〉 with bond dimension D
(and equivalently requiring an ancilla of dimension D for its
sequential generation) can be represented if only an ancilla
with a smaller number of levels, ˜D < D, is available? More
formally: given a state |GMM (ψ)〉, with bond dimension D,
what is the optimal MPS |G˜MM (ψ)〉 of lower bond dimension
˜D < D that “regularizes” the original huge ancilla demands
by minimizing the distance
min
dim(|G˜MM (ψ)〉)= ˜D<D
‖ |GMM (ψ)〉 − |G˜MM (ψ)〉 ‖2 . (7)
We exploit two techniques that were developed by Saberi
et al. [26,38] in the context of sequential generation of
entangled states to perform the MPS approximation above,
both exploiting a suitably designed local optimization of the
V matrices in Eq. (1). In the first approach, use is made of
a corollary of the singular value decomposition theorem from
linear algebra to perform a local optimization procedure which
might be referred to as “MPS compression,” in analogy to
the image compression technique already used in computer
science and engineering [39]. Let the SVD of matrix A with
rank(A) = r be given by
A =
r∑
i=1
σiuiv
†
i . (8)
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Then, the best possible lower-rank approximation to A that
minimizes the Frobenius-norm distance [40]
min
rank( ˜A)=r˜<r
‖A − ˜A‖F (9)
is given by [34,35]
˜A =
r˜∑
i=1
σiuiv
†
i . (10)
The latter indicates a truncation scheme in which one retains
only the r˜ largest singular values of A to form the desired
optimal lower-rank matrix ˜A and discards the rest. Applying
the outlined truncation scheme to each matrix V ik[k], k =
1, . . . ,n, in Eq. (1), yields an MPS of lower bond dimension
˜D = D − (r − r˜) which is locally closest to the original MPS
of bond dimension D in the Frobenius norm sense. It is
noteworthy to mention that the precision of the method hinges
to a great extent upon how well-decaying the singular values
spectrum of the underlying matrices are.
In the second approach [26,30,38], a DMRG-inspired
variational optimization of V matrices is performed [26,31,38,
41–43] to obtain the best possible approximation to |GMM (ψ)〉
in the space of all MPS of lower bond dimension ˜D < D of
the form
|G˜MM (ψ)〉 =
1∑
in...i1=0
〈ϕF | ˜V in[n] · · · ˜V i1[1]|ϕI 〉|in, . . . ,i1〉, (11)
by solving the minimization problem of Eq. (7) under the
constant-norm constraint 〈G˜MM (ψ)|G˜MM (ψ)〉 = 1, which is
taken care of by introducing a Lagrange multiplier λ. Varying
Eq. (7) with respect to the matrices defining |G˜MM (ψ)〉 leads
to a set of equations, one for each ik , of the form
∂
∂ ˜V
ik
[k]
[(1 + λ) 〈G˜MM (ψ)|G˜MM (ψ)〉
− 2Re{〈G˜MM (ψ)|G˜MM (ψ)〉}] = 0, (12)
which determines the optimal ˜V matrices of the desired state
|G˜MM (ψ)〉. These equations can be solved very efficiently
using a “sweeping procedure” [30] in which one fixes all but
the kth ˜V matrix and solves the corresponding Eq. (12) for the
matrix ˜V ik[k]. Then one moves on to the neighboring site and, in
this fashion, sweeps back and forth through the chain until the
convergence is reached. The cost function contains the overlap
terms between the target state |GMM (ψ)〉 and the simulational
one |G˜MM (ψ)〉, which can be straightforwardly calculated in
MPS representation as illustrated in Fig. 2(b).
We have implemented numerically the two regularization
methods outlined above and the results are illustrated in
Fig. 3. Focusing on the cloning of an input state of the form
|ψ〉 = 1√
2
(|0〉 + |1〉), we define the fidelity of the procedure to
be the overlap between the target Gisin-Massar state and the
simulational one of the form
F = 〈GMM (ψ)|G˜MM (ψ)〉. (13)
Strikingly, Fig. 3(a) suggests that, for instance, a Gisin-Massar
state of n = 13 qubits (associated with M = 7 clones) can be
simulated with almost perfect fidelity (1 − F ≈ 10−16) with
a regularized dimension of D = 3, and to a lesser degree
(1 − F ≈ 10−2) with D = 2. Note that the analytical result of
Delgado et al. requires an ancilla of dimension D = 2M = 14
for realization of such a task, whereas our numerics allows
the experimental realization of SQCM with an ancilla of
dimension only D = 3 which is considered to be amenable
to the existing physical setups. The performed procedure
can be regarded as a kind of “tomography” of Gisin-Massar
state within the subspace of the constituent dimensions. As is
evident from Fig. 3(a), the dimension components ˜D beyond
D = 3 make negligible contributions to the representation of
the state of Gisin-Massar with n = 13.
Figure 3(b) shows the scaling of the fidelity with the
number of qubits n using an ancilla of dimension D = 2 and
D = 3. Since variational optimization approach allows for the
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FIG. 3. (Color online) Results for the regularization of the ancilla dimension D. The inset of (a) shows the error (1 − F) on a log scale
which turn out to be of the order of the numerical noise (depicted by the dash-dotted green line) beyond ˜D > 2, thereby confirming the
regularizability of the ancilla dimension for a state of Gisin-Massar form. The missing data points in (a) and (b) reflect calculations beyond the
lower bound of the numerical precision.
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feedback of information through several sweeps, it generally
performs better than the SVD truncation scheme. The SVD
truncation scheme is only a local optimization of information
in the sense that each matrix is being optimized independently
from the rest of the matrices, whereas the variational opti-
mization, though being itself a local optimization protocol too,
makes up for such a locality by performing several sweeps and
allowing the feedback of entanglement through the chain.
All in all, the simulation promises the possibility of
realizing SQCM with a manageable amount of ancillary levels
D = 3 up to n = 15 qubits. We believe the regularizability of
the Gisin-Massar state mainly originates from symmetrization
requirements of the optimal protocol already discussed in the
previous section.
IV. REGULARIZATION OF THE ANCILLA-QUBIT
INTERACTIONS
A state of Gisin-Massar form can be generated sequentially
provided that the required ancilla dimension D and ancilla-
qubit unitaries are available [6,23,26]. However, in general,
some of the required local ancilla-qubit unitaries may not be
accessible to a given physical setup. Given such a relevant
constrained optimization problem [44], we wonder if an
optimization protocol can be devised by which a Gisin-Massar
“target” state can be approximately generated with maximal
fidelity.
In general, the unitary time evolution of the joint system
ancilla-qubit at step k of the sequential generation is described
by a general unitary UAQ[k] : HA ⊗HQ → HA ⊗HQ,
UAQ[k] = e−iH
AQ
[k] t/h¯, (14a)
HAQ[k] =
3∑
jA,jQ=0
h
[k]
jAjQσjA ⊗ σjQ , (14b)
where HAQ[k] is a general bipartite Hamiltonian that entangles
the ancilla with the kth qubit, h[k]jAjQ are real-valued coupling
constants, and σ1, σ2, σ3 are the usual Pauli sigma matrices,
with σ0 ≡ I as the identity matrix. For simplicity, we have
considered the case D = 2, but similar generators of SU(N )
may readily be employed for D > 2.
As an illustrative case, now suppose that only a restricted
set of unitaries produced by the experimentally realizable
entangling Hamiltonian of the form of the XXZ model [45]
are available
˜HAQ[k] = h[k]1 (σ1 ⊗ σ1 + σ2 ⊗ σ2) + h[k]2 σ3 ⊗ σ3, (15)
containing two nonzero couplingsh[k]1 ≡ h[k]11 = h[k]22 andh[k]2 ≡
h
[k]
33 . Given a state of the Gisin-Massar form and the restricted
entangling Hamiltonian of Eq. (15), the aim is to tailor the
restricted unitary operations ˜UAQ[k] = e−i ˜H
AQ
[k] t/h¯ in such a way
that when applied sequentially to an arbitrary initial state of
the joint system |
I 〉 = |ϕI 〉 ⊗ |ψ〉, yield a state of the form
| ˜〉 = ˜UAQ[n] · · · ˜UAQ[2] ˜UAQ[1] |
I 〉, (16)
that is “closest” to the target state of the form |ϕF 〉 ⊗
|GMM (ψ)〉, where |ϕF 〉 is arbitrary [46]. In the ideal case,
when the fidelity reaches unity, the ancilla can be set to
decouple unitarily in the last step [23]. However, this ceases to
be the case in general when the allowed ancilla-qubit unitaries
are restricted. Thus, the optimization problem shall be carried
out with respect to the cost function of the form
f [| ˜〉] =‖ | ˜〉 − |ϕF 〉 ⊗ |GMM (ψ)〉 ‖2 , (17)
involving a multivariable cost function in |ϕF 〉 and the in-
teraction couplings {h[n]1 ,h[n]2 ; . . . ;h[1]1 ,h[1]2 }, as the variational
parameters, which can be solved in an iterative procedure
proposed by Saberi et al. in the context of sequential generation
of entangled states [26]: One starts by picking a particular
unitary, say ˜UAQ[k] , and minimizes the cost function in Eq. (17),
varying over {h[k]1 ,h[k]2 } and regarding couplings of all the other
unitaries as fixed. Then one moves on to the neighboring
unitary and optimize its couplings. When all unitaries have
been optimized locally, one sweeps back again and so forth
until convergence. Varying over the vector |ϕF 〉 and using the
resulting optimal one, the cost function f boils down to
f [| ˜〉] = 2(1 − ‖〈 ˜|GMM (ψ)〉‖), (18)
suggesting the definition of the fidelity of the procedure as
F ≡ ‖〈 ˜|GMM (ψ)〉‖. (19)
For the restricted entangling Hamiltonian of Eq. (15),
however, the variational space is so small that the variational
optimization of the restricted unitaries per se does not result
in much overlap with the target state |GMM (ψ)〉, as illustrated
in the first row of Table I.
However, we have found out that the fidelity can be
improved upon systematically by allowing optimized rotations
on the initial and final states of the qubits and ancilla,
namely augmenting the restricted unitaries by unrestricted
local “auxiliary” operations uQ and uA as depicted schemat-
ically in Fig. 4. In this way, our numerics imply that a
faithful representation of Gisin-Massar is obtained with an
experimentally realizable entangling Hamiltonian of XXZ
form up to n = 7 qubits, as the second row of Table I
illustrates.
V. CONCLUDING REMARKS
In conclusion, we have found strong numerical evidence
that a state of Gisin-Massar form can be faithfully rep-
resented with an MPS of effective bond dimension D =
3 up to n = 15 qubits. Equivalently, it can be generated
TABLE I. Results for regularization of the ancilla-qubit interactions.
Number of qubits (n) 3 5 7
1 − F (without auxiliary unitaries) 0.5000 0.4730 0.5684
1 − F (with auxiliary unitaries) 8.6938 × 10−9 3.7714 × 10−4 1.6600 × 10−2
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FIG. 4. (Color online) MPS graphical representation of the
overlap pattern for optimization of ancilla-qubit interactions upon
incorporating the auxiliary single-qubit unitaries.
within sequential prescription with an ancillary system of
experimentally manageable dimension D = 3. We have also
analyzed the possibility of realizing SQCM with a restricted
class of physical interactions and have demonstrated that such
restrictions do not pose any obstacle to sequential realization
of a cloning machine.
The current investigation and our results promises the
possibility of elevating the SQCM ideas from an abstract
theoretical level to practical recipes of experimental eminence.
They help to bridge the gap between theory and experi-
ment for realization of a sequential “factory” of quantum
cloning under real-life restrictions and in a form amenable
to the existing physical setups. The achievements will be of
importance, in particular, for realization of scalable quan-
tum computing within all potentially scalable and hitherto
realized QCMs, either in optical systems [8–14] or NMR
setups [15–17]. The method may accordingly prove useful
for the recent experimental demonstration of probabilistic
quantum cloning [47] in an NMR quantum computer. Gen-
eralization to general sequential quantum cloning schemes
for N → M [48] may be also the subject of further
investigation.
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