Abstract. We prove that for a quasi-regular semiperfectoid Z cycl p -algebra R (in the sense of Bhatt-Morrow-Scholze), the cyclotomic trace map from the p-completed K-theory spectrum K(R; Zp) of R to the topological cyclic homology TC(R; Zp) of R identifies on π 2 with a q-deformation of the logarithm.
Introduction
Fix a prime p. The aim of this paper is to concretely identify in degree 2, for a certain class of p-complete rings R, the p-completed cyclotomic trace ctr : K(R; Z p ) → TC(R; Z p ) from the p-completed K-theory spectrum K(R; Z p ) of R to the topological cyclic homology TC(R; Z p ) of R. Our main result is that on π 2 the p-completed cyclotomic trace is given by a q-logarithm log q (x) := ∞ n=1 (−1) n−1 q n(n−1)/2 (x − 1)(x − q) · · · (x − q n−1 )
[n] q , which is a q-deformation of the usual logarithm (where q is a parameter which will be defined later). Before stating a precise version of the theorem, let us try to put it in context and to explain what the involved objects are.
During this project, J.A. was partially supported by the ERC 742608, GeoLocLang.
1.1. K-theory and topological cyclic homology. We start with K-theory. For any commutative ring A, Quillen defined in [20] the algebraic K-theory space K(A) of A as a generalization of the Grothendieck group K 0 (A) of vector bundles on the scheme Spec(A). The (connective) K-theory spectrum K(A) of a ring A is obtained by group completing 1 the E ∞ -monoid of vector bundles on Spec(A) whose addition given by the direct sum. In other words, for the full K-theory one mimicks in a homotopy theoretic context the definition of K 0 (A) with the set of isomorphism classes of vector bundles replaced by the groupoid of vector bundles. Algebraic K-theory behaves like a cohomology theory but has the nice feature, compared to other cohomology theories, likeétale cohomology, that it only depends on the category of vector bundles on the ring (rather than on the ring itself) and thus enjoys strong functoriality properties, which makes it a powerful invariant attached to A.
Unfortunately, the calculation of the homotopy groups
is in general rather untractable. There is for example a natural embedding
which is an isomorphism if A is local, but the higher K-groups are much more mysterious. One essential difficulty comes from the fact that K-theory, although it is a Zariski (and even Nisnevich) sheaf of spaces (cf. [25] ), does not satisfyétale descent. One could remedy this byétale sheafification, but one would loose the good properties of K-theory. This lead people to look for good approximations of K-theory, at least after profinite completion : by this, we mean invariants, still depending only on the category of vector bundles on the underlying ring, satisfyinǵ etale descent -and therefore, easier to compute -and close enough to (completed) K-theory, at least in some range. The work of Thomason, [24] , provides a good illustration of this principle. Thomason shows that the K(1)-localization of K-theory, with respect to a prime ℓ invertible in A, satisfiesétale descent 2 and coincides with ℓ-adically completed (for short: ℓ-adic) K-theory in high degrees. When the prime p is not invertible in A, the situation is much more subtle. For instance, a theorem of Gabber [10] shows that ℓ-adic K-theory is insensitive to replacing A by A/I if (A, I) forms an henselian pair ; in particular, the computation of ℓ-adic K-theory of henselian rings (which form a basis of the Nisnevich topology) is reduced to the computation of the ℓ-adic K-theory of fields. This is not true anymore for p-adic K-theory. Nevertheless, the recent work of Clausen-Mathew-Morrow, [7] , expresses this failure in terms of another non-commutative invariant attached to A, the topological cyclic homology of A, whose definition will be recalled below. Topological cyclic homology is related to K-theory via the cyclotomic trace ctr : K(A) → TC(A).
1 Cf. [17] for a discussion of homotopy-theoretic group completions and Quillen's +-construction. 2 In fact, it even coincides with ℓ-adicétale K-theory on connective covers.
Then the topological cyclic homology is defined via the fiber sequence TC(R; Remark 1.1. The prismatic perspective of [4] gives an alternative description of ∆ R : it is the completion with respect to the Nygaard filtration of the (derived) prismatic cohomology ∆ R of R. In particular, using the theory of δ-rings, one can give, when R is a p-complete with bounded p ∞ -torsion quotient of a perfectoid ring by a regular sequence a construction of ∆ R as the Nygaard completion of a concrete prismatic envelope (cf. [4, Proposition 3.12] ).
The choice of a morphism R ′ → R with R ′ perfectoid yields a distinguished elementξ of the ring ∆ R . Usingξ one defines the Nygaard filtration
on ∆ R . The graded rings π * (TC − (R; Z p )) and π * (TP(R; Z p )) are then concentrated in even degrees and [4, Theorem 11.10] ). 6 Moreover, on π 2i the cyclotomic Frobenius
identifies with the divided Frobenius φ ξ i . Thus from the definition of TC(R) we obtain exact sequences
As mentioned in Remark 1.1, the ring ∆ R tends to be computable. For example, if R is perfectoid, then ∆ R ∼ = A inf (R) is Fontaine's construction applied to R and if pR = 0, then ∆ R is the Nygaard completion of the universal PD-thickening A crys (R) of R. Thus, for quasi-regular semiperfectoid rings the target of the cyclotomic trace is rather explicit.
Main results.
The results of [7] (together with those of [3] ) therefore give a way of computing higher p-completed K-groups of quasi-regular semiperfectoid rings. But there is at least one degree (except 0) where one can be more explicit, without using the cyclotomic trace map: namely, after p-completion of K(R) there is a canonical morphism
6 These identifications depend on the choice of a suitable generator v ∈ π −2 (TC − (R; Zp)). If R is an algebra over Z cycl p we will clarify our choice in Section 6 carefully.
from the Tate module T p (R × ) of the units of R, which is an isomorphism in many cases. The results explained in the previous paragraph show that the cyclotomic trace identifies π 2 (K(R; Z p )) with
What does the composite map
The main result of this paper, which we now state, provides a concrete description of it. Let R be a quasi-regular semiperfectoid ring which admits a compatible system of morphisms Z[ζ p n ] → R for n ≥ 0. These morphisms give rise to the elements
is the Teichmüller lift coming from the surjection θ :
is given by the negative of the q-logarithm
is the Teichmüller lift of x 1/p coming from the surjectioñ
and we embed
By
[n] q := q n − 1 q − 1 we denote the the q-analog of n ∈ Z. Remark 1.3. A similar result can be found in [11, Lemma 4.2.3.] , but only before p-completion and on π 1 , which makes it impossible to deduce Theorem 1.2 from their result. 
In the definition of q we took the classical one, but in the definition of log q we used [−]θ as it fits better with the perspective of [3] .
As a consequence of [7] and Theorem 1.2, one gets the following result.
This corollary is used in [1] , which studies a prismatic version of Dieudonné theory for p-divisible groups, and was our original motivation for proving Theorem 1.2.
Here is a short description of the proof of Theorem 1.2. By testing the universal case
one is reduced to the case where (p,ξ) form a regular sequence on ∆ R , i.e., the prism ( ∆ R ,ξ) is transversal (cf. Definition 3.2). In this situation, we prove that the reduction map
is injective (cf. Corollary 3.10). Thus it suffices to identify the composition
Using the results [3] the quotient N ≥1 ∆ R /N ≥2 ∆ R identifies with the p-completed Hochschild homology π 2 (HH(R; Z p )) (cf. Section 5) and therefore the above composition identifies with the p-completed Dennis trace. A straightforward computation then identifies the p-completed Dennis trace (cf. Section 2), which allows us to conclude. We expect the results in Section 2 to be known, in some form, to the experts, but we did not find the results anywhere in the literature.
Let us end this introduction by a remark and a question. One could try to reverse the perspective from Corollary 1.5 and try to recover a (very) special case of the result of Clausen-Mathew-Morrow (cf. [7] ) regarding the cyclotomic trace map using the concrete description furnished by Theorem 1.2. If R is of characteristic p, we may arrange that q = 1 and then the q-logarithm becomes the honest logarithm
In [22] , it is proven (using the exponential) that the map log([−]) is an isomorphism, when R is the quotient of a perfect ring modulo a regular sequence. If R is the quotient of a perfectoid ring by a finite regular sequence and is p-torsion free, it is not difficult to deduce from Scholze-Weinstein's result that the map
is a bijection when p is odd. Is there a way to prove it directly in general, for any p and any quasi-regular semiperfectoid ring ? Fix some prime p and let A be a commutative ring. The aim of this section is to concretely describe the p-completed Dennis trace
in degree 2 (cf. Corollary 2.2) and to deduce from this a description of the composite map
when A is the quotient of a p-complete ring R by a finite regular sequence. Here
denotes the p-completed (connective) K-theory spectrum of A and HH(A; Z p ) resp. HH(A/R; Z p ) the p-completed Hochschild homology of A as a Z-algebra resp. as an R-algebra (if A is an R-algebra for some commutative ring R), cf. [3, Section 2.2.]. Let us recall the construction of the first map
be the infinite general linear group over A. There is a canonical inclusion
of groups which on classifying spaces induces a map
Composing with the morphism to Quillen's +-construction yields a canonical morphism
into the K-theory space
of A. After p-completion of spaces 8 we obtain a canonical morphism ∧ p has two non-trivial homotopy groups which are given by
In degree 2 we thus get a morphism
, which is the first constituent of the map
we want to describe. Now we turn to the construction of the Dennis trace
as presented in [15, Section 8.4.] .
By definition it will (on homotopy groups) factor through the integral group homology of GL(A), i.e. is an equivalence of simplicial abelian groups and using the canonical inclusion
we arrive at a canonical morphism
We observe that for r = 1 the morphism BGL 1 (A) → BGL 1 (A) + is an equivalence as GL 1 (A) = A × is abelian. Thus there is a commutative diagram (up to homotopy)
with each morphism being the canonical one. Let us explain the construction the Dennis trace map
from integral group homology to Hochschild homology (following [15, Chapter 8.4.] ). For this we need to recall first the definition of (derived) Hochschild homology (cf.
[3, Section 2.2.]). The Dennis trace from K-theory will then be defined as the composition
If R is an arbitrary (commutative) ring and A an R-algebra (assumed to be commutative) the (derived) Hochschild homology HH(A/R) is defined as the geometric realization of the simplicial object
More concretely, if B • is a commutative differential algebra resolving A, i.e.,
is a commutative differential R-algebra with a quasi-isomorphism B • ∼ = A which is a morphism of algebras such that each B n is flat over R, then the n-fold tensor product
with differential extended multiplicatively is quasi-isomorphic to the n-fold derived
A and the derived Hochschild homology HH(A/R) is computed by the totalization of the bicomplex
The first horizontal differentials are the (graded) maps
By convention we set HH(A) := HH(A/Z).
Moreover, we denote by HH(A/R; Z p ) the p-completion of the Hochschild homology HH(A/R). After choosing a resolution B • ∼ = A as above the p-completed Hochschild homology can then be calculated, if R is p-torsion free, by taking the total complex of the bicomplex
where each term is p-adically completed (note that in the totalization only finite direct sums appear, which implies that the totalization remains p-adically complete). Clearly, the derived Hochschild homology is functorial in the pair (A, R). By construction the Dennis trace
will be given as the colimit of compatible maps
. We content ourselves to only describe the case r = 1 and A flat over Z, the only case relevant for us. Then the map Dtr which in simplicial degree n is given by
We can conclude that the composition
we are interested in is given by the map
described above. On π 1 this map is very familiar. We recall that there is a canonical 10 isomorphism
A/R , a ⊗ b → adb with inverse adb → a⊗b. Thus on homotopy the map Dtr 1 is given by the dlog-map
In the following we want to describe, on π 2 , the p-adic completion
of the Dennis trace. This turns out to be more tricky. Let us define
as the canonical inclusion (the "Hurewicz morphism"). The map
is Z-linear and thus its effect after p-completion is easy to calculate if A is p-torsion free : simply apply the p-adic completion of abelian groups in each simplicial degree. Thus our next task is to describe the p-adic completion of the Hurewicz map
on π 2 . More generally, we will do this for an arbitrary abelian group G.
9
Here compatible means up to some homotopy. To obtain strict compatibility one has to use the normalised Hochschild complex, cf. [15, Section 8.4.] 10 Up to the choice of a tensor factor.
Proposition 2.1. Let G be an abelian group then the map
to the class represented by
where we set g 0 := 1.
an thus by naturality it suffices to determine the image in
To avoid confusion let us for
To calculate the image of this canonical generator we will use the canonical short exact sequence 0
with associated fiber sequence
where the lower sequence computes integral homology, but is not a fiber sequence of spaces anymore. Let K be the homotopy colimit in the diagram
where {1} denotes the trivial group. In other words, K is the complex with n-th term (in homological notation) given by
(here we freely used the Dold-Kan correspondence to pass from simplicial abelian groups to chain complexes). As Z p maps to 0 in Q p /Z p there is the natural morphism
(using the inclusion {1} and the projection BQ p → BQ p /Z p , b → b). Now, we pass to p-adic completion. The p-completion of BQ p is weakly contractible because the derived p-adic completion of Q p vanishes and BQ ∧ p has homotopy groups given by the cohomology of
, thus the connecting homomorphism yields an isomorphism
sending the canonical generator γ := (
. .) to 1 ∈ Z p (as can be calculated using the natural isomorphism of the homotopy of the p-completion with the cohomology of the derived p-completion). Moreover, there is a commutative diagram
and we can use it to compute the image of (1
∧ 2 (where the subscript indicates the simplicial degree). The element
satisfies db = −t. Namely, one calculates We arrive at our first description of the p-completed Dennis trace.
is represented by the cycle
with setting a 0 = 1.
Proof. This follows from Proposition 2.1 and the definition of the Dennis trace
from integral group homology to Hochschild homology.
Next we want to describe the Dennis trace in the context that A is p-complete and the quotient A = R/I with I generated by some regular sequence for some arbitrary (p, I)-complete ring R.
We want to describe the image of some element (a 1 , a 2 , . . .) ∈ T p (A × ) under the composition
where in the last isomorphism we used the following simplification.
Lemma 2.3. There is a natural isomorphism
and the Hochschild homology HH(A/R) is already p-adically complete.
Proof. The p-completeness follows as the Koszul complex for a generating regular sequence of I is a flat resolution of A over R and the associated bicomplex has p-adically complete terms as R is p-adically complete. The first assertion follows from the HKR-filtration on HH(A/R; Z p ) from [3, Section 2.2.] and the fact there is a canonical isomorphism
of I is generated by a regular sequence.
In the case that I = (f ) is generated by some regular element f in R we make the isomorphism explicit. The Koszul complex B • = (I → R) is a flat resolution of A and the bicomplex computing HH(A/R) reads as
and
while the other maps are the canonical summation maps. The isomorphism
is now induced by the map
into the (1, 1)-component of the double complex. We turn to the description of the map
induced by the Dennis trace map (in the case that I is generated by some regular sequence). We recall the following standard lemma. a 1 , a 2 , . . .) ∈ T p (A × ) we obtain by the previous lemma a p-power compatible system (r 0 , r 1 , . . .) ∈ lim ← −
x →x p R of units in R reducing to the sequence (1, a 1 , a 2 , . . .) in A (note the additional 1 at the sequence). We define
[γ] := r 0 .
Clearly, [γ] ∈ 1 + I. Finally, we arrive at the following concrete description of the Dennis trace map.
Proposition 2.5. Let R be a p-complete ring, I ⊆ R an ideal generated by a regular sequence such that R is (p, I)-adically complete. Let A = R/I. Then the composition
Proof. By naturality we may assume
We let B • be the Koszul resolution of A as an R-algebra, i.e., B • is given by the complex
We can calculate the p-completed Hochschild homology HH(A/Z; Z p ) either using the chain complex
Concretely, let us look at the element
It defines a cycle in C • and by Corollary 2.2 it represents the image of γ in π 2 (HH(A; Z p )). We want to lift it to a cycle in D 2 . First, we lift y to
which however is not a cycle in D • . Let us compute dy ′ . There is a commutative diagram
where the horizontal arrows are the ones defining the Dennis trace
is the image of
In the proof of Proposition 2.1 we calculated dx
Thus, we can conclude
In order to lift y to a cycle in D 2 we have to find some element
such that dz ′ = dy ′ (i.e., a preimage of dy ′ under the horizontal differential in the double complex) as then y ′ − z ′ will be a cycle in D 2 lifting the cycle y ∈ C 2 . We can write
and thus dy ′ = dz
To summarize, the cycle y − z ∈ D 2 represents the image of γ ∈ T p (A × ) in π 2 (HH(A; Z p )). Mapping further to HH(A/R; Z p ) = HH(A/R) means to replace the tensor products over Z in D • by tensor products over R. Using Lemma 2.3, or better the concrete example following it, we get that the image of γ in π 2 (HH(A/R)) is represented by the element ( We recall the following lemma. For a perfect ring S we denote its ring of Witt vectors by W (S). Lemma 2.6. Let S be a perfect ring and let A be an W (S)-algebra. Then the canonical morphism
is an equivalence.
Proof. By the HKR-filtration from [3, Section 2.2] it suffices to see that the canonical morphism
of cotangent complexes is a p-adic equivalence, i.e., an equivalence after − ⊗ L Z Z/p. Computing the right hand side by polynomial algebras over W (S) we see that it suffices to consider the case that A is p-torsion free. Then by base change
)/S and the claim follows from the transitivity triangle
using that S is perfect which implies that the cotangent complex L S/Fp of S over F p vanishes.
Transversal prisms
In this section we want to prove the crucial injectivity statement (Corollary 3.10) mentioned in the introduction. Let us recall the following definition from [4] . 
for all x, y ∈ A. A prism (A, I) is a δ-ring A with an ideal I defining a Cartier divisor on Spec(A), such that A is derived (p, I)-adically complete and p ∈ (I, ϕ(I)).
Here, the map ϕ :
denotes the lift of Frobenius induced from δ-structure on A. We will make the (usually harmless) assumption that I = (ξ) is generated by some distinguished elementξ ∈ A, i.e.,ξ is a non-zero divisor and δ(ξ) is a unit.
Definition 3.2. We call a prism transversal if (p,ξ) is a regular sequence on A.
Let us fix a transversal prism (A, I). In particular, A is p-torsion free. Moreover, A is classically (p, I)-adically complete. Indeed, (p,ξ) being a regular sequence implies that
and therefore
using Mittag-Leffler for the last isomorphism.
We set I r := Iϕ(I) . . . ϕ r−1 (I) for r ≥ 1 (where ϕ 0 (I) := I). Then I r = (ξ r ) with
Lemma 3.3. For all r ≥ 1 the element
is a non-zero divisor and (ϕ r (ξ), p) is again a regular sequence. In particular, the elementsξ r , r ≥ 1, are non-zero divisors.
Proof. Replacingξ by ϕ(ξ), which is again distinguished, it suffices to prove the statement for r = 1. Let x ∈ A and assume ϕ(ξ)x = 0. Then we get
As δ(ξ) ∈ A × is a unit we see by reducing modξ thatξ divides x, i.e., there exists y ∈ A withξy = x. As A isξ-torsion free we get ϕ(ξ)y = 0 and thus x ∈ Proof. First note that the ideal (p, I) is stable by ϕ. Namely, as (p) ⊆ (p, I) this may be checked modulo (p), but for the characteristic p ring A/(p) every ideal J ⊆ A/I is stable under Frobenius. Thus we see ϕ r (I) ⊆ (p, I) for all r ≥ 1 and thus I r ⊆ (p, I) r .
In particular, r≥1 I r = 0 as A is separated for the (p, I)-adic topology. Now let x r ∈ I r be elements. We have to show that the sequence a n := n r=1 x r converges in A. As I r ⊆ (p, I) r the limit a := lim n→∞ a n for the (p, I)-adic topology exists. We want to see that it is also the limit for the topology given by the ideals I r . Fix n ≥ 0. It suffices to show that a − a n ∈ I n because then a − a m = a − a n + a n − a m ∈ I n for all m ≥ n as a n − a m = − m r=n+1
x r ∈ I n . We calculate a − a n = ∞ r=n+1 x r = ∞ r=n+1ξ n y r for some elements y r ∈ A, which may be chosen to lie in (p, I) r−n . As A is (p, I)-adically complete the sum y := ∞ r=n+1 y r converges thus in A. Hence a − a n =ξ n y lies in I n . This finishes the proof.
Lemma 3.5. For r ≥ 1 there is a congruence
with u ∈ A × some unit.
Proof. For r = 1 this follows from
because by definition of distinguishedness the element δ(ξ) ∈ A × is a unit. For r ≥ 2 we compute
By induction we may write ϕ r−1 (ξ) = pu + aξ with u ∈ A × some unit and thus moduloξ we calculate
Lemma 3.6. For all r ≥ 1 the sequences (ϕ r (ξ),ξ) and (ξ, ϕ r (ξ)) are again regular.
Moreover, I r = r−1 i=0 ϕ i (I) for all r ≥ 1.
Proof. We can write ϕ(ξ) = pδ(ξ) +ξ p , where δ(ξ) ∈ A × is a unit. By Lemma 3.5 we get ϕ r (ξ) ≡ pu modulo (ξ) with u ∈ A × a unit. As (ξ, p) is a regular sequence we conclude (using [23, Tag 07DW] and Lemma 3.3) that (ϕ r (ξ),ξ) is a regular sequence. To prove the last statement we proceed by induction on r. First note the following general observation: If R is some ring and (f, g) a regular sequence in R, then (f ) ∩ (g) = (f g). In fact, if r = sg ∈ (f ) ∩ (g), then sg ≡ 0 modulo f , hence s ≡ 0 modulo f as desired. Thus, it suffices to prove that (ξ r , ϕ r (ξ) is a regular sequence for r ≥ 1 (recall thatξ r =ξϕ(ξ) · · · ϕ r−1 (ξ)). By induction the morphism
is injective. Hence, it suffices to show that for each i = 0, . . . , r − 1 the element ϕ r (ξ) maps to a non-zero divisor in A/(ϕ i (ξ)). But this follows from Lemma 3.5 which implies ϕ r (ξ) ≡ pu modulo ϕ i (ξ) for some unit u ∈ A × .
We can draw the following corollary. Definition 3.8. Define
the n-th filtration step of the Nygaard filtration.
By definition the Frobenius on A induces a morphism
Note that we do not divide the Frobenius byξ. Moreover, we define
.).
Here we use that if a ≡ b mod ϕ
commutes where ρ is the homomorphism from Lemma 3.7.
Lemma 3.9. The reduction map
is injective.
Proof. Let x ∈ A ϕ=ξ ∩ I. We want to prove that x = 0. Clearly, x ∈ N ≥1 A. By Lemma 3.7 it suffices to prove that
for all i ≥ 0. Write ρ(x) = (x 0 , x 1 , . . .) By the commutativity of the square (Equation (1)) we get ρ(ϕ(x)) = σ(ρ(x)) = (0, ϕ(x 0 ), ϕ(x 1 ), . . .).
As ϕ(x) =ξx and therefore ρ(ϕ(x)) =ξρ(x) we thus get
We assumed that x ∈ I, thus x 0 = 0 ∈ A/I. Now we use thatξ is a non-zero divisor modulo ϕ i (I) (cf. Lemma 3.6) for i > 0. Hence, if x i = 0, then
Beginning with x 0 = 0 this shows that x i = 0 for all i ≥ 0, which implies our claim.
The same proof shows that also the reduction map
is injective for n ≥ 1.
The following corollary is crucially used in Theorem 6.4.
Corollary 3.10. The reduction map
for some y ∈ A. Asξ is a non-zero divisor in A we get x ∈ I = (ξ). But then x = 0 by Lemma 3.9.
The q-logarithm
In this section we recall the definition of the q-logarithm and prove some properties of it. Recall (cf. [21] for more on q-mathematics) that the q-analog of the integer n ∈ Z is defined to be
If n ≥ 1, then we can rewrite
[n] q = 1 + q + . . . + q n−1
and then the q-number actually lies in Z[q]. For n ≥ 0 we moreover get the relation
The q-numbers satisfy some basic relations, for example
As further examples of q-analogs let us define the q-factorial for n ≥ 1 as
(with the convention that [0] q ! := 1) and, for 0 ≤ k ≤ n, the q-binomial coefficient as
of Pascal's identity holds.
Proof. 1) follows from 2) using induction and the easy case n 0 q = 1. Then 2) can be proved as follows: Let 1 ≤ k ≤ n, then
using the addition rule (Equation (3)).
Let us define a generalized q-Pochhammer symbol by (x, y; q) n := (x + y)(x + yq) . . .
for n ≥ 1 (setting x = 1 and y := −a recovers the known q-Pochhammer symbol
Moreover we make the convention (x, y; q) 0 := 1.
In the q-world the generalized q-Pochhammer symbol replaces the polynomial
For example one can show (using Lemma 4.1) the following q-binomial formula
Let us now come to q-derivations. We recall that the q-derivative ∇ q f of some
Thus for example, if f (x) = x n , n ∈ Z, then we can calculate
The q-derivative satisfies an analog of the Leibniz rule, namely
Similarly to the classical rule
we obtain the following relation for the generalized q-Pochhammer symbol.
Lemma 4.2. Let ∇ q := ∇ q,x denote the q-derivative with respect to x. Then the formula ∇ q ((x, y; q) n ) = [n] q (x, y; q) n−1 holds.
Proof. We proceed by induction on n. Let n = 1. Then (x, y; q) n = x + y and ∇ q ((x + y)) = 1. Now let n ≥ 2. We calculate using induction
where we used the q-Leibniz rule and (Equation (3)).
Similar as the polynomials
are useful for developing some function into a Taylor series around x = 1 (because the derivative of one polynomial is the previous one) the q-polynomials
are useful for developing a q-polynomial into some "q-Taylor series" around x = 1. However, for this to make sense we have to pass to suitable completions and localize at {[n] q } n≥1 . Let us be more precise about this. The (q − 1,
Finally, the next calculations will take place in the ring
The ring R q admits still surjection to
with kernel generated by q − 1. Similarly, there is a morphism
with kernel generated by x−1. Finally, the q-derivative ∇ q extends to a q-derivation on R q and it induces the usual derivative after modding out q − 1. We denote by ∇ n q the n-fold decomposition of ∇ q and by f (x) |x=1 := ev 1 (f (x)) the evaluation at x = 1 of an element f ∈ R q .
As ∇ q reduces to the usual derivative modulo q − 1, we see that f must be divisible by q − 1, i.e., we can write f (x) = (q − 1)g(x) with g(x) ∈ R q . But then ∇ n q (g(x)) x=1 = 0 for all n ≥ 0 and we can conclude as before that q − 1|g(x) which in the end implies
because R q is (q − 1)-adically separated.
Now we can state the q-Taylor expansion around x = 1 for elements in R q .
Proposition 4.4. For any f (x) ∈ R q there is the Taylor expansion
Proof. Because
q ! we can directly calculate that both sides have equal higher derivatives at x = 1. Thus they agree by Lemma 4.3.
Using this we can in Lemma 4.6 motivate the following formula for the qlogarithm. Definition 4.5. We define the q-logarithm as
In the ring R q the element x is invertible, as 1
The q-derivative of the q-logarithm is 1/x, similarly to the usual logarithm.
Lemma 4.6. The q-logarithm log q (x) is the unique f (x) ∈ R q satisfying f (1) = 0 and
Proof. That log q (x) has q-derivative 1/x can be checked using Proposition 4.4 after writing 1/x in its q-Taylor expansion. Moreover, log q (1) = 0. For the converse pick f as in the statement. By Proposition 4.4 we can write
and thus we have to determine a n := ∇ n q (f (x)) |x=1 for n ≥ 0. By assumption we must have a 0 = f (1) = 0. Moreover, for n ≥ 1
Thus we can conclude
For the last statement note that
exists in R q (because n ∈ R × q for all n ≥ 1) and satisfies f (1) = 0. Moreover,
which implies f (x) = log q (x) by the proven uniqueness of the q-logarithm.
We now turn to prisms again. Definẽ
Let us recall the following situation from crystalline cohomology. Assume that A is a p-complete ring with an ideal J ⊆ A equipped with divided powers γ n : J → J, n ≥ 1.
In this situation the logarithm
converges in A for every element x ∈ 1 + J. We now want to prove an analogous statement for the q-logarithm. Recall that for a prism (A, I) we defined the Nygaard filtration N ≥n A := {x ∈ A | ϕ(x) ∈ I n }, n ≥ 0 in Definition 3.8. From now on, we assume that the prism (A, I) lives over (
Then we can conclude a r = c r = 0 for r > s while c r = a r − 1 for 1 ≤ r ≤ s (as d r = p r − 1 for such r). Altogether we therefore arrive at
× , where we used that
Proposition 4.9. Let (A, I) be a prism over
and let x, y ∈ A be elements of rank 1 such that ϕ(x − y) = x p − y p ∈ξA. Then for all n ≥ 1 the ring A contains a q-divided power
Moreover, γ n,q lies in fact in the n-th step N ≥n A of the Nygaard filtration of A.
Proof. Replacing A, x, y by the universal case we may assume that A is flat over
In particular, this implies thatξ, ϕ(ξ), . . . are pairwise regular sequences (cf. Lemma 3.6). Fix n ≥ 1. For r ≥ 1 we write n as n = a r p r + b r with a r , b r ≥ 0 and 0 ≤ b r < p r . We claim that for each r ≥ 0
This implies the proposition, namely by Lemma 4.8 we have
ar for some unit u ∈ A × while furthermore the morphism
ar is injective by Lemma 3.6. Thus fix r ≥ 1. To prove our claim we may replace n by n − b r as 
is well-defined and converges in A. Moreover, log q (x) ∈ N ≥1 A and
Proof. By our assumption on x we get ϕ(x − 1) ∈ξA and thus we may apply Proposition 4.9 to x = x and y = 1. Thus the q-divided powers
and the elements [n − 1] q ! tend to zero in A we can conclude that the series log q (x) converges because A isξ-adically complete. The claim concerning the Nygaard filtrations follows directly from γ n,q (x − 1) ∈ N ≥n A, which was proven in Proposition 4.9.
Prismatic cohomology and topological cyclic homology
This section is devoted to the relation of the prismatic cohomology developed by Bhatt and Scholze [4] with topological cyclic homology (as described by Bhatt, Morrow and Scholze [3] ) following [4, Section 11.5.] .
Let R be a quasi-regular semiperfectoid ring (cf. [3, Definition 4.19.] ), and let S be any perfectoid ring with a map S → R. The Nygaard filtration on ∆ top R is defined as the double-speed abutment filtration for the (degenerating) homotopy fixed point spectral sequence
Remark 5.3. We will only use the fact that ∆ R is a prism in this paper (as we will apply the results of 3 to π 0 (TC − (R; Z p ))) and that the topological Nygaard filtration, defined via the homotopy fixed point spectral sequence, agrees with the Nygaard filtration from Definition 3.8, but the way one proves this is by showing the stronger statement that ∆ top R is the Nygaard completion of ∆ R . We ignore if there is a more direct way to produce the δ-structure on ∆ R (cf. [4, Remark 1.14.]).
We now discuss our choice of a generator of H 2 (T, Z). Consider the morphism
is concentrated in even degrees with
This implies that the homotopy fixed point spectral sequence
degenerates. In particular, multiplication by a generator w ∈ H 2 (T, Z) induces an isomorphism
where
where we denoted by N 
Proof. This can be proved by a calculation in Hochschild homology (like in [14, Proposition 2.12]) or deduced from the well-known statement
for all primes l as follows (cf. [14, Proposition 2.12]). Set
From the degenerate spectral sequence
one deduces that there is an exact sequence
As this holds for all primes l we get that (x)/(x 2 ) ∼ = I as desired.
Definition 5.5. We define w can ∈ H 2 (T, Z) to be the unique generator such that the multiplication
sends the class of
Let R be a quasi-regular semiperfectoid ring and let θ :
We denote again by w can ∈ H 2 (T, π 0 (HH(R; Z)) the image of the canonical generator w can ∈ H 2 (T, Z) from 5.5 under the canonical morphism coming from Z → π 0 (HH(R; Z)).
Let v ∈ π −2 (TC − (R; Z p )) be a lift of the element w can ∈ H 2 (T, π 0 (HH(R; Z p )). The multiplication by v induce an isomorphism
By construction this multiplication fits into a commutative diagram
The ring π 0 (TC − (R; Z p )) is canonically a W (R ♭ )-algebra.
12
The following lemma is immediate.
Lemma 5.6. The multiplication by v (with v a lift of w can ) from π 2 (TC
the morphism which sends j ∈ J to j · 1 π0(HC − (R;Zp)/N ≥2 π0(HC − (R;Zp)) where · denotes the canonical W (R ♭ )-algebra structure on π 0 (HC − (R; Z p )).
Proof. Consider the relative Hochschild homology HH(R/W (R ♭ )) (where R is an
by 2.6. Fix j ∈ J. We obtain a morphism
Then the claim follows from the definition of w can using naturality.
The following lemma clarifies the calculation of π * (TC − (R; Z p )) for a perfectoid ring R (as done in [3, Proposition 6.2., Proposition 6.3.]) with the condition that v lifts the canonical generator w can . 12 One can use that W (R ♭ ) ∼ = π 0 (TC − (R ′ ; Zp) for some suitable perfectoid ring R ′ mapping to R or that the canonical morphism π 0 (TC − (R; Zp)) → π 0 (THH(R; Zp) ∼ = R is a pro-nilpotent thickening of R. In both cases, the W (R ♭ )-algebra structure extends the morphism θ :
. Moreover, by construction the cyclotomic trace lifts the Dennis trace in Hochschild homology (this, together with the fact that its target is TC(−), is the only property of the cyclotomic trace we need, cf. [5, Section 10], [6, Section 5] ). Thus by Proposition 2.5,
as desired.
In particular, we see that the element We will consider the p-adic Tate module
of R × as being embedded into R ♭ as the elements with first coordinate equal to 1. We are ready to state and prove our main theorem. On the other hand, as the cyclotomic trace reduces to the Dennis trace Dtr, we can calculate using 2.5 and 5. Proof. Since both sides satisfy quasi-syntomic descent
14
, one can assume, as in [3, Proposition 7.17] , that R is w-local and such that R × is divisible. In this case, the map
is a bijection. Moreover, [7, Corollary 6.9] shows that ctr : π 2 (K(R; Z p )) → π 2 (TC(R; Z p )) is also bijective. As by Theorem 6.4, the composite of these two maps is the map log q ([(−) 1/p ]θ), this proves the corollary.
14 For Tp(−) × this follows from p-completely faithfully flat descent on p-complete rings with bounded p ∞ -torsion, cf. [1, Appendix] , for ∆ ϕ=ξ R this is is proven in [3] . Remark 6.6. As explained at the end of the introduction, one can give a direct and more elementary proof of Corollary 6.5 when R is the quotient of a perfect ring by a finite regular sequence ( [22] ) or when R is a p-torsion free quotient of a perfectoid ring by a finite regular sequence and p is odd. But we do not know how to prove it directly in general.
