I. INTRODUCTION recent 10, 11, 12, 13 estimates of the exponents have differed significantly from the Ising values.
In particular, predictions were made for the values of chiral critical exponents of fully frustrated XY model. These predictions are based on results for the XY-Ising model 11, 14 , which is expected to describe the critical behavior in these systems. These ideas are supported by recent Monte Carlo simulations 12, 13 . However, in view of results that suggest pure Ising critical exponents, and in the absence of precise agreement among the more recent estimates, the current state of affairs is unsatisfactory from a computational point of view. The additional numerical results presented in this paper may serve to help settle the issue.
We report results of extensive numerical calculations of the chiral domain wall free energy of the fully frustrated XY model in an infinite strip geometry. Because of the continuous nature of the phase variables of this model, the transfer matrix is intractable for numerically exact computation of its eigenvalues. We therefore use the Monte Carlo transfer matrix method 15 to obtain the free energy from the largest eigenvalue of the transfer matrix. Exploiting the anisotropy of the hamiltonian (1) we use two different implementations, a "horizontal" (i.e. column-to-column) and "vertical" (i.e. row-to-row) transfer matrix.
These approaches yield results in reasonable mutual agreement. From a finite-size scaling analysis of data for strips of widths up to 14 lattice spacings, we have estimated the thermal exponent ν, the exponent η associated with the Ising-like order-order correlation function and the critical temperature T c . In particular, the result obtained for ν is quite insensitive XY model with the line of single transitions in XY-Ising model studied recently 11, 14 .
II. MONTE CARLO TRANSFER MATRIX
The Monte Carlo transfer matrix method introduced by Nightingale and Blöte 15 , is particularly useful when, as is the case in the model under consideration, the continuous nature of the spin variables does not allow a numerically exact diagonalization of the transfer matrix. The method is a stochastic version of the well-known power method of calculating the dominant eigenvalue of a matrix or integral kernel. More specifically, the dominant eigenvector ψ 0 is approximated by a Monte Carlo time average over weighted walkers representing row (or column) configurations. The basic idea is that the (weighted) frequency of occurrence of a particular row (or column) configuration, say S = (
to the magnitude of the corresponding component ψ 0 S of the dominant eigenvector.
The key elements of the algorithm are the following. Walkers are generated in subsequent generations labeled by an index t. The generation at time t consists of a sequence of a number of r t walkers [(S 1,t , w 1,t ), (S 2,t , w 2,t ), · · · , (S rt,t , w rt,t )], where the S i,t are row (or column) configurations of the form S introduced above, and the w i,t > 0 are statistical weights. This sequence represents a (generally extremely) sparse vector ψ with components
where δ is the Kronecker δ-function. One can write
where
Since by construction P is a stochastic matrix, multiplication by the transfer matrix of a vector of the form ψ can be implemented as a stochastic process with transitions from S to S ′ with probability P (S ′ |S). That is, to update generation t to t + 1, new walker states are sampled with probability P (S t+1 |S t ), while in each transition the weight of walker i is updated to w i,t+1 = D S w i,t /c t+1 . For reasons of efficiency the weights are kept close to unity by duplicating walkers with great statistical weights and by eliminating walkers with low weights. To ensure that r t+1 remains close to its initial value r 0 , one can choose c t+1 = λ t r t /r 0 , where λ t is a moving or cumulative average estimate of the dominant transfer matrix eigenvalue. Assuming that the generation counter t is reset to unity upon equilibration, the largest eigenvalue can be estimated from a sequence of T generations as
where The alternative we have used in this paper requires helical boundary conditions 15 . In that case the lattice can be constructed by repetition of identical elementary steps, each of which adds one site at a time. This implies that the states S ′ and S in the transition matrix P (S ′ |S) consist of lattice sites all of which coincide with the exception of one site.
Consequently only a small number of states S ′ can be reached from any given state S, i.e., P is sparse in this case. The degrees of freedom that are added will have direct correlations with those at two neighboring lattice sites, one in the horizontal and one in the vertical direction for the square lattice. In principle, given an approximate dominant eigenvector, one can transform the transfer matrix and incorporate even more correlations from the onset, and thus reduce the fluctuations of the weights and eigenvalue estimates 20, 21, 22 . We will return to this later on.
Use of helical boundary yields a more efficient Monte Carlo process, but the method has the disadvantage of producing a lattice with a surface that has a step-defect, as is unavoidable when one cuts across a screw. One would expect the presence of this defect to lead to unnecessary corrections-to-scaling, which may adversely affect finite-size convergence, but in practice this appears not to be a serious problem.
In fact, the method used in this paper requires use of a transfer matrix of somewhat more complicated form than the one of Eq. 3, in that this equation has to be replaced by
Although this is no real complication -one can simply devise a stochastic process with steps alternating in correspondence to the two matrices T (1) and T (2) -it has prevented our use of approximate trial eigenvectors to reduce the noise of the stochastic process. In principle, this variance reduction scheme works as follows. Eq. 3 can be replaced by the equivalent matrix of the form of Eq. 5 the same process is still possible in principle, but it is more complicated. In fact there are two alternatives. One can define a Kronecker-product-like, two-site
and base the Monte Carlo process on the derived stochastic matrix
S ′ ,S , where ideally γ (12) is the dominant left eigenvector of T (12) . We note that the pairs (S ′′ , S ′ ) and (S ′ , S) differ at two lattice sites, and therefore this approach requires simultaneous sampling of two site variables, which renders the algorithm unnecessarily slow. The alternative is to employ -as we have done in this paper-a matrix product of two single-site transfer matrices rather than a single two-site transfer matrix, but this approach requires two trial vectors. In terms of these, one definesT
S . It is straightforward to construct a transformed process which again has a zero variance principle. This time it requires that γ (1) be the dominant left eigenvector of the product matrix
T (2) and that γ (2) be the dominant left eigenvector of T (2) T (1) . Again adjustable parameters of γ (1) and γ (2) can be chosen by minimization of the (appropriately weighted) sum of the variances of S ′ γ S ′ T (S ′ |S)/γ S and S ′ γ S ′ T (S ′ |S)/γ S . In contrast with the alternative of a two-site transfer matrix, the presence of two matrices slows down the algorithm only in the initial stage of parameter optimization with this approach.
III. CHIRAL DOMAIN WALL FREE ENERGY
For an infinite strip of width L, the reduced free energy f per lattice site can be obtained from the largest transfer matrix eigenvalue, λ(L, K), via the relation f = − log λ, where
For any given L this quantity, f , depends on the choice of boundary conditions. By suitable choice of the latter, as specified in detail below, the chiral domain wall free energy can be obtained from the free energy difference, denoted by ∆f . For finite-size analysis, a convenient quantity is the domain wall energy per L lattice units of length:
Since the fully frustrated XY model is spatially anisotropic, one can devise two different types of boundary conditions to compute the domain wall free energy. These two types are associated with two different transfer matrices obtained by choosing the transfer direction to be either horizontal or vertical, as shown in Fig. 1 . If the transfer direction is horizontal ( Fig. 1.a) , one is forced to use helical boundary conditions with a pitch of two measured in lattice units, so as to match up the vertical antiferromagnetic bonds, which have a periodicity of two in the transfer direction. This is the construction used in Ref. al. 12 . Note that the range we use is about ten times smaller than the range used in Ref. 10 .
The data for the chiral domain wall free energy using both implementations of the transfer matrix are shown in Figs. 2 and 3.
IV. FINITE-SIZE SCALING ANALYSIS
To determine the critical temperature and critical exponents, we make use of the following finite-size scaling relation for the domain wall free energy
where A is a scaling function and ∆K = K − K c is the deviation of the coupling constant from its critical value K c . For sufficiently small values of its argument, the scaling function can be expanded as Recently, the phase diagram of the two dimensional XY-Ising model defined by the
where σ = ±1, has been studied in some detail 11, 14 . This model is expected to describe the critical behavior of a class of systems in which U (1) Besides critical exponents, another important quantity that can be inferred from Monte Carlo transfer matrix calculations, is the central charge c, which classifies the possible conformally invariant critical theories 27 . The central charge is related to the amplitude of the singular part of the free energy per site, at criticality, in the infinite strip by
which is valid asymptotically for large L. Fitting the data for f (K, L) closest to the estimated critical temperature T c , we obtain c = 1.61 (3) The data for L = 6 were not used for the fit. 
