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1. INTRODUCTION 
The study of spatial decay estimates for solutions of elliptic boundary value 
problems was initiated by Knowles [I] and Toupin [2] in their work on Saint- 
Venant principles in linear elasticity. Similar exponential decay estimates were 
later obtained for isotropic two-dimensional nonlinear elasticity bv 
Roseman [3], and for isotropic linear visco-elasticity [4] and parabolic cqua- 
tions [5] hy Edelstein. 
The present paper is concerned with extending and improving the results 
of [5]. Consider a three-dimensional cylinder R (SW Fig. 1) which is initially 
at temperature zero and is insulated over all parts of its surface except on a 
plane end C,, . Roughly speaking, it was shown in [5] that, in the linear 
homogeneous theory of rigid body heat conduction, the temperature field u 
in R decays exponentially with distance d from C, according to an inequality 
of the form 
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Here p can be any number which is smaller than the distance from the point p 
in R to the boundary ER of R. 
Estimate (1.1) has the undesirable feature that the coefficients B, c are of 
order t* as t --+ ~13, i.e., that the estimate deteriorates with increasing time. 
The fact that c grows in time is not surprising for a cylinder that is insulated 
on ZR - C, and merely reflects the fact that the cylinder could be filling 
with heat. One might expect, however, that if aR - C, were kept at the 
constant temperature zero, a time-independent exponential constant c 
could be obtained. Also, there was reason to believe that the time dependence 
of B was a function of the method of derivation of (1.1) and could, with 
different analysis, be eliminated for either of the above-mentioned boundary 
conditions on 8R - C,, . 
The main results of this note are decay estimates for the semilinear pro- 
blem (2. l), (2.2), (2.3), i.e. for a temperature field which is initially zero in R 
and is always zero on aR - C, . The function K(u) in (2.1) is subject to the 
restrictions (2.6), (2.7). A s in [5], our estimates are of two types: integral 
(Theorems 1 and 2) and pointwise (Theorems 4 and 5). 
The analysis of this paper culminates in the estimates (3.14) for the linear 
case and (3.16) for the semilinear case. Although these results are rather 
complicated compared with (1 .l), it is clear that they both imply a less 
refined estimate of the form 
I u(P, t)i < ,8 exp I- (y)[ /a j: (ti2 $ u,~ U,i + Z& z&) dT dV. (1.2) 
In (1.2), OL and p are both time-independent, however in the nonlinear case OL 
and /I may depend on u. This fact is an unpleasant but not surprising result of 
nonlinearity and is also observed in Roseman’s estimates for nonlinear 
elasticity. 
The method used to derive (1.2) is based on a Sobolev inequality and is 
thus very different from that used in (1.1) which relies on the fundamental 
solution for the heat equation. 
In Section 2 the integral estimates of Theorems 1 and 2 are proved. In 
Section 3 a technical result, Theorem 3, is obtained which is then used, 
together with Theorems 1 and 2 to establish the pointwise estimates. 
2. INTEGRAL ESTIMATES 
Let R (Fig. 1) stand for a finite 3-dimensional cylinder of length C with 
plane ends C,, , C, and lateral boundary rl, whose generators are parallel to 
the ZZ-~ axis. C,, is assumed to lie in the plane zs = 0. If 17, is a plane per- 
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pendicular to this axis which intersects R at a distance s from C, then C, is 
defined to be II, n R. R, stands for the set of all points in R whose distance 
from C,, is greater than s. 
\\‘e shall consider the boundary value problem’ 
k(u) 22 =; (Cij(S) u,j),i in R x (0, “c) (2.1) 
II I T  0 on (A ” G) x P, 00) (2.2) 
zf(.r, 0) T 0 in R. (2.3) 
For this analysis, the boundary conditions on C,, need not be specified. 
Equation (2.1) is the heat equation corresponding to the generalized 
Fourier law 
qi = -cij(-‘) u,, (2.4) 
relating the heat flux vector qi to the temperature gradient I(,, . Also 
k(u) = W’(u) (2.5) 
where W(U) is the specific internal energy of the material composing H. 
W’c list some standing assumptions on the constitutive functions k(u), 
cij(c) which are to hold throughout this analysis: 
(i) k(u) and cij~.) are Cl in [0, CD) and R respectively; 
(ii) there exist constants A,, k, , kz such that 
k, > k(u) > k, ::- 0, (2.6) 
44 - u44 __ g ff 
k2(4 
du k ;> k, 3-a 0, [I 
for all values U(Z) in the range of a solution II of (2.1), (2.2), (2.3); 
(iii) there exist constants cO, c1 such that 
CO5i5i < Cij(".) 5i5j < C14iti 9 
Cij(S) := Cji(Z), co :p 0, 
for all vectors 5 and all z in i7. 
(2.7) 
(2.8) 
’ Standard index notation is used. Latin and Greek letters have ranges 1, 2, 3 and 
1, 2 respectively, with summation implied by repeated indices. For differentiation we 
write ti,,i YE iYu/&, &z, at, k’(u) = dk/du. The letters :z, f without suffices stand for 
the triples (zl , zzcl , 4, (fl , fa , I,) respectively. 
-lo9!‘35’3-8 
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Notice that (2.7) is satisfied in [0, co) by Cl functions k(u) which satisfy 
(2.6) in [O, co) together with 
h’(u) < 0 in LO, 00). 
The derivation of the integral estimates requires two lemmas. 
LEMMA 1. Let z;(:rl , ZZ.J be Cl in C, and suppose that ‘u k 0 on X, . Then 
there exists a constant p depending only on C, such that 
I v2dA <p I v,, v,, dA. co CO (2.9) 
This inequality is merely a special case of Poincare’s inequality [6]. The 
next lemma, the proof of which is included for completeness, is by now 
familiar to students of spatial decay estimates. 
LEMMA 2. Let h(.r) be continuous in R, and suppose that there exists a 
positive constant h such that 
I hdV<h I h dA (2.10) R, c* 
JOY s in [O, L]. Then 
i 
h d V < e-“” 
i 
h dV. (2.11) 
R, RO 
Proof. Due to the assumption that n, is the plane ~cs = 0 
I 
c 
hdV= 
II 
h(r, , z2 , s’) dA ds’, 
R” s C” 
i 
hdA = 
I h(:r, , 
zr2 , s) dA. 
c, CO 
Then 
(2.12) 
d 
-I ds R, 
h &’ :: - 
i 
h dA. 
c. 
Therefore (2.10) becomes 
$-(jR8hdV) +;(jR,hdV) GO (O<s GL). 
Integration of this differential inequality yields (2.11). 
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We are now in a position to state and prove the main theorems of this 
section. 
THEOREM I. Let II be a solution of (2.1), (2.2), (2.3) which is c” in 
# X [0, c0). Let k and cij be subject to the restrictions (i), (ii), and (iii). Then 
* ..t 
J J 
II,, qidrdV < e-s’no ’ 
R, o J I 
I 
I(,< I(,~ dr dry, (2. I3a) 
R, 0 
j, jl [ti” -I- u,i u,~] do dl/ G emsfal jRo jb [li’ + u,i u,L] do dV, (2.13b) 
where 
Proof. Due to (2.6), we may multiply both sides of (2.1) by u/k(u) and 
integrate the resulting equation over R, to obtain 
\I’e then integrate by parts on the right side of this equation making use of 
the boundary condition (2.2) to obtain 
j R, 
Cij(“.) U,j TZ< ’ dA. 
c, k 
(2.15) 
Here ni stands for the unit outward normal to i:R, . 
By assumptions (ii) and (iii) and Schwarz’s inequality, it follows from (2.15) 
that 
d 
z I 
R, f  dV + hco j 
R, 
u,i u,i dV < 2 [J’, u2 dA]*” [j,. u,i u,i dA]l”* 
9 I 
Due to the boundary condition (2.2), we may apply Lemma 1 on the right- 
hand side of this inequality to obtain 
d 
-I dt 
u’ dV -I- k,c, j- 
R, 2 
qi zqi dA. (2.16) 
R, 
u,~ qi dV < f$z / 
0 c, 
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Integration of (2.16) from 0 to t, in view of (2.3) leads to the inequality 
Li 
t 
u,i u,i d7 dV < g J” I” U,i u,i dr dA, (0 ,< s z< ‘)* (2.17) 
R, 0 0 1co c, 0 
Application of Lemma 2 to (2.17) completes the proof of (2.13a). 
For the proof of (2.13b), we first multiply (2.1) through by zi to get 
k(u) fi* = (ciju,j),i ti. 
Integration by parts over R, then yields, in view of the symmetry of tij , 
j 0 Ku $dV+;$j- CijU,i u,j dV = I CijU,j lini dA. (2.18) R, R, C* 
Due to the initial condition (2.3) and the positive-definiteness of cij it follows 
from integration with respect to time of (2.18) that 
1’ j,, k(u) Ii2 dV dr < 1’ 1, ciju,j zin, dA dr (2.19) 
0 0 
for t in [0, co). 
We now apply (2.6) to the left side of (2.19) and the arithmetic-geometric 
mean inequality to the right, together with (2.8) to obtain 
1 
ss 
zi2dVdr < g 
t 
~,i u,i dA d7 - r 
t 
0 R* J’I 0 0 c, II 2ko o 
Ii2 dA dr. (2.20) 
c, 
Addition of the inequalities (2.17) and (2.20) then yields 
(’ jR, (~2 -t u,~ u,J dV dT < a, j: I, (c’ -I- u,i UC) dA4 do 
0 * 
where ui is given by (2.14). Inequality (2.13b) is now immediate from 
Lemma 2. This completes the proof of Theorem 1. 
THEOREM 2. It follows from the hypotheses of Theorem I that any solution 
u of (2.1) (2.2), (2.3) satisjes the inequalities 
R, (q - s) u2 dV < a2e-8’“0 I,, I’ u,~ u,~ dr dV, (2.21) 
0 
J* (z2 - S) ~,i tl,i dV < %e-“‘l J‘ I R, : (ti’ + u,i t(,i) dT dV (2.22) R, 
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where 
2cp 1 
a2-Ko’ 
a3 = - maxi 1, cl*>. 
cn 
Proof. We first note the identity 
(:+ - s) h dV. 
RS 
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(2.23) 
(2.24) 
A time integration of (2.16) yields 
I u2 dli < 2c1P’i2 t ._ u,~ u,~ d-4 dr. RS, ko II 0 c-3’ 
Integrating now with respect to s’, with an appeal to (2.24), we arrive at the 
estimate 
J (.r3 - s) u* dV < F j: j, Upi Uyi dV dT. R, 0 , 
This inequality, together with (2.13a), implies (2.21). 
In order to establish (2.22), we first notice that from (2.18), (2.6), (2.8) and 
the vanishing of U(Z, 0) follow the inequalities 
i 
t 
cij u,~ qj dV < 2 J-r (Cij ni u,j)ti dA dT, Rat 0 - C,’ 
i 
Cij t(,i U,j dV si 11 1, , (cl* u,i uvi + c*) d4 d7* (2.25) 
R,* 1 
We now integrate (2.25) with respect to s’ from s to /and apply (2.8), (2.24), 
and (2.13b) to obtain (2.22). This completes the proof of Theorem 2. 
3. POIKTWISE ESTIMATES 
Let S(p, P) stand for the solid sphere of radius p and center P. We write 
S, S, respectively for S(p, P), S(pl , P) rh u ere no confusion is possible. A 
function I,!J may be constructed which is C* in Ea (Euclidean three-space) such 
that 
(a) II, = 0 in & - S(p, P); 
(/3) 0 < t,b < 1 in E3; 
(y) (I, :-- 1 in S(p, , P) for any given number pi such that 0 < pi < p. 
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The following two lemmas express very specialized cases of the Sobolev 
and Carding inequalities respectively. Their statement and proof may be 
found in much greater generality in such standard texts as [6] and [7]. 
LEMMA 3. Let v  be C2 in S(p, P). The re exists u constant u(p) independent 
of v  such that 
I v(Q)! d 4) lsfo p) (V” + Vyi Vjf f  V,jj Vu,ij) dV (3.1) 
for alIQ in S(p, P). 
LEMMA 4. Suppose the fourth order tensor-valued function KijkC(s) is 
strongly elliptic in a bounded region P, in the sense that there exists a positive 
constant K such that 
Kijdz) titk~j~ 3 Kt’iti7j~j (3.2) 
for all pairs of vectors r, T) and all z in P. Then there exist positive constants y0 , 
y1 such that the inequality 
i KijktWi.jWk,t dV 3 ~1 I Wi.Pi.j dV - YO I wiwi dV (3.3) P P P 
holds for all vector-valued functions w(x) which are Cl in P and vanish on i?P. 
THEOREM 3. Let II be C2 in. S(p, P) x [0, co) and satisfy (2.1) in 
S(p, P) x [0, co). Then there exist constants a, , a8 depending on p, p1 , and cij 
such that 
i 
~,ii u,ij dV < a, u2 + u,~ u,~) dV. 
Sl s 
h2(u)zi2 dV -1 a8 (3.4) 
s I s( 
Proof. Let v = #u where $ is as defined at the beginning of this section. 
We have then the identity 
(cijv,j),i == st(ciju,j),i + gu + gi”,i (3.5) 
where 
g > c. rj.i%,j + cij%,ij 9 gj  = kij%ti . 
Due to (2.1), (3.5) becomes 
(cijv,j),i = k(u) d + g” + gt”,i * 
Squaring both sides of this equation, applying Cauchy’s inequality to the 
right-hand side, and integrating over S = S(p, P), we arrive at the inequality 
I s (~ijzt,j),i (c~v,~),~ dV < 3 Js h2d2 dV + 04 J, (u” + u,i u,i) dV (3.6) 
where a, depends on g and gj . 
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Since 4, #,j vanish on ZS, we obtain via integration by parts 
f (cijvfi),i (c~vu,~)t~ dv -. s s 
=J 
. 
Cijt, V,jl, v,*, d C 
S 
+ 1, (2CijCpg,i v,jp VP* -- C,j,DCm,i ~‘yj ~90) dI/‘. (3.7) 
Plugging (3.7) into (3.6), we find that 
i 
c;,c~, vu,jp v,qi dV < 3 
s I 
k2i.2 dV -+- a5 
s 1 
‘s (u’ -1 u,~ u,J dV 
- 2 j c,,cm., qp v,, dl’. (3.8) 
S 
Here a, is a nm constant depending on #, cij and their derivatives. It is 
easily shown that there exists a constant as depending on Cij , c,~.,: such that 
--ZCijCpQ,i V*jp Z’,* < 24; V,,j V,ij f  i C*t Vu,, 
for arbitrary p > 0. 
(3.9) 
Let us now define the fourth-order array 
Kijkl :: ci,c,, 
and the vector wj = v,j . Since by (2.8) and (3.2) Kiltl is strongly elliptic in S 
and by (CZ) w,~ vanishes on X5, it follows from Lemma 4 that 
J Cijcm 
2’ ,),a v,qi dV ~7 j Kiojpwj.Pt,u (fv S S 
2Yl s 
I 
wiejwivj dV - y,, 
i 
w,wi d V. (3.10) 
s 
Combining (3.8), (3.9), and (3.10) we get 
Yl 
j 
s 
tl,ii v,ij dV < 3 [ k*G dV + a5 j, (u’ f %i U,i) dl’ 
US 
-1. (yo +$) jsv,iv,idV +$jsv,ijv,ijdV (3.11) 
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Since we are free to choose j3 sufficiently large that 
Yl - $ > 0, 
it is clear that for suitable p (3.11) may be put in the form 
By virtue of the properties of #, (3.4) is immediate from this estimate and 
the proof of Theorem 3 is complete. 
Let P be a point in R at distance d from C,, and choose p, p1 such that 
O<P,<P<$ S(p, P) C R (see Fig. 2). 
r-d-z+ 
+----d----I 
FIGURE 2 
By Lemma 3 (Sobolev’s inequality) 
I u(Q, t)l < I Is, (u" + U,i U,i + %ij 'hi) dV 
for all Q in S(pI , P). Applying Theorem 3 we get 
1 u(P, r)l < +I) J, [(l + Q~)(u* + U,i u,i) + Gus*] dV 
< ql I s( 
u* $ qi qi + K*(u)li*) dV 
1 u(P, t)l < agp-’ I,-, (~2 - [d - ~P])(u’ + G U,i + h2(u&*) dV- 
An adequate choice of a, would be 
a, = 44 ma+ , 1 + 4. (3.12) 
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Thus, by Theorem 2 
:- ugp-’ 
I 
R,_,p (x3 - [d - 2p]) k2(u)ti2 dV. (3.13) 
Inequality (3.13) reduces the task of establishing a pointwise exponential 
decay estimate for a solution u of (2.1), (2.2), (2.3) to that of showing that the 
integral 
J R, (z3 - s) kiti dl; 
decays exponentially. In the linear case, this is readily done. In fact we have 
THEOREM 4. Let u be a solution of (2.1), (2.2), (2.3) which is C3 in 
R x [0, a). Suppose k is constant. Then for S(p, P) !Z R, 0 < pl < p < d/2 
where d is the distance from P to Co we have2 
-L a,a,p-’ exp I- (?)I j, j:(ti' -I- tl,i u,i) dTdV. (3.14) 
Proof. Since, in the linear case, Eqs. (2.1), (2.2), and (2.3) are unchanged 
by a time differentiation, and we have assumed extra smoothness for u in this 
theorem, it follows that the estimates of Theorems 1 and 2 hold for u replaced 
by ri. In particular, (2.21) becomes 
This estimate, together with (3.13) yields (3.14). 
The nonlinear pointwise estimate, which requires more effort, is contained 
in 
* Recall that os is defined by (3.12), o0 and (I, by (2.14), and oz and a3 by (2.23). 
The coefficients (I, , cl,, which appear in the definition of ae were not written out 
explicitly. They depend in a complicated way on 4, c,~ , and their gradients. 
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THEOREM 5. Let u, P, p, pl, d be as in Theorem 4 and suppose that3 
a,=max ST-&,&-l # [J$]1’2~a,0. 
I so 
(3.15) 
Then 
+ 2adpoal jexp I- v+) 1 - exp 
X [ti’ + qi u,J dr dV 
Uyi ~,i) dT dV 
G 
I 1) -- % 
+ 2a,p-‘a,, exp I- (2) 1 IR 1: cii f& t& d7 dV 
where 
X [ti” + ~,i U,i] dT dV, (3.16) 
tik’(u) 
p. = sup ~ . 
ROx[O.~) I I 2 (3.17) 
Proof. We time-differentiate (2.1) and multiply through by ti to get 
k(u) liii = (cij tiyj),i ti - k’(u) ti3. 
Integration by parts over R, and [0, t] then yields 
; j-, k(u)ti2 dV -L I, ,: cij& z& dr dV 
1 
z -- 
2 
i I’ 1;13k’(U) dT dV + I 
R, 0 
It (cijnili,j)li d7 dA. 
c, 0 
3 ‘rhe case q = a,, has been excluded solely for conciseness. It introduces no 
special difficulties. 
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This identity readily implies the inequality 
s s t G PO ti2 & dV + Rs 0 [s, jl (~~p,ti,~)~ dT dA]l” [j,, 11 ti2 dr dA]l;q a- 
(3.18) 
where ,uo is defined by (3.17). But from (3.18), Cauchy’s inequality (2.8), and 
Lemma 1 it follows that 
; j, k(u)zi” dV + jRa j; e&i t& dr dV 
t .t 
< 1 PO s I 
zi2dTdV + alo 
s J 
cijz& 12,~ dr dV, (3.19) 
R, 0 cs 0 
where a,, is given by (3.15). 
With the notation 
h(z, t) = j:, cij& z& d7 (3.20) 
and taking account of the identity (2.12), we deduce from (3.19) that 
$/SR,hdV/ +$ jR,hdV<E jRs j;ti”dTdV. (3.21) 
However, by Theorem I, the right side of (3.21) decays exponentially 
with increasing s. In fact, (3.21) and (2.13b) imply that 
Integration of this inequality yields 
s R, h dV < eP’alo j h dV RO 
+ (eps”l - e~~‘~lO) e JR Jt &2 o o 1 + u,i ~1 drdV (3.22) 
due to (3.15). 
Returning to (3.19), we see that 
z 1 s,,, k(u)zi” dV < p,, jRs, j: ti= dr dV + a,, j,, j: cijz& z&j dr dA. 
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Let us now integrate this inequality with respect to s’ from s to 1. In view 
of (2.24), (2.13b), (3.20), and (3.22), this leads to 
< (e-s/% _ e-C’% ) ~0~1 I,, 11 [c* + 111, u,il dT dV 
-s/a,, 
I I 
I 
+ aloe Cijti,i ti,j d7 dV 
Ro 0 
[ti’ + qi qi] dT dV. (3.23) 
Inequalities (3.13) and (3.23) imply (3.16). This proves Theorem 5. 
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