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.
Composition is an operation of replacing a variable in a polynomial with another poly-
nomial. The main question of this paper is: What happens to subresultants under com-
position? The main contribution of the paper is to show that the subresultants \almost"
commute with composition. This generalizes the well-known fact that the resultant is
invariant under translation.
c° 1997 Academic Press Limited
1. .Introduction
The main question of this paper is: What happens to subresultants under composition?
More precisely, let A and B be two polynomials in the variable x over an integral do-
main D. Let C be a polynomial in x over D and let A –C and B –C be the polynomials
obtained from A(x) and B(x) by replacing x with C, where – stands for composition. Now
we ask: Are the subresultants of A –C and B –C in any way related to the subresultants
of A and B?
The main contribution of this paper is to show that
sresk(A – C;B – C) =
8<: p„sres„(A;B) – C; if k = ‘„q„sres„¡1(A;B) – C; if k = ‘„¡ 10; otherwise,
where sresk stands for the k-th subresultant, ‘ for the degree of C, and p„; q„ are constants
in D whose precise expressions will be given later in the paper (Section 3). Thus, we might
say that subresultant computation and composition \almost" commute.
Obviously, this result has an application in the computation of subresultants of com-
posed polynomials. In order to compute the subresultant of A–C and B –C, we compute
the subresultants of A and B and compose them with C. This should be more e–cient
(in time/space) than computing the subresultants of A –C and B –C directly (ignoring
the structural information).
Composed objects (polynomials) occur often in real-life problem solving because the
underlying mathematical models are usually hierarchically structured. Thus, we often
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need to deal with polynomials where the variables in them are deflned in terms of other
variables.
On the other hand, if inputs are given in already expanded forms, one can flrst try
to decompose them and then apply the method described here. For several e–cient
methods for polynomial decomposition, see .Barton and Zippel (1985) and .Kozen and
Landau (1989), .von zur Gathen (1990a, b) and .Binder (1996).
The reader might be also interested in two related papers (Hong, 1995, 1996) where we
study how two other fundamental operations, namely Groebner basis and multivariate
(Macaulay) resultants, behave under composition.
2. .Review of Subresultants
In this section, we brie°y review the deflnition of subresultants (and of resultants and
principal subresultant coe–cients). For details, see .Collins (1967) and .Brown and Traub
(1971) and .Loos (1982) and .Mishra (1993). Those who are familiar with these notions
can safely skip this section.
Let D be an integral domain. Let A =
Pm
i=0 aix
i and B =
Pn
i=0 bix
i be two non-zero
polynomials over D of degree m and n.
Definition 2.1. (Sylvester Matrix) . The Sylvester matrix of A and B, written as
MA;B , is the (m+ n) by (m+ n) matrix26666666666664
am am¡1 ¢ ¢ ¢ a0
am am¡1 ¢ ¢ ¢ a0
¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢
¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢
am am¡1 ¢ ¢ ¢ a0
bn bn¡1 ¢ ¢ ¢ ¢ ¢ ¢ b0
bn bn¡1 ¢ ¢ ¢ ¢ ¢ ¢ b0
¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢
bn bn¡1 ¢ ¢ ¢ ¢ ¢ ¢ b0
37777777777775
that consists of n rows of the shifted coe–cients of A and m rows of the shifted coe–cients
of B. The blanks are zeros. 2
Definition 2.2. (Resultant) . The resultant of A and B, written as res(A;B), is the
determinant of the Sylvester matrix of A and B. (When m = n = 0, the Sylvester matrix
is the 0 by 0 matrix. We assume that its determinant is 1.) 2
Definition 2.3. (Principal Subresultant Coefficient) . Let Mk be the subma-
trix of MA;B consisting of the flrst n¡ k rows of the A coe–cients, the flrst m¡ k rows
of the B coe–cients, and the flrst m + n ¡ 2k columns. The k-th principal subresultant
coe–cient of A and B, written as psck(A;B), is the determinant of Mk. Obviously, it is
deflned only for 0 • k • min(m;n). 2
Thus, the resultant is the 0-th principal subresultant coe–cient. The name \principal
subresultant coe–cient" is motivated by the following.
Definition 2.4. (Subresultant) . Let M (i)k be the submatrix of MA;B consisting of
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the flrst n¡ k rows of the A coe–cients, the flrst m¡ k rows of the B coe–cients, and
the flrst m+n¡ 2k¡ 1 columns and the m+n¡ k¡ i-th column. The k-th subresultant
of A and B, written as sresk(A;B), is the polynomial
Pk
i=0 jM (i)k jxi. Again it is deflned
only for 0 • k • min(m;n). For the case m = n = k, we assume that it is B=bn. 2
Thus, the k-th principal subresultant coe–cient is jM (k)k j, the coe–cient of the term xk
in the k-th subresultant. It is not called the \leading" coe–cient because it could be zero.
3. .Main Result
In this section, we give a precise statement of the main theorem of this paper.
Notation 3.1.
D an integral domain.
A a polynomial in D[x] of degree m ‚ 0.
B a polynomial in D[x] of degree n ‚ 0.
C a polynomial in D[x] of degree ‘ ‚ 1.
c the leading coe–cient of C.
The above notational deflnitions are used throughout the remainder of the paper.
Definition 3.1. (Composition) . The composition of A and C, written as A – C, is
the polynomial A(C) of degree m‘ over D obtained by substituting C for x in A(x). 2
Now we state the main theorem.
Theorem 3.1. (Subresultants under Composition) .
sresk(A – C;B – C) =
8<: p„sres„(A;B) – C; if k = ‘„q„sres„¡1(A;B) – C; if k = ‘„¡ 10 otherwise,
where
p„ = cu„ psc„(A;B)
‘¡1;
q„ = cv„ psc„(A;B)
‘¡1 ¾„;
and
u„ = ‘(mn¡ „2)¡ „;
v„ = ‘(mn¡ „2) + „;
¾„ = (¡1)(m¡„)(‘¡1): 2
4. .Proof
In this section, we give a proof of the main theorem stated in the previous section. The
proof will be divided into several lemmas that are interesting on their own.
Recall that D is an integral domain and A;B, and C are polynomials over D of
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degrees m;n, and ‘ respectively where m;n ‚ 0 and ‘ ‚ 1. Assume that the degree of
the zero polynomial is ¡1.
Though the main theorem is stated for an integral domain D, it will be convenient to
work over its quotient fleld. Thus, from now on, let F be the quotient fleld of D. By the
natural embedding of D into F , we can view A;B, and C as polynomials over F .
We begin with a well known, elementary fact that is nonetheless important.
Lemma 4.1. (Uniqueness of Quotient/Remainder) . There exist unique polyno-
mials Q and R 2 F [x] such that A = QB +R and deg(R) < deg(B). 2
It is also an elementary fact that composition commutes with addition, subtraction,
and multiplication. What about division (that is, quotient and remainder)? Do they
also commute with composition? The following lemma answers this question positively,
making an essential use of their uniqueness property.
Lemma 4.2. (Commutativity of Quotient/Remainder with Composition .)
Let
A = QB +R
where deg(R) < deg(B). Let A⁄ = A – C, B⁄ = B – C, and
A⁄ = Q⁄B⁄ +R⁄
where deg(R⁄) < deg(B⁄). Then, Q⁄ = Q – C and R⁄ = R – C. 2
Proof. From the hypothesis, A = QB+R. Since composition commutes with multipli-
cation and addition, we have A – C = (Q – C)(B – C) + (R – C). Since A⁄ = A – C and
B⁄ = B – C, we have
A⁄ = (Q – C)B⁄ + (R – C):
Note that
deg(R – C) = deg(R) deg(C) < deg(B) deg(C) = deg(B⁄):
Thus, we have deg(R–C) < deg(B⁄). Here we have made an essential use of the assump-
tion that deg(C) ‚ 1. If deg(C) = 0, the above inequality will not hold!
Since the quotient and the remainder are unique (Lemma 4.1), we conclude that
Q⁄ = Q – C and R⁄ = R – C. 2
Next, by repeatedly applying the previous lemma, we show that composition also
commutes with the (natural) polynomial quotient/remainder sequence computation.
Definition 4.1. (Natural Polynomial Remainder Sequence .)
The sequences
Q1; Q2; : : : ; Qr¡1 and A1; A2; : : : ; Ar
are called respectively the natural polynomial quotient and remainder sequences of A
and B ifi A1 = A, A2 = B and
Ai = QiAi+1 +Ai+2
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where deg(Ai+1) > deg(Ai+2) for i = 1; : : : ; r ¡ 1 and Ar+1 = 0. 2
Lemma 4.3. (Commutativity of Polynomial Sequence with Composition .)
Let
Q1; Q2; : : : ; Qr¡1 and A1; A2; : : : ; Ar
be the natural polynomial quotient and remainder sequences of A and B. Let
Q⁄1; Q
⁄
2; : : : ; Q
⁄
r⁄¡1 and A
⁄
1; A
⁄
2; : : : ; A
⁄
r⁄
be the natural polynomial quotient and remainder sequences ofA⁄ = A–C andB⁄ = B – C.
Then, we have that r = r⁄ and that
A⁄i = Ai – C and Q⁄i = Qi – C
for every i. 2
Proof. The lemma immediately follows by repeatedly (inductively) applying the com-
mutativity of the quotient and remainder with composition (Lemma 4.2). 2
From now on, let A1; : : : ; Ar be the natural polynomial remainder sequence of A and B.
Let n1; : : : ; nr be the sequence of their degrees and let a1; : : : ; ar be the sequence of their
leading coe–cients. Let Sk stand for the k-th subresultant of A and B.
Now we recall the fundamental theorem of polynomial remainder sequence proved by
Collins (1967) (See also Loos, 1982). The original theorem of Collins was more general in
that it was for an arbitrary polynomial remainder sequence (not just the natural one).
But we only need it for the natural one, thus we give a simplifled version of it [by setting
ei = fi = 1 in the notation of Loos (1982)].
Lemma 4.4. (Fundamental Theorem of Polynomial Remainder Sequences.)
We have, for 0 • k • min(n1; n2),
Sk =
8>>>><>>>>:
¡Qj¡2
i=1 (¡1)(ni¡nj)(ni+1¡nj)ani¡ni+2i+1
¢
a
nj¡1¡nj¡1
j Aj ;
if k = nj and for 2 • j • r;¡Qj¡1
i=1 (¡1)(ni¡nj+1)(ni+1¡nj+1)ani¡ni+2i+1
¢
a
¡nj+nj+1+1
j Aj+1;
if k = nj ¡ 1 and for 2 • j • r ¡ 1;
0; otherwise. 2
Here the range for the index j is slightly wider than that of Loos (1982), but it does not
cause a problem since we assumed that when n1 = n2 the n2-th subresultant is A2=a2
(Deflnition 2.4).
By using the fundamental theorem of polynomial remainder sequences, we derive ex-
pressions for the leading coe–cients of the subresultants. From now on let sk stand for
the leading coe–cient of the k-th subresultant Sk.
Lemma 4.5. (Leading Subresultant Coefficient) . We have the following:
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(a) For 2 • j • r,
snj =
‰j¡2Y
i=1
(¡1)(ni¡nj)(ni+1¡nj)ani¡ni+2i+1
¾
a
nj¡1¡nj
j :
(b) For 2 • j • r ¡ 1,
snj¡1 = (¡1)j¡1+n1¡nj snj ajaj+1: 2
Proof. (a) is a trivial corollary of Lemma 4.4; we only need to recall that aj is the
leading coe–cient of Aj . Thus, let us prove (b). By elementary rewritings, we obtain
snj¡1 =
‰j¡1Y
i=1
(¡1)(ni¡nj+1)(ni+1¡nj+1)ani¡ni+2i+1
¾
a
¡nj+nj+1+1
j aj+1
=
‰j¡1Y
i=1
(¡1)(ni¡nj+1)(ni+1¡nj+1)
¾‰j¡1Y
i=1
a
ni¡ni+2
i+1
¾
a
¡nj+nj+1+1
j aj+1
=
‰j¡1Y
i=1
(¡1)(ni¡nj+1)(ni+1¡nj+1)
¾‰j¡2Y
i=1
a
ni¡ni+2
i+1
¾
a
nj¡1¡nj+1
j a
¡nj+nj+1+1
j aj+1
=
‰j¡1Y
i=1
(¡1)(ni¡nj+1)(ni+1¡nj+1)
¾‰j¡2Y
i=1
a
ni¡ni+2
i+1
¾
a
nj¡1¡nj
j ajaj+1
= ‰jsnjajaj+1
where
‰j =
Qj¡1
i=1 (¡1)(ni¡nj+1)(ni+1¡nj+1)Qj¡2
i=1 (¡1)(ni¡nj)(ni+1¡nj)
:
Note that ‰j = (¡1)!j where
!j =
‰j¡1X
i=1
(ni ¡ nj + 1)(ni+1 ¡ nj + 1)
¾
¡
‰j¡2X
i=1
(ni ¡ nj)(ni+1 ¡ nj)
¾
:
Next, let us simplify the expression for !j (modulo 2 since we are only interested in its
parity).
!j =
‰j¡2X
i=1
(ni ¡ nj + 1)(ni+1 ¡ nj + 1)¡ (ni ¡ nj)(ni+1 ¡ nj)
¾
+ (nj¡1 ¡ nj + 1)
=
‰j¡2X
i=1
(ni ¡ nj + ni+1 ¡ nj + 1)
¾
+ (nj¡1 ¡ nj + 1)
=
‰j¡2X
i=1
(ni ¡ ni+1 + 1)
¾
+ (nj¡1 ¡ nj + 1) (mod 2)
=
j¡1X
i=1
(ni ¡ ni+1 + 1)
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= j ¡ 1 +
j¡1X
i=1
(ni ¡ ni+1)
= j ¡ 1 + (n1 ¡ n2 + n2 ¡ ¢ ¢ ¢ ¡ nj¡1 + nj¡1 ¡ nj)
= j ¡ 1 + n1 ¡ nj :
Put all the above together to obtain
snj¡1 = (¡1)n1¡nj+j¡1snjajaj+1;
which proves (b). 2
Henceforth, let A⁄ = A – C and B⁄ = B – C and let A⁄1; : : : ; A⁄r⁄ be the natural poly-
nomial remainder sequence of A⁄ and B⁄. Let also n⁄1; : : : ; n
⁄
r⁄ be their degree sequence
and let a⁄1; : : : ; a
⁄
r⁄ be their leading coe–cient sequence. From Lemma 4.3, we know that
r⁄ = r, thus from now on, we will use only r.
Further let S⁄k stand for the k-th subresultant of A
⁄ and B⁄ and let s⁄k be its leading
coe–cient. Let c be the leading coe–cient of C and ‘ be its degree.
Lemma 4.6. (Subresultant Coefficients under Composition) . We have the fol-
lowing:
(a) For 2 • j • r, we have
s⁄n⁄
j
= c‘(n1n2¡n
2
j ) s‘nj
(b) For 2 • j • r ¡ 1, we have
s⁄n⁄
j
¡1 = (¡1)(n1¡nj)(‘¡1) c‘(n1n2¡n
2
j )+nj+nj+1 s‘¡1nj snj¡1: 2
Proof. Let us flrst prove (a). By applying Lemma 4.5(a) to the natural polynomial
remainder sequence of A⁄ and B⁄, we obtain
s⁄n⁄
j
=
‰j¡2Y
i=1
(¡1)(n⁄i¡n⁄j )(n⁄i+1¡n⁄j )a⁄i+1n
⁄
i¡n⁄i+2
¾
a⁄j
n⁄j¡1¡n⁄j :
From Lemma 4.3, we know that A⁄i = Ai – C. Thus n⁄i = ni‘ and a⁄i = aicni . Put these
into the above expression and simplify to obtain
s⁄n⁄
j
=
‰j¡2Y
i=1
(¡1)(ni¡nj)(ni+1¡nj)‘2ai+1(ni¡ni+2)‘
¾
aj
(nj¡1¡nj)‘
£
‰j¡2Y
i=1
cni+1(ni¡ni+2)‘
¾
cnj(nj¡1¡nj)‘
= s‘nj
(
j¡2Y
i=1
cni+1(ni¡ni+2)‘
)
cnj(nj¡1¡nj)‘
= s‘njc
'Pj¡2
i=1
ni+1(ni¡ni+2)‘
“
+nj(nj¡1¡nj)‘
= s‘njc
‘
'Pj¡2
i=1
nini+1¡ni+1ni+2
“
+nj(nj¡1¡nj)‘
= s‘njc
‘(n1n2¡nj¡1nj)+nj(nj¡1¡nj)‘
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= s‘njc
‘(n1n2¡n2j )
which proves (a).
Now let us prove (b). By applying Lemma 4.5(b) on the natural polynomial remainder
sequence of A⁄ and B⁄, we obtain
s⁄n⁄
j
¡1 = (¡1)j¡1+n
⁄
1¡n⁄j s⁄n⁄
j
a⁄ja
⁄
j+1:
Again by repeatedly rewriting and using various facts known so far, we obtain
s⁄n⁄
j
¡1 = (¡1)j¡1+(n1¡nj)‘s⁄n⁄
j
cnj cnj+1ajaj+1 (Lemma 4.3)
= (¡1)j¡1+(n1¡nj)‘s⁄n⁄
j
cnj cnj+1
snj¡1
(¡1)j¡1+n1¡njsnj
(Lemma 4.5(b))
= (¡1)j¡1+(n1¡nj)‘s‘njc‘(n1n2¡n
2
j )cnjcnj+1
snj¡1
(¡1)j¡1+n1¡njsnj
(Lemma 4.6(a))
= (¡1)(n1¡nj)(‘¡1)s‘¡1nj c‘(n1n2¡n
2
j )+nj+nj+1snj¡1;
which proves (b). 2
Lemma 4.7. (Subresultant PRS under Composition) . For 0 • k • min(n⁄1; n⁄2),
S⁄k =
8<:
cunj s‘¡1nj (Snj – C); when k = n⁄j and for 2 • j • r
cvnj s‘¡1nj ¾nj (Snj¡1 – C); when k = n⁄j ¡ 1 and for 2 • j • r ¡ 1
0; otherwise
where
u„ = ‘(n1n2 ¡ „2)¡ „;
v„ = ‘(n1n2 ¡ „2) + „;
¾„ = (¡1)(n1n2¡„)(‘¡1): 2
Proof. By applying the fundamental theorem of polynomial remainder sequences (Lemma 4.4)
to A⁄ and B⁄, we know, for 0 • k • min(n⁄1; n⁄2),
.S⁄k »
(
A⁄j when k = n
⁄
j and for 2 • j • r
A⁄j+1 when k = n
⁄
j ¡ 1 and for 2 • j • r ¡ 1
0 otherwise.
(4.1)
where » stands for similarity; that is, f » g ifi f = pg for some non-zero p 2 F . From
the commutativity of composition with polynomial remainder sequences (Lemma 4.3),
we know that
.A⁄i = Ai – C: (4.2)
Thus, by putting (4.1) and (4.2) together, we see for 0 • k • min(n⁄1; n⁄2),
.S⁄k »
(
Aj – C when k = n⁄j and for 2 • j • r
Aj+1 – C when k = n⁄j ¡ 1 and for 2 • j • r ¡ 1
0 otherwise.
(4.3)
By applying the fundamental theorem of polynomial remainder sequences (Lemma 4.4)
on A and B, we know, for 0 • k • min(n1; n2),
.Sk »
(
Aj when k = nj and for 2 • j • r
Aj+1 when k = nj ¡ 1 and for 2 • j • r ¡ 1
0 otherwise.
(4.4)
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By composing (4.4) with C, we see for 0 • k • min(n1; n2),
.Sk – C »
(
Aj – C when k = nj and for 2 • j • r
Aj+1 – C when k = nj ¡ 1 and for 2 • j • r ¡ 1
0 otherwise.
(4.5)
Use (4.3) and (4.5), to obtain for 0 • k • min(n⁄1; n⁄2),
.S⁄k =
(
Uj (Snj – C) when k = n⁄j and for 2 • j • r
Vj (Snj¡1 – C) when k = n⁄j ¡ 1 and for 2 • j • r ¡ 1
0 otherwise
(4.6)
for some similarity constants Uj and Vj . Next we determine Uj and Vj by dividing the
leading coe–cients and by using Lemma 4.6.
Uj =
s⁄n⁄
j
snjc
nj
=
c‘(n1n2¡n
2
j ) s‘nj
snjc
nj
= c‘(n1n2¡n
2
j )¡nj s‘¡1nj
= cunj s‘¡1nj :
Vj =
s⁄n⁄
j
¡1
snj¡1cnj+1
=
(¡1)(n1¡nj)(‘¡1) c‘(n1n2¡n2j )+nj+nj+1 s‘¡1nj snj¡1
snj¡1cnj+1
= (¡1)(n1¡nj)(‘¡1) c‘(n1n2¡n2j )+nj s‘¡1nj
= ¾nj c
vnj s‘¡1nj ;
which proves the lemma. 2
Proof of the Main Theorem
Finally we prove the main theorem (Theorem 3.1).
Case 1: k = ‘nj for some 2 • j • r.
By Lemma 4.7, we have S⁄k = c
unj s‘¡1nj Snj – C. Since the degree of Snj is nj
(by the fundamental theorem of polynomial remainder sequences), its leading
coe–cient snj is also the principal one. Thus, we have
S⁄k = c
unj pscnj (A;B)
‘¡1 Snj – C
which coincides with the claim of the theorem.
Case 2: k = ‘nj ¡ 1 for some 2 • j • r ¡ 1.
By Lemma 4.7, we have S⁄k = c
vnj s‘¡1nj ¾nj Snj¡1 – C. Since the degree of Snj
is nj (again by the fundamental theorem of polynomial remainder sequences),
its leading coe–cient snj is also the principal one. Thus, we have
S⁄k = c
vnj pscnj (A;B)
‘¡1 ¾nj Snj¡1 – C
which coincides with the claim of the theorem.
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Case 3: Otherwise.
By Lemma 4.7, we have S⁄k = 0. We need to check whether the theorem claims
the same.
Case 3a: ‘ > 1.
Case 3a1: k = ‘„ or k = ‘„¡ 1 for some „.
There is no j such that „ = nj , hence, the degree of S„ must
be less than „ (by the fundamental theorem of polynomial
remainder sequences). Thus, psc„(A;B) = 0. Since ‘¡1 > 0,
the theorem also claims that S⁄k = 0.
Case 3a2: Otherwise.
Since there is no „ such that k = ‘„ or k = ‘„ ¡ 1, the
theorem also claims that S⁄k = 0.
Case 3b: Otherwise.
Since there is no j such that k = nj or k = nj ¡ 1, we have Sk = 0.
Hence, the theorem also claims that S⁄k = 0.
Thus, the main theorem (Theorem 3.1) has been proved. 2
5. .Special Cases
In this section, we specialize the main theorem to flnd out how resultants and principal
subresultant coe–cients behave under composition. To simplify the presentation, we
assume that C is monic, that is, c = 1. The interested reader can easily generalize the
results to non-monic Cs.
The following corollary generalizes the well known fact that the resultants are invariant
under translation (where ‘ = 1).
Corollary 5.1. (Resultants Under Composition) .
res(A – C;B – C) = res(A;B)‘: 2
This is somewhat surprising. The resultant of A –C and B –C does not depend on the
coe–cients of C but only on its degree!
Proof. The corollary immediately follows from the main theorem and the fact that
sres0 = psc0 = res:
2
However, one can also give a direct and simple proof for this corollary (without using
the main theorem of this paper), reasoning with the well known expression of resultants
in terms of the roots of the polynomials. Such a proof was flrst found by .McKay and
Wang (1989). y
Recalling that the resultant is the 0-th principal subresultant coe–cient (psc0), we pon-
der what happens to a k-th principal subresultant coe–cient (psck) under composition.
The following corollary gives the answer.
y I thank Sakkalis Panagiotis for informing me about this work.
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Corollary 5.2. (Principal Subresultants Coefficients Under Composition)
psck(A – C;B – C) =
‰
psc„(A;B)‘ if k = ‘„
0 otherwise. 2
Proof. The corollary immediately follows from the main theorem and the fact that psci
is the coe–cient of the term xi in the polynomial sresi. 2
One might ask whether this corollary could be also proved directly, reasoning with
roots. But I could not flnd any such proof (yet), mainly because, unlike the resultant
case, no \nice" expression of principal subresultant coe–cients in terms of roots is known.
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