The prediction of bankruptcy has been extensively studied in the accounting and finance field. It can have an important impact on lending decisions and the profitability of financial institutions in terms of risk management. Many researchers have focused on constructing a more robust bankruptcy prediction model. Early studies primarily used statistical techniques such as multiple discriminant analysis (MDA) and logit analysis for bankruptcy prediction. However, many studies have demonstrated that artificial intelligence (AI) approaches, such as artificial neural networks (ANN), decision trees, case-based reasoning (CBR), and support vector machine (SVM), have been outperforming statistical techniques since 1990s for business classification problems because statistical methods have some rigid assumptions in their application. In previous studies on corporate bankruptcy, many researchers have focused on developing a bankruptcy prediction model using financial ratios. However, there are few studies that suggest the specific types of bankruptcy. Previous bankruptcy prediction models have generally been interested in predicting whether or not firms will become bankrupt. Most of the studies on bankruptcy types have focused on reviewing the previous literature or performing a case study. Thus, this study develops a model using data mining techniques for predicting the specific types of bankruptcy as well as the occurrence of bankruptcy in Korean small-and medium-sized construction firms in terms of profitability, stability, and activity index. Thus, firms will be able to prevent it from occurring in advance.
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The prediction of bankruptcy has been extensively studied in the accounting and finance field. It can have an important impact on lending decisions and the profitability of financial institutions in terms of risk management. Many researchers have focused on constructing a more robust bankruptcy prediction model. Early studies primarily used statistical techniques such as multiple discriminant analysis (MDA) and logit analysis for bankruptcy prediction. However, many studies have demonstrated that artificial intelligence (AI) approaches, such as artificial neural networks (ANN), decision trees, case-based reasoning (CBR), and support vector machine (SVM), have been outperforming statistical techniques since 1990s for business classification problems because statistical methods have some rigid assumptions in their application. In previous studies on corporate bankruptcy, many researchers have focused on developing a bankruptcy prediction model using financial ratios. However, there are few studies that suggest the specific types of bankruptcy. Previous bankruptcy prediction models have generally been interested in predicting whether or not firms will become bankrupt. Most of the studies on bankruptcy types have focused on reviewing the previous literature or performing a case study. Thus, this study develops a model using data mining techniques for predicting the specific types of bankruptcy as well as the occurrence of bankruptcy in Korean small-and medium-sized construction firms in terms of profitability, stability, and activity index. Thus, firms will be able to prevent it from occurring in advance.
We propose a hybrid approach using two artificial neural networks (ANNs) for the prediction of bankruptcy types. The first is a back-propagation neural network (BPN) model using supervised learning for bankruptcy prediction and the second is a self-organizing map (SOM) model using unsupervised learning to classify bankruptcy data into several types. Based on the constructed model, we predict the bankruptcy of companies by applying the BPN model to a validation set that was not utilized in the development of the model. This allows for identifying the specific types of bankruptcy by using bankruptcy data predicted by the BPN model. We calculated the average of selected input variables through statistical test for each cluster to interpret characteristics of the derived clusters in the SOM model. Each cluster represents bankruptcy type classified through data of bankruptcy firms, and input variables indicate financial ratios in interpreting the meaning of each cluster.
Introduction
Bankruptcy prediction has been extensively studied in the accounting and finance field. It can have an important impact on lending decisions and the profitability of financial institutions in terms of risk management. Many researchers have focused on constructing a more robust bankruptcy prediction model. Early studies primarily used statistical techniques such as multiple discriminant analysis (MDA) (Altman, 1968) , regression analysis (Meyer and Pifer, 1970) and logit analysis (Hamer, 1983; Ohlson, 1980) (Maher and Sen, 1997; Shin and Han, 1999; Shin and Han, 2001; Shin et al., 2005) .
Many researchers have reported that ANN is superior to statistical methods in dealing with the problem of complex and nonlinear pattern classification in bankruptcy prediction studies (Atiya, 2001; Boritz and Kennedy, 1995; Fletcher and Goss, 1993; Jo et al., 1997; Leshno and Spector, 1996; Odom and Sharda, 1990; Tam and Kiang, 1992; Wilson and Sharda, 1994; Zhang et al, 1999) . In particular, the multilayer perceptron (MLP) network trained by the back-propagation(BP) algorithm is mostly used because of its massive computation and generalization capability. Finally, Section 6 discusses the conclusions and future research topics.
Related Work

Bankruptcy Prediction
The prediction of bankruptcy has been extensively studied since the late 1960s. It was also researched by Tam and Kiang (1992) , Leshno and Spector (1996) , and Jo et al. (1997) that compare classification accuracy between ANN and discriminant analysis for bankruptcy prediction. Tam and Kiang (1992) compared the performance of an ANN model with that of a linear discriminant analysis (LDA), logit analysis, decision tree, and k-nearest neighbor.
They used the bank's bankruptcy data collected for the period from 1985 to 1987. The empirical result showed that a neural network model outperformed other techniques for one year prior to the training data set. Leshno and Spector (1996) evaluated the prediction capability of various ANN models in terms of different data spans, learning techniques, and the number of iterations for bankruptcy prediction. The performance of ANN models was also compared to results of discriminant analysis.
They concluded that the performance of ANN models is more accurate than that of the conventional discriminant models. Jo et al. (1997) applied discriminant analysis as statistical method and CBR and ANN as artificial intelligence method for the prediction of bankruptcy in Korean firms.
They empirically represented the effects of the number of independent variables, the selection method of the input variables, and the standardization. The result showed that ANN outperformed the other two methods.
The study on performance comparison of ANN and logit analysis for bankruptcy prediction was performed by Fletcher and Goss (1993) , Zhang et al. (1999) , and Tseng and Hu (2010) . The results showed that the performance of fuzzy neural networks is more accurate than that of the conventional neural networks. Hong and Shin (2003) adopted GA to select optimal or near optimal input variables for bankruptcy prediction.
The results demonstrated that the performance of the proposed GA-based input selection method outperformed those of models using statistical methods such as univariate test and stepwise method. Kim (2004) proposed an instance selection approach using GA. GA is used to find the optimal connection weights between layers and instances.
The results showed that the proposed method was promising in enhancing classification accuracy.
Recently, Lee and Choi (2013) 
Classification of Bankruptcy Types
While many researchers have focused on 
Back-Propagation Neural Network (BPN)
The back-propagation neural (BPN) network 
where is the learning rate. The training process of neural networks is repeated by the specified p until convergence.
Self-Organizing Map (SOM)
The self-organizing map (SOM) developed by Kohonen (1982 
After finding the BMU, the connection weights of the SOM are adjusted. The BMU and its topological neighborhood are moved closer to the input vector (Alhoniemi et al., 1999) . The SOM update rule for the weight vector of neuron i is shown in (6).
where t is time, α(t) is the learning rate that is a decreasing function of time, and h ci (t) is the neighborhood kernel around c.
r c and r i are positions of neurons c and i on the SOM grid. Both α(t) and σ(t) decrease monotonically with time.
SOM has been extensively used in various application fields, for example, classification (Corridoni et al, 1996; Deschenes and Noonan, 1995; Li et al., 2011; Moreno et al., 2006; Silver and Shmoish, 2008) , clustering (Mangiameli et al., 1996; Murtagh, 1995 
Model Development
Data and Variables
The sample data consists of 106 financial ratios derived from a financial statement and the 
Experimental Designs
In this study, we design a model using two The learning rate is set to 0.3 and momentum is set to 0.5.
Bankruptcy Type Classification with the SOM
Financial ratios are used as input variables to create a map classifying the bankruptcy types.
The self-organizing network with eight nodes in the input layer is used. Selection of the size of the two-dimensional output map is usually chosen by experimentation since there is no definite rule. 
Results and Analysis
We developed a model integrating two
ANNs for the prediction of bankruptcy type. The type has a high financial expense to sales and total borrowings to total assets. This means that firms do not have stable assets that operate in the long term. These firms lack the necessary assets to perform the most cost-effective recovery plan.
Second, they have low retained earnings to total assets that measure the firm's ability to accumulate earnings using its assets and low stockholder's equity to total assets. Finally, this type has low total asset turnover and fixed asset turnover. These ratios represent the indices of activity, and indicate how well the business is using its total assets or fixed assets to generate sales. A low ratio indicates that the firm is not doing an efficient job in generating sales with relatively small total assets or fixed assets. Thus, it is impossible for the firms included in this cluster to recover as normal companies due to loss of debt capacity and the highest level of credit risk.
Type 2 has a low quick ratio, low stockholder's equity to total assets, and high total borrowings to total assets. First, a low quick ratio indicates that the firm does not have the ability to use its assets to quickly retire its current liabilities.
Second, low stockholder's equity to total assets indicates that the financial structure of the firm is not good. Finally, as mentioned above, high total borrowings to total assets means that the firms do not have secure assets that operate in the long term. Thus, it is almost impossible for firms in this cluster to recover as normal companies.
Type 3 has a slightly low total asset turnover and fixed asset turnover. These ratios indicate how well the business is using its total assets or fixed assets to generate sales. As
Bankruptcy types Description
Type 1: Severe bankruptcy Inferior financial statements as compared to other clusters Low retained earnings to total assets and stockholder's equity to total assets High financial expenses to sales and total borrowings to total assets Low total asset turnover and fixed asset turn over Type 2: Lack of stability Relatively low indices of stability as compared to other indices High total borrowings to total assets Low stockholder's equity to total assets and low quick ratio This type has good financial statements for all financial ratios except for the EBITDA to sales for bankrupt firms. Firms in this type have high retained earnings to total assets. In particular, stockholder's equity to total assets is relatively high and financial expenses to sales and total borrowings to total assets are relatively low compared to other clusters. However, the financial condition could get worse according to changes in the economic environment even though the financial structure is in relatively good condition.
The characteristics of each bankruptcy type are summarized in <Table 4>.
After developing the BPN and SOM models, we applied the models to a validation set to test their validity. We then predicted the bankruptcy of firms for the validation set, and classified specific bankruptcy types based on the bankruptcy prediction data from the BPN and SOM models. 
Conclusions
The prediction of bankruptcy has been extensively studied in the accounting and finance field. However, there have been few studies that classify the specific bankruptcy type by using data mining techniques. We proposed a hybrid approach using two ANNs to predict bankruptcy types. As well as predicting the bankruptcy of firms in advance, the proposed model can predict the specific types of bankruptcy.
The sample data was derived from a financial statement and corresponding Korean non-audited construction firms. In this study, the 
