As turbofan engine bypass ratios continue to increase, the contribution of the turbine to the engine and aircraft noise signature is receiving more attention. Understanding the relative importance of the various turbine noise generation mechanisms and the characteristics of the turbine acoustic transmission loss are essential ingredients in developing robust reduced-order models for predicting the turbine noise signature. A computationally based investigation has been undertaken to help guide the development of a turbine noise prediction capability that does not rely on empiricism. Under the auspices of the Fundamental Aeronautics Program, NASA is currently funding core noise research focused on the generation and propagation mechanisms of combustor and turbine noise in the combustor-turbine-nozzle system. Highly detailed numerical simulations of the unsteady flow field inside the first stage of a modern high-pressure turbine were carried out using TURBO. Spectral and modal analysis of the unsteady pressure data from the numerical simulation of the turbine stage show a circumferential modal distribution that is consistent with the Tyler-Sofrin rule, which gives confidence in the approach. Additionally, initial steps have been taken in determining the source strength hierarchy.
INTRODUCTION
The noise signature of a contemporary turbofan engine is comprised of an amalgam of different noise sources, the turbine being just one of those sources. The turbine noise is always discernible in the overall engine noise signature. Its relative importance has been rising with the advent of the ultra high bypass ratio engines and thus the renewed effort to understand and mitigate turbine noise.
Early turbojet engines were dominated by jet noise. With the introduction of low bypass ratio turbofan engines in the early 1960's the jet noise was reduced but noise from the fan, compressor and turbine now became apparent. In the late 1960's the second generation of turbofan engines had even lower levels of jet noise in addition to fan noise reduction features. At this point noise from the turbine became a significant contributor to the engine far field noise signature [1] .
During the 1970's significant effort went into developing models for turbine noise prediction and into developing a better understanding of noise sources. Mathews, et at. [1] provide an overview of the models in use in the early 1970's with an extensive discussion of their limitations. Models from Rolls-Royce, Pratt and Whitney (P&W), NASA, and General Electric are presented and compared. All of the models are 1.) based on average mean flow parameters for the turbine, 2.) assume that a new turbine is of a similar design (extrapolation of noise data is valid) and 3.) are empirically based and thus highly tuned to a particular company's turbine design philosophy. Comparison of all the models to data from a P&W JT8D-109 engine showed marginal agreement with the P&W model giving the best match to data, of course. It is suggested that further research focus on correlation parameters that are more closely related to the physical processes of noise generation, propagation and radiation.
In the mid 1970's some practices for fan-compressor noise reduction were adapted to turbines. This resulted in cutoff and modal design techniques combined with in house design rules that were used into the early 1990's. This body of "corporate-inhouse knowledge" was successful, in general, in keeping turbine noise under control until recently [2] .
Turbines have been getting louder, both in their absolute noise level and in their relative proportion of the total engine noise signature. There are several factors at work to cause this. Firstly, turbine aero design has moved toward lower solidity and closer spacing of the last stage rotor to the turbine exit strut for cost and weight reasons. This leads to lower acoustic transmission loss for noise generated in upstream stages, blade passing frequencies that are closer to the maximum annoyance range, and a stronger tone generated at the exit strut. Secondly, the inability to accurately predict turbine noise early in the design cycle can lead to ill-advised design decisions and thus a final product that has a turbine noise problem but no contingency built in for mitigation. Nesbitt [2] refers to this phenomenon as the 'turbine noise storm'. Due to these issues turbine noise is once again an active research topic.
In addition to noise from the turbine, the term core noise also is commonly understood to include combustor noise and sometimes compressor noise. The focus of this paper is turbine noise but longer term efforts at NASA will also address combustor noise and issues related to combustor turbine coupling influence on noise production.
Under the auspices of the Fundamental Aeronautics Subsonic Fixed Wing Project, NASA is currently funding core noise research focused on the generation and propagation mechanisms of combustor and turbine noise in the combustor-turbinenozzle system. This research effort is comprised of four elements. The first is a combustor noise Large Eddy Simulation work that is funded by NASA and carried out at Stanford University [3] to characterize the temporal and spatial non-uniformities at the combustor exit plane (i.e., Station 4). The second element of this core noise research effort will use the results from the combustor simulations as an inlet boundary condition for a high-pressure turbine (HPT) research investigation focused on the influence of combustor-turbine coupling on core noise generation. In the third element, which is the subject of this paper, simulations of the HPT with time-steady, circumferentially uniform inlet conditions have been underway in order to better characterize the tone noise generation mechanisms and their relative hierarchy. The fourth and final element of the core noise research effort will use the result of the HPT simulation work to serve as the inlet conditions for a low-pressure turbine (LPT) noise simulation study. This so-called inlet condition will naturally include any residual acoustic, vortical or entropic non-uniformity from the HPT that may persist through the last stage of the HPT. A detailed simulation of the LPT will be used to determine tone generation and propagation through the LPT and out the core nozzle exit plane. Ultimately, these four elements working in concert should provide a realistic end-to-end analysis of the combustor-turbine-nozzle subsystem and aid in the development of physics based models for turbine noise.
The initial step in the third element of this research effort is a proof-of-concept demonstration of the utility of the TURBO [4] code to properly account for the essentials of the turbine tone noise generation physics. TURBO is an implicit, unsteady, multistage, Reynolds-averaged, Navier-Stokes, turbomachinery solver usually employed for detailed aerodynamic (i.e., performance) simulations of multi-stage turbomachinery. The first task is to demonstrate that TURBO is a viable solver for this work. With its viability established TURBO can be used to investigate tone noise source mechanisms and blade row transmission loss with the intent of improving reduced order models. In the end, there is still a need for experimental validation of the numerical results. This will need to be done in a realistic engine environment due to the way that the combustor-turbine noise generation mechanisms are likely coupled. As such, the need for detailed measurements in hot, high-pressure environments presents opportunities for instrumentation and experimental capabilities.
The proof-of-concept single stage HPT simulation analysis is presented first, followed by an initial look at source hierarchy, and finally some comments related to the path forward.
HPT SIMULATION 2.1. Simulation setup
The TURBO solver is 3rd order accurate in space, 2nd order accurate in time, and uses double precision variables internally. The computational mesh was constructed such that the 2xBPF frequency content would propagate accurately within the domain. For a 2nd order solver generally accepted practice requires 40 nodes per wavelength thus resulting in meshes that have 10 times the node count of typical aerodynamics meshes [5] .
The vane and blade airfoil counts were chosen so that 1/8th of the annulus is the geometrically periodic sector. The sector airfoil count is 5 vanes and 8 blades, which results in a 40-vane / 64-blade stage which is representative of modern HPT designs. The inlet boundary condition is comprised of a radial profile of total pressure and total temperature, but properties are taken to be uniform in the circumferential direction. A sliding mesh interface transmits information between the blade rows as shown in Fig. 1 . There are 200 nodes along each of the vane and blade chords with 100 nodes in the radial direction. The circumferential node counts are 208 per passage for the vane and 130 per passage for the blade. As a result, the sector domain as a whole contains 80 million nodes. A modified k-ε turbulence model with wall functions was used.
Cooling flows on the blades, vanes, hub, and casing are included in the simulations as source terms at the blade/vane surface nodes. To achieve stable and robust simulations, 300 iterations per blade passing period were used. The flow field was sampled every 10 iterations which gives an effective sampling rate of 365.1 kHz. The blade passing frequency is 11.1 kHz. To achieve a sufficiently resolved FFT, 16 blade passings of time data were acquired to compute spectral content. Note that the geometric period would be 8 blade passings. Further details of the simulation setup can be found in Ref. [6] . Large-scale simulations for turbine engine core noise 
Simulation results
The flow field inside the vane-blade gap contains sizable velocity, pressure and temperature fluctuations. All three of these can produce tone noise when interacting with blades and vanes. Figure 2 shows an instantaneous view of the vorticity field at mid span. The vanes and blades are film cooled (included as source terms on the airfoil surfaces) and thus the vorticity also tracks the location of the cooling flow. Note the film of cold fluid that bathes the vane surface (high vorticity) then forms a cold wake, which is cut by the blades. Note also that the vane wake develops an instability for this case.
The influence of the blade potential field and the velocity gradients in the blade passage are evident in the distortion of the wake. Figure 3 shows an instantaneous view of the absolute velocity, static temperature and static pressure variation through the vane wake at 107% vane axial chord. For reference, the vane-rotor gap is only 29% of vane axial chord at midspan. The wake-to-wake variation is primarily due to the potential field effect of the blades and secondarily to the instability that the wake displays. Because these effects are so pronounced, a time average is not a suitable representation of wake width and depth. Thus, an instantaneous view is used and the wake interrogation plane is located close to the vane trailing edge where maximum non-uniformity could be expected. The curves labelled 'uncooled' will be discussed later in this paper. The velocity wake shown in Fig. 3 (a) for the cooled case has approximately 40% depth. The change in static temperature through the vane aeroacoustics volume 10 · number 1 · 2011 79
Figure 2:
Instantaneous view of the vorticity magnitude on a 50% span surface through the turbine stage. Vorticity tracks the path of the vane and rotor wakes which are significantly colder than the free stream due to the airfoil film cooling. wake, i.e., the thermal wake, is shown in part (c) of Fig. 3 . The thermal wake for the nominal case is approximately 33% deep, which means the wake minimum is several hundred degrees Rankine below the free stream temperature. For completeness the static pressure variation are shown in part (b). The peak-to-peak spatial variation of static pressure is approximately 4 atm. This is a combination of vane trailing edge base pressure, blade potential field and pressure variations due to the cooling flow injection at the vane trailing edge. The tone noise source in this stage calculation is the vane wake being cut by the rotor. Because the blade rows are closely spaced, the strength of the forcing due to vortical, entropic, and potential flow field non-uniformities is large compared to what is typical for a fan stage. Additionally, there are large flow gradients in all directions as well as changes in annulus geometry. All of these factors make the interpretation of acoustic modes more difficult.
Spectral and modal analysis
Time resolved static pressure was extracted from the flow fields at planes throughout the solution domain: upstream of the vane, six locations in the vane-blade gap, and downstream of the blade.
The time series data are reduced by spectral and modal analyses to determine the modes present at the various axial locations in the turbine. Figure 4 shows the modal results for the vane inlet axial location, 50% span, for the 1x, 2x and 3xBPF frequency tones for the cooled turbine. Table 1 tabulates the most significant circumferential modes which also follow the Tyler-Sofrin m = nB ± kV rule. Here m is the mode index, B is the number of rotor blades, V is the number of vanes, n is the frequency index, and k is a free index. The peak mode level for 1xBPF is 140.5 dB for m = −16 (n = 1, k = −2). The second most significant mode at 1xBPF is m = +24 at 130.3 dB. The other 1xBPF modes, not following the Tyler-Sofrin rule, are all 30 dB or more below the Circumferential mode content at the vane inlet analysis plane, mid span. The light blue bars are modes that are not allowed by the Tyler-Sofrin rule.
peak mode level. Therefore, all of the significant modes present are consistent with the Tyler-Sofrin selection rule. Furthermore, the rotor locked mode (m = +64), which decays exponentially with axial distance from the rotor, is not present at the vane inlet. Then, arguably, in a region where the pressure variations should be acoustic in nature, the TURBO code appears to be resolving the acoustic aspects of the flow correctly on the grid used in this study. Figure 5 shows the circumferential mode content in the vane-blade gap. There are many more modes present in the vane-blade gap and the pressure fluctuations cannot be considered acoustic a priori. In fact, since the analysis plane is now within the potential field of the rotor, the pressure fluctuations are likely a combination of both hydrodynamic and acoustic contributions. An evidence of this is that the peak mode at 1xBPF is the rotor locked mode (m = +64) at 177 dB. This amplitude is far higher than typical acoustic levels and the simulation clearly shows the influence of the rotor potential field in the entire vane-blade gap. The next most significant mode at 1xBPF is 82
Large-scale simulations for turbine engine core noise m = +24 at 170.9 dB which is also non-acoustic. All circumferential modes present are allowed by the Tyler-Sofrin relationship thus implying a vane-blade interaction mechanism is responsible. Figure 6 shows the circumferential modes present downstream of the rotor. The modal content is similar to the vane-blade gap, Fig. 5 . The most notable difference is that the counter rotating modes (negative m orders) are substantially attenuated downstream of the rotor. The co-rotating modes (positive m orders) are attenuated to varying degrees. A more detailed analysis of this type will be necessary to build models for transmission loss in turbine blading. Work is ongoing to determine the phase speed of these modes and further validate the simulation.
SOURCE HIERARCHY
The cooling flow source term capabilty of TURBO allows the coolant flow rate and temperature to be controled independently. So in addition to the baseline cooled case described so far, it was also possible to significantly change the temperature of the coolant flow and thus 'fill' the thermal wake. The resulting wake profiles are shown in red in Fig. 3 . The thermal wake depth has been reduced by about 80%. There are small changes to the velocity and static pressure wakes as well.
The resulting change in tone noise generation is shown by mode amplitude versus span, Fig. 7 , for a location in the vane-blade gap. The radial variations of modes m = +64, +24 and −16 are plotted. The rotor locked mode (m = +64) shows reduced amplitude with increasing radius because the blade leading edge is effectively swept back 3.5°axially. That is, the blade leading edge is further from the constant axial 
Figure 6:
Circumferential mode content downstream of the rotor, mid span.
location analysis plane at the tip than at the hub. The m = +24 mode has the characteristics of a propagating mode of its wavelength, that is, constant amplitude with span and axial distance (not shown here). The mode m = −16 shows an unusual behavior in the radial direction. A satisfactory explanation for this anomalous behavior has proved elusive so far and will be pursued in the future. When the thermal wake depth was reduced, SPLs for the modes shown are reduced uniformly by approximately 1.5 dB. This level change is due in part to the reduction of the velocity wake depth. The results indicate that the thermal wake is not a significant factor in noise generation compared with the vortical and potential field mechanisms. In future work the source term capabilities of TURBO will be used to "fill in" the velocity deficit of the vane wake and separate the vortical and potential field influences on tone noise production.
CHALLENGES AND OPPORTUNITIES
The previous discussion has shown the viability of using large scale numerical simulations for making advances in the understanding of core noise sources and transmission losses in blading. One challenge of this approach is the very large computing resources that are required. The simulation presented earlier required more than 200 processors to run and used a terabyte of disc storage per case. The next step is to simulate the entire HPT, five blade rows. This will require on the order of 600 processors and more than 2.5 terabytes of storage per solution. Even though processor and storage resources continue to become cheaper and more available, this magnitude of resources is still only available at relatively few institutions. Additionally the institution must have high-speed networking and large data set visualization capabilities available. These simulations are so large that the visualization must also be done in a parallel fashion. Are there ways to reduce the computing resources required so that faster progress can be made? One unique aspect of this problem is that the wave speeds must be computed correctly within the simulation for the proper modes to form. This leads to very large node counts (40 per wavelength as mentioned earlier) and reducing node count will lead to erroneous results. The errors associated with inadequate resolution are quantified in Ref. 5 . This is different from an aerodynamics calculation where coarse meshes may be adequate to locate regions of low efficiency and, with some expert judgement, the simulation is still valuable. This is not the case for acoustics calculations. Inadequate resolution gives the wrong answer. An overview of the challenges of computational aeroacoustics from a fan noise perspective is in Ref. 7 but many of the comments made are applicable to core noise.
Another method to reduce computing resoures is to use higher order algorithms, thus reducing the number of nodes per wavelength required. One example is the BASS code under development at NASA Glenn [8] . Implementation of these types of algorithms in high-speed, viscous flows with complex blade geometry has proven to be very challenging. For internal flow geometries a signigicant number of nodes is required to define the geometry adequately. This requirement negates some of the advantage of higher order methods. Further work is needed before the higher order methods will be useful for core noise work.
While there is much challenging work to do with simulations of core noise, one of the biggest opportunities is in the area of experimental measurements. All of the ongoing simulation work needs validation data and this will prove exceptionally challenging in the hot, high pressure environment of the combustor-turbine-nozzle system. Also, some unresolved questions in core noise, such as direct versus indirect combustion noise, can only be answered with a coupled combustor-turbine test thus increasing the complexity of the measurement problem. Advances will be needed in both instrumentation and signal processing.
In the area of instumentation, there have been recent advances in microphone technology for very high temperature environments. Two examples of optically based microphones are Refs. 9 and 10. These microphones do not yet have the capability to make measurements at combustor exit temperature conditions. High response temperature instumentation is also necessary since entropic (or thermally based) nonuniformities in the flow are also a possible noise source.
Signal processing algorithms for in-duct measurements will also be necessary. Phased array techniques for internal reverberant environments are being developed but have not yet reached a mature enough stage for practical use. There has been work in rotating microphone techniques for turbine tone noise, Ref 11. So far this has only been applied to a cold low presssure turbine rig. A combination of instrumentation and signal processing advances are needed to measure mode indices and amplitudes in relevelant environments.
The measurement and signal processing techniques must be developed in conjunction with a test facility. There is an ongoing debate as to whether component test facilities are 'good enough' or if engine tests are required. Certainly the instrumentation development will rely on component facilities but the validation measurements may require the more realistic engine environment.
SUMMARY
The use of large-scale numerical simulation to study turbine tone noise generation has been shown to be a viable approach. The computing resources needed to support such simulations are still substantial and the infrastructure to successfully execute and analyze such a simulation is limited to institutions with large computing infrastructure.
Numerical simulations make up only one part of an overall strategy for understanding and modelling core noise. Developing the proper instrumentation and facilities for validation of the core noise models is both a challenge and an opportunity.
