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Introduction
The present thesis represents a very small addition to the enormous field of topological
solitons. It is almost two centuries since the Scottish civil engineer John Scott Russell first
described a solitonic wave propagating down Edinburgh’s Union canal, in 1834 [1]. Though
initially dismissed by the mainstream science of the period, his discovery was vindicated in
the next century, when solitons began to be uncovered in many different contexts, ranging
from cosmology to condensed matter physics to high energy physics. In particular topological
solitons (solitons whose property of stability against decay to the vacuum is guaranteed not
by the integrability of the equations of motion but by the topology of the vacuum manifold)
have come to play a major role in the dynamics of quantum field theories. Following the
seminal work of Seiberg and Witten [2,3], topological solitons have emerged as the dominant
degrees of freedom in the infrared of many quantum field theories. The study of solitons is
therefore intertwined with the long-standing dream of understanding quantum field theories
at strong coupling. Beautiful ideas (that go under the name of electromagnetic duality, its
specific realization Montonen-Olive duality [4] or more generally S-duality), all postulate a
symmetry exchanging solitons with fundamental particles and, at the same time, the weak
and strong quantum regimes. Apart from the deep implications to the quantum dynamics
of field theories at strong coupling (which may shed light on the puzzle of color confinement
in ordinary QCD, realizing the old picture of dual superconductivity [5, 6]), solitons can
be mathematically studied through elegant constructions at the classical level, with wide-
ranging applications at the intersection between physics and pure mathematics. It is against
this quickly expanding background that our work is set.
Vortices are particularly ubiquitous among solitons, from hypothetical cosmic strings
stretching in the skies to the strings confining hadrons inside baryons to the magnetic flux
tubes in type 2 superconductors [7]. A relatively new member of the vortex zoo is a type
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of vortex which supports nonabelian orientational modes, somewhat like spin waves [8, 9].
Such a nonabelian vortex emerges from the symmetry breaking of an ultraviolet symmetry
group G to a nontrivial subgroup H. The scalar potential is chosen so that the vacuum
manifold G/H has nontrivial first fundamental group, which is necessary to stabilize vortex
configurations, and the surviving symmetry group H, acting nontrivially on the vortex,
endows it with orientational moduli, describing the direction of the enclosed nonabelian
magnetic flux in group space. The orientational modes propagating on the vortex worldsheet
have nontrivial dynamics and one can study their low-energy effective action starting from
the full theory [10]. In most of this thesis we will be concerned with a generalization of such
vortex, which has the additional complication of interacting nontrivially with massless gauge
fields living in the 4D bulk. In some preliminary studies, it has been dubbed the gauged
nonabelian vortex [11,12].
The thesis is neatly divided in two parts. The first part gives a more or less system-
atic review about topological solitons in classical and quantum field theories. No claim of
originality is made in the exposition of this already well-established material. The focus
is on the three most important classes of solitons – kinks, vortices and monopoles – which
arise, respectively, in one, two and three dimensions. More precisely, our study is directed
towards a subclass of topological solitons, so called BPS solitons. First discovered at the
classical level [13], BPS solitons have received their most natural interpretation in supersym-
metric theories. It is well-known that BPS solitons can emerge in theories with extended
supersymmetry, with the central charge playing the role of the topological charge [14]. The
importance of this realization is due to the fact that BPS solitons belong to short supermul-
tiplets, preserving half of the SUSY algebra, so that they remain BPS-saturated even after
quantum corrections are accounted for, their mass being equal to the central charge they
saturate. The BPS nature of such objects simplifies matters considerably. In many cases the
effective low-energy theory on the worldvolume of the soliton can be derived and it offers
unique insights into the bulk theory in which it is embedded. The nonabelian string, studied
from 2003 onwards, concretized exactly this hope, by furnishing a way to obtain quantitative
predictions about the bulk theory starting from its 2D dynamics [15, 16].
In the second part, which contains mostly original material, such nonabelian string is
generalized to the case of a local residual symmetry group H. In this case massless fields
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propagate at large distances from the vortex, interacting nontrivially with the orientational
moduli and giving rise to infrared divergences. First, vortex solutions are explored and
explicitly constructed in the BPS limit. In the second chapter, the infrared physics of
the orientational moduli is investigated. The effective low-energy theory is revealed to be
a nonlinear CPN−1 sigma model on the string worldsheet. The integral prefactor, which
multiplies the standard CPN−1 action and which comes form integrating away all gauge
fields of the theory, is plagued by infrared divergences. Such divergences have already been
predicted in a series of works dating back to the 1990’s by Coleman and collaborators [17,18].
Though in the absence of a concrete field theory model, they already argued that the energy
of such nonabelian vortex configurations with unbroken gauge fields in the bulk grows like a
power of the infrared cutoff. The corresponding exponents were shown to be linked to some
exotic properties of the vortices. What we mean usually goes under the name of topological
obstruction: in the presence of a topological defect it may impossible to find a continuous
definition of the Lie algebra of H [19]. A famous example is the the no-go theorem in the
context of non-abelian monopoles [20,21], which results in the non-existence of chromodyons
in classical nonabelian gauge theories. In our model such obstructions are indeed present,
though of a less severe type. The conclusion is that some of the generators of H, when
parallel transported along the vortex, acquire a nontrivial, non-integer phase, which predicts
precisely the exponents describing the powerlike energy divergences. Such a link between
topology and dynamics is worth noticing. In the third chapter, the existence of multivalued
symmetries is shown to be closely linked to the possibility of a nonabelian version of the
usual Aharonov-Bohm effect [22]. This implies that obstructions have physical, observable
consequences, which can be studied for example in a two-slit experiment with a vortex hidden
behind the slit. The conclusion summarizes our work and highlights some striking differences
between the nonabelian vortex studied in the literature and the gauged nonabelian vortex.
We offer our conjecture on this topic and stress the necessity of further investigations.
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Part I
Topological Solitons in Field Theories
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Chapter 1
Kinks
Consider the φ4 lagrangian
L = 12∂µφ ∂
µφ− V (φ) ,
where
V (φ) = λ4 (φ
2 − v2)2 = −12m
2φ2 + λ4φ
4 + λ4v
4 . (1.1)
The parameters v, m and λ are related by
v = m√
λ
.
In two spacetime dimensions the scalar field φ is dimensionless, whereas the coupling constant
λ has dimension of mass squared. The lagrangian is invariant under the transformation
φ → −φ. However, this Z2 symmetry is spontaneously broken since V (φ) has degenerate
minima at φ = ±v. The perturbative content of the theory is a massive scalar particle with
mass
√
2m.
We look for finite energy solutions of the static equation of motion
∂2xφ− λ(φ2 − v2)φ = 0 . (1.2)
Any such solution is a stationary point of the potential energy functional
U [φ] =
∫
dx
(1
2(∂xφ)
2 + V (φ)
)
. (1.3)
Notice that we can formally consider U as the action of a system with lagrangian coordinate φ
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moving in the inverted potential−V and with the spatial coordinate x playing the role of time
t. Finiteness of the energy requires that φ tends sufficiently fast to a vacuum configuration
at x = ±∞. Let’s define
φ− = lim
x→−∞φ , φ+ = limx→+∞φ .
The space of all finite energy configurations splits into 4 different classes labeled by (φ−, φ+),
with φ− and φ+ equal to either −v or v. Two obvious solutions of (1.2) are the uniform vacua
φ = v or φ = −v everywhere. However they are not the only ones. We can construct an
explicit solution of the equation of motion as follows. Consider any configuration smoothly
interpolating between, for example, −v at x = −∞ and v at x = ∞. In general it is not a
solution of the static equation of motion. That is, it can be continuously deformed in such
a way as to lower its potential energy. The process is continued until a minimum of U is
reached. It is reasonable to assume that this procedure produces a finite energy solution
interpolating between different vacua. Such an object in 1 + 1 dimensions is also called a
kink (the antikink corresponds to the solution of (1.2) with the alternative choice φ− = v
and φ+ = −v) and in higher dimensions a domain wall.1
The stability of such solutions is guaranteed by the topology of the vacuum manifold.
Consider plotting the potential energy V of equation (1.1) as a function of φ and x, as in
figure 1.1b. We have a double valley separated by a hill. One possibility is that φ lives
entirely in one of the two valleys: these are the uniform vacua solutions. We can imagine
small fluctuations around the bottom of the valley which would increase its energy and
represent φ particles. Another possibility is that φ lives in one of the valleys at x = −∞ and
in the other at x = +∞. Among these configurations there will be one which has minimum
energy – but higher energy than the uniform vacua because somewhere around the origin φ
has to get across the hill. Nonetheless such a solution is stable, since to push φ entirely into
one of the valleys an infinite amount of energy would be required. The point is that the two
1In general the codimension of a soliton is the minimum number of spatial dimensions in which it can live. Given a soliton
solution, it is possible to embed the same object in higher dimensional spaces simply by imposing that the soliton solution doesn’t
depend on the newly introduced coordinates. When the dimensionality of space coincides with the codimension, solitons can
be interpreted as particles with a finite energy. In higher dimensional theories they become extended object with finite energy
density.
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(a) The scalar potential energy of the φ4 lagrangian. (b) The four distinct finite energy configurations:
red and green are the uniform vacua, yellow and
blue the soliton and antisoliton.
Figure 1.1: The φ4 model.
vacua are degenerate: if one of the valley were deeper, φ could gradually slide from the other
valley to the deeper one lowering its energy and such a configuration would be unstable.
The existence of kinks is therefore the signature of a degeneracy among disconnected vacua
– usually the result of a spontaneous breaking of a discrete symmetry.
We can also define a current
Jµ = 12v 
µν∂vφ ,
which is automatically conserved because of the antisymmetry of the  tensor. The corre-
sponding charge is
Q =
∫
dx J0 = 12v (φ+ − φ−)
and it is equal to 1 for the kink and −1 for the antikink. Q is called a topological charge
because its conservation is not a consequence of an underlying symmetry of the lagrangian
and its value is uniquely fixed by the choice of the boundary conditions, that is by the choice
of the topological sector to which the solution belongs.
We try now to solve equation (1.2). Using our mechanical analogy we notice that the
quantity
E = (∂xφ)
2
2 −
λ
4 (φ
2 − v2)2 ,
— 9 —
(a) Kink and antikink solutions. (b) The energy density 12 (∂xφ)
2 + V (φ) for the φ4 kink.
Figure 1.2: The φ4 kink.
which is really the analog mechanical energy, is a constant: ∂xE = 0. Using the boundary
condition φ+ = v, this constant must vanish. Having found an integral of motion, we can
cast our second order differential equation (1.2) into a first order differential equation,
∂xφ = ±
√
λ
2 (φ
2 − v2) . (1.4)
For the kink solution (with boundary conditions φ− = −v and φ+ = v) we must choose the
minus sign and for the antikink (with boundary conditions φ− = v and φ+ = −v) the plus
sign. Equation (1.4) can be integrated,
x = −
√
2
λ
∫ φ dφ
φ2 − v2 =
√
2
m
tanh−1
(
φ
v
)
+ x0 ,
where x0 is an integration constant. The explicit solution is
φ(x) = v tanh
[
m√
2
(x− x0)
]
. (1.5)
The soliton center x0 is an example of a soliton modulus, that is a parameter labeling a
family of solutions with the same energy. In our case its existence follows from the fact
that the original theory is translation invariant, whereas the kink solution breaks the same
symmetry. Acting on any solution φ(x) with the translation operator exp( ∂x) generates a
new solution φ(x+ ) degenerate in energy with φ(x).
By substituting our solution (1.5) into (1.3) we find that the energy of the kink is Mcl =
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2
√
2m3/3λ. The kink is localized around x0, in the transition region between the two vacua,
where the kink receives the biggest contributions from both the gradient energy term and
the scalar potential term. It is natural to interpret the kink as a physical particle: it has a
mass M , it is localized, it can be placed anywhere along the line. The antikink solution has
the same mass M and opposite topological charge, so it represents its antiparticle. Since
the kink is a solution of the static equation of motion, it is in particular a solution of the
full equation of motion and since the theory is Lorentz invariant, by applying a Lorentz
transformation to a kink solution, we get another solution,
φ(t, x) = v tanh
[
m√
2
x− vt− x0√
1− v2
]
, (1.6)
which describes a Lorentz-contracted kink moving with constant velocity v. The correspond-
ing energy is M/
√
1− v2.
The same methods can be applied to the case of an arbitrary potential V (φ). The static
equation of motion to be solved is
∂2xφ− ∂φV = 0 ,
that implies, following the same line of reasoning as before,
∂xφ = ±
√
2V (φ) . (1.7)
Integrating (1.7) we find the virial identity
∫
dx
(∂xφ)2
2 =
∫
dx V (φ) . (1.8)
Integrating (1.7) yields
x = ±
∫ φ dφ√
2V (φ)
. (1.9)
Computed for our kink solution, the total energy U , which is interpreted as the kink classical
mass, is
2
∫
dx V (φ) =
∫
dφ
√
2V (φ) ,
where we made use of equations (1.8) and (1.7) and the integral is computed between the
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two adjacent vacua through which the kink interpolates. Just as in the φ4 theory we imagine
shifting V so that V vanishes at its minima. Therefore the integral of equation (1.9) diverges
when φ approaches one of the minima. As x ranges from −∞ to ∞, φ varies monotonically
from one minimum to the next one. There are no soliton solutions connecting non adjacent
minima.
1.1 Moduli space approximation
We wish now to discuss the so called moduli space approximation [23], a technique that
will be of use to us in the following to study effective theories in the low-energy regime
and that is best introduced in the simple context of one dimensional solitons. Suppose that
solving the static equations of motion has led to soliton solutions of the form φ(x; a), where
a is a collection of moduli. The existence of the moduli is a consequence of the fact that
generally φ is not invariant under the full symmetry group of the theory. Acting on φ with
the broken generators produces a new solution degenerate in energy with the original one.
For example, in the φ4 theory, solitons have a well-defined centre, so the symmetry that is
broken is translational symmetry and the moduli space, i.e. the space of all possible values
of the moduli, is the real line R. The moduli space approximation assumes that the solution
to the full equation of motion, at any fixed time, is given by a solution of the static equation
of motion for an appropriate choice of the moduli. That is the solution can be written
as φ(x; a(t)), where now the moduli are promoted to moduli fields. The approximation is
then reliable under the assumption of adiabatic evolution, i.e. in the low-energy regime.
Substituting in the action
S[φ] =
∫
dt dxL(φ, ∂φ) ,
with L = 12∂µφ ∂µφ− V (φ), one finds
S[φ(x; a(t))] =
∫
dt dx
1
2 gij a˙ia˙j −M . (1.10)
M is the static energy or, equivalently, the mass of the soliton. The first term of (1.10) is
an effective low-energy action for the moduli fields and it consists of a sigma model on the
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moduli space with metric tensor ∫
dx gij =
∫
dx
∂φ
∂ai
∂φ
∂aj
.
The effective action describes massless excitations which, if the metric depends on the moduli
fields, interact nontrivially. The equations of motion for the moduli fields are
a¨k + Γkjla˙j a˙l = 0 ,
where
Γkjl =
1
2g
ki
(
∂gij
∂al
+ ∂gli
∂aj
− ∂gjl
∂ai
)
is the Levi-Civita connection. The approximate solutions are the geodesics on the moduli
space. For the φ4 kink the effective action is
Seff =
1
2
∫
dt
(∫
dx (∂xφ)2
)
a˙2 = M2
∫
dt a˙2 .
In this simple case the metric is flat but in general the effective action might be a complicated
non-linear sigma model. The equation of motion gives a = vt with v a constant. The solution
is φ(x − vt), to be compared with the exact solution φ(γ(x − vt)), equation (1.6). The
approximation holds for small velocities v  1, the main difference with the exact solution
is that Lorentz contraction of the kink profile is not taken into account. Our treatment can
obviously be generalized to higher dimensions. For example we will make use of the moduli
space approximation in deriving the low-energy effective action for the orientational degrees
of freedom of the nonabelian vortex, discussed in section (2.6).
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Chapter 2
Vortices
Vortices are solitons of codimension 2. In 2 + 1 dimensional theories vortices are particles,
in 3 + 1 dimensional theories they are strings.
2.1 The global vortex and Derrick’s theorem
Consider the theory of a complex scalar field
L = |∂µφ|2 − V (φ) , (2.1)
where
V (φ) = λ(|φ|2 − v2)2 .
The vacuum manifold M is |φ| = v, the phase of φ is arbitrary so M is topologically a
circle S1. The theory has a U(1) global symmetry φ→ eiαφ which however is spontaneously
broken. The perturbative content of the theory is a scalar particle of mass 2
√
λv and a
massless Higgs boson.
Suppose now that, traversing the circle at spatial infinity, the phase of φ goes through an
integer number n of full rounds,
φ→ veinθ , as r →∞ . (2.2)
Such an asymptotic winding cannot be unwound by a continuous deformation.
However, the corresponding energy is divergent, both in the infrared and in the ultraviolet.
At large distances the energy is logarithmically divergent, since the spatial derivative goes
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like 1/r,
∂iφ→ −inijxi
r2
φ , as r →∞ .
At small distances there is also a logarithmic divergence, unless we multiply (2.2) by a profile
function ϕ such that ϕ(0) = 0.
The large distance divergence is more fundamental. In fact, Derrick’s theorem [24] states
that theories including only scalar fields in dimension greater than 1 admit no soliton solu-
tions. Such a theory in d spatial dimensions would have a general lagrangian of the form
L = 12gab(φ)∂µφa∂
µφb − V (φ) . (2.3)
Any static solution is a stationary point of the potential energy
U [φ] = EK [φ] + EV [φ] =
1
2
∫
dx gab(φ)∂iφa∂iφb +
∫
dx V (φ) .
Suppose now that we have a solution ϕ. Consider the variated configurations ϕλ(x) ≡ ϕ(λx).
Since ϕ is a stationary point of U [φ] for all fields variations, in particular it must be a
stationary point among the family of configurations ϕλ. That is, the function of λ
E(λ) = U [ϕλ]
must have a stationary point at λ = 1. Since E(λ) = λ2−dEK [ϕ] + λ−dEV [ϕ] we have the
constraint
(d− 2)EK [ϕ] + dEV [ϕ] = 0 .
For d = 1 we recover the virial identity (1.8). For d = 2 the scalar potential EV must vanish,
which implies that φ takes values in the vacuum manifold everywhere – not only at spatial
infinity. In our model (2.1), this implies that there are no soliton solutions since φ must
vanish at least at one point.1 For d > 2 both the kinetic and scalar potential terms must
vanish, so φ must assume the same vacuum value everywhere. One simple way to evade
1This can be understood as follows. Consider a vortex solutions such that φ(r =∞, θ) = veinθ. n is called the vorticity and it
counts how many times the phase of φ winds around the vacuum manifold. We can write n as n =
∮
dl ·∇Arg(φ)/2pi, computed
along a circle at spatial infinity. Now, when we change continuously the path of integration, n should also vary continuously
but since it is an integer it remains constant, unless φ vanishes at some point where its phase becomes undetermined.
— 15 —
the theorem would be to add interactions with a sufficient number of derivative. A more
sensible possibility is to gauge the theory. Gauge fields appear inside covariant derivatives
so we must consider the variated fields
ϕλ(x) = ϕ(λx) ,
Ai λ(x) = λAi(λx) .
Define as before
E(λ) = EA[Ai λ] + EK [Ai λ, ϕλ] + EV [ϕλ] = λ4−dEA[Ai] + λ2−dEK [ϕ,Ai] + λ−dEV [ϕ] ,
which must be stationary at λ = 1. This gives the condition
(d− 4)EA[Ai] + (d− 2)EK [ϕ,Ai] + dEV [ϕ] = 0 .
We conclude that our theory of gauge fields minimally coupled to scalar fields admits soliton
solutions in d = 2 and d = 3.
2.2 The Abrikosov-Nielsen-Olesen vortex
In this section we cure the divergences of the global vortex by gauging the U(1) symmetry.
The Abrikosov-Nielsen-Olesen (ANO) vortex [7] arises in the abelian Higgs model
L = −14F
2
µν + |Dµφ|2 − V (φ) , V (φ) = λ(|φ|2 − v2)2 .
The electromagnetic field strength is defined as
Fµν = ∂µAν − ∂νAµ
and the scalar covariant derivative as
Dµφ = ∂µφ− ieAµφ .
Usually the gauge is chosen so that in the uniform vacuum Aµ = 0 and φ = v. The U(1)
local symmetry is spontaneously broken and the photon becomes massive, with mass
√
2ev.
The real scalar which is not eaten by the Higgs mechanism becomes a massive Higgs boson,
— 16 —
(a) Profile functions for the ANO vortex: blue is ϕ, yellow is
f and green is the energy density for e = v = 1.
(b) The gauge field vector potential for the
ANO vortex.
Figure 2.1: The ANO vortex.
with mass 2
√
λv. The ratio of the two masses characterizes the superconductor type: if the
mass of the Higgs is the smallest the vortices attract each other (type I superconductor),
if viceversa the photon mass is the smallest the vortices repel (type II superconductor).
The intermediate case, which implies λ = e2/2, is known as the BPS case [13]. For this
special choice of the scalar coupling, the string tension (or the mass of the vortex, if the
z-dependence is suppressed) can be rewritten via Bogomolny trick as2
T =
∫
d2x
[
1
4F
2
ij + |Diφ|2 +
e2
2 (|φ|
2 − v2)2
]
=
=
∫
d2x
{
1
2
[
B + e(|φ|2 − v2)
]2
+ |(D1 + iD2)φ|2
}
+ 2pinv2 ,
where B = F12 is the magnetic field. The minimal tension is TBPS = 2pinv2. The Bogomolny
equations are
B + e(|φ|2 − v2) = 0 , (D1 + iD2)φ = 0 .
2We are assuming that A0 = 0 and ∂0Ai = 0, i.e. no electric field is present. i, j range over the values 1, 2 – which correspond
to the coordinates in the plane transverse to the string.
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For the elementary n = 1 vortex, we consider the following ansatz for φ,
φ = veiθϕ(r) .
The gauge field ansatz then is fixed by the requirement of finite energy,
Ai(x) = −1
e
ijxj
r2
(1− f(r)) .
The boundary conditions at infinity are chosen so that Diφ vanishes, which implies ϕ → 1
and f → 0. The boundary conditions at zero must guarantee regularity, so that ϕ(0) = 0
and f(0) = 1. The Bogomolny equations, passing to the adimensional variable ρ = evr,
become
−1
ρ
f ′ + ϕ2 − 1 = 0 , ρϕ′ − fϕ = 0 .
No analytical solution is known but the equations can be easily integrated numerically (see
2.1a).
2.3 Vortices and the fundamental group of M
As we just saw, the possibility of vortices is linked to the existence of non-contractible loops
in the vacuum manifold, so that the vortex cannot dissipate. We wish now to explain in
general terms the connection between vortices and the topology of the vacuum manifold.
For the moment we limit ourselves to global vortices. Consider a generalization of (2.1)
with n scalar fields φ and a scalar potential V (φ). V has a family of degenerate minima that
form a manifold, the vacuum manifoldM. We assume that the degeneracy is a consequence
of a symmetry group G broken spontaneously to a subgroup H by the vacuum expectation
value of φ.3 Given a fixed φ, G acts on φ like φ → D(g)φ, where D is a n-dimensional
representation of G. Because G is a symmetry group, if φ0 is a minimum of V so is D(g)φ0
for any g. Furthermore all minima of V can be obtained in this way starting from an arbitrary
point on the vacuum manifold. There is therefore a correspondence between elements of G
and minima of V . This correspondence is 1–1 only in the case that G is completely broken.
3It is possible that V has degenerate minima which are not a consequence of a symmetry, but then the degeneracy is usually
removed by higher order quantum corrections.
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Let us assume that G is broken to a subgroup H, that is D(h)φ0 = φ0 for any h ∈ H. We
define two elements g1 and g2 of G to be equivalent if there exists h ∈ H such that g1 = g2h.
Then g1 and g2 have the same effect on φ0 since D(g1)φ0 = D(g2)D(h)φ0 = D(g2)φ0. There
is a 1–1 correspondence between equivalence classes in G/H and minima of V , soM = G/H.
Now we introduce the concept of homotopy of paths in M. A continuous function f :
[0, 1]→M such that f(0) = f(1) = x0 is called a closed path with base point x0. Two such
paths f and g are said to be homotopic if there exists a continuous function k : [0, 1]×[0, 1]→
M such that
k(0, t) = f(t) , k(1, t) = g(t) , k(s, 0) = k(s, 1) = x0 . (2.4)
That is, two paths are homotopic if there exists a continuous sequence of paths interpolating
between the two. One can define a product on the space of paths. Given circuits f and g,
their product is defined as
(f ◦ g)(t) =

f(2t) , 0 ≤ t ≤ 1/2 ,
g(2t− 1) , 1/2 ≤ t ≤ 1 .
That is, f ◦ g is the path obtaining by first going around f and then around g. An inverse
path f−1 can be defined as going around f in the opposite direction
f−1(t) = f(1− t) .
Homotopy is an equivalence relation so we can divide the space of all possible paths on a
manifold M into homotopy classes. Let [f ] denote the homotopy class of paths homotopic
to f . The definition of product of paths can be extended to homotopy classes
[f ] ◦ [g] = [f ◦ g] , (2.5)
because the product of any path homotopic to f with any path homotopic to g is homotopic
to f ◦ g. The homotopy class of the trivial path f(t) = x0 for all t, which we denote as [I],
has the properties [g] ◦ [I] = [I] ◦ [g] = [g] and [g] ◦ [g−1] = [I] for any [g]. [I] is therefore the
identity element. Also, the product of homotopy classes defined in (2.5) is associative. Thus
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we have defined a group structure on homotopy classes with identity element [I]. It is called
the fundamental group or first homotopy group pi1(M, x0) of the manifold M at x0. If M
is connected, the fundamental group is independent of x0. Any path beginning and ending
in x0 can be mapped to a path beginning and ending at y0 by taking the product of a path
from x0 to y0, the path at x0 and the inverse path from y0 to x0. This mapping preserves
all of the homotopy relations between paths and thus defines an isomorphism between the
fundamental groups at x0 and y0. If the two groups are abelian, the isomorphism between
them doesn’t depend on the choice of the path from x0 to y0.
Let us consider some examples:
(i) Take M = S1. Each homotopy class can be characterized by the number of times
each path winds around S1 with counterclockwise (clockwise) windings counted positively
(negatively). Under multiplications the winding numbers add. Thus the fundamental group
is the additive group of integers Z.
(ii) Take M = S2. Consider any closed path on the sphere. Remove from the sphere a
point through which the path doesn’t pass. Then the sphere is homeomorphic to the plane.
Since every closed path in the plane can be deformed to a point, pi1(S2) = 0 and in general
pi1(Sn) = 0.
(iii) Take as M a plane with two point removed and consider a path [a] encircling the
first point and a path [b] encircling the second point. Then [a] ◦ [b] ◦ [a−1] ◦ [b−1] cannot be
deformed to a point but [a] ◦ [a−1] ◦ [b] ◦ [b−1] is deformable to a point. So in this case the
fundamental group of M is nonabelian.
(iv) Lie groups are also manifolds so it is possible to study their fundamental groups.
Consider the case of the groups SO(3) and its universal cover SU(2). SU(2) is the group of
2× 2 unitary matrices with unit determinant. Any such matrix can be written as
U = a0 + ia · σ , a20 + a2 = 1 .
So SU(2) is topologically the 3-sphere S3. SO(3) is the group of rotations. Any given
element g of SO(3) can be associated with the vector along the axis of rotation of g and
with magnitude equal to the angle of rotation. So SO(3) is topologically a ball of radius pi
with antipodal points on the sphere identified, since a rotation by pi around nˆ and around
−nˆ have the same effect. SU(2) is the double cover of SO(3). Explicitly, the rotation of
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angle θ around nˆ is mapped to the element of SU(2)
U(θ, nˆ) = cos
(
θ
2
)
+ inˆ · σ sin
(
θ
2
)
.
While the range 0 ≤ θ ≤ 2pi covers SU(2) once, it covers SO(3) twice. In fact U(θ, nˆ) and
U(2pi − θ,−nˆ) are mapped to the same element of SO(3). Since U(θ, nˆ) = −U(2pi − θ,−nˆ)
the elements of SU(2) corresponding to the same element of SO(3) are antipodal point on
S3. SO(3) can therefore be thought of as the upper half of S3, including the equator (which
is really a two-sphere) with antipodal points identified. This yields the previous construction
of SO(3) in terms of a three-dimensional ball.
We may also argue as follows. Every Lie group G has a universal cover G˜ which is simply
connected and G is isomorphic to the quotient space G˜/K, where K is some subgroup of the
center of G˜.4 In our case the center of SU(2) consists of the identity 1 and z = −1. This
is the cyclic group Z2 (in general the center of SU(N) is the cyclic group ZN). Define an
equivalence relation under which every SU(2) matrix U is equivalent to zU = −U . Because
z commutes with all elements of the group this equivalence relation is compatible with the
group multiplication so we can build the quotient group SU(2)/Z, which is SO(3).
Let us now investigate how their fundamental groups are related. Any path in SU(2) can
be mapped to a unique path in SO(3). If the path is closed in SU(2) it is also closed in
SO(3), since SU(2) is simply connected the path is contractible in SU(2) and therefore also
in SO(3). A path in SU(2) beginning at U and ending at the antipodal point zU is also
mapped to a closed path in SO(3), however it is not contractible in SU(2) and so neither in
SO(3). If the path goes from U to −U and then back to U then it is contractible, both in
SU(2) and in SO(3). Thus we have proved that
pi1(SU(2)) = 0 ,
pi1(SO(3)) = pi1(SU(2)/Z2) = Z2 .
(2.6)
In fact it is true in general that, for a simply connected group G with a finite subgroup
K, pi1(G/K) = K. This follows from the existence of an exact sequence of homotopy groups.
4The center of a group is defined as the set of elements that commute with every other element of the group and it is a
subgroup.
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Given a Lie group G and a compact Lie subgroup H the sequence of homomorphisms
· · · → pin(H)→ pin(G)→ pin(G/H)→ pin−1(H)→ pin−1(G)→ pin−1(G/H)→ . . .
is exact, that is the image of each map is isomorphic to the kernel of the next. For example,
in the case above of G simply connected and H discrete, the fact that the sequence
pi1(G)→ pi1(G/H)→ pi0(H)→ pi0(G)
is exact implies that 0 → pi1(G/H) → H → 0 is exact, where 0 is the trivial homotopy
group. Since (looking at the first arrow) the image of the trivial group (which must be the
identity in pi1(G/H)) becomes the kernel of the next, pi1(G/H) = H. In general when there
is a subsequence of two groups, with the trivial group before and after, the two groups are
isomorphic.
We have discussed example (iv) to make the following observation. At the perturbative
level the distinction between groups with the same Lie algebra is unimportant, but the
distinction becomes important when we study topological solitons. We can always assume
that G is simply connected by considering its universal cover, even if not all fields of the
theory transform under a faithful representation. However the choice of G determines the
choice of the unbroken group.
Another subtle point we wish to clarify is that vortices are not associated to homotopy
classes, but rather to free homotopy classes. Given a configuration which defines a non-
contractible path in M, one can imagine deforming continuously our fields, moving around
inside the same homotopy class, until a minimum of the energy is reached. Such a con-
figuration is a vortex. However, homotopy is an equivalence relation between closed paths
with the same base point. Our arguments for the existence of a vortex did not require that
the value of φ be kept fixed at a given point. So we are interested in paths that are freely
homotopic: two paths are freely homotopic if they satisfy the first two, but not necessarily
the third, of the conditions (2.4). If two paths are homotopic they are freely homotopic, the
converse however need not be true. Consider again the plane with two point removed and
two paths enclosing the second point but passing the first from opposite sides. They can
only be deformed into each other with the help of a third circuit a. Thus g is homotopic to
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a ◦ f ◦ a−1. When two closed paths with the same base point are related with the help of a
third closed path at the same base point, they will be called conjugated. Conjugation is an
equivalence relation. If the fundamental group is abelian, each conjugacy class contains a
single homotopy class; but if the fundamental group is nonabelian, as in the previous case,
then a conjugacy class can contain several homotopy classes. Note that the ambiguity in the
isomorphism between fundamental groups at different points is entirely within a conjugacy
class, so in terms of conjugacy classes the mapping is independent of the choice of the path
between the two points.
Up to now we have connected the existence of topological vortices to the fact that the
fundamental group of the vacuum manifold is nontrivial. We also want to connect the group
structure of pi1(M) to the physical properties of the vortices. Let’s consider a theory which
admits vortex solutions. We assume that the energy density of each vortex is concentrated
within a finite region and that outside the Higgs field φ rapidly approaches its asymptotic
value. If the vortices are sufficiently separated, one can envision assembling them in mul-
tivortex configurations. This requires that their asymptotic value be glued continuously
together. Suppose we have n vortices. First, each vortex is gauge transformed so that it
takes its asymptotic values outside a circle around the core. Next, each of the n vortices
is gauge transformed so that it takes a fixed value φi everywhere outside the circle, except
inside a wedge-shaped region where all the winding is contained (i from 1 to n). If the
vacuum manifold is connected there is always a path that connects φi to a reference value
φ0, the same for all the vortices. Enclose each wedge inside a larger wedge and make another
gauge transformation so that each vortex smoothly evolves along the path from φi to φ0, as
one moves from the internal wedge to the external wedge. At this point all vortices can be
glued together. Now, as one traverses a big circle at infinity, the homotopy class [hi] of each
vortex is determined by the portion of the path that falls inside the wedge. Notice that there
are two ambiguities in our construction. First, as discussed before, the path that goes from
φi to φ0 is not unique and may give different results. Second, each wedge can be oriented
in different ways as long as wedges never intersect. This makes the homotopy class of the
multivortex configuration ambiguous. If all the vortices are oriented in the same direction
then one would obtain [h1] ◦ [h2] ◦ · · · ◦ [hn]. But one may also obtain any other permuta-
tion of the [hi]. However, if pi1(M) is abelian then both ambiguities disappear. The group
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Figure 2.2: Two different patchings of multiple vortices, according to the procedure described in the text.
composition rule is interpreted physically as the assembling together of multiple vortices.
2.4 Higher homotopy groups
The natural generalization of the fundamental group is to consider maps from n-spheres Sn
to the vacuum manifold. We start with the case of mappings from a 2-sphere S2 toM. First
we map the asymptotic two-sphere at infinity to a square S in the plane. We can imagine
puncturing the ball by removing a small disk around the north pole and then stretching the
surface into a square until the perimeter of the disk becomes the perimeter of the square. The
square is covered with coordinates s and t, ranging between 0 and 1. A continuous function
on the sphere is now a continuous function in s and t on the square, with the constraint that
it maps to the same point everywhere on the boundary: f(0, t) = f(1, t) = f(s, 0) = f(s, 1).
Consider now two continuous functions f and g mapping the north pole to the same x0 ∈M.
They are homotopic if there exists a continuous map k : S × [0, 1]→M such that
k(s, t, 0) = f(s, t) , k(s, t, 1) = g(s, t) , k(0, t, u) = k(1, t, u) = k(s, 0, u) = k(s, 1, u) = x0 .
Homotopy is an equivalence relation, we can therefore consider classes of homotopic mappings
and define a product on them by [f ] ◦ [g] = [f ◦ g], where
(f ◦ g)(s, t) =

f(s, 2t) , 0 ≤ t ≤ 1/2 ,
g(s, 2t− 1) , 1/2 ≤ t ≤ 1 .
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Figure 2.3: Proof that pi2 is always abelian. On the borders and inside the darkened regions, both functions
are equal to x0; the arrows denote continuous deformations.
The product of homotopy classes is associative, the identity element is the class of map-
pings homotopic to the constant map, the existence of an inverse follows from the fact that
f(s, t) ◦ f(s,−t) is homotopic to the identity. We have thus defined the second homotopy
group pi2(M, x0). The corresponding solitons, living in three spatial dimensions, are called
monopoles. Notice that, in contrast to pi1, pi2 is always abelian (see figure 2.3) and the same
is true for all n ≥ 2. IfM is connected the dependence on the base point x0 can be omitted
since groups based at different points are isomorphic (it is sufficient to consider a tube going
from x0 to y0 and back again). The isomorphism can however depend on the choice of the
tubes from x0 to y0 and back. If two tubes are chosen such that they can be combined
to form an annulus that can’t be contracted to a point, then there will be maps that can
be deformed into each other only if we consider freely homotopic maps. In most cases this
ambiguity is not present and each monopole solution is assigned to a unique homotopy class
and has a unique topological charge, multimonopoles configurations can be combined and
the topological charges add. If there is an ambiguity, as for example in the presence of Alice
strings, a monopole solution can correspond to different homotopy classes.
The case of general n is easy to understand by extension of our arguments for the case
n = 2 and leads to the definition of the n-th homotopy group pin of the manifold. We collect
some results about computations of higher homotopy groups. As we have seen pi1(S1) = Z.
Similarly pin(Sn) = Z. Also, if k < n, pik(Sn) = 0, since one may imagine removing a point in
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Sn through which the image of Sk doesn’t pass, the resulting space is topologically Rn and
pik(Rn) = 0. The situation is more difficult when k > n. For example, for k > 1, pik(S1) = 0
but, for 1 < n < k, pik(Sn) is not trivial. If G is a compact connected Lie group, pi2(G) = 0
by a theorem proved by Cartan. pi3 on the contrary can be nontrivial. The simplest way
to see this is by noticing that pi3(SU(2)) = Z, using the fact that SU(2) is topologically
a 3-sphere. Every nontrivial map from the 3-sphere to SU(2) defines also a map from the
3-sphere to SU(N), for N > 2, since SU(N) always contains a SU(2) subgroup. Such maps,
even if SU(2) is embedded in the larger group SU(N), can never be untwisted and so one
has pi3(SU(N)) = Z too.
Recall that the existence of vortices is dependent on the fact that pi1(M) is nontrivial.
Similarly, in one dimension we may have classified kink solutions by pi0(M), which in general
is not a group and just counts the number of disconnected components of M. In three
dimensions, monopole solutions are classified by pi2(M) since for R3 spatial infinity is a two-
sphere. In four dimensions, instanton solutions are classified by pi3(M) since for R4 spatial
infinity is a 3-sphere.5 This establishes a general connection between topological solitons
and the theory of homotopy groups.
2.5 Miscellaneous vortex examples
We present here some examples. The Alice strings are particular interesting for what we are
going to discuss in part II.
(i) Z2 vortices. Consider an SU(2) gauge theory with two scalar fields φ and ϕ trans-
forming in the adjoint representation. The scalar potential is
V (φ, ϕ) = λφ4 (φ
2 − v2φ)2 +
λϕ
4 (ϕ
2 − v2ϕ)2 + g(φ · ϕ)2 .
We used the fact that a field in the adjoint representation of SU(2) transforms as a three-
dimensional vector and defined φ2 ≡ φaφa, ϕ2 ≡ ϕaϕa and φ ·ϕ ≡ φaϕa. If g is negative then
φ and ϕ must be parallel at the minima of V and the symmetry is broken to U(1). If g is
positive then φ and ϕ are orthogonal vectors of lengths vφ and vϕ and the SO(3) symmetry
5Instantons can be thought of as both solitons in 4+1 dimensions or as classical tunneling solutions for the 3+1 dimensional
theory after euclidean continuation.
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is completely broken. In this case pi1(SO(3)) = Z2, from equation (2.6). For the vortex
solution one could take the rotationally symmetric ansatz
φ = vφ (0, 0, 1) ,
ϕ = vϕf(r) (cos θ, sin θ, 0) ,
Ai =
1
e
ijxj
r2
a(r) (0, 0, 1) .
φ is fixed and only ϕ and Ai are winding – they are essentially embeddings of the ANO
vortex into the U(1) subgroup generated by t3. A similar ansatz is obtained exchanging φ
and ϕ. Solutions of higher vorticity can be looked for with the ansatz
φ = vφ(0, 0, 1) ,
ϕ = vϕf(r)(cos(nθ), sin(nθ), 0) ,
Ai =
n
e
ijxj
r2
a(r) (0, 0, 1) .
However, since the fundamental group of G is Z2, this solution has vanishing topological
charge for n even and topological charge 1 for n odd. In particular, the antivortex solution
n = −1 is in the same topological class as the vortex solution n = 1.
Topology however is not the whole story and dynamical considerations may forbid a
decay which topological reasonings would allow. Suppose that the two Higgs fields have
vastly different energy scales, for example vφ  vϕ. At energies intermediate between vϕ
and vφ the theory has an unbroken U(1) symmetry, with a single complex Higgs field formed
from the components of ϕ orthogonal to the direction of 〈φ〉. Then vortex solutions with all
values of n would be possible. In particular an n = 2 vortex configuration becomes stable.
This is due to the fact that if we proceed to untwist ϕ we induce a twisting of φ and within
the vortex core this has an energy cost of order vφ, which by assumption is very big.
(ii) Alice strings Consider an SO(3) gauge theory with a Higgs field φ which we represent
as a symmetric traceless 3× 3 matrix. φ transforms as follows under SO(3):
φ→ φ′ = RφRt ,
where R is a 3 × 3 rotation matrix. Suppose that V (φ) is chosen such that it reaches its
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minimum value when φ has two equal eigenvalues. The vacuum manifold is therefore the set
of matrices
R

v
v
−2v
Rt = vR(1− 3 zˆ · zˆt)Rt = v(1− 3 nˆ · nˆt) . (2.7)
Since nˆ is a generic unit vector, M is a sphere S2 but with antipodal points identified, that
is M = RP 2, the real projective plane. Topologically it is a Mo¨bius strip glued to a disk.
Closed paths on M can include jumps from a point on the boundary of the disk to the
antipodal point. Jumps can be eliminated in pairs by continuous deformation. Therefore
closed paths involving an even number of jumps are contractible to a point; closed paths
involving an odd number of jumps are not homotopically trivial. The fundamental group of
M is Z2. From equation (2.7), the unbroken group H includes the U(1) subgroup of rotations
about nˆ. It also includes rotations by pi about any axis orthogonal to nˆ, since the effect of
such rotations is to map nˆ → −nˆ. This is a group isomorphic to Z2. However, it doesn’t
commute with the U(1) group of rotations around nˆ, so H can’t be their direct product.6
Since the U(1) subgroup is normal, H is the semidirect product U(1) o Z2 = Pin(2). We
therefore check again that M = SO(3)/Pin(2) = RP2.
We imagine a vortex solution such that asymptotically
φ(r, θ)→ R(θ)φ0R(θ)−1 = v(1− 3 nˆ(θ) · nˆ(θ)t) .
φ0 = v(1 − nˆ0 · nˆt0) is some arbitrary point on M and nˆ(θ) = R(θ)nˆ0. This solution is
topologically stable ifR(θ) describes a noncontractible closed path on SO(3). We can imagine
it as a path on the 3-ball with antipodal points identified. Then we must have nˆ(2pi) = −nˆ(0).
At a fixed value of θ, we have an unbroken U(1) subgroup of rotations around nˆ(θ), which
we identify as the electromagnetic group, with generator Q(θ). Notice that the embedding
of the unbroken subgroup H inside G varies with θ. In fact Q(0) = −Q(2pi), so there is
6Let G be a group and H and K two subgroups of G. G is the direct product H × K of H and K if H and K are both
normal subgroups of G, H ∩K = 1 and G is, as a set, the cartesian product of H and K. G is the semidirect product H oK
of H by K if H is a normal subgroup of G, H ∩K = 1 and G is, as a set, the cartesian product of H and K. If G is a direct
product, it is also a semidirect product but the inverse is not necessarily true. If G = H ×K, then H and K commute - i.e.
hk = kh, ∀h ∈ H and ∀k ∈ K. In fact consider hkh−1k−1. Since K is normal hkh−1 ∈ K and so hkh−1k−1 ∈ K. Since H is
normal kh−1k−1 ∈ H and so hkh−1k−1 ∈ H. Since H ∩K = 1, hk = kh.
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a topological obstruction that prevents the charge generator to be globally defined. This
fact has interesting consequences. When a charged particle completes a full circuit around
the vortex, its charge changes sign. We introduce a branch cut in the plane running from
the vortex core to infinity along an arbitrary curve. When the particle crosses the branch
cut it changes sign. However the position of the branch cut is totally arbitrary, so the flip
of the particle’s charge happens non locally. In three dimensions vortices become strings
and they are named Alice strings. The branch cut becomes an arbitrary surface with the
string as its boundary. We can imagine closing the string on itself in a loop and taking two
identical particles. One of the two circles around the string once, crossing the surface cut
and therefore changing sign. The two particles have opposite charges. Even if the charge of
a single particle is not well defined the relative charge difference of two particle has physical
significance. Now the two charges for example can annihilate each other. However, if we
enclose both the two particles and the string inside a black box, the flux across it cannot
change as the particle moves around the string and so the charge inside (by Gauss theorem)
also is unchanged. It is natural to conclude that the particle transferred twice its charge to
the string. But it is impossible to pinpoint the exact instant in time when this happened
since the location of the surface cut is not gauge invariant. Therefore it is possible to assign
a charge to an isolated system which includes also the string, but at the expense that the
charge cannot be localized inside the system. This is unusual since in ordinary QED charge
is locally conserved and justifies the name of Cheshire charge. In fact our U(1) charge is just
like the Cheshire cat of Carrol’s novel, that can disappear gradually until nothing is left but
its grin, prompting Alice to say that she has often seen a cat without a grin but never a grin
without a cat.
(iii) Nonabelian pi1 Consider the same SO(3) gauge theory as before but now the scalar
potential V (φ) is chosen so that its minima are reached when φ has three distinct eigenvalues.
The vacuum manifold can now be parameterized as
φ = R

v
w
−(v + w)
Rt = R(v nˆx · nˆtx + w nˆy · nˆty − (v + w) nˆz · nˆtz)Rt
= v nˆ′x · nˆ′tx + w nˆ′y · nˆ′
t
y − (v + w) nˆ′z · nˆ′
t
z ,
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where nˆ′x = Rnˆx, nˆ′y = Rnˆy and nˆ′z = Rnˆz. A vacuum configuration can be specified
in terms of some orthonormal basis of R3. However, given an orthonormal basis, all other
orthonormal bases obtained by applying rotations by pi around any of the three axis represent
the same vacuum. The unbroken group of SO(3) is the discrete group consisting of the
identity and rotations by pi around any of the three axis. To compute the fundamental
group it is convenient to choose G = SU(2). Now the unbroken group consists of the SU(2)
elements ±1, ±iσ1, ±iσ2 and ±iσ3. It is isomorphic to the group H of unit quaternions with
respect to multiplication. Since pi1(SU(2)/H) = pi0(H) = H and since quaternions don’t
commute, the fundamental group in this case is nonabelian.
2.6 The nonabelian vortex
In this section, we return to an explicit vortex construction by generalizing the ANO vortex
to a nonabelian case. Nonabelian vortices emerge in nonabelian gauge theories through an
appropriate choice of the matter sector. Typically they are the consequence of the spon-
taneous breaking of the original symmetry group G to a global subgroup H. The vortex,
in addition to the gauge fields, is made up of a set of scalar fields which at spatial infinity
reduce to a vacuum condensate. One of the fields winds with the same ANO factor seen in
the context of a U(1) theory in the Higgs regime. The fundamental difference with respect
to the ANO vortex is that the unbroken H symmetry group can rotate the orientation of the
vortex in group space. In addition to the two translational moduli of the ANO vortex, the
vortex has internal moduli whose nontrivial dynamics reflects the structure of the underlying
gauge and flavor symmetries of the theory.
We investigate explicitly how to build a nonabelian vortex in the context of a theory with
the lagrangian density [8]
L = −14fµνf
µν− 12 Tr
(
F (l)µνF
(l)µν
)
+Tr |DµQ|2− g
2
0
2 (Tr |Q|
2−Nξ)2− g
2
l
2 (TrQ
†T aQ)2 . (2.8)
It describes a U(1) × SUl(N) Yang-Mills theory coupled to scalar matter fields. The U(1)
factor has coupling constant g0 and gauge connection aµ. The SUl(N) factor has coupling
constant gl and gauge connection A(l)µ . Q is a matrix of N ×N complex scalar fields trans-
forming in the fundamental representation.
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It may not be completely obvious that the trace term (TrQ†T aQ)2 is actually invariant
under SUl(N) transformations. One has to use the Fierz identity for the generators in the
fundamental representation,
(T a)ij(T a)kl = − 12N δijδkl +
1
2δilδkj .
to rewrite it as
(TrQ†T aQ)2 = − 12N (TrQ
†Q)2 + 12 TrQ
†QQ†Q ,
which is manifestly invariant under color transformations. The theory (2.8) has also a global
SUr(N) flavor symmetry acting on the rows of Q like Q→ QU †r .
The potential is minimized when Q acquires the VEVs
〈Q〉 =

√
ξ
. . .
√
ξ
 . (2.9)
The unbroken group which leaves 〈Q〉 unchanged is the color-flavor diagonal subgroup of
transformations
Q→ UQU † .
where U ∈ SUl+r(N) is a unitary, unimodular matrix. Systems which are symmetric under
diagonal color-flavor transformations are said to be in a color-flavor locked phase. Physical
examples where such systems appear are the color superconductor phase of high density
QCD [25] and the infrared limit of many supersymmetric theories [26, 27]. By the Higgs
mechanism all gluons of the SUl(N) gauge group acquire a mass gl
√
ξ. Similarly the photon
of the U(1) subgroup acquires a mass g0
√
2Nξ. There are no massless gauge bosons in the
bulk since the surviving symmetry group is global.
Ignoring for the moment the SUl(N) subgroup, the model supports conventional ANO
strings due to the fact that pi1(U(1)) = Z. In this case, the winding happens entirely within
the U(1) factor of the gauge group. The ansatz for the scalar fields is
Q(r, θ) = eiθQ0(r)1N ,
— 31 —
where 1N is the N ×N identity matrix and Q0 is a real profile function, with the boundary
conditions Q0 →
√
ξ as r → ∞ and Q0(0) = 0. The last condition is necessary to have a
regular solution at the vortex core. The gauge fields are fixed by the requirement of finite
energy,
ai(r, θ) = − 1
g0
ijxj
r2
(1− f(r)) ,
where f is a real profile function such that f → 0 as r → ∞ and f(0) = 1, again to avoid
singularities. All remaining fields are set to zero. The string tension,
T =
∫
d2x
1
2f
2
12 +
g20
2 (Tr(Q
†Q)− v20)2 + Tr |D1Q|2 + Tr |D2Q|2
 , v20 = Nξ ,
can be rewritten via Bogomolny trick as
T =
∫
d2x
1
2[f12 + g0(Tr(Q
†Q)− v20)]2 + Tr |D1Q+ iD2Q|2 + g0v20f12
 .
For the BPS string,
TBPS = g0v20
∫
d2x f12 = g0v20
∮
dl · a = 2piv20 .
This is not however the nonabelian string we are interested in. The theory can support
other vortex solutions which have smaller tensions, so that the ANO string can be thought
of as a bound states of the more elementary strings. At first sight the SUl(N) group factor
is irrelevant to the vortex construction since it is simply connected. However, it is possible
to combine the ZN center of SUl(N) with the element e2pii/N of the U(1) factor to build a
vortex which has nontrivial winding in both subgroups.
To this end consider the ansatz
Q(r, θ) =

eiθQ1(r)
Q2(r)
. . .
Q2(r)
 , (2.10)
where only the first flavor is rotating. Q1 and Q2 tend to
√
ξ as r → ∞ and Q1(0) = 0.
Notice that in this case Q2 will in general attain a nonzero value at the origin. At spatial
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infinity we may rewrite Q as
Q =
√
ξ u0(θ)ul(θ)1N , (2.11)
where
u0(θ) = ei
θ
N , ul(θ) = ei
θ
NCN
TN2−1 .
TN2−1 is the diagonal generator
TN2−1 = CN

N − 1
−1
. . .
−1
 , CN =
1√
2N(N − 1)
,
CN is a normalization factor such that the condition Tr (T a T b) = 12 δ
ab is satisfied. The
ansatz for the gauge fields now is
ai(r, θ) = − 1
g0N
ijxj
r2
(1− f(r)) ,
A
(l)
i (r, θ) = −
1
glNCN
ijxj
r2
TN2−1(1− fNA(r)) ,
(2.12)
with f, fNA → 0 as r →∞ and f(0) = fNA(0) = 1.
u0 and ul are the elements of U(1) and SUl(N), respectively, which describe the winding
of the vortex in both subgroups, acting on the uniform vacuum. Notice that, when one goes
from θ = 0 to θ = 2pi, only 1/Nth of the U(1) circle is covered and simultaneously some
non closed path is traced in SUl(N). Nevertheless the scalar condensate (2.11) is continuous
since u0(2pi)ul(2pi) = 1N . The total path cannot be deformed to a point, so the vortex is
stable.
The path in SUl(N) can be propagated through group space by acting on the ansatz
(2.10) with an element of the unbroken symmetry group. Consider a constant matrix U ∈
SUl+r(N). Q is transformed to
Q→ UQU † =
√
ξ u0(θ)u′l(θ)1N ,
— 33 —
where now
u′l(θ) = e
i θ
NCN
T ′
N2−1 , T ′N2−1 = UTN2−1U † .
At first the vortex is oriented along TN2−1, now it is oriented along the rotated generator
T ′N2−1. Through an appropriate U the vortex can be oriented along an arbitrary direction
in the Lie algebra. Since color-flavor transformations are real symmetries of the theory the
rotated vortices all share the same tension, but must be counted as distinct solutions: the
vortex has acquired orientational moduli. Notice that the tension
T =
∫
d2x
Tr(F (l)12 )2+g2l2 (TrQ†T aQ)2+ 12f 212+g
2
0
2 (Tr(Q
†Q)−v20)2+Tr |D1Q|2+Tr |D2Q|2

can now be rewritten as
T =
∫
d2x
Tr[F (l)12 +gl Tr(Q†T aQ)T a]2+12[f12+g0(Tr(Q†Q)−v20)]2+Tr |D1Q+iD2Q|2+g0v20f12
 .
Therefore, TBPS = 2piv20/N , 1/Nth of the ANO tension. The profile functions can be deter-
mined from the Bogomolny equations
f12 + g0(Tr(Q†Q)− v20) = 0 ,
F
(l)
12 + gl Tr(Q†T aQ)T a = 0 ,
D1Q+ iD2Q = 0 .
For our ansatz, they become
f ′
r
− g20N [Q21 + (N − 1)Q22 − v20] = 0 ,
f ′NA
r
− g2 Q
2
1 −Q22
2 = 0 ,
rQ′1 −Q1
(
(N − 1)fNA + f
N
)
= 0 ,
rQ′2 −Q2
(
f − fNA
N
)
= 0 .
We intend now to study the low-energy dynamics of the orientational moduli [10]. In the
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moduli space approximation, U is taken to depend adiabatically on t and z. The ansatz
is almost unchanged (see equations (2.11) and (2.12), with U now varying on the string
worldsheet). The main difference is that, as soon as the vortex orientation begins to fluctuate,
the current term appearing on the right in the equations of motion
D(l)µF (l)µα = −iglT a Tr[Q†T aDαQ− (DαQ)†T aQ] , (2.13)
becomes nonzero and new gauge fields are induced.7 The ansatz for the new components, to
be checked a posteriori, is
A(l)α = ρlWα + ηlVα ,
where Wα = i∂αT ′T ′ and Vα = ∂αT ′, with
T =

1
−1
. . .
−1
 , T
′ = UTU † .
ρl and ηl are real profile functions depending on the coordinates r and θ on the transverse
plane. This particular choice has a deeper justification, which is discussed in the more general
context of the gauged nonabelian vortex in part II. For the moment it suffices to say that the
ansatz is consistent with the equations of motion since, once substituted in (2.13), the color
matrix structure simplifies on both sides, leading to a couple of equations, one for ρl and
one for ηl. The effective action turns out to be a CPN−1 sigma model, as will be discussed
in greater generality in part II.
7D(l)µ denotes the covariant derivative in the adjoint representation of SUl(N), D(l)µ = ∂µ − igl[A(l)µ , · ].
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Chapter 3
Monopoles
Monopoles are solitons of codimension 3 whose topological charge is therefore classified by
the second homotopy group of the vacuum manifold. Like Dirac monopoles [28] they carry a
Coulomb magnetic field at large distances, but unlike Dirac monopoles they are finite-energy
objects.
3.1 Monopoles in the Georgi-Glashow model
The simplest types of monopoles typically emerge in nonabelian gauge theories broken to
an abelian subgroup. The prototype example is the Georgi-Glashow model, a SU(2) gauge
theory coupled to a scalar field φ in the adjoint representation [29]. The lagrangian density
is
L = −14G
a
µνG
a, µν + 12Dµφ
aDµφa − λ(φaφa − v2)2 ,
where the nonabelian field strength is
Gaµν = ∂µAaν − ∂νAaµ + gabcAbµAcν ,
and the adjoint covariant derivative is
Dµφa = ∂µφa + gabcAbµφc .
Sometimes it useful to write φ, not as a triplet, but in matrix notation,
φ = φa σ
a
2 = φ
ata .
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The pattern of symmetry breaking is SU(2) → U(1). By a color rotation one can assume
that φ acquires an expectation value along the third axis in group space,
〈φ〉 = vt3 .
The unbroken symmetry group is thus the group of rotations around the third axis. This
U(1) subgroup can be interpreted as the electromagnetic group of the theory. From the third
component of the nonabelian connection one defines the photon field and electromagnetic
field strength as
A3µ = Aµ, Fµν = ∂µAν − ∂νAµ .
The first and second components give rise to the massive gauge bosons
W±µ =
1√
2
(A1µ ± iA2µ) ,
with mass gv. Whereas the first two scalar components of φ are thus eaten through the
Higgs mechanism, the third component can be parametrized as φ3 = v + ϕ, where ϕ is the
physical Higgs boson. In the BPS limit the Higgs boson mass must vanish so as to equal the
photon mass, which requires λ → 0. The only role of the scalar potential is then to drive
the spontaneous symmetry breaking.
Let’s now investigate the possibility of soliton solutions. The vacuum manifold is SU(2)/U(1),
which is a two-sphere (in fact the vacuum manifold is described by the condition φaφa = v2).
Since spatial infinity is also topologically a two-sphere, we are dealing with the homotopy
group
pi2(SU(2)/U(1)) = pi1(U(1)) = Z .
For a static solution and in the BPS limit the energy is
E =
∫
d3x
(1
2B
a
i B
a
i +
1
2Diφ
aDiφa
)
,
where the nonabelian magnetic field is defined as
Bai = −
1
2ijkG
a
jk .
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The magnetic and Higgs field are supposed to be time independent and Aa0 = 0, so that all
electric fields vanish.
The BPS completion is particularly straightforward,
E =
∫
d3x
[1
2(B
a
i −Diφa)2 +BaiDiφa
]
.
The last term can be rewritten as a topological surface term, as can be shown usingDiBai = 0,∫
d3xB
a
iDiφa =
∫
d3x ∂i(Bai φa) =
∫
S2
d2Si(Bai φa) , (3.1)
where S2 is the sphere at infinity. Notice that we may define the abelian magnetic field as
Bi = 1
v
Bai φ
a .
In fact it reduces to B3i in the uniform vacuum and it is manifestly gauge-invariant. Then
equation (3.1) reveals that the topological charge is proportional to the magnetic charge
QM =
∫
S2
d2Si Bi ,
i.e. the mass of the BPS monopole is simply vQM .
The Bogomolny equation is
Bai −Diφa = 0 . (3.2)
To solve it one needs an appropriate ansatz for the scalar field φ. Symmetry arguments
suggest to entangle the group and space indices in the following way
φa = v naH(r) , na = xa/r . (3.3)
Such a configuration, first proposed by ’t Hooft and Polyakov [30, 31], is often called a
“hedgehog”, since at every point of the asymptotic sphere the scalar field is oriented in group
space along the same direction as the normal to the sphere. This is a consequence of the fact
that the adjoint representation of SU(2) is equivalent to the fundamental representation of
SO(3).
To emphasize that the ansatz (3.3) is obtained by acting on the uniform vacuum 〈φ〉 = vt3
— 38 —
(a) The profile functions F (blue) and H (yellow). (b) The magnetic field of the monopole.
Figure 3.1: The ’t Hooft-Polyakov monopole.
through an element of the gauge group, we may write
φ = u 〈φ〉u† , u(θ, φ) = e−iφ t3e−iθ t2 . (3.4)
In fact u(θ, φ) is the rotation which carries the unit vector along the third axis to the unit
vector of direction angles θ, φ.
Finally, to cancel the potentially divergent gradient energy coming from the scalar kinetic
term, one has to introduce gauge fields
Aai =
1
g
aijnj
r
F (r) .
The boundary conditions on the profile functions are
H(r)→ 1 , F (r)→ 1 , as r →∞ ,
and also H(0) = F (0) = 0. The nonabelian magnetic field which follows from our ansatz is
Bai =
1
g
δai − nani
r
F ′ + 1
g
nani
r2
(2F − F 2) ,
where a prime denotes differentiation with respect to r. As r →∞, Bai → nani/gr2, which
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implies that
Bi → 1
g
ni
r2
.
This proves that as anticipated our monopole carries a Coulomb magnetic field at large
distances, but no UV divergences are present thanks to the smooth behavior of the monopole
profile functions. QM can now be computed to give 4pi/g, so that the mass of the BPS
monopole is 4piv/g.
Returning to the Bogomolny equation (3.2), which is really comprised of nine separate first
order differential equations, we substitute our “hedgehog” ansatz. The ansatz only involves
two real functions H and F , so it is a nontrivial check that the set of nine Bogomolny
equations is reduced to just two equations,
F ′ = gvH(1− F ) , H ′ = 1
gv
1
r2
(2F − F 2) .
Passing to the adimensional variable ρ = gvr the equations to solve are
F ′ = H(1− F ) , H ′ = 1
ρ2
(2F − F 2) .
Though nonlinear and in contrast to the vortex case, an explicit solution is known,
F = 1− ρsinh ρ , H = coth ρ−
1
ρ
.
Therefore the monopole equations for the ’t Hooft-Polyakov monopole are integrable.
3.2 Nonabelian generalizations
The topological arguments that give rise to monopole solutions in the Georgi-Glashow model
can be generalized to the case of an arbitrary gauge group G with the Higgs field φ in an
arbitrary representation. If the scalar potential is chosen so that φ condenses, breaking G to
a subgroup H, the vacuum manifold is isomorphic to the quotient space G/H. Topologically
stable monopoles emerge if pi2(G/H) is nontrivial. Here we limit ourselves to the case of a
simple Lie group G with a Higgs field φ in the adjoint representation and give an argument,
following Coleman [32,33], that allows to classify all possible magnetic charges that can arise
in these theories.
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First we fix our conventions concerning Lie groups and their Lie algebras [34]. The gauge
group G is assumed to be a simple Lie group of rank r. This means that there are r mutually
commuting Cartan generators Hi. The remaining generators can be organized into couples
of raising and lowering operators Eα. Each one of them is labeled by an r-component root
vector α such that
[H,Eα] = αEα , [Eα, E−α] = α ·H .
Therefore if α is a root vector, −α is also a root vector, corresponding to the generator E†α.
Roots vectors may be viewed as spanning a lattice in r-dimensional Euclidean space. To
each root lattice there is associated a dual root-lattice spanned by the dual roots,
α∗ = α
α2
.
Any root can be used to define an SU(2) subgroup with generators
t1(α) = 1√
2α2
(Eα + E−α) ,
t2(α) = 1
i
√
2α2
(Eα − E−α) ,
t3(α) = 1
α2
α ·H .
The remaining generators fall into irreducible representations of this SU(2), which implies
[t3(α), Eβ] = (n/2)Eβ with n ∈ Z. Using the Lie algebra, one obtains the condition
α∗ · β = n2 . (3.5)
Inverting the roles of α and β,
β∗ · α = m2 .
So, multiplying the last two equations,
4 cos2 θ = mn ,
where θ is the angle between the roots α and β. This implies that the only possibilities are:
n = m = 0, the roots are orthogonal; n = m = ± 1, the roots are either 60◦ or 120◦ apart
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and of equal length; n = 2m = ± 2 or viceversa, the angle is either 45◦ or 135◦ and one root
is
√
2 the length of the other; n = 3m = ± 3 or viceversa, the angle is either 30◦ or 150◦
and one root is
√
3 the length of the other. These constraints allow to classify all possible
root systems and therefore all possible simple Lie algebras. There are four infinite families
AN , BN , CN and DN and five exceptional algebras G2, F4, E6, E7 and E8, with subscripts
denoting the rank: AN is the algebra of SU(N + 1), BN of SO(2N + 1), CN of Sp(2N) and
DN of SO(2N).
Now let us suppose that the scalar potential is chosen such that it is minimized when
〈φ〉 = h ·H .
All other points of the vacuum manifold are obtained by acting on 〈φ〉 with an element of the
gauge group. Notice that it is always possible, by an appropriate choice of basis, to assume
that 〈φ〉 is an element of the Cartan subalgebra.
We choose to work in singular gauge so that φ = 〈φ〉 everywhere on the sphere at spatial
infinity. This will introduce a Dirac-like singularity. By requiring that the singularity is only
a gauge artifact one obtains a generalization of the Dirac quantization condition.
The generators of the unbroken symmetry subgroup H are those generators that commute
with 〈φ〉, i.e. the Cartan generators together with the ladder operators associated to a root
orthogonal to h. There are therefore two possibilites. Either no root is orthogonal to h and
thus G is broken to the abelian subgroup U(1)r, or there are roots orthogonal to h which
span the root lattice of a nonabelian subgroup K of rank r′ and G is broken to K×U(1)r−r′ .
The first case is referred to as maximal symmetry breaking, the second as non-maximal
symmetry breaking. We are mostly interested in the second case because it exhibits some
similarities with an issue that will be crucial for us while discussing the gauged nonabelian
vortex, but for the moment we need not distinguish between the two cases.
In singular gauge the vanishing of the Higgs covariant derivative at infinity implies that
[Ai, φ] = 0 and therefore only the gauge components along the unbroken generators are
excited. We may therefore write at large distances,
Ai =
fi(θ, φ)
r
+O(1/r2) , (3.6)
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where fi takes values in Lie(H). The omitted terms do not contribute to the 1/r2 part of
the magnetic field and so can be neglected. In spherical coordinates, (3.6) implies that Aθ
and Aφ are independent of r at large distance. Finally we assume that all fields are static
and A0 = 0, so there are no electric fields.
We choose a gauge such that Ar = 0 outside a sphere of radius R enclosing the origin.
One has to integrate along lines of constant r going out to infinity, gauge transforming with
U † = P eig
∫ r
R
dr Ar .
If one tried to set Ar = 0 everywhere, singularities would appear at the origin where all
paths join but, integrating only outside a fixed sphere, no such problem arises. Similarly
one can also impose that Aθ = 0 by gauge transforming along meridians, starting from the
north pole. This will introduce a singularity at the south pole. The field equation, written
in curvilinear coordinates,
Da(
√
gF aφ) = 0 ,
is solved by
Aφ = C(φ) +
QM(φ)
4pi cos θ .
To avoid a singularity at the north pole we must have C(φ) = −QM(φ)/4pi. QM , the
magnetic charge, is any Lie algebra-valued function of φ. The remaining field equation,
Da(
√
gF aθ) = 0 ,
implies that QM is actually independent of φ. So finally
Aφ =
QM
4pi (cos θ − 1) ,
which gives a magnetic field
Bi =
QM
4pi
ni
r2
.
This is a remarkable result because it shows that all nonabelian monopoles can be obtained,
up to gauge transformations, by multiplying the abelian monopole field by a constant matrix
in the Lie algebra of H.
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We still have to impose that the Dirac singularity has no physical effects, that is the
Aharonov-Bohm phase
Γ = P eig
∫
dl·A
is unobservable. We compute the integral around a loop of constant θ at large distances,
Γ = P eig
∫ 2pi
0 dφAφ = e
ig
2 QM (cos θ−1) .
An infinitesimal loop enclosing the singularity at θ = pi would give
Γ = e−igQM .
Then we must impose
gQM = 2pin , n ∈ Z .
Let us parametrize QM as
QM =
4pi
g
k ·H .
The ks are r-component vectors, called the magnetic weights of the monopole. In the basis
in which all Hi are diagonalized, QM has diagonal elements 4pik · w, where the ws are the
weight vectors of the representation in which the generators are written. The quantization
condition requires
2k · w = n . (3.7)
In our case H is the adjoint group built on Lie(H), so the weights coincide with the roots.
Then the solution to (3.7) is, remembering (3.5),
k =
∑
nαα
∗ , nα ∈ Z .
That is, the magnetic charges are classified by the roots of a group Hv whose root lattice is
made up of the dual roots α∗ [35]. As anticipated, this can be interpreted as a generalization
to the nonabelian case of the Dirac quantization condition [28].
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3.3 Chromodyons and topological obstructions
In general a soliton breaks a number of valid symmetries of the theory. Acting with such
symmetries on the soliton ansatz gives rise to zero modes. A zero mode is handled through
the introduction of a collective coordinate z. Exciting this mode in a time-dependent manner
causes a nonzero conjugate momentum p = Iz˙, where I can be thought of as a generalized
moment of inertia. The zero mode is then responsible for a tower of excited states with
energies p2/2I above the ground state.
Monopole solutions generically break translation invariance. The quantization of the
corresponding zero mode proceeds by introducing a collective coordinate x0(t). The result is
that the energy receives a kinetic contribution due to the bulk movement of the monopole in
space, which to lowest order is of the form p2/2M , with p = Mz˙. Also, the ’t Hooft-Polyakov
monopole can be acted upon nontrivially by the unbroken U(1) group. A time-dependent
phase rotation gives the monopole an electric charge, in addition to its magnetic charge, so
that it becomes a dyon [36]. If now the unbroken symmetry group contains a nonabelian
factor, it is expected that, acting with its generators on a nonabelian monopole, dyonic states
emerge which fill multiplets of the unbroken color group.
However, in this case, additional complications arise. Since the magnetic field asymp-
totically falls off as 1/r2, the vector potential has a part that falls off as 1/r. When it is
acted upon by an element of the unbroken nonabelian group which does not commute with
the magnetic charge, it gives rise to a variation δAi which also falls off as 1/r. The zero
mode therefore is nonnormalizable. The fundamental reason of such difficulties is that the
long-range nonabelian fields of the monopole create topological obstructions that forbid to
define globally a set of generators for the unbroken color group. The generators which do
not commute with the magnetic charge of the monopole are ill-defined. Without such gen-
erators it becomes impossible to define the global gauge rotations that would produce the
chromodyons [20,21].
Let’s investigate the issue in a concrete model. The gauge group G is SU(3) coupled to a
Higgs field that transforms in the adjoint representation. A hermitian matrix can always be
unitarily diagonalized, so we can assume that φ takes asymptotically an expectation value
of diagonal form in a given direction. If all its eigenvalues are different the theory is broken
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to a U(1)× U(1). Here we assume on the contrary that two eigenvalues are equal, so that
〈φ〉 =

2v
−v
−v
 .
This is the case of non-maximal symmetry breaking. The unbroken symmetry group is
generated by the SU(3) diagonal generator
T 8 = λ
8
2 =
1
2
√
3

1
1
−2
 (3.8)
and the three SU(2) generators
Sa =
 0
σa/2
 . (3.9)
A nonsingular, spherically symmetric soliton with unit magnetic charge can be constructed
by a nontrivial embedding of the ’t Hooft-Polyakov solution. For example, we may embed it
in the SU(2) subgroup positioned in the upper left corner. Therefore the SU(3) generators
T 1, T 2 and T 3 play the role of the SU(2) generators ta of the Georgi-Glashow model. The
ansatz becomes
φ = v
3∑
a=1
naH(r)T a + v J(r)T8 ,
Ai =
1
g
3∑
a=1
aijnj
r
F (r)T a .
The additional piece along T 8 in the Higgs field’s ansatz is necessary to ensure that φ be
gauge equivalent to 〈φ〉 at spatial infinity. For the same reason one must have H → 3 and
J → √3 as r → ∞. This can be seen explicitly by noticing that the group element that
transforms 〈φ〉 into φ, evaluated at spatial infinity, is
U =
 u(θ, φ)
1
 ,
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where u(θ, φ) is defined in (3.4). In fact,
U〈φ〉U † = 3v
 naσa/2
1
+√3vT 8 ,
which justifies our choice of boundary conditions. The magnetic field is
Bi =
1
g
ni
r2
naT a .
The corresponding magnetic charge in the z direction is
QM =
4pi
g

1/2
−1/2
0
 .
As follows from the general argument, QM is a combination of the Cartan generators,
QM =
4pi
g
(k1T 3 + k2T 8) ,
with k1 = −1/2 and k2 =
√
3/2.
We have described the unbroken symmetry group relative to the uniform vacuum, equa-
tions (3.8) and (3.9). In the presence of the monopole, however, H depends on the coordinates
θ, φ on the sphere at spatial infinity. The embedding of H inside G is given by the map
T 8 → UT 8U † , Sa → USaU † ,
i.e. conjugation by U undoes the Higgs field’s winding. The problem is that some generators
become singular after being transformed. For example,
S1 → 12

0 0 − sin θ2 e−iφ/2
0 0 sin θ2 e
iφ/2
cos θ2 e
−iφ/2 − sin θ2 e−iφ/2 0
 ,
S2 → i2

0 0 sin θ2 e
−iφ/2
0 0 − sin θ2 eiφ/2
cos θ2 e
−iφ/2 − sin θ2 e−iφ/2 0
 .
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Both are ill-defined at the south pole θ = pi. Notice that on the contrary the diagonal
generators remain well-defined,
T 8 → 1
4
√
3

2(1 + cos θ) + sin θ e−iφ 2 sin θ − (1− cos θ)e−iφ 0
− sin θ + 2(1 + cos θ)eiφ 1− cos θ + 2 sin θ eiφ 0
0 0 −1
 ,
and
S3 → 14

− sin θ e−iφ (1− cos θ) e−iφ 0
sin θ cos θ − 1 0
0 0 −1
 .
The generators that don’t commute with the magnetic charge are precisely the generators
with topological obstructions, a fact that can be understood in geometrical terms. To define
a global color rotation one can start by specifying a Lie algebra element T at the north pole
and then use parallel transport to obtain T at any other point of the sphere. The result
does not depend on the particular path followed, if the monodromy around any closed loop
is zero. This requires in turn that the flux through the enclosed area of [B, T ] is zero. At
spatial infinity only that part of B that decreases like 1/r2 gives a contribution, which is
proportional to [QM , T ]. Therefore only the generators that commute with QM are well-
defined. The same problem is not present in the maximal symmetry breaking case since H
reduces to a product of U(1) factors.
A similar situation will be encountered in the next chapter. In the presence of a vortex
coming from the symmetry breaking G→ H, the winding of the scalar field at infinity makes
the embedding of H inside G θ-dependent. If H contains generators that do not commute
with the vortex flux, they become multivalued when parallel transported around a full circle.
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Chapter 4
Adding fermions
In this chapter we consider the addition of fermions in the background of solitons. Up to now
only bosonic fields have appeared and solitonic solutions were considered in a semiclassical
regime. But fermionic fields do not have a classical limit, which urges us to consider what
becomes of solitons in the quantum regime.
The next three sections describe separately the case of fermions in the background of
kinks, vortices and magnetic monopoles. We will make use of the conventions and results set
forth in appendix A about the Dirac equation in different numbers of dimensions, coupled to
external bosonic fields. The reader may find it useful to glance through it before moving on.
The remaining section discusses the role of solitons in the corresponding quantum theories.
Since much of what can be said in this regard requires to add some form of supersymmetry,
some simple facts about how supersymmetric theories are built are needed. For the reader’s
convenience, they are summarized in appendix B.
4.1 Fermions in a kink background
In this section we study the consequences of coupling fermions to a kink background. A
well-known effect is charge fractionalization [37], which can occur in both two- and four-
dimensional field theories. For simplicity a two dimensional model is considered.
Let us consider a theory of a Dirac fermion in the background of a real scalar field φ in
1 + 1 spacetime. The Dirac equation becomes
(i/∂ − λφ)ψ = 0 , (4.1)
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where the gamma matrices are defined as in (A.5). The external field φ is chosen to be
the soliton solution of the φ4 theory. We distinguish between the kink solution φk and the
antikink solution φa; notice that φk(−x) = −φk(x) = φa(x). The soliton background is
static and therefore solutions of the Dirac equation can be looked for in the form ψ(t, x) =
eiωtψω(x). The time-independent Schro¨dinger equation becomes
HDψω = ωψω , HD = −iα∂x + λφβ .
In the uniform vacuum φ = v the spectrum would contain free fermions of mass m = λv.
In the kink background the spectrum is a fortiori expected to contain a continuum part of
states with ω > m. However, bound state localized around the kink with ω < m may also
be possible and indeed are present in our case. In particular, zero modes with ω = 0 are
responsible for fractionalization of fermion charge. Equation (4.1) can be rewritten as
∂x(χ− iη) + λφk(χ− iη) = 0 , ∂x(χ+ iη)− λφk(χ+ iη) = 0 ,
Their solution is
χ± iη = A±e±λ
∫ x
0 dxφk .
Because of the asymptotics of the kink field, the + combination diverges exponentially, so
A+ must be set to zero. There is only one normalizable zero mode,
ψ
(k)
0 = A
 1
i
 e−λ ∫ x0 dxφk ,
with A a normalization constant. Since under parity φk → φa, the spectrum of the Dirac
operator in the antikink background is obtained from the spectrum of the Dirac operator in
the kink background by applying a parity transformation. There will also be a zero mode in
the antikink background, which can be written explicitly as
ψ
(a)
0 = A
 1
−i
 eλ∫ x0 dxφa .1
1Here we defined ψ(a)0 = −iPψ
(k)
0 (−x), which has an extra factor of −i compared with (A.4). This is just for convenience.
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When the theory is quantized, in the soliton sector both the kink and antikink ground states
become doubly degenerate, since the fermion level corresponding to the zero mode can be
populated or not. All four states have exactly the same mass. However the fermion numbers
differ by one unit
N
(k)
f −N (k)e = 1 , N (a)f −N (a)e = 1 . (4.2)
N denotes fermion number and the subscript e indicates that the zero mode level is empty,
the subscript f viceversa indicates the zero mode level is filled. By parity invariance,
N (k)e = N (a)e , N
(k)
f = N
(a)
f . (4.3)
To prove that the fermion number is half-integer, we make use of a simple argument due to
Jackiw and Rebbi. Let us consider the formation of a couple kink-antikink from the uniform
vacuum φ = v. We follow how the fermion spectrum changes with time as the kink and
antikink form and then separate traveling away towards infinity (see figure 4.1). Initially,
the positive part of the spectrum starts at ω = m and contains a continuum of states (by
C symmetry, the negative part of the spectrum starts at ω = −m and extends down to
the bottom of the Dirac sea). At the end of the process, two zero modes have formed, one
in the kink sector and one in the antikink sector. Let us assume that at the beginning of
the process the system is in the Dirac vacuum, with all negative energy states filled and all
positive energy states empty. At the end of the process the negative states are still filled
along with one zero energy state.2 The fermion number however has not changed, since
fermions have not jumped from one level to another. If, without loss of generality, it is the
zero mode in the kink sector to be filled at the end of the process, one must have
N
(k)
f +N (a)e = 0 .
This implies, together with (4.2) and (4.3), that the filled states have fermion number 1/2
(and the empty states −1/2).
2This may be the one in the kink or antikink sector. By P−invariance, each possibility happens with probability 1/2.
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(a) Formation of a kink-antikink pair from the uniform
vacuum φ = v.
(b) Evolution in time of the energy levels as the kink-
antikink pair separates.
Figure 4.1
4.2 Fermions in a string background
Fermion zero modes can emerge when fermions are coupled to a vortex background. In
some models they lead to localized fermion states propagating freely along the string, which
becomes superconducting [38]. In the presence of an electric field the number of left and
right fermions are not separately conserved, only their sum is [39].
As an example, consider chiral fermions in the background of the ANO vortex. The U(1)
gauge group broken by the vortex is now denoted as U(1)R, with coupling constant eR. A
different U(1) (with gauge coupling e) will be defined in the following.
We introduce chiral fermions χ and η with the action (A.10). Since the vortex fields do
not depend on t and x3, one may look for solutions of the system (A.11) in the form
ψ(t, x3;xi) = e−iωt+ikx3ψT (xi) ,
where ψT depends only on the coordinates in the transverse plane. One then obtains for ψT
the equation
(kCT +DT )ψT = ωψT , (4.4)
with
CT =
 −σ3
σ3
 , DT =
 iσ¯iD(−)i λφ∗
λφ iσiD
(+)
i
 . (4.5)
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The ANO vortex is invariant under a simultaneous rotation θ → θ + α and phase trans-
formation φ→ e−iαφ, which suggests that the conserved angular momentum operator in the
third direction is
J3 = L3 + S3 −R ,
where the R−charge operator is
R =
 −1/2
1/2
 . (4.6)
This is indeed confirmed by computing the commutator of (4.6) with the transverse part of
the Dirac hamiltonian kCT +DT and showing that it vanishes.
Notice also the anticommutation property
{CT , DT} = 0 . (4.7)
It follows that if ψγ satisfies DTψγ = γψγ then ψCT ,γ ≡ CTψγ is also an eigenfunction of DT
(with eigenvalue −γ). We look for solutions of (4.4) in the form
ψT = aψγ + bψCT ,γ .
Then equation (4.4) enforces the dispersion relation ω2 = γ2 + k2.
The problem has been reduced to finding the spectrum of the transverse Dirac operator
DT . DT has a a continuous spectrum for λ > m but may also admit energy levels with λ < m,
m = λv. Particularly interesting for the string phenomenology is the case γ = 0. If ψ0 is a
zero mode of DT , then it is an eigenfunction also of CT by virtue of (4.7). Physically one
expects the zero mode to carry no angular momentum J3 and no orbital angular momentum
L3, so that S3 = R and ψ0 is a function only of r. The condition S3 = R implies that
the eigenvalue of ψ0 with respect to CT is 1. From CTψ0 = ψ0 it follows that the chiral
components of ψ0 are of the form
χ0 =
 0
f1(r)
 , η0 =
 f2(r)
0
 . (4.8)
The ansatz (4.8) must now be substituted in DTψ0 = 0 using the explicit form of DT given
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in (4.5). The equations
f ′1 +
A
2rf1 − imϕf2 = 0 , f
′
2 +
A
2rf2 + imϕf1 = 0 (4.9)
are solved by
f1 = −if2 = C e−
∫ r
0 dr ( A2r+mϕ) ,
with C a normalization constant. There is only one normalizable zero mode since the other in-
dependent solution of (4.9) diverges exponentially. For the fermion zero mode e−iωt+ikx3ψ0(r)
one has ω = k. Such fermions have a gapless spectrum unlike the states with λ 6= 0 and
they all move in the positive direction along the string.
Introducing an external U(1) gauge field makes the string superconductive. Under the
new U(1) the scalar field φ is assumed to be neutral and χ and η both have charge +1. The
covariant derivatives for the chiral components become
D(±)µ = ∂µ ∓ i
eR
2 Aµ − ieAµ ,
where Aµ is the gauge connection for U(1)R and Bµ for the electromagnetic U(1). The
spectrum of the string is split into different sectors: for γ = 0 there is an infinite tower of
states starting from 0 with energies ω = k, k ∈ R+; for 0 < γ < m there is also a tower
of states starting from |γ| with energies ω = √γ2 + k2; the continuous part of the spectrum
begins from |γ| = m. By C−invariance, for any positive energy state with energy ω there is
also a negative energy state of energy −ω. In the Dirac vacuum all negative energy states
are filled and all positive energy states are empty, the total charge and fermion number
vanish and there is no current along the string. Consider instead a configuration in which
all negative energy states are filled, all positive energy states with γ 6= 0 are empty but in
the γ = 0 sector all states from 0 to a Fermi energy µ are filled. If µ < |γ|min then there is a
current along the string in the positive direction of the z axis which cannot dissipate since
all lower levels are filled. Notice that if µ > |γ|min fermions can jump to lower levels and
superconductivity is destroyed.
If the string has finite length L with periodic boundary conditions at the ends, the mo-
mentum k takes discrete values 2pin/L, n ∈ Z. Then the linear density of the charge carriers
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is N/L = µ/2pi and the current is j = eµ/2pi, because the fermions move at the speed of
light.
Even if we started with a four-dimensional field theory the description of the fermion
states localized on the string leads to a theory in just two dimensions. For this reason we
revise some general facts about QED with massless fermions in 1 + 1 spacetime. Remember
that the Dirac equation in the absence of external fields decouples like
(∂t − ∂z)χ = 0 , (∂t + ∂z)η = 0 .
χ is therefore a general function of t + z and describes excitations moving to the left, η
is a general function of t − z and describes excitations moving to the right. The number
of left fermions NL and of right fermions NR are separately conserved (or equivalently the
total fermion number NF = NL + NR and the chirality Q5 = NL − NR). We introduce a
U(1) gauge field Bµ which describes electromagnetic interactions. Recall however that in
two dimensions there is no magnetic field, since the electromagnetic tensor has only one
nontrivial component F01 = −E, where E is the electric field. We work in the gauge Bt = 0
and Bz = Bz(t) so that E = −∂tBz(t).
We now consider a thought experiment showing that chirality is no longer a good quantum
number in the presence of electromagnetic interactions. Consider the Dirac vacuum and
imagine to gradually turn on an electric field for a finite period of time: at the beginning
Bz(t = −∞) = 0 and at the end Bz(t = +∞) equals a constant which we call −µ/e. The
energy spectrum at the beginning and at the end is unchanged, since the constant gauge
field present at the end can be gauged away: the two configurations are gauge equivalent.
The Dirac equation in the presence of the background gauge field still decouples
∂tχ = (∂z − ieBz)χ , ∂tη = −(∂z − ieBz)η ,
which are solved by
χ ∝ e−iω(t+z)−ie
∫ t
−∞ dtBz , η ∝ e−iω(t−z)+ie
∫ t
−∞ dtBz .
For big t they become
χ ∝ e−i(ω−µ)t−iωz , η ∝ e−i(ω+µ)t+iωz .
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In the presence of the electric field E, left fermions lose energy so that now all states above
ω = −µ are empty. Viceversa, right fermions gain energy and so all states up to ω = +µ are
filled. Thus equal numbers of left antifermions and right fermions are produced,
∆NL = −∆NR ,
i.e. the total fermion number NF is unchanged but the chirality Q5 is not conserved. Notice
that ∆NR = Lµ/2pi. which can be rewritten as
∆NR =
e
2pi
∫
dz dtE = e4pi
∫
dz dt µνF
µν ,
(making use of the boundary conditions on Bz). Therefore one finds
∆Q5 = − e2pi
∫
d2x µνF
µν ,
which points to the existence of an anomaly in the chiral current conservation, confirmed
by a quantum field theory computation [40]. One can conclude that the non-conservation
is due to tunneling processes between two vacua, instantons are responsible for the crossing
of fermion energy levels and therefore particle creation, the anomaly is proportional to the
instanton number.
Such considerations can be repeated word for word for the case of fermions in the ANO
vortex background. We conclude that even in our original model chirality is no longer
conserved when electromagnetic interactions are introduced. Notice however that the total
fermion number NF is still conserved. If this weren’t the case the gauge symmetry would be
anomalous and the quantum theory inconsistent.
4.3 Fermions in a monopole background
Magnetic monopoles appear generically in GUT theories. From a phenomenological point
of view, monopoles catalyze baryon number non-conservation [41], which has cosmological
implications. Critical monopoles can also be embedded naturally in supersymmetric models.
Since in supersymmetric theories the bosonic fields from which the monopole is built have
adjoint fermionic superpartners, it is particularly important to study the case of adjoint
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fermions.3
We consider the case of magnetic monopoles in Georgi-Glashow model, following the
review [43]. From (A.9) a SU(2) doublet of massless Dirac fermions in the monopole back-
ground satisfies the Dirac equation(
i /D − λσ
a
2 φ
a
)
ψ = 0 , Dµ = ∂µ − igσ
a
2 Aµ . (4.10)
For example, for the ’t Hooft-Polyakov monopole
φa = vnaH(r) , Aai =
1
g
anjnj
r
F (r) .
In this section it is convenient to use a different basis for the gamma matrices,
γ0 = i
 −12
12
 , γi = i
 σ¯i
σi
 .
For a static monopole background with A0 = 0, solutions of (4.10) can be sought in the form
ψ = eiωtψω(x), ψω = (χ η)T . Then one has to solve the system
/Dχ ≡ i
(
σiDi − λσ
a
2 φ
a
)
χ = ωη , /D†η ≡ i
(
σiDi + λ
σa
2 φ
a
)
η = ωχ .
We have to solve for the spectrum of the Dirac operator /D, expand ψ in its eigenfunctions and
interpret the coefficients as creation-annihilation operators. Zero modes are not interpreted
as particle states but give the monopole fermionic moduli without changing the energy.
One may prove that /D /D† is a positive definite operator. Since ker /D† ⊂ ker /D /D† we
conclude that ker /D† is trivial. Callias index theorem states that
dim ker /D − dim ker /D† = Crnm ,
where Cr is a constant depending on the fermion representation and nm is the monopole
3Supersymmetric models featuring magnetic monopoles must contain fields of spin ranging from 0 to 1. Therefore the
minimum amount of supersymmetry is N = 2. In particular ’t Hooft-Polyakov monopoles emerge in the N = 2 generalization
of supersymmetric gluodynamics (pure glue SQCD) with gauge group SU(2). In terms of N = 1 superfields, an N = 2 vector
multiplet contains one vector superfield for the gluon and gluino, plus one chiral superfield describing a scalar superpartner of
the gluon and a Weyl spinor superpartner of the gluino. All fields must be in the adjoint representation because of the N = 2
supersymmetry. Such models with extended supersymmetry are not realistic, since they are not chiral. However solitons in
these theories are automatically BPS-saturated, with the central charges playing the role of topological charges. See [42] for a
review of supersymmetric monopoles.
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magnetic charge. Therefore, for unit magnetic charges the total number of zero modes is
given by Cr. In particular C = 1 for fermions in the fundamental and C = 2 for fermions
in the adjoint. Zero modes are present in both cases but their physical interpretation is
different.
In the case of fundamental fermions, suppose ψ0 is the unique zero mode so that one may
expand ψ as ψ = a0ψ0 + . . . , with {a†0, a0} = 1 and all other anticommutators vanishing. If
|m〉 is the ground state of the monopole, the two states |m〉 and a†0 |m〉 have the same energy
but fermion numbers ±1/2, just as in the kink background. To check that the monopole
ground state is really twofold degenerate, one could trade a0 and a†0 with a pair of hermitian
operators b1,20 such that
a0 =
1√
2
(b10 + ib20) , a
†
0 =
1√
2
(b10 − ib20) .
They satisfy the two-dimensional Clifford algebra {bi0, bj0} = δij. The monopole ground state
is a representation of this Clifford algebra and therefore we confirm that it transforms under
a two-dimensional representation.
Another example of charge fractionalization occurs by adding more flavors to the theory.
The action becomes
S =
∫
d4x
Nf∑
I
(
iψ¯I /DψI − λψ¯I σ
a
2 φ
aψI
)
,
which is manifestly invariant under a SU(Nf )× U(1) symmetry group. However the actual
flavor symmetry group is larger. One has to write the action in terms of 2Nf chiral compo-
nents and then rewrite all right-handed components in terms of left-handed ones, which is
possible for SU(2) since its fundamental representation is pseudoreal. Then the theory has a
manifest O(2Nf ) flavor symmetry group which commutes with both the Lorentz group and
the gauge group. Expanding each ψI , the existence of a zero mode is taken into account
by writing ψI = aI0ψ0 + . . . The {aI0} can be traded for 2Nf operators {bi0} which satisfy
the 2Nf−dimensional Clifford algebra. Therefore the monopole transforms as a spinor of
SO(2Nf ). The lesson is general: coupling fermions to a monopole background endows the
monopole with nontrivial flavor quantum numbers. The dual gauge theory can then be
infrared free.
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For adjoint fermions there are two zero modes, so it is necessary to double everything
from the previous paragraph. Another important difference arises when considering angular
momentum. If the monopole background is symmetric under a SU(2) diagonal subgroup of
the gauge group and rotation group, the conserved angular momentum is
Ja = La + Sa + σ
a
2 .
This is the case for example for the ’t Hooft-Polyakov monopole. The angular momentum
gets a nontrivial contribution from the isospin (“spin from isospin”, [44]), fermions in the
monopole background can carry integer valued angular momenta and the monopole can carry
nonzero angular momenta. Notice that the zero mode in the case of fundamental fermions is
expected to have zero total angular momentum, which is consistent with 2×2 = 3+1.4 On
the contrary for adjoint fermions the total angular momentum is necessarily nonzero, since
one has 2× 3 = 4 + 2. Because the zero modes for adjoint fermions are twofold degenerate
and not fourfold, the only possibility is that a zero mode acting on the monopole produces
a state with angular momentum 1/2. One has in total four states: |m〉, a†+ |m〉, a†− |m〉 and
a†+a
†
− |m〉, where a†+ and a†− are defined through the expansion ψ = a+ψ1/20 + a−ψ−1/20 + . . . .
They have angular momenta, respectively, 0, 1/2, −1/2 and 0.
4.3.1 Montonen-Olive duality
The fact that magnetic monopoles can acquire spin in the presence of fermions allows to
overcome some objections against the original Montonen-Olive proposal [4], a form of elec-
tromagnetic duality connecting solitons and fundamental particles which we now review.
The spectrum of the SO(3) Yang-Mills-Higgs theory of section 3.1 in the BPS limit is:
mass (nm, ne) spin
Higgs boson 0 (0, 0) 0
photon 0 (0, 0) 1
W boson gv (1, 0) 1
monopole 4piv/g (0, 1) 0
4The orbital part of the angular momentum operator is trivial. Otherwise there would be a centrifugal barrier near the
monopole core, which one doesn’t expect to find since here all monopole fields go smoothly to zero.
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All states saturate the Bogomolny bound M ≥ v
√
Q2e +Q2m (Qe = neg, Qm = 4pinm/g).5
Notice that the spectrum is invariant under the exchange of electric and magnetic labels and
the weak-strong duality g → 4pi/g.6 This was historically the reason that inspired Montonen
and Olive to suggest that at the quantum level there should be an exact electromagnetic
duality exchanging the weak and strong regimes. At the time such a proposal had to face
three main difficulties:
• In the BPS limit the scalar potential vanishes identically, but quantum corrections are
expected to modify this and therefore ruin the exact duality of the mass spectrum.
• The duality seems to be broken by the spin quantum numbers since the W bosons have
spin 1 and the monopoles, being rotationally invariant, spin 0.
• The duality seems impossible to test since one of the theories linked by it is in the
strong coupling regime.
The first two difficulties can be overcome passing to N = 4 supersymmetry. In terms of
N = 2 superfields, the theory has a vector multiplet (one scalar, two Weyl fermions, one
vector) and one matter hypermultiplet (two scalars, two Weyl fermions), both in the adjoint
representation. The number of fermion zero modes for a charge 1 BPS monopole embedded
in our N = 4 theory is four (twice the number than for N = 2, since N = 4 requires
two Dirac fermions). Repeating our previous arguments one conclude that in the monopole
sector there are 16 states, obtained by acting on the ground state |m〉 with the zero modes
creation operators aI± (I = 1, 2) in all possible ways. Of these 16 states, 6 are spinless bosons,
2 are spin ±1 bosons and 8 are spin ±1/2 fermions: the monopole multiplet is also a N = 4
vector multiplet. The important point is that N = 4 is just right to make the Montonen-
Olive duality plausible in terms of component fields. In addition N = 4 supersymmetry is
so constraining its beta function vanishes, so that even the first difficulty is solved. Finally,
some nontrivial tests have indeed been realized which put N = 4 S−duality on a firmer
basis, which addresses the third difficulty (see [46]).
5The formula can be obtained through Bogomolny completion similarly to what was done in section 3.1 , but allowing electric
fields. Including a θ term in the lagrangian gives an extra contribution to the electric charge of the form −gnmθ/2pi (Witten
effect [45]).
6When a θ term is introduced the duality gets extended to the SL(2,Z) group of transformations τ → (aτ + b)/(cτ + d),
with ad− bc = 1 and τ = θ/2pi + 4pii/g2. Such extension of electromagnetic duality is usually called S−duality.
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4.4 The fate of solitons in quantum theories
Much of the analysis up to now has been semiclassical, i.e. a weak coupling regime has
been assumed throughout. In this regime solitons appear as bound states built from the
fundamental fields of the theory. Even though they have some particle-like characteristics7,
solitons are extended, composed objects with masses much greater than fundamental parti-
cles. On the other hand Montonen-Olive conjecture suggests that magnetic monopoles and
fundamental particles are interchanged by duality. The degrees of freedom of the dual the-
ory are monopoles behaving as light, pointlike particles belonging to multiplets of the dual
GNO group. In the few decades following Montonen-Olive conjecture the conversion of soli-
tons into fundamental particles by quantum effects has been further explored, in particular
in supersymmetric theories. In addition, the evidence for various forms of electromagnetic
dualities in some supersymmetric models (e.g. N = 4 SQCD) has strengthened. From a
physical point of view such discoveries have helped to shed new light on strongly coupled
dynamics in field theories and in particular on the mechanisms of color confinement. In this
regard, let us recall ’t Hooft and Mandelstam idea of dual superconductivity [5, 6], which
makes use of electromagnetic duality to provide a mechanism for color confinement: just as
magnetic monopoles are confined by magnetic strings inside a type 2 superconductor due
to condensation of electric degrees of freedom (Cooper pairs), quarks are confined by chro-
moelectric strings inside the QCD vacuum due to condensation of the magnetic degrees of
freedom of the dual theory.
Such a qualitative picture of confinement found a first concrete realization with the semi-
nal works of Seiberg and Witten in the mid 1990s [2]. The model they considered is anN = 2
super Yang-Mills theory with gauge group SU(2). Such a theory has a vacuum manifold,
i.e. there are flat directions protected by supersymmetry. Seiberg and Witten identified two
singularities on the vacuum manifold which they interpreted as signaling the appearance of
massless monopoles. Making use of holomorphy and electromagnetic duality they managed
to determine exactly the prepotential of the low-energy effective action. A deformation of
the above model8 forces the massless monopoles to condense, triggering a dual Meissner
7At least if solitons are embedded in the minimum number of dimensions in which they can live
8This is achieved by introducing a mass term µTr Φ2 (Φ is the superfield of the N = 1 chiral multiplet), which breaks N = 2
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effect à la ’t Hooft-Mandelstam. This was the first example of a field theory in which dual
superconductivity was explicitly proved to conduce to color confinement. Such a picture
however bears little resemblance to QCD, since the monopoles emerging from the breaking
SU(2)→ U(1) are abelian (’t Hooft-Polyakov monopoles) and the strings by which they are
confined are the abelian ANO strings. Subsequent generalizations with bigger gauge groups
SU(N + 1) and the addition of matter hypermultiplets (for example [3]) did not change the
end result: the gauge group SU(N+1) gets broken at a high energy scale to U(1)N , which is
then completely broken at a lower scale where monopole condensations occurs. The Seiberg-
Witten strings are therefore of the ANO type and are classified by pi1(U(1)N) = ZN : the
meson spectrum should come in N infinite towers, a feature which is not observed in real-
world QCD. Luckily, it was then realized that abelian confinement is the exception rather
than the rule and many more models were uncovered where nonabelian magnetic monopoles
appear and are confined by nonabelian strings.
That the Seiberg-Witten monopoles are indeed the quantum equivalent of the ’t Hooft-
Polyakov monopoles can be checked by computing their electric charges and quark fermion
numbers. We saw that monopoles can acquire fermion numbers due to the existence of
fermion zero modes; in addition, their electric charge can receive a contribution when a θ
term is included in the lagrangian via Witten effect. These two predictions can be compared
against the results coming from the leading-order expansion of the exact Seiberg-Witten solu-
tion, in the region of the quantum moduli space where a semiclassical approximation is valid.
The Seiberg-Witten monopoles have precisely the expected quantum numbers obtained by
standard quantization of fermions around the monopole background [47]. The moral is that
nonabelian monopoles survive quantization and that in certain supersymmetric vacua they
can condense and realize confinement along the lines of dual superconductivity.
Further progress on the identification of semiclassical solitons in the low-energy spectrum
of various quantum field theories has been made quite recently, which we now review in a
particular model closely linked to the one presented in section 2.6. Such a model is particu-
larly interesting because nonabelian magnetic monopoles are present and are confined by the
already discussed non-abelian strings. Monopoles appear as kinks in the low-energy theory
to N = 1 and removes the flat directions of the quantum moduli space.
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on the string worldsheet and act as sources to which the magnetic flux tubes are attached.
We will also discuss how the dual group under which they transform emerges from the trans-
formation properties of the vortices confining them and how the well-known difficulties about
the seeming non-existence of chromodyons (see section 3.3) can be overcome.
Our benchmark model is N = 2 SQCD with gauge group SU(N + 1) and Nf quark
hypermultiplets in the fundamental, with a mass perturbation term for the adjoint fields
breaking N = 2 to N = 1. Such theories, with different numbers of flavors and different
patterns of symmetry breaking, exhibit a very rich dynamics. The particular model we are
interested in, described in [8], is characterized by the hierarchical symmetry breaking SU(N+
1)×SUF (N)→ U(1)×SU(N)×SUF (N)→ SUC+F (N). The first symmetry breaking occurs
at a scale v1 and it is supposed to give rise to magnetic monopoles, from pi2(SU(N + 1) ×
SUF (N)/U(1)×SU(N)×SUF (N)) = Z. The second symmetry breaking happens at a scale
v2 and this time gives rise to vortices, from pi1(U(1)× SU(N)× SUF (N)/SUC+F (N)) = Z.
The bosonic truncation of our theory below the scale v2 is the lagrangian considered in section
2.6. At low energies the gauge group is completely higgsed but a global diagonal symmetry
group SUC+F (N), mixing color and flavor transformations, survives in the bulk. The vortex is
not invariant under the diagonal color-flavor group and so it acquires orientational nonabelian
moduli living on the coset U(1) × SU(N) × SU(N)/SU(N) ∼ CPN−1. The low-energy
effective action of the string moduli is a nonlinear CPN−1 sigma model. Fluctuations of
the nonabelian moduli give rise to massless excitations confined to propagate along the
string. No symmetry breaking (i.e. no freezing of the CPN−1 orientational moduli) can
occur in two dimensional field theories, so such modes are truly nonabelian. However a
paradox presents itself: no monopole or vortices are expected in the full theory since the
U(1) factor responsible for nontrivial homotopies appears only at the intermediate energy
scale v1. Indeed no free monopoles and no infinite strings exist but, if v1  v2, monopoles
and vortices are expected to form meson-like bound states, with two monopoles confined by a
nonabelian string. This is also confirmed by the following argument: if the low-energy electric
theory is in the Higgs phase, the dual theory should be in a confined phase and in fact the
magnetic monopoles appear only as junctions at the end of the confining string. A detailed
study of such monopole-vortex complex has been done in [48]. Energetic considerations
suggest that the nonabelian orientation of the monopole follows that of the vortex. The
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monopoles act as sources of the orientational fluctuations, which then propagate freely on
the string worldsheet. This solves the difficulties about the non-normalizability of some
bosonic modes in the presence of a nonabelian monopole: the 3D nonnormalizable mode
becomes well-behaved when embedded in the 2D vortex worldsheet. At the same time this
allows to identify concretely the dual group under which the monopole transforms as a
multiplet. The transformation properties of the monopole follow from those of the string
moduli, the dual group is the unbroken SUC+F (N) group.
In conclusion, this section, which concludes part I, has tried to outline how a fully con-
sistent picture of the quantum role played by solitons in field theories is gradually emerging.
In part II, we are mostly going to be interested in a classical analysis, but we will return to
a discussion of quantum effects in the closing section.
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Part II
The Gauged Nonabelian Vortex
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In the case of the nonabelian vortex discussed in the previous chapter, the surviving
symmetry group at low energies is global: the theory is fully-higgsed and there are no
massless degrees of freedom in the bulk. As soon as the flavor symmetry is gauged, however,
massless fields appear and infrared divergences immediately ensue. The massless gauge
bosons of the 4D bulk interact nontrivially with the internal orientational modes supported
by the string and change their dynamics dramatically. In addition, with the gauging of
the flavor group, all sorts of global effects, reminiscent of the exotic Alice strings, make
their appearance. Such global effects, which include the Aharonov-Bohm scattering of gauge
bosons and a nonabelian topological interaction upon the exchange of vortices, are deeply
intertwined with the dynamics of the vortex orientational modes.
The chapter is organized as follows. In section 5.1 a benchmark field theory model is
introduced. Our study could be carried out more generally, for different symmetry breaking
patterns G→ H, as long as vortices of the nonabelian type are present with a gauge group
left unbroken in the bulk at low energies [17,18]. In sections 5.2 through 5.4 the static profile
of the vortex is studied in the BPS limit. In sections 5.5 and 6.1 the vortex orientational
moduli are excited and their effective dynamics is studied. In sections 6.2 through 6.3 the
derivation of the infrared effective action is completed with the study of the equations of
motion for the bulk gauge fields induced by the fluctuations along the vortex. Some of the
global phenomena that become possible in the background of the vortex are discussed in
sections 7.1 through 7.3.
It is our hope that general lessons may be learnt here about the behavior of a 2D topo-
logical defect coupled to a bulk gauge theory. The renormalization group flow towards the
infrared of the effective theory on the vortex worldsheet, describing the dynamics of the
orientational modes, is conjectured to be drastically altered by the external gauge fields. A
full-fledged QFT computation is however still missing. This necessity of further investiga-
tions is discussed in the closing section.
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Chapter 5
Building the vortex
5.1 The model
Our prototype model is a generalization of the standard nonabelian vortex lagrangian in
which the flavor group SUr(N) is now gauged. It is therefore a U(1) × SUl(N) × SUr(N)
Yang-Mills theory coupled to scalar matter fields. The U(1) factor has coupling constant g0
and gauge connection aµ. The SUl(N) group plays the role of the color group. It has coupling
constant gl and gauge connection A(l)µ . The SUr(N) group represents the flavor group, but
now the flavor symmetry is elevated to a local symmetry. It has coupling constant gr and
gauge connection A(r)µ . The gauge sector is coupled to a set of Nf = N complex scalar fields,
each transforming in the fundamental representation of the color group SUl(N). We will
write our set of scalar fields as an N × N matrix, with the row index corresponding to the
color index of SUl(N) and the column index corresponding to the flavor index of SUr(N).
The abelian U(1) factor acts simply on the scalar field Q as
Q→ eiαQ ,
i.e. all scalar components have unit U(1) charge. Under the color gauge group Q transforms
as
Q→ UlQ
and under the flavor gauge group it transforms as
Q→ QU †r ,
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so that Q is in the bifundamental representation of SUl(N)× SUr(N).
The lagrangian density is taken to be
L = − 14fµνf
µν − 12 Tr
(
F (l)µνF
(l)µν
)
− 12 Tr
(
F (r)µν F
(r)µν
)
+ Tr |DµQ|2
− g
2
0
2 (Tr |Q|
2 −Nξ)2 − g
2
l
2 Tr(Q
†T aQ)2 − g
2
r
2 Tr(QT
aQ†)2 .
(5.1)
Though apparently baroque, the scalar potential comes from the bosonic truncation of an
N = 2 supersymmetric theory. It is chosen so that the vacuum manifold has nontrivial
fundamental group and vortices are possible, with an intact color-flavor subgroup surviving
at low energies which endows the vortices with nonabelian moduli. This should be familiar
from our previous example of section 2.6. Note that the coupling constants governing the
scalar field self-interactions coincide with the gauge coupling constants. Again, such special
choice is made to ensure the equality of the Higgs and gauge bosons masses, which leads
to BPS saturation of the string solutions. In physical terms, the attractive interactions
mediated by the spin 0 scalar fields are exactly compensated by the repulsive interactions
mediated by the spin 1 gauge bosons. The system is at the border between type I and type
II superconductivity.
We fix our conventions as follows. The covariant derivative is defined as
DµQ = ∂µQ− ig0aµQ− iglA(l)µ Q+ igrQA(r)µ .
The gauge field strengths are
fµν = ∂µaν − ∂νaµ ,
F (l)µν = ∂µA(l)ν − ∂νA(l)µ − igl[A(l)µ , A(l)ν ] ,
F (r)µν = ∂µA(r)ν − ∂νA(r)µ − igr[A(r)µ , A(r)ν ] .
We can write in components, for example, the field strength F (l)µν as F (l)µν = F (l) aµν T a, where
T a are the generators of SUl(N) in the fundamental representation and
F (l) aµν = ∂µA(l) aν − ∂νA(l) aµ + glfabcA(l) bµ A(l) cν .
fabc are the completely antisymmetric structure constants of the Lie algebra of SU(N),
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defined by
[T a, T b] = ifabcT c .
Lowercase latin letters from the beginning of the alphabet a, b, . . . will denote Lie algebra
indices, which run from 1 to N2 − 1. The inner product on the Lie algebra generators is
defined as Tr(TaTb) = 12 δab.
With our conventions, the gauge group acts on the gauge fields as
aµ → a′µ = aµ +
1
g0
∂µα ,
A(l)µ → A(l)
′
µ = UlA(l)µ U
†
l −
i
gl
∂µUlU
†
l ,
A(r)µ → A(r)
′
µ = UrA(r)µ U †r −
i
gr
∂µUrU
†
r ,
and on the field strengths as
fµν → f ′µν = fµν ,
F (l)µν → F (l)
′
µν = UlF (l)µνU
†
l ,
F (r)µν → F (r)
′
µν = UrF (r)µν U †r .
The case in which the flavor symmetry is global is recovered in the limit gr → 0. We
also define for notational convenience g =
√
g2l + g2r and e =
√
2Ng0, so that the case of a
Ul(N)× Ur(N) gauge theory corresponds to e = g.
Now we study the perturbative vacua of the theory and its particle content. The scalar
potential
V (Q) = g
2
0
2 (Tr(Q
†Q)−Nξ)2 + g
2
l
2 Tr(Q
†T aQ)2 + g
2
r
2 Tr(QT
aQ†)2 (5.2)
is a sum of squares and so it is minimized when each term vanishes. Because of the Fayet-
Iliopoulos term, the gauge group is spontaneously broken and Q acquires the VEVs
〈Q〉 =

√
ξ
. . .
√
ξ
 . (5.3)
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Let’s check that this choice minimizes the scalar potential. Since 〈Q〉 is proportional to
the identity matrix, the first two terms in (5.2) vanish, because the Lie algebra generators
are traceless. The part involving the Fayet-Iliopoulos term also vanishes and so (5.3) really
describes a possible vacuum of the theory. The vacuum manifold is obtained by acting on
〈Q〉 with arbitrary gauge transformations. The unbroken group which leaves 〈Q〉 unchanged
is the color-flavor diagonal subgroup of transformations
Q→ UQU † ,
with U ∈ SUl+r(N). The systems is in a color-flavor locked phase.
The main difference with respect to the usual nonabelian vortex is that the unbroken
symmetry group is now local and therefore a combination of the gauge fields remains mass-
less, whereas the orthogonal combinations acquires a mass via the Higgs mechanism. More
explicitly, the combination
Aµ = 1
g
(grA(l)µ + glA(r)µ ) (5.4)
is massless whereas the orthogonal combination
Bµ = 1
g
(glA(l)µ − grA(r)µ ) , (5.5)
along with the U(1) field aµ, is massive.
5.2 Bogomolny trick and BPS equations
Our model lives in four dimensions, but vortex configurations depend only on two. Without
loss of generality, we choose the vortex to depend on the x and y coordinates. For now, the
vortex is static, which means it does not depend on time t. It also does not depend on the
z coordinate. That is, the vortex is really a string extending along the z axis. The tension
T of the string can be read from (5.1),
T =
∫
d2x
Tr[(F (l)12 )2] + g2l2 Tr(Q†T aQ)2 + Tr[(F (r)12 )2] + g
2
r
2 Tr(QT
aQ†)2+
+ 12f
2
12 +
g20
2 (Tr(Q
†Q)−Nξ)2 + Tr |D1Q|2 + Tr |D2Q|2
 .
(5.6)
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It is possible to rewrite it as
T =
∫
d2x
Tr
[
(F (l)12 + gl Tr(Q†T aQ)T a)2 + (F
(r)
12 − gr Tr(QT aQ†)T a)2
]
+
+ 12[f12 + g0(Tr(Q
†Q)− v20)]2 + Tr |D1Q+ iD2Q|2 + g0v20f12
 .
(5.7)
That is, the tension can be written as a sum of squares, plus a topological boundary term,
which is proportional to the total magnetic flux. This is the usual Bogomolny trick.
We proceed now to prove (5.7). The first square of (5.7) gives the first and second terms
of (5.6), plus an extra term from the double product
gl Tr(Q†F12Q) . (5.8)
The second square of (5.7) gives the third and fourth terms of (5.6), plus an extra term from
the double product
−gr Tr(QF12Q†) . (5.9)
The third square of (5.7) gives the fifth and sixth terms of (5.6), plus an extra term from
the double product, which is partially cancelled by the last term of (5.7). What remains is
g0f12 Tr(Q†Q) . (5.10)
Finally, the fourth square of (5.7) gives
Tr |D1Q+ iD2Q|2 = Tr[|D1Q|2 + |D2Q|2 − i(D2Q)†D1Q+ i(D1Q)†D2Q] . (5.11)
The first two terms of (5.11) reproduce the last two terms of (5.6). As far as the remaining
two terms are concerned, we first rewrite Tr[i(D1Q)†D2Q] as the sum of two traces, the first
of which is
iTr[(D(l)1 Q)†D
(l)
2 Q+ (D
(r)
1 Q)†D
(r)
2 Q+ (d1Q)†d2Q] , (5.12)
where we defined
D(l)µ Q = ∂µQ− iglA(l)µ Q , D(r)µ Q = ∂µQ+ igrA(r)µ Q , dµ = ∂µQ− ig0aµQ .
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The second trace term is
iTr[− 2 ∂1Q†∂2Q− glgr(Q†A(l)1 QA(r)2 + A(r)1 Q†A(l)2 Q)− g0gr(Q†a1QA(r)2 +
+ A(r)1 Q†a2Q) + g0gl(Q†A
(l)
1 a2Q+Q†a1A
(l)
2 Q)] .
(5.13)
From Tr[i(D1Q)†D2Q] we must subtract the analogous term Tr[i(D2Q)†D1Q]. By integra-
tion by parts and the cyclic property of the trace, the terms in (5.13) vanish with their
counterparts obtained by switching the indices 1 and 2. As for (5.12), observe that
iTr[(D(l)1 Q)†D
(l)
2 Q− (D(l)2 Q)†D(l)1 Q] = −gl Tr(Q†F12Q) ,
iTr[(D(r)1 Q)†D
(r)
2 Q− (D(r)2 Q)†D(r)1 Q] = gr Tr(QF12Q†) ,
iTr[(d1Q)†d2Q− (d2Q)†d1Q] = −g0f12 Tr(Q†Q) ,
(5.14)
by integration by parts and by recalling the definition of the field strength in terms of the
commutator of covariant derivatives,
F (l)µν =
i
gl
[D(l)µ , D(l)ν ] , F (r)µν =
i
gr
[D(r)µ , D(r)ν ] , fµν =
i
g0
[dµ, dν ] .
But then (5.14) implies that Tr[i(D1Q)†D2Q− i(D2Q)†D1Q] cancels exactly the extra terms
(5.8), (5.9) and (5.10), which proves equation (5.7). The tension is minimized when each
of the square factors vanishes and the minimal tension equals the topological charge. From
(5.7), this implies that the BPS vortex satisfies the first-order equations
f12 + g0(Tr(Q†Q)− v20) = 0 ,
F
(l)
12 + gl Tr(Q†T aQ)T a = 0 ,
F
(r)
12 − gr Tr(QT aQ†)T a = 0 ,
D1Q+ iD2Q = 0 ,
(5.15)
which is a system of 4N2− 1 first order partial differential equations, still a formidable task
to solve without a clever ansatz. The BPS tension is
TBPS = g0 v20
∫
d2x f12 = g0 v20 Φ ,
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where Φ is the U(1) magnetic flux through the transverse xy plane. Notice that only the
U(1) fields contribute to the vortex topological charge.
5.3 Elementary vortex
The easiest way to construct a vortex solution is by an embedding of the usual ANO vortex.
For example, we may take the ansatz
Q(r, θ) =

eiθQ1(r)
Q2(r)
. . .
Q2(r)
 , (5.16)
where r and θ are polar coordinates in the xy plane. At spatial infinity, Q must take values
in the vacuum manifold, which requires Q1 →
√
ξ and similarly Q2 →
√
ξ. Explicitly,
Q(r, θ)→ ei θN eiζl θNCN TN2−1

√
ξ
. . .
√
ξ
 eiζr
θ
NCN
TN2−1 , as r →∞ . (5.17)
TN2−1 is the diagonal generator
TN2−1 = CN

N − 1
−1
. . .
−1
 , CN =
1√
2N(N − 1)
,
where CN is a normalization factor such that the condition Tr (T a T b) = 12 δ
ab is satisfied.
ζl and ζr are defined as
ζl =
g2l
g2
, ζr =
g2r
g2
.
The ansatz (5.17) makes evident how the vortex is constructed by acting on the uniform
vacuum (5.3) with different elements of the gauge group. (5.16) is a variation on the ANO
vortex, but its winding is not limited to just the U(1) factor. Even if each SU(N) factor
is simply connected, it is possible to combine the ZN center of SU(N) with the elements
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e2pi i n/N of U(1). By defining
u0(θ) = ei
θ
N , ul(θ) = eiζl
θ
NCN
TN2−1 , ur(θ) = e−iζr
θ
NCN
TN2−1 ,
equation (5.17) can be rewritten as
Q(r, θ)→ u(θ)

√
ξ
. . .
√
ξ
 , as r →∞ , (5.18)
with
u(θ)

√
ξ
. . .
√
ξ
 = u0(θ)ul(θ)

√
ξ
. . .
√
ξ
u†r(θ) . (5.19)
ul encodes the winding inside SUl(N), ur the winding inside SUr(N) and u0 inside U(1).
Q1 and Q2 are profile functions depending only on r, so that the ansatz (5.16) is left
invariant under a combined spatial rotation θ → θ + α and gauge rotation Q → u(−α)Q.
Up to now, the profile functions could be complex functions of r. However, they are real
if the ansatz is chosen to satisfy an additional invariance, under a combined reflection with
respect to the x axis θ → −θ and complex conjugation.
Since at spatial infinity the scalar field takes values in the vacuum manifold, the particle
spectrum in the vortex background is the same as the perturbative spectrum. The gauge
group SUl(N)×SUr(N)×U(1) is broken down to SUl+r(N) at the energy scale
√
ξ and the
W bosons acquire a mass g
√
ξ by the Higgs mechanism.
Having discussed the situation at spatial infinity, we now turn to the vortex core. At
r = 0 the regularity requirement of the solution implies that Q1 must vanish, whereas Q2
can attain a nonzero value
Q(r = 0) = Q2(r = 0)

0
1
. . .
1
 . (5.20)
— 74 —
Therefore, the residual symmetry group SUl+r(N) is further broken down to a U(1)×SU(N−
1). The vortex background induces an analogue of the Higgs mechanism, with the 2(N − 1)
broken generators of the form
0 1 . . . 0
1 0
... . . .
0 0
 ,

0 −i . . . 0
i 0
... . . .
0 0
 , . . . (5.21)
and so on, with nonzero elements only along the first row and column, acquiring a mass by
eating the scalar excitations corresponding to the orientational moduli of the vortex. An
analogue of the Meissner effect is at work and the string becomes superconductive.
While some of the generators of the SUl+r(N) group are broken at the vortex core, a
linear combination of the generators that were originally broken in the bulk is restored. As
is typical of vortex models, a magnetic flux is allowed again to penetrate along the string.
In fact, it is easy to see that (5.20) is annihilated by
1
N

1
. . .
1
+ 1NCN TN2−1 =

1
0
. . .
0
 ,
acting from the left by matrix multiplication. Therefore, a superposition of the photon aµ
and the W boson BN2−1µ becomes massless.
The ansatz for the gauge fields is determined by the requirement of finiteness of the energy.
As usual the gauge fields must balance the gradient energy coming from the winding at spatial
infinity of the scalar condensate. In particular, looking at the Tr |DiQ|2 contribution to the
energy,1 a necessary condition is that
DiQ→ 0 , as r →∞ .
1Latin indices from the middle of the alphabet i, j, . . . run over the values 1, 2 and greek indices from the beginning of
the alphabet α, β, . . . run over the values 0, 3. That is, the {xi} describe coordinates in the transverse xy plane, whereas the
{xα} describe coordinates on the string worldsheet. Greek indices from the middle of the alphabet µ, ν, . . . continue to denote
collectively both families of coordinates, running over all values from 0 to 3.
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Using (5.18), this implies
∂iθ
N
+ ζl
∂iθ
NCN
+ ζr
∂iθ
NCN
− g0ai − glA(l)N
2−1
i + grA
(r)N2−1
i → 0 , as r →∞ .
We require that
ai → ∂iθ
g0N
= − 1
g0N
ijxj
r2
,
A
(l)
i →
gl
g2
∂iθ
NCN
TN2−1 = − gl
g2
1
NCN
ijxj
r2
TN2−1 ,
A
(r)
i → −
gr
g2
∂iθ
NCN
TN2−1 =
gr
g2
1
NCN
ijxj
r2
TN2−1 .
(5.22)
This choice guarantees that the gauge fields reduce asymptotically to pure gauge, which
means that the field strengths built from them must vanish, so that no divergence comes
from the F 2ij terms and the energy can indeed be finite. The ansatz for the gauge fields is
therefore
ai(r, θ) = − 1
g0N
ijxj
r2
(1− f(r)) ,
A
(l)
i (r, θ) = −
gl
g2
1
NCN
ijxj
r2
(1− fNA(r))TN2−1 ,
A
(r)
i (r, θ) =
gr
g2
1
NCN
ijxj
r2
(1− fNA(r))TN2−1 ,
(5.23)
where f(r) and fNA(r) are real profile functions. All other field components are set to zero.
(5.22) requires that
f(r)→ 0 , fNA(r)→ 0 ,
as r →∞. To avoid singularities at the origin, it is also necessary that
f(0) = fNA(0) = 1 .
Sometimes it is more convenient to use A(r) = 1−fNA(r), instead of fNA, with the boundary
conditions
A(0) = 0 , A(r)→ 1 , as r →∞ .
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In total, our ansatz for the scalar fields and the gauge fields involves only 4 undetermined
profile functions. They can be fixed by substituting the ansatz (5.16), (5.23) in the BPS
equations (5.15). If the ansatz really corresponds to an allowed configuration, our procedure
should lead to a determination of the profile functions, whereas a random ansatz would
overdetermine the profile functions and have no solution.
5.3.1 A comment: regular gauge vs. singular gauge
The ansatz (5.16), (5.23) is written in so called regular gauge. It is possible through a
singular gauge transformation to transform it to so called singular gauge,
Q(r, θ) =

Q1(r)
Q2(r)
. . .
Q2(r)
 ,
ai(r, θ) =
1
g0N
ijxj
r2
f(r) ,
A
(l)
i (r, θ) =
gl
g2
1
NCN
ijxj
r2
fNA(r)TN2−1 ,
A
(r)
i (r, θ) = −
gr
g2
1
NCN
ijxj
r2
fNA(r)TN2−1 .
In singular gauge the gauge fields become singular at r = 0. To cure the singular behavior of
the gauge fields it would be necessary to introduce a Dirac string extending along the vortex
core. Since most quantities of interest are gauge invariant, it is often more convenient from
a computational point of view to resort to singular gauge. In fact, singular gauge has been
used almost exclusively in the literature [49]. However, in the case of the gauged nonabelian
vortex, the use of singular gauge would obscure the existence of global obstructions to the
definition of the unbroken gauge symmetry group. Such obstructions turn out to be closely
linked to the dynamics of the orientational modes supported by string. Therefore, we com-
mit ourselves to using regular gauge for the rest of this chapter. The price to pay is the
introduction of a richer color matrix structure in our ansatz, as we will see in section 6.1.
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5.4 Profile equations for the BPS elementary vortex
We now proceed to substitute our ansatz in the BPS equations so as to fix the still unde-
termined vortex profile functions. We start with the computation of the field strength F (l)ij .
The commutator term of F (l)ij drops out since the gauge field A
(l)
i is oriented only along the
generator TN2−1. A short calculation gives
∂iA
(l)
j =
gl
g2
1
NCN
[(
ij
r2
+ 2 jkxkxi
r4
)
A+ jkxkxi
r3
f ′NA
]
TN2−1 . (5.24)
From (5.24), we must subtract the analogous term with the roles of i and j exchanged. Then,
the two contributions inside the first round parentheses in (5.24) cancel between each other,
so that the final result is
F
(l)
ij = −
gl
g2
1
NCN
ij
r
f ′NATN2−1 . (5.25)
The field strength F (r)ij can be computed similarly,
F
(r)
ij =
gr
g2
1
NCN
ij
r
f ′NATN2−1 .
For the field strength fij, one finds
fij = − 1
g0N
ij
r
f ′ . (5.26)
To compute the trace term Tr(QT aQ†) it is useful to decompose
Q =
 Q1eiθ
Q2 1N−1
 = Q1eiθ +Q22 1N + Q1e
iθ −Q2
2 T , (5.27)
where 1N is the N ×N identity matrix and
T =
 1
−1N−1
 .
T is closely related to the Lie algebra generator TN2−1, since the following relation holds
TN2−1
NCN
= N − 22N 1N +
T
2 .
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Using (5.27) and the tracelessness of the gauge group generators,
Tr(QT aQ†) = Q
2
1 −Q22
2NCN
δa,N2−1 . (5.28)
The last of equations (5.15) requires us to compute the covariant derivative of the scalar
field Q,
DiQ = ∂iQ− iglA(l)i Q+ igrQA(r)i − ig0aiQ .
The first term ∂iQ gives 
(
xi
r
Q′1 − i ijxjr2 Q1
)
eiθ
xi
r
Q′2 1N−1
 ,
where 1N−1 denotes the (N − 1)× (N − 1) identity matrix. The second term −iglA(l)i Q and
third term igrQA(r)i combine to give
i
ijxj
Nr2
A
 (N − 1)Q1eiθ
−Q2 1N−1
 .
The last term −ig0aiQ is equal to
i
ijxj
Nr2
(1− f)
 Q1eiθ
Q2 1N−1
 .
All together, we therefore have
DiQ =

(
xi
r
Q′1 − i ijxjNr2 Q1[(N − 1)fNA + f ]
)
eiθ
[
xi
r
Q′2 − i ijxjNr2 Q2(f − fNA)
]
1N−1
 .
(5.29)
Using (5.25) and (5.28), the BPS equation
F
(l)
12 + gl Tr(Q†T aQ)T a = 0
gives the equation for fNA
f ′NA
r
− g2 Q
2
1 −Q22
2 = 0 , (5.30)
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which could also be obtained starting from the other BPS equation
F
(r)
12 − gr Tr(QT aQ†)T a = 0 .
Using (5.26), the BPS equation
f12 + g0[Tr(Q†Q)− v20] = 0
gives the equation for f
f ′
r
− g20N [Q21 + (N − 1)Q22 − v20] = 0 . (5.31)
Using (5.29), the BPS equation
D1Q+ iD2Q = 0
gives the remaining equations for Q1 and Q2
rQ′1 −Q1
(
(N − 1)fNA + f
N
)
= 0 , (5.32)
rQ′2 −Q2
(
f − fNA
N
)
= 0 . (5.33)
As anticipated, the BPS equations were cast into just 4 equations for the 4 undetermined
profile functions. Equations (5.30), (5.31), (5.32) and (5.33) can now be solved numerically
through a shooting method algorithm. These equations are identical to the profile equations
of the standard nonabelian vortex: the gauging of the flavor group leaves the static vortex
profile unmodified, with a well-defined width and a finite a tension.
5.5 Nonabelian orientational moduli
The unbroken symmetry group in the vacuum is the group of diagonal transformations
SUl+r(N) of the form
〈Q〉 → U 〈Q〉U † , U ∈ SU(N) . (5.34)
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Figure 5.1: Numerical solutions of the vortex profile equations for the special case N = 2, e = gl = 1,
gr = 0.5 and ξ = 1. In yellow, f = fNA; in blue, Q1. Q2 =
√
ξ is not plotted.
However, when acting on the ansatz (5.16), conjugation by a unitary matrix U is not an
invariance: SUl+r(N) is broken in the vortex background. While a U(1) × SU(N − 1)
subgroup is still preserved, the remaining 2(N − 1) generators, which are the generators
(5.21), act nontrivially. Their effect is to rotate the orientation of the vortex solution inside
group space. Take the elementary vortex of section 5.3: it is oriented along the generator
TN2−1. By conjugating (5.16) with a unitary rotating matrix U , as in (5.34), a new vortex
configuration is produced with the same energy (by gauge invariance of the original theory)
but different orientation. Equation (5.17) becomes
Q(r, θ)→ ei θN eiζl θNCN T ′N2−1
√
ξ 1N−1 e
iζr
θ
NCN
T ′
N2−1 , as r →∞ , (5.35)
where we used repeatedly the fact UU † = 1N to exponentiate the rotating matrix. The
vortex is now oriented along
T ′N2−1 = UTN2−1U † .
The ansatz for the gauge fields (5.23) becomes:
ai(r, θ) = − 1
g0N
ijxj
r2
(1− f(r)) ,
A
(l)
i (r, θ) = −
gl
g2
1
NCN
ijxj
r2
(1− fNA(r))T ′N2−1 ,
A
(r)
i (r, θ) =
gr
g2
1
NCN
ijxj
r2
(1− fNA(r))T ′N2−1 .
(5.36)
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Acting by conjugation on the gauge fields with the rotating matrix U is equivalent to gauge
transforming them: since U is a constant unitary matrix, the derivative term in the gauge
transformation law drops out. It may seem suspicious that we distinguish between vortex
configurations that are gauge equivalent. However, whereas general gauge transformations
amount only to a redundancy in our description of the theory, the subset of global gauge
transformation consists of real, physical symmetries. Therefore, the configurations generated
by global gauge transformations must be considered as distinct and not just as gauge arti-
facts. In conclusion, the building of a truly nonabelian vortex amounts simply to a rotation
in the Lie algebra: U propagates the elementary vortex solution in group space, chang-
ing continuously its orientation and giving the vortex nonabelian moduli. In this way, U
parametrizes a family of degenerate solutions, each corresponding to a different embedding.
Even if a general U has N2 − 1 real parameters, only 2(N − 1) parameters are responsi-
ble for nontrivial rotations of the vortex solutions. We organize the 2(N − 1) independent
parameters inside a complex (N − 1)-dimensional complex vector B and write U as
U =
 x−1/2 −B†Y −1/2
x−1/2B Y −1/2
 , (5.37)
where
x = x† = 1 +B†B ,
Y = Y † = 1 +BB† .
It can be easily checked that U is indeed a unimodular unitary matrix. Parametrization (5.37)
has been used extensively in the literature [10] and will also be used in our computation of
the low energy effective action on the string worldsheet.
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Chapter 6
Orientational moduli in the infrared
6.1 Effective action for the nonabelian moduli
The nonabelian string just constructed is characterized by 2N moduli: 2 translational mod-
uli x0 and y0, parametrizing the position of the vortex centre and 2(N − 1) orientational
moduli, describing the vortex orientation in group space. Our objective is to study the
low-energy dynamics of the orientational moduli, according to the techniques of the moduli
space approximation. We promote B, which up to now was some fixed complex vector, to a
moduli field
B → B(t, z) ,
slowly varying with t and z. Therefore, the rotating matrix U also depends adiabatically on
the string worldsheet coordinates. When B is is promoted to a moduli field, it acquires a
nontrivial dynamics and it is our purpose to study it through its low-energy effective action.
A consequence of taking the vortex orientation to vary with t and z is that additional
gauge fields appear in our solution. In other words, when U depends on the string worldsheet
coordinates {xα}, (5.35) and (5.36) are no longer the correct ansatz. Let’s first consider the
previous case in which U is a constant rotating matrix. The equations of motion following
from the lagrangian density (5.1) are
D(l)µF (l)µα = −iglT a Tr[Q†T aDαQ− (DαQ)†T aQ] ,
D(r)µF (r)µα = igrT a Tr[T aQ†DαQ− (DαQ)†QT a] .
(6.1)
They are trivially satisfied, since each term appearing in them is identically zero. Instead,
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when U is varying along the string worldsheet, the derivative DαQ is nonzero, a current term
is produced on the left hand side and new gauge field components with index α are induced
to satisfy (6.1). This is not a surprising phenomenon, since it has its equivalent in Gauss’s
and Ampere’s laws in electromagnetism: the right hand sides of equation (6.1) represent
the source terms, constructed from the colored scalar fields, which induce variations in the
chromoelectromagnetic fields. We therefore need a new ansatz for the induced gauge fields.
For the standard nonabelian vortex the only necessary Lie algebra structure in singular gauge
is along
Wα = i∂αT ′T ′ .
For the gauged nonabelian vortex and in regular gauge, it turns out that another component
is excited along
Vα = ∂αT ′ .
Notice that
V †α = Vα
and that
Tr(Vα) = Tr(∂αUTU †) + Tr(UT∂αU †) = Tr(∂αUTU †)− Tr(TU †∂αU) = 0 ,
by the cyclic property of the trace and the unitarity of U . Therefore, Vα is an element of
the Lie algebra which, like Wα, is first order in worldsheet derivatives. The most general
ansatz will involve both Wα and Vα. In fact, one can convince oneself that the component
along Vα must really be nonzero. A first way to justify this assertion is by trial and error
since, writing down the equations of motion (6.1) for our ansatz, one finds that the color
matrix structure simplifies from both sides of the equations only when both Wα and Vα are
present. The cancellation of the color matrix structure is indeed an important check: if
the ansatz is consistent, the color matrix structure must go away so that one can deduce
equations involving only the profile functions and solve for them directly. A second, more
direct way to see that the component along Vα must be present is to study the singular gauge
transformation connecting singular gauge and regular gauge in the limit gr = 0. This is the
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standard nonabelian vortex case and we already know that we may take
Aα = ρWα .
We aim to prove that, as a consequence of going to regular gauge, a component along Vα
appears. Let’s define
u(θ) = ei
θ
NCN
T ′
N2−1 .1 (6.2)
Then, passing to regular gauge amounts to the transformation
Aα → uAαu† − i
g
∂αuu
† . (6.3)
Since
T ′N2−1
NCN
= N − 22N 1N +
T ′
2 ,
we can rewrite (6.2) as
u(θ) = ei
(N−2)θ
2N ei
θ
2T
′
,
so that (6.3) becomes
Aα → ei θ2T ′Aαe−i θ2T ′ − i
g
∂αe
i θ2T
′
e−i
θ
2T
′
.
To proceed further notice that
ei
θ
2T
′ = cos
(
θ
2
)
+ i sin
(
θ
2
)
T ′ ,
where the fact that T ′2 = 1N was used. We can now compute the transformed gauge fields
explicitly,
Aα → 12g (σ cos θ − 1) Wα + σ sin θ Vα , (6.4)
where
σ = 1 + 2gρ .
1Comparing with (5.18) and (5.19), we are suppressing here u0(θ) coming from the U(1) factor, since it gives no contribution.
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So indeed a component along Vα is generated. We will therefore take as our ansatz for the
induced gauge field components
A(l)α = ρlWα + ηl Vα ,
A(r)α = ρrWα + ηr Vα ,
(6.5)
where ρl, ηl, ρr and ηr are profile functions depending on the coordinates in the transverse
plane (r, θ). The complete ansatz is comprised of (5.35), (5.36) and (6.5), with U now
depending on t and z. It is worth emphasizing that, in the case of U varying along the
worldsheet, our vortex is not simply a gauge transformation of the elementary vortex: it
represents a physical excitation of the system.
To find the effective action the vortex ansatz is substituted in the full action, keeping only
terms depending explicitly on B and which are lowest order in its worldsheet derivatives.
Finally the integration in the xy plane must be carried out explicitly. It is clear that only
the kinetic part of the action gives a contribution since the scalar potential cannot depend
on the moduli fields. The effective lagrangian density comes entirely from the nonabelian
gauge kinetic terms with mixed indices and the scalar kinetic terms with worldsheet indices,
Leff =
∫
dθ dr r[Tr(F (l)iα F
(l) α
i ) + Tr(F
(r)
iα F
(r) α
i ) + Tr |DαQ|2] . (6.6)
We omitted nonabelian gauge kinetic terms with two greek indices since they turn out to be
fourth order in powers of worldsheet derivatives, whereas all terms in (6.6) are second order.
We thus set out to compute one by one the different terms of equation (6.6). We start
with the mixed components of the field strength
F
(l)
iα = ∂iA(l)α −D(l)α A(l)i ,
where the covariant derivative in the adjoint representation is defined as
D(l)α A(l)i = ∂αA(l)i − igl[A(l)α , A(l)i ] .
We first compute the ordinary derivative term
∂iA
(l)
α = ∂i(ρlWα + ηlVα) =
(
∂rρl
xi
r
− ∂θρl ijxj
r2
)
Wα +
(
∂rηl
xi
r
− ∂θηl ijxj
r2
)
Vα .
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Next, we focus on the covariant derivative term,
D(l)α A(l)i =−
gl
g2
1
NCN
ijxj
r2
A∂αT
′
N2−1 + iζl
1
NCN
ijxj
r2
A [ρlWα + ηl Vα, T ′N2−1] =
=− gl2g2
ijxj
r2
A∂αT
′ + iζl2 ρl
ijxj
r2
A [Wα, T ′] + i
ζl
2 ηl
ijxj
r2
A [Vα, T ′] =
= ζlηl
ijxj
r2
AWα − 12gl ζlσl
ijxj
r2
AVα ,
where use was made of the commutator relations
[Wα, T ′] = 2i Vα , [Vα, T ′] = −2iWα ,
and σl was defined as σl = 1 + 2glρl.
All together,
F
(l)
iα =
(
∂rρl
xi
r
− ijxj
r2
(∂θρl + ζlηlA)
)
Wα +
(
∂rηl
xi
r
− ijxj
r2
(
∂θηl − 12gl ζlσlA
))
Vα .
An analogous computation for the field strength F (r)iα leads to
F
(r)
iα =
(
∂rρr
xi
r
− ijxj
r2
(∂θρr − ζrηrA)
)
Wα +
(
∂rηr
xi
r
− ijxj
r2
(
∂θηr +
1
2gr
ζrσrA
))
Vα ,
where σr was defined as
σr = 1 + 2grρr .
These expressions can now be used to compute the two gauge kinetic terms in (6.6). We
first compute the trace term coming from the SUl(N) part of the gauge group, using
Tr(WαWα) = Tr(VαV α) , Tr(WαV α) = 0 ,
which leads to
Tr(F (l)iα F
(l) α
i ) =
(∇ρl)2 + (∇ηl)2 + 1
r2
(
gl
2g2
)2
A2 (σ2l + 4g2l η2l ) +
− 1
r2
(
gl
g2
)
A (σl∂θηl − 2glηl∂θρl)
Tr(VαV α) .
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The second trace term in (6.6) can be computed similarly. The result is
Tr(F (r)iα F
(r) α
i ) =
(∇ρr)2 + (∇ηr)2 + 1
r2
(
gr
2g2
)2
A2 (σ2r + 4g2rη2r) +
+ 1
r2
(
gr
g2
)
A (σr∂θηr − 2grηr∂θρr)
Tr(VαV α) .
To compute the remaining trace term in (6.6) we first write explicitly the components of
index α of the covariant derivative of Q,
DαQ =
(
− i Q1e
iθ +Q2
2 (glρl − grρr)−
Q1e
iθ −Q2
2 (glηl + grηr)
)
Wα +
+
(
Q1e
iθ −Q2
2 (1 + glρl + grρr)− i
Q1e
iθ +Q2
2 (glηl − grηr)
)
Vα ,
(6.7)
where use was made of the relation WαT ′ = −T ′Wα = iVα. Now the computation of
Tr |DαQ|2 using our result (6.7) straightforwardly gives
Tr |DαQ|2 =
 |Q1eiθ −Q2|2
4 [(1 + glρl + grρr)
2 + (glηl + grηr)2] +
|Q1eiθ +Q2|2
4 [(glηl − grηr)
2 +
+ (glρl − grρr)2] + sin θ Q1Q2(grηrσl − glηlσr)
Tr(VαV α) .
The resulting effective action is
Seff = I
∫
dz dt Tr(VαV α) , (6.8)
where the normalization integral I, written out in full, is given by
∫
dθ dr r
(∇ρl)2 + (∇ηl)2 + 1r2
(
gl
2g2
)2
A2 (σ2l + 4g2l η2l )−
1
r2
(
gl
g2
)
A (σl∂θηl − 2glηl∂θρl) +
+ (∇ρr)2 + (∇ηr)2 + 1
r2
(
gr
2g2
)2
A2 (σ2r + 4g2rη2r) +
1
r2
(
gr
g2
)
A (σr∂θηr − 2grηr∂θρr) +
+ |Q1e
iθ −Q2|2
4 [(1 + glρl + grρr)
2 + (glηl + grηr)2] +
|Q1eiθ +Q2|2
4 [(glηl − grηr)
2 +
+ (glρl − grρr)2] + sin θ Q1Q2(grηrσl − glηlσr)
 .
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Notice that the surviving trace term Tr(VαV α) is proportional to the usual CPN−1 action.
In fact, using the parametrization (5.37) for U ,
Tr(VαV α) = 4N(1 +B†B)−1∂αB†(1 +BB†)−1∂αB .
Just as for the standard nonabelian vortex the effective action on the string worldsheet is a
two-dimensional CPN−1 sigma model. This could have been anticipated from the fact that
the unbroken gauge group in the vacuum SUl+r(N) is broken by the vortex background to a
U(1)× SU(N − 1) subgroup. The orientational moduli of the vortex, therefore, live on the
coset space
SU(N)
U(1)× SU(N − 1) ,
which is the definition of the complex projective space CPN−1, since SU(N)/SU(N − 1) ∼
S2n−1.
We emphasize that the CPN−1 action (6.8) is an effective low-energy theory appropriate
for the description of the internal string dynamics at energies lower than the inverse thickness
of the string, which is given by the masses of the broken gauge field combinations in the bulk
theory. Thus the parameter g
√
ξ plays the role of a physical ultraviolet cutoff in the action
(6.8). The Fayet-Iliopoulos parameter
√
ξ is chosen sufficiently big so that g
√
ξ  √ξ, where
√
ξ is the scale of symmetry breaking in the original theory and a semiclassical treatment
is therefore appropriate. Higher-order terms in powers of worldsheet derivatives have been
consistently neglected. Nonetheless they certainly exist. In fact the derivative expansion
runs in powers of
(g
√
ξ)−1∂α .
The CPN−1 description is adequate at energies below g
√
ξ.
As a final comment notice that the normalization integral (6.9) involves the gauge coupling
constants of the bulk theory. From a QFT point of view they are supposed to be fixed at the
scale g
√
ξ. The action (6.8) is therefore valid at the energy g
√
ξ. At energies below g
√
ξ the
coefficient in front of the CPN−1 action will not be given by the same normalization integral,
but will change due to the nontrivial renormalization group flow of the two-dimensional
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theory. However, it turns out that the integral I is actually divergent, in contrast to the
standard nonabelian vortex. In the previous case, the normalization integral was minimized
through an appropriate choice of the profile function ρ. The minimum value attained by the
normalization integral was perfectly finite. This is not the case for the gauged nonabelian
vortex. The action (6.8) is not the correct quantum action (see also section 7.4), so from
now on we will limit ourselves to a classical analysis. We now turn to discuss how to fix
the still undetermined profile functions appearing in the ansatz for the induced gauge field
components.
6.2 Profile equations for the induced gauge fields
To find the differential equations specifying the profile functions for the induced gauge field
components, two equivalent roads open up. The first way is to treat the normalization
integral (6.9) as an action for the profile functions. The sought equations are therefore the
Euler-Lagrange equations of motion, i.e. the profile functions are the stationary points of the
functional I. The alternative is to study explicitly the equations of motion following from
(6.6). Of course the two procedures are not fundamentally different and the end result is the
same. Here we choose to study the equations of motion following from (6.6),
D(l)i F (l)iα = iglT a Tr[Q†T aDαQ− (DαQ)†T aQ] ,
D(r)i F (r)iα = −igrT a Tr[T aQ†DαQ− (DαQ)†QT a] .
(6.10)
As we already anticipated our ansatz (6.5) fixes the correct color structure, so that in the
end it simplifies from both sides of the equations and only scalar equations for the profile
functions are left.
We now proceed to compute the left hand side of the first of equations (6.10). The
covariant derivative of the gauge field strength can be rewritten explicitly as
DiF (l)iα = ∂i∂iA(l)α − 2igl[A(l)i , ∂iA(l)α ] + igl[A(l)i , ∂αA(l)i ]− g2l [A(l)i , [A(l)i , A(l)α ]] , (6.11)
where use was made of the fact that ∂iA(l)i = 0, since
∂iA
(l)
i =
xi
r
∂rA
(l)
i = −
gl
g2
1
NCN
(ijxixj) ∂r
(
A
r3
)
T ′N2−1 = 0 ,
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by antisymmetry of the  tensor. The first contribution in equation (6.11) is
∂i∂iA
(l)
α = ∆ρlWα + ∆ηl Vα ,
where ∆ is the laplacian in the transverse plane. The second term contains the commutator
[A(l)i , ∂iA(l)α ] =
gl
g2
A
2r2 (∂θρl [T
′,Wα] + ∂θηl [T ′, Vα]) = i
gl
g2
A
r2
(∂θηlWα − ∂θρl Vα) .
The third term contains a similar commutator,
[A(l)i , ∂αA
(l)
i ] =
(
gl
g2
ijxj
r2
A
2
)2
[T ′, Vα] =
i
2
(
gl
g2
)2 (
A
r
)2
Wα .
Finally, the last term contains the nested commutator,
[A(l)i , [A
(l)
i , A
(l)
α ]] =
(
gl
g2
)2 (
A
2r
)2
[T ′, [T ′, ρlWα + ηlVα]] =
(
gl
g2
)2 (
A
r
)2
(ρlWα + ηlVα) .
To sum up, equation (6.11) gives
DiF (l)iα =
(
∆ρl + 2ζl
A
r2
∂θηl − 12gl ζ
2
l
(
A
r
)2
σl
)
Wα +
(
∆ηl − 2ζl A
r2
∂θρl − ζ2l
(
A
r
)2
ηl
)
Vα .
(6.12)
The source term J (l)α on the left hand side of the first of equations (6.10) is computed to give
J (l)α = gl
( |Q1eiθ −Q2|2
4 +
Q21 +Q22
2 glρl −Q1Q2 cos θ grρr +Q1Q2 sin θ grηr
)
Wα+
+ gl
(
Q21 +Q22
2 glηl −
Q1Q2 sin θ
2 σr −Q1Q2 cos θ grηr
)
Vα ,
(6.13)
where use was made of our previous expression (6.7) for DαQ. Comparing equations (6.12)
and (6.13) and equalling the coefficients in front of identical color matrix structures, one
deduces the two equations
∆ρl + 2ζl
A
r2
∂θηl − 12gl ζ
2
l
(
A
r
)2
σl − |Q1e
iθ −Q2|2
4 gl −
Q21 +Q22
2 g
2
l ρl +Q1Q2 cos θ glgrρr+
−Q1Q2 sin θ glgrηr = 0 ,
(6.14)
— 91 —
∆ηl − 2ζlA
r2
∂θρl − ζ2l
(
A
r
)2
ηl − Q
2
1 +Q22
2 g
2
l ηl +
Q1Q2 sin θ
2 glσr +Q1Q2 cos θ glgrηr = 0 .
(6.15)
The remaining two equations which, together with (6.14) and (6.15), allow to fix the four
undetermined profile functions, come from the second of equations (6.10). The procedure is
exactly the same. The left hand side can be computed to give
DiF (r)iα =
(
∆ρr − 2ζr A
r2
∂θηr − 12gr ζ
2
r
(
A
r
)2
σr
)
Wα +
(
∆ηr + 2ζr
A
r2
∂θρr − ζ2r
(
A
r
)2
ηr
)
Vα ,
(6.16)
and the right hand side term, which we denote as J (r)α ,
J (r)α = gr
( |Q1eiθ −Q2|2
4 +
Q21 +Q22
2 grρr −Q1Q2 cos θ glρl −Q1Q2 sin θ glηl
)
Wα+
+ gr
(
Q21 +Q22
2 grηr +
Q1Q2 sin θ
2 σl −Q1Q2 cos θ glηl
)
Vα .
(6.17)
The equations following from matching (6.16) and (6.17) are
∆ρr − 2ζr A
r2
∂θηr − 12gr ζ
2
r
(
A
r
)2
σr − |Q1e
iθ −Q2|2
4 gr −
Q21 +Q22
2 g
2
rρr +Q1Q2 cos θ grglρl +
+Q1Q2 sin θ grglηl = 0 ,
(6.18)
and
∆ηr + 2ζr
A
r2
∂θρr − ζ2r
(
A
r
)2
ηr − Q
2
1 +Q22
2 g
2
rηr −
Q1Q2 sin θ
2 grσl + Q1Q2 cos θ glgrηl = 0 .
(6.19)
It can be checked that the equations (6.14), (6.15), (6.18) and (6.19) are precisely the same
equations that one would get by minimizing the normalization integral I. Together they
represent a system of 4 coupled inhomogeneous linear partial differential equations. They
involve nonlinearly the profile functions Q1, Q2, f and fNA of the elementary vortex, which
must be determined beforehand by solving the BPS equations (5.30), (5.31), (5.32) and
(5.33).
The equations for the profile functions of the induced gauge fields can be cast in a simpler
form by rewriting them as two complex equations of which they represent the real and
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imaginary parts. To this end it is necessary to introduce the complex combinations
ψl = σl + 2iglηl , ψr = σr + 2igrηr .
This step is suggested by the fact that in the ungauged case gr = 0 the gauge transformation
connecting singular and regular gauge, equation (6.4), takes its simplest form in terms of
the analogous combination
ψ = σ + 2igη ,
where now σ and η are the profile functions for the standard nonabelian vortex. In fact
equation (6.4) can be rewritten as
ψ → eiθψ .
Applied to the equations for the profile functions of the induced gauge fields the same trick
allows a considerable simplification. In particular the equations can be made homogenous
in ψl and ψr. It is just a matter of computation to check that equations (6.14) and (6.15)
can be rewritten as the real and imaginary part of the single equation
∆ψl − 2ζlA
r2
∂θ(iψl)− ζ2l
(
A
r
)2
ψl − g2l
(
Q21 +Q22
2 ψl −Q1Q2e
iθψr
)
= 0 . (6.20)
Similarly, equations (6.18) and (6.19) are rewritten as
∆ψr + 2ζr
A
r2
∂θ(iψr)− ζ2r
(
A
r
)2
ψr − g2r
(
Q21 +Q22
2 ψr −Q1Q2e
−iθψl
)
= 0 . (6.21)
The normalization integral I of equation (6.9) can also be rewritten in a more compact form
in terms of the complex functions ψl and ψr.
The result is
I =
∫
dθ dr r
[
1
4g2l
(
|∂rψl|2 + 1
r2
|∂θψl|2 +
(
Aζl
r
)2
|ψl|2 − 2ζlA
r2
Im(ψ∗l ∂θψl)
)
+
+ 14g2r
(
|∂rψr|2 + 1
r2
|∂θψr|2 +
(
Aζr
r
)2
|ψr|2 + 2ζr A
r2
Im(ψ∗r∂θψr)
)
+
+ Q
2
1 +Q22
8 (|ψl|
2 + |ψr|2)− Q1Q22 Re(ψlψ
∗
re
−iθ)
]
.
(6.22)
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It may be useful at this point to recall that the first two lines contain the contribution to
the energy coming from the induced chromoelectric and chromomagnetic fields and the last
line the contribution of the induced currents, built from the scalar condensates.
Equations (6.20) and (6.21) are two linear homogenous partial differential equations. They
must be solved with appropriate boundary conditions on ψl and ψr. At r = 0 the boundary
conditions are constrained by the requirement that the energy density appearing under the
integral sign in (6.22) must not diverge. This is because the vortex consists of a smooth field
configuration, so that no singularity can arise from its core region. Conditions at spatial
infinity cannot be fixed as simply. In fact, by studying the asymptotic form of the equations
as r →∞, both ψl and ψr are found to diverge like some power of r.
6.3 Solving the model for gr 6= 0
We constructed our gauged vortex solution explicitly except for the still undetermined profile
functions ψl and ψr. ψl and ψr were shown to satisfy the system of partial differential
equations (6.20) and (6.21). We resort to an angular momentum mode expansion in the
transverse plane to reduce it to a system of ordinary differential equations,
ψl =
∑
m
φml e
imθ , ψr =
∑
m
φmr e
i(m−1)θ ,
where φml and φmr are functions only of r. Notice that ψl and ψr modes carry angular
momenta shifted by one unit. This is necessary to solve for the angular θ dependence.
Substituting, equation (6.20) becomes
∆φml −
(
m− ζlA
r
)2
φml − g2l
(
Q21 +Q22
2 φ
m
l −Q1Q2φmr
)
= 0 , (6.23)
and equation (6.21) becomes
∆φmr −
(
m− 1 + ζrA
r
)2
φmr − g2r
(
Q21 +Q22
2 φ
m
r −Q1Q2φml
)
= 0 . (6.24)
Both equations are now homogenous, in contrast to the gr = 0 case, which is revisited in
appendix C. The normalization integral I simplifies to a sum of separate terms for the
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different modes,
2pi
∑
m
∫
dr r
 1
4g2l
(∂rφml )2 +
(
m− Aζl
r
)2
(φml )2
+ 14g2r
(∂rφmr )2 +
(
m− 1 + Aζr
r
)2
(φmr )2
+
+ Q
2
1 +Q22
8 ((φ
m
l )2 + (φmr )2)−
Q1Q2
2 φ
m
l φ
m
r
 .
(6.25)
Before falling back on a numerical study we investigate the asymptotic form of these equa-
tions at spatial infinity and in the vortex core region. When r → ∞, φml → φmr since
subtracting (6.23) and (6.24) in this limit one obtains
∆(φml − φmr ) ∼
(
m− ζl
r
)2
(φml − φmr ) + µ2 (φml − φmr ) .
The first term on the right is subdominant with respect to the second so that one has to
solve
∆(φml − φmr ) ∼ µ2 (φml − φmr ) .
So either the difference grows exponentially or it decreases exponentially. If it increases
exponentially at least one of the the two must have an exponential growth (in fact both must
have an exponential growth), which would not be a physically acceptable state. Therefore
φml → φmr exponentially fast.2 Then in the limit r →∞ equation (6.23) gives
∆φml ∼
(
m− ζl
r
)2
φml . (6.26)
It admits the two independent solutions φml ∼ r±(m−ζl) if m 6= ζl and φml ∼ const. or
φml ∼ ln(r) if m = ζl. Similarly the asymptotic form of equation (5.31) when r →∞ is
∆φmr ∼
(
m− 1 + ζr
r
)2
φmr ,
which is equation (6.26) since ζl + ζr = 1. From spatial infinity we move towards the origin
2This condition can be interpreted in physical terms: it implies that only the massless gauge fields are present at large
distances.
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(a) Solution for φl for N = 2, ξ = 1, gl = 1 and for
different values of gr, from 0.1 to 0.9.
(b) Solution for φr for N = 2, ξ = 1, gl = 1 and for
different values of gr, from 0.1 to 0.9.
Figure 6.1: Numerical solutions for φl, φr.
and study the asymptotic behavior of the solutions in the region r → 0. The asymptotic
form of equation (6.23) is
∆φml ∼
(
m
r
)2
φml .
It admits the two independent solutions φml ∼ r±m if m 6= 0 and φml ∼ const. or φml ∼ ln(r)
if m = 0. Similarly the asymptotic form of equation (6.24) when r →∞ is
∆φmr ∼
(
m− 1
r
)2
φmr .
It admits the two independent solutions φmr ∼ r±(m−1) if m 6= 1 and φmr ∼ const. or
φmr ∼ ln(r) if m = 1.
We now discuss what are the energies associated with the different excitations just de-
scribed. Equation (6.22) shows that the energy reduces to a sum of terms, one for each
partial wave – there are no interaction terms coupling modes with different angular mo-
menta. In addition, each mode carries a divergent energy in contrast to the gr = 0 case,
where the m = 1 mode was well behaved. Consider in fact the contribution to the integral
I coming from the region r →∞. In this region both Q1 and Q2 tend to
√
ξ and φml → φmr ,
so that the source term contribution involving the scalar condensate vanishes and only the
massless gauge fields survive at large distances. We may write an asymptotic relation for
the expression under the integral sign in (6.25). It must go like
1
4g2V
∑
m
(
(∂rφml )2 +
(
m− ζl
r
)2
(φml )2
)
.
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gV = glgr/g is the gauge coupling constant for the massless fields Aµ.3 Consider a single
mode of angular momentum m and imagine enclosing the system in a box of dimension R.
At large distances φml and φmr behave like r±|m−ζl| (the possibility ζl = m is never realized
since in our model 0 < ζl < 1). The energy then must diverge like R2|m−ζl|. This is so
provided that the divergent solution r|m−ζl| is present with nonzero coefficient: the general
solution is a linear combination of the decreasing and increasing solution so that we cannot
exclude a priori that only the decreasing one is present. However we now argue that this
possibility is to be excluded. Multiply equation (6.23) by φml and (6.24) by φmr , divide the
first equation by g2l and the second by g2r , then integrate in the transverse plane and sum
the two equations. After integrating by parts,
1
g2l
φml r ∂rφ
m
l
∣∣∣∣∣
∞
0
+ 1
g2r
φmr r ∂rφ
m
r
∣∣∣∣∣
∞
0
=
∫ ∞
0
dr r
 1
g2l
[
(∂rφml )2 +
1
r2
(m− ζlA)2(φml )2
]
+
1
g2r
[
(∂rφmr )2 +
1
r2
(m− 1 + ζrA)2(φmr )2
]
+ Q
2
1 +Q22
2 ((φ
m
l )2 + (φmr )2)− 2Q1Q2φml φmr
 > 0 .
Since at zero both terms on the left vanish and at spatial infinity have the same behavior,
to have a positive right hand side the divergent solution must always be present.
R is an infrared cutoff. Its introduction is not completely arbitrary, however. In fact our
solution contains long-range nonabelian electric and magnetic fields, which in nonabelian
QFTs must be confined. So our solution is only valid below a large distance cutoff, which is
in between the vortex core radius (approximately the inverse of the W bosons masses, 1/g
√
ξ)
and the confinement length (approximately the inverse of the dynamical scale Λ at which
the original theory becomes strongly coupled). Indeed we assumed g
√
ξ  Λ throughout, so
that there is a large range of distances where our solution can be applied.
All excitations have divergent energy in the limit R→∞. In contrast to the exponential
3This can be proven by rewriting the covariant derivative at θ = 0 of the scalar field Q in terms of the massless and massive
gauge fields, equations (5.4) and (5.5), as
DµQ = ∂µQ− i glgr
g
[Aµ, Q]− i1
g
(g2l BµQ+ g2rQBµ) .
Note that the identification of the field combinations Aµ and Bµ with the physical massless and massive gauge bosons is really
valid only at spatial infinity, where the vortex reduces to a vacuum configuration. Q transforms in the adjoint representation
with respect to the residual diagonal symmetry group SUl+r(N) and for this reason it couples to Aµ through a commutator.
At spatial infinity this commutator vanishes, which confirms that Aµ becomes massless.
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solutions of the gr = 0 case (see appendix C), the divergences are only powerlike and therefore
physical. For big but finite R however there exists a mode with minimal energy. It is found
by combining the requirement of regularity at the origin with that of an asymptotic behavior
as tame as possible. Which mode is selected depends on the value of gr. For gr < gl, that
is ζl > 1/2, we must choose the m = 1 mode so that φl ∼ r and φr ∼ const. for r → 0,
φl ∼ φr ∼ rζr for r →∞. The complete solution is ψl = φl eiθ and ψr = φr where φl and φr
satisfy the system
∆φl −
(
1− ζlA
r
)2
φl − g2l
(
Q21 +Q22
2 φl −Q1Q2φr
)
= 0 ,
∆φr −
(
ζrA
r
)2
φr − g2r
(
Q21 +Q22
2 φr −Q1Q2φl
)
= 0 .
For gr > gl, that is ζl < 1/2, we must choose the m = 0 mode so that φl ∼ const. and φr ∼ r
for r → 0, φl ∼ φr ∼ rζl for r →∞. The complete solution is ψl = φl and ψr = φre−iθ where
φl and φr satisfy the system
∆φl −
(
ζlA
r
)2
φl − g2l
(
Q21 +Q22
2 φl −Q1Q2φr
)
= 0 ,
∆φr −
(
1− ζrA
r
)2
φr − g2r
(
Q21 +Q22
2 φr −Q1Q2φl
)
= 0 ,
that is φl and φr are exchanged.
It is interesting to note that, when gr 6= 0 and new gauge fields are introduced, the
equations for the profile functions become homogenous for all values of m. On the contrary
the equations were not homogeneous for the m = 1 mode in the gr = 0 case. Therefore the
excitations in the gr 6= 0 case enjoy a special rescaling property: the profile functions for the
induced gauge fields can be rescaled by any constant c (the energy correspondingly is rescaled
by c2). Such solutions are physical, not mere gauge artifacts, since gauge transformations
cannot change the value of the energy. The continuous spectrum we found is to be expected,
since the powerlike divergences are typical of pure gauge theories in an infinite box and pure
gauge theories exhibit such rescaling symmetry at the classical level.
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Chapter 7
Global aspects
7.1 Symmetries with global obstructions
Up to now a computational, hands-on approach has been favored. Vortex solutions were
explicitly constructed through appropriate ansatzes and integration of the resulting profile
equations. First an elementary vortex with a fixed Lie algebra orientation was considered.
Then the vortex orientation was rotated in group space through a global diagonal gauge
transformation. Finally the orientational moduli were elevated to moduli fields and our
ansatz was substituted in the original lagrangian to derive an effective action on the string
worldsheet. The effective lagrangian is the same as for the two dimensional CPN−1 sigma
model, but the coefficient in front is a divergent integral. We therefore introduced an infrared
cutoff R and studied the solutions of the vortex equations for the induced fields only up to R.
The system of equations can be diagonalized through an expansion in angular momentum
eigenstates and the possible excitations carry an energy that goes like some power of R.
Now however we wish to adopt a more general point of view. In particular we wish to
argue that the powerlike divergences just found are closely linked to obstructions in the
definition of the unbroken gauge symmetry group. Our theory exhibits vortex solutions as
a consequence of the symmetry breaking G→ H. As we will see, the presence of the vortex
makes the embedding H ⊂ G space dependent. As a result some of the generators become
multivalued. Multivalued symmetries explain the precise nature of the non-integer, powerlike
divergences encountered.
For the moment we consider the model independent case of a theory with gauge group
G, which is spontaneously broken to a continuous subgroup H ⊂ G by a scalar condensate
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Q. The vacuum manifold G/H is assumed to have nontrivial first homotopy group so that
vortices emerge, with the scalar field winding asymptotically like
Q(∞, θ) = u(θ)Q0(∞) .
u(θ) is a θ-dependent element of G and Q0(∞) is an arbitrary starting point on the vacuum
manifold. To make sure that the scalar kinetic term |DiQ|2 gives a finite contribution it
is necessary that Ai → −i∂iu(θ)u(θ)−1 as r → ∞. That is, u(θ) is determined by parallel
transport,
u(θ) = P ei
∫ θ
0 A·dl , (7.1)
where the integral is computed along a circle at radial infinity. In the uniform vacuum, where
Q = Q0(∞) everywhere, H can be unambiguously defined as the subgroup of G which leaves
Q invariant. Equivalently H is generated by the generators T a ∈ Lie(G) such that T aQ = 0.
In vortex constructions Q attains different vacua configurations at different points along the
circle at spatial infinity. H can again be defined as the unbroken subgroup of G, but now
H is manifestly dependent on θ [19]. One possible choice for the unbroken generators at
nonzero θ is obtained through conjugation by u(θ),
T a → T a(θ) = u(θ)T au(θ)−1 , (7.2)
where T a ∈ Lie(H). This is because if T a annihilates Q at θ = 0, then T a(θ) annihilates Q
at θ. The automorphism (7.2) describes the nontrivial, θ-dependent embedding of H inside
G that is obtained by parallel transport of the Lie algebra around the vortex. Since the
generators of H vary with θ it is possible that they are not globally well-defined. By this we
mean that they are multivalued because when θ → θ + 2pi they do not come back to their
starting value. In general after a full circuit one must have
T a(2pi) = u(2pi)T au(2pi)−1 = OabT b ,
O is a real orthogonal matrix to preserve hermiticity and normalization of the generators
with respect to the Lie algebra inner product (T a, T b) = Tr(T aT b). By a basis change in
Lie(H), O can always be diagonalized (this follows from the theorem that every orthogonal
— 100 —
matrix is unitarily diagonalizable over C). The diagonal basis will involve in general complex
linear combinations of the original generators. However, since O is real its eigenvalues come
in conjugate pairs λ and λ∗ and corresponding eigenvectors v and v†. One can therefore form
the hermitian combinations v + v† and i(v − v†). Once O is diagonalized, each generator
changes by a phase factor after a full circuit,
T a(2pi) = e2piiζaT a . (7.3)
The generators for which ζa = 0 are globally well-defined and generate the unbroken sym-
metry group H˜. Equivalently, from (7.2), H˜ coincides with the centralizer of u(2pi). The
generators for which ζa 6= 0 cannot be globally defined by parallel transport.
Let’s see how the classification of the H generators into single-valued and multi-valued
applies to our specific model. It is convenient to work with the universal cover of the gauge
group G,
G = U(1)× SUl(N)× SUr(N) ,
that is, with the gauge group G˜,
G˜ = U˜(1)× SUl(N)× SUr(N) .
U˜(1) denotes the universal cover of the U(1) factor, which is the real line R with the usual +
operation. The advantage of working directly with the universal cover is that the universal
cover is simply connected and therefore one can apply the result
pi1(G˜/H) = pi0(H) .
The topological classification of vortex solutions reduces then to the counting of disconnected
components of H. Let us write the group elements in the fundamental representation. A
general group element is expressed as a triplet
(eiα, Ul, Ur) , (7.4)
where Ul and Ur are unimodular unitary N ×N matrices.
For example, the group element u(θ), which describes the asymptotic winding of Q, is
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given by
u(θ) = (u0(θ), ul(θ), ur(θ)) ,
where
u0(θ) = ei
θ
N , ul(θ) = eiζl
θ
NCN
T ′
N2−1 , ur(θ) = e−iζr
θ
NCN
T ′
N2−1
and
T ′N2−1 = UTN2−1U † . (7.5)
U is a unitary matrix which depends on B through parametrization (5.37) (B gives the
orientation of the vortex and depends on the worldsheet coordinates t and z). Elements of
the Lie algebra will also be written as a triplet,
(α, Tl, Tr) ,
where Tl and Tr are hermitian, traceless N ×N matrices. Such a generator can be exponen-
tiated to give the group element
(eiα, eiglTl , eigrTr) .
When acted upon by the general group element (7.4), Q transforms as
Q→ eiα UlQU †r .
The uniform vacuum Q =
√
ξ 1N is left invariant by the diagonal transformations(
e
2piin
N , U, e
2piin
N U
)
,
with n an integer and U ∈ SUl+r(N). This is a SUl+r(N) subgroup of G or a Z× SUl+r(N)
subgroup of G˜. Therefore,
pi1(G˜/H) = pi0(Z× SUl+r(N)) = Z .
The topological charge labelling different vortices is the winding number, which gives the
number of rounds of the ANO vortex phase when traversing a full circle at spatial infinity.
The unbroken generators at θ = 0 have already been identified in section 5.1. In our notation,
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they can be rewritten as
Sa(0) =
(
0, gr
g
T a,
gl
g
T a
)
. (7.6)
At θ 6= 0, they are given by
Sa(θ) =
(
0, gr
g
ulT
au†l ,
gl
g
urT
au†r
)
. (7.7)
This can be checked by acting with the group element g(θ), generated by (7.7), on Q evalu-
ated at spatial infinity,
Q =
√
ξ u0ulu
†
r .
One obtains
g(θ)Q =
√
ξ u0 (uleigV T
a
u†l )ulu†r (ure−igV T
a
u†r) = Q ,
as expected. At θ = 0, the orthogonal combination to (7.6),(
0, gl
g
T a, −gr
g
T a
)
, (7.8)
generates G \H. The group element generated by (7.8) acts on Q as
Q→ eigTaQ ,
i.e. it transforms Q nontrivially. At θ 6= 0, to maintain orthogonality with respect to (7.7),
one defines the broken generators as(
0, gl
g
ulT
au†l , −
gr
g
urT
au†r
)
. (7.9)
It may useful at this point to remind the reader about which subgroup of our original gauge
group gets broken and which is preserved, before going on to discuss which subgroup of the
unbroken gauge group is globally defined and which is not. Start at spatial infinity. Here
the discussion is simplified by the fact that the scalar field attains values in the vacuum
manifold. In particular, at θ = 0, Q takes the form
√
ξ 1N and the original gauge group is
broken to the diagonal subgroup H = SUl+r(N), which is generated by the generators Sa(0)
of equation (7.6). At θ 6= 0 the unbroken group is generated by the generators Sa(θ) and it
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is therefore isomorphic to SUl+r(N). The corresponding gauge bosons Aµ remain massless,
whereas the gauge bosons Bµ along the broken generators (7.9) become massive by the Higgs
mechanism. The photon, corresponding to the U(1) generator, also becomes massive.
In the presence of the vortex the situation is more complicated. The vortex background
breaks the unbroken SUl+r(N) subgroup to a U(1) × SU(N − 1) subgroup. The broken
generators are the generators of equation (5.21). We may call them T 1α and T 2α. The index 1
refers to the real generators and the index 2 to the imaginary generators. The index α, going
from 1 to N − 1, stands for the position along the first row and column of the only nonzero
elements. The generators of H which are broken by the vortex are precisely the generators
which exhibit global obstructions. In fact, the globally defined generators of H˜ ⊂ H are the
generators which commute with(
e
2pii
N , e
2piiζl
NCN
T ′
N2−1 , e
− 2piiζr
NCN
T ′
N2−1
)
.
Using the decomposition
T ′N2−1
NCN
= N − 22N 1N +
T ′
2 ,
one sees that the generators of H˜ are the generators which commute with T ′. For the
elementary vortex (U = 1N , which implies T ′ = T ) these are the generators of the unbroken
U(1)× SU(N − 1) subgroup: a diagonal generator plus an embedding of the Lie algebra of
SU(N − 1) in the lower right (N − 1) × (N − 1) corner. Viceversa the generators T 1α and
T 2α are multivalued. For nontrivial U the same applies, but each generator gets conjugated
by U . In particular the generators with global obstructions are given by UT 1αU † and UT 2αU †
(U is the unitary matrix depending on the orientational moduli B which propagate the
elementary vortex in group space). For example, after a full circuit, the generator UT 1αU †,
or more precisely, (
0, gr
g
UT 1αU
†,
gl
g
UT 1αU
†
)
gets transformed to(
0, gr
g
ul(2pi)UT 1αU † u
†
l (2pi),
gl
g
ur(2pi)UT 1αU † u†r(2pi)
)
.
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To simplify the notation we adopt the shorthands
cl = cos(2piζl) , sl = sin(2piζl) ,
cr = cos(2piζr) , sr = sin(2piζr) .
Then,
ul(2pi)UT 1αU † u
†
l (2pi) = cl UT 1U † − sl UT 2U † ,
ur(2pi)UT 1αU † u†r(2pi) = cr UT 1U † + sr UT 2U † .
Similarly, (
0, gr
g
UT 2αU
†,
gl
g
UT 2αU
†
)
gets transformed to(
0, gr
g
ul(2pi)UT 2αU † u
†
l (2pi),
gl
g
ur(2pi)UT 2αU † u†r(2pi)
)
.
Then,
ul(2pi)UT 2αU † u
†
l (2pi) = sl UT 1U † + cl UT 2U † ,
ur(2pi)UT 2αU † u†r(2pi) = −sr UT 1U † + cr UT 2U † .
As argued before, the parallel transported generators get mixed by orthogonal matrices,
Ol =
 cl −sl
sl cl
 , Or =
 cr sr
−sr cr
 .
Diagonalization leads to the generators(
0, gr
g
UT+α U
†,
gl
g
UT+α U
†
)
,
(
0, gr
g
UT−α U
†,
gl
g
UT−α U
†
)
,
(7.10)
where
T+α =
1√
2
(T 1α + iT 2α) , T−α =
1√
2
(T 1α − iT 2α) .
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The first generator of (7.10) transforms under parallel transport as(
0, gr
g
UT+α U
†,
gl
g
UT+α U
†
)
→
(
0, e−2piiζl gr
g
UT+α U
†, e2piiζr
gl
g
UT+α U
†
)
. (7.11)
Similarly, the second generator gets transformed to(
0, gr
g
UT−α U
†,
gl
g
UT−α U
†
)
→
(
0, e2piiζl gr
g
UT−α U
†, e−2piiζr
gl
g
UT−α U
†
)
. (7.12)
Remembering that ζl + ζr = 1, the first generator (7.11) is seen to correspond to the eigen-
value e−2piiζl and the second generator (7.12) to its complex conjugate, e2piiζl . ζl and ζr are
the analogue of the quantities ζa of equation (7.3). Since ζl is always non-integer for the
gauged nonabelian vortex, global obstructions are explicitly present in our model and are
measured by the angle 2piζl. In the limit case gr = 0, ζl = 1 and all symmetry generators
are singlevalued.
A rather subtle point is that for the gauged nonabelian vortex the obstruction forbids the
definition of a covariantly constant basis of sections, but it is still possible to define a global
basis for Lie(H). Thus the global obstruction is geometrical rather than topological. The
global basis can be obtained by transferring all the winding to a single group factor, like for
example with the choice
Sa(θ) =
(
0, gr
g
ulu
†
rT
auru
†
l ,
gl
g
T a
)
,
to be compared with (7.7). The physical consequence of this distinction is that, for the gauged
nonabelian vortex, one can speak sensibly of color electric charges associated with the full
H group. This is to be contrasted with the cases of the nonabelian magnetic monopole and
of the Alice strings. For example, true topological obstructions are at the root of the no-go
theorem about the non-existence of colored dyons [20,21]. A similar obstruction occurs also
in the case of the Alice string [50–54]. In this case G = SO(3) and H = U(1) o Z2. The
low energy theory is described by a H bundle over S1 which can be trivialized on (0, 2pi), so
that it is entirely characterized by a transition function at θ = 2pi. The transition function
acts nontrivially on Lie(H). More explicitly, the U(1) generator changes sign and a particle
transported along a path encircling the vortex an odd number of times is turned into its own
antiparticle. Thus the H bundle is nontrivial and in fact the total space is homeomorphic,
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not to a torus, but to a Mo¨bius strip. The obstruction is of a topological kind since it is
impossible to trivialize the bundle through continuous deformations. This is linked to the
fact that H contains a discrete part so that pi0(H) is nontrivial. For the gauged vortex, on
the contrary, there is only one connected component and it is therefore possible to find a
global basis of sections that trivializes the bundle.1
7.2 Nonabelian Aharonov-Bohm effect
Global obstructions make possible Aharonov-Bohm scattering of multivalued gauge bosons
[22]. We explore how this feature arises in our model.
First we review some standard facts about the Aharonov-Bohm effect. The abelian version
of the Aharonov-Bohm effect appears in the context of quantum electrodynamics. Suppose
to have an infinitely long solenoid, extending along the z axis, confining a magnetic flux Φ
within impenetrable walls. An electric charge q is transported along a closed circuit going
around the wall in the xy plane. Then its wavefunction gets multiplied by the phase factor
eiqΦ = eiq
∮
A·dl. Even if the charged particle never enters the region where the magnetic
field is present, the solenoid has physical effects which can be observed for example in an
interference experiment. The phase factor is an element of the U(1) gauge group and it is
given by the holonomy of the gauge connection. It has a topological character since the
closed circuit can be arbitrarily deformed, without changing the Aharonov-Bohm phase.
The situation is similar with nonabelian vortices: there is a magnetic field running along
the string and charged particles that can acquire a nontrivial phase when winding around
it. In our case the phase factor is an element of the gauge group G, which is denoted by
Γ(B). The B-dependence comes from the rotating matrix U , equation (7.5), which gives the
group orientation of the vortex flux. Γ(B) is given again by the holonomies of the gauge
connections,
Γ(B) =
(
eig0
∮
a·dl, Peigl
∮
A(l)·dl, Peigr
∮
A(r)·dl) .
1If one uses only faithful representations, for the gauged nonabelian vortex,
G = U(1)× SUl(N)× SUr(N)
ZN × ZN
and H = SUl+r(N)/ZN , so that indeed pi0(H) is trivial.
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Remembering (7.1), one sees that
Γ(B) = (u0(2pi), ul(2pi), ur(2pi)) = u(2pi) .
So the Aharonov-Bohm phase is in fact an element of the unbroken subgroup H ⊂ G since
u(2pi)Q0(∞) = u(0)Q0(∞) = Q0(∞), by continuity of the scalar condensate. Particles that
transform nontrivially with respect to Γ(B) are subject to Aharonov-Bohm scattering. For
example the gauge bosons of the SUl(N) subgroup transform in the representation (0,Adj, 1)
of G. This implies that their wavefunction Ψ is transformed in the following way,
Ψ→ ul(2pi) Ψul(2pi)† .
The gauge bosons corresponding to the multivalued generators experience Aharonov-Bohm
scattering whereas the globally defined generators are unaltered. This proves that the non-
abelian orientational moduli of the vortex are physical and not simple gauge artifacts.
Since H is nonabelian the Aharonov-Bohm effect has nonabelian characteristics. Con-
sider a multivortex configuration with two vortices of different fixed orientations. Let’s call
them B1 and B2. By encircling first the vortex with orientation B1 and then the vortex with
orientation B2, a particle acquires a phase Γ(B2)Γ(B1) (in the appropriate particle repre-
sentation). Viceversa, by encircling first the vortex with orientation B2 and then the vortex
with orientation B1, the particle acquires the phase Γ(B1)Γ(B2). Since
Γ(B2)Γ(B1) 6= Γ(B1)Γ(B2) ,
the wavefunction of a particle depends on the details of its past history.
We now explore some consequences of the nonabelian statistics obeyed by our vortices.
For simplicity we suppress the z direction so that vortices are really particles, with a non-
abelian flux attached. Let’s imagine to move around a charged particle in the background
of the vortex, taking it back to the starting point. All possible histories of the particle
are subdivided into different families such that histories in the same family correspond to
paths that are homotopically equivalent. To each family of histories there corresponds a
different Aharonov-Bohm phase. We therefore have a map φ : pi1(M,x0) → H, where M
is the manifold obtained by removing from all space the vortex centres and x0 is some ar-
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bitrary base point.2 This however is not completely correct. The Aharonov-Bohm phases
are not gauge invariant when H contains multivalued generators. Performing a global gauge
transformation by δU ∈ SUl+r(N), the Aharonov-Bohm phase transforms as
Γ(B)→ Γ(B′) = δU Γ(B) δU † ,
where B′ is the orientational modulus corresponding to the rotating matrix δUU . If δU is
a multivalued symmetry this transformation is nontrivial. Therefore our map does not take
values in H, but in the space of conjugacy classes with respect to elements of H \ H˜.
In the presence of a single vortex we specify a standard path a with base point x0 encircling
the vortex counterclockwise. Then the map defined above associates to the homotopy class
of the standard path [a] a conjugacy class [Γ] of Aharonov-Bohm phases. Through an
appropriate global transformation it is always possible to rotate the vortex orientation into
any given direction in group space. Therefore [Γ] is the collection of all possible Γ(B), for
any B. One generally fixes the gauge by choosing an arbitrary representative element out
of the conjugacy class. Once the gauge is fixed, one can introduce a well-defined notion of
product between conjugacy classes such that the map that assigns to the standard path its
Aharonov-Bohm phase (let’s call it ϕ) is an homomorphism,
ϕ(b ◦ a) = ϕ(b)ϕ(a) .
Notice that under a gauge transformation δU
ϕ(b ◦ a)→ (δU ϕ(b) δU †) (δU ϕ(a) δU †) = δU ϕ(b ◦ a) δU † .
A different choice of gauge fixing does not change the conjugacy class of the product.
Consider now two vortices, with standard paths a and b. We fix the gauge in patching
the two vortices together so that ϕ(a) = Γa and ϕ(b) = Γb. The vortices can interact via
Aharonov-Bohm effects and give rise to exotic nonabelian versions of quantum statistics.
Let’s consider how the quantum number of the two vortices change when they are moved
2Up to now, we didn’t explicitly show the dependence on the base point x0, since the fundamental groups at different base
points are isomorphic if the manifold is path-connected, as is usually assumed. However, for multivortex configurations there
is an ambiguity depending on the choice of the base point.
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Figure 7.1: Standard paths upon interchange of two vortices.
around each other counterclockwise. The standard paths a and b are deformed in such a
way that there are no intersections with the vortex cores. Then the Aharonov-Bohm phase
associated to a given path does not change during the deformation. However the standard
paths at the end of the deformation are not homotopic to the paths resulting from the
dragging of a and b. This means that the map ϕ is replaced by a new map, ϕ′. To find
out what ϕ′(a) and ϕ′(b) equal to we must first identify two paths who turn into a and b,
respectively, as a result of the exchange. A simple drawing will reveal that a ◦ b ◦ a−1 and a
do the job. That is,
ϕ′(a) = ϕ(a ◦ b ◦ a−1) = ΓaΓbΓ†a ,
ϕ′(b) = ϕ(a) = Γa .
The effect of a counterclockwise braiding is therefore to change the state of the system in
the following way,
|Γa,Γb〉 → |ΓaΓbΓ†a, Γa〉 . (7.13)
Naively one would expect that |Γa,Γb〉 → |Γb,Γa〉, so the nontrivial effect is conjugation by
Γa. The asymmetry of the transformation (7.13) depends on our conventions – in particular,
our choice of passing the base point from above. If we perform the braiding twice, which
corresponds to making the first vortex complete a full circuit around the second,
|Γa,Γb〉 → |(ΓaΓb) Γa (ΓaΓb)†, (ΓaΓb) Γb (ΓaΓb)†〉 .
Each vortex is conjugated by the total flux ΓaΓb, which is the Aharonov-Bohm phase of a
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Figure 7.2: Braiding operations.
circuit enclosing both vortices simultaneously. As expected the total flux is unchanged since
after the braiding
ΓaΓb → Γ′aΓ′b = ΓaΓbΓ†aΓa = ΓaΓb .
However if Γa and Γb do not commute with each other, the quantum numbers of both vortices
are modified when the vortices are switched or when one is transported around the other.
The physical interpretation is that there is a topological interaction between the two vortices.
The gauged nonabelian vortices thus obey a kind of nonabelian anyon statistics.
7.3 Global origin of the divergences
As anticipated multivalued symmetries are closely linked to the powerlike, non-integer di-
vergences of the energy discussed in section 6.3. Let’s investigate the issue in the model
independent case of a lagrangian density
L = −12 Tr(FµνF
µν) + |DµQ|2 − V (Q) , (7.14)
which describes a gauge theory with gauge group G coupled to a scalar field Q, with Aµ =
AaµT
a, T a are the generators of G in the Q representation, Dµ = ∂µ − igAµ. The scalar
potential is chosen so that Q condenses breaking the full gauge group G to a subgroup H.
The elementary vortex orientation is fixed in the Lie algebra and directed along S. We may
take the ansatz,
Q = u(θ)Q0(r) , Ar = 0 , Aθ = aθ(r)S , Aα = 0 .
— 111 —
Q0 goes to a uniform vacuum configuration at spatial infinity, u(θ) describes the asymptotic
winding of the scalar condensate,
u(θ) = eiθS .
The ansatz for the gauge fields is determined by the requirement of finite energy. In particular
a necessary condition is that |DiQ| → 0 as r →∞, which implies Ar → 0 and Aθ → 1/g S.
Therefore the boundary conditions on the profile function aθ are aθ → 1/g as r → ∞ and
aθ → 0 as r → 0. Acting nontrivially with the unbroken symmetry group on our ansatz the
vortex acquires orientational moduli. Through a global gauge transformation U of H, one
obtains a vortex whose orientation has been rotated,
Q = Uu(θ)Q0(r) , Ar = 0 , Aθ = aθ(r)S ′ , Aα = 0 ,
where S ′ = USU †. For different choices of U one has physically distinct configurations (since
the subset of global gauge transformations represents real symmetries of the system, not just
a redundancy of description). In the spirit of the moduli space approximation U is taken to
depend on the string worldsheet coordinates t and z. Then,
Q = U(t, z)u(θ)Q0(r) , Ar = 0 , Aθ = aθ(r)S ′(t, z) , Aα 6= 0 .
As soon as U is taken to oscillate along the string, nontrivial Aα fields are induced whose
precise form is dictated by the equations of motion. Their behavior at spatial infinity however
is fixed by the requirement |DαQ| → 0, which implies
Aα → − i
g
∂αUU
† .
So Aα takes values in the Lie algebra of the unbroken symmetry group H, a feature that we
already observed in our model where only the massless gauge fields survive at large distances.
We may now gauge transform by U †(t, z) going to so called static gauge. This choice is
made for computational simplicity. The new ansatz is
Q = u(θ)Q0(r) , Ar = 0 , Aθ = aθ(r)S , Aα 6= 0 .
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The equations of motion following from the lagrangian density (7.14) are
DµDµQ = − ∂V
∂Q†
, DiFiα = igT aQ†T aDαQ+ h.c. . (7.15)
We focus first on the second of equations (7.15), which is the nonabelian Gauss’s law. Sub-
stituting in it our ansatz one obtains for Fiα
Fiα = ∂iAα − igai[S,Aα] ,
where Ai = ai(r)S. Passing to static gauge allowed us to kill the ∂αAi term, simplifying
computations to follow. The left hand side becomes
DiFiα = ∆rAα − 2igaθ
r2
[S, ∂θAα]− g2a
2
θ
r2
[S, [S,Aα]] = ∆rAα +
1
r2
(∂θ − igaθ[S, .])2Aα .
In fact this rewriting is obvious since in static gauge Fiα = DiAα and
DiFiα = DiDiAα = ∆rAα + 1
r2
D2θAα ,
the covariant derivatives in r reduce to ordinary derivatives because Ar = 0. Being interested
in the asymptotic behavior of Aα we compute the right hand side in the limit r → ∞. In
this limit the contribution of the current term must go to zero since the covariant derivative
of the scalar field vanishes. Then one obtains the Laplace-type equation
∆rAα ∼ − 1
r2
(∂θ − i[S, .])2Aα . (7.16)
We may expand Aα in eigenstates of the operator ∆θ = ∂θ − i[S, .], which commutes with
∆r (the radial part of the laplacian) at spatial infinity,
∆θψsα = isψsα . (7.17)
The explicit solution of (7.17) is
ψsα = eisθu(θ)Aα(∞, 0)u(θ)† , (7.18)
using the fact that
(∂θ − i[S, .])eiθSMe−iθS = 0 ,
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for any θ independent matrix M (this is in fact the condition of parallel transport of a
constant). Recalling that parallel transport by u(θ) describes the embedding of H inside
G, we see that if Aα at θ = 0 is oriented along some generator Sa, at θ 6= 0 it is oriented
along the rotated generator Sa(θ). We analyze the consequences of the requirement of single
valuedness of ψsα. If Sa belongs to the globally defined subgroup H˜ ⊂ H then
u(2pi)Sau(2pi)† = Sa ,
so that single valuedness of ψsα implies s ∈ Z. If on the contrary Sa is not globally defined,
u(2pi)Sau(2pi)† = e2piiζSa ,
with ζ non-integer, then single valuedness of ψsα implies s ∈ Z − ζ. Using (7.18) in (7.16)
one is left with the asymptotic equation
∆rψsα ∼
s2
r2
ψsα .
The asymptotic r dependence is of the form r±s and the energy grows like R2|s|.
The general argument carries us only this far. In particular the precise determination
of the generators along which the fields Aα are excited can only be done by studying the
nonabelian Gauss’s equation for all r and requiring that the color matrix structures of the
left hand side and right hand side precisely match. This was done in our original model
where it was found that
A(l)α = ρlWα + ηlVα ,
A(r)α = ρrWα + ηrVα .
It is interesting at this point to pass to static gauge since this allows to better understand
how Wα and Vα are related to the ill-defined generators of H \ H˜. A simple computation
reveals that
U †WαU = i(U †∂αU − TU †∂αUT )
and
U †VαU = [U †∂αU, T ] .
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Notice that given a general N ×N matrix M
M − TMT = 2
 0 ∗
∗ 0N−1

and
[M,T ] = 2
 0 −∗
∗ 0N−1
 .
In static gauge therefore one finds that
A(l)α = 2ρl
 0 ∗
∗ 0N−1
+ 2iηl
 0 ∗
−∗ 0N−1
− i
gl
∂αU
†U ,
A(r)α = 2ρr
 0 ∗
∗ 0N−1
+ 2iηr
 0 ∗
−∗ 0N−1
− i
gr
∂αU
†U ,
where we denoted by ∗ the non diagonal elements of the matrix iU †∂αU along the first line
and column. Wα and Vα are seen to be the generators broken by the elementary vortex,
rotated by U – i.e. the generators which exhibit global obstructions, don’t commute with T ′
and therefore act nontrivially on the string flux.
Making use of the static gauge point of view we revisit a little puzzle. The integral (6.22)
is nonnegative for any choice of ψl and ψr. For ψl = ψr = 0 it vanishes. In terms of the
original profile functions the minimum of the energy is achieved for the uniform solution
ρl = − 12gl , ηl = 0 ,
ρr = − 12gr , ηr = 0 .
(7.19)
The question is how to interpret these solutions. Are they pure gauge? In static gauge the
answer is quite clear. Equation (7.19) implies
A(l)α = −
i
gl
∂α(TU †)UT , A(r)α = −
i
gr
∂α(TU †)UT ,
which indeed is pure gauge with gauge element epii(N−1)/NTU †.
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7.4 True excitations of the vortex?
A question raised in the literature is whether these modes carrying divergent energy are
true excitations of the string or are present even in its absence. Here we discuss a tentative
answer to this question. In the following we assume without loss of generality that gr < gl.
For the moment we also assume that m 6= 1. Removing the vortex our ansatz for Aα still
solves the nonabelian Gauss’s equation. In fact the solutions for φml , φmr do not change much
since the vortex profile functions do not enter in our asymptotic study of (6.23) and (6.24),
either at small r or at spatial infinity. Setting Q1, Q2 and A to 0 one finds the equations
∆φml −
(
m
r
)2
φml = 0 ,
∆φmr −
(
m− 1
r
)2
φmr = 0 .
They have solutions φml = r|m| and φmr = r|m−1| (we chose the nonnegative power so that
they become divergent only in the limit of an infinite box). Removing the vortex we remove
all sources and we are just solving the Laplace equation in two dimensions. The effect of the
vortex is to change the power of r from an integer value to a non-integer value, depending
on the global obstructions. The mode with angular momentum m in the presence of the
vortex should be compared to the mode with the same angular momentum in the absence
of the vortex: the first leads to an energy that diverges like R2|m−ζl|, the second like R2|m−1|.
Both modes describe a physical excitation of the system. However, the mode m = 1 carries
nonzero energy in the presence of the vortex (it goes like R2ζr) and is therefore physical, but
it carries no energy in the absence of the vortex (it reduces to the pure gauge configuration
(7.19)). The conclusion is that the divergences of the gauged nonabelian vortex for m 6= 1
should not be considered as closely linked to the string, but rather as the result of exciting
the gauge fields in the 4D bulk. The exception is the lowest lying m = 1 mode which is a
true, physical excitation of the string. This is similar to the case of the standard nonabelian
vortex. The m 6= 1 modes are associated to the presence of massive fields at large distances
– their exponential divergence should be contrasted to the powerlike divergence of massless
fields. The m = 1 mode carries a finite energy and should be thought of as an excitation
of the vortex. What is then the role of the vortex for the higher modes in the gr 6= 0 case?
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First of all, the fact that all fields must be well-behaved at the vortex core implies that no
UV divergences can be present. Second, by allowing non-integer powers of R for the energy
the vortex interpolates continuously between the even integer exponents which would be the
only permissible ones for the pure gauge theory.
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Conclusion
The most dramatic difference between the standard nonabelian vortex and the gauged non-
abelian vortex is that in the first case the energy of the physical mode with angular momen-
tum m = 1 is finite and in the second it diverges like R2|1−ζl|. Notice that first taking the
limit gr → 0 and then sending R→∞ produces the finite excitation already studied in the
ungauged case. On the contrary first taking the limit R → ∞ and then gr → 0 gives rise
immediately to a divergence. The fact that the limits gr → 0 and R→∞ do not commute
suggests that the decoupling of the SUr(N) theory in the limit gr → 0 is analogous to a
phase transition.
For gr = 0 the effective theory on the string worldsheet is in a confining phase. In
fact it is well-known that the CPN−1 model in two dimensions is asymptotically free, the
spectrum is gapped, there are no Goldstone bosons and no spontaneous symmetry breaking,
the orientational modes are confined and cannot diffuse to the vacuum. In particular in the
infrared the theory becomes strongly coupled, the orientation of the vortex in the Lie algebra
oscillates wildly and topological phenomena, like Aharonov-Bohm effects, are washed away.
On the contrary when gr is turned on the orientational modes are eaten by the multivalued
generators, which become massive inside the vortex and the theory is in the Higgs phase.
The interaction of the 2D degrees of freedom with the 4D massless gauge fields makes the
coefficient in front of the effective action divergent, so that fluctuations of the vortex flux
direction become infinitely costly to excite. The vortex orientation in group space is frozen,
symmetry is broken and all kinds of topological, nonlocal phenomena emerge. Coleman’s
theorem about the impossibility of spontaneous breaking of a continuous symmetry in two
dimensions is not violated since in the limit of an infinite spacetime the 2D modes become
nonnormalizable.
We conjecture that the renormalization of the effective theory on the vortex worldsheet
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is drastically changed by divergent infrared contributions, coming from the coupling to the
massless gauge fields in the bulk. A possible confirmation may come from studying directly
the QFT renormalization of the effective action with the massless gauge fields not integrated
out. In fact to compute the effective action in section 6.1 we have integrated out all gauge
fields, including the massless gauge fields in the bulk. This is formally not quite consistent
from a renormalization group point of view. One should integrate away the massive gauge
fields first, to obtain an effective action defined at the vortex mass scale, which should play
the role of an UV cutoff for the study of further quantum effects. The effective action would
consist of two pieces: the full 4D action for the massless gauge fields living in the bulk and
the 2D action describing the fluctuations of the internal moduli. By integrating out the
coupled massless 4D gauge fields and the 2D orientational modes simultaneously down to
some infrared cutoff scale µ, and varying it, one would find an appropriate RG flow towards
the infrared.
In conclusion, although an explicit computation is still to be properly set up and worked
out, it is our belief that the present work, along with the accompanying article written in
collaboration, represents a first necessary step to prepare investigations to come in the rich
and subtle physics of such systems.
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Appendix A
Dirac equation in d dimensions with
external fields
Free spin 1/2 fermions in four-dimensional spacetime are described by wave functions which
are Dirac spinors ψα(x), where α is a spinor index going from 1 to 4. In the absence of
background fields they satisfy the Dirac equation with mass m,
iγµ∂µψ −mψ = 0 . (A.1)
The conventions for the gamma matrices are as follows. We take
γµ =
 σµ
σ¯µ
 , (A.2)
where σ0 = σ¯0 = 12 and σi = −σ¯i are the Pauli matrices. Any other representation of
the gamma matrices is obtained through a unitary transformation γµ → UγµU † so that
the Clifford algebra {γµ, γν} = 2ηµν is still satisfied. One defines as usual a matrix γ5
anticommuting with all γµ, γ5 = −iγ0γ1γ2γ3. In our representation (A.2)
γ5 =
 12
−12
 .
Representations of the Clifford algebra can be used to build representations of the Lorentz
algebra so(1, 3). More precisely generators of the Lorentz algebra can be obtained by taking
the commutator of any two gamma matrices,
Σµν = i4[γ
µ, γν ] . (A.3)
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Using the Clifford algebra one can check that the matrices Σµν satisfy the Lorentz algebra.
The construction can be repeated for arbitrary dimensions. In d spacetime dimensions
one has to find a representation of the Clifford algebra Cliff(1, d − 1). The irreducible
representation of Cliff(1, d− 1) are of dimension 2d/2 if d is even and of dimension 2(d−1)/2 if
d is odd. Then a representation of the Lorentz algebra so(1, d − 1) is obtained by defining
its generators as in equation (A.3).
For the moment we focus on four dimensional field theories, but we will also consider the
cases d = 2 and d = 3. For d = 4 the spin operators are defined as
Si =
1
2ijkΣjk .
The full three-dimensional angular momentum operators are then
Li = −iijkxj∂k + Si .
One can check that they commute with the Dirac hamiltonian
HD = −iαi∂i + βm ,
where β = γ0 and αi = γ0γi. The Dirac equation (A.1), interpreted as a Schro¨dinger
equation for the wave function of the fermion, can be rewritten as
i∂tψ = HDψ .
Notice that the Dirac equation is invariant under parity. If ψ is a solution, the parity
transformed wave function
ψP (t,x) = Pψ(t,−x) (A.4)
also satisfies the Dirac equation if P †βP = β and P †αiP = −αi. We may therefore choose
P = γ0. If one rewrites the Dirac spinor ψ in terms of two Weyl spinors
ψ =
 χ
η
 ,
γ0 exchanges left and right handed components of ψ as is well-known from the representation
— 121 —
theory of the Lorentz algebra.1 This is why field theories with parity as an invariance must
contain spinors of both chiralities.
The Dirac equation is also invariant under C-conjugation. By taking its complex conjugate
one can easily prove that, if ψ is a solution, then
ψC = Cψ∗
is also also a solution, on condition that Cγµ∗C† = −γµ. Remembering that the SU(2)
invariant tensor  = iσ2 satisfies σ¯µ∗ = −σµ, one can choose
C =
 −

 .
Let us repeat the analysis for d = 2 and d = 3. In d = 2 there are two gamma matrices
and they are 2× 2 matrices. They can be chosen as
γ0 = σ1 , γ1 = iσ2 , (A.5)
γ5 instead can be taken of the form
γ5 = γ0γ1 ,
which in the representation (A.5) implies γ5 = σ3. As before P = γ0 and C = σ3. There is
no angular momentum operator since there are no rotations in a one-dimensional space.
In d = 3 one chooses
γ0 = σ3 , γ1 = −iσ1 , γ2 = −iσ2 .
There is no analogue of γ5 for odd-dimensional spacetimes, so there is no chirality. The
charge conjugation matrix C becomes C = σ1.
Returning to d = 4, suppose that there are different Dirac fermions ψi transforming under
a representation D of an internal symmetry group G. The index i is an internal group index
1With our conventions χ has chirality +1 and η has chirality −1. One can define projection operators P± = (1 ± γ5)/2.
Then ψl = P+ψ = (χ 0)T and ψr = P−ψ = (0 η)T are the left and right-handed components of ψ.
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and should not be confused with the spinor index α. Under a transformation g ∈ G
ψi → ψ′i = D(g)ijψj .
Fermions are coupled to a set of real scalar fields φa transforming under a representation DS
of G,
φa → φ′a = DS(g)abφb .
Suppose that one can find coefficients Γija such that ψ¯iΓaijψjφa is invariant under G. Then
the most general fermion lagrangian invariant under G is of the form
S =
∫
d4x[ψ¯i /Dµψ −mψ¯ψ − λψ¯Γaψφa] , (A.6)
where λ is a real coupling. In case G is realized globally Dµ reduces to the ordinary derivative
∂µ, otherwise Dµ is the usual covariant derivative containing the gauge connection of G.
Invariance of the Yukawa coupling term requires that ΓaDS(g)abD(g) = D(g)Γb or, in terms
of the corresponding Lie generators,
Γa(TAS )ab = [TA,Γb] , (A.7)
with T and TS the generators of G in the representations D and DS respectively. That is,
we require that the representation DS ⊗D contains the representation D and that Γ acts as
the projection DS ⊗D → D. The Dirac equation coming from (A.6) is
i /Dψ −mψ − λΓaφaψ = 0 . (A.8)
As a concrete example, take SU(N) as G with the fermions in the fundamental and the
scalars in the adjoint. If ta are the SU(N) generators in the fundamental representation,
TA = ta and (TAS )ab = −ifAab. In the adjoint the Lie algebra index and the index of the scalar
representation coincide and from now on both will be denoted by lowercase latin letters. The
condition (A.7) is automatically satisfied with the choice Γa = ta, as long as the Lie algebra
[ta, tb] = ifabctc holds. Equation (A.8) becomes
(i /D −m− λtaφa)ψ = 0 . (A.9)
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Let’s consider the special case N = 2, so that ψ is an isospinor with component fields
ψ =
 ψ1
ψ2
 .
There are now two cases. If the internal symmetry group is not spontaneously broken the
scalar fields vanish in the uniform vacuum as well as the gauge connection. Then ψ1 and
ψ2 describe fermions with the same mass m. If SU(2) is broken than φ acquires a nonzero
value. By gauge invariance we may assume that φa = vδa3 and so the Dirac equation for the
two fermions in the uniform vacuum gives(
i/∂ −m− λv2
)
ψ1 = 0 ,
(
i/∂ −m+ λv2
)
ψ2 = 0 .
In a spontaneously broken theory the fermion spectrum is no longer G-invariant since the
fermions acquire different masses.
Another generalization can be obtained by rewriting (A.6) in terms of chiral fields,
S =
∫
d4x [χ†iσ¯µDµχ+ η†iσµDµη −m(χ†η + η†χ)− λ(χ†taη + η†taχ)φa] .
We may also assume that the two chiral components transform differently under the gauge
group G. For example consider the case of a U(1) theory with a scalar field of charge +1.
Gauge invariance of the Yukawa interaction requires the difference of the χ charge and the
η charge equals −1. Suppose that the left-chiral field has charge −1/2 and the right-chiral
field has charge +1/2. Then the Dirac action is
S =
∫
d4x [χ†iσ¯µD(−)µ χ+ η†iσµD(+)µ η − λ(φ∗χ†η + φη†χ)] , D±µ = ∂µ ∓ ieAµ/2 . (A.10)
The mass term must be set to zero since it would break G (the same happens in the fermionic
sector of the Standard Model and requires the introduction of a Higgs doublet). The two
chiral fields decouple and satisfy the system
iσ¯µD(−)µ χ− λφ∗η = 0 , iσµD(+)µ η − λφχ = 0 . (A.11)
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Appendix B
Basics of SUSY representations
Supersymmetry was born out of the attempt to evade one of the most famous no-go theorem
in physics, the Coleman and Mandula theorem [55]. Under certain assumptions, Coleman
and Mandula proved that the largest symmetry group of the S-matrix is the direct product
of the Poincare´ group and an internal symmetry group. The intuitive reason is that the
existence of symmetry generators transforming as Lorentz tensors would overconstrain the S-
matrix, leading either to trivial scattering among particles or to nonanalytic matrix elements.
The introduction of the concept of a graded Lie algebra (i.e. with anticommutators instead
of commutators) marked the birth of supersymmetry. Since the SUSY generators are spinors,
SUSY is a symmetry between bosons and fermions. Haag, Lopuszanski and Sohnius proved
that in fact SUSY is the most general extension of the Poincare´ algebra [56].
The minimal example of a SUSY algebra is
{Qα, Qβ} = {Q†α˙, Q†β˙} = 0 , {Qα, Q
†
α˙} = 2σµαα˙Pµ . (B.1)
One also has to add that the SUSY generators commute with the momentum operator Pµ
and transform as Weyl spinors with respect to the Lorentz generators Mµν , plus the usual
Poincare´ and internal Lie algebra. The SUSY algebra is invariant under multiplication of
Qα by a phase, so there is a U(1) symmetry generator, called the R−charge, which does not
commute with the SUSY generators,
[Qα, R] = Qα , [Q†α˙, R] = −Q†α˙ .
Some simple implications of SUSY can be obtained directly from the algebra. For example
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from (B.1) it follows that the energy is nonnegative,
P 0 = 14(Q1Q
†
1 +Q2Q†2 + h.c.) .
If the vacuum of the theory is supersymmetric (i.e. SUSY is not spontaneously broken) the
energy of the ground state vanishes.
Since the SUSY algebra includes the Poincare´ algebra, its representations consist of su-
permultiplets of particle states connected by the SUSY generators Qα and Q†α˙. Since the
SUSY generators commute with P µPµ and all internal symmetry generators, all members of
the same supermultiplet share the same mass and the same internal quantum numbers.
To build SUSY representations, just as for the Poincare´ group, one has to distinguish the
case of zero and nonzero mass. Massless particles states are labeled by energy and helicity,
so they are denoted by |E, λ〉. In the frame in which pµ = (E, 0, 0, E), the SUSY algebra
simplifies to
{Q1, Q†1} = 4E , {Q2, Q†2} = 0 ,
with all other anticommutators vanishing. Upon rescaling, this becomes a conventional Clif-
ford algebra with one raising operator Q†1. Representations are built starting from a Clifford
vacuum of given helicity |Ωλ〉 such that Q1 |Ωλ〉 = 0. A general massless supermultiplet
includes the two states |Ωλ〉 (with helicity λ) and Q†1 |Ωλ〉 (with helicity λ + 1/2). By CPT
invariance one has to add the CPT-conjugate multiplet which includes |Ω−λ−1/2〉 (with helic-
ity −λ−1/2) and Q†1 |Ω−λ−1/2〉 (with helicity −λ). For example the massless chiral multiplet
is obtained for λ = 0: its particle content is a complex scalar and a Weyl fermion. The mass-
less vector multiplet is obtained for λ = 1/2: its particle content is a Weyl fermion and a
gauge boson.
Massive particle states are labeled by the mass, total spin and spin projection along a given
axis. They will thus be denoted by the ket |m, s, s3〉. Going to the rest frame pµ = (m,0),
the SUSY algebra becomes
{Qα, Q†α˙} = 2mδαα˙ ,
with all other commutators vanishing. Again, one obtains upon rescaling a Clifford algebra
with two raising operators Q†1 and Q†2. One starts from the Clifford vacuum |Ωs〉 of spin s and
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builds from it the states Q†1 |Ωs〉, Q†2 |Ωs〉 and Q†1Q†2 |Ωs〉. For the massive chiral multiplet,
s = 0, which leads to a Majorana fermion and a complex scalar. For the massive vector
multiplet, s = 1/2, which leads to two Majorana fermions, a massive vector and a real
scalar.
More generally it is possible to introduce N copies of the SUSY generators Q, Q† and
generalize the algebra (B.1) to
{QIα, Q†α˙ J} = 2σµαα˙PµδIJ ,
with all other anticommutators vanishing and I, J = 1, . . . ,N . Simultaneously the U(1)R is
extended to a bigger U(N )R symmetry.
In the massless case the SUSY algebra reduces to {QI1, Q†1J} = 4EδIJ and one has N
raising operators. A multiplet contains 2N states with helicities ranging from λ to λ+N /2.
As an example, consider the N = 2 vector multiplet. It contains the states |Ω−1〉 (λ = −1),
Q† |Ω−1〉 (2 states with λ = −1/2) and Q†Q† |Ω−1〉 (λ=0) – suppressing spinor indices for
brevity. Adding the CPT conjugate one find that theN = 2 vector multiplet decomposes into
a N = 1 chiral multiplet and a N = 1 vector multiplet. Instead, the N = 2 hypermultiplet
is built from the vacuum |Ω−1/2〉 and contains the states Q† |Ω−1/2〉 (two states with λ = 0)
and Q†Q† |Ω−1/2〉 (λ = 1/2). Adding the CPT-conjugate one has two complex scalar and
two Weyl fermions.
In the massive case the SUSY algebra reduces to {QIα, Q†α˙J} = 2mδαα˙δIJ , which defines
a Clifford algebra with 2N raising operators. From the Clifford vacuum |Ωs〉 one can build
22N states with spin going from s to s + N /2 (not s + N due to the fact that Q†1IQ†2I =
α˙β˙Q†α˙IQ
†
β˙I
/2, which is an invariant of SU(2) and doesn’t change the spin).
The last generalization of (B.1) is about the introduction of central charges ZIJ in the
case of extended supersymmetries. The SUSY algebra is
{QIα, Q†α˙J} = 2σµαα˙PµδIJ , {QIα, QJβ} = 2
√
2αβZIJ , {Q†α˙I , Q†β˙J} = 2
√
2α˙β˙Z∗IJ ,
where ZIJ = −ZJI are the central charges. For N = 2, one can assume that ZIJ = IJZ.
In terms of the linear combinations
Aα =
1
2[Q
1
α + αβ(Q2β)†] , Bα =
1
2[Q
1
α − αβ(Q2β)†] ,
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the algebra diagonalizes to
{Aα, A†β} = δαβ(M +
√
2Z) , {Bα, B†β} = δαβ(M −
√
2Z) .
From the last anticommutator it immediately follows the inequality M ≥ √2Z, which im-
plies that for massless states Z = 0 and also that for massive states with M =
√
2Z half
of the superalgebra is trivially realized. Multiplets with M =
√
2Z are therefore called
short multiplets since they have half the states (2N instead of 22N ), like massless multiplets.
Witten and Olive have proved [14] that in supersymmetric theories with topological solitons
a central charge is present and it coincides with the topological charge. Intuitively, the an-
ticommutator {Q,Q} usually reduces to a boundary term at infinity and thus it vanishes,
unless in the presence of topologically nontrivial fields. We recognize the case M =
√
2Z
(mass ∝ topological charge) as the BPS limit, which therefore is an exact nonperturbative
statement (since the multiplicity of a supermultiplet cannot be changed by quantum correc-
tions). BPS solitons preserve half of the SUSY algebra, the vanishing of the corresponding
generators when acting on the soliton gives rise precisely to the Bogomolny equations.
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Appendix C
The gr = 0 case revisited
Taking advantage of the effective action computed in 6, we revisit the case gr = 0. This is
interesting because previously in the literature the model was solved only in singular gauge.
When transformed back to regular gauge through the singular gauge transformation (6.3),
only the m = 1 angular momentum mode is present. The issue of possible other modes
being excited is left unresolved. However our computation of the effective action (6.8) on
the contrary was done in regular gauge, so we can now discuss the issue in greater generality.
For the standard nonabelian vortex the factor SUr(N) of the gauge group is not present,
therefore the profile functions ρr and ηr must be set to zero which implies ψr = 1. ψl is
expanded in angular momentum eigenstates in the transverse plane,
ψl =
∑
m
φme
imθ , (C.1)
where the φm are functions only of r. By substituting this ansatz in the equation of motion
(5.30), one is left with the task of solving the equations
∆φm −
(
m− A
r
)2
φm − Q
2
1 +Q22
2 g
2
l φm +Q1Q2 g2l δ1m = 0 , (C.2)
one for each value of m. The expansion (C.1) therefore reduces (5.30) to a system of decou-
pled ordinary differential equations. They are also homogenous except in the case m = 1.
The corresponding energy is proportional to the normalization integral I which becomes
I = 2pi
∫
dr r
 1
4g2l
∑
m
(
(∂rφml )2 +
(
m− A
r
)2
(φml )2
)
+ Q
2
1 +Q22
8
(∑
m
(φml )2 + 1
)
− Q1Q22 φ
1
l
 .
(C.3)
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Consider the case when only one mode is excited, for different values of m. Consider first
the case m > 1. Then equation (C.2) becomes
∆φm =
(
m− A
r
)2
φm +
Q21 +Q22
2 g
2
l φm , (C.4)
with corresponding energy given by (C.3),
I = 2pi
∫
dr r
[
1
4g2l
(
(∂rφm)2 +
(
m− A
r
)2
(φm)2
)
+ Q
2
1 +Q22
8 ((φm)
2 + 1)
]
.
The asymptotic form of (C.4) as r → 0, and therefore Q1 → 0, Q2 → k and A→ 0, with k
a constant, becomes
∆φm ∼ m
2
r2
φm +
k2g2l
2 φm .
Since the second term on the left hand side is subdominant with respect to the first,
∆φm ∼ m
2
r2
φm ,
which has solutions φm ∼ r±m. As r → ∞, and therefore Q1, Q2 →
√
ξ and A → 1, (C.4)
becomes
∆φm ∼
(
m− 1
r
)2
φm + µ2φm ,
where µ = gl
√
ξ is the mass of the W bosons coming from the symmetry breaking U(1) ×
SUl(N) × SUr(N) → SUl+r(N). Now the first term on the left hand side is subdominant
with respect to the second, so
∆φm ∼ µ2φm .
The exact solution is a combination of modified Bessel functions of the first kind and of the
second kind. Since we are interested only in the limit r →∞ we may take
φm ∼ e
±µr
√
r
,
using the asymptotic expressions of the modified Bessel functions. To have a regular solution
at the vortex core we require that φm ∼ rm as r → 0. This implies that the exponentially
divergent solution must be present as r →∞. Were this not the case only the exponentially
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decreasing solution would be present and therefore φm → 0 as r → ∞. But then, since
φm(0) = 0, φm must have some local maximum at finite r. At this point the left hand side
of (C.4) should be negative, whereas the right hand side is nonnegative, which is absurd.
The energy diverges exponentially for big r whereas there is no UV divergence for small
r. The case m ≤ −1 is similar and the conclusion is again that the energy must diverge
exponentially.
Now the case m = 0 is to be studied. The equation of motion for φ0 is
∆φ0 =
A2
r2
φ0 +
Q21 +Q22
2 g
2
l φ0 ,
with the normalization integral
I = 2pi
∫
dr r
[
1
4g2l
(
(∂rφ0)2 +
A2
r2
(φ0)2
)
+ Q
2
1 +Q22
8 ((φ0)
2 + 1)
]
. (C.5)
As r → 0 the asymptotic form of (C.5) is
∆φ0 ∼ 0 , (C.6)
which has solutions φ0 ∼ const. and φ0 ∼ ln r. As r →∞ (C.5) gives again
∆φ0 ∼ µ2φ0 ,
with the same exponential solutions as before. Regularity requires that φ0 ∼ const. as r → 0.
Again it is impossible to have only the exponentially decreasing solution as r →∞. To see
this, reason by contradiction, assuming that only the exponentially decreasing solution is
present. First, notice that the solution to (C.6), as a series expansion in r, is
φ0 = ϕ0 + ϕ2r2 + . . . ,
where
ϕ2 =
µ2W
8 ϕ0 .
So ϕ0 and ϕ2 must have the same sign. If without loss of generality we take ϕ0 positive,
since φ0 must vanish at infinity by assumption, φ0 must have a local maximum at finite r,
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which as before leads to a contradiction.
Finally we review the case m = 1 to point out what is different with respect to the
previous cases. The equation of motion for φ1 is
∆φ1 =
(1− A
r
)2
φ1 +
Q21 +Q22
2 g
2
l φ1 − g2lQ1Q2 , (C.7)
with normalization integral
I = 2pi
∫
dr r
[
1
4g2l
(
(∂rφ1)2 +
(1− A
r
)2
(φ1)2
)
+ Q
2
1 +Q22
8 ((φ1)
2 + 1)− Q1Q22 φ1
]
.
As r → 0 (C.7) gives
∆φ1 ∼ 1
r2
φ1 ,
whose solutions are φ1 ∼ r and φ1 ∼ 1/r. To have a regular solution we must choose the
linear behavior at the origin. As r →∞,
∆φ1 = µ2(φ1 − 1) ,
which implies
φ1 ∼ 1 + c e
±µr
√
r
,
with c a constant. Because of the offset by 1, which really comes from the inhomogeneous
term of (C.7), our previous reasoning that the exponentially divergent solution must be
present is invalid. As r → ∞ only the damped exponential is present, φ1 approaches 1
exponentially fast, the energy density vanishes. In fact I is perfectly finite and an exact
solution for φ1 is given in terms of the elementary vortex profile functions Q1 and Q2,
φ1 =
Q1
Q2
.
The conclusion is that only the m = 1 mode is normalizable, all other modes have a non-
physical exponential blow-up and should therefore be discarded.
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