ABSTRACT In this paper, a process yield-index for autocorrelation between nonlinear profiles is proposed. Applying a one-dimensional Taylor series expansion, the mean and variance of the estimator of the yield index are derived. To evaluate the performance of the proposed yield index a simulation study is conducted. The new index is employed to design three acceptance sampling plans for quality characteristics described by auto-correlated nonlinear profiles. The first sampling plan is based on resubmission. The remaining two follow the repetitive group and multiple dependent repetitive sampling schemes respectively. For all sampling plans, the operating characteristic function is developed. A non-linear optimization approach with search algorithm is employed to determine the number of profiles required for inspection and to decide critical values for acceptance, rejection, and resubmission criteria. The performance of the new methods is investigated and compared with traditional single sampling plan. The comparison confirms all of the three proposed methods possess higher efficiency than a single sampling plan in terms of sample size. For practical applications tables are provided. Two numerical examples from the automobile engine testing and particleboard manufacturing process are used to demonstrate the applicability of the proposed methods.
I. INTRODUCTION
In quality assurance, acceptance sampling plans are essentially defensive measures, established as a shielding mechanism against the danger of a decline in quality. Though it is important to reduce the reliance on acceptance sampling, the reality is sampling always have a part in process control. Schilling and Neubauer [1] provided the top ten reasons why acceptance sampling will never go away. For a profile data acceptance sampling procedures consist of a number of profiles required for inspection and acceptance, rejection, or resampling criteria.
The main idea of profile monitoring is to model the relationship between a dependent variable which is the desired quality characteristics and independent variable using simple linear, polynomial, or nonlinear regression. A single profile may consist of functional response in the form of n pairs of (x, y) [2] . The function can be expressed using y = f (x) + ε where ε represents the random noise and f is a known function. In phase I, by using control charts, the fitted profiles are monitored over time or space to check if the profiles parameters have been changed due to assignable causes. Noorossana et al. proposed nonlinearproposed nonlinear [3] provided a comprehensive survey of control chart applications in profile monitoring. Additional studies applied control charts for monitoring simple linear/nonlinear profiles can be found in [4] - [6] . Once we make sure there is no shift in the process parameters due to an assignable cause we can measure the process yield. Wang and Guo [7] presented the process-yield index for nonlinear profiles. For simple linear profiles in the presence of autocorrelation between profiles, Wang and Tamirat [8] proposed a process-yield index S pkA;AR (1) . Additional studies on autocorrelated profiles can be found in the literature [8] - [10] .
Wang [11] stated, for existing processes the recommended minimum values of, S pkA , is 1.33, which is, less than 66 defective parts per million (ppm). That is, in order to assess the lot quality, the number of profiles drawn for testing must be very large. To tackle this problem Wang [12] developed a sampling plan built on an exponentially weighted moving average (EWMA) yield index model for linear profiles. In addition, resubmitted [11] , repetitive group [13] , and multiple dependent state repetitive [14] sampling plans become proven resources to provide sample size reduction for linear profiles. Tamirat et al. [15] provided EWMA, resubmitted, repetitive group, and multiple dependent state repetitive sampling plans by variables inspection to deal with the first-order autoregressive model between linear profiles.
All aforementioned studies including [11] - [15] were done based on the assumption of linear regression models. Nevertheless, in many real-world applications, the linear models are unsatisfactory. Hence, in some cases, the process is represented by a polynomial or nonlinear profiles [16] , [17] . For example, the torque produced by an automobile engine is related to the engine speed expressed by a nonlinear profile [18] . Another example is the relation between temperature and time in the ice making process of an ice machine [19] . Recently [20] proposed an EWMA sampling plan for autocorrelation between polynomial profiles. However, the EWMA is applicable for a specific scenario if and only if ten or more previous lots are accepted. Otherwise, alternative methods like resubmitted, repetitive group, and multiple dependent state repetitive sampling plans should be applied. Yet, to the best of our knowledge, there is no research on resubmitted, repetitive group, and multiple dependent state repetitive sampling plans for a polynomial or other nonlinear profiles that consider correlations within profiles or between profiles. In this paper, a process yield-index for autocorrelation between nonlinear profiles is proposed. The proposed index is employed to design three acceptance sampling plans for quality characteristics described by auto-correlated nonlinear profiles. The first sampling plan is based on resubmission. The second and third sampling plans follow the repetitive group and multiple dependent repetitive sampling schemes, respectively.
The remainder of this paper is structured as follows. In section II, a new yield-index for autocorrelation between nonlinear profiles is proposed. To evaluate the performance of the proposed yield index, a simulation study is performed in section III. The subsequent section IV proposed sampling plans and their operating characteristics are presented in detail. In section V, results and discussions are provided. In addition, the results are compared with a single sampling plan. In section VI, a numerical example from the automobile engine testing process is used to demonstrate the applicability of the proposed methods. Finally, section VII presents the concluding remarks.
II. PROCESS YIELD INDEX FOR AUTO-CORRELATED NONLINEAR PROFILES
Most studies on profile monitoring have been for the case where the profile can be represented by a simple linear regression model [21] . Autocorrelation between profiles [8] defined the simple linear regression model as
where α and β are the parameters to be estimated, x i is the ith level of the explanatory variable, ρ is the process autocorrelation, ε ij s are the correlated error terms, and a ij s are the independent normally distributed random variable with mean zero and variance σ 2 . However, in some cases, profiles cannot be represented or modeled by a linear regression function [22] . Therefore, the alternative method is to use a nonlinear regression function for the profile [23] . Along with the rapid advancement of technologies, a nonlinear profile can be sampled at very high frequency into a high dimensional data and this data can be used for the monitoring purpose [24] . For a nonlinear profile the relationship between the response variable and an explanatory variable in a profile can be estimated using Equation 2. It should be noted that the correlation exists between measurements at each level, that is, measurements at level one are correlated with each other not measurements at level one with level two or level three.
with i = 1, 2, . . . , n and j = 1, 2, . . . , m; where f (·) is nonlinear function, x ij is a single regressor variable, β is a p × 1 vector of parameters for each profile and ε ij is independently normally distributed random variable with mean µ and variance σ 2 . Williams et al. [23] proposed nonlinear function that can be defined as:
where β = (a 1 , a 2 , b 1 , b 2 , c, d ), Given the upper specification limits (USL i ), and the lower specification limits (LSL i ), at the i th level of the independent variable, the process yield index can be found by the method proposed by [25] .
where
is the cumulative distribution function of the standard normal distribution, and −1 (·) is the inverse function of (·), σ i and µ i are the standard deviation and mean at the i th level. The process yield at the i th level p i can be found using p i = 2 (3S pki ) − 1. The total process yield for autocorrelated nonlinear profiles can be computed as P P = n i=1 p i n i . Similarly, for autocorrelation between nonlinear profiles, the estimator of the yield index is derived by:
Applying a one-dimensional Taylor series expansion, the mean and variance of yield index in Equation 5 are derived, as shown in Appendix. Hence, the sampling distribution of the estimated index can be obtained as:
where,
ρ i is the i th lag autocorrelation, and φ(·) is the probability density function of the standard normal distribution.
III. SIMULATION STUDY
To evaluate the performance of the proposed yield index, a simulation study is conducted. We considered autocorrelation between nonlinear profiles with ten levels of an independent variable given by [26, eq. (7)] . The independent variable values for all profiles are fixed at x = 1, 2, 3, . . . , 8. The targets and specification limits at ten fixed value of x are shown in Table 1 . In Equation (7), it is assumed that A = 0.8955, B = 2.022, C = 0.0525, D = 0.3911, a Monte Carlo simulation where each run was replicated 10,000 times was used. Three factors are considered namely; number of profiles (j = 25, 50, 100, and 150), autocorrelation coefficient (ρ = 0.25, 0.50, and 0.7), and error term ( [27] is applied for the coding purpose; the program is available from the authors. For the coverage rate, a 95% lower limit value is obtained as 0.95 − 1.96 √ 0.05 × 0.95/10000 ×100% = 94.57%. Bias, coverage rate, and width of confidence intervals are used as indicators to measure performance. Table 2 -3 shows the result of the simulation study. The coverage rate is more than 94.57% in all cases. The true value of S pkA and the estimatorŜ pkA are shown in column four and five of Table 2 -3 respectively. Bias is measured as the difference between true value and estimator. The larger the number of profiles the bias reduces, the coverage rate increase and the width of the confidence interval became narrow, that is, the estimator performs better. For example, for ρ = 0.5 and a ij ∼ N (0, 0.8) the bias reduces from 0.0672 to 0.0147 for a number of profiles of 25 and 150 respectively. However, the reduction in bias is very marginal for increasing the profiles from 100 to 150 only by 0.0073. Based on the results of Table 2 -3 we can conclude that the proposed yield-index for autocorrelation between nonlinear profiles can effectively estimate the process yield. However, the effectiveness gets better with a large number of profiles. For practical purpose, the number of profiles less than 100 is quite reasonable.
IV. PROPOSED SAMPLING PLANS A. RESUBMITTED SAMPLING PLAN
This section looks at the circumstance where the supplier is permitted to ask for resampling when a lot is not accepted. For linear profiles [11] and auto-correlated linear profiles [15] proposed resubmitted sampling plans based on the yield index. Both authors found the resubmitted sampling plan has a better-operating characteristics curve (OC) compared to a single sampling plan. The resubmitted scheme for autocorrelated nonlinear profiles is given as follows:
Step 1: Choose α, β, C AQL , C LTPD , and allowable resubmissions (r-1).
Step 2: Determine the acceptance criteria (m, c a ) using Equations 10-12.
Step 3: Draw m random profiles from the submitted lot.
Step 4: Compute theŜ pkA:P value.
Step 5: Decision: accept ifŜ pkA:P ≥ c a , resample ifŜ pkA:P < c a where c a is a critical value. If it is not accepted on the (r − 1) th resubmission, reject the lot.
The eventual lot acceptance probability, say P A:res Ŝ pkA:P , can be found as: 
× P a Ŝ pkA:P + . . .
The average number of profiles (ASN res ) function is given by:
The number of profiles required for inspection can be found from the solution to the nonlinear optimization equation given in Equation 10-12.
Minimize ASN res (10) Subject to
where C LTPD < C AQL .
B. REPETITIVE GROUP SAMPLING PLAN
If the test is costly and destructive the RGS plan takes a sequence of small samples from the lot and allows the number of repetitions (rp) to be determined entirely by the results of the sampling process. For the first-order autoregressive between linear profiles [15] proposed RGS plan. The RGS plan for AR(1) nonlinear profiles based on S pkA:P is given as follows:
Step 1: Choose α, β, C AQL , C LTPD .
Step 2: Determine acceptance, rejection, and resampling criteria (m, c a , c r ) by solving Equations 18-20.
Step 5: Accept the lot ifŜ pkA:P ≥ c a , and reject the lot if S pkA:P < c r , if c r <Ŝ pkA:P < c a repeat
Step 2 and step3, where c a and c r are critical values.
The eventual lot acceptance probability, say P A:RGS Ŝ pkA:P , is established as
where the acceptance probability based on the first sample is:
The probability of rejection based on the first sample:
After each inspection the probability of success that is, a decision either to accept or to reject the lot is P A (S pkA:P < c r |p ) + P A (S pkA:P ≥ c a |p ). Therefore, the number of repetitions rp can be determined using the mean of a geometric distribution.
The probability of acceptance is determined at a given value of p. However, the ASN evaluated at p = C AQL is always smaller than the one found at p = C LTPD (see Figure 1) . In this manuscript, we define the ASN using p = C LTPD . Since each sample consists of m profiles, the ASN for the RGS plan is given as Equation 17 . When c a = c r , the proposed RGS plan is equivalent to the traditional single sampling plan. The parameters of the Minimize ASN RGS (18) Subject to
where 0 < c r < c a and
C. MULTIPLE DEPENDENT STATE REPETITIVE SAMPLING PLAN
When the inspection result is marginal the MDSR plan considers the proceeding l lots before acceptance or resampling decision is made. For linear profiles, [14] provided MDSR sampling plan based on yield index C pkA . The MDSR plan for AR(1) nonlinear profiles based on S pkA:P is given as follows:
Step 1: Choose α, β, C AQL , C LTPD , and l.
Step 2: Determine acceptance, rejection, and resubmission criteria (m, c a , c r ) using Equations 23-25.
Step 5: Accept the lot ifŜ pkA:P ≥ c a , and reject the lot ifŜ pkA:P < c r , if c r <Ŝ pkA:P < c a Accept the current lot if the proceeding l lots were accepted under the circumstance ofŜ pkA:P ≥ c a ; otherwise repeat Step 3 to step5, where c a and c r are critical values. The acceptance probability based on the first sample is:
The probability of taking an additional sample is:
The eventual probability of acceptance can be found using Equation 23 .
Hence, different values of p have different values of ASN, we consider p = C LTPD (see Figure 1) . The ASN for the MDSR plan is established as:
The parameters of the MDSR sampling plan can be determined through the following non-linear optimization problem.
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Subject to
where 0 < c r < c a , C LTPD < C AQL , P 1 (C AQL ), and P repetitive (C AQL ) are obtained from Equations 26 and 27 respectively.
V. RESULTS AND DISCUSSIONS

A. CRITICAL VALUES AND SEARCH ALGORITHM
Nonlinear optimization technique with a search algorithm is applied to estimate the approximately optimal value of decision parameters of the proposed plans. Minimizing the number of profiles required for inspection is the objective function. Two levels of yield index: acceptable quality level (C AQL ) and lot tolerance percent defective (C LTPD ) were considered. The producers desire a high quality of acceptance; at least (1-α) at C AQL , where, producer's risk (α) is the risk of a level of quality that should be accepted is rejected by the sampling plan. The consumer desires the probability of acceptance is no more than β at C LTPD , where consumer's risk (β) is the risk of a level of a quality level that should be rejected is accepted by the sampling plan. Input parameters C AQL , C LTPD , α, and β are determined by the consumer and supplier agreement. The search algorithms employed, had three steps. First, 1,000 combinations of acceptance, rejection, and resubmission criteria (m, c a , c r ) from a uniform distribution were randomly generated, where m ranges from 2 to 200, c a range between C LTPD and C AQL , and the range of c r was varied between 0.5 and c a . Second, (m, c a , c r ) were used to evaluate the constraints and objective function. Third, the above procedure had been repeated 1,000 times to determine the approximate optimal parameters. The acceptance probability based on C AQL was set at 1 − α ≤ P a (C AQL ) ≤ 1.01 − α. For the resubmitted plan only (m, c a ) are required. Computer programs written in R language [27] are employed to investigate the performance of the proposed methods. For practical application, Tables 4 -6 exhibit the required number of profiles and acceptance, rejection, and resubmission criteria with α = 0.010 and 0.050; β = 0.050 and 0.10; C AQL = 1.33, 1.50, and 1.67; C LTPD = 1.0(0.1)1.50 at autocorrelation coefficient ρ = 0.50.
B. COMPARISON STUDY
Since each sampling scheme was applied for a different purpose and information availability, it is improper to make a direct comparison. For example, resubmitted is preferred when producer and consumer could not agree on the initial inspection result. RGS is more efficient for destructive and costly inspection. MDSR is better when the quality history of the producer is available. Consequently, the comparison study is done by comparing each with a traditional single sampling plan. Figures 2-4 show the operating characteristics (OC) curve, that is, the probability of acceptance against possible values of yield index. The steeper the OC curve the better the efficiency of the plan to differentiate between bad and good lots. In all cases, the protections afforded by the proposed methods are higher than a single sampling plan. For the resubmitted plan increasing the number of resubmissions improved the power. For the repetitive sampling plan, the number of repetitions was determined entirely by the results of the sampling process. Whereas, for the MDSR sampling, the number of preceding lots has a marginal effect on its power. 
VI. ILLUSTRATIVE EXAMPLES
In this section, we exhibit the applicability of the new methods by considering two examples:
Example 1: Wang and Guo [7] considered a vertical density profile data from [23] where the density measurements are taken along the vertical depth of the particleboard at very close intervals, that is, 314 measurements 0.00508 cm apart.
Data is collected from 24 boards and board 6 is found to be an outlier and subsequently removed. The authors consider the observations are independent, however; the observations from each level are spatially correlated. Table 7 shows the specification limits of the response variable. Let the data on Figure 5 shows measurements of board 1, from Figure 5 the first lag in the partial autocorrelation function (PACF) is significant and the autocorrelation function (ACF) exhibits an exponential decay pattern: it is reasonable to assume an AR(1) model. Applying Equation 5 and 6 the estimated yield index is found to be 1.0543 and the lower confidence bound at 95% significant level became 1.0272. We can conclude that this process is marginally capable.
Example 2: An engine test from the automotive industry (see Figure 6 ). The phase I analysis resulted in a control process with the estimated parameters given in Equation 28 . Here y ij represents the horsepower of an engine and x i is the speed measured in revolution per minute(RPM). There are six levels of the independent variable, the specification limits are shown in Table 8 .
We assume that the contract is formulated by the supplier and the consumer and the values of C AQL and C LTPD are agreed to be 1.40 and 1.20 at two levels of risk, α = 0.025 and β = 0.05, respectively. That is, the sampling plan must provide a probability of at least 0.975 of accepting the lot if the lot proportion defective is at 27 ppm (C AQL = 1.40) and a probability of acceptance of no more than 0.05 if the lot proportion defective is at 318 ppm (C LTPD = 1.20). Using the R code, the required number of profiles and critical values of resubmitted, repetitive, and multiple dependent state repetitive sampling plans are shown in Table 8 . The repetitive method provided the smallest average number of profiles required for inspection. Furthermore, all the three proposed methods are superior to the traditional single sampling plan. 
VII. CONCLUDING REMARKS
In this paper, we presented a new yield index and its approximate lower confidence bound for autocorrelation between nonlinear profiles. To evaluate the performance of the proposed yield index, a simulation study is conducted. The result showed that the proposed index effectively estimates process yield for autocorrelation between nonlinear profiles. The new yield index is employed to propose resubmitted sampling, repetitive group sampling, and multiple dependent state repetitive sampling plans for quality characteristics defined by autocorrelation between nonlinear profiles.
A non-linear optimization approach is employed to determine the number of profiles required for inspection and to decide critical values for acceptance, rejection, and resubmission criteria. In addition, we tabulated the required number of profiles and the critical values for various combinations of two quality levels (C AQL , C LTPD ) with the corresponding consumer risk, supplier risks, and an autocorrelation coefficient. The operating characteristic curves of the proposed plans are compared with a single sampling plan; the result indicated the protections afforded by the proposed methods are higher than a single sampling plan. Moreover, we exhibit the applicability of the new methods by considering an engine test from the automotive industry and a particleboard manufacturing process. VOLUME 7, 2019 The principal advantage of our plans is a reduction in a number of profiles. In the future, the proposed methods can be extended to other autocorrelation structures, mixed variablesattributes plan.
APPENDIX
For the yield index S pk the asymptotic distribution proposed by Lee et al. [28] is given by:
and
, since Y and Z are independent and the mean and the variance ofX and S 2 exists, as m goes to infinity they converge toX ∼ N (0, σ 2 ) and S 2 ∼ N (0, 2σ 4 ) by the Central Limit Theorem. Let W = CY + DZ , Where
1 − C dr C dp and D = − 1 dC dp φ 1 − C dr C dp − φ 1 + C dr C dp .
Hence, we have that 
where a = 2Cσ 2 and b = Dσ . From a one-dimensional Taylor series expansion of f (X ) about a point X = X o is given by:
where X = (x 1 , x 2 , . . . , x n ).
We take n = 2, from the definition and the Taylor's expansion
∂f (S pk1 , S pk2 )
Then, the meanŜ pkA:P can be found as:
0.5φ(3S pki ) φ(3S pkA:P )
The variance ofŜ pkA:P can also be found as: 
When n = 2 that is, only two levels of the independent variable we have:
[a i (1−f )] 24φ(3S pkA:P ) , 
