Where do Clinical Language Models Break Down? A Critical Behavioural Exploration of the ClinicalBERT Deep Transformer Model by MacLean, Alexander & Wong, Alexander
Where do Clinical Language Models Break Down? A Critical Behavioural Exploration of the
ClinicalBERT Deep Transformer Model
Alexander MacLean Vision and Image Processing Group, University of Waterloo
Alexander Wong Vision and Image Processing Group, University of Waterloo
Email: {alex.maclean, a28wong}@uwaterloo.ca
Abstract
The introduction of Bidirectional Encoder Representations from
Transformers (BERT) was a major breakthrough for transfer learn-
ing in natural language processing (NLP), enabling state-of-the-art
performance across a large variety of complex language under-
standing tasks. In the realm of clinical language modeling, the ad-
vent of BERT led to the creation of ClinicalBERT, a state-of-the-art
deep transformer model pretrained on a wealth of patient clinical
notes to facilitate for downstream predictive tasks in the clinical do-
main. While ClinicalBERT has been widely leveraged by the re-
search community as the foundation for building clinical domain-
specific predictive models given its overall improved performance in
the Medical Natural Language inference (MedNLI) challenge com-
pared to the seminal BERT model, the fine-grained behaviour and
intricacies of this popular clinical language model has not been
well-studied. Without this deeper understanding, it is very chal-
lenging to understand where ClinicalBERT does well given its addi-
tional exposure to clinical knowledge, where it doesn’t, and where
it can be improved in a meaningful manner. Motivated to garner
a deeper understanding, this study presents a critical behaviour ex-
ploration of the ClinicalBERT deep transformer model using MedNLI
challenge dataset to better understanding the following intricacies:
1) decision-making similarities between ClinicalBERT and BERT
(leverage a new metric we introduce called Model Alignment), 2)
where ClinicalBERT holds advantages over BERT given its clinical
knowledge exposure, and 3) where ClinicalBERT struggles when
compared to BERT. The hope is the insights gained about the be-
haviour of ClinicalBERT will help guide towards new directions for
designing and training clinical language models in a way that not
only addresses the remaining gaps and facilitates for further im-
provements in clinical language understanding performance, but
also highlights the limitation and boundaries of use for such mod-
els.
1 Introduction
The introduction of Bidirectional Encoder Representations from
Transformers (BERT) [1] has been seen as a recent watershed
moment in transfer learning in natural language processing (NLP),
and has facilitated state-of-the-art performance across a wide va-
riety of complex natural language understanding tasks in recent
years. By demonstrating the ability to learn powerful general pur-
pose language models using large-scale unlabeled text corpus,
BERT enables greatly improved supervised learning of downstream
language understanding tasks with much smaller task-specific text
corpus by taking advantage of the wealth of contextual relationships
garnered from large general purpose language corpus. In areas
where domain specific terms and language are common, however,
the general-purpose BERT language models can have problems
shifting to the new distribution of tokens and the effectiveness of
transferring learning is reduced [2]. Clinical language modelling,
such as modelling clinical notes or predicting hospital readmission,
is one such area, since there is a significant amount of unique ter-
minology, notably medical coding, which would not have been seen
in a general pre-training corpus [3].
To combat this challenge, Alsentzer et al. [2] proposed a new
deep transformer language model, ClinicalBERT, which was trained
in the same manner of BERT but on a large corpus of clinical data,
namely the MIMIC-III dataset [4, 5]. [2] shows that ClinicalBERT
generally outperforms the seminal BERT model [1] on down-stream
tasks using medical terminology such as the Medical Natural Lan-
guage inference (MedNLI) challenge. As a result, ClinicalBERT
has become a popular foundation used by the reserach commu-
nity for building clinical domain-specific predictive models. However,
while the authors of ClinicalBERT focused analysis solely on over-
all quantitative performance, there was little exploration into under-
standing the fine-grained behaviour and intricacies of ClinicalBERT
to derive deeper contextual insights. Conducting such fine-grained
behavioural explorations on clinical language models is useful in
many ways. First of all, clinicians are often skeptical of releasing
control in clinical decision making, so being able to explain the be-
haviour of models is an important step in instilling trust in relevant
stakeholders [6]. Additionally, such behavioural explorations can re-
sult in better understanding of the context of success and failure of
models, especially in comparison to related models. This knowl-
edge can then provide not only direction for future development and
improvements in clinical language understanding performance, but
also highlight the limitation and boundaries of use for such models.
Motivated to garner a deeper understanding, this study presents a
critical behaviour exploration of the ClinicalBERT deep transformer
model using MedNLI challenge dataset to better understanding the
following intricacies: 1) decision-making similarities between Clini-
calBERT and BERT, 2) where ClinicalBERT holds advantages over
BERT given its clinical knowledge exposure, and 3) where Clini-
calBERT struggles when compared to BERT. To the best of the
authors’ knowledge, such an exploration has not been previously
explored in research literature and can provide a much better un-
derstanding into where such clinical language models succeed and
where they break down.
1.1 Related Work
Alsentzer et al. [2] were influenced by the BioBERT model, which
attempted to solve a similar problem in the context of biomedi-
cal science research rather than clinical medicine [7]. BioBERT
was initialized using weights from BERT-base, the BERT model
with 12 attention heads, 12 attention layers, and 110 million pa-
rameters in total [7]. [2] experimented with ClinicalBERT initial-
ized both from BioBERT and BERT, thus each model in the ex-
periments has the exact same architecture, and found that the
BioBERT-ClinicalBERT generally outperformed BERT and Clinical-
BERT without the biomedical text corpus training, likely due to the
at least partial similarities of biomedical text to clinical text. It is that
former model which was selected to be examined in this study, and
to which ClinicalBERT will refer in the rest of this analysis.
2 Methodology
2.1 Task
The Medical Natural Language Inference (MedNLI) challenge was
selected [5, 8] in this study as the basis for critical behavioural ex-
ploration in order to evaluate the performance of ClinicalBERT by
fine-tuning the model on a specific task. The MedNLI challenge
consists of two statements, with the goal for the model to determine
how the second statement relates to the first. There are three possi-
bilities: Entailment, meaning that the second statement can be log-
ically deduced from the first; Contradiction, the second statement
cannot logically be true based on the first; and Neutral, where there
is no relation between the veracity of the first and second state-
ments. Examples of some of these statement pairs can be found
in Tables 2 and 3 along with further analysis. The MedNLI dataset
is split into 11,232 training samples, 1,395 validation samples, and
1,422 testing samples.
2.2 Research Questions
Motivated by the desire for a better qualitative understanding of Clin-
icalBERT, three research questions were explored in this critical be-
havioural exploration: 1) What are the decision making similarities
between ClinicalBERT and BERT? 2) In which contexts is Clinical-
BERT improving upon on BERT given its clinical knowledge expo-
sure?, and 3) Where does ClinicalBERT struggle in comparison to
BERT?
2.2.1 Decision Making Similarities
It has been shown, in many contexts including with clinical text, that
pre-training on relevant corpora improved absolute quantitative per-
formance on fine-tuned downstream tasks when looking at accu-
racy and related metrics [2]. However, these values do not differen-
tiate between cases where improved models build on the successes
of the ones to which they are compared, or if they are just simply
correct on a different subset of "difficult" samples. To this end, in
addition to studying confusion matrices, we introduce a new metric
called Model Agreement to better evaluate decision making sim-
ilarities. Model Agreement is calculated in the same manner as
model accuracy, but using the predictions of the two models on the
test set rather than comparing the predictions to the baseline labels.
This is shown in Eq. 1:
Model Agreement =
Samples classified the same by both models
Total number of test samples
(1)
In this way, a value higher than the accuracy of an individual
model and close to 1 suggests that the two models are consistent
in their decision making, with the variation coming from a few mis-
classified samples by one model being corrected in the output of
the other models. As the value decreases, more and more of the er-
rors are different across the two models, meaning that even though
one model has higher overall performance, there are a significant
amount of its errors which are correct in the output of the other
model. Investigating this behaviour will lead to insights into the ef-
fectiveness of the models.
2.2.2 Sample-level Model Disagreement Analysis
To obtain a much finer-grain understanding into the behavioural in-
tricacies of ClinicalBERT, we further conduct a sample-level analy-
sis of specific model disagreement scenarios where ClinicalBERT
exhibits differing predictive behaviour when compared to the semi-
nal BERT model. By studying the areas of model disagreement, one
can gain much deeper behavioural insights into: 1) the strengths
of ClinicalBERT when dealing with clinical language understand-
ing tasks (where ClinicalBERT leads to a correct prediction while
BERT does not), and 2) the limitations of ClinicalBERT (where Clin-
icalBERT leads to an incorrect prediction while BERT provides a
correct one).
3 Results and Discussion
The BERT-Base and ClinicalBERT models were trained on the
MedNLI challenge dataset for 50 epochs using the Adam optimizer
within the Keras deep learning environment. Confusion matrices for
the two models for the testing set are shown in Figure 1 and Figure
2 respectively. Additionally, both standard performance statistics
(e.g., accuracy, precision, recall, and F1-score) along with the pro-
posed Model Agreement scores are shown in Table 1.
Fig. 1: BERT Confusion Matrix.














Overall Accuracy 0.7721 0.8017
Model Agreement 0.8143
Table 1: Results on Test Dataset.
3.1 Decision Making Similarities
As seen in both the figures and Table 1, much of ClinicalBERT’s
improvements over BERT come in the form of fewer Entailment and
Contradiction samples being classified as Neutral. The largest de-
creases in off-diagonal elements in ClinicalBERT’s confusion matrix
are seen where those classes were predicted as Neutral. Similarly,
the individual class statistic which increased the most was precision
for the Neutral case. Precision is defined as T PT P+FP , so Clinical-
BERT led to fewer false Neutral predictions more than it improved
on any other case.
Additionally, Table 1 contains the Model Agreement score. This
value of 0.8143 is slightly higher than the accuracy of either model,
but still far from 1, suggesting that a significant amount of cases
where ClinicalBERT is incorrect are cases where BERT was suc-
cessful, and vice versa. If that were not the case, and every
sample that BERT predicted accurately were successfully classi-
fied as well by ClinicalBERT, then Model Agreement would instead
be 1 − (accClinicalBERT − accBERT ) = 1 − (0.8017 − 0.7721) = 0.9704,
with the only differences coming from cases where ClinicalBERT
improved over BERT. At the other extreme, where every error in
ClinicalBERT was predicted successfully by BERT, Model Agree-
ment would then be 1− ((1− accClinicalBERT )+ (1− accBERT )) = 1−
((1 − 0.8017) + (1 − 0.7721)) = 0.5738. In this case, ClinicalBERT
fixed every error made by BERT, but for almost every one made a
new error; the times where a new error was not made account for
the increased overall accuracy. 0.8143 falls partway between these
two extremes, showing that some errors were consistent across the
two models, while others differed. This result suggests that the
third research question, in which cases did ClinicalBERT struggle
in comparison to BERT, is in fact relevant and should be studied
closely.
The following tables show selected test samples to illustrate model
behaviour. Table 2 displays samples whose label is Entailment, but
which were misclassified by one or both of ClinicalBERT and BERT.
Table 3 does the same, but for test samples whose label is Contra-
diction.
Sample Sentence1 Sentence2 BERT ClinicalBERT
E1 The patient stopped intravenous
fluids and got 10 mg of intra-
venous Lasix times three and put
out 500 cc of urine output.
The patient received too much
fluid.
CONTRADICTION NEUTRAL
E2 DM x 20yrs 4. Patient has elevated blood glu-
cose
NEUTRAL NEUTRAL
E3 Labs notable for WBC 10.5 with-
out bands, Hct 32.2 (prior base-
line mid to upper 20s), Cr 0.9, CE
neg X 1, and lactate 1.5.
The patient does not have an in-
fection.
CONTRADICTION ENTAILMENT
E4 She was found to have new on-
set a.fib w/ rate in the 120’s to
130’s and lateral ST depressions
c/w demand ischemia.
The patient has coronary artery
disease.
NEUTRAL ENTAILMENT
E5 En route to the Emergency De-
partment, she developed worsen-
ing substernal chest pain without
any radiation.
patient has an acute MI ENTAILMENT NEUTRAL
E6 She was evaluated by neuro-
surgery, deemed to be intact neu-
rologically.
No history of cerebrovascular ac-
cidents
ENTAILMENT CONTRADICTION
Table 2: Examples of failed test samples where the label is Entailment, with the predicted labels from each of the models also provided.
Sample Sentence1 Sentence2 BERT ClinicalBERT
C1 Diastolic CHF, LVEF >70% 2/06
10.
Patient has angina ENTAILMENT ENTAILMENT
C2 (Lactate only 1.3 and pt afebrile). Elevated temperature NEUTRAL ENTAILMENT
C3 Pt saw PCP next day and atenolol
was stopped but no further w/u
done (ie scans/xray) for fall on [**
Location **]us day.
The patient is kept on a beta
blocker.
NEUTRAL CONTRADICTION
C4 Because neonatology was not
present at delivery, resuscitation
was initiated by the labor and de-
livery nurses.
The patient did not need any addi-
tional help after birth.
ENTAILMENT CONTRADICTION
C5 She was discharged on bed rest
and treated with terbutaline.
Patient is no longer taking medi-
cations
CONTRADICTION NEUTRAL
C6 He returned to [**Hospital 8682**]
clinic three weeks later and was
prescribed antibiotics
the patient is not infected CONTRADICTION ENTAILMENT
Table 3: Examples of failed test samples where the label is Contradiction, with the predicted labels from each of the models also provided.
3.2 Sample-level Model Disagreement Analysis
While it is not possible to capture all possible patterns with only a
few samples, some patterns do seem to be emerging. The first
case to be considered is when both models have incorrect predic-
tions. In each case shown, samples E1, E2, C1, and C2, there
is not only unique clinical terminology, but also clinical diagnostic
knowledge that is relevant to the logical connection between the
two statements. Thus, even if the model is able to interpret correctly
what "Lasix" and "cc" (E1), "DM" (E2), "CHF" and "LVEF" (C1), and
"pt afebrile" (C2) all mean, the meaning of the following sentences
are additionally dependent on the quantities contained in the initial
ones. There could have been training samples with the same ter-
minology, but with different quantities, and the model would need
to be able to interpret those relationships. In a sense, the model
would need to see enough samples with differing quantities to build
an internal "classifier" to know that "LVEF >70%" does not indicate
that the patient has angina (C1) or that "500 cc of urine output" is
related to too much input of fluid (E1).
Regarding cases where ClinicalBERT is correct while BERT is not,
which are samples E3, E4, C3, and C4, they tended to be long,
complex statements with significant amounts of clinical terminol-
ogy, with the extra pre-training for ClinicalBERT perhaps allowing it
to better follow the connections between the various terms within a
sentence as well as between sentences. Sample E3 contains plenty
of terms (WBC, Hct, Cr, CE) which are unique to clinical text, and
MedNLI training alone may not have allowed BERT to recognize the
meaning of those terms in the context of infection. In sample C3,
BERT may not have connected the term "atenolol" to beta blockers,
and defaulted to the sentences being neutral, while ClinicalBERT
was able to identify that relationship properly. Similar discussion
can be had for the terms "ischemia" and "coronary artery disease"
(E4). In sample C4, BERT’s error in labelling the sample as Entail-
ment shows that it understood the birth-related terms ("neonatol-
ogy", "delivery", "labor") perhaps could not determine that the focus
of the logic was in fact on "resuscitation" and "additional help" which
ClinicalBERT successfully identified.
In examining these cases, a fitting analogy can be found. When
BERT undergoes pre-training, it is essentially a student moving
through education and life, learning grammatical structures and
meanings of words, especially how they vary based on context.
Once graduated high school, an individual can make sense of most
sources of text in their native language, at least when the distribu-
tion of terms is familiar to them. However, when they are thrust
into a situation where terms are new to them, or used in new ways,
they have a much harder time understanding what they are read-
ing or hearing. If a recent high school graduate were shown the
MedNLI dataset, they would likely have a hard time succeeding -
not because they cannot read English, but instead because they of-
ten cannot make the proper connections between the unique terms
that are important to the meanings of the various statements, even
if they had taken a high school biology course or watched Grey’s
Anatomy. On the other hand, ClinicalBERT has essentially been
"sent" to medical school - by training it on the MIMIC-III data, it
was introduced to domain specific terminology that help it to per-
form its future function. It has not lost the knowledge gained during
"high school", which is the general understanding of the English
language, and has learned how clinical terminology fits into its un-
derstanding of language. Since [2] used BioBERT as the initial-
ization for ClinicalBERT, we can go one step further and say that
BioBERT was analogous to a high school student who went to uni-
versity and completed an undergraduate degree in biomedical sci-
ence. It learned terminology required for understanding relevant
texts, in addition to its previous general education. By initializing
with BioBERT, [2] sent a biomedical science graduate to medical
school, and this contextualizes why Bio-ClinicalBERT provided bet-
ter results for those authors; there is a reason why so many medical
students come from related educational backgrounds, as the rel-
evant background can make it easier to acquire medicine specific
knowledge.
In the final cases, E5, E6, C5, and C6, the statements tended to be
simpler and had fewer terms specific to clinical terminology. This
may show why BERT was able to be successful, but it is less clear
why ClinicalBERT had difficulties. Of note, most of these failures
where the true label was Entailment were misclassified as Neutral,
while most of the Contradictions were wrongly labelled Entailment.
In the former cases, ClinicalBERT made errors by believing that
the statements were not related, possibly because the model did
not find a strong enough connection between them. In any case,
it rarely falsely believed the statements to be contradictory, which
would have been a greater error. In the latter case, ClinicalBERT
instead understood that the statements were related, but failed in
understanding the manner of the connection by saying that the sec-
ond was true based on the first. Many of these examples contained
negation in one of the statements ("not", "no symptoms", "no re-
cent history", etc.) suggesting that failure was due to the model
incorrectly understanding the purpose of that specific negation. Un-
fortunately, these insights do not provide an explanation as to why
BERT was successful in these cases despite the same challenges
being present.
3.3 Recommendations
The results of this study emphasize the importance of understand-
ing the context of what a model is being asked to do. As shown in
examples E1, E2, C1, and C2, ClinicalBERT’s improvements come
from an improved understanding of clinical language; in essence,
its time at medical school focused on the meanings of clinical ter-
minology and while some decision making processes could be em-
bedded in that understanding, there likely are not enough training
examples in MIMIC-III or the MedNLI datasets to trust its output in
those situations. Recognizing these limitations, what may be more
effective is integrating such a language model into larger systems,
whereby ClinicalBERT can interpret incoming information and for-
ward it to other subsystems which are designed for such a task,
either via clinician-defined rulesets or possibly other machine learn-
ing models.
Another area of future study would be to investigate the MedNLI
error cases with clinicians to understand if there are any further
patterns emerging. Recent work has gone into examining the be-
haviour of BERT-type models on inference tasks, namely the Stan-
ford NLI task, and noticed that some of the samples in the data set
are somewhat ambiguous [9, 10]. In their experiments, the authors
surveyed 100 individuals to acquire a distribution of human opin-
ions for a subset of test samples, and noticed that samples which
have higher disagreement across human participants generally are
predicted less accurately by their BERT model [10]. In the case of
MedNLI, it would be much harder to find 100 individuals with the re-
quired medical knowledge to reliably provide annotations for a sub-
set of test samples, but performing similarly designed experiments
would provide an interesting comparison to this recent work. Dis-
cussing said results with clinicians may lead to more actionable in-
sights which can either validate ClinicalBERT’s performance despite
errors according to the structure of MedNLI, or guide development
of architecture and data curation to further improve performance.
4 Conclusion
In conclusion, this study examined the qualitative performance of
a publicly available ClinicalBERT model trained on the MIMIC-III
dataset applied to the MedNLI challenge. During investigation, its
advantages over a model trained from BERT-Base were identified
to occur when samples contain higher amounts of clincal language-
specific terminology, as expected. Additionally, by analyzing its fail-
ures the limitations of the model were explored, which is especially
critical for any technology used in clinical contexts. Applying BERT
to new language domains has consistently shown to improve upon
state-of-the-art results, but blind application runs the risk of over-
looking unacceptable errors or routes to improvement. Hopefully,
studies such as this one will lead to improvements in design and
better trust in application to the clinical domain, both of which will
have positive impacts on health outcomes.
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