Abstract
Data Description

145
Our goal is to build an emulator based on spatial output from UVic ESCM and to 146 calibrate vertical ocean diffusivity (K bg ) using ocean potential temperature data.
147
The UVic ESCM runs are 3-dimensional patterns of the mean ocean potential tem- factor (A scl ), and climate sensitivity (C s ). Note that we converted longwave radi-151 ation feedback factor, which is one of the original input parameters for UVic, into 152 C s using a simple spline fit. We refer to Sriver et al. (2012) for the design points 153 and details of the ensemble runs.
154
To avoid problems related to model artifacts and sparse sampling, we excluded and Fofonoff (1977) . During the conversion procedure, we assume a simplified 174 ocean pressure field varying as a function of latitude and depth (Lovett, 1978) . As we construct an emulator that interpolates computer model outputs at different 182 parameter settings using Gaussian random fields (Sacks et al., 1989) . This can 183 be viewed as statistical interpolation or "kriging" (Cressie, 1994) is to infer the parameter θ by combining information from Z and Y. 
Two-Stage Emulation and Calibration
215
We first outline our general framework for emulation and calibration.
216
Model Emulation Using Gaussian Random Fields
217
As described in Bhat et al. (2012) , a standard approach to approximate the climate model output is using a Gaussian process such that
with a np × b covariate matrix X and a vector of regression coefficient β. 
225
The fitted Gaussian random field defines the probability model for the computer 226 model output at any location s ∈ S and parameter setting θ ∈ Θ. Therefore,
227
the Gaussian process model provides a predictive distribution of computer model 228 output at any untried value of θ given the existing output Y (Sacks et al., 1989).
229
We denote the resulting interpolated process by η(θ, Y) and call it an emulator 230 process. This approach automatically provides a quantification of interpolation 231 uncertainty.
Model Calibration Using Gaussian Random Field Model
233
Once an emulator η(θ, Y) is available, we model the observational data Z, 3-D calibration problem we consider, n is 61,051 and J should be more than 
Following the standard process of finding principal components, we first preprocess 331 the computer model outputs to make the column means of the matrix M all 332 0's. Applying singular value decomposition (SVD), we find the scaled eigenvectors 
. We define the basis matrix for 338 computer model output by K y = (k 1 , . . . , k Jy ).
339
For each parameter setting θ i (i = 1, . . . , p), the first J y principal components 
with partial sill κ y,j , nugget ζ y,j , and range parameters φ y,j = (φ y,1j , φ y,2j , φ y,3j ) T .
348
Leave-10-percent-out cross-validation experiments with 50 different randomly gen- also that the mean term of each Gaussian process used here is set to be zero, since 357 each of the principal components has zero mean across the parameter settings.
358
We denote the collection of emulator parameters for the jth principal component by ξ y,j = (κ y,j , ζ y,j , φ y,j ) T . One can construct the emulator by finding the MLEξ y,j for each j separately. The emulator η(θ, Y R ) is the collection of predictive processes of J y principal components at θ defined by the covariance function (3) and the MLEsξ y,1 , . . . ,ξ y,Jy . Note that even though we construct the emulator in terms of the principal components, we can make a projection Y * in the original space at a new parameter setting θ * by computing
To summarize, the emulation step uses the data Y 
Computer Model Calibration
363
Using η(θ, Y R ), the emulator for the principal components, we reformulate the model for observational data in (1) as
where K d ν is a kernel convolution representation (Higdon, 1998 ) of the discrepancy 364 δ. ν is a vector of independent and identically distributed Normal random variates
determines the magnitude of discrepancy, and the range parameters φ d,1 , φ d,2 > 0 367 specify the bandwidth of kernels. We define the kernel basis by
where s ki and a kj are the kth elements of s i and a j respectively. an isotropic discrepancy process (Higdon, 2002) , the resulting process is flexible 377 enough to capture the general trend in the discrepancy.
dimensional data for computational efficiency. Let Z R be a reduced version of the original data such that
where µ η and Σ η are the mean and covariance given by the emulator η(θ, Y R ).
380
It is often helpful to apply singular value decomposition to K d and use the first 
where e i (·) is the ith eigenfunction satisfying
with the corresponding eigenvalue λ i . We let w i (·) denote the Gaussian process of ith principal component with the covariance function defined in (3). The leading eigenfunctions give the best approximation among all possible orthogonal bases since it minimizes the total mean square error (Jordan, 1961 ). Since we can assume different covariance functions for each principal component process, our model can yield a non-separable space-parameter covariance function. In contrast, if we were to assume separability such that
for some positive definite covariance functions C s and C θ , the covariance function 398 for the ith principal component process becomes 
431
The overall cost of our implementation is O(pJ 
Implementation Details
434
We apply our method to data at three different aggregation levels. In the 1- We use all 250 design points in the parameter space to build the emulator.
445
We conducted leave-10-percent out cross validation and the results show that our and IG(a z , b z ). We set the shape parameters for them to be a ν = 2 and a z = 2. To 472 check the sensitivity of our approach to prior specifications, we tried four different 
486
The number of principal components was determined using standard practice -
487
by ensuring that at least 95% of the variability in the data was explained in each Finally, we note that we ran an MCMC algorithm with 25,000 iterations for the 493 calibration step. We carefully checked our results by comparing summaries (e.g. (computing time for our approach) × (complexity for a method) (complexity for our approach) .
The computing time for our approach is for the PORT routine in R (Gay, 1983;
513
David, 1990) run on a system with Intel Xeon E5450 Quad-Core 3.0 GHz (without 514 parallelization). Note that this approximated computing time for other approaches 515 are optimistic; we believe that they will probably take longer than indicated. We 516 use this to suggest that even when viewing the other approaches' cost optimisti-517 cally, our method provides dramatically reduced computational time. We also note
518
here that the computing time for our approach can be further reduced by paral-519 lelization. We describe some experimental results on computing time reduction 520 using parallel computing in Section A4 in the Online Supplement. In order to study the effect of data aggregation on climate model calibration,
524
we conducted a study with pseudo-observational data. The simulated data are 525 generated as follows: to the prior specification.
551
In addition to the experiment above we also examined the effect of random 
