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iAbstract
Matching and coalition formation are fundamental problems in the organization of many
multi-agent systems. In this setting agents strive to form a group with a (sub-)set of the other
agents present in the market. The set of potential matching edges respectively coalitions is
given and each agent has a preference list over all sets he is involved in. We are interested
in improvement dynamics and stable states, that is, states where no group of agents can join
and by that all individually improve.
We focus on two different aspects occurring in these settings. In the first part we study
uncoordinated markets with additional local constraints that capture, e.g., restricted infor-
mation, visibility, or externalities in markets. Depending on the constraints and the current
state of the game, only a subset of the potential coalitions might be available to be formed.
Consequently, the set of stable states changes according to the restrictions. In particular we
consider socially, locally, considerate and friendship stable coalition formation together with
some of their variants like the restriction to matchings or settings where agents are allowed
to be involved in more than one matching at the same time.
For correlated preferences, we give a comprehensive characterization of the settings which
always allow for a polynomial improvement sequence to a stable state. For uncorrelated
preferences, we obtain a larger variety of results. In most cases, to guarantee a short path to
stability in the stable marriage problem, we need additional assumptions regarding the social
network. Additionally, deciding reachability of given stable states is considered and proven
to be NP-hard. We also provide lower bounds for computing maximum stable matchings in
matching games with constraints based on externalities. Finally, we take a closer look at
locally stable matching due to its rich structure. In particular, we consider the existence and
influence of circling dynamics as well as the impact of memory.
In the second part we analyze how to allocate credit or profit stemming from a joint
project among the involved agents. In practice we can observe a variety of different crediting
schemes used by different communities. A widely used approach to profit distribution is
equal sharing, where every member receives the same share of the benefit for a joint work.
Egalitarian fairness is a natural and common choice when each member of a coalition is critical
for success. However, the stable states emerging from this sharing scheme, when coalitions
are formed by rational agents, can be highly inefficient compared to the social optimum. Thus
it might be desirable to change the profit sharing schemes in order to obtain better stable
states.
Instead of equal sharing we use sharing schemes where for each coalition each player is
guaranteed to receive at least an α-share. In return we hope to stabilize on more efficient
outcomes. We can prove a direct trade-off between efficiency and equal treatment. We show
an asymptotically tight bound of ∆2α on prices of anarchy and stability, where ∆ denotes
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the size of the largest possible coalition. Additionally, for a novel class of matching problems
which covers bipartite matching, we demonstrate how to efficiently compute the maximum
α-fairness under which a given matching can still be stabilized.
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Zusammenfassung
Matching und Koalitionsbildung sind grundlegende Probleme in der Organisation von Syste-
men, in denen sich eine Vielzahl von Akteuren koordinieren. In diesem Szenario streben die
Akteure danach eine Gruppe mit einer (Teil-)Menge der anderen Marktteilnehmer zu bilden.
Die Menge der potentiellen Matching-Kanten beziehungsweise Koalitionen ist festgelegt und
jeder Akteur hat Pra¨ferenzen bezu¨glich aller Mengen, die ihn beinhalten. Wir interessieren
uns in diesem Zusammenhang fu¨r Verbesserungsdynamiken und stabile Zusta¨nde, das heißt,
Zusta¨nde in denen keine Gruppe von Akteuren sich durch ein gemeinsames Abweichen indi-
viduell verbessern kann.
Wir konzentrieren uns auf zwei Aspekte, die in diesen Szenarios auftreten ko¨nnen. Im
ersten Teil studieren wir unkoordinierte Ma¨rkte mit zusa¨tzlichen, lokalen Einschra¨nkungen,
welche zum Beispiel beschra¨nkte Informationen, Sichtbarkeit oder auch externe Effekte des
Marktes abbilden. Abha¨ngig von den Einschra¨nkungen und dem aktuellen Zustand des Spiels
kann nur eine Teilmenge der potentiellen Koalitionen geformt werden. Entsprechend a¨ndert
sich auch die Menge der stabilen Zusta¨nde. Wir betrachten insbesondere socially-, locally-,
considerate- und friendship-stabile Koalitionsbildung sowie einige ihrer Varianten wie die
Beschra¨nkung auf Matchings oder Szenarios in denen mehr als ein Matchingpartner erlaubt
ist.
Fu¨r korrelierte Pra¨ferenzen pra¨sentieren wir eine umfassende Charakterisierung, welche
Szenarios eine Verbesserungssequenz polynomieller La¨nge zu einem stabilen Zustand zulassen.
Fu¨r unkorrelierte Pra¨ferenzen erhalten wir eine gro¨ßere Vielfalt an Ergebnissen. In den
meisten Fa¨llen sind zusa¨tzliche Annahmen bezu¨glich des sozialen Netzwerks no¨tig, um einen
kurzen Pfad zu einem stabilen Zustand im bipartiten Matching zu garantieren. Zusa¨tzlich
betrachten wir die Entscheidbarkeit der Erreichbarkeit von gegebenen stabilen Zusta¨nden und
zeigen fu¨r dieses Problem NP-Ha¨rte. Auch geben wir untere Schranken fu¨r die Berechnung
von stabilen Matchings maximaler Gro¨ße mit Ru¨cksicht auf die Einschra¨nkungen an. Zum
Schluss legen wir noch einmal besonderes Augenmerk auf locally-stabile Matchings auf Grund
derer reichhaltigen Struktur. Insbesondere betrachten wir die Existenz und den Einfluss von
kreisenden Dynamiken sowie die Auswirkungen von Erinnerungsvermo¨gen.
Im zweiten Teil analysieren wir die Aufteilung von Gewinn aus gemeinsamen Projekten
unter den beteiligten Akteuren. In der Praxis ko¨nnen wir eine Vielfalt von verschiedenen
Verteilungsschemata beobachten. Ha¨ufig wird der Profit gleichma¨ßig unter allen Mitgliedern
aufgeteilt. Egalita¨re Gerechtigkeit ist eine natu¨rliche und oft getroffene Wahl, wenn jeder
Akteur in der Koalition fu¨r einen Erfolg beno¨tigt wird. Jedoch ko¨nnen, wenn die Koalitionen
durch rationale Akteure gebildet werden, die unter dieser Verteilung auftretenden stabilen
Zusta¨nde sehr ineffizient im Vergleich zum Optimum sein. Darum ist es in einigen Fa¨llen
erstrebenswert, das Verteilungsschema zu Gunsten besserer stabiler Zusta¨nde zu a¨ndern.
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Um effizientere Zusta¨nde zu stabilisieren, nutzen wir statt einer gleichma¨ßigen Aufteilung
Verteilungsschemata, welche jedem Akteur in jeder Koalition einen α-Anteil garantieren. So
ko¨nnen wir einen direkten Trade-Off zwischen Effizienz und Gleichbehandlung beweisen. Wir
zeigen eine asymptotisch scharfe Schranke von ∆2α fu¨r den Price of Anarchy und den Price
of Stability, wobei ∆ die Gro¨ße der gro¨ßten mo¨glichen Koalition darstellt. Zusa¨tzlich zeigen
wir, wie man fu¨r eine neue Klasse von Matchingproblemen, welche das bipartite Matching
beinhaltet, effizient die maximale α-Fairness berechnet, fu¨r welche ein gegebenes Matching
stabilisiert werden kann.
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1Chapter 1
Introduction
Matching and coalition formation problems form the basis for a variety of assignment and
allocation tasks encountered in computer science, operations research, and economics. Of-
tentimes, projects are too complex to reach satisfiable results or even complete them when
working on them alone. In such cases cooperation with other agents is desirable or even nec-
essary. This is true for human agents, who might need expertise or simply additional working
power from others, as well as companies, who depend on suppliers and business partners.
Thus, to exploit synergies, the formation of coalitions is a natural process in multi-agent sys-
tems. A versatile and popular model for studying formal aspects of coalition formation are
hedonic games [DG80,AB12,BJ02,GS10,Woe13].
In these games the players are given by the agents and the strategy set for each agent
consists of the potential coalitions he is involved in. If for some coalition all participating
agents choose it for their strategy the coalition is formed. The outcome of the game is a
coalition structure, that is, a partition of the agent set into coalitions and singletons. An
agent thus can only be involved in at most one coalition. Further, the payoffs or benefits,
enjoyed by the agents as utility for participation in a formed coalition, are solemnly determined
by the coalition an agent chooses to take part in. In particular, the existence or non-existence
of certain other coalitions in the structure has no influence on the payoff.
A prominent and popular concept in the analysis of coalition formation games are stable
states, as they capture aspects like distributed control and rationality of participants that arise
in many assignment problems today. For hedonic games various aspects of different stability
concepts have been studied in recent years (see for example, [BKS01,BJ02,ABS11,ABH14]).
We will use the standard model of matching respectively coalition formation with preference,
where agents either have cardinal preferences or some (not necessarily strict) preference order
for the coalitions they are part of. A state then is stable if it holds no blocking coalition, that
is, no group of agents could (all individually) improve by dropping their current coalitions
and forming a new one together. Applications of this model include, for example, matching
in job markets, hospitals, colleges, social networks, or distributed systems [BRR97, Hoe13,
HW13b,GI89,AGB10].
A lot of the applications mentioned above can in fact be analyzed within the context
of two-side stable matching, for example, the assignment of jobs to workers [KJC82, AV09],
organs to patients [RSUU¨05], or general buyers to sellers. In addition, stable marriage prob-
lems have been successfully used to study distributed resource allocation problems in net-
works [AGB10, Mat08, GLMT06]. Thus, due to their prominent role in the literature and
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wide-spread applications, we will put a special focus on matching games and in particular bi-
partite matching games. Using the underlying graph structure provided by matching games,
for these classes we are able to derive improved results compared to the ones for coalition
formation.
Stable states are desirable outcomes as they represent a situation where every agent is
content in the sense that he has no chance to improve. Further, intuitively it is likely that
(after some adjustment time) markets will converge to a stable state. Thus, knowledge about
the quality of such states, like the resulting social welfare or the number of agents remaining
single, is highly desirable. Additionally, we also consider improvement step dynamics, that is,
the type of dynamics which arise when we allow the iterative resolution of blocking coalitions
in unstable states. A blocking coalition is resolved by adding it to and deleting all overlapping
coalitions from the state – possibly leaving some other agents single. Thus, while the agents
involved in the blocking coalition rise in their preference lists, some other agents might drop.
In consequence, there might be improvement dynamics which take very long to reach a stable
state or even circle. Of course instances where such improvement dynamics can emerge are
undesirable, as the knowledge about the stable states cannot be applied if those are unlikely
to be reached and thus also unlikely to occur in the corresponding real-life settings. Hence,
we will put a strong focus on identifying the settings where stable states are always reachable
and paths to stability are short.
In this thesis we consider two different aspects of matching and coalition formation in the
hedonic-game model. In the first part we will study a variety of local constraints imposed on
the matching respectively coalition formation markets. Those constraints are motivated by
occurrences observed in real-world markets which are not captured in the standard model of
stable matching. We will focus on two different aspects and analyze two different models for
each. Our main interest lies in the consequences the local constraints have on the existence
and reachability of stable states and whether fast convergence or short paths are guaranteed.
On the one hand, in large markets it is unrealistic to assume that agents are actually
fully informed about the whole market. Instead, it is more likely that agents are only aware
about certain other market actors, because of, for example, spatial closeness, collaborations,
connections, family, friendship, or a common partner, who introduces them to each other.
These observations promote the idea of a local, network-based visibility of the market. We
will consider settings where visibility or knowledge of the market is restricted to a certain
social network and analyze the effects on the reachability of stable states.
On the other hand, we want to study externalities between agents. Sometimes agents
might refrain from forming some matchings or coalitions which they know about and which
would represent a personal improvement, if in the process certain other agents are hurt. This
might be due to, for example, contracts, business-relations, or friendship with these agents.
Again we will explore how these restraints, induced by the wish to not hurt certain friends or
contract partners with one selfs actions, affect the reachability of stable states.
Regarding limited information about the market, we analyze the static setting of socially
stable matching [AIK+13] as well as the dynamic setting of locally stable matching [AV09,
Hoe11]. To model restrictions imposed through friends or contract partners we will examine
considerate matchings [HW14a], where the only distinction for some agent is between agents
he is allowed to hurt and those he cannot hurt. Further, we work with the more fluent model
of friendship matching [ABH13], where agents compare their own gain (or loss) to the gains
and losses of other agents and also take into account how much they care about these agents.
3We will model all four setting with the help of some form of a (social) network in which
the agents are embedded. The structure of the network then will have influence on which
matchings and coalitions can be formed in the current state.
For socially, locally and considerate matchings the blocking pairs are a subset of the
blocking pairs in the unrestricted case. In turn, every stable matching is a stable matching
regarding these local constraints, because it allows no blocking pairs. Thus, one might be
tempted to think that stable matchings are easier to find and/or reach using distributed
dynamics in these settings than ordinary stable matchings. In contrast, we show that stable
matchings with local constraints have a rich structure and can behave quite differently than
ordinary stable matchings. While first mentions of those local constraints focused on matching
games, we also propose different methods to adapt the settings to larger coalitions and thus
allow for the results to be applied to a broader set of applications.
The second part of this thesis concerns the design of a ’good’ hedonic game when originally
we are only given the aggregated welfare produced by each coalition. In this setting we are
given a number of feasible coalitions together with the profit each coalition produces and
then have to decide how this value is shared among the participating agents. Similar to
recent work [KO11], our focus is to design good profit or credit distribution schemes such
that the stable states in the resulting hedonic game implement good outcomes. However, we
are not allowed to transfer profit from one coalition to another or leave some of the profit
undistributed to make certain coalitions unattractive, and further want to share the benefit
as fair as possible among the agents.
For agents working on a joint project, equal sharing implements a natural egalitarian
fairness condition. In particular, when agents put similar time or effort into the project or
when contributions are difficult to rank, for example when ideas were developed jointly or
incomparable sets of skills were provided by the different agents. On the other hand, there are
also settings where certain agents are assigned higher credit. For example, companies might
reward project leaders more than normal team members, and some scientific communities as-
sign more credit for a paper to its most prominent author (see also Matthew-Effect [Mer68]),
to the academically higher ranked persons, or to authors who are PhD students. Of course,
such different profit sharing schemes generate different incentives for the agents to form coali-
tions. We want to study the impact different choices of profit distribution have on fairness
and efficiency in the resulting hedonic coalition formation games.
If rewards are shared equally, the total social welfare of every stable coalition structure
can be up to ∆ times smaller than in optimum, where ∆ denotes the size of the largest
coalition. Even worse, completely arbitrary sharing can lead to non-existence of stable states
or arbitrarily high price of anarchy [ABH13]. However, it is not difficult to observe that
using arbitrarily low profit shares we can stabilize every optimal partition. But such sharing
schemes are clearly undesirable when we want to maintain egalitarian fairness conditions.
In consequence, we have to consider some trade-off between good stable states and fairness.
In our analysis, we provide asymptotically tight bounds on the inherent tension between
efficiency and equal treatment. Further, we give efficient algorithms to compute good sharing
schemes and show complementing hardness results. Again, we follow the general analysis of
coalition formation games with a study on matching games, where we make use of the simpler
structure to deduce additional improved results.
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1.1 Coalition Formation and Matching Games
In coalition formation games selfish agents strive to form coalitions with each other, e.g. to
realize some group project. Any group an agent is part of yields some payoff for the agent,
but each agent can take part in at most one coalition. To establish a coalition all agents
within the coalition have to agree on it. As they are selfish, the agents are willing to leave
(and thus destroy) an existing coalition to form one of greater personal benefit.
Definition (Coalition Formation Game) A coalition formation game G = (V, C, b) con-
sists of
• a set V of agents or players,
• a set of hyperedges C ⊆ 2V , where 2V denotes the power set of V , of potential coalitions,
and
• a benefit-function b over C with bv(C) > 0 for every v ∈ C and bv(C) = 0 for v /∈ C.
Throughout this thesis we will use n = |V | and m = |C|. Additionally, by ∆ = max{|C| | C ∈
C} we denote the size of the largest coalition(s) in C.
The benefit-function b indicates the benefit or profit a coalition C ∈ C yields for v ∈ C.
Agent v receives bv(C) if C is formed. If bu(C) = bv(C) = b(C) for all u, v ∈ C we speak of
correlated preferences. Further it is possible to give general preferences in form of a preference
order v over all C ∈ C with v ∈ C for every agent v ∈ V instead of cardinal preferences.
If such an order holds no coalitions with C =v C
′, we speak of strict preferences. The
corresponding coalition formation game then is given by G = (V, C,). Note that cardinal
preferences can always be translated into a preference order, but doing so the (varying)
improvement margins get lost.
A state is a coalition structure S ⊆ C such that for each v ∈ V we have |{C | C ∈ S, v ∈
C}| ≤ 1. That is, each agent is involved in at most one coalition. Given cardinal benefits and
a coalition structure S the payoff some agent v ∈ V receives is defined by
B(S, v) =
∑
C∈S,v∈C
bv(C).
Further the social welfare of a state S is given by
B(S) =
∑
v∈V
B(S, v).
For a coalition structure S, a blocking coalition is a coalition C ∈ C \ S with bv(C) > bv(Cv)
respectively C v Cv where v ∈ Cv ∈ S for every v ∈ C which is part of a coalition in S. A
blocking coalition thus is a coalition every involved player would prefer to the status quo. An
improvement step is the resolution of some blocking coalition, that is, the blocking coalition
is added to and all existing overlapping coalitions are dropped from the current state. Note
that the payoff for all agents involved in the blocking coalition goes up when resolving it. We
will work mainly with the dynamics evolving from the repeated application of improvement
steps. A stable state or stable coalition structure S is a coalition structure which does not
have any blocking coalitions.
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Our definition of stability coincides with the definition of core-stability [Gil59] if every
C ∈ 2V is available to the players. We can easily extend our original setting to fulfill this
requirement by assuming bv({v}) = 0 for {v} /∈ C and bv(C) = −1 for all v ∈ C ∈ 2V \ C.
Similarly, for general preferences we order all coalitions C /∈ C, C 6= {v} in some arbitrary
strict order and add this order to the bottom of v. If {v} /∈ C, we place {v} at the top of
our strict order before adding it to v. As we chose a strict order for the coalitions C /∈ C, we
preserve strictness if the original setting provided strict preferences. Now all coalitions are
available, but agents will always prefer staying single to being involved in a coalition which
is not in C while having the same incentives to form ’allowed’ coalitions as before.
Definition (Matching Games) A matching game is a coalition formation game with |C| =
2 for all C ∈ C. Alternatively, a matching game is given by a simple, undirected graph
G = (V,E) (with E = C) and a benefit-function b. In this case the coalitions are referred to
as pairs and the two involved agents are each other’s matching partner.
A blocking pair then is a pair {u, v} where both agents prefer each other to their current
partners (if any). Further a state is called matching and denoted byM unless stated otherwise.
Each coalition a player can take part in is fully defined by the matching partner. Hence, apart
from cardinal benefits it is also possible to define preferences over the coalitions by an order 
ranking the other agents. Again cardinal benefits can always be transformed into a preference
order  over the potential matching partners.
If for some matching game we can divide V into two disjunct sets U and W such that
E ⊆ U ×W , we have a bipartite matching game. This scenario is often referred to as the
stable marriage problem. Further we will also consider matching games where each agent can
have up to k different partners simultaneously. We will refer to these games as k-matching
games. For k-matching games we will assume that agents only drop partners if they have
reached their limit k and still want to match someone else. That is, if some agent u already
has some partner v and now wants to match with some agent v′ he prefers over v, he will
only discard v if he cannot keep both edges, because he already has k partners. This is no
restriction as u is better of with v and v′, than just with v′ and u would only want to replace
v by a better agent anyway. Thus, to keep v until k agents better than v want to match u is
a reasonable strategy.
As matching games can be assumed to be based on an undirected graph G = (V,E), the
set of potential matching partners of some agent v ∈ V is also given by his neighborhood in
G. We will denote this set by N(v) = {u | {u, v} ∈ E}.
1.2 Local Constraints
In the first part of this thesis we study the effects which result from different constraints on
the available blocking coalitions. These constraints are motivated by different observations
which can be made in real live markets but are not captured in the standard setting. We
consider two different occurrences. One regards the fact that normally only part of the whole
market is known to the individual players. We will model this kind of partial information in a
static as well as a dynamic setting. The other aspect we analyze covers settings where agents
refrain from forming a coalition if certain other players will be hurt in consequence. This
desire is motivated by the idea of friendship between certain agents. But in a twisted form
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it can also be found for example in working contracts where switching to a direct competitor
is prohibited. We will consider the binary case where we only distinguish between friend and
non-friend as well as a more flexible model where agents might qualify friends and be willing
to hurt friends if their gain is high enough compared to these friends’ qualities and losses.
Note that in all cases if we restrict ourselves to bipartite matching games, this restriction
only affects the set E of potential matching edges. Social relations, however, can still exist
within the partitions as well as between agents of different partitions unless stated otherwise.
1.2.1 Socially Stable States
Oftentimes agents have no chance to gather information about the whole market due to its
size or diversity. Thus, it is reasonable to assume that agents know only about certain other
agents and can only deviate to coalitions formed with those agents. To model markets where
agents can only deviate to known partners we add a (social) network of links N = (V,L) to
our setting. A link {u, v} ∈ L indicates that u and v know each other. All agents known
through a link in L thus represent outside options to which an agent can deviate. As we only
use L, but no information from the current state, the visibility in this setting is static.
For matching games we then replace blocking pairs by social blocking pairs, that is, those
e = {u, v} ∈ E with e blocking pair and e ∈ L. Here we assume L ⊆ E as other social
links have no influence on the game anyway. Consequently, a social improvement step is the
resolution of such a social blocking pair and a state M that has no social blocking pair is a
socially stable matching. Socially stable matchings were first introduced in [AIK+13].
If coalitions involve more than two agents, it is a little more difficult to define the re-
lationship between the one-to-one social network of the agents and the visibility of certain
coalitions. One option is to require all agents of the coalition to know each other, that is,
the coalition must form a clique in N . Alternatively any other set H of graph structures can
be chosen. Then a coalition C is available to be formed if there is some H = (VH , EH) ∈ H
and some bijective map ϕ : VH → C such that {u, v} ∈ VH ⇒ {ϕ(u), ϕ(v)} ∈ L. By abuse
of notation we will denote this situation by H(C) ∈ L. The graphs in H then symbolize the
formation graphs needed to bring the agents of a coalition together. Typical examples would
be stars, where the central agent organizes the coalition out of the people he knows, or graphs
with a small diameter.
Example:
1
2
3
4
5
2
4 3
6
1
2
3
4
5
4 3
6
1
2
3
4
5
4 3
6
1
2
3
4
5
4 3
68 8 8 82 2 2
This small example shows a sequence of improvement steps starting from the initial matching
{{1, 2}, {3, 5}} and resulting in a socially stable state. The vertices are the agents and the
thick edges indicate the current matching edges while the dotted lines symbolize the links
in N . The dashed edges show additional coalitions in E which are not visible through N .
However those edge can be part of an initial state as is the case for {1, 2}. The preferences
are correlated and indicated by the number alongside the (potential) matching edge. Note
that the edge {3, 5} although dropped in the first improvement step can be re-established in
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the end as 3 and 5 know each other through a social link. However, once {1, 2} breaks off,
this coalition became unavailable. Thus even if 1 became single, {1, 2} would never be formed
again. Similarly, the attractive coalition between 4 and 5 is not visible. 
1.2.2 Locally Stable States
The concept of socially stable states is quite static as the options for deviation are known
from the start and there is no form of market exploration. In contrast, local dynamics also
try to capture the idea of getting to know new people through agents one knows already
or through current coalitions. Similarly to the concept of social stability in local coalition
formation games agents can only form those coalitions they know about. Again we have a
network N = (V,L) which represents links between the agents. Those links are assumed
to be static throughout the game and come from connections independent of the coalition
formation at hand, for example from family bonds or work relations. Unlike for social coalition
formation the purpose of these links is not only to provide alternative partners but also to
mediate and introduce agents to each other. This is modeled by assuming knowledge about
the 2-hop distance instead of just the direct neighbors. Additionally, the agents now can use
connections acquired through the current state of the game. Thus, it is possible to explore the
market by repeatedly switching coalitions and use the newly gained connections to improve.
However, we assume that while the links are permanent (as they are independent of the
coalition structure) connections acquired from a coalition are not cultivated anymore once
the coalition gets dropped. As before we will first define the setting for matching games.
We assume the pair {u, v} is accessible in state M if u and v have hop distance at most 2
in the graph (V,L∪M), that is, dist(u, v, (V,L∪M)) ≤ 2 where dist(u, v,G) gives the length
of the shortest path from u to v in G (if u and v lie in different connected components of G
dist(u, v,G) = ∞). This shortest path can consists of one link, two links, or of exactly one
link and one matching edge. In the latter case, let w.l.o.g. {u,w} be the matching edge. As
u can have only one matching edge, the local improvement step will delete {u,w} to create
{u, v}. For simplicity, we will refer to this fact as an ’edge moving from {u,w} to {u, v}’ or
’u’s edge moving from w to v’. A state M has a local blocking pair e = {u, v} ∈ E if e is a
blocking pair and accessible. Consequently, a locally stable matching is a matching without
local blocking pairs, and a local improvement step is the resolution of such a local blocking
pair.
Further, we will consider a restricted version of bipartite locally stable matching games
called job-market games [AV09]. Here the agent set is partitioned into ’factories’ and ’workers’
and social links are only present between workers. Locally stable matchings where first
addressed solely for job-market games in [AV09] and later for general matchings in [Hoe11].
For larger coalitions we again have multiple options the generalize visibility as well as
accessibility. Similar to socially stable states for accessibility we can choose a set H of graphs
and require that all of the edges of some graph H = (VH , EH) ∈ H with |VH | = |C| have to
somehow be ’visible’ (using the right permutation of vertices) in C. Again graph structures
which are dense, highly connected or of small diameter are natural choices.
The direct generalization of the visibility would be to add a clique for every existing
coalition and then consider the 2-hop distance in the resulting graph. So formally for C
to be accessible in state S, there has to be some H = (VH , EH) ∈ H and some bijective
map ϕ : VH → C such that {u, v} ∈ VH ⇒ dist(ϕ(u), ϕ(v), (V,L ∪ {(w,w′)|w,w′ ∈ S
for some S ∈ S})) ≤ 2. Instead of the 2-hop distance for larger coalitions we can also
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limit the additional visibility to the coalitions itself, that is, only all other coalition partners
become visible but not their external contacts. Then C is accessible in state S if there is
some H = (VH , EH) ∈ H and some bijective map ϕ : VH → C such that {u, v} ∈ VH ⇒
{ϕ(u), ϕ(v)} ∈ (V,L ∪ {(w,w′)|w,w′ ∈ S for some S ∈ S})). Again by abuse of notation we
will denote this situation by H(C) ∈ L ∪ S. Note that if H does not solely consist of cliques,
this definition still allows for graph exploration.
Example:
1
2
3
4
5 1
2
3
4
5 1
2
3
4
5
1
7
4
3
1
4
7
3
1
7
3
4
Here we see the unique sequence of local improvement steps leading from the initial state
{{1, 2}} to the locally stable matching {{2, 5}}. Again, the vertices indicate agents, the thick
edges stand for matching edges, and the dotted ones symbolize the social links. The dashed
edges indicate possible other coalitions where black stands for accessible coalitions and gray
stands for coalitions which are not visible in the current state. The numbers beside the edges
give the correlated benefit of the coalitions. Note that now social links can also exist between
agents who cannot form a matching edge (as is the case here for both social links). In the
initial state only the coalition {2, 3} is accessible, as 2 and 5 are 3 hops apart while 2 and 4
are not even in the same connected component. However, once {2, 3} is formed, 2 and 5 get
introduced to each other, that is, are now in 2-hop distance. Thus in the next step 2 will drop
3 to form a coalition with 5. In consequence, now 1 and 2 are in hop distance 3 and {1, 2} is
not accessible anymore. 
1.2.3 Considerate Stable States
In considerate coalition formation games we analyze how dynamics and stable states change
if agents have certain friends or contract partners they do not want to hurt with their actions.
These friendship or contract relations are again captured in a (social) network N = (V,L).
Here all potential coalitions are visible in every state, but coalition C is only accessible if for
no v ∈ C there is loss inflicted on the neighbors of v in N when forming C.
Thus, for matching games the pair {u, v′} ∈ E is not accessible in state M if there is an
agent v such that {u, v} ∈ M , and (a) {u, v} ∈ L or (b) {v, v′} ∈ L. Otherwise, the pair is
called accessible in M . Then a state M has a considerate blocking pair e = {u, v} ∈ E if e is
blocking pair and it is accessible. A considerate improvement step is the resolution of such a
considerate blocking pair. A state M with no considerate blocking pair is a considerate stable
matching.
For larger coalitions we can define a variety of games depending on the limit l the agents
set for the number of friends they are willing to hurt if they can improve by doing so. For
considerate matching games we have set this number to 0. However, for matching games
at most two agents lose their partners if a new matching edge is formed. Thus, a limit of
1 would only have influence on constellations where one agent is friends with both his own
matching partner and the current partner of the desired new matching partner. On the other
hand, for larger coalitions the number of agents influenced by an improvement step grows
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quadratically. If we consider coalitions of size k, the formation of one new coalition can result
in up to k(k−1) agents being dropped. Thus, it might be reasonable to also consider settings
where l > 0, that is, agents might be willing to hurt one or two of their friends but not too
many. Then formally speaking a coalition C is accessible in state S, if
max{|{v | v ∈ C ′ ∈ S, v /∈ C,C ∩ C ′ 6= ∅, {v, v′} ∈ L}| | v′ ∈ C} ≤ l.
Example:
3 2
1
4
1
47
3 2
1
4
1
47
3 2
1
4
1
47
As before the vertices indicate agents, the thick edges symbolize the matching edges, the
dotted ones the social links, the black dashed ones accessible coalitions, and the gray dashed
ones potential coalitions which are currently not accessible. The correlated benefits are given
by the edge weights. In the starting state {{1, 2}} the best deviation for 1 would be to switch
to 3, but as 3 is friends with 2 (who would get dropped if 3 matches 1), he will reject 1’s
offer. However, as 4 is not friends with 2, {1, 4} can be formed. In the new state now {1, 3}
becomes accessible and will be formed next, thereby resulting in a considerate stable state.

1.2.4 Friendship Stable States
In considerate coalition formation we only know the binary distinction between friend and
non-friend without any gradations. For friendship coalition formation we consider a more
relaxed setting where every player can evaluate how much they care about another player’s
welfare compared to their own welfare. Each agent u gives a numerical value cu,v for every
v ∈ V , representing how much u cares for v’s well-being. To norm the game we assume that
each agent cares for himself with value 1, that is, cu,u = 1. Instead of the utility gain through
its direct payoff, u now considers a perceived utility
Bp(S, u) =
∑
v∈V
cu,vB(S, v) = B(S, u) +
∑
v∈V \{u}
cu,vB(S, v)
in state S. In contrast to all other examples listed above, this definition requires cardinal
utilities and cannot be applied directly to ordinal preferences. A state S has a perceived
blocking coalition C ∈ C if for every v ∈ C we have
Bp(S, v) < Bp((S \ {C ′ | C ∩ C ′ 6= ∅}) ∪ {C}, v),
that is, the perceived utility has to go up for every agent involved in C. A perceived im-
provement step is the resolution of such a perceived blocking pair. A state S which has no
perceived blocking pair is a perceived or friendship stable state. Here we do not have difficul-
ties to handle larger coalitions as we just sum up the perceived losses and gains. We do not
distinguish between a small perceived loss inflicted on many agents and a large perceived loss
inflicted on few. The influence of friendship was first studied in [ABH13] for the special case
of matchings.
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Note that we can map a wide field of considerations into the c-values from altruism for
c ≥ 1 to pure egoism for c = 0. It is even possible to model spite by setting c < 0. Further,
in the general setting we do not ask for the c-values to be symmetric. Thus, even situations
where one agent cares more than the other can be modeled.
Example:
1
2
3
4
5 1
2
3
4
5 1
2
3
4
5
5
6
0.5 0.54
7
4
6
0.5 0.5
75
4
7
0.5 0.5
5
6
Again we consider a setting with correlated preferences given by edge weights. The vertices
denote the agents, the thick edges the current matching, and the dashed ones other potential
coalitions. Here gray indicates that the coalition is not attractive for at least one of the
partners according to the perceived benefit. The c-values are illustrated by arrows where we
omit the arrows for c = 0. The value of an arrow pointing from u to v gives the value of
cu,v. Thus, c1,2 = c3,4 = 0.5 while all other values are 0. Still we can observe some interesting
effects caused by the perceived benefit in this example. In the initial state the very valuable
coalition {3, 5} is unattractive for 3 as his gain compared to his current coalition is only 2
while he receives a perceived benefit of 3 from 4 which would get lost if 5 leaves 4 to match
3. On the other hand, 1 is willing to drop the coalition {1, 3} of value 5 to build the less
worthy coalition {1, 2}, because he will gain additional benefit from the fact that his friend 2
is now matched as well. Once 1 has switched from 3 to 2, coalition {3, 5} suddenly becomes
attractive for 3. While the perceived benefit of 3 from 4 has not changed, his personal gain
of 7 instead of just 2 now outweighs the loss he causes to his friend. 
1.3 Designing Profit Shares
In the second part of this thesis we analyze how to design profit shares when the value of a
coalition C is not given by benefits for the individual agents but by some amount of welfare
which is created when C is formed and can be distributed among the involved agents. We then
take the role of a benevolent dictator and try to find ways to distribute the profits fairly while
also keeping an eye on the overall social welfare of the resulting stable states. Economically
it is best to stabilize a state with maximal social welfare but we might have to offer certain
players very high shares of desired or very low shares of undesired coalitions to keep them
from deviating. This might lead to discontent of the agents. Conversely, if we share payoffs
equally among all participating agents, the stable states might be notably less efficient than
the social optimum. Our goal is to analyze the trade-off between those two contradicting
objectives.
We are given a coalition coordination game with agent set V and coalition set C ⊆ 2V ,
but instead of benefits bv(C) we have some profit w(C) > 0 for every C ∈ C. To translate
this profit into individual benefits we have to name some profit distribution scheme d with
dv(C) ∈ [0, 1] for all v ∈ C and
∑
v∈C dv(C) = 1 for all C ∈ C. This implies that v gets
individual profit bv(C) = dv(C)w(C) when being part of coalition C. Thus, dv(C) gives the
portion of w(C) which is offered to v for helping form C. With these individual benefits,
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blocking dynamics work as before. If we limit the coalition set to coalitions of size exactly
2, we speak of matching coordination games. To be in line with common notation in the
literature, we again use an undirected graph G = (V,E) to describe the set of agents as well
as the potential coalitions.
Note that on the one hand, we have to distribute all of w(C) among the agents, that is, we
cannot hold back some of the profit for ourselves or to make certain coalitions unattractive.
on the other hand, we also cannot transfer or add profit to make coalitions more attractive.
To compare the quality of different stable states (and consequently the distribution schemes
which produce those stable states) we first define the social optimum to be a state S∗ with
B(S∗) = max{B(S) | S ⊆ C coalition structure} = max{∑C∈S w(C) | S ⊆ C coalition
structure}. S∗ is the best we can do in terms of total benefit without assigning agents to
more than one coalition. To measure the efficiency of a distribution scheme we use the popular
notions of Price of Stability and Price of Anarchy.
Definition (Price of Stability and Price of Anarchy) Given some distribution scheme
d the price of stability denoted by
PoS =
B(S∗)
max{B(S) | S ⊆ C stable state under d}
measures the degradation of social welfare in a best stable outcome compared to the optimum.
Similarly, the price of anarchy denoted by
PoA =
B(S∗)
min{B(S) | S ⊆ C stable state under d}
measures the degradation of social welfare in a worst stable outcome compared to the optimum.
Note that S∗ depends only on the coalition coordination game and does not have to be
a stable state under our choice of d. In fact, there are choices of d which omit stable states.
In this case we define PoS = PoA = ∞. However, if we choose d= with d=v (C) = 1|C| for all
C ∈ C and all v ∈ C, the resulting game has correlated preferences. Then stable states are
guaranteed to exist and can easily be found through a greedy algorithm. As we are looking
for ’good’ choices of d regarding the quality of stable states, we will always prefer d= to some
distribution scheme which does not produce stable states. Thus, a finite PoS and PoA can
always be assumed.
The PoS is of special interest if we can dictate not only the distribution scheme d but
also an initial coalition structure S. Then we can pick S to be a stable state of largest social
welfare under d. As S is already stable, no deviations are made and the loss in social welfare
compared to the optimum is bound by the PoS. If we cannot choose the initial state, the
game might converge to an arbitrary stable state (if convergence is possible). In that case the
PoA gives a worst-case bound on the loss in social welfare compared to the optimum once a
stable state is reached.
The other component we want to measure is fairness. We assume, for a coalition to
be formed, each agent has to invest about the same amount of time/effort/resources, or at
least (proportions of) the success of a coalition cannot be directly associated with certain
players. Then equal sharing would be the best choice to distribute the generated profits. In
fact, the egalitarian fairness concept is widely accepted and often used in models, especially
for matching scenarios. As we have seen above it coincides with the setting of correlated
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preferences when the profits are scaled correctly. However, for coalitions of maximal size k
the PoA as well as the PoS can go up to k when equal sharing is used. We will analyze if
and by how much we can improve the PoS and PoA when we use distribution schemes which
are a little less fair. To do so, we introduce a new measurement on fairness.
Definition (α-fairness) We term a distribution scheme d α-bounded or α-fair, if dv(C) ≥ α
for all C ∈ C and all v ∈ C. If d is α-bounded, the resulting instance of coalition formation
is called α-egalitarian.
To get a first impression on how distribution schemes can differ in efficiency and fairness
let us consider the following example.
Example:
1 2 3 4
500 800 500
The agents are given by the vertices while the edges symbolize coalitions. The edge weight
gives the value of the coalition. Now obviously realizing coalitions {1, 2} and {3, 4} would be
optimal in this case, but if we choose the equal-sharing rule, 2 and 3 will prefer their joint
coalition which makes {{2, 3}} the only stable state. Now if we can dictate the shares, we
could divide coalition {1, 2} such that agent 2 gets 308 while 192 remain for 1 and coalition
{2, 3} such that 307 would go to 2 and 493 to 3. Then 2 would want to form {1, 2} which only
leaves {3, 4} for 3. At the same time both coalitions are now divided such that more than
38% of the profit remain with the agent who receives the smaller share. Coalition {3, 4} can
even be shared equally without jeopardizing the stability of the optimal solution. Thus our
sharing scheme ensures PoS = PoA = 1 and generates a 0.38-egalitarian coalition formation
game. 
Limiting the PoA is more difficult than limiting the PoS as we have to ensure that all
inefficient states are unstable to receive good results. Some of our PoA-bounds only apply to
instances with a special structure.
Definition (Inclusion monotone) An instance is called inclusion monotone if for S, S′ ∈ C
and S′ ( S we have w(S)/|S| > w(S′)/|S′|.
Intuitively, inclusion monotone means that larger coalitions have a higher per capita profit
than their smaller subcoalitions.
For the chapters about designing profit shares we will assume that singletons are not part
of C, that is, agents who stay single instead of taking part in some coalition will receive a
payoff of 0. This is in a sense without loss of generality. Assume some agent v ∈ V with
{v} ∈ C, that is, w({v}) > 0. Then v will only participate in larger coalitions (in a stable
state) if he receives a profit share of value at least w({v}). Thus, we can reduce the profit
of every coalition C ∈ C with v ∈ C by this amount and ’reserve’ it for v. If we do so with
every agent and every coalition, the coalitions remain with the surplus we can divide among
the participating agents once every agent has received the amount he could also generate on
his own.
If some coalition C arrives at 0 in profit, we can simply ignore it, as it is not profitable
compared to the singletons. If the coalition in the end has profit below 0, it is neither part
of any equilibrium nor of the optimum structure. If the sum of the singletons is exactly the
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payoff of C, it might in fact be part of equilibria or optimum structures. However, in such
structures we can replace the coalition by the singletons without changing anything else. This
preserves the stability as well as individual payoffs and social welfare. Conversely, we can also
compute equilibria and optimum structures in our new instance excluding C and then retrieve
the structures including C by taking structures where all v ∈ C are single and replacing the
singletons with C.
Through the reduced benefits we obtain an instance where only coalitions of size greater
than 1 have positive benefit, as desired. Then, instead of fairly sharing the whole profit of a
coalition, we strive to equally distribute the surplus that the coalition generates over individ-
ually required profits. Similar objectives can be found in Nash bargaining solutions [NJ50],
where each agent receives the share he could also get through outside options (not just staying
single) and the remaining surplus is shared equally.
Note that, while the fairness measurements only apply to the surplus but not the actual
shares when we use reduced instances, the bounds on the PoA and the PoS translate to the
original instance (with adjusted distribution scheme). In particular, the general bounds we
give on the PoA and PoS also apply to all instances with positive payoff for singletons. This
is due to the fact that for every stable state the difference in benefit between the original
instance and the reduced instance is the same – namely W =
∑
v∈V w({v}). The same holds
for the difference between the optimum structures. Thus, when the PoS/PoA of some reduced
instance is given by B(S
∗)
B(S) the PoS/PoA of the original instance is
B(S∗) +W
B(S) +W
B(S)≤B(S∗)
≤ B(S
∗)
B(S) .
1.4 Outline and Results
The thesis revolves around matching and coalition formation games as introduced in Sec-
tion 1.1. We cope with two different aspects arising from theses settings. In consequence, the
thesis is divided into two thematic parts.
The first part spans from Chapter 2 to Chapter 5 and covers a comprehensive analysis of
different matching and coalition formation game settings with local constraints. We consider
all four variants of constraints introduced in Section 1.2 with their diverse facets. Our main
focus lies on improvement dynamics and, in result, on the existence and (fast) reachability of
stable states regarding the additional constraints.
Chapter 6 and Chapter 7 form the second part of the thesis. Here we analyze how to
share jointly generated profit among the participating agents. The sharing schemes we look
for should perform good regarding two objectives. On the one hand, the profit sharing
schemes should stabilize efficient outcomes, that is, states which are optimal or at least not to
far from optimal for the given instance. On the other hand, we want to treat agents as equal
as possible, that is, the profit of each potential project should be shared as fair as possible.
Both properties are highly desirable in sharing schemes but in some way opposed. Chapter 6
considers the general setting of coalition coordination games while in Chapter 7 we focus on
a special type of matching games to make use of the additional structure.
In Chapter 2 we concentrate on settings with correlated preferences. In this setting con-
vergence to a stable state is guaranteed as coalitions can only be deleted by strictly more
worthy ones. We explore which constellations additionally provide short paths to stability
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and give a complete analysis on all introduced games with local constraints. To prove paths
of polynomial length to a stable state we introduce a novel class of games termed coalition
formation games with constraints and analyze under which conditions such games have the
desired property. Additionally, it turns out the same set of conditions also guarantees short
paths to any other reachable state. Most of the settings introduced in Section 1.2 can be
embedded into coalition formation games with constraints such that the required conditions
are fulfilled. A detailed mapping is given in Section 2.2. For the cases where the embedding
fails, we give either an alternative proof for the existence of short paths to stability or an
instance which requires an exponential number of steps to every stable state.
With Chapter 2 focusing exclusively on correlated preferences, in Chapter 3 we allow ar-
bitrary preferences. However, we limit ourselves to matching games as they provide a clearer
structure to work with. We open the chapter with a short section summarizing observations
about the structural relationship between the different local constraints. Afterwards we again
consider short paths to stability. Here results are significant more diverse than in Chap-
ter 2. We provide a modification of an algorithm for bipartite matching games introduced
in [AGM+11] which computes a polynomial sequence to a stable state. But depending on
the choice of local constraints, additional restrictions regarding the social network are neces-
sary for the algorithm to work. Finally, we also address the question of maximal cardinality
matchings. While in the standard setting of matchings with strict preferences all stable states
of an instance have the same number of matching edges, the addition of local constraints can
result in stable matchings highly varying in size. Sadly, computation of maximal cardinality
matchings proves to be NP-hard as well as hard to approximate within 1.5 −  for all four
settings.
With its dynamic visibility concept, which makes graph exploration necessary, locally sta-
ble games have an additional layer of complexity. Thus, in Chapter 4 we deepen our under-
standing of the effects caused by the process of discovering and forgetting about agents. Most
of the chapter we limit ourselves to bipartite matching and even add additional constraints
like limitations on the social network. Even those restricted cases give rise to NP-hardness
results. We consider a variety of different reachability problems regarding given as well as
arbitrary locally stable states. Additionally, we give an instance where a locally stable state is
reachable but requires a exponential number of local improvement steps, posing the question
whether in general reachability is in NP at all. Finally, we give an instance demonstrating
that for non-bipartite settings even deciding existence of a locally stable state is NP-hard.
This is in stark contrast to the standard matching setting where we can decide existence in
polynomial time.
A great amount of the problems with local visibility discussed in Chapter 4 stems from the
fact that former partners become forgotten and thus have to be rediscovered (via a number
of improvement steps) once an agent becomes single. This can not only cause long paths
to stability but also dynamics where no stable state can be reached although it exists. In
Chapter 5 we discuss how dynamics change if agents do not forget some or even all of their
partners. Remembering all former partners results in local visibility being simply about
uncovering the graph. When only a limited set of agents can be remembered, strategies on
who to remember and who to forget become crucial. We consider quality memory, where
the best former partner is remembered. Recency memory, where the last former partner is
remembered. And a form of memory where former partners come to an agent’s mind at
random. While the first one can easily be tricked, the other two types of memory actually
prove helpful and allow us to derive improved results.
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Chapter 6 is the first one to consider how to share the profits generated in coalition
coordination games among the participating agents. In this chapter we make no restrictions
to the setting for the PoS and only a quite weak one for the PoA and thus receive very general
results. We can show and specify a direct trade-off between the fairness and the guaranteed
PoS respectively PoA. Given a known optimal coalition structure we can also compute the
suiting distribution schemes in polynomial time. The same works for approximations of the
optimum or any coalition structure in general with a proportionate increase in the PoS and
PoA. Additionally, we consider a number of decision problems. We ask the question whether
for a particular instance we can reach a given welfare for a given α-bound. This problem
turns out to be NP-hard. The same holds for k > 2 for the question whether a given α-bound
is small enough to stabilize a given optimum.
In Chapter 7 we limit ourselves to a special class of matching coordination games termed
acyclic alternating to further improve the result from Chapter 6. The class we introduce
depends on the graph structure as well as the matching we desired to stabilize. However,
it is easy to see that for bipartite instances every maximum matching induces the required
property. Given the additional structure we can lift the lower bound for the required fairness
to stabilize optimal matchings from 14 to
1
3 . Even more important, we are able to give a
polynomial time algorithm which, for given α and some matching M inducing an acyclic
alternating graph, can decide if there is an α-fair distribution to stabilize M and in case of
a positive answer also computes a suiting distribution. Further we prove that there is only a
polynomial number of candidate-values we have to check to find the optimal fairness possible
for M . Thus, for acyclic alternating instances the maximal α-fairness as well as an according
distribution scheme stabilizing M can be found in polynomial time.
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The additional results about locally stable matchings and their extensions via memory
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and Programming, pages 620–631. Springer, 2013,
respectively, the full version
• [HW12] Martin Hoefer and Lisa Wagner. Locally stable matching with general prefer-
ences. arXiv preprint arXiv:1207.1265, 2012.
Further some of the results presented in Chapter 2 and Chapter 3 about locally stable match-
ing can be found in these papers.
The results of Chapter 6 and Chapter 7 are summarized in
• [HW13a] Martin Hoefer and Lisa Wagner. Designing profit shares in matching and
coalition formation games. In Proceedings of the 9th Conference on Web and Internet
Economics, pages 249–262. Springer, 2013.
A comprehensive journal version including the proofs is submitted to Games and Economic
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1.5 Related Work
Coalition formation and matching games are a basic concept in the area of cooperative game
theory, as they allow to model a variety of assignment, allocation, and formation problems.
Applications can be found, for example, in computer science, operations research, and eco-
nomics. An overview is given in [Haj06]. A large focus lies on the framework of hedonic games
– a central concept for modeling coalition formation in multi-agent systems, game theory, and
algorithms – which has been comprehensively studied in various settings. In hedonic coali-
tion formation games the payoff for an agent is determined solely by the coalition he is part
of. Starting with [DG80] hedonic games soon became popular. Stability concepts in hedonic
coalition formation games and their computation and efficiency are a recent line of research in
game theory [BJ02,BKS01,GS10] and social choice [Cec08,AB12,Woe13]. Further, a central
issue is the way payoff is derived from the current state of the game. In additively separable
hedonic games agents assign a value to each other player and then sum up over the agents in
their coalition [BKS01,BZ03,ABS11,SD10]. In fractional hedonic games the same approach is
used but instead of the sum the average over all agents in the coalition is used to determine the
benefit [ABH14]. In this thesis we will consider arbitrary preferences, special sharing schemes
designed to provide efficient stable states, and the well studied correlated preferences, which
have proven useful to guarantee paths to stability in various settings (e.g., [Mat10]).
Even more than coalition formation, matching problems have been a central topic for the
last decades. Besides their utilization in graph theory, matching also received great attention
in computer science, economics, and psychology for its many applications in assignment and
allocation problems. For the two-sided stable marriage problem, where the agents get divided
into two sets and the potential matching edges form a bipartite graph between those partitions,
there has been a broad body of studies on various aspects, for example, ties, incomplete lists,
and many-to-many matchings. An introduction into stable marriage and some of its variants
can be found for example in [GI89,Man13,RS92]. There is a significant literature on dynamics,
especially in economics, which is too broad to survey. These works usually do not address
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issues like computational complexity or worst-case bounds. Here we focus on a subset of
prominent analytical works related to our scenario.
In the stable marriage problem a stable matching can always be reached in a polynomial
number of improvement steps [RV90]. On the other hand, if in each step the blocking pair
is chosen uniformly at random, convergence time can become exponential [AGM+11]. Fur-
thermore, there exist instances and sequences of improvement steps, such that the dynamics
cycle [Knu76]. However, if preferences are randomized, convergence time is short [BN13].
Similarly, for weighted or correlated matching random dynamics converge in expected poly-
nomial time [AGM+11, Mat10]. More recently, convergence time of random dynamics using
combinatorial properties of preferences have been studied [HMP13].
In the stable roommates problem, where every pair of agents can be matched, stable
matchings might not exist. However, deciding existence and computing a stable matching,
if they exist, can be done in polynomial time [Irv85, DMX04]. Several works have studied
the computation of (variants of) stable matchings using iterative entry dynamics [BRR97,
BR02,BCF08], or matching problems in scenarios with payments or profit sharing [BBG+12,
ABH13]. Additionally, lately the size of stable matchings in settings with ties and incomplete
list has attracted some interest. In contrast to the standard setting of matching, this case
yields stable matchings of different sizes. In this setting, finding an maximum stable matching
was shown to be APX-hard in [HII+03]. The problem has generated a significant amount of
research interest over the past decade, and the currently best results are a 1.5-approximation
algorithm [Mcd09,Kir11] and (4/3− ε)-hardness under the unique games conjecture [Yan07].
The problem is of special interest, as it would be a straightforward objective for a central
planner to match as many pairs as possible in a stable fashion. We study similar questions
for matchings with local constraints in Chapter 3.3.
Socially stable matchings were first introduced in [AIK+13], where the problem of maxi-
mum cardinality stable states is addressed. A 1.5-approximation algorithm is provided and
inapproximability within 1.5−  under the unique games conjecture is shown.
Locally stable matching games were first mentioned in [AV09] for the special case of two-
sided job-markets, where social links only exist among one partition. For the more general
roommates problem with arbitrary social links the setting was first considered in [Hoe11].
Here preferences were chosen to be correlated. Using a potential function argument, existence
and reachability of stable states is always guaranteed. The same holds for short paths to
stability. However, random dynamics might need an exponential number of steps to converge.
Additionally, the paper introduced the use of memory to counter the drawbacks of local
visibility. Regarding maximum cardinality of locally stable matchings, in [BW12] arbitrarily
bad performance of local algorithms is proven. Further the problem cannot be approximated
within (21/19− ) unless P=NP [CM13].
The idea of local visibility or availability has also been studied in a variety of other
contexts. Our approach to locality is related to existing graph-based models for limited
interaction. Most prominently, there is a large body of works treating the Myerson value
in graph-based cooperative games [Mye77, Owe86]. While the underlying network does not
restrict the allowed deviations, the Myerson value only assigns positive payoff to those coali-
tions, which form a connected component regarding the network. A different idea of limited
visibility similar to the concept used for locally stable matching has recently been studied in
the context of strategic network creation [BGLP14].
The concept of considerate stable matching was proposed to us by Edith Elkind and first
considered in [HW14a]. Similar ordinal externalities have been used before in the context of
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resource selection games [HPP+11].
Perceived benefits via friendship alongside other-regarding preferences in stable matching
games have been studied in [ABH13]. They analyze the existence of friendship stable match-
ings and the bounds on the price of anarchy and stability in correlated games as well as games
with unequal sharing of matching benefits.
Profit sharing has been a major focus in cooperative game theory over the last decades.
The core-stability concept for cooperative matching games uses transferable utilities. The
total profit of a global maximum-weight matching is distributed such that every subset S of
agents receives in sum at least the value of a maximum-weight matching in S. The compu-
tation of such imputations can be done with the help of LP duality [DIN99]. Other stability
concepts like the nucleolus or the least core have also been of interest [KP03,BKP12,CLZ12].
In our setting we restrict the transferability of profits to the individual coalitions. Once the
profit distribution is fixed, we consider coalitional stability in the resulting strategic coalition
formation game. Additionally, we focus on the trade-off between efficient stable states and
equal treatment of the agents.
Designing good cost sharing schemes to minimize prices of anarchy and stability [CRV10,
vFH13] or ensure structural properties [KR11, GMW14] in resulting strategic games is a
prominent topic of interest in algorithmic game theory. A form of profit sharing, similar to
ours, has been used in [KO11], where agents have weights and payoffs are distributed among
the agents in relation to their weight. Other forms of profit sharing schemes are analyzed, for
example, in [ACE+13], where coalitions represent resources with submodular profit functions
which agents can join or leave unilaterally.
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Chapter 2
Coalition Formation Games with
Constraints
In this chapter we will focus on coalition formation games where the preferences are given by
some correlated weight function w on the coalitions, that is, bu(C) = bv(C) = w(C) for u, v ∈
C. In Section 2.1 we will give a straightforward generalization of coalition formation games
with local constraints to coalition formation games with constraints where the constraints
are given by two simple sets of rules – one to define which coalitions can be generated and
one to define which coalitions are dominated. Both rule sets are dependent on the current
state of the game. A coalition becomes a blocking coalition if and only if it can be generated
but is not dominated. We will see that when the generation and domination rules fulfill
certain constraints the coalition formation game has desirable properties – there is always a
short (polynomial) sequence to a stable state and further every reachable state is reachable
in polynomially many steps. We also prove that the set of axioms which defines consistency
is a minimal set of axioms necessary to obtain these results. Every relaxation of one of the
axioms allows for instances which do not hold the desired properties.
In Section 2.2 we will show that most of the coalition formation games with local con-
straints can be modeled using rules which fulfill these axioms. This includes all matching
games with local constraints as well as extensions to k matching partners and coalition for-
mation games for socially, considerate and friendship games. For those games, the results
given in Section 2.1 directly translate. Stable states as well as all other reachable states can
be reached in a polynomial number of steps.
Locally stable coalition formation games in general cannot be modeled as coalition forma-
tion games with consistent constraints. They will be discussed separately in Section 2.3. It
turns out that most of them include instances and initial states where each path to stability
is of exponential length. However, for some classes we can also prove positive results.
2.1 Coalition Formation Games with Consistent
Constraints
In coalition formation games with constraints we supplement coalition formation games with
a set T ⊆ {(R, C) | R ⊂ C, C ∈ C} of transition or generation rules and a set D ⊆ {(R, C) |
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R ⊂ C, C ∈ C} of domination rules.
If in the current state S, we have R ⊆ S and C 6∈ S for some rule (R, C) ∈ T , then C
becomes a candidate coalition, that is, C is available/visible. For convenience, we exclude
generation rules of the form (∅, C) from T and capture these rules by a set Cg ⊆ C of self-
generating coalitions. As no precondition has to be fulfilled to form them, coalitions of Cg are
candidate coalitions for all states S which do not include them already.
Conversely, domination rules prohibit certain coalitions. If R ⊆ S for the current state
S for some rule (R, C) ∈ D, then C must not be inserted. To capture the underlying
(correlated) preferences of the agents, we assume that D always includes at least the set
Dw = {({C1}, C2) | w(C1) ≥ w(C2), C1 ∩ C2 6= ∅, C1 6= C2} of all weight domination rules.
The undominated candidate coalitions represent the blocking coalitions for S. Dw ensures
that C can only become a blocking coalition if all agents v ∈ C improve compared to B(S, v).
In an improvement step, one of the blocking coalitions is inserted, and every coalition which
is dominated in the resulting state is removed. Dw also ensures that we remove at least every
overlapping coalition with smaller weight, that is, the new state is a valid coalition structure
again.
Note that we could also define coalition formation games with constraints for general
preferences. Then Dw = {({C1}, C2) | C1 ∩ C2 6= ∅, C1 6= C2,∃v ∈ C1 : wv(C1) ≥ wv(C2)}.
However, a crucial point in our proofs is that in a chain of succeeding deletions no coalition can
appear twice. This is guaranteed for correlated preferences as coalitions can only be deleted
by worthier ones. For general preferences on the other hand there is no such argument.
In the following we define consistency for generation and for domination rules. If the
generation and domination rules are consistent, the coalition formation game has desirable
characteristics. Stable states can be reached in a polynomial number of steps from every
initial state. The same holds for any other state reachable from the initial state.
Definition (Consistent Generation Rules) The generation rules of a coalition formation
game with constraints are called consistent if T ⊆ {({C ′}, C) | C,C ′ ∈ C, C ∩ C ′ 6= ∅}, that
is, all generation rules have only a single coalition in their precondition and the candidate
coalition shares at least one agent with the precondition coalition.
Definition (Consistent Domination Rules) The domination rules of a coalition forma-
tion game with constraints are called consistent if D ⊆ {(R, C) | R ⊂ C, C ∈ C, C /∈ R, ∃ C ′ ∈
R : C ∩C ′ 6= ∅}, that is, at least one of the coalitions in R overlaps with the dominated coali-
tion.
Note that weight domination rules are always consistent.
At first we analyze the consequences of consistency in generation and domination rules.
Observation 2.1: For generation rules we demand that there is only a single precondition
coalition and that this coalition overlaps with the candidate coalition. Thus, if we apply such
a generation rule, we essentially replace the precondition with the candidate. The agents in
the intersection of the two coalitions would not approve such a resolution if they would not
improve. Therefore, the only applicable generation rules are those where the precondition is
of smaller value than the candidate.
Observation 2.2: For domination rules we allow an arbitrary number of coalitions in the
precondition, but at least one of them has to overlap with the dominated coalition. In
consequence, a larger set of coalitions might dominate a non-existing coalition, but to remove
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a coalition from the current state we can only use the rules in Dw. That is due to the fact
that when a coalition C already exists, the overlapping coalition C ′ of the precondition cannot
exist at the same time. But this coalition can only be created if C does not dominate it. In
particular, C has to be less worthy than C ′. Thus, C ′ alone can dominate C via weight.
2.1.1 A Short Path to Stability
To prove a short path to stability we will use a concept similar to the edge movement graph
which was introduced in [Hoe11] for the special case of locally stable matchings. Given
a coalition formation game with consistent constraints and some initial coalition structure
S0, we define a directed coalition movement hypergraph Gmov = (Vmov, Vmov,g, Tmov, Dmov).
Gmov will be designed such that coalition structures correspond to markings of the vertices
in Gmov. Resolution steps are simulated by the creation of new markings (for coalitions in
Cg) or the movement of markings along transition edges of Tmov (depending on T ). Further
the hyperedges of Dmov indicate which vertices are currently not allowed to be marked.
Formally speaking the vertex set Vmov = {vC | C ∈ C} contains a vertex for every potential
coalition of the coalition formation game. Vmov,g = {vC | C ∈ Cg} is the set of vertices
which can generate a marking by themselves. The directed transition edges are defined by
Tmov = {(vC′ , vC) | ({C ′}, C) ∈ T,w(C ′) < w(C)} and the directed domination hyperedges
by Dmov = {({vC′ | C ′ ∈ R}, vC) | (R, C) ∈ D}. Further we define
Dmov,w = {({C ′}, C) | C 6= C ′ ∈ C, C ∩ C 6= ∅, w(C ′) ≥ w(C)} ⊆ Dmov
to be the set of all domination edges given by weight domination rules. The initial structure
is represented by a marking of the vertices Vmov,0 = {vC | C ∈ S0}. Note that from Obser-
vation 2.1 we know that choosing Tmov such that only those generation rules ({C ′}, C) with
w(C ′) < w(C) are converted into transition edges is not a limitation as all other rules will
not be applied anyway.
We represent improvement steps by adding, deleting, and moving markings over transition
edges to undominated vertices of the object movement graph. Suppose we are given a state S
and assume we have a marking at every vC with C ∈ S. We call a vertex v in Gmov currently
undominated if for every hyperedge (U, v) ∈ Dmov at least one vertex in U is currently
unmarked. An improvement step that inserts coalition C is represented by marking vC . For
this, vC must be unmarked and undominated. We can create a new marking if vC ∈ Vmov,g.
Otherwise, we must move a marking along a transition edge to vC . Note that this maps
the generation rules correctly as we have seen in Observation 2.1 that we transition the
precondition for the candidate. To implement the resulting deletion of conflicting coalitions
from the current state, we delete markings at all vertices which are now dominated through
a rule in Dmov. That is, we delete markings at all vertices v with (U, v) ∈ D and every vertex
in U marked.
Lemma 2.1 The movement of markings in the object movement graph correctly mirrors the
improvement dynamics in the coalition formation game with constraints.
Proof. Let S be a state of the coalition formation game with constraints and let C be a
blocking coalition for S. Then C can be generated either by itself (that is, C ∈ Cg) or
through some generation rule with fulfilled precondition C ′ ∈ S, and is not dominated by any
subset of S via D. Hence, for the set of marked vertices Vmov,S = {vC | C ∈ S}, it holds
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that vC can be generated either because vC ∈ Vg or because there is a marking on some vC′
with (vC′ , vC) ∈ Tmov, and is further not dominated via Dmov. Hence, we can generate a
marking on vC . With the same arguments as in Observation 2.2, in the resulting deletion
step only domination rules of the form {({vC}, vC′) | C ′ ∈ C, C ∩ C ′ 6= ∅ and w(C) ≥ w(C ′)}
are relevant. Thus, deletion of markings is based only on overlap with the newly inserted
coalition C. These are exactly the coalitions we loose when inserting C into S.
Conversely, let Vmov,S be a set of marked vertices of Gmov such that S = {C | vC ∈ VS}
does not violate any domination rule (i.e., for every (R, C) ∈ D, we have R 6⊆ S or C 6∈ S).
Then S is a feasible coalition structure. Now, if vC is an unmarked vertex in Gmov, then
C /∈ S. Furthermore, assume vC is undominated and can be marked. For every {R, C} ∈ D,
vC being undominated implies R 6⊆ S. The property that vC can be marked implies that C
is self-generating or can be formed from S using a generation rule. Hence, C is a blocking
coalition in S. The insertion of C again causes the deletion of exactly the coalitions whose
markings get deleted when vC is marked.
To prove the existence of a short sequence of improvement steps to a stable state we will
show that only a polynomial number of marking generations and movements is necessary
in Gmov to reach a situation where no changes are possible anymore. Such a state then
corresponds to a stable state in the coalition formation game with constraints. As each
change in the marking set of Gmov by Lemma 2.1 describes an improvement step in the
original game, we thus receive the desired sequence. To pick the right changes in the marking
set consider the following two-phase algorithm.
Algorithm 1: Short Path to Stability
Input: Instance Gmov based on a coalition formation game with consistent rules,
initial marking Vmov,0 based on a valid coalition structure of the game
Output: Polynomial sequence of marking movements ending in a stable state
Phase 1 In each round, we check whether there is an transition edge from a marked
vertex to an undominated one. If this is the case, we move the marking along the
transition edge and start the next round of Phase 1. Otherwise, for each unmarked,
undominated v ∈ Vmov,g, we compute the set of reachable positions. This can be done
by doing a forward search along the transition edges that lead to an unmarked
undominated vertex. Note that the vertex has to remain undominated when there are
the existing markings and a marking on the source of the transition edge. If we find a
reachable position which dominates an existing marking, we create a marking at the
associated v ∈ Vmov,g and move it along the transition edges to the dominating
position. Then we start the next round of Phase 1. If we cannot find a reachable
position which dominates an existing marking, we switch to Phase 2.
Phase 2 Again, we compute all reachable positions from v ∈ Vmov,g. We iteratively
find a reachable vertex vC with highest weight w(C), generate a marking at the
corresponding v ∈ Vmov,g and move it along the path of transition edges to vC . We
repeat this phase until no reachable vertex remains.
Lemma 2.2 Algorithm 1 uses a polynomial number of changes in the marking set and results
in a stable state for every coalition movement graph based on a coalition formation game with
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constraints and consistent generation and domination rules and every initial marking based
on a valid coalition structure. Furthermore, the algorithm can be executed in polynomial time.
Proof. Observe that Tmov forms a DAG as Tmov only consists of edges (vC′ , vC) where w(C
′) <
w(C).
To prove termination and bound the length, we consider each phase separately. In each
round of Phase 1 we replace an existing marking by a marking of higher value either by using
an transition edge or by deleting it through domination by weight. Further, the remaining
markings either stay untouched or get deleted. Now, the number of improvements that can
be made per marking is limited by m and the number of markings is limited by n. Hence,
there can be at most mn rounds in Phase 1. Additionally, the number of steps we need per
round is limited to m again, as we move the marking along the DAG structure of transition
edges. Thus, phase 1 generates a total of O(n ·m2) steps.
If in Phase 1 we cannot come up with an improvement, there is no way to (re)move
the existing markings, no matter which other steps are made in subsequent iterations. This
relies on the fact that the presence of additional markings can only restrict the subgraph
of reachable positions. For the same reason, iteratively generating the reachable marking of
highest weight results in markings that cannot be deleted in subsequent steps. Thus, at the
end of every iteration in Phase 2, the number of markings is increased by one and all markings
are un(re)movable. Consequently, in Phase 2 there are O(m · n) steps.
For computation of the sequence, the relevant tasks are constructing the graph Gmov,
checking edges in Tmov for possible improvement of markings, and computing the reachable
subgraphs of Vmov,g. Obviously, all these tasks can be executed in time polynomial in n, m,
|T | and |D| using standard algorithmic techniques.
Combining Lemma 2.1 with Algorithm 1 we finally can derive the desired result for cor-
related coalition formation games with constraints and consistent generation and domination
rules:
Theorem 2.1 In every correlated coalition formation game with constraints and consistent
generation and domination rules, for every initial structure S there is a sequence of polyno-
mially many improvement steps which results in a stable coalition structure. Furthermore,
the sequence can be computed in polynomial time.
2.1.2 Reaching a Coalition Structure
After we have seen that for coalition formation games with constraints and consistent gener-
ation and domination rules we can always find a short path to a stable state, we now want
to analyze if the same holds for other states. As it turns out, every reachable coalition struc-
ture can also be reached in a polynomial number of steps. However, deciding reachability
of a given stable matching from a given initial state is NP-hard for all our settings of coali-
tion formation games with local constraints as well as the even simpler cases of matching
with correlated preferences and ties and matching with strict preferences. Nevertheless, the
polynomial path to every reachable state can be used as a polynomial-size certificate. Thus,
deciding reachability is also in NP, that is, NP-complete.
We start by proving short sequences to all reachable states. The proof idea is based on
the observation that if we have a long sequence of improvement steps we can find steps which
are not relevant for the final outcome and can be omitted.
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Theorem 2.2 In a correlated coalition formation game with constraints and consistent gener-
ation and domination rules, for every coalition structure S that is reachable from some initial
state S0 through some sequence of improvement steps, there is also a sequence of polynomially
many improvement steps from S0 to S.
Proof. The proof is based on two observations:
1. By design of T and D, if some generation rule ({C1}, C2) is finally applied, we need to
have w(C2) > w(C1) and the creation of C2 causes the deletion of C1. Thus, within any
sequence of improvement steps we can identify a unique predecessor for each coalition
C /∈ Cg whose presence is necessary for creation of C. Furthermore, this predecessor
has weight strictly smaller than w(C). Hence, the sequence of predecessors necessary
to generate any coalition C is limited by m.
2. The only domination rules that are applied in the deletion of an existing coalition are
those based on weight domination. Thus, every deletion of a coalition is accompanied
by the creation of a worthier coalition. A chain of deletions again is limited in length
by m.
Now, let I be some sequence of improvement steps converting S0 into S. If a coalition
is created and deleted again but neither used to delete another coalition nor marked as a
predecessor to create one, then this coalition provides no contribution for the transformation
from S0 to S. Thus, we can delete all these coalitions and their predecessors back until creation
from I and receive a sequence I1 which as well transforms S0 into S via improvement steps.
Now, in I1 there might be coalitions which get created and deleted again without use as they
only deleted or created coalitions we dropped from I1. Thus we can repeat this sequence
truncation until all remaining coalitions are of use. We claim that this sequence I∗ has to be
of polynomial length.
First, assume that state S0 is the empty coalition structure. Then we do not have to
delete any unfitting coalitions but simply create the needed ones. As not all of S might
be in Cg, we possibly have to use generation rules of T but by (1) we know that for each
desired coalition we need at most m steps. Thus, overall we need at most m2 steps. Now,
for an arbitrary starting coalition structure we might also have to delete certain coalitions to
reach S. Thus, each coalition of S0 might generate a chain of coalitions deleting each other
throughout the sequence, but (2) tells us that this chain is limited in length by m. Also, (1)
again tells us that the number of steps it takes to generate the coalition which is used for
the deletion is limited by m as well. The only remaining issue is to argue why additional
deletion of coalitions during this procedure does not create problems. Now if such a coalition
was part of S0 it does not create any additional costs. If it was part of some deletion chain,
its cost was already accounted towards the coalition of S0 which had to be deleted. In all
other cases, the creation of this coalition was of no use in the first place, that is, it would not
be part of the truncated sequence I∗. Hence, overall we have a sequence of length at most
|S0| ·m2 + |S| ·m ∈ O(m2n) steps.
While reachable states can be reached fast, it is not easy to decide whether a state is
reachable at all. This even holds if we only consider stable states. We will now provide
a generic reduction which can be adjusted to prove NP-completeness for socially, locally,
considerate, and friendship matching, even in the two-sided case. It also applies to ordinary
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two-sided stable matching games that have either correlated preferences with ties, or non-
correlated strict preferences. On the other hand, the problem is trivially solvable for ordinary
stable matching and correlated preferences without ties, as in this case there is a unique stable
matching that can always be reached using the greedy construction algorithm [AGM+11].
As reachability of a given (stable) state is already hard to decide for the matching setting
for all those local constraints, the same of course holds for their generalizations to coalition
formation games.
Theorem 2.3 It is NP-complete to decide if for a given matching game, initial matching
M0 and stable matching M , there is a sequence of improvement steps leading form M0 to M .
This holds even for bipartite games with strict correlated preferences in the case of
1. socially stable matching,
2. locally stable matching,
3. considerate matching, and
4. friendship matching for symmetric c-values in [0, 1].
In addition, it holds for ordinary bipartite stable matching in the case of
5. correlated preferences with ties,
6. strict preferences.
Proof. The proof is done via reduction from 3Sat. We will use the same idea and central
construction for all cases and only adapt the structure of the clause-gadgets to the specific
settings. Each clause gadget will have the property that one particular vertex xC has to be
matched to a vertex of the central construction at some (arbitrary) point during the dynamics
and has to be left single again. Otherwise, the clause gadget cannot be transformed into the
state it has in the desired final matching.
We first outline the universal proof approach including only this one particular vertex xC
per clause C (and the central construction). We show that it is NP-hard to decide whether
there is a sequence of improvement steps such that each of the clause vertices gets matched
and dropped at least once. Afterwards, for every setting, we will give the exact clause gadget
and explain why it is necessary to match xC to some vertex outside the clause gadget to reach
the final state.
Given a 3Sat formula with k variables x1, . . . , xk and l clauses C1, . . . , Cl, where clause
Cj contains the literals l1,j , l2,j and l3,j , for our central construction we have
U = {uxi | i = 1 . . . k} ∪ {uxi | i = 1 . . . k} ∪ {xCj | j = 1 . . . l},
W = {wxi | i = 1 . . . k} ∪ {wxi | i = 1 . . . k}.
Further E = E1 ∪ E2 ∪ E3 with
E1 = {{uxi , wxi}, {uxi , wxi} | i = 1 . . . k},
E2 = {{uxi , wxi}, {uxi , wxi} | i = 1 . . . k}, and
E3 = {{xCj , wli,j} | j = 1 . . . l, i = 1 . . . 3},
and benefits as given in Table 2.1.
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Table 2.1: Table of edge benefits
U W b({u,w})
xCj wli,j i · l + j j = 1 . . . l, i = 1 . . . 3
uxi wxi 4l + i i = 1 . . . k
uxi wxi 4l + k + i i = 1 . . . k
uxi wxi 4l + 2k + i i = 1 . . . k
uxi wxi 4l + 3k + i i = 1 . . . k.
For a small example see Figure 2.1. In the case of locally and socially stable matching, we
will have social links between all vertices of U and W to make sure that all edges of E are
available for matching at all times. In the case of friendship matching we set all c to 0 to
ensure that benefit is also perceived benefit.
We start from M0 = E2 and want to reach M = E1, which also is the only stable state
of this graph. This transformation is always possible, but we now want to decide whether we
can construct a sequence which involves all vertices xCj .
First, let us build an intuition what has to happen to match each xCj . Note that we
have to create some edge {xCj , wli,j} of E3 for every clause Cj , but in the beginning all those
edges are blocked through E2. During the dynamics per variable we can switch one edge of
E2 to E1, freeing the other w-vertex. Then, this vertex can be used to ’visit’ all the adjacent
clauses in increasing order before creating the second edge of E1. But the w-vertex which
switched first remains blocked and thus can be used for none of the clauses. Hence, the choice
whether to create {uxi , wxi} or {uxi , wxi} first can be seen as the choice whether to set xi
true or false (by creating the opposite edge first). All clauses that include the variable in
the corresponding assignment then can be matched using wxi respectively wxi . We will now
formally prove the correctness of the reduction.
Assume that the 3Sat formula is satisfiable. Then we pick a satisfying assignment and
for each variable generate the edges of E1 which symbolize the inverses of the assignment.
Now, the w-vertex in the assigned value of every variable is unmatched, and we one by one
generate the incident edges leading to the clause variables in increasing order starting from
the smallest unblocked edge. For every clause at least one literal is satisfied, the edges are
created in increasing order and thus cannot block each other. Hence, by the end of this phase
all vertices xCj were matched at least once. It remains to generate the second edge for every
variable, and we have reached M with a sequence of the desired form.
Assume that we can reach M from M0 with a sequence matching each xCj at least once.
For each clause Cj pick a vertex wli,j which was matched to xCj . We claim that for no variable
xi both vertices wxi and wxi are picked: In the beginning, both vertices are matched through
an edge larger than any edge leading to a clause vertex. Thus, to match one of these vertices
to some xCj it first has to become single, that is, its matching partner uxi respectively uxi has
to leave for a better partner. But the only better partner for uxi is wxi and the only better
partner for uxi is wxi . Further, both edges then are stable as they are the top choice of both
partners. Hence, to make wxi available we have to block wxi for the rest of the dynamics, and
to make wxi available we have to block wxi for the rest of the dynamics. Now, as at most one
w-vertex of each variable is picked, we can assign each variable the value of the picked vertex
and further assign a random value to each variable with no w-vertex picked. Then for each
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clause at least one literal is fulfilled, that is, the formula is satisfied.
ux ux
wx wx
uy uy
wy wy
uz uz
wz wz
xCj
wx + 2k
wx wx + k
wx + 3k wy + 2k
wy wy + k
wy + 3k wz + 2k
wz wz + k
wz + 3k
l + j
2l + j
3l + j
Figure 2.1: Central gadget with variables x, y, z and clause Cj = x ∨ y ∨ z
Finally, we design appropriate clause gadgets for each case:
1. For socially stable matching we add a vertex yCj to W and an edge {xCj , yCj} of benefit
j to E for every clause Cj . Further we also add all the edges {xCj , yCj} to the initial
state M0 but keep M . Note that we did not add any social links for yCj . Thus, M is
stable and can be reached if and only if we rematch every yCj at least once (and hence
delete {xCj , yCj}).
2. For locally stable matching we add the same vertices and edges as for socially stable
matchings. We add yCj to W and {xCj , yCj} of benefit j to E for every clause Cj . Then
we add all the edges {xCj , yCj} to the initial state M0 but keep M . Again, M is stable
and can be reached if and only if we rematch every yCj at least once (and hence delete
{xCj , yCj}).
3. For considerate matching we add two vertices yCj and y
′
Cj
to W and edges {xCj , yCj}
of benefit j − 12 and {xCj , y′Cj} of benefit j to E for every clause Cj . Further, we also
add all the edges {xCj , yCj} to the initial state M0 and all the edges {xCj , y′Cj} to M .
Finally we introduce a social link between yCj and y
′
Cj
. Now xCj cannot switch from
yCj to y
′
Cj
, as y′Cj is friends with yCj and would thus reject xCj . But if xCj is single,
y′Cj does not reject xCj . Hence, again we need to make sure that, for every clause Cj ,
xCj is matched to some vertex outside the clause-gadget and dropped to reach M .
4. For friendship matching we add two vertices yCj and y
′
Cj
to W and edges {xCj , yCj} of
benefit j − 12 and {xCj , y′Cj} of benefit j to E for every clause Cj . The only friendship
value 6= 0 is cxCj ,yCj = 12j−1 . Again, we add all the edges {xCj , yCj} to the initial state
M0 and all the edges {xCj , y′Cj} to M . Note that by the choice of cxCj ,yCj , the perceived
value for xCj from {xCj , yCj} now is (1 + cxCj ,yCj )(j − 12) = j − 12 + (j − 12) 12j−1 =
j = b({xCj , y′Cj}), that is, there is a tie in xCj ’s preference list regarding yCj and y′Cj .
Hence, M is stable but xCj will not switch directly from yCj to y
′
Cj
. But once xCj is
single we can match it with y′Cj as desired.
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5. For correlated matching with ties we add two vertices yCj and y
′
Cj
to W and edges
{xCj , yCj} and {xCj , y′Cj} – both of benefit j – to E for every clause Cj . Further, we
also add all the edges {xCj , yCj} to the initial state M0 and all the edges {xCj , y′Cj} to
M . Then xCj does not switch from yCj to y
′
Cj
as it yields no improvement. But, if xCj
is single, we can choose to match to y′Cj .
6. For matching with strict preferences we first note that, as all edge values in the central
gadget are distinct, we can derive a strict preference order over all possible matching
partners for each vertex. Now, for each clause Cj , we add one vertex x
′
Cj
to U and two
vertices yCj and y
′
Cj
to W and edges {xCj , yCj}, {xCj , y′Cj}, {x′Cj , yCj} and {x′Cj , y′Cj}
to E. For xi we add yCj >xCj y
′
Cj
to the bottom of the preference list, that is, all vertices
of the central gadget are preferred. For the other preferences we have
y′Cj >x′Cj
yCj , x
′
Cj >yCj xCj and xCj >y′Cj
x′Cj .
To M0 we add {xCj , yCj} and {x′Cj , y′Cj} and to M we add {xCj , y′Cj} and {x′Cj , yCj}.
Now the clause gadget has two stable states: {{xCj , yCj}, {x′Cj , y′Cj}} and {{xCj , y′Cj},
{x′Cj , yCj}}. To switch, again we first have to break open the stable initial state by
matching xCj to some vertex of the central gadget and then leave xCj single. Then y
′
Cj
can switch to its preferred choice xCj which frees x
′
Cj
for yCj resulting in the desired
final state.
For locally stable matching, the problem of reaching a given stable matching from a given
initial matching was also considered in [HW13b]. There, a different construction was used
to prove NP-hardness. Similar constructions can be found in Chapter 4 for variations of
reachability problem in locally stable matchings.
2.1.3 Inconsistent Generation and Domination Rules
The question arises whether our positive results still hold if we relax the consistency of gener-
ation and domination rules or if those restrictions are necessary. We will analyze each axiom
individually and prove that every relaxation admits instances where stable states cannot be
reached within a polynomial number of steps. For relaxed domination rules we even give an
example without stable state where improvement dynamics cycle.
Proposition 2.1 If the generation rules are allowed to contain more than one coalition in
the precondition set, there are instances and initial states such that every sequence to a stable
state requires an exponential number of improvement steps.
Proof. From [Hoe13, Theorem 3] we know that such instances and starting states exist for
locally stable matching when agents are allowed to match with more than one partner. The
scenario of k = 2 matching partners can be embedded into the context of coalition formation
games with constraints, where we violate only the above mentioned precondition in the gen-
eration rules. Note that the violation is minimal in the sense that we increase from one to at
most two sets in the precondition.
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Given an instance of locally stable matching with graph G = (V,E), (social) links L,
correlated preferences b(e) based on edge benefits, we define the parameters of the framework
as follows. The set of agents is V , the set of possible coalitions is C = E. The coalitions which
can always be generated are the ones connected by at most 2 links, i.e., Cg = E ∩ {{u, v} |
distL(u, v) ≤ 2}. The benefit or coalition weight is obviously given by w = b. For the
generation rules, we have T = T1 ∪ T2, where
T1 = {({{u, v}}, {u, v′}) | {u, v}, {u, v′} ∈ E, {v, v′} ∈ L}
T2 = {({{u, v}, {v, v′}}, {u, v′}) | {u, v}, {u, v′}, {v, v′} ∈ E}
Here T1 captures accessible pairs with 2 hops composed of one matching edge and one link
and T2 captures accessible pairs where both hops are composed of matching edges. The latter
generation rules are obviously using two coalitions as precondition. The domination rules
implement only the necessary preference-based improvement of coalitions D = Dw.
Proposition 2.2 If the generation rules are allowed to have non-overlapping precondition-
and target-coalitions, there are instances and initial states such that every sequence to a stable
state requires an exponential number of improvement steps.
Proof. We will attach a sequence of gadgets that imply a unique exponential improvement
sequence. We use a gadget of size 9 and an initial state with the property that to create
coalition C6,i of gadget i, we need to generate C1,i twice. Further, the gadget will not reach a
stable state unless C6,i exists. Using this property, we will connect k such gadgets by allowing
a creation rule {{C1,i+1}, C6,i} and identifying 0i+1 with 8i. Then, to create Ck,6 (without
which the graph would not be stable) C1,1 has to be created at least 2
k times.
Now for gadget i we have Ni = {0i, . . . , 8i}, Ci = {C1,i, . . . , C6,i} with C1,i = {0i, 1i, 2i}, C2,i =
{1i, 3i}, C3,i = {3i, 4i, 5i}, C4,i = {4i, 6i}, C5,i = {2i, 6i, 7i}, C6,i = {5i, 7i, 8i}, weights w(C1,i)
= xi + 1, w(C2,i) = xi + 2, w(C3,i) = xi + 4, w(C4,i) = xi + 3, w(C5,i) = xi + 2 and
w(C6,i) = xi + 5 with xi = 5(i− 1), and generation rules
Ti = {{{C1,i}, C2,i}, {{C1,i}, C5,i}, {{C2,i}, C3,i}, {{C3,i}, C1,i}, {{C4,i}, C1,i}, {{C5,i}, C6,i}},
if i = 1, respectively,
Ti = {{{C1,i}, C2,i}, {{C1,i}, C5,i}, {{C2,i}, C3,i}, {{C3,i}, C4,i−1}, {{C4,i}, C4,i−1},
{{C5,i}, C6,i}}, if i > 1.
The set D of domination rules is empty except for all rules of the form ({C}, C ′) such that
w(C) ≥ w(C ′) and C ∩ C ′ 6= ∅. As initial coalition structure we have {C4,k}.
The dynamics are best understood when using the object movement graph instead of
dealing with the single vertices. In Figure 2.2 we give the object movement graph of the first
two gadgets to visualize the dynamics of the gadgets themselves as well as their interaction.
We will analyze the dynamics of gadget 1. The subsequent gadgets work similarly. In the
beginning, there are no coalitions in gadget 1 so we first have a look at how to get some
coalition to start from. Now, every C4,i for i > 1 can only be used to generate C4,i−1. Note
that in this case C4,i is not deleted. Thus, in the beginning, those C4,i are one by one created
until we reach C4,1. With C4,1 we can only generate C1,1 (in gadgets i > 1 in this situation
we might generate C4,i−1 and then ’wait’ for C1,i to arrive). Next, as C5,1 is blocked by C4,1,
the only option is to generate C2,1 and thus lose C1,1 again. From there we can only generate
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C1,1
C2,1 C3,1
C4,1
C5,1 C6,1 C1,2
C2,2 C3,2
C4,2
C5,2 C6,2 ...
...
...
Figure 2.2: Object movement graph of gadget 1 and 2: the thick edges symbolize
domination rules and the dashed edges symbolize generation rules
C3,1 while losing C2,1 and C4,1. With the remaining coalition C3,1 we can recover C1,1, which
now leads to creating C5,1 and losing C1,1 a second time. Next, we can only create C6,1, which
causes the deletion of C3,1 and C5,1. Finally, C6,1 can now be used to create C1,2 which leaves
gadget 1 empty. But, at the latest after C3,2 has been created in the next step, C4,1 has to
be created again and we can rerun the dynamics for the gadget in the same manner.
Proposition 2.3 If the domination rules are allowed to include target coalitions that do not
overlap with any coalition in the precondition, there are instances and starting states such
that every sequence cycles.
Proof. Consider the following small example with N = {1, . . . , 6}, C = {{1, 2}, {3, 4}, {5, 6}},
Cg = C, and weights w(C) = 1 for all C ∈ C. There are no generation rules: T = ∅ (in addition
to Cg = C). For the domination rules, we consider non-overlapping coalitions in precondition
and target:
D = {({{1, 2}}, {3, 4}), ({{3, 4}}, {5, 6}), ({{5, 6}}, {1, 2})} .
The initial state is Cstart = {1, 2}.
Now, with {1, 2} existing, {3, 4} is dominated and cannot be formed although it is a
candidate coalition. The other candidate coalition {5, 6} is undominated and represents the
unique improvement step. As {5, 6} dominates {1, 2} (but not vice versa), we lose {1, 2} when
{5, 6} is formed. Now {4, 3} is the unique undominated candidate coalition and is formed.
Thereby, we lose {5, 6} and {1, 2} becomes undominated. Next {1, 2} is formed, {3, 4} is
deleted and the cycle is complete.
We conclude that simply relaxing the consistency conditions will include settings where
fast convergence (or convergence at all) cannot be guaranteed. Thus, our choice of axioms is
minimal in this sense. However, there are of course also instances and orthogonal classifica-
tions of coalition formation games with constraints which do not yield consistent generation
or domination rules but still provide short paths to stability. We will see such an example
later on when discussing locally stable coalition formation games.
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2.2 Games with Consistent Local Constraints
In this section we will analyze which matching and coalition formation games can be mapped
to a coalition formation game with constraints and consistent generation and domination
rules. For each setting, we will give the suiting coalition formation game with constraints
or explain, why consistent generation rules are impossible and give an example which lacks
short paths to stability. However, as the proof is very similar in all cases and solely consists
of checking whether dynamics are mapped correctly, we will omit to show correctness in
every single case and instead only give an exemplary proof for the setting of friendship stable
matching with k > 1 matching partners. This is one of the most interesting settings as
we have to adjust the benefits to ensure that Dw maps behavior according to the perceived
benefits instead of the real benefits. Further, our definition of coalition formation games with
constraints does not allow participation in more than one coalition at a time. Thus, we have
to map each agent into a multitude of auxiliary agents. Additionally, we have to ensure that
the same matching edge does not occur twice, that is, each pair of auxiliary agents has to
dominate all of their ’copy pairs’.
2.2.1 Socially Stable States
Given an instance of socially stable matching consisting of a graph GM = (VM , EM ) of
potential matching edges, social link set L ⊆ EM , and edge benefits b, we keep the agent set
and the coalition set as well as the benefits. The set of self-generating coalitions Cg will be
set to L, as those are the constantly available deviations. Other deviations are not allowed.
Thus, T = ∅. Further, the only constraints toward generation of an available coalition come
from the agents’ desire to improve their benefits, that is, D = Dw. These generation and
domination rules are obviously consistent.
For k > 1 matching edges per agent to fit into the framework – that in every state, every
agent can be part of at most one coalition – we represent each agent u by k auxiliary agents
u1, . . . , uk, who can match to one partner each. To avoid that {ui, vi} and {ui′ , vi′} exist
simultaneously, that is, edge {u, v} is built twice, we add an additional vertex a{u,v} for every
edge {u, v} ∈ E. A coalition {u, v} of the socially stable matching game then is mapped to a
set of coalitions {ui, vj , a{u,v}}, for i, j = 1, . . . , k. Formally,
V = {vi | v ∈ VM , i = 1 . . . k} ∪ {ae | e ∈ EM},
C = {{ui, vj , a{u,v}} | {u, v} ∈ EM , i, j = 1 . . . k},
Cg = {{ui, vj , a{u,v}} | {u, v} ∈ EM ∩ L, i, j = 1 . . . k},
w({ui, vj , a{u,v}}) = b({u, v}) for {u, v} ∈ EM , i, j = 1 . . . k,
T = ∅, and
D = Dw.
The generation and domination rules are consistent.
Note that the vertex a{u,v} is necessary to ensure consistent rules. If every {ui, vi} would
dominate all other copies {ui′ , vi′}, the dynamics would be the same. However, these domi-
nation rules would not be consistent, as {ui, vi} and {ui′ , vi′} do not share any vertices. This
problem is solved by introducing the shared auxiliary vertex a{u,v}.
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For socially stable coalition formation games, instead of using L directly we have to check
whether we can find suiting organization structures in L. Thus, we keep V as well as C with
the given benefits and choose T = ∅ and D = Dw as before. For the self-generating coalitions
we have
Cg = {C | C ∈ C,∃H ∈ H, ϕ bijective : V [H]→ C such that {u, v} ∈ E [H]
⇒ {ϕ(u), ϕ(v)} ∈ L} .
Corollary 2.1 Socially stable coalition formation yields consistent generation and domina-
tion rules. Socially stable matching yields consistent generation and domination rules even if
agents can create k ≥ 1 matching edges.
2.2.2 Locally Stable States
Given an instance of locally stable matching consisting of a graphGM = (VM , EM ) of potential
matching edges, social link set L, and edge benefits b, we again keep the agent set and the
coalition set as well as the benefits. The set of self-generating coalitions and the generation
rules however are a little more complex than for socially stable matching. We define
Cg = {{u, v} | {u, v} ∈ EM , dist(u, v, (V,L)) ≤ 2}
and
T = {({e′}, e) | e = {u, v}, e′ = {u, v′} ∈ E, dist(u, v, (V,L ∪ {e′})) ≤ 2}.
The domination rules consist solely of Dw.
This embedding yields the same movement graph as is used in [Hoe11] to directly prove
the existence of short paths to stability for locally stable matching.
If we allow more than one matching partner or extend the hop-distance used for visibility
to be larger than 2, edges can become accessible through the existence of 2 or more matching
edges. This indicates that we cannot map those instances into coalition formation games
with constraints and consistent generation rules as we would need more than one edge in
the precondition. In fact from [Hoe13, Theorem 3] we know that for visibility within a hop-
distance > 2 or more than one matching partner there are instances for which every sequence
to a stable state requires an exponential number of improvement steps.
Corollary 2.2 Locally stable matching yields consistent generation and domination rules
only if agents can create at most one matching edge and visibility is limited to a hop-distance
of 2 in (V,M ∪ L).
For coalitions of larger size we encounter the same problem. There might be more than
just one coalition needed in the precondition of some generation rules. However, if we restrict
ourselves to visibility in a hop-distance of 1, depending on the choice of H we can still find
classes of games which guarantee short paths to stability. We provide a comprehensive analysis
of the different cases in Section 2.3.
2.2.3 Considerate Stable States
For considerate dynamics all coalitions are constantly accessible. Thus, we can set C = Cg and
do not need any generation rules. On the other hand, domination rules now become more
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complex as coalitions can prevent coalitions of larger profit from being formed. Formally,
for a given instance of considerate matching with graph G = (VM , EM ), social links L, and
benefits b, we again keep the vertex set, the coalition set, and the benefits. Further, we set
Cg = C, T = ∅, and D = Dw ∪D1 with
D1 = {({{u, v}}, {u, v′}) | {u, v}, {u, v′} ∈ E, v 6= v′, {u, v} ∈ L or {v, v′} ∈ L} .
Note that the precondition-coalition and the target-coalition of every rule in D1 overlap.
Hence, the rules of D1 are consistent.
For k > 1 matching edges, we use the same construction via multiple auxiliary agents
as for socially stable matching. Again, we will introduce k copies for each agent and an
additional vertex for each edge to ensure consistent domination rules:
V = {vi | v ∈ VM , i = 1 . . . k} ∪ {ae | e ∈ EM},
C = {{ui, vj , a{u,v}} | {u, v} ∈ EM , i, j = 1 . . . k},
Cg = C,
w({ui, vj , au,v}) = b({u, v}) for {u, v} ∈ EM , i, j = 1 . . . k,
T = ∅, and
D = Dw ∪ {({{ui, vj , au,v}}, {ui′ , v′j′ , a{u,v′}}) | {u, v}, {u, v′} ∈ E,
v 6= v′, {u, v} ∈ L or {v, v′} ∈ L, i, j, i′, j′ = 1 . . . k}.
The generalization for larger coalitions is straight forward. Let V be the agent set, C the
set of potential coalitions, L the social links, b the benefits, and l be the limit of friends an
agent is willing to hurt. To improve readability we define f(v, C) = |{v′ | v′ ∈ C, {v, v′} ∈ L}|
to be the number of friends v has in coalition C. We again keep the set of agents, the set of
coalitions and profits, and set Cg = C and T = ∅. For the domination rules we now have to
consider all combinations of coalitions which overlap with the target coalition and extend the
limit of friends for some participating agent. D = Dw ∪D1 with
D1 = {(S, C) | S ⊂ C coalition structure, C ∈ C \ S,∃v ∈ C :
∑
C′∈S:C∩C′ 6=∅
f(v, C) > l}.
Corollary 2.3 Considerate stable coalition formation yields consistent generation and domi-
nation rules. Considerate stable matching yields consistent generation and domination rules,
even if agents can create k ≥ 1 matching edges.
2.2.4 Friendship Stable States
For friendship coalition formation we have to pay special attention to the benefits. We have
seen in the introducing example that once perceived benefits factor in strong enough, agents
are willing to switch to coalitions of lower direct profit. However, if we use the given benefits
for our coalition formation game with constraints, Dw would rule out such a switch. Thus,
we have to adjust benefits to capture the perceived value of each coalition. Additionally, for
domination rules, we have to take into account all perceived gains and losses caused by the
formation of a new coalition.
A crucial aspect used in the proofs about coalition formation with constraints is the fact
that preferences are correlated, that is, all participating agents value the coalition the same.
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To reach this property for friendship coalition formation it is not enough to require correlated
preferences. Additionally, we need symmetric friendship values regarding coalitions, that is,
all agents of a coalition assign the same c-values to each other. For matching this is not a
strong restriction as it simply models the case where both parties feel equally strong about
their friendship. For larger coalitions however we would require cu,v = cv,u = cu,w for all
u, v, w ∈ C. In consequence, not only would there be one value cC which defines the mutual
perceived value of all pairs in C, but also cC = cC′ whenever |C ∩C ′| ≥ 2. As this subclass of
friendship coalition formation is very restricted it has only few applications. For the sake of
completeness we will still explain the embedding. But first we give an example demonstrating
how arbitrary c-values can lead to instances without stable states.
Example:
In the example given in Figure 2.3 we have 3 agents. Each pair of agents generates a direct
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Figure 2.3: Friendship matching with correlated preferences and asymmetric friendship values
which has no stable state
benefit of 1 for both participating agents. However, through friendship agent 1 values coalition
{1, 2} more than coalition {1, 3}, agent 2 values coalition {2, 3} more than coalition {1, 2},
and agent 3 values coalition {1, 3} more than coalition {2, 3}. Thus, whichever coalition is
currently present, one of the involved agents actually prefers matching with the currently
single one. Hence, no stable state can be established. 
Furthermore, coalition formation games with constraints cannot capture the effects caused
by negative c-values, that is, spite towards other agents. When agent u feels spite towards
agent v, he might be motivated to match an otherwise ’unattractive’ agent w even if already
matched to some better partner w′, when v is currently matched to w, just to reduce v’s
benefit. In consequence, if {v, w} is not part of the current matching but {u,w′} is, {u,w}
should not be a blocking pair. With {v, w} present on the other hand, it should. Thus,
whenever no other coalition is present, {u,w} should be a blocking pair, that is, {u,w} ∈ Cg.
Then, with {u,w′} part of the current matching, {u,w} has to be dominated via D. However,
if we add {v, w}, this domination should be canceled. Such an annihilation of domination
rules is not provided by our setting of coalition formation games with constraints. This is
even more true, since negative c-values can lead to instances without stable states:
Example:
The example in Figure 2.4 displays a four agent game, where friendship values are symmetric
and agent 1 and agent 4 feel spite towards each other. Both agents can potentially match
with agent 2 or agent 3 and are indifferent between those two. However, agent 2 and 3 prefer
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Figure 2.4: Friendship matching with spite which has no stable state
4 over 1. Now, 4 cannot match 2 and 3 at the same time. If 1 is single, there is a perceived
blocking pair. W.l.o.g. let us assume that 2 is not matched. Once {1, 2} is formed, agent 4
is negatively effected, as he receives −1 of perceived benefit from agent 1. Thus, even if he is
currently matched to 3, it is profitable for 4 to switch to 2, because this way 1 is dropped again
and the negative perceived benefit vanishes. Now 1 is single again and the same sequence
repeats itself with the roles of 2 and 3 switched. Note that the spite 1 feels toward 4 does not
have any influence, as 1 can neither seduce 2 nor 3 to leave 4. 
From now on we only consider friendship values which are nonnegative and symmetric
regarding all potential coalitions. Again, we start with the matching case defined by G =
(VM , EM ), edge benefits b and symmetric friendship values c. We keep the agent set and
further C = Cg = EM . Then we can chose T = ∅. To model the perceived utilities, we
manipulate the weight to be w({u, v}) = b({u, v}) + cu,vb({u, v}) = b({u, v}) + cv,ub({u, v}).
For the domination rules, we have D = D1 ∪D2 ∪Dw, where
D1 = {({{u, v}}, {u, v′}) | {u, v}, {u, v′} ∈ EM , (cv′,v + cv′,u)b({u, v}) ≥ (1 + cv′,u)b({u, v′})},
D2 = {({{u, v}, {u′, v′}}, {u, v′}) | {u, v}, {u, v′}, {u′, v′} ∈ EM
(1 + cv′,u′)b({u′, v′}) + (cv′,v + cv′,u)b({u, v}) ≥ (1 + cv′,u)b({u, v′})} .
In D1 we capture all situations where some agent v
′ gains so much perceived benefit through
a coalition, he is not involved in, that it is not profitable for him to break up the coalition
to form one with u. In D2 we additionally include all situations where the combination of
two edges which have to be destroyed to form {u, v′} is too profitable. Note that all rules
of D1 also appear in D2 in combination with any other coalition. However, in states with
only one coalition present, we could not apply those rules of D2. Thus, we cannot forgo D1.
The situation that an agent does not want to switch from a coalition to a more worthy one
because of perceived benefit is captured neither in D1 nor in D2, but already embedded into
the weights.
For k > 1 matching partners we use the same auxiliary constructions as before. This
generalization is straightforward.
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V = {vi | v ∈ VM , i = 1 . . . k} ∪ {ae | e ∈ EM},
C = {{ui, vj , a{u,v}} | {u, v} ∈ EM , i, j = 1 . . . k},
Cg = C,
w({ui, vj , au,v}) = b({u, v}) + cu,vb({u, v}) for {u, v} ∈ EM , i, j = 1 . . . k,
T = ∅, and
D = D1 ∪D2 ∪Dw ∪ {({{ui, vj , a{u,v}}}, {ui′ , v′j′ , a{u,v′}}) |
{u, v}, {u, v′} ∈ E, v 6= v′, {u, v} ∈ L or {v, v′} ∈ L, i, j, i′, j′ = 1 . . . k}
With D1 and D2 adjusted to
D1 = {({{ui, vj , a{u,v}}}, {ui′ , v′j′ , a{u,v′}}) | {u, v}, {u, v′} ∈ EM ,
(cv′,v + cv′,u)b({u, v}) ≥ (1 + cv′,u)b({u, v′}), i, j, i′, j′ = 1 . . . k},
D2 = {({{ui, vj , a{u,v}}, {u′i′ , v′j′ , a{u′,v′}}}, {ui′′ , v′j′′ , a{u,v′}) | {u, v}, {u, v′}, {u′, v′} ∈ EM
(1 + cv′,u′b({u′, v′})) + (cv′,v + cv′,u)b({u, v}) ≥ (1 + cv′,u)b({u, v′}),
i, j, i′, j′, i′′, j′′ = 1 . . . k} .
As promised for this quite complex construction we give a correctness proof. All other
constructions can be proven similarly.
Proposition 2.4 The embedding given above correctly captures the dynamics of friendship
matching with up to k matching partners.
Proof. We have to show that every blocking pair resolution in G = (VM , EM ) with non-
negative, symmetric friendship values is mirrored correctly in the associated coalition forma-
tion game with constraints G = (V, C, w, Cg, T,D), and conversely every blocking coalition
resolution in the coalition formation game can also be found in the original game.
Let M be a matching in G. Now assume we have a perceived blocking pair e′ = {u, v′}
for M which we intend to resolve. Domination can only occur through edges involving u or
v′.
Firstly, if u and v′ are both matched to less than k partners, there are i, j′ ∈ {1, . . . , k}
such that {ui, v′j′ , ae′} is undominated, as no overlapping coalitions are present in the current
state. Then, because we can generate all matching edges as candidate coalitions via Cg = C,
{ui, v′j′ , ae′} is a blocking coalition. After adding e′, no edge is removed. In the same manner
generating {ui, v′j′ , ae′} does not result in the deletion of any existing coalitions. Hence, the
set of coalitions resulting from the rules above exactly represents the matching after resolving
the perceived blocking pair e′.
Secondly, assume that agent u is matched to k agents and wants to replace edge e to
agent v with e′ while v′ is matched to less than k agents. Then there are i, j ∈ {1, . . . , k} such
that {ui, vj , ae} is part of the current state, and further j′ ∈ {1, . . . , k} such that v′j′ is not
part of any existing coalition. As e′ is a perceived blocking pair, we know that u improves by
switching from v to v′, that is,
b(e) + αu,vb(e) +
∑
u′∈V
αu,u′b(M \ {e}, u′)
< b(e′) + αu,v′b(e′) +
∑
u′∈V
αu,u′b(M \ {e}, u′),
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which cancels to b(e) + αu,vb(e) < b(e
′) + αu,v′b(e′). Thus, {ui, v′j′ , ae′} is not dominated by
{ui, vj , ae} through Dw. Now, {ui, vj , ae} might still dominate {ui, v′j′ , ae′} through D1. But
then αv,v′b(e)+αu,v′b(e) ≥ b(e′)+αu,v′b(e′), that is, the gain v′ receives through its friendships
with v and u from e is at least as large as the gain it would receive by matching with u (directly
and through friendship). This contradicts the assumption that e′ is a perceived blocking pair.
Other coalitions involving ui, v
′
j′ or ae are not present. Hence, {ui, v′j′ , ae′} is an undominated
candidate coalition. After adding {ui, v′j′ , ae′}, {ui, vj , ae} is dominated through weight and
hence gets dropped. Again, the set of coalitions resulting from our rules exactly corresponds
to the matching after resolving the perceived blocking pair e′.
Thirdly, assume both u and v′ are already matched to k agents. Agent u wants to
drop e = {u, v} and v wants to drop e′′ = {u′, v′} to form the new edge e′. Then there are
i, j, i′, j′ ∈ {1, . . . , k} such that {ui, vj , ae} and {u′i′ , v′j′ , ae′′} are part of the current state. The
previous arguments for edges that dominate {ui, v′j′ , ae′} through D1 or Dw can be applied
again. It remains to check whether domination via D2 is possible. But the domination rules
in D2 imply that the loss caused by giving up e and e
′′ for v′ is at least as large as the gain
generated from e′. Thus, as e′ is a perceived blocking pair, there is no rule in D2 pointing from
{{ui, vj , ae}, {u′i′ , v′j′ , ae′′}} to {ui, v′j′ , ae′}. Again, no other coalitions involving ui, v′j′ or ae
are present and we can generate {ui, v′j′ , ae′}. Now {ui, vj , ae} and {u′i′ , v′j′ , ae′′} are dominated
via Dw and thus dropped. The same happens with M which becomes M \{e, e′′}∪{e′}. Again,
the set of coalitions resulting from our rules exactly correspond to the matching after resolving
the perceived blocking pair {u, v′}.
Conversely, let S be a feasible coalition structure in our coalition formation game with
constraints. Observe that our rules imply that S corresponds to a matching M . Further, let
{ui, v′j′ , a{u,v′}} 6∈ S be an undominated coalition. Assume for contradiction that e′ = {u, v′}
is not a perceived blocking pair.
Firstly, let v′ and u both be matched to less than k matching partners. Then the edge
could be formed without any edges getting destroyed and thus causing harm. As the benefit
caused by e′ is strictly positive, e′ hence is a perceived blocking pair.
Secondly, let v′ be matched to less than k matching partners but u to k partners. Then
there is some edge e = {u, v} and index j ∈ {1, . . . , k} such that {ui, vj , ae} ∈ S. Obviously,
{ui, vj , ae} dominates {ui, v′j′ , ae′} neither throughDw nor throughD1. Thus, b(e)+αu,vb(e) <
b(e′)+αu,v′b(e′) and αv,v′b(e)+αu,v′b(e) < b(e′)+αu,v′b(e′). But then e′ is a perceived blocking
pair.
Thirdly, assume that both v′ and u are matched to k partners in M . Then there are edges
e = {u, v} and e′′ = {u′, v′} and indices j, i′ ∈ {1, . . . , k} such that {ui, vj , ae}, {u′i′ , v′j′ , ae′′} ∈
S. As {ui, vj , ae} is a blocking coalition, neither one nor both of those two coalitions combined
form the precondition of a domination rule with target coalition {ui, vj , ae}. In consequence,
(1 + cv′,u′b({u′, v′})) + (cv′,v + cv′,u)b({u, v}) < (1 + cv′,u)b({u, v′}) and (1 + cu,vb({u, v})) +
(cu,v′ + cu,u′)b({u′, v′}) < (1 + cu,v′)b({u, v′}), that is, it is profitable for both u and v′, if v
and u′ are dropped and e′ is formed. Again, e′ is a perceived blocking pair in M .
For coalitions of larger size, similarly to considerate coalition formation, for every coalition
we now have to consider every set of overlapping coalitions which forms a coalition structure.
For the same reasons as in the matching case it is not sufficient to consider inclusion maximal
sets of coalitions. We keep the set of agents and the set of potential coalitions, and define
Cg = G and T = ∅. Further, we set w(C) = b(C) + (|C| − 1)cu,vb(C) for some u, v ∈ C.
Note that this definition is only consistent because we demand equal c-values for all pairs of
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agents within some coalition. We define a function p(v, C) =
∑
v′∈C cv,v′b(C) for all C ∈ C to
capture the amount of perceived benefit agent v receives from some coalition C. Note that if
v ∈ C, we have p(v, C) = b(C) + (|C| − 1)cu,vb(C) = w(C). Then
D = {(S, C) | S ⊂ C coalition structure, C ∈ C \ S,∃v ∈ C :
∑
C′∈S:C∩C′ 6=∅
p(v, C) ≥ w(C)}.
These rules already cover Dw as they also include the rules where S = {C ′} with C ∩C ′ 6= ∅
and w(C ′) ≥ w(C).
Corollary 2.4 Friendship stable coalition formation yields consistent generation and dom-
ination rules for non-negative, symmetric friendship values. Additionally, stable matching
yields consistent generation and domination rules for non-negative, symmetric friendship val-
ues, even if agents can create k ≥ 1 matching edges.
2.3 Local Coalition Formation Games
We have already hinted in Section 2.2 that local coalition formation, unlike local match-
ing games, cannot be mapped to coalition formation games with constraints with consistent
generation and domination rules. This is due to the fact that for some coalitions accessibil-
ity depends on more than one other coalition, which leads to inconsistent generation rules.
However, fast convergence still might be possible. We will first show that for local coalition
formation games with visibility over a hop distance > 1 there are instances with maximal
coalition size 3 which still need exponential time to reach stability. Afterwards, we will limit
visibility to direct neighbors and coalition partners, and analyze local coalition formation
games depending on the choice of the set H of formation structures.
If H only consists of cliques, we do encounter the problem of accessibility depending on
more than one coalition. But as we already need the clique structure to form a coalition,
no graph exploration takes place. In fact, connections can only become forgotten. In con-
sequence, we can show fast convergence. For H consisting solely of stars we can retrieve
consistent generation rules and thus make use of Theorem 2.1 again to prove short paths to
stability. Lastly, for all other choices of H, we provide an instance which needs an exponential
number of steps to reach stability.
We start with local coalition formation games with visibility over a hop distance > 1
where short paths to stability cannot be guaranteed.
Theorem 2.4 For local coalition formation games with visibility over a hop distance of 2,
there are instances and initial states such that every sequence to a stable state requires an
exponential number of improvement steps. This is even true for coalitions of size ≤ 3 and H
consisting only of a clique or a star.
Proof. We compose our example of a number of identical gadgets. Each gadget has a distinct
start coalition and two distinct final coalitions. To establish one of the final coalitions the
start coalition has to be formed and later on destroyed. It is not possible to form both final
coalitions through one creation of the start coalition. Thus, for both final coalitions to exist,
the start coalition must have been formed twice. The gadgets will be connected such that
the start coalition of gadget i can only be formed if both final coalitions of gadget i − 1
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exist. Hence, to form both final coalitions of the kth gadget, the start coalition of gadget
1 has to be created 2k times. The construction is slightly different whether we consider
H1 = {({u, v}, {{u, v}}), ({u, v, w}, {{u, v}, {v, w}})} the set of all stars of size ≤ 3 or H2 =
{({u, v}, {{u, v}}), ({u, v, w}, {{u, v}, {v, w}, {u,w}})} the set of all cliques of size ≤ 3.
Gadget i consists of Vi = {v1,i, . . . , v7,i}, social links
L = {{v1,i, v4,i}, {v2,i, v5,i}, {v2,i, v7,i}, {v3,i, v6,i}, {v5,i, v7,i}}
plus {v1,i, v6,i}, if H = H2, and potential coalitions C1,i = {v1,i, v2,i, v3,i}, C2,i = {v2,i, v4,i}
C3,i = {v3,i, v5,i}, C4,i = {v2,i, v6,i}, and C5,i = {v6,i, v7,i}. The benefits are given by w(C1,i) =
3i + 1, w(C2,i) = w(C4,i) = 3i + 2, and w(C3,i) = w(C5,i) = 3i + 3. C1,i will play the role
of our start coalition, and C3,i and C5,i will be the final coalitions of gadget i. To connect
gadget i with gadget i + 1, we identify vertex v1,i+1 with v4,i, vertex v2,i+1 with v7,i, and
vertex v3,i+1 with v6,i. Further, to make C1,1 constantly accessible, we add a vertex a and
social links {a, v1,1}, {a, v2,1}, and {a, v3,1}. As initial state we choose the empty coalition
structure.
We will analyze the dynamics of gadget 1. All other gadgets i provide the same dynamics
except that their start coalition is not constantly accessible but only when both final coali-
tions of their predecessor gadget i − 1 exist. Only then v1,i knows v2,i via C3,i−1 and link
{v5,i−1, v7,i−1} = {v5,i−1, v2,i} and v2,i knows v3,i via C5,i−1. Thus, the star, needed to make
C1,i accessible in the case of H = H1, exists. In the case of H = H2, additionally v1,i and v3,i
know each other (constantly) via v1,i−1, which completes the clique.
Now, in the initial state gadget 1 is empty. Thus, the only accessible coalition is C1,1,
which is always accessible due to the connections via a. Once C1,1 is formed, both C2,1 and
C4,1 become accessible. As both coalitions are more valuable than C1,1, one of them is formed
in the next step. Let us assume that C2,1 is formed. The dynamics for C4,1 being formed
first work analogously.The formation of C2,1 destroys C1,1 but makes C3,1 accessible and thus
a blocking coalition. When C3,1 is formed (and C2,1 discarded), C1,1 becomes a blocking
coalition again, as now all involved vertices are free. The formation of C1,1 then makes C4,1
accessible again and this time C4,1 forms the only blocking coalition, because C2,1 is blocked
by C3,1. With C4,1 formed, C5,1 becomes a blocking coalition. In the next step C5,1 is formed,
that is, both final coalitions exist and C2,1 becomes available. Now the same dynamics start
in gadget 2.
Note that we can alter the gadgets to only use coalitions of size 3 by adding a distinct
vertex for each coalition of size 2 and connecting it with one (for stars) or both (for cliques)
vertices via a path of length 2 (using auxiliary vertices).
From now on we will only use direct neighbors in L∪{(w,w′) | w,w′ ∈ C for some C ∈ S}
to determine accessibility in state S. Instead we will vary the set H of formation structures
and analyze how different choices influence existence of short paths.
We start with instances where H consists solely of cliques:
Theorem 2.5 Let H ⊆ {Gi | i = 1 . . . n} where Gi denotes a clique of size i. Then every
local coalition formation game using H has a path to stability of length ≤ n using only local
improvement steps from any starting state S. Further, random dynamics converge to a stable
state in expected time O(mn).
Proof. We observe that the number of accessible coalitions only can decrease, as a coalition
is only accessible if all its vertex pairs are connected through L or through currently being in
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the same coalition. Thus, creating a coalition by resolving some local blocking coalition does
not introduce any new visibility edges. On the other hand, some edges might get lost if some
overlapping coalitions have to be deleted.
Assume that C is a local blocking coalition of maximal benefit among all local blocking
coalitions in S. Then, once C is formed, it will not be deleted by any other coalition created
through blocking dynamics as no new coalitions of higher value become accessible. Thus,
repetitively resolving the most valuable current local blocking coalition results in a stable
state after at most n different coalitions are formed.
If, instead of picking the most valuable, we pick a local blocking coalition at random, with
probability at least 1m we pick one of the most valuable local blocking coalitions. Thus, in
expectation after mn steps we have reached a stable state.
Next, we will consider formation structures which form a star. Here we can make use of
the fact that in a star all edges share the same (center) vertex. In consequence, a star cannot
use edges provided by more than one coalition in S as otherwise the coalitions would have
to share the center vertex. Thus, for H ⊆ {Hi | i = 1 . . . n}, where by Hi we denote a star
consisting of a center and i− 1 leaves, we come back to the framework of coalition formation
games with constraints.
Theorem 2.6 Let H ⊆ {Hi | i = 1 . . . n}. Then every local coalition formation game using
H can be mapped to a coalition formation game with constraints with consistent generation
and domination rules.
Proof. We keep the coalitions as well as the weights but have to find a way to model the
locality constraints using generation and domination rules. The set of domination rules is
quite easy to define as the only reason an accessible coalition should not be formed is because
one of the involved players is already part of a better or equally good coalition. Thus, we set
D = {({C ′}, C) | C,C ′ ∈ C, C ∩ C ′ 6= ∅, w(C ′) ≥ w(C)}.
For the generation rules we first observe that coalitions cannot overlap and in a star all edges
share the center vertex. Hence, no accessible coalition uses temporal links of more than one
existing coalition in its formation graph (although there might be other coalitions overlapping
with the new one as well). Hence, for the generation rules we have
T = {(∅, C) | C ∈ C, H|C| ∈ L}
∪ {({C ′}, C) | C,C ′ ∈ C, C ∩ C ′ 6= ∅, H|C| ∈ L ∪ {C ′}} .
Note that the generation rules as well as the domination rules are consistent. We just have
to prove that the blocking dynamics are implemented correctly.
First, assume that C is a local blocking coalition for S. Then C is accessible, that is,
H|C| ∈ L ∪ S. As discussed above, temporal links of at most one coalition are used in H|C|.
Thus, either C is always accessible through L, that is, C ∈ Cg, or there exists some C ′ ∈ S
such that H|C| ∈ N ∪ {C ′}. Then ({C ′}, C) ∈ T which makes C a candidate coalition in S.
Further, for C to be a local blocking coalition it also has to be a (normal) blocking coalition.
Hence, there is no coalition C ′′ ∈ S such that C ∩C ′′ 6= ∅ and w(C ′′) ≥ w(C). Consequently,
the candidate coalition C is undominated in S which makes C a blocking coalition in S for
the coalition formation game with constraints.
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Conversely, let C a blocking coalition in S for the coalition formation game with con-
straints. Then C is undominated, that is, C is a blocking coalition. Further, C is a candidate
coalition. Thus, C is accessible in S. In consequence, C is a local blocking coalition for S.
Now, resolving the local blocking coalition C results in deleting all overlapping coalitions.
By definition of blocking coalitions all existing overlapping coalitions are of smaller value
than C. Similarly, resolving the undominated candidate coalition C results in deleting all
coalitions dominated by C which by definition are exactly those coalitions overlapping with
C and of less or equal value than C. As C was undominated, all those coalitions have to be
of smaller value than C. Thus, the set of deleted coalitions coincides in both cases.
Applying Theorem 2.1, we can ensure fast convergence to a locally stable state.
Corollary 2.5 Let H ⊆ {Hi | i = 1 . . . n}. Then every local coalition formation game using
H has a path to stability of length O(n · m2) using only local improvement steps from any
starting state S.
Finally, we analyze the case where a connected graph which is neither a star nor a clique
is used as formation structure. It turns out that for every such graph there is an instance
which only reaches stability after an exponential number of steps. To prove this property, we
extract a subgraph structure which is present in every connected graph except for stars and
cliques. We will then construct an instance without short paths to stability using only this
subgraph structure. To adjust the instance to an arbitrary graph, one can simply add the
’missing’ vertices and edges for every coalition separately.
We start by observing that if some graph H is neither a star nor a clique, then there is
some path of length 3 in H such that the first and the third vertex are not directly connected
by some edge.
Lemma 2.3 Let H = (VH , EH) be some arbitrary connected graph. If for every path v1v2v3v4
with (v1, v2), (v2, v3), (v3, v4) ∈ EH there also exists an edge (v1, v3) ∈ EH , then H is either
a clique or a star.
Proof. If H does not have any paths of length ≥ 3,then H is a star. Further, if H has less
than 4 vertices, H is either a star or a clique.
Now assume that H holds some path v1v2v3v4 with (v1, v2), (v2, v3), (v3, v4) ∈ EH . Then,
considering this path forward and backward, we know that (v1, v3) and (v2, v4) are in EH as
well. Thus, we also have the path v1v2v4v3 and conclude (v1, v4) ∈ EH , that is, v1, v2, v3,
and v4 form a clique C1 in H. Now, as H is connected, if H 6= C1, there exists some edge
e connecting C1 to the rest of H. Let v5 the vertex in e ∩ (VH \ {v1, v2, v3, v4}). W.l.o.g.
let v5 be connected to v1, that is, e = {v1, v5}. Using the edges in C1 we have the paths
v5v1v2v3, v5v1v3v2, and v5v1v4v2 and thus also edges from v5 to all other vertices in C1.
Hence, v1, v2, v3, v4 and v5 form a clique C2 in H. Now we can apply the same arguments to
the bigger clique repeatedly until each vertex of V is included. Thus, H has to be a clique.
As we now know about the existence of a path of length 3 with a missing edge between the
first and the third vertex in every graph H we want to analyze, we can use this substructure
to establish the desired dynamics. The rest of H then will be provided for every potential
coalition separately including all additional edges needed. We will also ensure that additional
edges between the vertices of the path, that is, edges between the first and the fourth vertex,
and edges between the second and the fourth vertex, have no influence on the dynamics.
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Theorem 2.7 Let H = (VH , EH) be some arbitrary connected graph which is neither a clique
nor a star. Then there are instances and initial states of local coalition formation games
using H = {H} such that every sequence to a stable state requires an exponential number of
improvement steps.
Proof. By Lemma 2.3, we know that there are vertices v1, v2, v3, v4 ∈ VH such that (v1, v2),
(v2, v3), (v3, v4) ∈ EH but (v1, v3) /∈ EH . Let Hrest = (VH,rest = VH \{v1, v2, v3, v4}, EH,rest =
EH \ {(v1, v2), (v2, v3), (v3, v4)}. We will show how to construct a network of social links
involving only the vertices v1, v2, v3, and v4 as well as (v1, v2), (v2, v3), and (v3, v4) for each
coalition. For each coalition C, all other vertices VH,rest are unique (denoted by VH,C,rest)
and are connected by links according to EH,rest (denoted by EH,C,rest) with each other as well
as with v1, v2, v3 and v4. The network is composed of a row of identical gadgets which each
have a starting link {u1,i, u2,i} and two final links {u3,i, u5,i} and {u9,i, u11,i}. Those links are
only temporal, that is, they are only available when their incident vertices are in the same
coalition. The dynamics are designed such that the starting link is needed once to create the
first final link and a second time to create the second final link. The coalition providing the
starting link of gadget i+1 can only be created when both final links of gadget i are available.
Thus, to create the coalition which provides the final link of gadget k, the starting link of
gadget 1 must be formed 2k times, that is, coalition C0 has to be formed 2
k times.
For gadget Gi we have 7 coalitions C1,i, . . . , C7,i. The vertex set of Gi consists of
{u1,i, . . . , u14,i} ∪
7⋃
j=1
VH,Cj,i,rest
and the link set of
{{u1,i, u5,i}, {u1,i, u9,i}, {u2,i, u3,i}, {u2,i, u11,i}, {u3,i, u4,i}, {u3,i, u11,i}, {u5,i, u6,i}, {u5,i, u7,i},
{u7,i, u8,i}, {u9,i, u10,i}, {u11,i, u12,i}, {u11,i, u13,i}, {u13,i, u14,i}} ∪
7⋃
j=1
EH,Cj,i,rest .
Gadget 1 additionally holds players w1 and w2 with links {w1, u1,1}, {w1, u2,1}, and {w2, u2,1}
and a coalition C0 = {w1, w2, u1,1, u2,1}∪VH,C0,rest of value 12 . The transition from gadget i to
gadget i+1 is realized by associating u5,i with u1,i+1 and u9,i with u2,i+1. The gadget vertices
are distributed among the coalitions as follows. C1,i = {u1,i, u2,i, u3,i, u4,i}∪VH,C1,i,rest of value
4i + 1, C2,i = {u1,i, u3,i, u5,i, u6,i} ∪ VH,C2,i,rest of value 4i + 2, C3,i = {u3,i, u5,i, u7,i, u8,i} ∪
VH,C3,i,rest of value 4i + 3, C4,i = {u1,i, u2,i, u9,i, u10,i} ∪ VH,C4,i,rest of value 4i + 1, C5,i =
{u2,i, u9,i, u11,i, u12,i}∪VH,C5,i,rest of value 4i+ 2, C6,i = {u9,i, u11,i, u13,i, u14,i}∪VH,C6,i,rest of
value 4i+ 3, and C7,i = {u3,i, u5,i, u9,i, u11,i} ∪ VH,C7,i,rest of value 4i+ 4. For the initial state
we choose S0 = ∅.
We will describe the dynamics of gadget 1 as well as the connection to the next gadget.
The other gadgets work analogously. If no player of gadget 1 is involved in any coalition, the
only accessible coalition is C0. Once C0 is formed, C1,1 and C4,1 become accessible because
the starting link {u1,1, u2,1} becomes available. As both coalitions are of higher value than C0,
they are local blocking coalitions. W.l.o.g. assume that C1,1 is formed first. Now C4,1 is not a
blocking coalition any more but the temporal link {u1,1, u3,1} becomes available which makes
C2,1 a local blocking coalition. Forming C2,1 results in u2,1 being single again. Additionally,
the first final temporal link {u3,1, u5,1} exists, and C3,1 becomes a local blocking coalition.
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Now, forming C3,1, player u1,1 becomes single again, that is, C0 (which is always accessible)
is a blocking coalition again. Further, {u3,1, u5,1} is still present. Now the only available local
blocking coalition again is C0. This time after C0 is formed C1,1 is not a blocking coalition
because u3,1 is involved in a better coalition. Thus, the only option now is the local blocking
coalition C4,1. Like above, after forming C4,1, C5,1 becomes available. Through C5,1 we then
get the second final link {u9,1, u11,1}. Now we can either directly form C7,1 or first C6,1 and
then C7,1 (destroying C6,1 again). Note that C6,1 is necessary to make C0 available again for
the case we would have chosen C4,1 instead of C1,1 first. The existence of C7,1 provides the
temporal link {u5,1, u9,1} = {u1,2, u2,2} for the fist time. This initiates the same dynamics in
the second gadget.
Observe that the dynamics cannot get blocked by resolving local blocking coalitions in a
different order. Thus in the end C7,k is necessary for the coalition structure to be stable and
2k creations of C0 are necessary to form C7,k.
Note that we heavily rely on the temporal links of our dynamics actually being temporal
and not part of EH,C,rest. As H holds a path of 3 edges with no connection between the
first and the third vertex, we can actually arrange EH,C,rest such that the ’right’ links are
missing when forming a coalition and only being uncovered by this same coalition. However,
the structure of H might require an edge between the first and the fourth and/or the second
and the fourth vertex of the path, that is, two vertices which are part of the shared gadget
and not the part which is unique for each coalition anyway. Luckily, these edges – namely
{u1,i, u4,i} and {u2,i, u4,i} for C1,i, {u1,i, u6,i} and {u3,i, u6,i} for C2,i, {u3,i, u7,i} and {u3,i, u8,i}
for C3,i, {u1,i, u10,i} and {u2,i, u10,i} for C4,i, {u2,i, u12,i} and {u9,i, u12,i} for C5,i, {u9,i, u13,i}
and {u9,i, u14,i} for C6,i, and {u3,i, u11,i} and {u5,i, u11,i} for C7,i – all connect vertices which
only share this one coalition. Hence the (constant) existence of such links does not make any
other coalitions accessible.
2.3.1 Organization Graphs - A Different Visibility Concept
So far we assumed that once a coalition is formed everyone within this coalition can interact
with everybody else for example because there are regular group meetings or events. As a
generalization, one could also assume that it takes more connectivity to bring together and
arrange a group than to maintain it. This is in particular true for large groups. Then,
once the group is formed, a more sparse structure is sufficient to keep the group organized.
For example, a management hierarchy might be installed, where everybody is happy just
interacting with their line manager, which results in a tree structure. Thus, while we keep
the formation graph H to form some coalition C now the set of temporal links available
through C changes from a clique to some organization graph H ′ with EH′ ⊆ EH . In this
scenario every formation graph H is identified with one or more organization structures H ′,
of which one is installed whenever H is used to form a coalition. Note that we assume the
subgraph relation to hold for the actual mapping of H and H ′ to the vertices in V . In this
setting we get the same positive results as in Theorem 2.5 for any choice of H and H ′ ⊆ H.
Corollary 2.6 Every local coalition formation game using formation graphs H with appro-
priate organization graphs H′ has a path to stability of length at most n using only local
improvement steps from any starting state S. Furthermore, random dynamics converge to a
stable state in expected time O(mn).
The main insight is that the set of temporal links and accessible coalitions can only
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shrink. For the convergence times, we can then use exactly the same maximality argument as
in Theorem 2.5. Observe that here we obtain polynomial-time convergence for all formation
graphs under the condition that the visibility required for formation exceeds the subsequent
interaction within the coalition. These results form an interesting first step to characterize
convergence and stability in more general classes of games.
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Matching Games with Local
Constraints
We have already seen a number of results for matching games with local constraints and
correlated preferences in Chapter 2 as special cases of coalition formation games. In this
chapter we summarize a variety of additional results which make use of the matching structure
and apply to uncorrelated preferences. We start in Section 3.1 by taking a short look at
structural connections between considerate and locally stable matching on the one hand and
considerate and friendship stable matching on the other hand. We can find a certain duality
between locally stable and considerate stable states. Further, we will see how we can simulate
considerate matching via the more flexible setting of friendship matching. The only restriction
we need for this simulation to work is the set of social links being disjunct with the set of
potential matching edges in the considerate matching game.
Next in Section 3.2 we analyze how and under which conditions fast convergence can also
be reached for bipartite matchings with general preferences. It turns out, we can give positive
results for all four settings. However, the required constraints highly differ.
Additionally, we address the approximability respectively inapproximability of stable
states with a maximal number of matching edges in Section 3.3. For socially stable matching
this problem was already discussed in [AIK+13]. NP-hardness as well as an inapproximability
of 1.5 −  under the unique games conjuncture and a polynomial time algorithm for a 1.5-
approximation are given. Further, for locally stable matching in [CM13] a inapproximability
factor of 2119 −  under the assumption of P 6= NP is proven.
All our proofs use similar reductions of the independent set problem which lead to an
inapproximability of 1.5 − , where  approaches 0 when n grows, under the unique games
conjuncture. For considerate matching we use the relation to friendship matching proven in
Section 3.1 to directly apply the construction for considerate stable matching. The reduction
technique for the independent set problem is the same as used in [AIK+13] and was first
introduced in [HW13b] for locally stable matchings.
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3.1 Structural Relations
In this section we discuss some observations about the relationship between different matching
games with local constraints. In the first part we analyze the duality between allowing
potential edges through visibility and prohibiting them through consideration. In the second
part we address the question whether considerate matching is just a special case of friendship
matching.
3.1.1 Considerate vs. Locally Stable Matching
Lemma 3.1 Let M be an inclusion maximal locally stable matching in G = (V,E) regarding
benefits b with respect to social link set L. Then M is a considerate stable matching in the
same graph with the same benefits with respect to the dual link set L = {{u, v} | u 6= v ∈
V, {u, v} /∈ L}.
Proof. Assume {u, v} ∈ E is a considerate blocking pair for M regarding L. As M is inclusion
maximal at least one of the vertices has to be matched. W.l.o.g. let u be matched to some
vertex v′ in M . As {u, v} is a blocking pair, v cannot be friends with v′, that is, {v, v′} /∈ L.
Then {v, v′} ∈ L and thus v is within a 2-hop distance from u in (V,L ∪M) which results in
{u, v} being a local blocking pair regarding N as well.
Observe that in the bipartite setting with V = U ∪˙W the same proof also works if we
only invert the social network in each partition separately that is L = {{u, u′} | u 6= u′ ∈
U, {u, u′} /∈ L} ∪ {{w,w′} | w 6= w′ ∈ W, {w,w′} /∈ L}. The inclusion maximality condition
is necessary as two unmatched vertices which do not know of each other in the locally stable
setting do not form a local blocking pair, but could match in a considerate matching without
harming anyone.
The other direction is not true. There are instances and (inclusion maximal or even per-
fect) considerate stable matchings which are no locally stable matchings when inverting the
social links:
Let V = {1, 2, 3, 4}, E = {{1, 3}, {1, 4}, {2, 4}}, L = {{1, 2}}, and correlated benefits
b({1, 3}) = 1, b({1, 4}) = 2, b({2, 4}) = 1. M = {{1, 3}, {2, 4}} is considerate stable, as
1 is friends with 2 and thus would not try to match to 4, but in L 3 and 4 would be friends
which provides a 2-hop distance between 1 and 4, that is, {1, 4} is a blocking pair. The same
holds for the bipartite case if we set U = {1, 2} and W = {3, 4}.
3.1.2 Considerate vs. Friendship Stable Matching
While considerate matching only can differentiate between people one is allowed to hurt and
people one is not allowed to hurt, friendship matching allows for more gradations. We also
know that agents can act altruistic towards others in friendship matching by assigning those
agents high c-values. This raises the question whether we can simulate considerate matching
if we set cu,v and cv,u to some large enough value for every {u, v} ∈ L. Then each agent is
more interested in his friends’ welfare than in his own. However, when L and E share edges,
agents are still motivated to switch from one friend to another. Such a behavior would not
be allowed in the setting of considerate matching. On the other hand, if we can ensure that
L ∩ E = ∅, this approach actually works.
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Theorem 3.1 If L∩E = ∅, for every instance of considerate matching there is an equivalent
instance of friendship matching. This reduction holds for general preferences.
Proof. Let G = (V,E) be a matching game with considerate network N = (V,L) and utility
function b. W.l.o.g. we assume that bv(e) ≥ 1 for all e ∈ E, v ∈ V . We set bmax = max{bv(e) |
e ∈ E, v ∈ e} and B = 2bmax. If {u, v} ∈ L, we simply set cu,v = B. In the case that u and
v are not linked via L, we set cu,v = 0. We now show that the dynamics of the considerate
matching game are mapped correctly into the dynamics of the matching game with friendship.
Let {u, v} be a considerate blocking pair and assume that {u, v} is not a perceived blocking
pair because v does not want to deviate. First, assume that u and v are unmatched. Then v
would not lose anything (directly or perceived) by matching but gain bv({u, v}). Now assume
that v is matched to some u′ but u is unmatched. As u′ is no friend of v (because L∩E = ∅),
v again does not lose any perceived welfare. But v can improve directly from bv({u′, v})
to bv({u, v}) > bv({u′, v}). Next assume that u is matched to v′, but v is not matched.
Then v and v′ are not friends as {u, v} is a considerate blocking pair. Thus, v receives no
perceived welfare from {u, v′} and would improve by bv({u, v}) when matching u. Lastly,
assume that v is matched to u′ while u is matched to v′. Again no friendship is harmed so v
is not friends with v′. Combining the results from before, we see that v directly gains because
bv({u, v}) − bv({u′, v}) > 0 while the perceived welfare is not effected. Hence, if {u, v} is a
considerate blocking pair, it is also a perceived blocking pair.
Now let {u, v} be a perceived blocking pair and assume that {u, v} is not a considerate
blocking pair because v does not want to deviate. As v is not friends with any possible
matching partner, v does not want to switch because u is currently matched to some friend
v′ of v. Then v receives a perceived welfare of
cv,v′bv′({u, v′})
bv′ ({u,v′})≥1≥ B
from v′. Further v’s gain through {u, v} is limited by bmax < B. Hence {u, v} would not
be a perceived blocking pair. Thus whenever {u, v} is a perceived blocking pair it is also a
considerate blocking pair.
Note that we only replaced the considerate network with perceived benefits but left the set
of potential matching edges and the benefits untouched. In particular, structural properties
like bipartite partition of the vertex set are preserved.
3.2 Short Paths to Stability
In this section we consider convergence to stable matchings in the two-sided case with general
preferences which may be incomplete and have ties. We will see that for all four types of
local constraints we can apply the same generic algorithm, but the additional conditions, to
make the algorithm work vary highly from case to case. Our positive results are based on
the following algorithm from [AGM+11] that is known to construct a sequence of polynomial
length for unconstrained stable matching.
The only modification of the algorithm for the respective scenarios is to resolve ’social’,
’local’, ’considerate’ or ’perceived’ blocking pairs in both phases.
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Algorithm 2: Short Path to Stability
Data: Instance of a bipartite matching game with local constraints and partitions U
and W
Phase 1 Iteratively resolve only blocking pairs involving a matched vertex w ∈W .
Phase 1 ends when for all blocking pairs {u,w} we have w ∈W unmatched.
Phase 2 Choose an unmatched w ∈W which is involved in a blocking pair. Resolve
one of the blocking pairs {u,w} which is most preferred by w. Repeat until there are
no blocking pairs.
3.2.1 Socially Stable Matching
It is rather straightforward to see that the algorithm can be applied directly to build a
sequence for socially stable matching.
Theorem 3.2 In every bipartite instance of socially stable matching G = (V = U ∪˙W,E)
with general preference lists and social network L, for every initial matching M0 there is a
sequence of polynomially many improvement steps that results in a socially stable matching.
The sequence can be computed in polynomial time.
Proof. The proof is almost identical to the proof for the general case. The only modification
is the limitation to pairs which represent social links for the rematching process.
In Phase 1 each matched w ∈ W increases in terms of utility (or becomes unmatched)
and the number of matched w only goes down. Thus, after at most |U | · |W | steps Phase 1 is
over.
For Phase 2 we maintain the invariant that no matched w ∈W is part of a social blocking
pair in any step of the phase. Assume conversely that at some point in Phase 2 there is some
matching edge {u,w} where w ∈W is part of a social blocking pair {u′, w}. As Phase 1 ends
only when no matched w can improve further, this situation has to occur after some social
blocking pair {w′, u′′} has been resolved in Phase 2. But as w is still matched, this matching
edge does not influence w’s utility. Also, u′′ did improve and no vertex in U dropped in terms
of utility as w′ was unmatched before and thus did not leave an agent when matching to u′′.
Hence, all vertices in U which did not want to match to w before still do not want to match
w. Therefore, no matched w can be involved in a social blocking pair during Phase 2. As
no matched w ∈ W ever rematches, no u ∈ U becomes unmatched and decreases in utility
during Phase 2. Thus, in Phase 2 there can be at most |U | · |W | steps. The output is a socially
stable matching, as there is no social blocking pair for matched (invariant) and unmatched
(Phase 2 terminates) w ∈W .
3.2.2 Locally Stable Matching
While for socially stable matching we do not need any kind of additional conditions for the
algorithm to work, for locally stable matching we need a quite restrictive setting. If we only
allow social links within one partition the result is quite trivial. In contrast, if we also allow
links between U and W , suddenly not even convergence is guaranteed anymore.
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Theorem 3.3 [Hoe13] Given some job-market game, that is, some bipartite G = (V =
U ∪˙W,E) with benefits b and social network L ⊆ (U ×U), starting from any matching M0 we
can reach a locally stable matching in a polynomial number of steps using only local blocking
pair resolution.
Proof. If there is no network between U and W , once a vertex w ∈ W is single, it will never
be involved in a local blocking pair again. Thus, the algorithm shrinks down to only phase 1
where we again can argue that every matched w ∈ W only improves and hence can only be
involved in at most |U | resolution steps.
The circling gadget, which will be introduced and analyzed in detail later on in the intro-
duction of Chapter 4, provides us with the following result:
Theorem 3.4 There are instances with G = (V = U ∪˙W,E) and social network L ⊆ (U ×
U) ∪ (U ×W ) where no path of local blocking pair resolutions ever reaches a locally stable
matching. This even holds for M0 = ∅.
3.2.3 Considerate Stable Matching
For considerate stable matching the algorithm works for less harsh restrictions. However,
we cannot apply it to arbitrary social networks. Algorithm 2 works with link sets L ⊆
(U × U) ∪ (U ×W ), i.e., no links within partition W .
Theorem 3.5 In every bipartite instance of considerate matching G = (V = U ∪˙W,E) with
general preference lists and social network L such that {w,w′} /∈ L for all w,w′ ∈ W , for
every initial matching M0 there is a sequence of polynomially many improvement steps that
results in a considerate matching. The sequence can be computed in polynomial time.
Proof. Observe that if an edge {u,w} ∈ L forms in M , then there are no further considerate
blocking pairs for u and w ever again. Hence, if this happens, {u,w} remains fixed throughout
the run of the algorithm. This does not harm any of the subsequent arguments.
In Phase 1 we again observe that the number of matched w ∈W can only decrease. Also,
no w ∈ W ever rematches with some u ∈ U to which he had been matched before as each
matched w ∈ W only switches partner if he can improve utility by doing so. Once an agent
of W loses his partner (due to some other vertex of W matching to him), he will not be
considered in Phase 1 anymore. Hence, Phase 1 terminates after at most |U | · |W | steps.
For Phase 2 we again maintain the invariant that no matched w ∈ W is involved in a
considerate blocking pair. This claim holds directly after Phase 1 ended. We show that if this
holds before some considerate blocking pair {u,w} is resolved, then in the resulting matching
it holds again. Assume conversely that, after {u,w} is resolved, some matched vertex in W
becomes part of a considerate blocking pair. As w was single, he does not leave any partner
in U when matching with u. So w’s choice was not constrained by the social links, and hence
{u,w} was an ordinary blocking pair. By picking his most preferred choice, w is not part
of any blocking pair afterwards. Now u matching with w of course opens up the possibility
for his former partner w′ (if any) to move to u′ with {u, u′} ∈ L, but this former partner is
now unmatched. As there are no links between vertices in W , inserting matching edge {u,w}
alters only the accessible partners for w and w′. Since u increases in utility, there are also
no additional (considerate) blocking pairs involving u. Thus, every considerate blocking pair
that evolves must have been present before. This proves that Phase 2 also terminates after
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at most |U | · |W | steps. The output is a considerate matching, as there is no considerate
blocking pair for matched (invariant) and unmatched (Phase 2 terminates) w ∈W .
3.2.4 Friendship Stable Matching
Finally, we also apply the algorithm to friendship matching. Again, we have to limit the
network which in this case means setting cv,v′ = 0 for most pairings (v, v
′). For all u ∈
U,w,w′ ∈ W we assume that cu,w = cw,u = cw,w′ = 0. Thus, only relationships between
agents in U can be taken into account.
Theorem 3.6 In every bipartite instance of friendship matching G = (V = U ∪˙W,E) with
benefits b and friendship values c such that cu,u′ 6= 0 only for u, u′ ∈ U , for every initial
matching M0 there is a sequence of polynomially many improvement steps that results in a
friendship matching. The sequence can be computed in polynomial time.
Proof. Note that in the case of matching with friendship the term most preferred blocking pair
refers to a perceived blocking pair whose resolution provides the largest perceived welfare.
In phase 1 the number of matched w ∈W can only decrease and no w ∈W ever rematches
with some u ∈ U he has been matched to before. Once an agent of W loses his partner (due
to some other vertex of W matching to him), he will not be considered in Phase 1 anymore.
Also, each matched w ∈W only switches partner if he can improve perceived utility by doing
so. Due to the structure of c, the perceived benefit for w does only result from his direct
matching partner. Thus, w only switches from u to u′ if bw(u,w) < bw(u′, w). Hence, w can
only be involved in at most |U | resolutions of perceived blocking pairs. Overall, Phase 1 again
terminates after at most |U | · |W | steps.
Phase 2 becomes slightly more complicated to analyze. We maintain the invariant that
no matched w ∈ W is involved in a perceived blocking pair. This claim holds directly after
Phase 1 ended. We show that, it continues to hold after some perceived blocking pair {u,w} is
resolved. Assume conversely that after {u,w} is resolved some matched vertex of W becomes
part of a perceived blocking pair. We know that w′ 6= w as u was w’s most preferred blocking
pair partner. Thus, w′ was already matched to some u′ 6= u before {u,w} was resolved but
only becomes involved in a perceived blocking pair {u′′, w′} now. Let M be the matching
before {u,w} is resolved and M ′ the matching after resolving {u,w}. Further, let M ′′ be the
matching resulting from M ′ after {w′, u′′} is resolved, and M˜ ′′ the matching resulting from M
if we add {u,w} and delete all adjacent edges, that is, resolve {u,w} although it might not be
a blocking pair. As for w′ we have Bp(M,w′) = Bp(M ′, w′) and Bp(M ′′, w′) = Bp(M˜ ′′, w′),
w is already willing to switch in M . Thus, u′′ must not want to switch in M but in M ′.
First assume that u′′ = u. Then Bp(M,u) < Bp(M ′, u) and further M ′′ = M˜ ′′. Hence, if
u′′ is willing to switch in M ′, the same holds for M . Now assume that u′′ 6= u. Then u′′
might receive perceived benefit from u which changes from M to M ′. Note that, as w was
unmatched before (that is, w did not leave some benefit-providing u˜ for u) and u′′ does not
receive perceived benefit from any vertex in W , this is the only perceived benefit that changes
for u′′ between M and M ′. But then Bp(M ′)−Bp(M ′′) = bu′′({u′′, w′})−cu′′,u′bu′({u′, w′}) =
Bp(M) − Bp(M˜ ′′). Thus, again u′ has the same incentive to switch in M as in M ′. Next,
we realize that if some u ∈ U is matched to some w, he is only willing to switch to some
unmatched w′ if bu({u,w′}) > bu({u,w}). Thus, once a vertex u ∈ U is matched in Phase 2, it
never becomes unmatched again (as no matched w ∈W wants to switch). In every rematching
step u increases its direct benefit, so u can only be involved in at most |W | resolutions of
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perceived blocking pairs. This proves that Phase 2 also terminates after at most |U | · |W |
steps. Again the output is stable, as no w ∈W is involved in a perceived blocking pair.
The algorithm works fine with links between partitions U and W for the considerate
setting. Let us briefly show why it fails for positive c-values between the partitions in the
friendship case.
Example:
Let U = {u, u′}, W = {w,w′, w′′}, b({u′, w′}) = 1, b({u,w}) = b({u,w′}) = 2, b({u,w′′}) = 3,
cu,w = 2 and cu,w′ = cw′,u = 3. All other edges are not part of E and all other values for c
are 0. Assume that in the beginning the matching consists of {u,w′′} and {u′, w′}. Now w′′
is matched to his only possible matching partner and w′ is currently receiving a perceived
utility of 10 which would drop to 8 if switching to u. Thus, all matched vertices in W cannot
improve and we can directly start with phase 2. Once we have resolved {u,w} for Phase 2,
{u,w′} becomes a perceived blocking pair. This is due to the fact that u switched to a vertex
of smaller direct and larger perceived value. Hence, w′ lost perceived value from u and would
now be interested in switching, making {u,w} a perceived blocking pair. Thus, the invariant
over Phase 2 is violated and we do not end in a stable state. 
3.3 Maximum Cardinality Matchings
In this section we analyze the maximal size of a stable matching when local constraints come
into play. If we do not consider preferences, a maximum matching can be found in polynomial
time by Edmonds’s Algorithm [Edm65]. If we set all edge weights to 1, the same algorithm
provides a matching of maximum cardinality. Further it is known that for strict correlated
preferences the stable matching is unique and can be easily found using a greedy algorithm.
For strict uncorrelated preferences in bipartite matching the size of all stable matchings is the
same (and so is the set of unmatched agents) [Rot92]. Thus, the stable matching computed
by the Gale-Shapley Algorithm [GS62] automatically also is a maximum cardinality stable
matching. On the other hand, local constraints might cause the size of a stable matching to
vary significantly - up to the point where the empty matching as well as a matching which
includes every vertex is stable:
Example:
1
2 3
4
56
1
2 3
4
56
1
2 3
4
56
If we consider socially stable matching with arbitrary benefits > 0 for every pair within these
6 agents all states given above are stable (as well as any other matching), as there are no links
which could be used for deviation. The same example works for locally stable matchings. 
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For considerate and friendship matching differences are not that extreme as all potential
pairings are always visible and thus every considerate respectively friendship stable matching
is at most by a factor 2 worse than a maximum cardinality stable matching (by blocking two
optimal edges with each matching edge).
We start with a trivial upper bound for maximum socially, locally and considerate stable
matching which is achieved by comparing the maximum stable matching to an arbitrary
(globally) stable matching in an unrestricted setting with the same preferences. Note that
such a stable state does not necessarily exist and that even if no stable state exists, there still
might be stable states with respect to the local constraints.
Lemma 3.2 If a stable matching exists when the local constraints are ignored, every such
stable matching is a 2-approximation of a maximum socially, locally and considerate stable
matching.
Proof. First we note that every stable matching is socially, locally and considerate stable as
well. Now let M be a stable matching and e = {u, v} an edge of a maximum socially/local-
ly/considerate stable matching M∗. We show that at least one vertex of e is matched in M .
Then obviously |M∗| < 2|M |. Assume that both vertices are unmatched in M . As e exists in
M∗, u and v prefer each other to being alone. Thus, (u, v) is a blocking-pair and M cannot
be stable.
Note that any stable matching is a 2-approximation. Thus if we know two stable matchings
M1 and M2 with M1 larger than M2 by a factor of δ, that is, |M1| ≥ δ|M2|, then M1 is in
fact a 2δ -approximation.
For friendship stable matching we cannot use the same arguments. The stable matchings
might not be stable anymore if we take into account perceived benefits. But, in contrast to
socially and locally stable matching, if we find some friendship stable state, we again have
a 2-approximation of a maximum friendship stable matching. However, a mild restriction is
necessary. We have to be sure that no agent u is indifferent between being matched to a
certain other agent v and being single. This can happen if u is spiteful towards v and the
benefit u receives from {u, v} is equal to −cu,vbv({u, v}). If cu,v ≥ 0 for all u, v ∈ V such a
situation cannot arise.
Lemma 3.3 If no agent is indifferent between being matched to some agent and being single
and a friendship stable matching exists, every friendship stable matching is a 2-approximation
of a maximum friendship stable matching.
Proof. Let M be a friendship stable matching and e = {u, v} an edge of a maximum friendship
stable matching M∗. Again we claim that at least one vertex of e is matched in M . As e
exists in M∗, u and v both receive a perceived benefit > 0 from {u, v}. Thus, if u and v are
both single in M , (u, v) is a perceived blocking pair and M is not friendship stable.
Next we analyze whether these trivial bounds can be somehow improved. It turns out that,
in all four cases, computing the maximum stable state is NP-hard. Further, inapproximability
within 1.5 − ε under the unique games conjecture holds. The approach is very similar in all
cases and only adjusted to the different local constraints. This proof technique was first used
in [HW13b].
For the proofs we use the independent set problem.
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Definition (Independent Set Problem) Given an undirected graph G = (V,E) and a
parameter k the independent set problem asks whether there is a set V˜ ⊆ V of k vertices
such that for every u, v ∈ V˜ we have {u, v} /∈ E.
3.3.1 Socially Stable Matching
For socially stable matching finding and approximating a maximum cardinality matching
was addressed in [AIK+13]. NP-hardness as well as inapproximability within 1.5 − ε under
unique games conjecture holds. The proof of both statements is based on a reduction of the
independent set problem. We will omit it here as it follows the same line of argument as the
proofs for locally stable matching and considerate stable matching we will see below. Fur-
ther, in [AIK+13] an efficient algorithm which provides a 1.5-approximation of the maximum
socially stable matching is given.
3.3.2 Locally Stable Matching
For locally stable matching, the problem of approximating a maximum cardinality stable
matching was also addressed in [CM13]. Here an inapproximability factor of 2119 −  under the
assumption of P 6= NP is proven. We prove a stronger factor of 1.5− , but under the unique
games conjuncture.
Theorem 3.7 For every graph G there is a bipartite graph G′ with general preferences among
players and social network L such that (G′, L) admits a maximum locally stable matching of
size |V [G] |+ k if and only if G holds a maximum independent set of size k. The used social
network is limited to links within one partition, that is, (G′, L) is a job-market game.
Proof. Given a graph G = (V,E), |V | = n, for the maximum independent set problem,
we construct the following job-market network G′ = (U ′ ∪ W ′, E′). For every v ∈ V we
have factories uv,1 and uv,2 in U
′ and workers wv,1 and wv,2 in W ′. Further we have the
links {wv,1, wv′,2} and {wv′,2, wv,2}, if v′ ∈ N(v). We allow matching-edges {uv,1, wv,1},
{uv,1, wv′,2} for v′ ∈ N(v), {uv,1, wv,2} and {uv,2, wv,2}. Each uv,1 prefers wv,2 to every wv′,2,
v′ ∈ N(v), and every wv′,2 to wv,1. The preferences between the different neighbors can be
chosen arbitrarily. Each wv,2 prefers uv,1 to every uv′,1, v
′ ∈ N(v), and every uv′,1 to uv,2.
Again, the neighbors can be ordered arbitrarily. The vertices wv,1 and uv,2 have only one
possible matching partner anyway.
We claim that G has a maximum independent set of size k if and only if G′ has a locally
stable matching of size n+ k.
Let V˜ be a maximum independent set in G. Then M = {{uv,1, wv,2} | v ∈ V \ V˜ } ∪
{{uv,1, wv,1}, {uv,2, wv,2} | v ∈ V˜ } is a locally stable matching in N . The edges {uv,1, wv,2}
are always stable. For the other vertices the independent set property tells us that, for v ∈ V˜ ,
all vertices v′ ∈ N(V˜ ) generate stable edges {uv′,1, wv′,2} that keep uv,1 from switching to
wv′,2. Thus, {uv,1, wv,1} is stable, and wv,2 cannot see uv,1 which stabilizes {uv,2, wv,2}.
Now let M be a maximum locally stable matching for N . Further, we choose M such that
every uv,1 is matched, which is possible as replacing a matching partner of wv,2 by (the
unmatched) uv,1 will not generate instabilities or lower the size of M . We note that no uv,1
is matched to some wv′,2 with v 6= v′ as from there uv,1 and wv,2 can see each other and thus
form a blocking pair. Then, for V˜ = {v | uv,2 ∈M}, |V˜ | = |M | − n and V˜ is an independent
set, as every uv,2 can only be matched to its vertex wv,2, which means that uv,1 must be
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matched to wv,1. But this edge is only stable if every wv′,2, v
′ ∈ N(v) is blocked by uv′,1.
Hence, for every v ∈ V˜ N(v) ∩ V˜ = ∅.
Corollary 3.1 Finding a maximum cardinality locally stable matching is NP-complete. Under
the unique games conjuncture the problem cannot be approximated within 1.5 − ε, for any
constant ε.
Proof. We will use the relation between the maximum independent set and the maximum
locally stable matching, we showed in Theorem 3.7, and the result of [AKS09] stating that
independent set is unique games-hard to approximate within a factor of O
(
d
log2(d)
)
for inde-
pendent sets of size k =
(
1
2 −Θ
(
log(log(d))
log(d)
))
n, where d is an upper bound on the degree.
Setting d = n as an upper bound, maximum locally stable matching is unique games-hard to
approximate within
n−
(
1
2 −Θ
(
log(log(n))
log(n)
))
n
n−
(
1
2 −Θ
(
log(log(n))
log(n)
))
n ·O
(
log(n)
n
) ≤ 1.5− .
We have seen in Section 3.2 that job-market games are actually a quite well behaved class
of locally stable games as we can not only guarantee reachability of a stable state [AV09]
(which is not a given for locally stable matching in general) but also find a short path to
a stable state fast. This shows that even under quite strong restrictions the hardness of
approximation holds.
3.3.3 Considerate Stable Matching
The same proof as for locally stable matching also works for considerate stable matching. We
only have to adjust the social network.
Theorem 3.8 For every graph G there is a bipartite graph G′ with general preferences among
players and social network L such that (G′, L) admits a maximum considerate matching of
size |V [G] |+ k if and only if G holds a maximum independent set of size k. The used social
network is limited to links within one partition.
Proof. Given a graph G = (V,E), |V | = n, we have G′ = (U ′∪˙W ′, E′) where U ′ = {uv,1, uv,2 |
v ∈ V }, W ′ = {wv,1, wv,2 | v ∈ V } and E′ = {{uv,1, wv,1}, {uv,1, wv,2}, {uv,2, wv,2} | v ∈
V } ∪ {{uv,1, wv′,2} | {v, v′} ∈ E}. Further we have L = {{wv,1, wv,2} | v ∈ V }. Each uv,1
prefers wv,2 to every wv′,2, v
′ ∈ NG(v), and every wv′,2 to wv,1. The preferences between the
different neighbors can be chosen arbitrarity. Each wv,2 prefers uv,1 to every uv′,1, v
′ ∈ NG(v),
and every uv′,1 to uv,2. Again, the neighbors can be ordered arbitrarily. The vertices wv,1
and uv,2 have only one possible matching partner anyway. We claim that G has a maximum
independent set of size k iff N has a considerate matching of size n+ k.
Let V˜ be a maximum independent set in G. Then M = {{uv,1, wv,2} | v ∈ V \ V˜ } ∪
{{uv,1, wv,1}, {uv,2, wv,2} | v ∈ V˜ } is a considerate stable matching as the edges {uv,1, wv,2}
are always stable. For the other vertices the independent set property tells us that for v ∈ V˜
all vertices v′ ∈ N(V˜ ) generate stable edges {uv′,1, wv′,2} that keep uv,1 from switching to
3.3. Maximum Cardinality Matchings 55
wv′,2. Thus {uv,1, wv,1} is stable as wv,2 is friends with wv,1 and hence not willing to match
with uv,1. Finally, {uv,2, wv,2} is stable as all alternatives for wv,2 are blocked by friendship
(uv,1) or better partners (uv′,1 for v
′ ∈ N(v)).
Now let M be a maximum considerate stable matching for G′. Further, we choose M
such that every uv,1 is matched, which is possible as replacing a matching partner of wv,2 by
(the unmatched) uv,1 will not generate instabilities or lower the size of M . We note that no
uv,1 is matched to some wv′,2 with v 6= v′ as then uv,1 and wv,2 form a considerate blocking
pair. Then for V˜ = {v | uv,2 ∈M} |V˜ | = |M | − n and V˜ is an independent set, as every uv,2
can only be matched to its vertex wv,2, which means that uv,1 must be matched to wv,1. But
this edge is only stable if every wv′,2, v
′ ∈ N(v), is blocked by uv′,1. Hence, for every v ∈ V˜
N(v) ∩ V˜ = ∅.
Using the same arguments as in Corollary 3.1 we get:
Corollary 3.2 Finding a maximum cardinality considerate matching is NP-complete. Under
the unique games conjuncture the problem cannot be approximated within 1.5 − ε, for any
constant ε.
3.3.4 Friendship Stable Matching
For friendship stable matching it is possible to give the same proof again with slightly adjusted
arguments. However, we can also use the observation about the relation between considerate
and friendship matching made in Theorem 3.1. By Theorem 3.1 we know that we can map
bipartite considerate matching games into matching games with friendship if L ∩ E = ∅. As
the considerate matching game of Theorem 3.8 only needs links within one partition, we thus
can use the mapping to get the same results for matching games with friendship.
Corollary 3.3 Finding a maximum cardinality friendship matching is NP-complete. Under
the unique games conjuncture the problem cannot be approximated within 1.5 − ε, for any
constant ε.
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Chapter 4
Additional Results for Locally
Stable Matching
Among our settings of matching with local constraints locally stable matching plays a special
role, as it is the only setting where visibility of matching partners changes depending on
the current state. In consequence, blocking pair dynamics result in a special kind of graph
exploration. While socially stable matching also uses limited visibility, the possible deviations
are fixed from the beginning through the social links. New matching partners cannot be
discovered. On the other hand, if we want to form {u, v} for some locally stable matching,
it can be necessary for agent u to match a line of intermediate partners v1, . . . , vk until the
target partner v becomes visible. However, if u is matched to vi and then dropped, because
vi finds a better partner, u has to start over again. This is due to the special nature of the
exploration established by the resolution of local blocking pairs. Once the distance in L∪M
becomes to large agents ’forget’ about former partners. Thus, u can neither rematch directly
with vi, once vi is single again, nor just match vi−1 – the last partner he left before getting
dropped himself. Those specific properties prompt us to analyze locally stable matching in
more detail.
We will first broaden the results from Theorem 2.3 regarding reachability of a given
matching. In Theorem 2.3 we asked for reachability from a given initial to a given final
matching. In Section 4.1 we will weaken these conditions to work even when the initial
matching is empty, that is, there are no ’unwanted’ edges which have to be deleted before
reaching the final matching. Then every edge can be produced by generating it at some
pair {u, v} with distance ≤ 2 in L and then moving it through the graph using only the
additional visibility provided by this edge. Further, we show that even the much simpler
case of job-market games, where one partition of the bipartite matching graph has no social
links at all, reachability from a given initial to a given final matching is NP-hard to decide.
Additionally, we use similar proof techniques to prove that for general preferences reachability
of an arbitrary stable state is NP-hard to decide even in the bipartite case and if the initial
state is the empty matching. In particular, there are instances and initial states such that
for bipartite matching no locally stable state can be reached. This property of locally stable
bipartite matching is in stark contrast to bipartite matching in the unrestricted case, but
also to socially stable bipartite matching(see Theorem 3.2), where a stable state is always
guaranteed to be reachable in a polynomial number of steps. Even more interestingly, we can
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give an bipartite instance and initial state where although a stable state is reachable every
sequence leading to a stable state takes an exponential number of local improvement steps.
This is in opposition to locally stable matching with correlated preferences where short paths
to stability always exist (see Theorem 2.1 in combination with Corollary 2.2). Additionally,
in Section 4.3 we will also consider the non-bipartite setting. It is known for unrestricted
matching that while bipartite matchings alway provide a stable state the same is not true
for non-bipartite graphs (see, for example, the 3-clique with cyclic preferences). However,
deciding whether a stable state exists can be done in polynomial time [Irv85]. For locally
stable matching we will prove this question to be NP-hard.
We begin by introducing two distinct and very helpful constructions, which will be of
repeated use in the following proofs. Both gadgets will be embedded into larger graphs later
on, but due to their crucial nature within the constructions and repeated application, we will
look at them separately and discuss their underlying idea in advance. The first one is our
circling gadget which shows that, although existence of locally stable matchings is guaranteed
for the bipartite case, there exist states for which they might not be reachable. The second
one is used to reduce 3Sat to finding a sequence of local improvement steps which traverse
the gadget in a special order.
The Circling Gadget The player set V consists of the classes U = {A,B,C,D, b1, b2, b3, b4}
and W = {1, 2, 3, 4}. The social links are L = {{{A, b1}, {B, b2}, {C, b3}, {D, b4}, {b1, 1},
{b2, 2}, {b3, 3}, {b4, 4}, {A,B}, {B,C}, {C,D}, {D,A}} (see picture below). Potential match-
ing edges are given by E = {{u, v} | u = 1, . . . , 4, v = A, . . . ,D}. The preference-lists are
given by:
v preferences
1 C  B  A  D
2 D  C  B  A
3 A  D  C  B
4 B  A  D  C
A 4  1  3  2
B 1  2  4  3
C 2  3  1  4
D 3  4  2  1
1
2 3
4
A
B C
D
b1
b2 b3
b4
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Dynamics: The cyclic dynamics of this gadget are based on the problem that, if an
agent in W loses his edge, he has to start over with the agent he sees via the b-vertices. The
preferences are designed such that the agents of W try to generate a matching edge with the
agent they see via the b-vertices and then move it clockwise two times within the gadget.
However, it is not possible for all four agents to execute these steps synchronized. Whenever
all four agents are matched and one resolves a local blocking pair, this results in another
agent becoming single. This agent then will start over and cause some other agent to become
single.
More formally, the gadget has two locally stable matchings, namely {{1, B}, {2, C},
{3, D}, {4, A}} and {{1, C}, {2, D}, {3, A}, {4, B}}. However, from every state in which
one vertex of W is unmatched, every possible sequence of local improvement steps leads to
some state where some vertex of W is unmatched again. Because of symmetry, w.l.o.g. we
can assume that 1 is unmatched. If A is not matched to 4, 1 can match to A and from there
to B which means, when {B, 1} is created, some other vertex of {1, . . . , 4} is unmatched. If A
is matched to 4 and B is not matched to 2, 4 can switch to B which frees A for 1. Otherwise,
2 can move to C (as it is C’s favorite partner) and then 4 can switch to B. Hence, every
sequence of moves yields a state in which another vertex of {1, .., 4} is unmatched. Then this
vertex takes the role of 1 and we can repeat the argument. In turn, it is simple to verify that
when player 1 is matched to some more preferred partner outside of the gadget, the remaining
players can always stabilize easily through local improvement steps.
Later on we will use this gadget if we need to force a certain vertex to be matched in a
locally stable matching. For this we will identify the forced vertex with agent 1 of our gadget
and declare all allowed outside connections preferable to the gadget vertices. Then, if the
vertex is matched to some vertex outside the gadget, the gadget cannot circle anymore while
otherwise it will not stabilize.
The 3Sat Gadget We will use this gadget in different proofs of NP-hardness to implement
the reduction from 3Sat. If the given 3Sat-formula contains k variables x1, . . . , xk and l
clauses C1, . . . , Cl, where clause Cj holds the literals l1j , l2j and l3j , our gadget consists of a
vertex uxi in U and xi, xi and vxi in W for every variable xi, as well as vertices uCj in U and
vCj in W for every clause Cj . Further we have a vertex a in W which later will be replaced
by other structures depending on which problem we want to reduce 3Sat to. For the social
links we have
L = {{a, xi}, {a, xi}, {xi, vx1}, {xi, vx1} | i = 1, . . . , k} ∪ {{vxi , vxi+1} | i = 1, . . . , k − 1}
∪{{vxk , vC1}} ∪ {{xCj , xCj+1} | j = 1, . . . , l − 1} .
A sketch of the gadget is shown below.
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x1
x1
xk
xk
a vx1 vx2 vxk vC1 vC2 vCl
ux1 ux2 uxk uC1 uC2 uCl
. . . . . ....
. . . . . .
The potential matching edges are given by
E = {{uxi , a}, {uxi , xi}, {uxi , xi} | i = 1, . . . , k}
∪ {{uCj , a}, {uCj , l1j}, {uCj , l2j}, {uCj , l3j} | j = 1, . . . , l}
∪ {{uxi , vxi′} | i = 1, . . . , k, i′ = 1, . . . , i}
∪ {{uCj , vxi}, {uCj , vCj′} | i = 1..k, j = 1, . . . , l, j′ = 1, . . . , j} .
When constructing the full graph for the different proofs, we will either ask for or otherwise
ensure that in the final state all the edges {us, vs} for s ∈ {x1, . . . , xk} ∪ {C1, . . . , Cl} have to
be present. As we will use the gadget for correlated settings as well as for settings with strict
ordered preferences, we will not give any preference at this point. In any case, the preferences
will be designed such that each u-vertex will try to move his matching edge along the path
from left to right up to the v-vertex with the same index.
Dynamics: The simplistic idea of this gadget is to have edges arrive at a (from outside
the gadget) in an order which is inverse to the order we need the edges to leave the branching.
Then the edges arriving early have to somehow be ’parked’ in the branching without blocking
the way for edges coming later. When we let the edges belonging to variable-vertices enter
the gadget first, we have to place each variable-edge at either its positive or its negated
assignment. If then all edges belonging to some clause can pass the branching (along one of
its literals) and reach their final position, the formula is satisfiable.
In more detail, consider a u-vertex with a matching edge to a. The preferences and
local improvements are such that u iteratively prefers to move the edge from a through the
branching and then along the path up to its associated v-vertex. However, we will make
sure by suitable constructions that in each case a is reached by edges belonging to variable
u-vertices before the edges belonging to clause u-vertices. On the other hand, the v-vertices
for the clauses lie further down along the path. To reach a matching in which every u-vertex
is matched to the corresponding v-vertex, the clause-edges have to overtake the variable-
edges at some point. This is only possible within the branching. By the allowed matching
edges (or, more generally, suitable preferences) we ensure that for each variable u-vertex,
an improvement is given only if the edge is moved from a to one of the two corresponding
variable vertices within the branching. For each clause u-vertex, an improvement is given
only if the edge is moved from a to vertices corresponding to literals appearing in the clause.
Thus, if the 3Sat formula is satisfiable, each edge to a variable u-vertex can be parked in the
branching at the inverse of its value in the satisfying assignment. As in every clause at least
one literal is satisfied, this leaves a free path through the branching for every clause to bypass
the variables. On the other hand, if the edges to variable u-vertices can be parked within
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the branching such that all clause-edges can bypass them, then assigning to each variable the
value left open by its edge provides a satisfying assignment.
4.1 Reachability in Bipartite Graphs
We have seen in Chapter 2 that for correlated preferences for every initial matching there is
always a polynomial sequence to a locally stable matching, which can be computed efficiently.
Additionally to every reachable state there exists a sequence of polynomial length. However,
deciding whether a given final state is reachable from a given initial state turns out to be
NP-hard. Here we will further analyze reachability problems in locally stable settings. As a
first result we prove that NP-hardness still holds for the simpler case of an empty initial state.
Theorem 4.1 It is NP-hard to decide whether a given locally stable matching is reachable
via local improvement steps from the initial matching M = ∅ in a correlated bipartite graph.
Proof. We use a reduction from 3Sat based on the gadget introduced above. Given a 3Sat
formula with k variables x1, . . . , xk and l clauses C1, . . . , Cl, where clause Cj contains the
literals l1j , l2j and l3j , we amend the 3Sat gadget by vertices bh, h = 1, . . . , l + k − 1, in U
and a vertex a1 in W . Further we add social links {a, a1}, {a1, uC1}, {uCj , bj} for j = 1, . . . , l,
{bj , uCj+1} for j = 1, . . . , l − 1, {bl, ux1}, {uxi , bl+i} for i = 1, . . . , k − 1 and {bl+i, uxi+1} for
i = 1, . . . , k − 1. The set E is extended by {bh, a}, h = 1, . . . , l + k − 1.
A sketch of the social links is given below. The b-vertices are not labeled as they only act
as buffers to ensure that edges cannot be passed from one u-vertex to another unless they are
still attached to a.
x1
x1
xk
xk
a
a1
vx1 vx2 vxk vC1 vC2 vCl
uC1 uC2 uCl ux1 ux2 uxk
. . . . . ....
. . .. . .
The benefits are given as follows.
u ∈ U w ∈W edge weight b({u,w})
uCj a j j = 1, . . . , l
uxi a i+ l i = 1, . . . , k
bh a h+
1
2 h = 1, . . . , k + l − 1
uCj l1j/l2j/l3j k + l + 1 j = 1, . . . , l
uxi xi/xi k + l + 1 i = 1, . . . , k
uCj vxi k + l + 1 + i i = 1, . . . , k, j = 1, . . . , l
uxi vxi′ k + l + 1 + i
′ i = 1, . . . , k, i′ = 1, . . . , i
uCj vCj′ 2k + l + 1 + j
′ j = 1, . . . , l, j′ = 1, . . . , j
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For the final matching we choose M∗ = {{us, vs} | s ∈ {x1, .., xk} ∪ {C1, .., Cl}}.
We need to make sure that the edges reach a in the right order, then we can use the
dynamics of the gadget as explained above. First, note that additional matching edges can
only be introduced at {uC1 , a}. Furthermore, once a vertex uy, y ∈ {x1, .., xk} ∪ {C1, .., Cl},
is matched to a vertex other than a, it blocks the introduction of any edge for a vertex lying
behind uy on the path from uC1 to uxk . Also, the vertices bh prevent that an edge is moved
on from one u-vertex to another after it has left a. Thus, at the time when an edge to a
clause u-vertex is created which still exists in the final matching (but is connected to some
vCj then), the edges for all variable u-vertices must have been created already.
First assume that the 3Sat formula is satisfiable. Then we first create a matching edge
at {uC1 , a}, move it over the u-and b-vertices to uxk , and then move it into the branching to
the vertex xk or x¯k which negates the value of xk in the satisfying assignment. Similarly, one
after the other (in descending order), we create a matching edge at a for each of the variable
u-vertices and move it into the branching to the variable vertex which negates its value in
the satisfying assignment. As every clause is fulfilled, at least one of the three vertices, which
yield an improvement over a for the clause u-vertex, is not blocked by a matching edge to a
variable u-vertex. Then, the edges to clause u-vertices can bypass the existing edges (again,
one after the other in descending order) and reach their positions in M∗. After that, the
variable-edges can leave the branching and move to their final position in the same order as
before.
Now assume that we can reach M∗ from ∅. We note that the edges to clause u-vertices
have to overtake the edges to variable u-vertices somewhere on the way to reach their final
position. The only place to do so is in the branching leading over the xi and xi. Thus all
variable-edges have to wait at some xi or xi until the clause-edges have passed. But from
a vertex uxi is only willing to switch to xi or xi. Thus, every vertex blocks out a different
variable (either in its true or in its false value). Similarly, a vertex uCj will only move further
from a if it can reach one of its literals. Hence, if all clauses can bypass the variables, then
for every clause there was one of its literals left open for passage. If we set each variable to
the value that yields the passage for clause-edges in the branching, we obtain a satisfying
assignment.
The additional social network used for the proof of Theorem 4.1 connects the vertices of U
with each other as well as with the 3Sat gadget. The question arises whether in the simpler
case of job-market games, where agents are divided into workers and factories, and factories
have no social network at all, we can get more positive results. Obviously, when choosing the
empty matching as initial state no local improvement steps are possible as the factories have
no chance to get to know about anybody in the network. Additionally, once some factory u
looses his matching edge the same holds. From then on, u will not be involved in any local
blocking pairs anymore. In particular, every factory-agent that should be matched in the final
matching has to be constantly matched during the dynamics. However, deciding whether a
particular final matching is reachable remains NP-hard.
Theorem 4.2 It is NP-hard to decide whether a given locally stable matching is reachable
via local improvement steps in a correlated job-market game.
Proof. We modify the proof of Theorem 4.1. We discard the vertices a1 and all bh as well as
all incident links and matching-edges. This leaves every us, s ∈ {x1, .., xk, C1, .., Cl}, isolated
with respect to social links. Next, we introduce new vertices as for s ∈ {x1, .., xk, C1, .., Cl} to
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W and links {a, axk}, {axi , axi−1} for i = 2, . . . , k, {ax1 , aCl} and {aCj , aCj−1} for j = 2, . . . , l.
As additional potential matching edges we have {{us, as′} | s, s′ ∈ {x1, . . . , xk, C1, . . . , Cl}}.
The benefits are given by:
u ∈ U w ∈W edge weight b({u,w})
us aCj j j = 1, . . . , l, s ∈ {x1, . . . , xk, C1, . . . , Cl}
us axi l + i i = 1, . . . , k, s ∈ {x1, . . . , xk, C1, . . . , Cl}
us a l + k + 1 s ∈ {x1, . . . , xk, C1, . . . , Cl}
uCj l1j/l2j/l3j k + l + 2 i = 1, . . . , k
uxi xi/xi k + l + 2 i = 1, . . . , k
uCj vxi k + l + 2 + i i = 1, . . . , k
uxi vxi′ k + l + 2 + i
′ i = 1, . . . , k, i′ = 1, . . . , i
uCj vCj′ 2k + l + 2 + j
′ j = 1, . . . , l, j′ = 1, . . . , j
Now if we start from M = {{uy, ay} | y ∈ {x1, . . . , xk, C1, . . . , Cl}} the clause-edges have to
overtake the variable-edges in the same manner as in Theorem 4.1 to reach M∗ = {{uy, vy} |
y ∈ {x1, . . . , xk, C1, . . . , Cl}}. Thus our argumentation from above can be used to prove the
result. The graph including social links as well as the initial matching looks as follows.
x1
x1
xk
xk
a vx1 vx2 vxk vC1 vC2 vCl
uC1 uC2 uCl ux1 ux2 uxk
aC1 aC2 aCl ax1 ax2 axk . . . . . ....
. . .. . .
. . .. . .
Note that in Theorem 4.1 as well as in Theorem 4.2 it is not difficult to reach an arbitrary
locally stable matching by letting some edges getting stuck at some earlier point along the
path. The hardness results solely from the desire to reach one particular final matching. In
contrast, if we discard correlated preferences, even deciding reachability of an arbitrary locally
stable matching becomes NP-hard.
Theorem 4.3 It is NP-hard to decide whether an arbitrary locally stable matching is reachable
in a bipartite graph. This even holds for initial state M = ∅ and strict preferences.
Proof. Again we will reduce 3Sat to our problem. We use the same structure as in the proof
of Theorem 4.1 and now make use of circling gadgets. For every variable and every clause we
use one circling gadget and identify their v-vertex with the 1-vertex of the circling gadget.
The preferences in the main structure are set as follows:
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v preferences
uxi vxi  gxi−1  . . .  vx1  xi  xi  a i = 1, . . . , k
uCj vCj  . . .  vC1  vxk  . . .  vx1  l1j  l2j  l3j  a j = 1, . . . , l
a uxk  uxk−1  . . .  ux1  uCl  uCl−1  . . .  uC1
vxi uCl  . . .  uCj+1  uCj  1xi  CCj  BCj  ACj  DCj j = 1, . . . , l
xi/xi uxi  uC1  uC2  . . .  uCl i = 1, . . . , k
We only have to reason why we are forced to generate all edges {us, vs} with s ∈ {x1, . . . , xk,
C1, . . . , Cl} for every reachable locally stable matching. Then we can use the argumentation
of Theorem 4.1 to show the correctness of our reduction. Assume there exists a reachable
locally stable matching with some vs not matched to any of the u-vertices. For this s the
circling gadget will not stabilize. Now, of all us, vCl can only be matched to uCl , which
leaves only uCl−1 for vCl−1 . Inductively repeating this argument results in all the edges
{{us, vs} | s ∈ {x1, . . . , xk, C1, . . . , Cl}} being necessary for every reachable locally stable
matching.
4.2 Length of Paths to Stability
We have seen in the preceding section in Theorem 4.1 and Theorem 4.2 that deciding reacha-
bility of a given matching is NP-hard even if preferences are correlated. At the same time we
also know that both problems are in NP as by Theorem 2.2 in combination with Corollary 2.2
we can give a polynomial certificate in form of a polynomial sequence of improvement steps
from the initial matching to the final one, whenever it is reachable. In contrast, we will now
give a local bipartite matching game with general (strict) preferences where a locally stable
matching is reachable but we need an exponential number of local improvement steps before
reaching any locally stable matching. This indicates that deciding reachability of a locally
stable state in bipartite graphs might even be outside NP for general preferences.
The proof highly exploits the fact that a deleted edge cannot easily be retrieved even if
both parties become single again. In consequence, we have to move around edges a lot to get
them out of the way and keep them ’alive’ while other edges pass by.
Theorem 4.4 There is a bipartite local matching game with general preferences such that
a locally stable matching can be reached by a sequence of local improvement steps from the
initial matching M = ∅, but every such sequence has length 2Ω(|V |).
Proof. We will construct a network consisting of k = Ω(|V |) entangled gadgets 1, . . . , k of
constant size. The intuition of our construction is as follows. We first ensure that in every
gadget exactly two edges are created and then can rotate inside this gadget. We force the
dynamics to move edges through the network to specific positions which have to be occupied
in every reachable stable matching. The idea of our construction is that edges need to pass
through other gadgets. In particular, for an edge which enters a gadget from outside and
wants to pass through, both edges inside the gadget have to move out of the way. Additional
outside-edges can only pass a gadget one by one and hence cannot take advantage of an inside-
edge moved out of the way for some previous outside-edge. Now, by the way the gadgets are
intertwined, to get out of the way, an edge of gadget i has to pass through gadget i+1. Thus,
an edge which has to bypass gadget 1 forces both edges of this gadget to move, resulting in
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each of them forcing both edges of gadget 2 to move and so on. Finally, edges in gadget k
are forced to be moved 2k times.
We now describe our construction more formally. We will build the network from a num-
ber of gadgets that have different functions. For clarity we list and analyze them separately
as far as possible.
Generation and activation gadget:
Vertices:
A0, Distribute0, End0
Links:
{{A0, Ci}, {Distribute0, Di} | i = 1, .., k}, {F1, End0}
Matching edges:
{{A0, Di} | i = 1, . . . , k}, {A0, 11}, {A0, E1}, {A0, 21}, {A0, F1}, {A0, End0}
Preference lists:
v preferences
A0
End0  F1  21  E1
 11  D1  D2  . . .  Dk
Distribute0 −
End0 A0
Rotating gadget i = 1:
Vertices:
Ai, Bi, Ci, Di, Ei, Fi, 1i, 2i, End1i, End2i
Links:
{Ai, Bi}, {Di, Ei}, {Ei, Fi}, {Fi, Di}, {Di, 1i}, {1i, Ei},
{Ei, 2i}, {2i, Fi}, {Ai, End1i}, {Ci, End2i}
Matching-edges:
{Ai, Ei}, {Ai, Fi}, {Bi, Di}, {Bi, Ei}, {Ci, Fi}, {Ci, Di}, {Fi, End1i}, {Di, End2i}
Preference lists:
v preferences
Ai Fi  Ei
Bi Ei  Di
Ci Di  Fi
Di End2i  Bi  Fi+1  2i+1  Ei+1  1i+1  Di+1  Ci  A0
Ei Ai  Bi  A0
Fi End1i  Ci  Fi+1  2i+1  Ei+1  1i+1  Di+1  Ai  A0
1i A0
2i A0
End1i Fi
End2i Di
Rotating gadget i = 2, . . . , k − 1:
Vertices:
Ai, Bi, Ci, Di, Ei, Fi, 1i, 2i, End1i, End2i
Links:
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{Ai, Bi}, {Di, Ei}, {Ei, Fi}, {Fi, Di}, {Di, 1i}, {1i, Ei}, {Ei, 2i}, {2i, Fi}, {Ai, End1i},
{Ci, End2i}, {Di, Ai−1}, {Di, Ci−1}, {Fi, Bi−1}, {Fi, Ci−1}
Matching-edges:
{Ai, Ei}, {Ai, Fi}, {Bi, Di}, {Bi, Ei}, {Ci, Fi}, {Ci, Di}, {Fi, End1i}, {Di, End2i}, {Di, Di−1},
{1i, Di−1}, {Ei, Di−1}, {2i, Di−1}, {Fi, Di−1}, {Di, Fi−1}, {1i, Fi−1}, {Ei, Fi−1}, {2i, Fi−1},
{Fi, Fi−1}
Preference lists:
v preferences
Ai Fi  Ei
Bi Ei  Di
Ci Di  Fi
Di
End2i  Bi  Fi+1  2i+1  Ei+1  1i+1
 Di+1  Ci  Di−1  Fi−1  A0
Ei Ai  Bi  Di−1  Fi−1
Fi
End1i  Ci  Fi+1  2i+1  Ei+1
 1i+1  Di+1  Ai  Di−1  Fi−1
1i Di−1  Fi−1
2i Di−1  Fi−1
End1i Fi
End2i Di
Rotating gadget i = k: Vertices:
Ai, Bi, Ci, Di, Ei, Fi, 1i, 2i, End1i, End2i
Links:
{Ai, Bi}, {Ai, Ci}, {Bi, Ci}, {Di, Ei}, {Ei, Fi}, {Fi, Di}, {Di, 1i}, {1i, Ei}, {Ei, 2i}, {2i, Fi},
{Ai, End1i}, {Ci, End2i}, {Di, Ai−1}, {Di, Ci−1}, {Fi, Bi−1}, {Fi, Ci−1}
Matching-edges:
{Ai, Ei}, {Ai, Fi}, {Bi, Di}, {Bi, Ei}, {Ci, Fi}, {Ci, Di}, {Fi, End1i}, {Di, End2i}, {Di, Di−1},
{1i, Di−1}, {Ei, Di−1}, {2i, Di−1}, {Fi, Di−1}, {Di, Fi−1}, {1i, Fi−1}, {Ei, Fi−1}, {2i, Fi−1},
{Fi, Fi−1}
v preferences
Ai Fi  Ei
Bi Ei  Di
Ci Di  Fi
Di End2i  Bi  Ci  Di−1  Fi−1  A0
Ei Ai  Bi  Di−1  Fi−1
Fi End1i  Ci  Ai  Di−1  Fi−1
1i Di−1  Fi−1
2i Di−1  Fi−1
End1i Fi
End2i Di
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The bipartite partition of the vertex set is as follows:
U = {A0} ∪ {Ai, Bi, Ci, End1i, End2i | i odd} ∪ {Di, 1i, Ei, 2i, Fi | i even} ,
W = {Distribute0, End0} ∪ {Ai, Bi, Ci, End1i, End2i | i even} ∪ {Di, 1i, Ei, 2i, Fi | i odd}.
Further, every End-vertex is the 1-vertex of a circling gadget and ranks the vertices inside
the circling gadget lowest.
The only way to reach a locally stable matching is to block each of the circling gadgets via
an edge between the End-vertex and the vertex in its associated rotating gadget respectively
in the activation gadget. Hence, a reachable stable matching holds at least two edges in every
rotating gadget as well as the edge {A0, End0}.
Now, the only way to generate matching edges for the rotating gadget i is at {A0, Di}.
This has to be done before the edge ending at {A0, End0} is created and sent on its way, as it
blocks the vertex A0 throughout its entire journey through the network. We term this edge the
activation edge, and we observe that none of the edges needed for the final matching should
be deleted once the activation edge is created, because it cannot be re-created. Furthermore,
every rotating gadget can hold at most two edges without being blocked, as every edge uses
one of the vertices Di, Ei, Fi and one of these players has to be unmatched to allow for
movement. Movement within gadgets is necessary, as the activation edge moves along the
first rotating gadget, forcing its edges to move out of the way, which again results in the edges
of the second gadget having to move, and so on. Thus, every rotating gadget holds exactly
2 edges in the final matching, namely {Fi, End1i} and {Di, End2i}. Edges that got deleted
by another edge passing do not contribute to the result in any way, so a shortest sequence
will only generate the two edges for every rotating gadget, and afterwards the edge for the
activation gadget as well as the edges for the circling gadgets and no more.
Once every rotating gadget is filled with two edges, the following invariant holds: Let e1
be the first edge of gadget i according to the order Fi ∈ e < Ei ∈ e < Di ∈ e and let e2 be the
second one. To allow an edge to pass along the gadget, the vertices Di, Ei, Fi have to become
unmatched in this order. That is, at first e1 is incident to Fi and e2 to Ei, then e1 to Di and
e2 to Fi and finally e1 to Ei and e2 to Di. Thus, e1 needs to move from {Ci, Di} to {Bi, Di}
and e2 from {Ai, Fi} to {Ci, Fi}. Both ways bypass gadget i + 1 (if i < k). This results in
the activation edge forcing both edges of rotating gadget 1 to bypass gadget 2, which again
results in the edges of 2 both moving along gadget 3 two times and so on, until in gadget k
the edges need Ω(2k) steps to (repeatedly) get out of the way.
4.3 Existence in Non-Bipartite Graphs
In the first two sections of this chapter we have focused on bipartite matching games. The
advantage of E being bipartite is the guaranteed existence of a stable matching regardless of
the choice of preferences. Thus, there also exists a locally stable one (although the circling
gadget proves that it might not be reachable via local improvement steps). Contrariwise, in
the general case there are sets of potential matching edges and preference lists such that no
stable matching exists. The same obviously holds for locally stable matchings, as we can just
link all players and use the same examples. But, unlike for stable matching, the existence of
a locally stable matching cannot be decided in polynomial time.
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Theorem 4.5 It is NP-hard to decide whether for a network game with general preferences
a locally stable matching exists.
Proof. We use reduction from 3Sat but this time our construction will not work with the
3Sat gadget, as for existence we cannot use the improvement step dynamics which forced the
edges along certain branches of the gadget and thus gave information about the satisfiability
of our formula. Instead we will use a circling structure for each clause which has to be blocked
by edges representing the variable-assignment. The reason why we use two copies of the same
graph is to ensure we know to whom the vertices, we do not need for the relevant part of the
matching, are matched (namely their copy).
Given a 3Sat formula with k variables x1, .., xk and l clauses C1, .., Cl, where clause Cj holds
the literals l1Cj , l2Cj and l3Cj , we will build two identical graphs and then connect every
vertex with its copy. For every variable xi we have vertices xi, xi, 1xi , 2xi , 3xi , 4xi , 5xi as well
as vertices x′i, x
′
i, 1
′
xi , 2
′
xi , 3
′
xi , 4
′
xi , 5
′
xi for the copy, and for every clause Cj we have vertices
ACj , BCj , CCj , 1Cj , 2Cj , 3Cj and A
′
Cj
, B′Cj , C
′
Cj
, 1′Cj , 2
′
Cj
, 3′Cj . Furthermore, we have social
links
L = {{xi, 1xi}, {1xi , 2xi}, {2xi , 3xi}, {3xi , 4xi}, {4xi , 5xi}, {5xi , xi} | i = 1, .., k}
∪ {{ACj , 1Cj}, {1Cj , l1Cj}, {l1Cj , BCj}, {BCj , 2Cj}, {2Cj , l2Cj}, {l2Cj , CCj},
{CCj , 3Cj}, {3Cj , l3Cj}, {l3Cj , ACj} | j = 1, .., l}
in the first graph G, the same links in the copy G′ and {{v, v′} | v ∈ V [G]} to connect
them. We allow every two vertices to match and have the following preference lists (We only
give the preferences for G. The preferences for G′ are analogues.):
v preferences
xi
3xi  AC1  BC1  CC1  AC2  BC2 i = 1, .., k CC2  ..  ACl  BCl  CCl  x′i  ...
xi
3xi  AC1  BC1  CC1  AC2  BC2  i = 1, .., k
CC2  ..  ACl  BCl  CCl  x′i  ...
1xi 3xi  1′xi  ... i = 1, .., k
2xi 3xi  2′xi  ... i = 1, .., k
3xi xi  xi  1xi  5xi  2xi  4xi  3′xi  ... i = 1, .., k
4xi 3xi  4′xi  ... i = 1, .., k
5xi 3xi  5′xi  ... i = 1, .., k
ACj CCj  BCj  l1Cj  1Cj  A′Cj  ... l1Cj 1. literal in Cj , j = 1, .., l
BCj ACj  CCj  l2Cj  2Cj  B′Cj  ... l2Cj 2. literal in Cj , j = 1, .., l
CCj BCj  ACj  l3Cj  3Cj  C ′Cj  ... l3Cj 3. literal in Cj , j = 1, .., l
1Cj ACj  1′Cj  ... j = 1, .., l
2Cj BCj  2′Cj  ... j = 1, .., l
3Cj CCj  3′Cj  ... j = 1, .., l
Assume that the formula is satisfiable. We will give the matching edges within G. The same
vertices are matched in G′ (and edges are stable for the same reasons due to the symmetric
preference lists). All vertices which remain unmatched that way are matched to their copy.
At first for every variable xi we generate {xi, 3xi} if xi is true in the satisfying assignment,
and {xi, 3xi} otherwise. As the assignment is satisfying, now every clause-gadget has at least
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one of its literals matched. In case all three literals are matched, we generate the edges
{ACj , 1Cj}, {BCj , 2Cj} and {CCj , 3Cj}. If l1Cj and l2Cj are matched or just l2Cj is matched,
we match ACj to CCj and BCj to 2Cj . The other cases of only one or two literals being
matched are symmetric to this one. Now the remaining vertices are matched to their copies.
We claim that this way we have generated a locally stable matching.
At first we note that through the assignment-edge xi respectively xi is matched to his favorite
partner, and that in the case of 3xi being matched to xi, there is no chance for 3xi to learn
about xi. Hence all those edges are stable. Now, for clauses having all three literals satisfied,
1Cj , 2Cj and 3Cj are matched to their favorite partner. For ACj , BCj and CCj the only vertex
which brings an improvement and is accessible, is already matched and not willing to switch.
Thus, again these edges are stable. Now, for the case of l1Cj and l2Cj or just l2Cj being
matched, ACj and 2Cj are matched to their first choice and BCj and CCj prefer their partner
to all other vertices they know about and could convince to switch. This leaves us with the
vertices matched to their copy. We note that every vertex prefers his copy to every other
vertex in the other graph. Thus a blocking pair can only arise with a vertex of his own graph,
and this vertex has to be matched to his copy as well. Now every 3xi as well as every ACj ,
BCj and every CCj is matched within his graph. But those are the only vertices possibly
preferred to their copy by one of the copy-matched vertices, that is, the edges between the
copies are stable as well.
Now assume that the formula is unsatisfiable and M is a locally stable matching. First we
observe that none of the literals can be matched to some vertex ACj , as matching with l1Cj
could be improved by matching with BCj (and BCj is always willing to match with ACj )
and matching with every other literal can be improved by matching with 1Cj , which again is
always willing to switch to ACj . Similarly ACj is not matched outside the clause-gadget, as he
would switch to 1Cj again. By similar arguments, BCj and CCj are not matched to any vertex
outside their clause or any literal. As we cannot find a satisfying assignment, there has to be
a clause-gadget, such that none of its literals is matched to his vertex 3xi . Then ACj is not
matched with 1Cj because he could improve by switching to l1Cj since no literal is matched
with some ACj′ , BCj′ or CCj′ . For the same reasons {BCj , 2Cj} /∈ M and {CCj , 3Cj} /∈ M .
Then ACj , BCj and CCj have to be matched to more preferred vertices. But this implies that
ACj is either matched to BCj or CCj , while BCj is either matched to ACj or CCj and CCj is
either matched to ACj or BCj , that is, one vertex is involved in two matching edges.
70 Chapter 4. Additional Results for Locally Stable Matching
71
Chapter 5
Local Visibility vs. Memory
We have seen in Chapter 4 that local matching dynamics have a huge handicap. Although
locally stable matchings are guaranteed for bipartite graphs, they might not be reachable via
local improvement steps (see the circling gadget in Chapter 4). Further, even if locally stable
states are reachable, an exponential number of steps might be necessary to reach one. Those
drawbacks are mainly due to the fact that in most cases a destroyed matching edge cannot
simply be retrieved, even if both partners become single again. Whenever the agents have
hop-distance > 2 in (V,L), they first have to get to know each other again, that is, the edge
has to become accessible again via a suitable matching. This problem could easily be resolved
by supplying the agents with some kind of memory, which allows them to ’remember’ former
partners.
Now, if agents can remember every former partner, the matching dynamics would lead
to usual graph exploration. Then, at some point no new ’discoveries’ would be made and a
(globally) stable matching among the set of remembered edges could be installed and would
provide a locally stable matching for the whole graph. Here we want to analyze if improve-
ments are also possible when agents only have a cache large enough to remember just one
agent/edge. Whenever an edge is dropped from the matching both involved agents can decide,
whether they want to remember this edge (by remembering the partner) or keep whichever
agent they already have in their memory. At matching M a pair {u, v} of players now becomes
accessible not only by a distance-2 path in (V,M∪L), but also when u appears in the memory
of v (or vice versa). Note that by our definition it is enough for one agent to remember the
other one. He then can approach the other agent to retrieve the matching edge.
In such a setting of course the strategy on how to update the cache, that is, when to replace
the currently remembered agent by the newly lost one, is crucial. We will consider two very
natural strategies. In Section 5.2 we study quality memory where each player remembers
the best previous matching partner. This strategy is motivated by the hope to get a chance
to get back together with your best match at some point. On the other hand, for recency
memory in Section 5.3, each player remembers the last matching partner that is different
from the current partner, that is, the cache is updated every time an edge gets dropped from
the matching. Here the idea is the possibility to ’take back’ the last step one made, when it
turns out to fail (because one gets dropped again by the new partner). It also expresses the
human character of remembering the latest events best. However, as the cache size is limited
to one agent, it is only possible to take back the very last step, but not 2 or more steps.
Additionally, in Section 5.4 we also study random memory where instead of a cache,
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which can only be updated when a current matching partner gets lost, every agent randomly
remembers one of his former partners in every round. In our analysis the likelihood of a
previous matching partner to be remembered is uniform. Distributions where recent partners
are more likely to be remembered are also possible and would not change our results much
as long as every former partner has strictly positive probability to be remembered.
For locally stable matching with correlated preferences the effects of memory were already
studied in [Hoe11]. For correlated preferences we know from Theorem 2.1 together with
Corollary 2.2 that a stable state is always reachable in a polynomial number of improvement
steps. However, random improvement steps or best-response dynamics, that is, dynamics
where agents are only willing to form their best current local blocking pair (for correlated
preferences there always exists at least one such blocking pair unless the matching is locally
stable), might take longer. In such cases we show that while random memory proves to be
helpful, quality and recency memory at least in combination with best-response dynamics fail
to provide a speed-up. Here we will focus on bipartite graphs with general preferences where
we have to deal with settings which have no reachable locally stable state at all or require
every sequence to a locally stable state to take an exponential number of steps.
For quality memory it is easy to construct examples where agents keep a former partner
in their memory, which will not be available for them again. Thus, quality memory cannot
prevent us from settings with unreachable locally stable states. On the other hand, for recency
memory we can guarantee a short sequence to a locally stable state under certain constraints.
For random memory we can even guarantee reachability without any constraints. However,
the number of necessary local improvement steps might be quite high as we depend on the
’right’ agents being remembered randomly.
We start by analyzing some scenarios where memory regardless of the update strategy
does not improve the situation. This demonstrates how difficult the setting of locally stable
matching is and that even the helpfulness of memory is limited.
5.1 Limits of Memory
As a direct initial result, we observe that no memory can help with the reachability of a given
locally stable matching, even in a correlated job-market game.
Corollary 5.1 It is NP-hard to decide whether a given locally stable matching is reachable
via local improvement steps in a correlated job-market game with any kind of memory.
Proof. We observe that the same reduction as in Theorem 4.2 yields the result even for
arbitrary memory. If the 3Sat formula is satisfiable, we obviously need no memory to reach
the desired locally stable matching.
Now, assume that the desired matching M∗ is reachable. The crucial point is that memory
can only yield accessible edges for uy up to the point of the path that was already discovered
by uy. Furthermore, an edge belonging to a variable u-vertex can only be removed by a
variable u-vertex of higher index. The first vertex along the path where an edge can be
deleted is vx1 . Thus, if we cannot store all variable-edges inside the branching to let all
clause-edges pass, we have to push at least one variable-edge out of the branching before the
last clause-edge reaches vx1 . Then, however, there always will be a variable-edge in front of
the last clause-edge, as the variable edges can only be deleted through other variable edges.
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In addition, the last clause-edge cannot use memory to jump ahead along the path. Hence,
to reach M∗ all variable-edges must be stored within the branching, while leaving at least
one path open for every clause-edge. This implies the existence of a satisfying assignment as
before.
In consequence, our focus for the remainder of this chapter will lie on reaching an arbitrary
locally stable matching. Being able to guarantee reachability of a locally stable state –
possibly even via a short sequence of local improvement steps – would be a great improvement
compared to the memory-free setting.
A lot of our analysis works with the circling gadget presented at the beginning of Chapter 4.
Naturally, if we want to gain improvement through the use of memory, we at least have to
be able to break the dynamics which keep the circling gadget from reaching a locally stable
state.
By our definition the memory is permanently accessible for the agents. One might wonder,
if we receive different results, when memory is only presented in certain rounds, that is, every T
rounds the agents can look up the former partner currently saved in the memory and possibly
initialize a matching edge. For the T − 1 rounds in between only the normal local blocking
pairs can be resolved. Interestingly, this restriction can in fact cause problems and make
the memory useless. This is true regardless of the update strategy chosen for the memory.
Even random memory or uncovering all former partners every T rounds does not improve
the situation. We can construct instances with circling dynamics, where every T steps the
only global blocking pair is also the one local blocking pair of the circling dynamics. Thus,
the memory only provides edges, which are no improvement for at least one of the involved
agents in the current state.
Theorem 5.1 There exists a bipartite matching game with general preferences such that no
sequence of local improvement steps ever converges to a locally stable matching when memory
is only available after a fixed period T ≥ 6. This holds for any type of memory including the
recollection of all former partners at once.
Proof. To prove this claim, we consider the following graph. Partition U holds three vertices
A,B and C and W holds 1, . . . , T − 3. There are social links {A,B}, {B,C} and {A,C}
as well as {1, T − 3} and {i, i + 1} for i = 1 . . . T − 4 and we allow the matching-edges
{B, T − 3}, {C, 1}, {C, T − 3} and {A, i} for i = 1 . . . T − 3. For the preference lists we have
v preferences
A T − 3  T − 4  . . .  1
B T − 3
C 1  T − 3
1 A  C
i A for i = 2 . . . T − 4
T − 3 C  B  A
Now, if we start with the matching M = {{A, T − 3}, {C, 1}}, after exactly T steps we have
reached M again, no matter which sequence of local improvement steps we chose. As the
only blocking pair for M is {B, T − 3}, which is known without memory as well, we gain no
advantage from remembering in this configuration and thus will never break the circle.
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The structure of the example used to prove Theorem 5.1 requires at least 6 agents and
thus a period of at least 6 local improvement steps to reach the initial state again. It is
difficult to find examples with shorter circling periods. In particular, it is impossible for an
instance to circle between only two different edges, as those two edges would have to share
an agent and every switch would have to be an improvement for this agent. However, we can
find instances where, although the circling period is longer, every 2 steps memory is useless.
Theorem 5.2 There exists a bipartite matching game with general preferences such that no
sequence of local improvement steps ever converges to a locally stable matching when memory
is only available after a fixed period T = 2. This holds for any type of memory including the
recollection of all former partners at once.
Proof. We consider the graph with U = {A,B,C}, W = {1, 2, 3}, social links {A,B}, {B,C},
{A,C}, {1, 2}, {2, 3}, {1, 3} and allowed matching edges {A, 1}, {A, 2}, {A, 3}, {B, 3}, {C, 1}
and {C, 3}. For the preference lists we have
v preferences
A 3  2  1
B 3
C 1  3
1 A  C
2 A
3 C  B  A
Note that this is the graph for period 6 of Theorem 5.1. Again we start with M1 =
{{A, 3}, {C, 1}}. After two steps we have M2 = {{A, 1}, {B, 3}} which allows the block-
ing pairs {A, 2} and {C, 3}. Both are known without the help of memory. Now regardless
which blocking pair was chosen, after another two steps we have M3 = {{A, 2}, {C, 3}}. Here
the only blocking pair is {C, 1} and again memory brings no improvement. Two more steps
and we are back at M1 with no possibility to leave the circle.
If memory every 2 steps is not helpful, of course the same holds for memory every 4 steps.
Corollary 5.2 There exists a bipartite matching game with general preferences such that no
sequence of local improvement steps ever converges to a locally stable matching when memory
is only available after a fixed period T = 4. This holds for any type of memory including the
recollection of all former partners at once.
The question whether there are also instances with circling dynamics for T = 3 or T = 5
remains open.
5.2 Quality Memory
We start our study of different memory strategies with quality memory. At first sight remem-
bering the best previous matching partner seems like a reasonable strategy as it provides the
chance to instantly improve whenever said partner becomes single during the improvement
dynamics. However, it also bears the danger of constantly jamming the cache with an agent
who will not become available again. We will show that this is in fact a huge drawback of
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quality memory which eventually can lead to the whole memory becoming useless. Agents
can be fooled by starting with a much-liked partner who soon after matches with someone
more preferred and never becomes available again. Subsequently we are left with the same
dynamics as before:
Example (Memory Jammer):
x
tx > ..
sx
tx > ..
tx
sx > x
x
tx > ..
sx
tx > ..
tx
sx > x
x
tx > ..
sx
tx > ..
tx
sx > x
tx tx
As x and tx have hop-distance 2 in the social network (V,L), the edge {x, tx} is constantly
accessible regardless of the currently established matching. Further it is the only edge acces-
sible for tx when tx is unmatched, and x’s most preferred choice. Thus, {x, tx} is a constant
local blocking pair as long as tx is single. Once this blocking pair gets resolved, the edge
{tx, sx} becomes accessible and hence a local blocking pair. In consequence, tx will drop x
again to match with sx. Now x has tx in his cache and, as tx is his most-liked partner, this
memory will never be replaced by some other agent. At the same time tx and sx are each
other’s favorite and thus will not break their match regardless which other agents become
accessible. Therefore x has no use from remembering tx and will act exactly the same as
without memory for the rest of the dynamics. 
Combining these memory jammers with each agent of the circling gadget presented in
Chapter 4 will result in an instance where even with the help of quality memory no locally
stable state becomes reachable.
Theorem 5.3 There is a bipartite graph with general preferences, quality memory and initial
matching M = ∅ such that no locally stable matching can be reached with local improvement
steps from M .
Proof. As seen in the example above, we can add a memory jammer for every agent of the
circling gadget to make sure that in the beginning each of the ordinary agents x gets to match
with a player tx which symbolizes his top choice. Then tx can (and will) switch to some agent
sx and stay in this matching for the rest of the dynamics. At the same time tx will stay in
the memory of gadget agent x indefinitely, thereby making his memory useless.
Formally, we consider
U ={A,B,C,D, b1, b2, b3, b4} ∪ {dx | x ∈ {1, . . . , 4, A, . . . , D}}
∪ {tx | x ∈ {1, . . . , 4} ∪ {sx | x ∈ {A, . . .D}},
W ={1, 2, 3, 4} ∪ {tx | x ∈ {A, . . .D}} ∪ {sx | x ∈ {1, . . . , 4}},
L ={{A, b1}, {B, b2}, {C, b3}, {D, b4}, {b1, 1}, {b2, 2}, {b3, 3}, {b4, 4}}
∪ {{A,B}, {B,C}, {C,D}, {D,A}}
∪ {{sx, x}, {x, dx}, {dx, tx} | x ∈ {1, . . . , 4, A, . . . , D}}, and
E ={{u, v} | u ∈ {1, . . . , 4}, v ∈ {A, . . . ,D}} ∪ {{x, tx}, {tx, sx} | x ∈ {1, . . . , 4, A, . . . , D}} .
The new preference lists are given by
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v preferences
1 t1  C  B  A  D
2 t2  D  C  B  A
3 t3  A  D  C  B
4 t4  B  A  D  C
A tA  4  1  3  2
B tB  1  2  4  3
C tC  2  3  1  4
D tD  3  4  2  1
tx sx  x for x ∈ {1, . . . , 4, A, . . . , D}
sx tx for x ∈ {1, . . . , 4, A, . . . , D}
A sketch of the social links looks as follows
1
2 3
4
A
B C
D
b1
b2 b3
b4
d1
d2 d3
d4
dA
dB dC
dD
t1
t2 t3
t4
tA
tB tC
tD
s1
s2 s3
s4
sA
sB sC
sD
We start with M = ∅ and assume that there is a sequence of local improvement steps
leading to a stable matching. Now, a matching cannot be stable until the edge {x, tx} was
created once for all x ∈ {1, . . . , 4, A, . . . , D}, because otherwise it is accessible, matches x to
his favorite partner, and matches tx to the only possible partner he knows when being single.
Afterwards, every such edge will move on to the position {tx, sx} and stay there, as it matches
both partners to their most preferred choice. Let x∗ be the last agent for which {tx∗ , sx∗} is
generated. At that moment x∗ is unmatched, and every agent of {1, .., 4, A, ..,D} will continue
to hold his t-partner in his memory. As the t-agents are not willing to change their matching
edges, there will be no edge created from memory from this point on. If x∗ ∈ {1, .., 4}, one of
the agents in {A, ..,D} is unmatched as well and vice versa. This leaves us in the situation
described in the dynamics of the circling gadget with useless memory, and hence from this
point on no locally stable matching can be reached.
Note that we can use the same memory-jammer gadgets to disable larger sized quality
memory. If every player remembers the best k previous matches, for any number k, we simply
apply k copies of the memory jammer for each player.
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With Corollary 5.1 and the adjusted circling gadget, we can make the construction of
Theorem 4.3 work for quality memory as well. Thus, regarding reachability of stable states,
quality memory provides no improvement.
Corollary 5.3 It is NP-hard to decide whether an arbitrary locally stable matching is reach-
able from the empty matching through local improvement steps in bipartite graphs with quality
memory.
Proof. We combine the 3Sat gadget described in Corollary 5.1 with our gadget from Theo-
rem 5.3 in the same way as we did in Theorem 4.3. The circling gadget in Theorem 5.3 allows
to reach a locally stable matching only if all memory jams have been executed. Afterwards
the circling gadgets behave like their memory-free counterparts. Thus, to reach a stable state,
we have to block the 1-agents from outside the circling gadgets, that is, we need to reach the
specific matching M∗ = {{uy, vy} | y ∈ {x1, . . . , xk, C1, . . . , Cl}} in the 3Sat construction.
As we have seen in Corollary 5.1 any kind of memory is useless for the 3Sat gadget. Then,
the same arguments as in the proof of Theorem 4.3 apply.
5.3 Recency Memory
We have seen that quality memory is not very helpful in overcoming the problems caused by
local visibility. It can easily be disabled by presenting a well-liked partner for every agent and
then afterwards matching this partner permanently with someone else. For recency memory,
on the other hand, an agent’s memory can only remain stuck to the same former partner if the
agent is not involved in matchings to other agents for the rest of the dynamics anymore (except
for one match, when the agent was left by the partner in his memory). Of course, there are
also other ways to prevent the help of memory. The negative result in [Hoe13] demonstrates
how recency memory can be disabled by ensuring a number of ’irrelevant’ matching partners
between the relevant ones to overwrite any possibly useful memory. However, the used con-
struction relies on best-response dynamics. If any kind of improvement step is allowed, we
might get better results.
In fact, it turns out that, if we restrict the set of social links to edges within (U ×W ) ∪
(W ×W ), we can not only guaranty reachability of locally stable states for bipartite graphs
with general preference but also give a polynomial sequence of improvement steps leading
there. Note that L ⊆ (U ×W )∪ (W ×W ) does not only cover all job-market games but also
the circling gadget from Chapter 4. In general the restriction to links among one partition
and from there to agents of the other partition is a natural assumption when considering
objects that do not generate knowledge about each other, e.g., when matching resources to
networked nodes or users, where initially resources are only known to a subset of users.
Theorem 5.4 For every bipartite matching game with general preferences, links L ⊆ (U ×
W )∪(W×W ), recency memory, and every initial matching, there is a sequence of O(|U |2|W |2)
many local improvement steps to a locally stable matching.
Proof. Our basic approach is to construct the sequence in two phases similarly as in [AGM+11].
In the first phase, we let the matched vertices from U improve but ignore the unmatched ones.
In the second phase, we make sure that some vertex from W has improved after every round.
Preparation phase: As long as there is at least one u ∈ U with u matched and u part of
a blocking pair, allow u to switch to the better partner.
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The preparation phase terminates after at most |U | · |W | steps, as in every round one
matched u ∈ U strictly improves in terms of preference. This can happen at most |W | times
for each matched u. In addition, the number of matched vertices from U only decreases.
Memory phase: As long as there is a u ∈ U with u part of a blocking pair, pick u and
execute a sequence of local improvement steps involving u until u is not part of any blocking
pair anymore. For every edge e = {u′, w} with u′ 6= u that was deleted during the sequence,
recreate e from the memory of u′.
We claim that if we start the memory phase after the preparation phase, at the end of
every round we have the following invariants: The vertices from W which have been matched
before are still matched, they do not have a worse partner than before, and at least one
of them is matched strictly better than before. Also, only unmatched vertices from U are
involved in local blocking pairs.
Obviously, at the end of the preparation phase the only U -vertices in local blocking pairs
are unmatched, i.e., initially only unmatched U -vertices are part of blocking pairs. Let u
be the vertex chosen in the following round of the memory phase. At first we consider the
outcome for w ∈W . If w is the vertex matched to u in the end, then w clearly has improved.
Otherwise w gets matched to its former partner (if it had one) through memory and thus
has the same utility as before. In particular, every w, which represents an improvement to
some u′, but was blocked by a higher ranked vertex, still remains blocked. Together with
the fact that u plays local improvement steps until it is not part of a blocking pair anymore,
this guarantees that all matched U -vertices cannot improve at the end of the round. As one
W -vertex improves in every round, we have at most |U | · |W | rounds in the memory phase,
where every round consists of at most |W | steps by u and at most |U | − 1 edges reproduced
from memory.
To illustrate how the proposed sequence of local improvement steps works, see the following
example:
Example:
u2u1
w
u2u1
w
u2u1
w
u2u1
w
u2u1
w
w
w
In the example we execute a round of the memory phase with u1 being the agent currently
active. During the phase, u1 repeatedly switches partner to improve and in the process also
matches agent w. Now, w was matched to u2 at the beginning of the round. However, w
is only an intermediate partner for u1, who can improve further once new agents become
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accessible via the social links of w. Thus, at the end of the round (once u1 is stuck with no
further local blocking pairs), the edge {u2, w} can be retrieved from u2’s memory. 
From Theorem 5.4 we know that for bipartite graphs with social links limited to L ⊆
(U ×W )∪ (W ×W ) there always is a (short) sequence of local improvement steps to a locally
stable matching. Consequently, when local improvement steps are chosen at random, sooner
or later by chance such a sequence is executed. With probability 1 in the long run with
random dynamics, we will end in a locally stable state. This yields the following corollary.
Corollary 5.4 For every bipartite matching game with general preferences, links L ⊆ (U ×
W ) ∪ (W ×W ), recency memory, and every initial matching, random dynamics converge to
a locally stable matching in the long run with probability 1.
The sequence needed to reach a locally stable matching is only of length O(|U |2|W |2).
The question is, whether this is short enough to actually expect fast convergence of random
dynamics. Sadly, this is not the case, as there are instances where random dynamics yield
an exponential sequence with high probability even if all information is given. In particular,
we can take the instance from [AGM+11] and assume that the network contains all links
L = U ×W . Then all agents are constantly aware of all their potential matching partners
and memory has no effect.
Observe that the algorithm presented in the proof of Theorem 5.4 actually only makes use
of the memory of agents from U . In consequence, the same sequence of memory-supported
local improvement steps is also possible if the agents in W have no memory at all.
Corollary 5.5 For every bipartite matching game with general preferences, links L ⊆ (U ×
W ) ∪ (W ×W ), recency memory for the agents in U , and every initial matching, there is a
sequence of O(|U |2|W |2) many local improvement steps to a locally stable matching.
In contrast, if we omit the memory for U and just keep the one for W , no sequence of
local improvement steps might lead to a locally stable matching.
Lemma 5.1 There is a bipartite network game with general preferences, links L ⊆ (U×W )∪
(W ×W ), recency memory for agents in W , and initial matching M = ∅ such that no locally
stable matching can be reached with local improvement steps from M .
Proof. We consider the circling gadget from Chapter 4. As the agents b1, . . . , b4 are only used
to enlarge the distance between the other agents but have no potential matching partners,
their memory is of no relevance for the dynamics. First off, we note that the only edges,
where memory can help us, are {A, 4}, {B, 1}, {C, 2} and {D, 3}, as {A, 1}, {B, 2}, {C, 3}
and {D, 4} are always known and the edges {A, 3}, {B, 4}, {C, 1} and {D, 2} only get deleted,
if the W -agent finds a better partner, that is, he does not want to go back while matched with
the new partner and, if the partner switches, he will overwrite his cache. As all agents of W
are matched in a stable matching and none of the matching pairs are in hop-distance 2 in L,
the last edge to complete the matching must come from memory. This immediately rules out
the matching {{A, 3}, {B, 4}, {C, 1}, {D, 2}} and leaves us with the matching M∗ = {{A, 4},
{B, 1}, {C, 2}, {D, 3}}. Now, how do we get an agent to remember the relevant edge? Due
to symmetry we only examine the situation for {A, 4}. We start our phase in a situation
where A is matched to 4 (to get 4 written into A’s cache) and no agent can build an edge
of M∗ through memory (either because they do not remember it or because their partner is
not available). If the edge {A, 4} exists, A does not want to switch. Hence, the edge gets lost
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when 4 switches to B. Then 4 is happy, that is, {B, 4} has to be destroyed before A can use
his memory to get 4 back. If {B, 2} is build, we later on need to match 1 with B without
the help of memory, that is, reset the cache of A on the way. If {B, 1} is used, B must have
remembered 1 to not destroy A’s memory of 4. Then 1 was not available at the beginning
of the phase, that is, {C, 1} existed and is now destroyed. This could only happen through
C remembering 2, but 2 being matched to D in the beginning. This leads to D needing to
remember 3 and 3 being matched to A, which contradicts {A, 4}.
The lemma can be used in combination with the construction of Corollary 5.1 in the same
manner as Theorem 5.3 was used to show Corollary 5.3. This yields the following result.
Theorem 5.5 It is NP-hard to decide reachability from the empty matching to an arbitrary
locally stable matching via local improvement steps in a bipartite matching game when recency
memory exists only for one partition.
5.4 Random Memory
Finally, let us consider random memory, where each agent remembers a (different) random
former partner every round. That way it is impossible to permanently jam or repeatedly
overwrite some agents’ memory and hence make it useless. Again, we will try to ensure
reachability of a locally stable state for bipartite matching games with general preference.
We cannot expect fast convergence due to the full-information lower bound in [AGM+11].
This time we do not have to make any restrictions on the set of social links to obtain positive
results.
Theorem 5.6 For every bipartite matching game with random memory, random dynamics
converge to a locally stable matching with probability 1.
Proof. Our proof combines an idea used in [Hoe11] with a convergence result in [AGM+11].
We consider an infinite sequence of random local improvement steps and divide it into phases.
Whenever a new edge is created for the first time, a new phase starts. Hence, phase t contains
the part of the sequence, where the number of different edges which have been formed at least
once is exactly t. Consider phase t∗, where t∗ is the maximal phase of the sequence. We know
that a finite t∗ exists, as t is monotonically increasing and limited by |E|. Every phase t < t∗
ends after a finite number of steps. Hence, we only have to show that phase t∗ is finite in
expectation as well. The proof of Theorem 4 in [AGM+11] demonstrates how to construct
a sequence of blocking pair resolutions to form a stable matching in the full information
case, when all possible matching edges are known. In phase t∗ we have t∗ edges that can be
remembered. With non-zero probability there is an initial state such that the random memory
remembers the blocking pairs from the sequence in [AGM+11] in the correct order and the
random dynamics implement the blocking pair resolutions in the correct way. We claim that
the resulting matching then is locally stable. We know it is globally stable regarding the t∗
edges which can be remembered from former coalitions. Thus, the only local blocking pairs
could come from edges which never have been formed before. If there is in fact such a blocking
pair, in the next step of the sequence it would be resolved, resulting in a new phase t∗ + 1.
This is in contradiction to t∗ being the final phase of the sequence. Thus, phase t∗ is expected
to end after a finite number of steps. This proves the theorem.
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The same result also holds if the random memory is updated every T rounds instead of
every round. The convergence gets prolonged by a factor T .
82 Chapter 5. Local Visibility vs. Memory
83
Chapter 6
Profit Shares for Coalition
Formation
In this chapter, we will study ways to share profit when coalitions produce some payoff. In
contrast to individual benefits for every agent can freely be distributed among the involved
agents. The distribution schemes we are looking for should be as fair as possible in the
following sense. The share agents get (or are promised) from the same coalition should not
differ to much. At the same time we want to obtain efficient stable states, that is, the overall
profit produced by the formed coalitions should not be too far from what an optimum structure
of the instance can generate. Note that these objectives conflict with each other. Stabilizing
an optimum structure might require quite unfair shares to keep agents from deviating. On
the other hand, distribution schemes which share every coalition’s profit equally among the
participating agents can result in only largely inefficient states being stable. Nevertheless,
none of the objectives can be declared prior-ranking to the other. In practice there are
examples of each property being prioritized over the other. It can also be of interest to find a
balance which ensures that neither value performs too badly. Intuitively, there seems to be a
trade-off between fairness and efficiency. Here, we strive to specify and quantify this relation.
It will turn out that there is a direct (linear) dependency between those two factors, and we
can give asymptotically tight bounds on one parameter given the other.
We are interested in both existence results as well as algorithms to (efficiently) compute
distribution schemes. Especially the later turns out to be difficult as it is already NP-hard to
find good or optimal coalition structures. This raises the problem that we don’t even know
which coalition structures we should try to stabilize using the sharing scheme. Luckily, our
algorithms do not rely on properties stemming from the optimality of the input structures
and thus can also perform well on approximations of the optimum structure.
In Section 6.1 we will analyze the relation between the α-bound on fairness and the re-
sulting PoS, that is, we want to find good states which can be stabilized by some α-bounded
distribution scheme. We will give existence guaranties – namely a PoS of at most max{1,∆2α}
for given α and a required α of at most min
{
1
∆ ,
β
∆2
}
to reach a PoS of β – as well as a poly-
nomial time algorithm to compute suitable distribution schemes given some (approximation
of the) optimum structure. Further, we demonstrate that our bounds on the PoS respectively
the α-fairness are asymptotically tight.
In Section 6.2 we consider the same questions as in Section 6.1 regarding the worst stable
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states under α-fair distribution schemes. We are looking for distribution schemes where we
can guarantee that all stable states provide good social welfare, that is, we want to minimize
the PoA. To receive positive results we have to limit ourselves to inclusion monotone instances.
Surprisingly, for this setting the same bounds as for the PoS hold. Again, we can also provide
an algorithm to compute suitable distribution schemes given an (approximately) optimum
state. Additionally, we show that for non-inclusion-monotone instances the bounds do not
hold. In particular, for every  > 0 there are instances where the PoA is greater than 2 − ,
independent of the distribution scheme, and thus also independent of the α-bound on fairness.
Finally, in Section 6.3 we consider a variety of decision problems. In the first two sections
we focused on worst-case bounds. We now want to determine if, given a particular instance,
some α-bound is small enough to stabilize a coalition structure of a certain value, or conversely
if a certain value is reachable for some given α-bound on fairness. Sadly, all of those questions
turn out to be NP-hard to decide. The same holds for deciding if α is small enough to stabilize
a given optimal state when ∆ > 2.
6.1 Bounds on the Price of Stability
In this section, we focus on stabilizing efficient states and thus providing a low PoS. We give
bounds on the PoS for given α-fairness conditions as well as bounds on α if the PoS is limited.
Theorem 6.1 For any α ∈ [0, 1∆], there is a distribution scheme d(α) which is α-bounded
and results in a PoS of at most max{1,∆2α}. Given any optimum structure S∗, we can
compute the distribution scheme and a stable coalition structure in polynomial time.
Proof. Algorithm 3 computes a suitable distribution scheme guaranteeing a PoS of at most
max{1,∆2α} given an optimum structure S∗.
Initially we want to give the rough idea on how the algorithm works. In every round we
consider the worthiest remaining coalition S and use it to decide which coalition Si to stabilize
next. If S is part of the optimal coalition structure S∗, we make it Si (Line 6). Otherwise,
if S is overlapping with some worthy enough coalition S′ of S∗, we pick S′ as Si (Line 8).
Thus in both cases we stabilize a coalition of the optimal structure. If the coalition S is not
in S∗ but too worthy to be outbid by a 1∆ -share of some overlapping coalition of S∗, we set
Si = S instead (Line 10). As that only happens when the value difference is quite big and the
number of affected optimal coalitions per occurrence is limited, we obtain a bound on how
much is lost against the optimum this way. In S we keep track of the stable structure. To
ensure that Si is stable, w(Si) is shared equally and all overlapping coalitions such that some
player joint with Si (the one picked in Line 15) only receives an α-share.
First, we have to prove that S is a stable coalition structure. Obviously, S is a coalition
structure. Now all coalitions S′ distributed in round i are of value at most w(S) for the
initially chosen S of round i. Hence, for every S′ of round i at least one of the players, that
is shared with Si, wants to stay at Si as, by choice of Si,
1
|Si|w(Si) ≥
1
∆
w(Si) ≥ αw(S′).
Then obviously S is stable, as for every S+ ∈ C \ S we have S+ ∈ Ci−1 \ Ci for some i. Thus
there is some agent in S+ ∩ Si (namely u of Line 15) which refuses to deviate from Si to S+.
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Algorithm 3: Ensuring PoS
Input: Instance (V, C, w), optimum S∗, bound α
Output: α-bounded distribution scheme d, stable structure S
1 set i = 0, C0 = C and S = ∅;
2 while Ci 6= ∅ do
3 choose S with w(S) = max{w(S) | S ∈ Ci};
4 set i = i+ 1;
5 if S ∈ S∗ then
6 set Si = S;
7 else if S /∈ S∗ and ∃ S′ ∈ S∗ with S ∩ S′ 6= ∅ and αw(S) ≤ 1∆w(S′) then
8 set Si = S
′;
9 else
10 set Si = S;
11 set Ci = Ci−1 \ {Si} and S = S ∪ {Si};
12 foreach u ∈ Si do
13 set du(Si) =
1
|Si| ;
14 foreach S′ ∈ Ci with S′ ∩ Si 6= ∅ do
15 choose u ∈ S′ ∩ Si and set du(S′) = α;
16 foreach u′ ∈ S′ \ {u} do
17 set du′(S
′) = 1−α|S′| ;
18 set Ci = Ci \ {S′};
As S is stable, we can use it to give an upper bound on the PoS. We compare S to the
optimal outcome S∗ we used for the algorithm. For each coalition in S ∩ S∗ both structures
give the same value. Next we assign each coalition S ∈ S∗\S to the coalition Si for i such that
S ∈ Ci−1 \ Ci, where we consider the sets at the end of their round. Now each Si has at most
∆ coalitions S assigned to it as the size of Si limits the number of mutually disjoint coalitions
intersecting with Si. Further, by the choice of Si, each of the Ss fulfills αw(S) <
1
∆w(Si).
That is, S looses at most ∆2αw(S) compared to S∗ for every coalition Si in S \ S∗. This
gives us a PoS of at most ∆2α.
For better a comprehension of Algorithm 3 and the effects of the choice of α on the
outcome, we give the following small example.
Example:
1 2 3
4 5 6
C1
w = 3
C2
w = 2
C3
w = 4
C4
w = 7
S computed by Algo. 3 for α ≤ 421
1 2 3
4 5 6
C1
w = 3
C2
w = 2
C3
w = 4
C4
w = 7
S computed by Algo. 3 for α > 421
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In this small example C4 is the most valuable coalition and thus gets picked as S in the first
round. Now, C4 is not in the unique optimum structure S∗ = {C1, C2, C3}, that is, we try
to find some coalition S′ ∈ S∗ such that αw(C4) ≤ 13w(S′). For α ≤ 421 , S′ = C3 fulfills this
criterion and can be picked as S1. C3 gets shared equally and C4 offers only an α-share to
3 and shares the rest equally among 1 and 2. Finally, C3 and C4 are deleted from the set of
undistributed coalitions. In the second and third round C1 respectively C2 are picked for Si
and distributed equally. In both cases, there are no undistributed overlapping coalitions to
consider. The distribution scheme now stabilizes the optimum structure S∗ and thus provides
a PoS of 1. If, on the other hand, α > 421 there is no large enough coalition in S∗ and we
have to choose C4 as S1. Then C4 gets shared equally and C1, C2, and C3 each offer α of
their value to the agent they share with C4 and 1−α to the other agent. Now the only stable
outcome is {C4}. In consequence, the algorithm computes a distribution scheme with a PoS
of 97 . Note that, as α >
4
21 and ∆ = 3 the guaranteed bound on the PoS in that case would
have been 127 . 
To actually execute Algorithm 3 we need some optimum structure S∗. The problem to find
some optimal coalition structure corresponds to the maximum set packing problem, which is
known to be NP-hard [Kar72]. However, Algorithm 3 can be applied directly even if S∗ is not
an optimum structure. Optimality of S∗ only served to establish a relation to the optimum
value for social welfare. Hence, if we run Algorithm 3 on a ρ-approximate solution S, we
obtain a stable structure for which social welfare is at most a factor of ∆2α worse than w(S).
This allows to obtain α-bounded distribution schemes which bound the PoS in polynomial
time.
Corollary 6.1 Given any coalition structure S which is a ρ-approximation to the optimum,
Algorithm 3 computes an α-bounded distribution scheme such that the PoS is at most ρ ·
max{1,∆2α}.
Theorem 6.1 gives us an upper bound of max{1,∆2α} on the PoS. However, the algorithm
we used distributes every coalition of the desired stable state S equally and only uses unequal
shares on unwanted coalitions. Thus, the question arises whether the upper bound can be
improved by distribution schemes which also use unequal shares on S. While for individual
instances this might be true, we will see that in general the upper bound provided by The-
orem 6.1 is asymptotically tight for all choices of α as there are instances of α-egalitarian
games where PoS ∈ Θ(∆2)α.
Analyzing the extreme points of this bound, for equal sharing (of the largest coalitions) we
get an upper bound of ∆ on the PoS which is also a known lower bound for equal sharing. The
simple example V = {1, . . . ,∆2} with w({1, . . . ,∆}) = 1+, w({i+jk | j = 0 . . .∆−1}) = 1,
i = 1 . . .∆ and w(S) = 0 for every other coalition S, proves the tightness. Here all coalitions
have the same size ∆, and for → 0 the 1∆ -bounded (unique) distribution scheme leads to a
PoS of ∆. On the other hand, for α = 1
∆2
we reach PoS = 1. In particular, for every α ≤ 1
∆2
we can always assure optimality of stable coalition structures. For α in between 1∆ and
1
∆2
we
give an instance where no α-bounded distribution scheme can provide an PoS < (∆2 −∆)α
in Lemma 6.1.
Lemma 6.1 For every ∆ > 2, there is an instance in which every α-bounded distribution
scheme yields a PoS of at least max{1, (∆2 −∆)α}.
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Proof. Consider the following instance with V = {vi,j | i = 1 . . .∆, j = 1 . . .∆−1}∪{v0} and
C = C1 ∪ C2 where C1 = {Sj = {vi,j | i = 1 . . .∆} | j = 1 . . .∆ − 1} and C2 = {{v0} ∪ {vij ,j |
j = 1 . . .∆ − 1} | j = 1 . . .∆ − 1, ji = 1 . . .∆}. For S ∈ C1 w(S) = 1 and for S ∈ C2 we
have w(S) = 1+∆α for some small enough . Note that each single coalition of C2 covers every
other coalition of C2 via v0 and every coalition Sj of C1 via some v ,j . Thus, for α < 1∆2−∆ , C1
with a total value of ∆ − 1 is the unique optimum structure. Regardless of the distribution
scheme on C1, there is always a coalition C in C2 which meets an offer of at most 1∆ from
every coalition in C1. Thus, even if we share C such that dv0(C) = 1− (∆− 1)α and dv = α
for every other v ∈ C, we still have an offer of ≤ 1∆ versus α(1+∆α ) = 1+∆ at every vertex C
shares with some coalition of C1. Hence, C destabilizes C1, and the PoS is
∆− 1
1+
∆α
=
∆− 1
(1+)(∆−1)
∆(∆−1)α
→0−→ (∆2 −∆)α.
Looking at the results from a different angle, Lemma 6.1 indicates that there are instances
where to guarantee a PoS ≤ β the required α is at least β
∆2−∆ . On the other hand, Algorithm 3
provides an α-bounded distribution scheme which ensures a PoS ≤ β for α = β
∆2
.
6.2 Bounds on the Price of Anarchy
In the previous section we were contented with one good stable state. Now we want to ensure
that every stable state of the α-bounded distribution scheme provides a certain social welfare.
Such distribution schemes are in particular important, if we cannot influence the initial state
or the improvement dynamics, but still want to guarantee efficiency of the final outcome. For
most types of games there is a noticeable gap between the PoS and the PoA up to the point
where a PoS of 1 is contrasted by an unlimited PoA. In our setting, where we can design the
profit shares, we can ensure a PoA of at most ∆ (as this is the bound for equal sharing).
However, under the condition of inclusion monotone instances we can even reach the same
bounds as for the PoS.
Theorem 6.2 If the instance is inclusion monotone, for any α ∈ [0, 1∆), there is a distribu-
tion scheme d(α) which is α-bounded and results in a PoA of at most max{1,∆2α}. Given
any optimum structure S∗, we can compute the distribution scheme and a stable coalition
structure in polynomial time.
Proof. Algorithm 4, which computes a suitable distribution schemes to ensure a PoA of at
most max{1,∆2α}, works quite similar to Algorithm 3. However, we apply some crucial
changes to guarantee that unwanted states are now unstable. In fact, we do not only rule out
unwanted states. Under the computed distribution scheme only S remains stable.
Again, we first sketch the idea of the algorithm. The choice of Si works as in Algorithm 3.
If S is part of the optimal coalition structure S∗ we make it Si (Line 6), if S is overlapping
with some worthy enough coalition S′ of S∗, we pick S′ as Si (Line 8), and if the coalition S is
not in S∗ but too worthy to be outbid by a 1∆ -share of some overlapping coalition of S∗, we set
S = Si (Line 10). The second part of the algorithm though differs strongly from Algorithm 3
to ensure that all states other than S are unstable in the end. Again the chosen Si gets shared
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Algorithm 4: Ensuring PoA
Input: Instance (V, C, w), C inclusion monotone, optimum S∗, bound α
Output: α-bounded distribution scheme d, stable structure S
1 set i = 0, C0 = C and S = ∅;
2 while Ci 6= ∅ do
3 choose S with w(S) = max{w(S) | S ∈ Ci};
4 set i = i+ 1;
5 if S ∈ S∗ then
6 set Si = S;
7 else if S /∈ S∗ and ∃ S′ ∈ S∗ with S ∩ S′ 6= ∅ and αw(S) < 1∆w(S′) then
8 set Si = S
′;
9 else
10 set Si = S;
11 set i = i+ 1, Ci = Ci−1 \ {Si} and S = S ∪ {Si};
12 foreach u ∈ Si do
13 set du(Si) =
1
|Si| ;
14 foreach S′ ∈ Ci with S′ ∩ Si 6= ∅ do
15 if S′ ⊂ S∗ then
16 foreach u ∈ S′ do
17 set du(S
′) = 1|S′| ;
18 else
19 foreach u ∈ S′ do
20 if u ∈ Si then
21 set du(S
′) = α;
22 else
23 set du(S
′) = 1−α|Si∩S
′|
|S′\Si| ;
24 set Ci = Ci \ {S′};
equally, but now we want all agents involved in Si as well as some other coalition S
′ ∈ Ci to
strictly prefer Si to S
′. Thus, if S′ 6⊂ Si we simply hand every agent in Si∩S′ only an α-share
of S′ and distribute the rest among the remaining agents. However, if S′ ⊂ Si, this does not
work, as there are no other agents to hand the large shares to. Then we share S′ equally. As
we required the instance to be inclusion monotone, in this case Si is still preferred to S
′.
Now, for the formal proof, we begin with checking that S is in fact the only stable coalition
structure. Again, as we delete all overlapping coalitions of every coalition Si that we add to S
from Ci, S is a valid coalition structure. Next we argue why S is stable while no other state is.
As in Algorithm 3, the crucial point is that all coalitions S′ distributed in round i are of value
at most w(S) for the initially chosen S of round i. Hence, for all coalitions S′ of round i the
players they share with Si actually prefer Si as by choice of Si
1
|Si|w(Si) ≥ 1∆w(Si) > αw(S′)
for all S′ 6⊂ Si and 1|Si|w(Si) > 1|S′|w(S′) for S′ ⊂ Si (because the instance is inclusion
monotone). Now, for every S+ ∈ C \ S we have S+ ∈ Ci−1 \ Ci for some i, where we consider
the sets at the end of their round. Then every agent in S+ ∩Si was assigned a larger share of
Si than of S
+ in Line 20 respectively Line 16. Thus, whenever the only coalitions outside S
are from Ci agents will want to deviate to Si. In consequence, regardless of the initial state,
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the coalitions of S will form one by one, making it the only stable state.
The estimation of the value of S compared to the optimum S∗ works analogously to the
one in the proof of Theorem 6.1. Whenever some coalition of S∗ is chosen for Si we loose
nothing and whenever we have to pick an coalition outside S∗ we rule out at most ∆ coalitions
of S∗ and each of them fulfills αw(S) < 1∆w(Si). Thus, again S looses at most ∆2αw(Si)
compared to S∗ for every coalition Si in S \ S∗, that is, the PoA is bounded by ∆2α.
Observe that the distribution scheme yields a unique stable structure – all other coalitions
become iteratively dominated by a coalition from the structure. Suppose we start from an
arbitrary initial state and let players deviate to the coalitions in the stable structure in the
order they were fixed by the algorithm. Every such step represents a strict improvement for
the deviating players.
Corollary 6.2 Given any initial coalition structure and the distribution scheme computed
by Algorithm 4, there is a sequence of coalitional deviations, such that each deviation strictly
improves all individual profits of deviating agents, and the sequence terminates in a stable
coalition structure. The length of the sequence is limited by min{n,m}.
As for Algorithm 3, for Algorithm 4 we might have trouble to actually provide an optimum
structure S∗ (in polynomial time). But again we can also apply the algorithm to non-optimal
coalition structures S. Then the (only) stable coalition under the computed distribution
scheme is at most a factor ∆2α worst than S. Thus, we can use a ρ-approximation of S∗ to
obtain an α-bounded distribution scheme with bounded PoA in polynomial time.
Corollary 6.3 For inclusion-monotone instances, given any coalition structure S that is a
ρ-approximation to the optimum, Algorithm 4 computes an α-bounded distribution scheme
such that the PoA is at most ρ ·max{1,∆2α}.
Algorithm 3 and Algorithm 4 work very alike and produce the same upper bounds. As
we have seen in Lemma 6.1 there is a lower bound of (∆2−∆)α for the PoS and thus also for
the PoA – making this bound asymptotically tight. Further, just like for the PoS, we can also
reverse the dependence between the PoA and the α-bound. Then, to receive a PoA of at most
β in some inclusion monotone instance by Lemma 6.1 we require α ≤ β
∆2−∆ and Algorithm 4
computes an α-bounded distribution scheme which ensures a PoS ≤ β for α = β
∆2
in the same
instance.
However, we had to limit ourselves to inclusion monotone instances to make Line 16
of Algorithm 4 work. The question arises whether this limitation was solemnly due to the
structure of our algorithm or if non-inclusion monotone instances do not allow the same
bounds on the PoA. Interestingly, we can give non-inclusion monotone instances where the
PoA is at least 2−  for any  > 0, independent of the choice of α. That is, even if we let α
drop to zero and essentially allow to give nothing to some (participating) agents, there are
still instances where all distribution schemes only stabilize suboptimal structures. This is in
strong contrast to the situation for inclusion monotone instances where we can guarantee a
PoA of 1 as soon as α ≤ 1
∆2
.
Lemma 6.2 There exist non-inclusion-monotone instances with n agents, in which the PoA
is at least 2− 4n+2 for every distribution scheme.
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Proof. Consider the instance V = {1, . . . , n} with profits w(V ) = n, w(S) = ⌈n+12 ⌉ for every
S ⊂ V with |S| = ⌈n+12 ⌉ and w(S) = 0 for every other S ⊂ V . The unique optimum structure
is the grand coalition S = V as each other coalition structure can hold at most 1 set of size⌈
n+1
2
⌉
. Assume that there is some distribution scheme d which ensures that V is stable.
Consider the set S of the
⌈
n+1
2
⌉
players which get the lowest shares from V . We have to
destabilize all coalitions of size
⌈
n+1
2
⌉
. Hence, the grand coalition has to offer in total at least⌈
n+1
2
⌉
+  with arbitrarily small  > 0 to each group of
⌈
n+1
2
⌉
players. Then at least one of
the players in S gets at least ⌈
n+1
2
⌉
+ ⌈
n+1
2
⌉
and, by the choice of S, every player in V \ S as well. Thus, V distributes total profits of at
least (⌈
n+ 1
2
⌉
+ 
)
+
(
n−
⌈
n+ 1
2
⌉)
·
(⌈
n+1
2
⌉
+ ⌈
n+1
2
⌉ ) > n,
a contradiction.
6.3 Optimizing α and the Price of Stability
In the previous sections, we have seen general (lower) bounds on α regarding some given PoS
or PoA and conversely (upper) bounds on the PoS and PoA for given α. Of course those
bounds are caused by worst case examples. Here, we want to analyze whether for individual
instances we can make more distinct statements. In paricular, we want to be able to decide
whether some given α is small enough to allow for some α-bounded distribution scheme which
stabilizes a structure that obtains at least some given value of total profit. Sadly, this question
turns out to be NP-hard to decide.
Theorem 6.3 It is NP-hard to decide whether for a given α > 0 and a given value W > 0
there is an α-bounded distribution scheme which admits a stable coalition structure S such
that
∑
S∈S w(S) ≥W . This holds even for instances with ∆ = 2.
Proof. For the proof we will show a reduction of 3Sat and use only coalitions of size 2. Given
a 3Sat formula with k variables x1, . . . , xk and l clauses C1, . . . , Cl, where clause Cj contains
the literals l1j , l2j and l3j , we have V = {xi, xi | i = 1 . . . k} ∪ {Cj,1,1, Cj,1,2, Cj,2,1, Cj,2,2,
Cj,3,1, Cj,3,2 | j = 1 . . . l} and C = C1 ∪ C2 ∪ C3 ∪ C4 where C1 = {{xi, xi} | i = 1 . . . k},
C2 = {{Cj,1,1, Cj,1,2}, {Cj,2,1, Cj,2,2}, {Cj,3,1, Cj,3,2} | j = 1 . . . l}, C3 = {{Cj,1,1, Cj,2,1},
{Cj,2,1, Cj,3,1}, {Cj,3,1, Cj,1,1} | j = 1 . . . l} and C4 = {{Cj,1,1, l1j}, {Cj,2,1, l2j}, {Cj,3,1, l3j} |
j = 1 . . . l}. For the values we have w(S) = 10 for S ∈ C1, w(S) = 9 for S ∈ C2, w(S) = 100
for S ∈ C3 and w(S) = 11 for S ∈ C4. For α we choose 1021 , and we want to reach a value of
W = 10k + 109l. Note that each set Cj,1,1, Cj,2,1, Cj,3,1 allows one coalition of value 100, and
this coalition cannot be destabilized by any of the smaller intersecting coalitions. An example
of a clause gadget in combination with the relevant variables is shown in Figure 6.1.
Assume that the 3Sat formula is satisfiable and consider some satisfying assignment. For
each coalition in C1 we offer the 1 − α share of its value to the player which represents the
value of the variable in the satisfying assignment. Further every coalition in C4 offers α of
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C1,1
C1,2 C2,1
C2,2
C3,1
C3,2
x x y y z z
9
9
9
100 100
100
10 10 10
11
11
11
Figure 6.1: Gadget for C = x ∨ y ∨ z
its value to its variable player. All other coalitions are distributed equally, and we choose S
to be C1 as well as some {Cj,i,1, Cj,i,2} with lij satisfied and the coalition between the two
remaining Cj,·,1 players for every j = 1 . . . l. Then S has exactly value 10k + 109l. Assume
that S is not stable, that is, there is some S ∈ C \ S such that both players would strictly
prefer S. As C1 is fully in S, S /∈ C1. If S were of C2, then one of the players Cj,·,1 of S would
be in a coalition of C3 and offered 50 > w(S) from there, so S /∈ C2. Further, S /∈ C3, as again
one of the players is in a coalition of C3 and thus offered the same from its coalition as from
S. This leaves S ∈ C4. Now, if the player v, which S shares with the coalition of C1, is part
of the satisfying assignment, it is offered (1−α)10 = 11021 = αw(S) and thus does not want to
switch. If v is not in the satisfying assignment, then player Cj,·,1 of S is in a coalition of C3.
Hence again no switch is desired.
Now assume we have a distribution, which offers at least α of each coalition-value to
each included player, and a stable coalition structure S of size ≥ 10k + 109l. At first we
note that in every set Cj,1,1, Cj,2,1, Cj,3,1 two of the players build a coalition, as 100α >
(1 − α)w(S) for S ∈ C2 ∪ C4. The sum of these coalitions provides a value of 100l. Thus,
in each of these sets one player Cj,·,1 remains. Each coalition of C4 provides a value of 11
and there can be at most min{2k, l} such coalitions in S. Further, h coalitions of C4 rule out
h of the l possible coalitions of C2 (after placing the C3-coalitions) and
⌈
h
2
⌉
coalitions of C1.
Thus the value of a coalition structure which holds h coalitions of C4 has a value of at most
11h + (l − h)9 + (k − ⌈h2⌉)10 + 100l = 10k + 109l + (⌊h2⌋ 11 − 9h) < 10k + 109l for h > 0.
Then S must consist of all of C1, l coalitions of C2 and l coalitions of C3 (one of each for
each clause) to meet the value-limit. We observe that α · w(S) = 11021 = (1 − α)w(S′), but
α · w(S) = 11021 > 9921 = (1 − α)w(S′′) for every S ∈ C4, S′ ∈ C1 and S′′ ∈ C2. By assumption
C can be stabilized with a lower bound of α. Thus, every coalition S of C4 which is not
overlapping with some coalition of S ∩ C3 has to be stabilized via the overlapping S′ of C1,
and for this S′ has to offer 1 − α of its value to the player of S leaving only α · w(S′) for
the other player. In paricular, S′ cannot stabilize any C4-coalitions, which overlap with S′
through the other player. Now, we assign the value of the player of {x, x} which gets offered
the 1 − α share to each variable x. If none of the players gets offered that much, we just
assign some value arbitrarily. We know that for every clause there is one coalition S ∈ C4
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which is not intersecting with some edge of S ∩ C3. As S is stable, this coalition is stabilized
by the 1 − α share of its intersecting variable-coalition, that is, the clause is fulfilled in our
assignment. Hence the formula is satisfiable.
Of course, as it is NP-hard to decide this question for some given minimum social welfare
or some minimum α, it is also NP-hard to optimize over those parameters.
Corollary 6.4 Given α > 0, it is NP-hard to decide the largest reachable social welfare value
by a stable solution under a α-bounded distribution scheme. Equally, it is NP-hard to decide
the minimal PoS possible under some α-bounded distribution scheme.
Corollary 6.5 Given W > 0, it is NP-hard to decide the value of the largest α such that
some α-bounded distribution scheme can stabilize at least one coalition structure of value at
least W .
If we set α to 0 (or using Theorem 6.1 α ≤ 1∆) we know that any optimum structure
is stabilizable. Then deciding if some given social welfare bound can be met or finding the
optimum social welfare is equal to solving the set packing problem in its decision respectively
maximization version. Thus, the previous results are not that surprising, and the hardness
mainly results from the fact that we do not know which coalition structure we should try to
stabilize.
Intuitively, it should be easier to decide whether some given α-bound is sufficient for a
given coalition structure, even more so when the coalition structure is in fact some optimum
structure for the given instance. Sadly, for ∆ > 2 we show NP-hardness of this problem
as well. Conversely, for ∆ = 2 we will in Chapter 7 provide an algorithm implementing
this task in polynomial time under additional constraints. This result again underlines the
importance of Algorithm 3 and Algorithm 4 being also applicable to approximations of the
optimal coalition structures.
Theorem 6.4 Let ∆ ≥ 3. Given an optimal coalition structure S∗, it is NP-hard to decide
whether for a given α there is an α-bounded distribution scheme such that S∗ becomes stable.
This even holds for instances with all coalitions of size exactly ∆.
Proof. For the proof we will show a reduction of 3Sat and use only coalitions of size ∆.
Given a 3Sat formula with k variables x1, . . . , xk and l clauses C1, . . . , Cl, where clause Cj
contains the literals l1j , l2j and l3j , we have V = V1 ∪V2 where V1 = {xi, xi | i = 1 . . . k} and
V2 = {axi,h | i = 1 . . . k, h = 1 . . .∆ − 2} ∪ {aC,h | h = 1 . . .∆ − 3} and C = C1 ∪ C2 where
C1 = {{xi, xi} ∪ {axi,h | h = 1 . . .∆ − 2} | i = 1 . . . k} and C2 = {{l1j , l2j , l3j} ∪ {aC,h | h =
1 . . .∆−3} | j = 1 . . . l}. The coalitions of C1 have value 1, and the coalitions of C2 have value
1.5. For S we have C1, which is an optimal coalition structure, as for ∆ > 3 every coalition
of C2 rules out all other coalitions of C2 (through the shared aC,h) as well as 3 coalitions of
C1 and thus is a decline. For ∆ = 3, it is possible to have more than one coalition of C2 in
some matching but for h non-overlapping coalitions of C2 we loose at least
⌈
3h
2
⌉
coalition of
C1. Finally we set α = 22∆+1 .
Assume that the 3Sat formula is satisfiable and consider some satisfying assignment. We
give a distribution scheme respecting α under which S is stable. For each coalition in C1
we offer the 1 − (∆ − 1)α share of its value to the player which represents the value of the
variable in the satisfying assignment and an α share to each other player. For each coalition
S in C2 we pick one fulfilled literal and offer only α · w(S) to the according player. The rest
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of the coalition’s value is shared equally among the remaining players. Then S is stable as
for every coalition S of C2 there is some S′ ∈ C1 such that S′ offers (1 − (∆ − 1)α)w(S′) =
1− (∆− 1) 22∆+1 = 32∆+1 = α · w(S).
Now assume conversely that we have some α-bounded distribution d such that S is stable.
If S is stable there is at least one player v in every coalition S ∈ C2 which does not want to
switch to S. Obviously this player has to be in some coalition of C in S, that is, S /∈ {aC,h |
h = 1 . . .∆− 3} | j = 1 . . . l}. Thus, v ∈ V1 and we know that 32∆+1 = (1− (∆− 1)α)w(S′) ≥
dS′(v)w(S
′) ≥ dS(v)w(S) ≥ 1.5 = α 32∆+1 , where S′ is the coalition of S including v. Hence,
dS′(v) = 1− (∆− 1)α and dS(v) = α. Now, for every S′ ∈ C1 there can be at most one player
receiving a 1− (∆− 1)α-share. We assign the value of the player v ∈ V1 ∩ S′, where S′ is the
coalition belonging to xi, to xi if v receives the 1− (∆− 1)α-share of S′. If no such v exists,
we assign some value arbitrarily to xi. Then, as S is stable, for each coalition associated with
a clause at least one v ∈ V1 is picked, that is, our assignment satisfies all clauses.
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Chapter 7
Profit Shares for Matching
In Chapter 6 we have considered distribution schemes and the resulting stable states for
coalition formation games subject to some minimum bound on fairness. We obtained a
number of positive results. We could show a direct linear trade-off between PoS and fairness.
In particular, if the fairness bound is set low enough we can ensure the existence of distribution
schemes which stabilize the optimum. For inclusion monotone instances the same guaranties
also hold for the PoA. At the same time the size of the largest coalitions goes into the bounds
quadratically. Additionally, for coalitional games we struggle to identify good or optimum
structures as the associated set-packing problem is NP-hard. Those drawbacks motivate us
to focus on matching games in this chapter.
As matching coordination games are a subclass of coalition coordination games of course
the results of Chapter 6 carry over. With the coalition size set to 2, the impact of the quadratic
factor appearing in the bounds is limited. Further, as we never have the constellation of
one coalition being a true subcoalition of some other coalition, all matching coordination
instances are immediately inclusion monotone. Thus, not only the bounds for the PoS but
also the ones given for the PoA in Section 6.2 translate directly. Additionally, the graph
structure induced by matching instances provides a clearer topology, which we can use to
derive improved results. For example, for matching coordination games, unlike for coalition
coordination games with larger coalitions, it is possible to compute an optimum matching in
polynomial time [Edm65,LP09].
Let us first observe that if some matching M is not inclusion maximal, that is, can be
enlarged to a bigger matching by adding some edge, it cannot be stabilized for any α > 0.
In contrast, for α = 0 it is easy to see that every coalition structure can be stabilized by
an appropriate distribution scheme. Inclusion maximality can easily be tested, so, for the
sake of simplicity, from now on we will always assume that we deal with inclusion maximal
matchings.
7.1 Application of Results from Chapter 6
At first we analyze which results from Chapter 6 can be adopted to matching coordination
games. In Section 6.1 we studied the relationship between PoS and α-fairness. The bounds
of Theorem 6.1 apply directly. Additionally, we can use the fact that optimum matchings can
be computed in polynomial time to provide the necessary input for Algorithm 3.
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Corollary 7.1 For matching coordination games, given some α-bound on fairness, the PoS
is bounded by 4α. A suitable distribution scheme can be found in polynomial time.
As matching coordination games are always inclusion monotone, we can also apply The-
orem 6.2.
Corollary 7.2 For matching coordination games, given some α-bound on fairness, the PoA
is bounded by 4α. A suitable distribution scheme can be found in polynomial time.
In particular, for α = 14 we can ensure a PoS and a PoA of 1, while for α =
1
2 the PoS
can go up to 2. However, the lower bounds on the PoS in terms of α given in Lemma 6.1
do not extend, as they only hold for ∆ > 2. Nevertheless, the simple example of 4 agents
1, . . . , 4, a path e1 = {1, 2}, e2 = {2, 3}, e3 = {3, 4} of potential matching edges and profits
w(e1) = w(e2) = 1 and w(e2) =
1−α+
α for some small enough  > 0 already gives a lower
bound of 2α1−α which coincides with the upper bound of 2 at the extreme point of α =
1
2 .
Obviously e1 and e3 both can offer 1− α to the vertices of the inner edge, but need
α
1− α+ 
α
= 1− α+  > 1− α.
This leads to a PoS of
2α
1− α+ 
→0−→ 2α
1− α.
In Section 6.3 we additionally analyzed some decision problems regarding the question
whether given fairness or welfare bounds can be reached in a given setting. The results from
Theorem 6.3 as well as Corollary 6.4 and Corollary 6.5 carry over.
Corollary 7.3 For a given α and a given value W , it is NP-hard to decide whether there is
an α-bounded distribution scheme that admits a stable matching M with
∑
e∈M w(e) ≥ W .
Consequently, for a given α, it is NP-hard to decide the value of the best matching which
can be stabilized by some α-bounded distribution scheme. Conversely, for a given W , it is
NP-hard to decide the value of the largest α such that some α-bounded distribution scheme
can stabilize at least one matching of value at least W .
Additionally, in Theorem 6.4 of Section 6.3 we also gave an NP-hardness result regard-
ing the decision whether a given α-fairness bound is sufficient to stabilize a given optimum
structure. However, for the proof we required coalitions of size 3, that is, the theorem does
not apply to matching coordination games. Considering the fact that optimum structures
are computable in polynomial time for matching coordination games, we thus can hope for
efficient algorithms to find a maximum matching M∗ together with a suiting α-bounded dis-
tribution scheme such that M∗ is stabilized and α is as large as possible. For a special class of
matching games we will in fact provide such an algorithm in Section 7.4. In general it remains
unclear whether finding an optimal α-bound for a given maximum matching is NP-hard or
not.
Note, that α would still only be optimal regarding M∗. There might be other maximum
matchings which allow for stabilizing distribution schemes with larger fairness bounds. As
the number of different maximum matchings can be exponential, we still could not compute
an overall optimal α-bound to provide a PoS of 1 in polynomial time. This is also where the
hardness in Theorem 6.3 stems from.
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7.2 Acyclic Alternating Instances
In the next two sections we present results for matching coordination games which extend the
ones known for coalition coordination games from Chapter 6. To receive improvements, we
limit ourselves to a novel subclass of matching instances, which we term acyclic alternating.
This class includes but is not limited to the important class of bipartite graphs. In fact,
the acyclic alternating property is not only defined by the matching coordination game but
also by the matching we want to stabilize. However, for bipartite matching coordination any
optimal matching provides an acyclic alternating instance. To motivate the subclass we use
the following observations.
Let M be some matching we want to stabilize, and let e 6∈ M be some edge which has a
common endpoint v with some e′ ∈ M . Now, if w(e) ≤ w(e′), we can simply assign only α
of e’s profit to v. Then this edge is never a blocking pair for M as at least αw(e′) ≥ αw(e)
is offered to v by e′. Hence, for all following analyses we will assume that the distribution
schemes assign αw(e) of e to v for all edges e ∈ E \M with w(e) ≤ w(e′) for some adjacent
e′ ∈M with e∩ e′ = {v} and not handle them explicitly anymore. The remaining edges then
are either in M or edges e ∈ E \M for which all adjacent e′ ∈M have w(e′) < w(e). We call
such edges e ∈ E \M dominating and their adjacent matching edges dominated. Our aim is
to find distribution schemes which disable the dominating non-matching edges e, that is, find
distribution schemes where e does not destabilize M . The subgraph of G consisting of the
dominating and dominated edges is denoted by Gd(M) and the set of these edges by Ed(M).
For the rest of this chapter we will only focus on finding distribution schemes for the graph
Gd(M) as we already gave a suitable distribution for all other edges.
Definition (Acyclic Alternating) If every path in Gd(M) which alternates between M
and E \M is acyclic, we call Gd(M) acyclic alternating.
Note that even cycles alternating between M and E \M are only possible for non-optimal
choices of M as the cycle contradicts the optimality of M . As maximum weight matchings can
be computed in polynomial time, we will focus on acyclic alternating graphs Gd(M) resulting
from some optimal matching M . Before we start our analysis we will shortly contemplate
that the restriction to graphs with Gd(M) acyclic alternating for some or even every optimal
matching M is not a drastic cutback, as it covers an interesting subclass of well-studied
matching problems.
Lemma 7.1 Let M∗ be a maximum weight matching for a given graph G and profits w. Then
we have
{(G,w) | G bipartite}
({(G,w) | ∀M∗ : Gd(M∗) is acyclic alternating}
({(G,w) | ∃M∗ : Gd(M∗) is acyclic alternating}.
Proof. As for optimal matchings M∗ there are no even circles in Gd(M∗) and bipartite graphs
have no odd circles both inclusions hold obviously.
For strictness of the first inclusion consider the graph G = ({1, 2, 3}, {e1 = {1, 2}, e2 =
{2, 3}, e3 = {3, 1}}) with values w(e1) = w(e2) = w(e3) = 1. While G is not bipartite for all
three optimal matchings M∗ (each consisting of one edge) Gd(M∗) is empty and thus acyclic
alternating. For the second inclusion consider G = ({1, 2, 3, 4}, {{1, 2}, {2, 3}, {2, 4}, {3, 4}})
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with values w({1, 2}) = w({3, 4}) = 1 and w({2, 3}) = w({2, 4}) = 2. Then, for M∗1 =
{{1, 2}, {3, 4}), Gd(M∗1 ) is not acyclic alternating while for M∗2 = {{2, 3}}, Gd(M∗2 ) is.
7.3 An Improved α-Bound
In this section we will try to improve the lower bound on α-fairness needed to stabilize an
optimum structure, or equally, for a PoS of 1. We will focus on instances which provide the
acyclic alternating property introduced in Section 7.2. It turns out that the special structure
provided by acyclic alternating graphs Gd(M
∗) in combination with the properties provided
by an optimum matching M∗ help improving the lower bound on α from 14 to
1
3 . Again the
proof is constructive and provides an algorithm to compute a suitable α-bounded distribution
scheme stabilizing M∗. In fact, the computed distribution scheme shares every edge by the
ration 13/
2
3 . However, the algorithm might not run in polynomial time. As in Section 7.4 we
will provide a polynomial time algorithm to compute a distribution scheme with optimal
α-bound, the algorithm in this section mainly serves as a formalization of the existence
argument. Additionally, we show that there are instances lacking the acyclic alternating
property which require fairness strictly smaller than 13 to stabilize any optimum matching.
As the proof for the 13 -bound is quite complex we will split it into multiple parts by ex-
tracting some intermediate results to lemmata. We start with an observation on the structure
of Gd(M
∗). By definition of Gd(M∗), any edge e = {u, v} ∈ Ed \M∗ must have a matching
edge on both sides, that is, there are e1, e2 ∈ M∗ with u ∈ e1 and v ∈ e2, as otherwise
M∗∪{e}\{e′ | e∩e′ 6= ∅} would actually improve social welfare in contradiction to M∗ being
optimal. Thus, every inclusion maximal alternating path in Gd(M
∗), that is, every path in
Gd(M) which cannot be extended, begins and ends with an edge of M
∗. We call such an
alternating path in Gd(M
∗) dominated.
Since we want to obtain a distribution scheme where every edge is shared 13/
2
3 we only
have to decide for each edge which vertex receives the large share and which the small share.
For convenience, we will refer to an edge {u, v} being oriented from u to v if and only if u
receives a share of α = 1/3 and v receives 1−α = 2/3. Thus, there are two problems to cope
with. Firstly, we have to prove that for every e = {u, v} ∈ Ed \M∗ there is some e′ ∈ M∗
with e ∩ e′ 6= ∅ and αw(e) ≤ (1 − α)w(e′), as this is the only way to disable the dominating
non-matching edges in Gd(M
∗). Secondly, we have to find an orientation for all (matching)
edges such that every non-matching edge is disabled.
For the first result we start by analyzing a single dominated path in Gd(M). As matching
edges do not overlap, every inclusion maximal dominated path including e = {u, v} ∈ Ed\M∗
also includes both matching edges which can be used to stabilize e. Thus, if we can find an
orientation to stabilize the whole path we know that e is in fact adjacent to some large enough
matching edge. Afterwards we will discuss how multiple overlapping paths can oriented in a
similar way without triggering conflicts.
To analyze single paths, we define a useful property for dominated paths. We call a
dominated path P = e1e2 . . . em of edges conflicting if e1, em ∈ M∗, w(e1) < 12w(e2) and
w(em) <
1
2w(em−1). The definition of conflicting paths is tailored to our request to share
every edge 13/
2
3 . By definition, the first matching edge is not large enough to disable the
following non-matching edge. In consequence, every other matching edge in the paths has to
be oriented towards the preceding non-matching edge to disable it. However, at the latest for
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em−1 this fails, as em does not provide enough profit to disable em1 . Thus, in a conflicting
path M∗ cannot be stabilized using 13/
2
3 shares. In a first step we will see that for maximum
matchings dominated paths are never conflicting. Afterwards we will use this property to
show how a single path can be oriented to disable all included non-matching edges.
Lemma 7.2 There is no dominated path P in Gd(M
∗) which contains a conflicting subpath
if M∗ is a maximum matching.
Proof. Assume conversely that a conflicting subpath P ′ = e1e2 . . . em exists in P . Now, on
the one hand we know that
1. w(e2)− w(e1) > w(e1),
2. w(e2i+2)− w(e2i+1) ≥ 0 for i = 1, . . . , (m−12 − 1), and
3.
∑m−1
2
i=0 w(e2i+1)−
∑m−1
2
i=1 w(e2i) ≥ 0 (because M∗ is optimal),
which provides
w(em)
3≥
m−1
2∑
i=1
w(e2i)−
m−1
2
−1∑
i=0
w(e2i+1)
= w(e2)− w(e1) +
m−1
2
−1∑
i=1
w(e2i+2)− w(e2i+1)
1,2
> w(e1).
On the other hand we also have
1. w(em−1)− w(em) > w(em),
2. w(e2i)− w(e2i+1) ≥ 0 for i = 1, . . . , (m−12 − 1), and again
3.
∑m−1
2
i=0 w(e2i+1)−
∑m−1
2
i=1 w(e2i) ≥ 0,
which provides
w(e1)
3≥
m−1
2∑
i=1
w(e2i)−
m−1
2∑
i=1
w(e2i+1)
= w(em−1)− w(em) +
m−1
2
−2∑
i=0
w(e2i+2)− w(e2i+1)
1,2
> w(em).
Thus, we have w(em) > w(e1) > w(em), that is, no subpath P
′ with the named properties
can exist in P .
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We will now show how to find a distribution scheme for a single dominated path P
such that M∗ ∩ P is stable regarding P . Let P = v1v2 . . . vm = e1e2 . . . em−1, v1 . . . vm ∈ V ,
e1 . . . em−1 ∈ E, be a dominated path. Then there is some jr and some jl such that w(e2i−1) ≥
1
2w(e2i) for i < jr and either w(e2jr−1) <
1
2w(e2jr) or 2jr > m, and w(e2i+1) ≥ 12w(e2i) for
i > jl and either w(e2jl+1) <
1
2w(e2jl) or jl = 0. We call jl and jr the bounds of P .
Lemma 7.3 If M∗ is a maximum matching, for the bounds of every dominated path P we
have jl ≤ jr.
Proof. Assume conversely that jr < jl. Then P holds the subpath P
′ = e2jr−1 . . . e2jl+1 with
w(e2jr−1) <
1
2w(e2jr) and w(e2jl+1) <
1
2w(e2jl). By Lemma 7.2 such a subpath cannot exist
in P . Thus jl ≤ jr and the bounds describe a feasible interval e2jl . . . e2jr of P .
We call the interval e2jl . . . e2jr the variable part of P . The name is due to the following
fact. For every 2jl ≤ k ≤ 2jr, consider the distribution scheme dP,k which shares the edges of
P such that ei is oriented form vi to vi+1 for i < k and ei from vi+1 to vi for i ≥ k. Distribution
scheme dP,k is a scheme with ”inward pointing” orientation which switches orientation at
position k. We will show that every such distribution scheme stabilizes P ∩M∗ regarding P .
Lemma 7.4 Given some dominated path P with bounds jl and jr and some k with 2jl ≤ k ≤
2jr, dP,k stabilizes P ∩M∗ regarding P .
Proof. Consider such a scheme and some e ∈ P \M∗. If e = ei with i < k, vi is offered
an α-share of w(ei) but an (1 − α)-share from w(ei−1). As i < k ≤ 2jr we know that
w(ei−1) ≥ 12w(ei), that is, (1 − α)w(ei−1) = 23w(ei−1) ≥ 13w(ei) = αw(ei). Thus, there is no
incentive for vi to switch from ei−1 ∈M∗ to ei = e and e is disabled. Similarly, if e = ei with
i ≥ k, vi+1 is offered an α-share of w(ei) and an (1−α)-share from w(ei+1). As i ≥ k ≥ 2jl we
know that w(ei+1) ≥ 12w(ei), that is, (1 − α)w(ei+1) = 23w(ei+1) ≥ 13w(ei) = αw(ei). Thus,
there is no incentive for vi to switch from ei+1 ∈M∗ to ei = e.
Now we not only know that the matching edges in a single dominated path can be stabilized
using 13/
2
3 shares, but also that we have a variety of different distribution schemes to choose
from. We will use this repertory to find a conflict-free combination of path orientations for
all overlapping paths and thus a distribution scheme which stabilizes all of M∗. Algorithm 5
computes the desired distribution scheme.
Subsequently, we will analyze Algorithm 5 and prove that it provides an 1/3-bounded
distribution scheme for all edges of G which stabilizes M∗. Observe that this algorithm does
not necessarily run in polynomial time. It merely serves as a formalization of the existence
argument. For computing distribution schemes with maximal α in polynomial time, we refer
the reader to Theorem 7.2 below.
Lemma 7.5 Algorithm 5 computes a feasible distribution scheme which stabilizes M∗.
Proof. The algorithm works as follows. At first, in the loop starting at Line 2, we take care of
all edges in E\Ed(M∗). Each of those edges shares an endpoint with a matching edge of equal
or larger value. We can easily ensure non-blocking status by orienting the edge away from
one endpoint incident to a higher-valued matching edge. Next, in the loop starting at Line 6,
for every dominated path we orient edges outside the variable part using ’inward pointing’ as
above. We need to show that for each edge e, although we might handle it repeatedly due to
overlapping dominated paths, all these paths result in the same orientation.
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Algorithm 5: Distribution scheme using only 13 \ 23 shares
Input: Instance (G,w), optimum M∗
Output: Orientation on G which stabilizes M∗
1 set F = E;
2 foreach e ∈ E \M∗ do
3 if ∃e′ ∈M∗: w(e) ≤ w(e′) and e ∩ e′ = {u} then
4 orient e away from u;
5 set F = F \ {e};
6 foreach P = v1v2 . . . vm = e1e2 . . . em−1 dominated path in Gd(M∗) do
7 find the bounds jl and jr for P ;
8 foreach i < 2jl do
9 orient ei from vi to vi+1;
10 set F = F \ {ei};
11 foreach i > 2jr do
12 orient ei from vi+1 to vi;
13 set F = F \ {ei};
14 while F 6= ∅ do
15 choose e = {u, v} ∈ F ;
16 orient e from u to v;
17 set F = F \ {ei};
18 call Propagate(e, u, F );
19 call Propagate(e, v, F );
Assume for contradiction that there are two dominated paths P = v1 . . . vm = e1 . . . em−1
and P ′ = v′1 . . . v′m′ = e
′
1 . . . e
′
m′−1 and an edge e = {u, v} such that P induces an orientation
of e from u to v while P induces an orientation from v to u. Let jl and jr be the the bounds
of P and j′l and j
′
r the bounds of P
′. Then e = ei with i < 2jl or i > 2jr and e = e′i′ with
i′ < 2j′l or i > 2j
′
r. We only discuss the case that i < 2jl and i
′ < 2j′l, as all other cases are
similar. Consider the path P ′′ = em−1em−2 . . . eiei′+1 . . . e′m′ and note that ei = ei′ . The fact
that i < 2jl, i
′ < 2j′l, and the orientations given by P and P
′ are contradictory tells us that
in P we have u = vi and v = vi+1 while in P
′ we have u = v′i′+1 and v = v
′
i′ . Thus, P
′′ is
again a dominated path. Then for P ′′ again we have bounds j′′l and j
′′
r . Now, applying the
definition to P ′′, it turns out that the position of 2j′′r coincides with the position of 2jl in the
P -part and the position of 2j′′l coincides with the position of 2j
′
l in P
′. But then j′′r < j′′l
which was already proven to be impossible.
Further, let us observe that once the algorithm reaches Line 14, there is no dominated
path P = v1 . . . vm = e1 . . . em−1 and indices i1 < i2 < i3 such that ei1 and ei3 are oriented
in the same direction (either ei1 from vi1 to vi1+1 and ei3 from vi3 to vi3+1 or ei1 from vi1+1
to vi1 and ei3 from vi3+1 to vi3) but ei2 ∈ F . Put differently, ei2 has no orientation yet.
Further, ei2 is not oriented in the opposite direction. Assume for contradiction that there is
such path P and indices i1 < i2 < i3. We will consider the case that ei1 is oriented from vi1
to vi1+1 and ei3 from vi3 to vi3+1. The other case works similarly. As ei3 was not oriented
when P was considered, there must be some path P ′ = v′1 . . . v′m′ = e
′
1 . . . e
′
m′−1 which shares
ei3 with P , say ei3 = {vi3 , vi3+1} = {v′i′ , v′i′+1} = e′i′ (assuming that the vertices in P ′ are
labeled such that P and P ′ are both increasing in the same direction on ei3). Let jl and jr
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Algorithm 6: Propagate
Input: edge e, vertex u, set of undetermined edges F
Output: Orientation-changes caused by e
1 if e ∈M∗ then
2 foreach e′ = {u, v′} ∈ F \M∗ do
3 orient e′ from v′ to u;
4 set F = F \ {e′};
5 call Propagate(e′, v′, F );
6 else
7 foreach e′ = {u, v′} ∈ F ∩M∗ do
8 orient e′ from v′ to u;
9 set F = F \ {e′};
10 call Propagate(e′, v′, F );
denote the bounds of P and j′l and j
′
r denote the bounds of P
′. As ei2 is not oriented by P ,
we know that 2jl < i2 < 2jr and, as ei3 is oriented from v
′
i′ to v
′
i′+1, we know that i
′ < j′l.
Consider P ′′ = v1 . . . vi2v′i′+1 . . . v
′
m′ , where vi2 = v
′
i′ . Now P
′′ again is a dominated path and
further the bound j′′l of P
′′ coincides with j′l of P
′. But P ′′ was considered in Line 6 as well
and caused the orientation of all edges outside of its variable part between j′′l and j
′′
r . In
particular, P ′′ caused the orientation of ei2 , and ei2 is oriented in the same direction as ei1
and ei3 . Note, that this means that at Line 14 for every dominated path P the part P ∩F of
unoriented edges is connected.
Now we come to the final part starting at Line 14, where we orient the intersection of
variable parts of all paths. Intuitively, in this part we can simply pick an arbitrary edge,
which is not oriented yet, and choose its v-vertex as the position where the switch of orien-
tation should take place. Then, using the Propagate subroutine outlined in Algorithm 6 we
ensure that for every dominated path which includes v the remaining unoriented edges get
consistently oriented (towards v). Thus for each dominated path we obtain a distribution
scheme as discussed above, that is, the non-matching edges in each path are non-blocking.
Together with the edges in G \Gd(M∗) that were already handled in the first loop, we thus
have ensured that all non-matching edges are non-blocking. Hence M∗ is stable.
Finally, we prove tightness of the 13 -fairness bound for distribution schemes which stabilize
optimal matchings M∗ with Gd(M∗) acyclic alternating. Consider the following simple path,
in which any value α > 13 will fail to stabilize the unique M
∗.
Example:
1 2 3 4
1 2−  1
Let α > 13 and 0 <  <
3α−1
α . Then, the unique M
∗ consisting of {1, 2} and {3, 4} cannot be
stabilized as 1− α = 2α− (3α− 1) = α(2− 3α−1α ) < α(2− ). 
Summing up the results of this section we obtain the following theorem.
Theorem 7.1 For any optimal matching M∗ such that Gd(M∗) is acyclic alternating, there
is an α-bounded distribution scheme which stabilizes M∗ with α = 13 , and this bound is tight.
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Note that we only required M∗ to be a maximum matching but did not need any additional
properties. Thus the 13 -bound on fairness holds for every maximum matching which imposes
an acyclic alternating instance.
We complete this section with an example which demonstrates that graph structures where
every maximum matching M∗ fails to generate an acyclic alternating Gd(M∗) might in fact
require a fairness bound strictly smaller than 13 to reach a PoS of 1.
Example:
1 2
3
4
z
x
1
x
We consider the example above resulting in an upper bound of α = 1 −
√
1
2 ≈ 0.2929. Let
V = {1, 2, 3, 4}, C = {{1, 2}, {2, 3}, {2, 4}, {3, 4} with w({1, 2}) = z, w({2, 3}) = w({2, 4}) = x
and w({3, 4}) = 1. In this small example – assuming that S = {{1, 2}, {3, 4}} is the optimum
structure – the best strategy on {3, 4} is obliviously to give 12 to each side. Let α be the lower
bound on the share each player should at least get. Then {1, 2} will be shared such that 1
gets αz and 2 gets (1 − α)z as 1 has no option to switch while 2 might get tempted by the
x coalitions. We know that 1 + z > x and further need either 12 ≥ αx or (1 − α)z ≥ αx.
The most extreme α we can derive for these constraints is α = 1 −
√
1
2 for x =
1
2−2
√
1
2
and
z = 1
2
√
1
2
. 
7.4 Distribution Schemes with maximum α-fairness
In the previous section we have worked out that acyclic alternating instances permit improved
general bounds on the α-fairness for optimal stable states. But the extensive structure of
acyclic alternating graphs actually provides some even more useful properties. In Section 6.3
we observed NP-hardness of deciding whether a given α suffices to stabilize some optimal
matching. Here we will give a polynomial time algorithm which decides this problem, not
only for optimal but for any given M with Gd(M) acyclic alternating, and even computes
a suitable distribution scheme if stabilization is possible. Combining this result with the
observation that there are only a polynomial number of different α-values to be tested (not
only for acyclic alternating but every matching game), we can stabilize any matching M which
induces an acyclic alternating Gd(M) with optimal α in polynomial time.
At first we will analyze how to find a distribution scheme for a given α-value.
Theorem 7.2 Given a matching M such that Gd(M) is acyclic alternating and some α ∈[
0, 12
]
, we can decide in polynomial time if there is an α-bounded distribution scheme stabi-
lizing M . Provided that the answer is positive, a suitable distribution scheme is computed as
well.
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Algorithm 7: Computing a Distribution Scheme for M
Input: Instance (G,w), matching M , bound α
Output: α-bounded distribution scheme d such that M stable
1 set S = E;
2 foreach e ∈ E \M do
3 if ∃ e′ ∈M : e ∩ e′ = {u} and w(e) ≤ w(e′) then
4 share e such that αw(e) is offered to u;
5 set S = S \ {e};
6 foreach e = {u, v} ∈M do
7 set su = αw(e), sv = αw(e) and reste = (1− 2α)w(e);
8 while S 6= ∅ do
9 if ∃ e = {u, v} ∈M : u /∈ e′∀ e′ ∈ S \ {e} then
10 set sv = sv + reste and reste = 0;
11 share e such that su is offered to u and sv is offered to v;
12 set S = S \ {e};
13 foreach e′ ∈ S with e′ ∩ e = {v} do
14 if sv ≥ αw(e′) then
15 share e′ such that αw(e′) is offered to v;
16 set S = S \ {e′};
17 if ∃ e = {u, v} ∈ E \M : u /∈ e′∀ e′ ∈ S ∩M then
18 if ∃ e′ ∈ S ∩M : v ∈ e′ and sv + reste′ ≥ αw(e) then
19 if sv < αw(e) then
20 set sv = αw(e) and reste′ = reste′ − (αw(e)− sv);
21 share e such that αw(e) is offered to v;
22 set S = S \ {e};
23 else
24 return ’M cannot be stabilized with lower bound α’;
Proof. We have already seen how to find a distribution scheme for α ≤ 13 in Theorem 7.1.
Here we will treat the slightly more general approach as shown in Algorithm 7. In particular,
we cannot use fixed share schemes anymore but have to decide shares depending on the
surrounding edges and shares. We first describe the intuitive idea behind the algorithm.
The main idea of the algorithm for Gd(M) is using that in every round there is an edge
for which the profit of one agent is already determined by the algorithm. In particular, for
e ∈ M there are only edges e′ 6∈ M on one side that we have to make non-blocking and
for e ∈ Ed(M) \M there is only one e′ ∈ M left on one side which can be used to make e
non-blocking. This property is due to the fact that no alternating path in Gd(M) contains
a cycle. Deciding the distribution for e ∈ Ed(M) \M is easy. We give the smallest possible
value αw(e) to the side where an edge e′ ∈ M is supposed to ensure non-blocking status of
e. In contrast, for matching edges e ∈ M we have to be more careful. We start by giving
each side only the minimal portion of αw(e) and keep the rest as buffer. Now, every time we
encounter an e′ ∈ Ed(M) \M which can only be stabilized by e, we raise the share on that
side just as much as needed, using up some of the buffer. If such e′s are left only on one side,
we can push all the remaining buffer to that side and check whether (some of) the e′s become
non-blocking by this assignment.
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More formally, consider the execution of Algorithm 7. At first we show that we will not
get stuck in the while-loop, that is, in every execution of the loop at least one edge is removed
from S (or we find out that M cannot be stabilized and stop).
Assume conversely that, although S 6= ∅, there neither is a matching edge with no adjacent
edges at one side nor a non matching edge with no adjacent matching edge at one side. Then S
contains a cycle which alternates between matching and non matching edges in contradiction
to the properties of Gd(M).
Next we will see that if the algorithm does not terminate early, the final output is an α-
bounded distribution scheme which stabilizes M . Every edge e of E\M is shared (αw(e), (1−
α)w(e)) and every edge e = {u, v} in M is shared according to (su, sv) which is a valid
distribution as throughout the algorithm su + sv + reste = w(e), where the buffer reste = 0
in the end. Obviously, we never exceed nor undercut the value of an edge. Further, su and sv
start at αw(e) and increase monotonically. Thus, our distribution respects the lower bound
of α. We claim that every e ∈ Ed(M) \M that is dropped from S is already stabilized by an
offer according to the current value su of some incident agent u. Then, with S empty in the
end and all matching edges shared according to the su-values (which increase over the run of
the algorithm), M is indeed stable. If e has been removed at Line 5, the agent (denoted u) to
which αw(e) is offered will get at least as much from its incident matching edge e′. If e has
been removed at Line 16, it is stabilized by the matching edge which is removed along with
it. Further, each edge removed at Line 22 is stabilized as well, as the sv-value is adjusted to
be large enough if it has not been before. Hence M is stable under the given distribution.
Now assume that the algorithm terminates early declaring that M cannot be stabilized.
Obviously, at the point where this decision is made, the currently examined edge e ∈ Ed(M)\
M cannot be made non-blocking anymore. Either the incident matching edges where fully
shared and removed already without the share being large enough to make e non-blocking
and delete it from S (Line 16) or the current offer combined with the remaining buffer of
the incident matching edge is smaller than αw(e). Thus, we have to show that we did not
offer a bigger share than needed to the other side earlier. In the beginning each sv is set
to αw(e), where e is the matching edge containing v, so nothing is wasted. Now, there are
only two points where sv is enlarged. If sv is changed in Line 10, we already know there
are only edges on the side of v which remain to be stabilized, as we have seen above that
every dropped edge is already stabilized. Thus, by giving the rest of the buffer to v we waste
nothing for the other side. The other time sv is changed is at Line 20 where it is enlarged
to meet the minimal possible offer of the currently examined non matching edge e = {u, v}.
Now, e has been picked because there is no matching edge left on one side of it, that is, either
u is not matched in M , then e has to be stabilized at v and thus it is necessary to rise sv,
or the matching edge of u is already deleted from S. But when deleting a matching edge we
always ensure to delete all non matching edges which get stabilized by the matching edge as
well. Hence, again it is necessary to stabilize e at v. Thus, the algorithm only terminates
early, if it is not possible to stabilize M while respecting the α-bound. Together with the fact
that the algorithm provides an α-bounded distribution scheme under which M is stable, if it
terminates with S = ∅, this proves the theorem.
We now know how to test if some α-fairness can be reached for a given matching M with
acyclic alternating Gd(M) in a particular instance. However, in general α is a continuous
variable and thus allows for an infinite number of different values. A first idea that comes to
mind to find or at least approximate the optimal fairness, is a binary search on the interval
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. A closer look at the way distribution schemes are computed in Algorithm 7 reveals
that in fact there is only a finite (polynomial) number of values for which an increase causes
a diminishing of (local) stabilization possibilities in the graph. This is due to the fact that it
is always reasonable to share edges e /∈ M by α/(1 − α) with α handed to the agent shared
with the stabilizing matching edge.
Lemma 7.6 Suppose we are given a matching M and an α-bounded distribution scheme with
maximal α stabilizing M . There are at most |E|3 many relevant values for such a maximal
α, each computable in polynomial time. This holds even if Gd(M) is not acyclic alternating.
Proof. Consider some edge e = {u, v} ∈ M and let Le = {e′|u ∈ e′ ∈ E \ M,w(e′) >
w(e)} ∪ {ea} and Re = {e′|v ∈ e′ ∈ E \M,w(e′) > w(e)} ∪ {ea} where we assume ea to be
some auxiliary edge of value w(ea) = w(e). Now let e1 ∈ Le be the edge of highest value in Le
which has to be put to non-blocking status by e and, similarly, e2 ∈ Re be the edge of highest
value in Re which has to be put to non-blocking status by e. If on some side there are no edges
which have to be handled, we choose ea to ensure an offer of α. Now the largest α which allows
e putting both e1 and e2 (and all smaller edges on the respective sides) to non-blocking fulfills
exactly w(e) = αw(e1)+αw(e2). As |M |, |Le| and |Re| are all of size at most |E|, the number
of different such α-values arising from M is limited by |E|3. We claim that the maximum α
for an α-bounded distribution scheme stabilizing M must be among these candidate values.
Assume conversely the optimal α∗ does not fulfill the equation w(e) = α∗w(e1) + α∗w(e2)
for any e ∈ M , e1 ∈ Le, e2 ∈ Re. Now consider some α∗-bounded distribution scheme d
which stabilizes M . For each e ∈M let e∗1 be the worthiest edge of Le which is non-blocking
and e∗2 the worthiest edge of Re which is non-blocking because of e under d. We know that
α∗w(e∗1) + α∗w(e∗2)  w(e) for every e ∈ M . Let α+ = min{α | αw(e∗1) + αw(e∗2) = w(e)
for some e ∈ M}. Then α+ > α∗ and we can stabilize M with an α+-bounded distribution
scheme in the following way. We share each edge e′ in E \M such that α+ is offered to (one
of) the matching edge which ensures non-blocking status for e′ in d, and we share each e ∈M
such that du(e)w(e) ≥ α+w(e∗1) and dv(e)w(e) ≥ α+w(e∗2) for its respective e∗1 and e∗2. This
contradicts maximality of α∗ and completes the proof.
Combining Theorem 7.2 and Lemma 7.6 we can now efficiently compute the maximal
α-bound on fairness possible for any matching M as well as an α-bound distribution scheme
stabilizing M .
Corollary 7.4 Given a matching M such that Gd(M) is acyclic alternating, we can in poly-
nomial time find the maximal bound α for which M can be stabilized as well as suitable
distribution scheme.
Note that, while being able to compute distribution schemes with optimal fairness for a
given matching and in particular for maximum matchings is a huge improvement compared to
coalition formation games or even matching games which do not provide acyclic alternating
graph structures, we are still not able to compute the overall optimal fairness value to ensure
a PoS of 1. This is due to the fact that there can be an exponential number of different
maximum matchings.
For general matching games, the relevant α-values can be bounded and computed in the
same way, even if Gd(M) is not acyclic alternating. However, in general it is not clear how
to use this information to construct an optimal distribution scheme, as it remains to decide
which matching edges have to stabilize which non-matching edges within cycles.
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Additionally, the characterization for the number of candidate values for optimal α can be
directly generalized to larger coalitions using the same arguments. But we have already seen
in Theorem 6.4 that even the knowledge of the optimal value for α does not help in finding
a stabilizing distribution scheme efficiently.
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Chapter 8
Conclusion and Open Problems
In the first part of this thesis we have seen that the addition of local constraints to the
standard setting of matching has massive impact and leads to a variety of interesting and
quite differently behaving classes of matching games. A lot of tasks which are simple in the
standard setting become more complicated through the influence of local constraints on the
market, like, for example, deciding on the existence of stable states or computing a stable
matching of maximum size. Further, nice properties like short paths to stability might get
lost or can only be maintained under additional constraints. However, all of our settings
are motivated by observations made in real-life markets and thus play an important role in
the effort to understand the dynamics emerging from such markets. Of course, due to the
diversity of settings, there are still a lot of aspects which are not covered by the types of local
constraints considered in this thesis. Theoretical concepts which capture some of these aspects
form a large field of future work on the way of understanding market behavior. For these
concepts the same questions as studied in this thesis about existence, quality, and reachability
of stable states and behavior of improvement dynamics arise.
For correlated preferences we were able to give an exhaustive characterization on which
classes of matching and coalition formation games with local constraints allow for short paths
to stability and showed how to compute these paths. Most of the classes could be covered by
the unified framework of coalition formation with constraints and consistent generation and
domination rules, which proves to have some desirable properties like short paths to stability
as well as to any other reachable state. It would be interesting to find other classes of games
which are also covered by this framework. Additionally, although we could prove that the
axioms of consistent generation and domination rules form a tight set of axioms in some sense
when it comes to short paths to stability, different characterizations might be possible and
lead to new insights on the requirements for fast convergence.
For uncorrelated preferences we received much more diverse results. For socially stable
bipartite matching short paths to stability are always guaranteed. In contrast, for locally
stable bipartite matching there are instances where, although a stable state exists, there is
no path to stability and improvement dynamics circle. However, under the restriction to
job-market games we can give a simple algorithm producing a short sequence of improvement
steps to a stable state. With the help of recency memory we can achieve the same also for
games where the social network additionally includes links between the two partitions. For
random memory convergence is guaranteed for any kind of social network although random
dynamics might take long to reach a stable matching. In this thesis we only considered a cache
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size of one. The effects of larger cache in combination with different update strategies remain
an open question. Like for locally stable matching, for considerate and friendship stable
bipartite matching we had to restrict the social network in order to apply our algorithm. But
in opposition to locally stable matching in these two cases the question, whether there are
instances and starting states such that no stable state is reachable, is still open.
In Chapter 3.3 we also have seen that it is difficult to compute or even approximate maxi-
mum cardinality matchings which are stable under our local constraints. For all four settings
we showed hardness of approximation within a factor of (1.5 − ε) under the unique games
conjecture. In the unrestricted case, computing a maximum matching is a simple task for cor-
related preferences or uncorrelated preferences without ties. In contrast, when preference lists
are allowed to have ties we encounter the same problems as with local constraints. Approxi-
mation within a factor of (4/3 − ε) is hard under the unique games conjecture [Yan07]. For
the unrestricted case [Mcd09,Kir11] there is a 1.5-approximation algorithm. The same holds
for socially stable matching [AIK+13], making the hardness bound tight. For considerate and
friendship stable matching however no non-trivial approximations are known.
Additionally, convergence of random dynamics under the influence of local constraints is
of interest. For uncorrelated preferences random dynamics can already take exponential time
in the unrestricted case even for bipartite matching [AGM+11]. The results immediately
carry over to our settings by implementing the complete graph of social links for socially
and locally stable matching respectively omit any kind of friendship relation for considerate
and perceived stable matching. On the other hand, for correlated preferences convergence
of random dynamics is quick [AGM+11], even if we restrict ourselves to ’best responses’,
that is, in each step we resolve a blocking pair of maximum benefit. The proof carries over
to socially stable matching. In contrast, for locally stable matching in [Hoe11] exponential
convergence time is shown. For considerate and friendship matching, it remains an interesting
open problem to characterize the duration of random dynamics.
In the second part of this thesis we studied profit sharing schemes which trade efficiency of
stable states and equal treatment. We could prove a direct dependency between the efficiency
of stable states and the fairness of the sharing scheme, and give algorithms which ensure a
PoS (respectively PoA) of max{1,∆2α} for distribution schemes that are α-fair. In particular,
we can always find distribution schemes which stabilize the optimal outcome, and it is not
necessary to grant certain agents nothing or close to nothing of some of their coalitions’
payoffs in these distribution schemes. Note that, given a suitably efficient state, we can easily
compute distribution schemes providing the desired properties regarding efficiency or minimal
α-egalitarian treatment. This is of great interest as it allows us to transfer cooperative games
into games with egoistic agents while still ensuring good results regarding the cooperative
approach. In particular, for matching games we can stabilize any desired outcome with
optimal fairness.
While we could prove asymptotic tightness of the bounds we gave, it might be nice to
actually close the gap between the upper and the lower bounds.
A potential weakness of our model is the underlying assumption that we can define a
(potential) share for every agent and every possible project or coalition in the market. In
consequence, any form of transferable utility is prohibited in the resulting coalition formation
game. If instead we only define the shares for the formed coalitions of a structure and leave
the shares of other coalitions up to agent negotiation, the stable states are a subset of core
solutions in the corresponding transferable utility cooperative game, where every agent is
required to receive at least an α-share of the payoff of the coalition he is in. It is known that
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in many cases the core of our games is empty, even more so if we require each agent to receive
an α-share. Thus the strong assumptions we make by allowing to set appropriate shares for all
coalitions also come with drastic improvements regarding the existence and quality of stable
states in the resulting game.
A different form of credit sharing, which works with implicitly defined portions instead
of explicitly stated distributions for every coalition, is given by attributing credit by weight
or importance. This idea stems from the observation that often an disproportional amount
of credit is distributed to the most ’visible’ team members, for example, if several authors
write a joint paper, there is a tendency to attribute credit to a prominent author whose name
is already known in the community. In the literature this phenomenon is often referred to
as ’Matthew effect’ [Mer68]. The effects of such sharing schemes on stable states have been
studied, for example, in [ABH13]. However, to our knowledge settings where the weights of
the agents are designed by the community to ensure a certain quality of outcome have not
been considered yet. In this context it is a very intriguing open question whether similar
results on efficiency and equal treatment can also be found for scenarios where proportional
rules for profit sharing are applied to all projects.
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