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Abstract
DUALITY IN A MODEL OF LAYERED SUPERFLUIDS & SLIDING PHASES
by
STEVEN VAYL
Adviser: Professor A. Kuklov
The intent of my project is to determine if the proposal of sliding phases in XY layered systems
has physical ground. It will be done by comparing numerical and analytical results for a lay-
ered XY models. Sliding phases were first proposed in the context of DNA complexes and then
extended to XY models, 1D coupled wires and superfluid films. The existence of the sliding
phase would mean that there is a phase transition from 3D to 2D behavior. Such systems have
been studied both in the clean case and with disorder. The idea of the sliding phases is based
on applying the criterion of relevancy of Josephson coupling between layers along the line of
the Sine-Gordon model. Such a criterion is, strictly speaking, valid for a non-compact variable
while the XY model is defined for compact one. Thus, it is not clear if this approximation has
any validity. Our analysis of the numerical data obtained within Monte Carlo simulations of a
model showed that the scaling behavior of the Josephson coupling disagrees qualitatively (and
quantitatively) with the flow equation derived from the renormalization group (RG) prediction.
Instead of the 3D to 2D phase transition predicted by the RG we see the behavior consistent
with the system retaining its 3D character. Our approach is based on the language of duality. It
allows reformulating the model in terms of the objects amenable to effective large scale simu-
lations. Furthermore, using this language it becomes possible to formulate a general criterion
for the sliding phases to exist – which conspicuously demonstrates that the RG approach is in-
correct when applied to the situations of the dimensional reduction. The dual approach allows
finding the asymptotically exact analytical solution of the model for clean and disordered cases.
v
It is also suggested how to achieve sliding phases – by introducing effective gauge type interac-
tion between Josephson currents mediated by some soft mode which does not affect currents
along the planes.
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Chapter 1
Phases of interest
In bosonic systems, superfluidity (SF) and/or Bose-Einstein condensation (BEC) can occur as
a phase transition below some critical temperature. These are macroscopic phenomena when
individual particles behave in a “cooperative" manner in both dilute (weakly interacting) and
strong interaction regimes. A brief overview of both phenomena is given, starting with the BEC.
1.1 Bose Einstein Condensate (BEC) & Superfluids
If a BEC in a gas or liquid is present then there is a macroscopic occupation of bosons in the
ground state at finite temperature. This comes from the observation that in an ideal gas, the
number of particles in the excited states Ne is bounded so that if the number of particles ex-
ceeds this upper bound then the excess can only be accommodated in the ground state. This
saturation of the ground state begins at T < Tc where Tc is the critical temperature.
This is the classical description of a BEC. It can also be discussed in terms of so called
off-diagonal long range order (ODLRO) introduced by Penrose and Onsager [4]. The onset of
ODLRO can be shown via the reduced one-body density matrix ρ̂(r,r ′). In a BEC there is a
macroscopically occupied single particle state with number of particles N0 ∼ Ntotal , where Ntotal
1
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is the total number of particles in the system. This can be described by the one-body density
matrix:
ρ̂(r,r ′) = 〈ψ†(r )ψ(r ′)〉 = N
∫
dr2dr3...drNΦ
∗(r,r2,r3....rN )Φ(r ′,r2,r3....rN ) (1.1)
where Φ is the N-body wave function. BEC is present in both interacting and non-interacting
regimes. In the case of an ideal (non-interacting) gas, this N body wave function is simply given
by a product of single particle states. Such states can be represented as plane waves. Taking
N ,V →∞ with N /V = constant and assuming translational invariance, the Fourier expansion
of the density matrix is written as





′)〈a†k ak〉 ; 〈a†k ak〉 = Nk =
1
eβ(εk−µ) −1 (1.2)
where the mean occupation number Nk of particles in a momentum state k, is the expectation
value of the normal ordered product of creation a†k and annihilation ak operators; εk and µ are
the energy and chemical potential, respectively. Condensation begins to take place below a crit-
ical temperature Tc ( the chemical potential µ= 0 in this case), and the momentum distribution
takes the form Nk = N0δk,0+ 1eβεk −1 where N0 = N (1−(T /Tc )
3/2). Before proceeding further with
the density matrix, determination of Tc for ideal gas of bosons must be made. This can be done








After integration the particle density (which is in terms of temperature and the fugacity z =
exp(βµ)) becomes











As stated a moment ago, the critical temperature Tc is found when the fugacity z = 1 or the
chemical potential µ = 0 for which g3/2(1) = 2.612. For fixed particle density n, inverting the








Returning to the density matrix, upon insertion of Nk = N0δk,0 + 1eβεk −1 into Eq.(1.2) results in




f (|r − r ′|) ; lim
|r−r ′|→∞




f (|r − r ′|) → 0 (1.6)
with some function f (|r − r ′|) of the k 6= 0 states decaying to zero as r − r ′ → ∞. The asymp-
totic behavior lim|r−r ′|→∞ρ(r,r ′) to a finite constant defines ODLRO. Specifically it says that
the amplitude to destroy a particle at r and create it a r ′ becomes a constant at large dis-
tances. The wave function of such a system must be a linear combination of states with dif-
ferent particle number which are eigenfunctions of the creation and annihilation operators. In
addition since the density matrix is taken at points arbitrarly far apart, it is natural to sepa-
rate the average into two independent averages 〈ψ†(r )ψ(r ′)〉→ 〈ψ†(r )〉〈ψ(r ′)〉. If these averages
are taken with respect to states |N〉 characterized by a particular number of particles N , then
〈N |ψ†|N〉 = 〈N |ψ|N〉 = 0. The coherent states must therefore be included. With respect to the
coherent state, the BEC is phase coherent. The phase and particle number are conjugate vari-
ables satisfying the commutation relation [N̂ ,φ] = i . There is no well defined particle number
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for any sub-system since by construction the particle number in any of these subsystems is not
a conserved quantity. This insures macroscopic phase coherence between distant subsystems.
The converse can also be stated, when each volume has definite number of particles then phase
coherence breaks down. This is the underlying mechanism for the formation of superfluids and
superconductors. This concept will later be revisited when looking at quantum phase transi-
tions, more specifically, Mott insulator to superfluid transition [5, 6]. Lastly since the coherent
state has a definite phase we can identify the order parameter (over the system volumeΩ) of the
BEC as ψcondensate = 〈ψ〉Ω in the sense that lim|r−r ′|→∞〈ψ†(r )ψ(r ′)〉 = n0 = |〈ψ〉Ω|2. This is also
known as the phenomenon of a spontaneously broken symmetry, where the symmetry broken
is that of U(1). A U(1) symmetry implies that the system does not prefer to have some uniform
phase φ. Despite this, the symmetry of a state can be broken spontaneously – that is, the order
parameter 〈ψ =pn0e iφ〉 =ψ0 6= 0 is formed. For simplicity when dealing with the correlators,
amplitude fluctuations are ignored. The correlator in terms of phase φ is written
〈ψ†(r ′)ψ(r )〉 = n0〈e iφ(r )e−iφ(r
′)〉 (1.7)
Let’s now turn to the discussion of superfluids. In simple terms, superfluid is a macroscopic
manifestation of quantum effects from which the liquid attains zero viscosity, and, accordingly,
displays non-classical rotational inertia (NCRI). In recent years much attention has been paid
to the so called super-solids in which NCRI was attempted to be observed in the torsional oscil-
lator experiments by Kim and Chan [7]. Observing NCRI can be done in an annulus containing
a fluid of N particles. If all these particles form the superfluid, slow rotation of the annulus will
leave them motionless because superfluid does not have viscosity. Accordingly, the measured
moment of inertia of the system will be reduced by the amount corresponding to the superfluid
fraction of N particles. In a famous experiment performed by Andronikashvili in 1948 [8] the
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fraction of normal fluid in liquid helium has been measured by using a stack of closely spaced
rotating disks.
It is convenient to take a view on this from the frame where the annulus is motionless. Then,
if the container begins to rotate at some frequency ω, there is a contribution to the free energy
of particles in the form of F (ω) = F0 + α2 Iω2 with I = N mR2 as the total moment of inertia of
the particles and α describes a superfluid fraction. Such an increase of free energy is a result
of the superfluid component remaining motionless in the laboratory frame and moving in the
annulus frame. At small ω the free energy contribution is set by a nonzero α = ρs/ρ which
defines the superfluid density ρs . Inverting the expression for the free energy in the presence of








F (ω)−F (ω= 0)
]
(1.8)
It should be stressed that the above definition of superfluid density is that of a thermodynam-
ical response determined by how much free energy changes in response to imposing external
rotation ω in the frame of the annulus. Another definition of superfluid density refers to the
dynamical response. In 3d both thermodynamic and dynamical response are essentially the
same. In lower dimensions, however, they differ quite significantly. For instance, in the dynam-
ical case persistent currents can survive for very long times in 1d, whereas condensate cannot
exist in 1d and 2d in the thermodynmical sense [9–11].
The two fluid model due to Landau [12] describes the coexistence of superfluid and normal
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Superfluids support the topological defects or vortices which are singular points in the phase
field and are topologically protected. With this consideration a contour which encloses a vortex
core now support a velocity field characterized by nonzero quantized circulation also known as
the Onsager-Feynman quantization condition
∮
dl ·∇φ= 2πn n =±1,±2, ... (1.10)
where n represents the total charge of all enclosed vortices. It is important to note that the su-
perfluid can be destroyed if it’s velocity exceeds the critical value vc = min(E(p)/p), where E(p)
and p are the energy and momentum of excitation. Dissipation can only occur if the velocity
of the superfluid exceeds vc with respect to some obstacle – a wall of the container or a solid
object inserted into the fluid. This is known as the Landau criterion. In real superfluids critical
velocities are in fact orders of magnitude smaller than predicted by Landau1.
1.2 Ultracold atomic physics
Generation of optical lattices & cooling techniques
Confinement of atoms in optical traps is generated by a counter-propagating laser light dipole
force F = 12α(ωL)∇(|E |)2. This occurs due to the Stark effect which depends upon the local mag-
nitude of electric field E , the frequency of the laser lightωL , the frequencyω0 associated with an
transition to the an excited state and the detuning factor ∆=ω0 −ωL . Here α is the polarizabil-
ity of the atom in response to the laser frequency ωL . If ωL is in close vicinity to the excitations
frequency ω0, then polarizability is given as α(ωL) ≈ |〈g|d̂|e〉|2/~(ω0 −ωL) [15], where d̂ is the
electric dipole operator, |g〉 is the ground state of the atom and |e〉 is the excited state. The
1Feynman showed that critical velocity vc is actually magnitudes smaller then initially thought. He found that
this is due to the formation of vortices [13, 14].
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above expression for the polarizability is taken as an approximation if one assumes the laser
frequency is close to a particular resonance. In its general form, α(ωL) contains contributions
from all excited states. If ω0 −ωL < 0 (“blue detuning"), atoms are attracted to the nodes while
for ω0 −ωL > 0 (“red detuning") atoms tend towards the antinodes of the laser intensity.
Interaction of the atoms with photons leads to dissipative processes which are generated
by inelastic scattering events due to absorption and spontaneous emission of photons. Atoms
experience a Doppler shifted frequency which is close to the resonance. During this process
photons are absorbed and as a result the kinetic energy of the atom is reduced by such “Doppler
cooling". Eventually absorption is balanced by the recoil of emitted photons [1]. Temperature
continues to fall until the lower bound kT = ~Γ2 is reached where Γ is the rate of spontaneous
emission of photons (de-excitation of the atoms). The dipole force written above is not conser-
vative due to spontaneous emission. In practice, this may be compensated for in experiments
by adjusting the detuning factor so that it is much larger than this decay rate, that is, |∆| >> Γ. In
this regime, dissipation is minimized (thus minimizing the reheating by spontaneous emission)
and the dipole force becomes approximately conservative. Doppler cooling by itself does not
reach condensate temperatures. Even lower temperatures are achieved through the method of
evaporative cooling of the trapped gas. Eventually this results in cooling below the condensa-
tion temperature.
A beautiful experimental demonstration of the BEC formation achieved through evapora-
tive cooling is the interference pattern caused by two expanding condensates released from
their respective optical and magnetic traps [16]. Depending on relative angles the standing
waves can realize optical potentials of, practically, any geometry. In the case of one standing
wave, motion in the direction of the propagating wave is suppressed and the gas is partitioned
into a collection of disks. In other words, if the standing wave is generated in the z-direction,
motion is now limited effectively to the x-y plane. Applying an additional standing wave in the
orthogonal direction to the first one now creates an array of tubes or cigars so that motion is
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Figure 1.1: Left: Velocity redistribution due to Doppler cooling induced by laser. Right: (a-c)
Process of photon absorption and spontaneous emission. Reprinted with permission from [1].
quasi-one dimensional. Generating 3 orthogonal standing waves forms lattice of sites, with
each site confining atoms. The generated potential is written (in general) as
V (x, y, z) =−Vxe
−2 y2+z2




w2x sin2(kz z) (1.11)
Here the beams in each direction have a gaussian profile with radii wx , wy , wz . ki = 2πλi is the
wave vector of the laser in the i th direction and the potential depth of each of the 1d standing
waves Vi is ∝ 4|Ei |2 (i = x, y, z) due to constructive interference for the reflected laser light.
Bose-Hubbard model: Superfluid to Insulator Quantum phase transition
The Bose-Hubbard model [17,18], gives the simplest description of onsite interactions and hop-
ping of bosons distributed throughout a lattice. Jaksch [19] showed that a Bosonic gas on an OL
can be described by this model which shows a quantum phase transition (QPT) from super-
fluid to Mott-insulator. Experimentally this was first observed in a gas of Rb87 atoms [20]. The
Bose-Hubbard Hamiltonian is
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H =−t ∑
〈i j 〉








ni ,ni = b†i bi . (1.12)
The lattice sites are labeled by i , j while the boson creation/annihilation operators b†i ,bi obey
the usual commutation relations and ni are the boson occupation number on site i . t ,U ,µ are
the hopping strength, onsite potential and chemical potential, respectively. To understand what
kind of phase diagram emerges, let’s first examine a simple limiting case namely t/U → 0. In
this limit the hopping term can be dropped, then, minimizing each of the on-site Hamiltonians
leads to the condition
ni −1 < µ
U
< ni , (1.13)
which simply means, if the ratio µ/U is within this range, then there will be integer n bosons
per site. As the ratio is increased to the next interval it will transition into a state where now
n +1 bosons occupy each site. In this regime the system is incompressible ∂〈n〉/∂µ = 0 and is
insulating since hopping is suppressed. It is called a Mott insulating phase, and is characterized
by integer occupation. Specifically it says that for range (1.13) of the chemical potential, the av-
erage occupancy does not change. Another way of looking at it is by observing the energy cost
of excitations, that is by introducing a particle or hole into the lattice. There is a finite energy
gap ∼ niU for adding or removing a particle to the insulating phase, as a result, the total parti-
cle number is independent of the chemical potential in the range (1.13). Inverting the previous
expression gives [µ/U ] < ni < [µ/U ]+1. Moreover the fluctuations in on-site occupancy vanish,
which says that the variance σi = 〈(ni −〈ni 〉)2〉 = 0. If the hopping term becomes finite then
fluctuations may develop so that the gap vanishes. This constitutes a transition from insulator
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Figure 1.2: Superfluid-Mott insulator transition. Reprinted with permission from [2].
to superfluid, and it can occur only when there is an integer number of bosons per site. Con-
versely, if there is a fractional number of bosons (on average), the system will always have holes
available for hopping. Thus, in this case, the system is superfluid regardless of the ratio t/U at
T < Tc .
Essentially this is a quantum phase transition between two distinct ground states. [Quan-
tum phase transitions (QPT) will be discussed a bit more in a later section]. The formation of
the superfluid begins at t > tc ∼U . In the superfluid regime the hopping term t ∑〈i j 〉 b†i b j dom-
inates over the localization term U2
∑
i ni (ni −1) which describes interaction energy of bosons
on each site. The superfluid state can qualitatively be described by a superposition of coherent










were |coherent〉i refers to the coherent state at site i . As discussed in section 1.1, in the super-
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fluid state the particle number is indeterminate. Thus, the states |coherent〉i must be phase
coherent throughout the system.
In the Mott insulating state t < tc ∼ U and particles prefer to localize since the it is very
costly to add or remove a particle as just mentioned. As such number fluctuations of bosons
from each lattice site are suppressed (σi << 1) and phase coherence is lost. These two ground








Experimentally the presence of an interference pattern, as shown in the left panel of Fig.1.2,
is the signature of a SF state (phase coherent) which can be attained through absorption imag-
ing. In contrast a smeared image with no interference pattern represents the MI state (right
panel of Fig.1.2).
Optical lattice experiments and dimensional crossover
In recent years there has been enormous progress made in developing experiments in which
the interactions between particles can be tuned. This opens up a possibility to study many
interesting strongly correlated systems. Previously, a qualitative description of the construction
of optical lattices and how the experimentalist uses them to confine particles was given. As a
consequence, low dimensional systems of ultra-cold gases are attainable. In low dimensions
fluctuations become especially important.
As mentioned before, two orthogonal standing light waves generate one dimensional ar-
rays of interacting bosons (or fermions). These quasi-one dimensional “tubes" are coupled
by some hopping terms which allows for particle transport between tubes. In addition, a har-
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monic confining potential along the tube can be generated with axial frequencyω∥. To simulate
quasi one-dimensional behavior, the axial frequency ω∥ of bosons confinement is made much
smaller then the transverse one ω⊥. This effectively freezes out motion in the radial directions.
This tunability has seen an explosion in experimental progress in the past few decades, with
notable experiments having been performed using optical lattices. Those mentioned here are
in the context of BEC, superfluid and dimensional crossover phenomena.
In 2001 a group in MIT [21] performed an experiment in which sodium atoms underwent
dimensional crossover from a BEC in 3 dimensions to that of 1,2 dimensions. Next in 2002,
Greiner and collaborators reported on successfully observing a QPT from superfuid to Mott
insulator. The experiment was conducted using a 3D optical lattice [20]. Following this, the
group at ETH (Zurich) showed the same QPT in 1D [22–24]. Later in 2006 the results of another
beautiful experiment [25] were reported. Here a vortex lattice of a BEC was loaded on a co-
rotating OL in which the vortices underwent a structural cross-over as intensity of the OL was
varied. The vortices became pinned relative to the OL structure.
Later on, mixtures of homonuclear and heteronuclear gases on OL became of interest. The
formation of a BEC of a mixture of two different Bose gases was observed in 2008 in which
the gases were also loaded on an OL [26] and in 2010 a study extending the SF-MI transition
to atomic mixtures was conducted. Here the mixture was homonuclear Rubidium atoms in
different hyperfine states [27].
More recently, experiments involving long range dipolar interactions between atoms in op-
tical lattices have been realized. Such systems host many interesting and exotic phases as has
been predicted theoretically [28–30]. These include the roughening transition of polar molecule
chains, composite superfluids, counter superfluids (the idea of counterflow superfluidity was
first introduced in [31]) and composite insulators.
Beyond these, there have been many other proposals in the field of many-body physics in
the context of optical lattices. In recent years there has been much attention on so called “syn-
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thetic" gauge fields. Generation of these synthetic gauge fields leads to artificial magnetic fields
[32, 33] which allow for spin orbit coupling [34–36]. Bosons loaded on to higher orbitals have
been achieved experimentally and explored theoretically [37]. MC results support a conjectured
exotic “Haldane" superfluid phase as reported in [38] and “synthetic dimensions" [39, 40] have
been applied to the model of ultra-cold dipolar molecules [41] and Supersolidity [42].
Chapter 2
Quantum vs. classical phase transitions
In a general system, both thermal and quantum fluctuations are present within a system. One
of both can be responsible for driving a system into the critical point. For thermal phase tran-
sitions there is a finite temperature Tc where the transition occurs. In most systems quantum
fluctuations are trumped by thermal counterparts and play a minimal role. Lowering the tem-
perature T → 0 reduces thermal fluctuations until eventually any phase transition is controlled
by quantum fluctuations alone. Transitions driven by quantum effects are called quantum
phase transitions (QPT). Since thermal fluctuations play a minimal role, what then can the ex-
perimentalist do so as to view this QPT? Since temperature is now absent, the various couplings
or non-thermal parameters (magnetic field, pressure, etc) can still be tuned, and it is this tuning
which drives the QPT.
Let’s begin here with a textbook example [17, 43] of a QPT given by the Hamiltonian H =
H0 + g H1. Here g is a dimensionless coupling which can be tuned to some critical value gc .
Here H0, H1 favor different ground states of the system in opposite limits of the coupling (g <<
1 =⇒ H0) & (g >> 1 =⇒ H1). This arises due to the competing terms of the Hamiltonian. In
the case of a continuous QPT, a finite sized system would mean no level crossing of the ground
state with any excited states. Taking the thermodynamic limit, results in the sharpening of these
14
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levels (such a process involves infinitely many eigenstates) which can eventually cross. The
separation between ground and lowest excited state defines a characteristic energy gap. This
gap scales as ∆ ∼ J |g − gc |zν ∼ ζ−z , where ζ is the characteristic length scale. If this is a second
order phase transition, then this quantity is expected to diverge at the quantum critical point
just as it would in the thermal case. At g = gc the spectrum becomes gapless and as such,
excitations can occur at arbitrarily low energies above the ground state. The Helmholtz free
energy F (g ) at T = 0 is exactly the internal energy E(g ). In this case and analogously to the
thermal phase transition, there is a non-analyticity of the energy at the critical point for both






|g→g+c Non-anayliticity at QPT (n ≥ 1) (2.1)
In the case of a 1st order transition this non-analyticity arises due to level crossings in the
thermodynamical L →∞ limit. There is a relative competition between either ground state of
the Hamiltonian according to the distance from the critical point g − gc . This is the essential
feature of the QPT. It should be stressed that QPTs need not necessarily occur at T = 0, if the
temperature is below some characteristic energy scale of excitations T ∼ ~ωc ∼ |g − gc |zν, then
quantum effects take over and the system enters into a quantum critical regime [44–47]. Well
known examples of QPTs include the transverse field Ising model [43,48] and the 1D Josephson
junction array [49, 50] which are briefly described below. The transverse field Ising model is
given by
H =−J g ∑
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Here J plays the role of both pair coupling and field term and g is a dimensionless parameter
in the range (0,∞). The first sum is over pairs of nearest neighbor spins while the second sum
is the field term running over single spins. Essentially this system undergoes a QPT at some
critical value g = gc . For g very large the system tends to be in a ground state where all the spins
have the same z-component, while for g << 1 all spins point in the x-direction, with no long
range order with respect to the z-component.
The 1d Josephson junction array (JJA) [51] is a chain of tunnel junctions that connect two
superconducting “grains". Electrons tunnel between these grains in either direction and collec-





(Qi +Qi ,s)C−1i j (Q j +Q j ,s)−E J
∑
〈i , j 〉





where in the first sum C−1i j is the inverse of the capacitance matrix, Qi the cooper pair charge
on the i th grain and Qi ,s is some excess background/substrate charge on the i th supercon-
ducting island. C−1i j measures the Coulomb interaction between charges. In the second term
the Josephson energy E J measures the difference of phases φi on the i th grain with an inserted
vector potential Ai j = 2e~
∫ j
i
~A ·d~l running along the weak link from the i th to the j th grain. If the
charging energy controlled by C−1i j is too large, then number fluctuations of Cooper pairs across
junction are suppressed leading to an insulating state. In contrast, a large Josephson coupling
E J prefers coherent phases which define the superconducting state. It should be noted that
this model can be mapped to the D=(1+1) XY (so called charge-vortex duality) model and thus
is in the same universality class. In addition, the JJA is mathematically identical to the Bose
Hubbard/Rotor model [50].
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2.1 Path integrals and quantum to classical mapping
Feynman’s formulation of quantum mechanics in terms of path integrals naturally leads to the
correspondence between classical and quantum mechanics, so that the partition function of
the quantum system takes a form expressed in terms of classical variables [52, 53]. The starting
point of the path integral begins by introducing the quantum mechanical amplitude between
two states under time evolution
U (φ f , t f ;φi , ti ) = 〈φ f |e−
i
~ (t f −ti )Ĥ |φi 〉 (2.4)
In this notation |φ〉 is some basis of eigenstates of the chosen Hamiltonian. Using imaginary
time t →−iτ, the trace of the evolution operator Tr(e i t H/~) → Tr(e−τH/~) becomes the partition
function with temperature T = ~/τ. The basic approach to evaluating (2.4) is to divide the time
interval into small slices and then inserting complete set of states. This (with ~= 1) gives
U (φ f ,τ f ;φi ,τi ) =
∑
{φ1,....φM−1}
〈φ f |e−Hδτ|φ1〉〈φ1|e−Hδτ|φ2〉.....〈φM−1|e−Hδτ|φi 〉 (2.5)
where δτ = τ f −τiM with M being the number of time slices to be taken to infinity. The sums
above are over all complete states. This defines trajectories or word-lines for one or many
particles. It is important to mention that the transition amplitude 〈φn+1|e−Hδτ|φn〉 in gen-
eral will contain both diagonal and off-diagonal contributions. In a discrete manner one can
imagine that trajectory as a function of the time φ(τ) in such a way that at 0 < τ < τ1 the
system is in state φ1. At τ = τ1 it may transition into a different state φ2 which is defined
for t1 < t < t2 and so on. Thus we are tasked with calculating matrix elements : the diag-
onal terms are 〈φi |e−Hδτ|φi 〉 = 1 − ξφiδτ → e−ξφi δτ while off-diagonal elements are given by
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e−ξφi (τ j+1−τ j )
τ f =β
|φ〉
Figure 2.1: World line for a particle transitioning between eigenstates |φ〉 in imaginary time τ.
〈φi |e−Hδτ|φ j 〉 = −ξi jδτ for i 6= j . Here the diagonal evolution of the state φi is given by the
energy ξφi while transition from to a different state measures the relative difference in energy :
ξi j = ξφi −ξφ j . Constructing a product of these matrix elements results in a unique and discrete
world-line representation of a system. Each element e−ξφi δτ or −ξi jδτ can be assigned a cer-
tain graphical line – along time for the first one and along the eigenstates label for the second.
Schematically the amplitude for a particular world line in imaginary time is represented as




















−ξφi (τ1−τi )−ξφ1 (τ2−τ1)...−ξφ f (τ f −τn )︸ ︷︷ ︸
diagonal evolution
(2.6)
Interpretation of the inverse temperature as a new “length" scale, results in a D=(d+1) classi-
cal model. The world line amplitude Eq.(2.6) presents a severe limitation since by its construc-
tion it can have negative terms in the expansion and thus negative weight in the evaluation of
the partition function. This is an example of the “Sign Problem". The only way to avoid this
limitation is to have −ξi ,i+1 positive or restrict the number of negative terms in the product
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to be even. Despite such limitations, the quantum to classical mapping has proven to be an
extremely useful technique in many cases. In the previous section it was mentioned that the
Josephson Junction Array (JJA) is mathematically identical to Bose Hubbard/Rotor models. The
quantum to classical mapping to the D=(2+1) anisotropic XY model by use of such path integral
/ matrix element construction will be shown.
2.2 Quantum rotor
As an application, such a mapping will be presented in the context of the 2d quantum rotor
model. Before moving on, a quick description is in order. A much more complete description
is given in [43, 50]. For completeness it should be noted that the rotor model which will be
defined shortly, can be mapped to the famous Bose-Hubbard model Eq.(1.12) which describes
the superfluid to insulator transition for lattice bosons.
Mapping to the rotor model begins by simply replacing the boson creation (annihiliation)




n̄e−iθi ) with n̄
the average occupancy per lattice site. This resulting model is written as
HB H =− t
∑
〈i j 〉















The second term ∝ (n̄−ni )2 describes fluctuations from the mean value and is interpreted as a
sort of quantized angular momentum operator L̂i = 0,±1,±2... This model, which represents a












Figure 2.2: Rotor model:








n̂i · n̂ j . (2.8)
Here particles are confined to move along N -dimensional spherical surface with orientation
vector n̂i and momentum p̂i (lying tangential to the surface of the N -sphere) satisfying the
commutation relations [n̂α, p̂β] = iδαβ α,β = 1...N . In the case N = 3, angular momentum
components of the rotors are defined by L̂γ = 1/2εγαβL̂αβ with L̂αβ = n̂αp̂β− n̂βp̂α. The rotors
reside on sites in a d-dimensional lattice (N 6= d in general).
The kinetic term favors disordering of the orientation vector such that 〈n〉 = 0, while the in-
teraction term prefers a magnetically ordered state. When U >> t the kinetic term dominates
and disordering gives rise to a exponential decay in correlations, while for U << t , the ground
state is that in which the rotors tend to align giving LRO. For N = 2 there is just one component
of angular momentum which can be interpreted as a generator of rotations just as linear mo-
mentum is for translations. For the orientation vector there are 2 components parameterized
by the rotor angle: n̂i = (cosφi , sinφi ). Substituting L̂i = 1i ∂∂φi results in
















The notation |φ(τm)〉 means any possible configuration of φ′s at time τm , and the integration is
performed over all such φ(τm). From here measurement of the amplitude between states un-
der the imaginary time evolution can be done as indicated in Eq.(2.5). It is natural to choose the
intermediate eigenstates as |n〉 = exp(iφn)/p2π diagonalizing the angular momentum opera-
tor L̂. Inserting a complete set of states for each amplitude
∑
n |n〉〈n| and keeping in mind that
〈ni (τm)|φi (τm)〉 = exp[i ni (τm)φi (τm)], where 〈ni (τm)| = 〈n1(τm),n2(τm)....,nM (τm)| is the Fock































ni (φi (τm+1)−φi (τm))
}
(2.12)







i (ni − n̄)2 with n̄ = µ/U the average onsite occupation. Thus the
term ∝ (ni − n̄)2 describes fluctuations from n̄. If n̄ is not integer, this causes the so called
sign problem as will demonstrated next. The Berry term is rewritten as a finite derivative with
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2.3 Bypassing the Sign problem with J-current model
Having now mapped the 2d quantum rotor to D=(2+1), one more step can be taken to map this













(ni − n̄)2 − t cos(∇xφi )+ i ni (φ̇i )
]
Now shifting ni → ni + n̄ and then integrating with respect to ni via the Poisson formula leads
to the effective action







(φ̇i +2πmi ,τ)2 − t cos(∇xφ)− i n̄(φ̇i +2πmi ,τ)
]
(2.15)
It is convenient to replace cos−term via the Villain transformations cos(∇φ) →−(∇φ+2πmx)2:





2 (∇φ+2πmx )2 (2.16)
In other words, the integer fields mx ,mτ are introduced at the expense that φi is now a non-
compact field. This together with the Poisson summation formula








f (J )exp{i 2πn J } (2.17)
leads to the final bond current form for which the weight is positive definite – thus, eliminating
the sign problem. This example demonstrates the benefit of so called duality transformations
of original fields, which will be discussed in more detail in a later section. The J-current form
of the XY model no longer is faced with the sign problem as seen in its original form. With use
of the Villain model which preserves the periodicity of the angle variables and Poisson formula













−i n̄(φ̇i +2πmτ)+ 1
2U
(φ̇i +2πmτ)2 + t
2
(∇xφi +2πmx)2 + i 2πmτ Jτ+ i 2πmx Jx
}
Lastly making the shift in variables 2πmx → 2πmx −∇xφi and 2πmτ→ 2πmτ− φ̇i and integrat-













(Jτ− n̄)2 + i Jx∇xφi + i Jτφ̇i
]}
. (2.19)
The last step is to perform an integration by parts with respect to the angle variables. This gives
−i (∇x Jx+∇τ Jτ)φi . Integrating with respect to the angle variables leads to the constraint that the
current is divergence-less, that is, the amount of current entering any site is equal to outgoing
current. The final form of this model is















Thus, the final form is positive definite. It should be noted that the average occupancy n̄ can be
absorbed by simply shifting Jτ → Jτ+ n̄ if it is integer. In the dual picture, the superfluid state
corresponds to large loops of J-current which wind over the whole system [54]. Conversely,
the insulating state means that loops are small. Then for n̄ non-integer the system has already
macroscopic loops. This automatically implies that the system is a superfluid for arbitrary t/U .
Chapter 3
Overview of the XY model
The classical planar model or more commonly XY model is the simplest example of a U(1) in-
variance and is described by 2 component vector parameterized by an in plane angle φ (with-
out kinetic energy as in the rotor model). The spin vector in terms of it’s components is given by
si = |s0|(cosφi , sinφi ) with |s0| = 1. It is assumed that spins here only interact with their nearest




〈i , j 〉
si · s j =− t
2
∑
〈i , j 〉
cos(φi −φ j ), (3.1)
where the summation is performed over nearest neighbor sites.
3.1 Low temperature - Spin wave approximation
In the low temperature regime neighboring angles do not deviate very little from one other. This




〈i , j 〉
cos(φi −φ j ) ≈− t
2
∑
〈i , j 〉
[1− 1
2
(φi −φ j )2] → t
2
∑
〈i , j 〉
1
2
(φi −φ j )2, (3.2)
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Figure 3.1: XY model - each arrow represents the phase of the order parameter.
where the first term has been dropped because it is a constant. In analogy to the Ising model,
the minimal energy is achieved when all vectors are aligned with each other as long as t > 0,
which corresponds to a ferromagnetic configuration. If t < 0, the minimal energy is realized
whenφi =φ j ±π on neighboring sites which is antiferromagnetic ordering. This approximation
is known as the low temperature/spin wave approximation. After taking the continuum limit,






In 2d this gives the correlator for XY spins separated by a distance |xi −x j |
〈exp[i (φi −φ j )]〉 =
{
a




(in units where the Boltzmann constant is unity) in the long wavelength (low momentum) limit.
In agreement with the Mermin-Wagner theorem, there is no finite magnetization of the system
at T > 0 in the thermodynamical limit. Thus, one may conclude that no symmetry has been
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broken so that this system does not undergo a phase transition at any T > 0, and the spin-spin
correlation function 〈~s(xi )~s(x j )〉 = ℜ〈exp[i (φi −φ j )]〉 in 2d always shows a power law decay of
correlations between distant spins. Such a phase is termed to have algebraic order. This logic,
however, is incomplete as was shown by Berezinskii and then by Kosterlitz and Thouless.
3.2 High T expansion
The peculiar thing is that the spin-spin correlation functions behave differently in the high and
low temperature approximations. Using the fact that exp
{
βt cos(φi −φ j )
}
is periodic, it can
be written in a Fourier series in terms of Bessel functions Ini j (βt ) as exp
{
βt cos(φi −φ j )
} =∑
ni j Ini j (βt )exp(i ni j (φi −φ j )) and so the original partition function can be written in terms of
this expansion. The Bessel function expansion can be truncated to lowest order since βt << 1









cos(φi −φ j )
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e i ni j (φi−φ j )
}
This form allows for expansion in terms of link variables ni j between neighboring spins.
Integration over φi leads to the constraint for which all configurations must satisfy, ∇r ·n =∑
µnr,r+µ = 0. Now performing the same calculation with the additional factor exp(i (φx −φx ′))
inserted leads to the correlation function















e i ni j (φi−φ j )e i (φx−φx′ )
}
. (3.6)
After integration in φ the constraint is limited to configurations satisfying ∇r ·n = δr,x −δr,x ′ . At
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high T the highest weight is given to the shortest path between x and x ′ (n=1 along path and
n=0 everywhere else). The correlation function, then, becomes




= e−|x−x ′|/ξ , ξ= a/ln(2T /t ) (3.7)
Thus for large temperature the spin-spin correlation function decays exponentially with dis-
tance while for low temperature it falls off algebraically. One can imagine that as T increases
there is something in the “background" which fundamentally distorts the spin field and which
explains the difference in behavior of correlation function for high and low T .
Berezinskii (1971) [56], Kosterlitz and Thouless (1973) [57] suggested that this might be due
to the presence of mobile vortices which destroy algebraic order. In this simple physical picture
a plasma of mobile/free vortices in the high temperature phase inhibits ordering, while the low
temperature phase consists of dipoles where vortices of opposite charge are in paired bound
states which preserves the algebraic order. This argument put forward in favor of the transition
from a dipole gas to plasma state will be discussed below.
At this point it is important to compare the results of this section with the discussion in
section 2.2 where the dual representation of a D=d +1 dimensional quantum rotor (J-current
model) was derived. As can be seen, the classical and quantum XY models have exactly the
same form provided n̄ is integer. This establishes the mapping between classical and quantum
systems in the sense that time is introduced as an extra dimension [50].
3.3 Gaussian fluctuations vs dimensionality
Dimensionality of a system plays a significant role to such a degree that certain phases such
as BEC cannot form in 2 or less dimensions. Low dimensional physics is realized in such sys-
tems as thin films, carbon nanotubes and optical lattices. The effective dimensionality dictates
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the form of correlations in a system. For magnetic or XY type systems the low temperature
spin-spin correlation function in 2d shows algebraic decay. Depending on the dimensional-
ity, correlations take on a different form owing to the integration measure over momentum.
For the low temperature XY model H = t2
∑
i (∇φi )2, correlation function behaves as G(x) ∼
〈exp[i (φ(x)−φ(0)]〉 = e−gd (x) where gd (x) at large distances is given by [58]










(d−2)t : d > 2
T
2πt ln(Λ|x|) : d = 2
T
2t |x| : d = 1
where Kd ,Λ = 1/a, t are the spherical volume element, momentum cutoff and coupling con-
stant respectively. As such, for d > 2 there is true long range order, while for d = 2 correlations
decay algebraically and finally for d = 1 there is exponential suppression of correlations. This is
in accordance with the Mermin-Wagner theorem [59] which says that there is no LRO for sys-
tems with a continuous symmetry ( in this case U(1) ) for d ≤ 2 at finite temperature. Physically
there are low energy, long wavelength excitations or Goldstone modes present, which cause
fluctuations of the order parameter. This in turn inhibits or destroys ordering at large length
scales. Mean field theory by construction neglects the effect of fluctuations and is well known
to be invalid in low dimensions.
3.3.1 Bose-Einstein condensation in 3D versus 2D
Interest in low-dimensional systems is a recurring theme in modern condensed matter physics.
In this regard it is important to give yet another example which immediately shows how be-
havior can change when the dimensionality is reduced – for the condensation of ideal Bose
gas [60, 61]. In 3d an ideal Bose gas can form BEC at some finite temperature Tc (as was shown
in section 1.1), while in 2d no condensation occurs Tc 6= 0. To show this, begin with the general
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expression in d spatial dimensions for the total number of particles Nd in terms of equilibrium













where Ek = ~2k2/2m stands for free particle spectrum. In order for a condensate to form there
should be a solution for this equation at µ = 0. In the 3d case the result of Tc is already known
the from Eq.(1.5)




























In contrast, in 2d

















)×∞ =⇒ Tc → 0 (3.10)
BEC does not form in d = 1,2 because the density of states depends on the dimension as g (ε) ∝
εd/2−1. Despite the fact that the system in d ≤ 2 cannot form a BEC it can nonetheless en-
ter a regime which results in the formation of so called quasi-condensates first introduced by
Popov [62, 63]. For a Bose gas for instance in 2d the one particle density matrix measures the
correlations between phases and results in ρ(r ) ∝ e− 〈(φ(r )−φ(0))
2〉
2 = ( ξr )
T
T2d where T2d is the quan-
tum degeneracy temperature and ξ is the coherence length. The resulting behavior shows al-
gebraic decay in correlations allowing for superfluidity but not BEC, since the requirement for
BEC formation is the presence of off-diagonal long range order. Nonetheless a length scale Lφ
is defined over which the phase fluctuations are less than π, that is






) <π =⇒ Lφ ∼ ξeT2d /T (3.11)






system is then composed of phase coherent patches with typical size Lφ which are the quasi-
condensates. If Lφ becomes larger than the system size then it appears as though there is a true
BEC in the system.
The influence of dimensionality on a Bose gas is especially important with regards to the
phenomenon of both BEC and a superfluid. It is established that the Bose gas in 3d is both a
BEC and superfluid. In 2d thermal fluctuations become more pronounced and do not allow
for a phase with long range behavior. Despite this, the Bose gas enters an algebraically ordered
superfluid state. Thus for the Bose gas in 2d and free space, a BEC is not present while the
superfluid state survives. A transition into a BEC at finite temperature is still possible in 2d with
the application of confining potential [64, 65].
Chapter 4
Superfluid Drag - The Andreev-Bashkin
Effect
The question was raised about the superfluids of mixtures characterized by their respective
superfluid densities ρa (a = 1,2...N ). Microscopic effects such as inter-component scattering
leads to non-viscous drag between the components. This implies the cooperative transfer of
momentum between different components of the superfluid. In other words the flow of one
component can carry with it a portion of the other components of the superfluid. This leads
to the drag effect, which is dissipation-less and thus does not generate viscosity. In the case of
two-component mixture, this can be described by a cross term ρ12. The free energy density is
given by the velocity fields or phases of the superfluid order parameter ψα = |ψα|e iϕα (α= 1,2)
with the Galilean invariant term ∝ md (v1−v2)2 with md being some effective mass accounting
for the dragging of one component by the other.
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m∗1 = m1 +md ,m∗2 = m2 +md
The free energy can also be written in terms of the phases (vi =∇ϕi /mi )
δ f = ρ11∇ϕ1∇ϕ1 +ρ22∇ϕ2∇ϕ2 +2ρ12∇ϕ1∇ϕ2
The sign of ρ12 results in a unidirectional or counter directional flow of the components with
respect to one another. Due to Galilean invariance there is a constraint on ρab which is respon-
sible for the so called Andreev-Bashkin effect [66]. In order for the the additional energy contri-
bution to be positive definite it must follow the constraint ρ212 < ρ11ρ22. The mass currents of
both species of superfluid with mutual drag effect can be written as
∂E
∂v1
= j1 = ρ11v1 +ρ12v2; ∂E
∂v2
= j2 = ρ22v2 +ρ12v1, (4.2)
where in the first expression the mass flux describes the first superfluid component traveling
at velocity v1. In addition there is the cross term ρ12 with the velocity of the second superfluid
component. The mass flux of the second component is described in the same way. Thus, the
mass flux at a given velocity is accompanied by both superfluid components. Due to this drag
effect the bare masses become renormalized. Performing a Galilean transformation to a frame
moving with velocity v [66–68] transforms the phases as ϕi → ϕi − (mi /~)v · r from which it
follows
δE = 12ρab∇ϕa∇ϕb → 12ρab∇ϕa∇ϕb −P · v
P = N1∇ϕ1 +N2∇ϕ2
the superfluid stiffness are given in terms of the particle densities N1,2 of either component and
effective (renormalized) masses m∗1,2 as
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ρ11 = N1
m∗1
; N1 = ρ11m1 +ρ12m2 (4.3)
ρ22 = N2
m∗2




From the above relations it can be seen that N1(1−m1/m∗1 )m1 = N2(1−m2/m∗2 )m2, thus the
difference between bare and effective masses is balanced by change in the concentration or
effective mass of the other component.
The form δE = 12ρab∇ϕa∇ϕb may imply composite vortices. If you consider a vortex with
the circulation q the single component fluid, the energy in 2d is given as ∼ q22 2π ln( Ra ). In the 2
component case taking ϕ1 ∼ q1φ;ϕ2 ∼ q2φ, where q1, q2 describe the circulations and φ stands
for the polar angle in the XY plane, the energy can now be written as δE = 12ρab qa qb ln( Ra ). This
form reveals that the lowest energy in general, comes from a composite vortex. In other words,
the lowest energy vortex is no longer the isolated one. This can be seen by minimization of the
expression δE . Composite vortex states will be revisited later in the context of sliding phases.
Strong renormalization of the mass of minority component leads to a composite vortex state
in which at single circulation of the majority component (lets say ρ22 >> ρ11) will in general be
accompanied by a vortex of higher vorticity in the minor component [69]. The optical lattice
breaks rotational and translation invariance by its optical potential [9], as such it is no longer
Galilean invariant. The above expressions (which were derived by a Galilean transformation)
may no longer hold [67]. In a system with 2 component superfluids, the hydrodynamics de-
pends upon the relative velocities of the individual components such that one of them is at
rest in the frame of one. In the Galilean invariant situation there is no strict reference frame
from which to start. In contrast, for superfluids confined to the lattice, the hydrodynamics is
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now dictated by the relative velocity of each component to lattice itself rather than one another.
The lattice is said to be a preferred frame of reference. In addition, the effective masses (mass
renormalization) are now highly dependent on the confining potential rather than quasiparticle
formation of atoms of different species.
Chapter 5
Berezinskii-Kosterlitz -Thouless transition
There is no spontaneous breaking of symmetry in 2D XY model at any finite temperature. So
naively one might expect that there is no phase transition. Despite this, the low and high tem-
perature correlation functions show different behavior, that is, algebraic and exponential de-
cay. Exponential decay of correlation is the indicator of the presence of the disordering transi-
tion. This transition is known as the Berezinskii-Kosterlitz-Thouless (BKT) transition [56, 57].
It is described in terms of the topological excitations – vortices, that is, singularities in the
spin field in which the spin along any arbitrary contour around the singularity rotates by 2πn,
n =±1,±2, .... The charge n is a topological quantity and it cannot be removed by a continuous
T < Tc T > Tc
Figure 5.1: Transition of bound vortex-antivortex pairs into a plasma of free vorticies.
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transformation of the φ field. At low temperatures there are thermally excited neutral pairs of
vortices with small separation of mutual cores – a gas of neutral vortex pairs. Approaching the
critical temperature there is a deconfining transition in which vortices with opposite charges in
a pair begin to spread apart. Eventually, vortices are liberated from their partners and become
essentially free to move around. This phase is a “plasma" of vortices, and it destroys order. This
transition has been observed recently for a 2D Bose gas [70].
Such a transition is of special character – on one hand, it is continuous according to the stan-
dard definition. On the other hand, the superfluid stiffness shows a so called universal jump,
which might be viewed as a sign of Ist order transition. There is diverging correlation length at
the transition: ξ = exp ap
T−Tc , T → Tc +0. This behavior has the consequence that thermody-
namic quantities (which can all be derived from free energy) show continuous behavior across
the critical point in contrast to first order transitions which show discontinuities in the first
derivatives of free energy.
As it turns out, vortices can be viewed as 2d classical Coulomb charges, set by winding n
of the phase around the core. Calculation of the critical temperature at which this transition
occurs follows the KT argument which considers the free energy of a single vortex. The free
energy is F = Ev −T S where Ev is the energy of the vortex, T the temperature and S the entropy.
First, the energy of the vortex can be calculated by making use of the equation of motion ∇2φ=
0. Traversing a contour that encircles the vortex core rotates the angle φ by 2πn, this results in a










= ρsn2π ln L
a
. (5.1)
where ρs is the superfluid stiffness, kB is Boltzmann’s constant and L the linear system size.
The entropy of the vortex is S = kB ln N with N ≡ number of positions for placing a vortex = L2a2 ,
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where a is a typical size of the vortex core. Thus, the free energy of a single vortex is given by
F = (ρsn2π−2kB T ) ln L
a
. (5.2)
When F < 0 the entropy term dictates that the system now prefers to thermally excite single
vortices. On the other hand for F > 0 such excitations are supressed. Solving for F = 0 yields
the critical temperature Tc = πρs2 at which the system undergoes such a transition for n = ±1.
It is important to mention that at the transition the superfluid density is not its bare value but
is renormalized. In a system of size L the renormalized stiffness ρRs becomes suppressed as
L grows for T > Tc , and, eventually, ρRs develops a jump from 2Tc /π (at T = Tc − 0) to zero at
T = Tc +0 in thermo-limit (L =∞). This discontinuous behavior is a unique feature of the BKT




between the jump in ρs and Tc is called universal jump [71,72]. It is called “universal" since the
above relation is satisfied in various systems (different bare stiffness ρs and various thickness
of films) provided the thermodynamic limit is taken. This result is due to Kosterlitz-Thouless
renormalization group (RG) calculation. This thesis focuses exclusively on RG as derived from
the Sine-Gordon model. This is due to the fact that the Coulomb gas of charges (vortices) is
mapped exactly to the Sine-Gordon model.
Chapter 6
Dualities
In classical or quantum models we are accustomed to the field representation. Duality implies
that you can represent the fields of your original model as some new (dual) fields through some,
in general, non-trivial mapping. The benefit of this is that it is sometimes easier to work with
models in terms of these dual fields as opposed to the original model. The 2d Ising model
is one such example. Here the variables dual to the Ising spins can be seen as domain walls.
Kramers & Wannier [73] found a correspondence or duality in the 2d Ising model in low and high
temperature expansions of the partition function. The formulation is presented here following
Kramers-Wannier. In addition, such duality will be outlined for the XY model. [50, 74–77]. This
will make clear the correspondence between the original physical picture of spin models and
their duality transformation in terms of either bond fields on the direct lattice or scalar fields
present on the sites of a dual lattice. Using duality it can be shown that the XY model is dual to
the 2d Coulomb gas, while the Coulomb gas is itself dual to Sine-Gordon. In Sec.6.4 following
Haldane’s approach [78], a description will be provided showing how a generic Hamiltonian can
be represented as a Sine-Gordon model. Both Ising and XY models fall under a general group
of models known as O(n) models, where n denotes the number of components of the spin. For
the Ising, XY, and Heisenberg models, n is 1,2, and 3, respectively.
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6.1 The Ising model : Kramers-Wannier duality
To solve for the critical point of the 2d Ising model, the low and high temperature representa-
tions of the partition function are briefly described in terms of integer fields living on bonds of
the lattice. It is important to mention that this bears a resemblance to the XY duality, in that, the
mapping results in closed loops of bond current. The difference is that for the Ising model the
loops aren’t oriented while for XY model bond variables have a specified direction. The parti-
tion function can be rewritten in the high temperature representation which immediately leads









〈i , j 〉




〈i , j 〉
(cosh(K )+ si s j sinh(K ))





〈i , j 〉
(si s j tanh(K ))
d〈i j 〉
(6.1)
Where si = ±1 stands for the Ising spins defined on sites of a square lattice; K = t/T ; N - total
number of sites; and the newly introduced field d〈i j 〉 = 0,1 lives on the bond/link joining nearest
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0 if bi is odd
2Nl if bi is even
=⇒ constraint: bi = 0,2,4,
(6.2)
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where Nl stands for the total number of sites where bi > 0. Such a constraint on bi immediately
implies that the only configurations of d〈i j 〉 which contribute to the partition function are those
which form closed loops.
Further more, these bond variables d〈i j 〉 can be constructed from the Z2 variables σ living
on the dual lattice defined by d〈i j 〉 = 12 (1−σiσ j ) where σi , σ j are the dual Ising spins located
(site of the dual lattice) on the left or right plaquette adjacent to the bond d〈i j 〉 of the direct
lattice. To elaborate further, summing over all bonds connected to the given site together with
the constraint that d〈i j 〉 = {0,1} yields bi = ∑ j n.n. i d〈i j 〉 = 2− 12 (σ1σ2 +σ2σ3 +σ3σ4 +σ4σ1) ∈
{0,2,4}. The point here is that the partition function here is now rewritten in Ising spin variables
σi living on the dual lattice. From Eq.(6.1) the factor (tanhK )d〈i j 〉 can be rewritten as
(tanhK )d〈i j 〉 = ed〈i j 〉 lntanhK
= e 12 (1−σiσ j ) lntanhK
∼ e− 12 lntanh(K )σiσ j
(6.3)
This results in a model with Boltzmann weight identical to the direct lattice Ising model with
the difference being that σ are now living on the dual lattice with a modified dimensionless
coupling. This presents the main aspect of the duality mapping : It maps a theory with weak
(strong) coupling to a theory with strong (weak) coupling. This is equivalent in mapping from
high to low temperature and vice-versa in the sense that in one model the low temperature
would result in a dual model at high temperature. In terms of the dual Ising variables the result-

















Figure 6.1: Comparison of high and low temperature graphs contributing to the partition func-
tion. High temperature regime of spins si includes only closed loops. The low temperature
regime of the dual lattice of spins σi (with overturned spins labeled by crosses ) shows the one-
to-one correspondence to configurations of si on the direct lattice.
To elaborate a bit further on the relationship between high and low temperatures, a comment
should be made on the correspondence between spin s configurations of the low tempera-
ture regime to configurations of d〈i j 〉 of the high temperature regime. In the high temperature
representation of the 2d Ising model, the only field configurations of d〈i j 〉 that provide a non-
vanishing contribution to the partition function are those that form closed loops. Each bond
contributes a weight of tanh(K ) to the partition function. At low temperatures a typical spin
configuration is given by small islands of up (down) spins surrounded by large regions of down
(up) spins. The boundaries between these areas are known as domain walls. Each of these do-
main walls are pictorially represented between spins of opposite orientation and cost energy
2J which contributes a weight of exp(−2K ) to the partition function ( These domain walls are
shown in Fig.6.1 between dual spins σi ). All possible combination of loops following the above
mentioned constraints allow for a one-to-one correspondence between high and low tempera-
ture regimes.
At the order-disorder transition, a scale invariant picture emerges of (arbitrary size) closed
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loops of domain walls with essentially one of those loops spanning the system size. Such a
proliferation of loops of arbitrary size is observed in the low-temperature ordered state of the
Ising model. In other words on approach to the critical point from above, large domains of
aligned spins begin to appear and this corresponds to larger loops forming. The critical point
Kc is identified by equating the configuration weights of direct and dual models which is written
as
tanh(Kc ) = exp(−2Kc ) (6.5)





2+1) ≈ 2.269. (6.6)
6.2 XY model and the Coulomb gas
Returning now to the XY model and its partition function in 2 dimensions, as a reminder, the
basic assumption is that the XY angle variable is compact, that is, it is only defined up to modulo
2π. Duality between the XY and Coulomb gases is shown. This follows many works and review













As before utilizing the Villain model Eq.(2.16) together with the Poisson sum formula Eq.(2.17)
results in




























Here nµ,i is a integer valued field defined on the link between neighboring sites in the µth di-
rection. The integration in θ yields a conservation rule for the bond variables : δ∆µnµ,i ,0 This
divergence-less condition immediately implies that the bond fields can be written as a curl of
an integer valued field located on dual lattice sites nµ,i = εµν∆νφi . The fields θ and φ exhibit
complimentary behavior. It can be shown [74,80] that at high temperatures, when the spin field
θi of our original lattice is disordered, the dual integer field φi is uniform. This can also be real-
ized from observing that the temperature is inverted for the field φ. Continuing the mapping to
the Coulomb gas, the partition function is now




































































This integral diverges at low momenta. To isolate this divergence it is convenient [58] to rewrite
the summation in the exponent (6.10) as
∑
i , j
mi G(|~xi −~x j |)m j ≡
∑
i , j
[(G(|~xi −~x j |)−G(0))mi m j +G(0)m j mi ]. (6.12)
Then, the divergence is shifted to the second term, that is, G(0) ≈ 2π ln(R/a), where R/a is a
system size (in units of the lattice spacing). Thus, in the limit R/a >> 1, the charge neutrality
condition
∑
i mi = 0 must be imposed because configurations violating it have exponentially
suppressed weight. The first term at large distances becomes G(x)−G(0) =−2πtT ln(|~x|/a), |~x| >>
a. It is also customery adding by “hand" a short range contribution from the vortex core energy
Ec corresponding to i = j [58] (this term is formally zero in Eq.(6.12)). Finally, this gives the
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δ∑i mi ,0 (6.13)
The first term in the exponent gives the energy cost associated with the logarithmic interaction
between vortices, while second term has the interpretation of a chemical potential of a vortex
with charge m. Practically, it is guaranteed that vortices with higher than |mi | = 1 vorticity play
no role close to the transition. In addition, pairs of vortices with opposite charge attract as
∝ ln(|xi −x j |)|mi ||m j | to each other. Thus it is seen that at low T vortices prefer to be in bound
pairs with charges m =±1.
6.3 Thouless twist and linear superfluid response
Superfluidity is characterized by superfluid stiffness ρs . Its computations is based on the Thou-
less prescription. Considering periodic boundary conditions for φ and inserting a gauge field
(violating the periodicity) Ax = φ0 xL to the original field, the change in the free energy F [φ0] =
−T ln Z due to φ0 can be written as
F [Ax] ≡ F [0]+ ρs
2
∫
d d x(∇Ax)2 = F [0]+ ρs
2
Ld−2φ20 (6.14)
Thus, ρs can be extracted from the free energy according to






The stiffness can be calculated based on the winding number statistics [81]. In the presence
of a gauge field the partition function of the d-dimensional XY model in the direct and dual
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where Wµ = L−1µ
∑
x Jµ is the winding number along µ direction; ~Jµ are integer bond currents
oriented along lattice bonds between neighboring sites and satisfying the Kirchhoff’s junction
conservation rule;
∑
b indicates summation over the lattice bonds. Then, the renormalized stiff-




〈W 2µ 〉 (6.17)






b or more explicitly











In this dual form the simulations of the model can be effectively performed by the Worm Algo-
rithm [82].
Now the interpretation of the phases of the XY-model in terms of the J-currents become very
transparent. The superfluid phase is characterized by large loops wound over the whole sample.
Conversely, in the U(1) symmetric phase (where the correlators decay exponentially) the loops
become of finite size so that no windings exist, and, accordingly, the superfluid stiffnesses are
zero. At this point it is important to note that, while in d > 2 the superfluidity and ODLRO are
synonymous, in 2D the superfluidity can exist without ODLRO.
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6.4 Luttinger liquids and Haldane’s harmonic fluid approach
One dimensional systems are very special because they are not sensitive to bosonic or fermionic
statistics, and for both a single description can be given by an effective low energy model which
describes collective behavior of particles. This collective behavior is enhanced in one dimen-
sions and can be understood in a very simple way. In higher dimensions, particle have free-
dom to move around their neighbors in such a way that they are able to avoid or diminish
the interaction, in one dimensions, though, particles cannot avoid head on collisions. Ac-
cordingly, the propagation of elementary excitations is described by a collective motion – in
contrast to single particle excitations in higher dimensions. In a Bose case, description of this
motion begins with the representation of the field operator Ψ†B = [ρ(x)]1/2 exp[iϕ(x)] in terms





δ(x − x ′)exp{iϕ(x)}. The uniform density in the canonical ensemble is ρ0 = N /L and the low
energy description is that of long wavelength fluctuations about the uniform density with typ-
ical wavelengths >> ρ−10 . The local density can be written as ρ(x) = ρ0 +Π(x) with Π(x) be-
ing the local fluctuation in density. inserting ρ(x) = ρ0 +Π(x) into the commutator now yields
[ϕ(x),Π(x ′)] = δ(x − x ′) so that the phase and local density are interpreted as conjugate vari-
ables. Haldane [78] introduced a representation of the density which counts particles by intro-
ducing a new field θ(x) such that ∇θ(x) = π[ρ0 +Π(x)]. The field has the topological constraint
θ(x +L) = θ(x)+πN so that θ increases by π every time it passes a particle. This approach is










while the field operator for bosons is


















d x d x ′ρ(x)V (x −x ′)ρ(x ′) (6.21)
Where u(x) is some external potential (provided by, say, optical beams) which couples to the
density. In the harmonic approximation Ψ(x) ∼ pρ0 exp(iϕ) so that the kinetic term is taken
as |∇Ψ|2 ∼ (∇ϕ)2. The density-density interaction written explicitly in terms of Eq.(6.19) is a
double sum
∑
m,m′ . The term in which m = m′ = 0 describe forward scattering while the terms
for which |m|± |m′| 6= 0 describe back scattering events.
The forward scattering term ∼ (∇θ−πρ0)2 describes the fluctuations away from uniform
density in terms of the density field θ. Taking u(x) = 0 together with the shifting of θ→ θ+πρ0x




















is the speed of excitations and K =pρsκ is a dimensionless quantity known as
the Luttinger parameter; ρs and κ are the superfluid stiffness and compressibility respectively.
Both ρs and κ depend on microscopic couplings. The last term is the general density-density
interaction for higher harmonics, this term accounts for backscattering events which are low
in energy. Consideration of the low energy limit allows the 1D superfluid (T = 0) to be repre-
sented by the hydrodynamics of a Luttinger liquid given by the above model. Neglecting back-
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scattering terms for the moment, we turn over to the action of this model which comes from
the simple Legendre transform, recognizing that the conjugate momentum term to the phase






















This model is quadratic in ϕ,θ fields and depending on the choice, functional integration leads

































If Vmm′ are relevant operators, the action is no longer Gaussian and consequently cannot inte-
grate with respect to the field θ. If some backscattering harmonic is relevant, it is customary
to integrate out ϕ and obtain Sine-Gordon action. The condition of relevancy corresponds to
the requirement that (m +m′)ρ0x is integer in Eq.(6.22). This can be satisfied when the system
is defined on the lattice x = 0, a,2a,3a, ... and the average filling factor n0 = ρ0a is integer. In
general, the harmonics with |m +m′| > 1 can also become relevant if n0 is a fraction with the
denominator |m +m′|. Then, when the harmonic with, e.g., m +m′ = p, with p = 2,3, ... being






















with Vp being an amplitude of the corresponding most relevant harmonic (for a given filling
factor). This model is the Sine-Gordon (SG) model. Thus, a quantum 1D system characterized
by U(1) symmetry is equivalent to classical 2D Sine-Gordon model. In general, the quantum
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to classical mapping shows that the N-wire extension in D=(1+1) is equivalent to a stack 2d XY
models. Bosonization applied to the N-wire extension of the above action has been discussed
in [83, 84] and in the context of sliding phases [85]. It is, however, important to note that for
N = 2,3, ... wires coupled by Josephson tunneling the bosonization approach does not result
in the coupled SG models because the Josephson term is formulated in terms of the compact
variables. This aspect turns out to be crucial for the possibility of emergence of the sliding
phases.
6.4.1 Equivalence of Sine-Gordon and Coulomb gas
Mapping of 2d Sine-Gordon model to 2d Coulomb gas will now be presented, again making
use of Poisson formula and Villain model. The Coulomb gas model is the 2d model of vortices
represented as charges interacting through a logarithmic potential ∝ ln(|i − j |/a). The Sine-










with K ,B being some constants. This model can be mapped on the Coulomb gas as follows:
Z =
∫





































x,x′ ln(|x−x ′|/a)nx nx′ ,
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where nx = ±1,±2, ... is a vortex circulation located at site x. The first term represents the core
energy Ec of the vortex and it is customary to define it through the vortex fugacity parameter
y = e−Ec /T . Having showed correspondence by mapping Sine-Gordon to the Coulomb gas, the
Sine-Gordon RG result for the Josephson coupling can be utilized. RG equations for K and more
generally Kz,z ′ will be included in the appendix. The RG flow to leading order (one loop) of u










Solving this equation yields the result u(l ) ∼ l−( T B
2
4πK −2). Irrelevance of the coupling u follows
if T B
2
4πK − 2 > 0 or T > 8πKB 2 is satisfied. In contrast to the BKT (in 2d) transition at finite T , in a
quantum (1+1)d bosonic wire the role of vortices is played by instantons. Once these instan-
tons proliferate the wire undergoes quantum phase transition into the Mott insulating state.
The role of temperature is played by the inverse value of the Luttinger parameter K . Noticing
that Eq.(6.26) is essentially of same form as the 2d Sine-Gordon model and then making use of
Eq.(6.29) results in the RG equation for Vp
dVp
dl
= (2−p2K )Vp (6.30)
For K > Kp = 2/p2 the cos(2pθ)-term becomes irrelevant and the system enters superfluid
phase. At K < Kp instantons form plasma and this implies the Mott insulating state.
Chapter 7
Sliding Phases
7.1 The concept of sliding phases
If lower dimensional systems are coupled, then the natural expectation is that weak coupling of
the systems by tunneling should result in higher dimensional behavior at arbitrary small cou-
pling. Despite this expectations, it was proposed (see in Ref. [3, 86]) that the correlations be-
tween XY spins can crossover to a 2D character – that is, spins are correlated along the layers
and uncorrelated between layers. In other words, uniform rotations by some φ0(z) of spins in
each layer cost no energy even if the values φ0(z) differ from layer to layer. This proposal im-
plies that the original global symmetry U(1) is enlarged to U(1)×U(1)×U(1)... , that is , U(1)
symmetry for each layer. If this happens in the thermo-limit, the layers are said to be “sliding"
with respect to each other. According to this proposal, there should be a phase transition at
some temperature Td from 3D to 2D correlations. If such a transition exists, then above the
critical temperature Td , the system becomes comprised of decoupled lower dimensional sys-
tems, while below Td higher dimensionality is restored. There are two systems investigated in
the context of sliding phases which are worth noting, quantum wires [85] and DNA lipid com-
plexes. Quantum wires were discussed previously within Haldane’s approach, to describe the
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effective low energy or “Luttinger liquid" (LL) regime and shown to be represented by a Sine-
Gordon model (which is equivalent to the Coulomb gas by duality mapping). Briefly we discuss
how a sliding phase emerges in DNA lipid layers. Discussion of quantum wires will follow soon
after, this time, in the context of sliding phases.
7.1.1 Sliding columnar phase - DNA lipid layers
It is known that DNA strands mixed in lipid solution self assemble into galleries. It was sug-
gested in [3, 86] that this system may crossover into a sliding columnar phase. Structurally, the
DNA strands are situated in parallel to one another along the x-axis between bilayers of lipids
in the x-z plane. The model is a sum of elastic energy costs for a given gallery (or layer) as well
as terms measuring cost in energy due to linear and angular displacements of the DNA strands























d 2r cos[(φn −φn+1)].
Displacements of the DNA strands perpendicular (y-direction) to the x-z plane are neglected
and un(x, z) describes the displacement of the DNA strand in the z-direction of the nth layer.
φn ≈ ∂xun and unzz = ∂zun − [(∂xun)2 + (∂zun)2]/2 is the nonlinear strain for DNA strands in the
nth gallery. ∂xun describes the bending of DNA strands. K2 is the bending moduli while the
term ∝ B2 describes the compressibility; k0 = 2π/d with d the spacing between DNA strands
within a layer. Vφ is believed to originate from interaction of membranes formed by the lipid
bilayers while Vu is the electrostatic interaction between DNA strands in neighboring galleries.
CHAPTER 7. SLIDING PHASES 55
Figure 7.1: Schematic representation of Lamellar lipid-DNA complex phase. Reprinted with
permission from [3]
.
Here it is suggested that a stable sliding columnar phase exists in the specific temperature range
Tu < T < TN . Tu is the temperature above which Vu is irrelevant, while above TN the DNA lattice
melts.
The sliding columnar phase is such that there is no positional order between neighboring
layers of DNA strands (also called “galleries"). In such a phase there is no restoring force or
cost in energy when there is a rigid translation of one gallery relative to the other. Thus, such
galleries are said to be sliding. Despite this, the system exhibits long range rotational order such
that it costs energy to rotate the galleries relative to one another.
7.1.2 Historical background & Duality approach
The idea of the sliding phases SP has been emerging in several different contexts – liquid crys-
tals, superconductors, 1D quantum systems, correlated disorder and spin liquids – within a
general theme of a possible dimensional decoupling (reduction) when a D-dimensional sys-
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tem breaks into a stack of systems of essentially lower dimensionality. It can be traced back
to the suggestion of vanishing shear modulus in layered liquid crystals where each layer is a
quasi-solid positionally decoupled from its neighbors [87]. This mechanism has been further
explored in Refs. [3, 88–90]. In layered superconductors magnetic field parallel to the layers has
been proposed to suppress the inter-layer Josephson coupling [91]. However, the frustration
due to magnetic field turned out to be insufficient to fully suppress the coupling as shown in
Ref. [92].
In the context of quantum 1D chains the possibility of the decoupling between chains has
been explored as a pathway toward non-Fermi liquid in high Tc materials [93, 94]. The main
argument for such a decoupling is based on using the scaling dimensions of the Josephson
coupling determined with respect to the Luttinger liquid parameter in each chain: if it is larger
than 2, the coupling should become irrelevant [94] as shown in Sec.6.4.1. These proposals have
been criticized in Refs. [93–98] where it was shown that the inter-chain tunneling is always rel-
evant in the RG sense. In Refs. [99–103] it has been shown that the dimensional reduction is not
possible due to pair tunneling in quantum wires. This analysis is based on RG developed for
bosonized models with non-zero conformal spin (see in Ref. [104]).
The results [3, 87–90] refer to non-compact variables – translation of one layer against its
neighbors. That SP can occur in the case of compact XY-variables has been proposed in Ref.
[86] where the inter-layer gradient couplings between classical XY variables in each layer have
been considered as a “knob" controlling scaling dimensions of the Josephson coupling and of
the vortex fugacity in each layer. The SP would occur if the first one is irrelevant above some
temperature Td , while vortices in each layer are still bound into neutral pairs. This approach
was also developed for the case of quantum 1D Luttinger liquids coupled by both the Josephson
and the gradient terms [105–108] (which are the analog of the Andreev-Bashkin drag effect [66]
in neutral superfluids or Biot-Savart interactions in superconductors [109]). More recently, the
dimensional reduction was considered in the context of layered disorder [110, 111] and non-
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Fermi liquids in the spin-liquid regime [112].
It is important to note that the proposal of SP is based on applying the Renormalization
Group (RG) logic to compact variables characterized by global U(1) symmetry. While these
early suggestions were more of a purely academic interest, expanding capabilities of ultra-cold-
atoms techniques in recent years emphasize the importance of these suggestions especially
in the context of possible new phases in composite lattices [83] and in the presence of disor-
der [110,111]. In more general terms, the question is if it is possible to realize a phase transition,
rather than a crossover, from a low- to higher- dimensional behavior.
Here we propose (following closely the published results [113]) an alternative approach to
the problem of SP. It is based on the dual formulation of a field model of compact variables in
terms of positive defined statistics of random closed loops of integer currents obeying Kirch-
hoff’s conservation law [50]. In this language spontaneous symmetry breaking is equivalent to
the formation of a “soup" of fully disordered macroscopic loops. Accordingly, the SP implies
that, while proliferating along the layers, such loops do not proliferate perpendicular to them.
This immediately leads to the generic requirement for the SP to exist: The energy cost E⊥ for
a loop element to invade a neighboring layer must be macroscopically large with respect to the
layer size L because otherwise the entropy for such an invasion will dominate and will cause
simultaneous proliferation of the loops along and perpendicular to the layers.
In order to illustrate the above general statement, we will consider a classical XY layered
system characterized by gradient inter-layer interactions and the Josephson coupling u. The
gradient terms are chosen in such a way that the SP is supposed to exist in some range in accor-
dance with the RG prediction for zero conformal spin. We will present results of the large scale
Monte Carlo simulations of this system in its dual representation – in terms of the closed loops.
The main finding is that, in accordance with the generic argument, no SP state exists in such a
system. As a comparison, the standard asymmetric XY layered model where no SP are expected
to occur will be analyzed too. As will be seen, both models demonstrate essentially the same
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behavior. Furthermore, using dual representation, it becomes possible to find exact analytical
solution for the renormalized Josephson coupling ur in the asymptotic limit u → 0. The validity
of this solution will be demonstrated numerically for both models. Thus, the main conclusion
is that, rather than following the RG prediction, the model of SP demonstrates 3D behavior.
The following sections are organized as follows. In Sec.7.2 we introduce the bilayer model
and provide the RG solution for SP. Then, we construct the dual representation in Sec.7.2.2.
The asymptotic analytical solution for the renormalized Josephson coupling ur as well as the
numerical results will be discussed in Sec.7.2.3. Then, in Sec.7.3 the stack of bilayers will be
discussed. Finally, in Sec.7.4 we discuss the implications of our analytical and numerical results
and also provide an alternative model for the SP.
7.2 Bilayer model of SP
The purpose of the following analysis is to introduce a simplest model which admits the RG
solution predicting sliding phases. This result will then be tested numerically and analytically
in the asymptotic limit of vanishingly small Josephson coupling.
Consider two classical asymmetric parallel layers, each being a square lattice of linear size
L (in terms of the inter-site shortest distance). These layers host two U(1) fields ψ1 = exp(iφ1)






Kzz ′~∇φz~∇φz ′ −u cos(φ2 −φ1)], (7.2)
features the gradient interaction represented by the (Luttinger parameter) matrix Kz,z ′ as well
as by the inter-layer Josephson term ∼ u. Here~∇φz refers to the x, y derivatives along the planar
directions. The summation over the repeated indexes is used here and hereafter. Stability of the
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1
Figure 7.2: Bilayer of XY model - The difference in color is to emphasize the asymmetry of in-
traplane couplings.
system is guaranteed if det(Kzz ′) > 0, that is,
K11K22 −K 212 > 0. (7.3)




the measure of the functional integration must account for the compactness of the phases φz .
This can be achieved by using the discrete lattice formulation described in the Appendix A.1
and further discussed in Sec.7.2.2. Let’s first, however, discuss the RG approach to the system.
7.2.1 Scaling dimensional analysis for the bilayer
Here we will present the analysis to the system (7.2,7.4) based on RG in line with the approach
suggested in Refs. [86]. It is important that in this analysis the compact nature of the “angles"
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φ1,2 is ignored.
Derivation of the RG equations and their solutions for the bilayer are presented in the Ap-
pendix A.2 along the line as described in Refs. [58, 114]. Despite the asymmetric nature of the
system, the resulting RG flow equations (A.17,A.18) for the Josephson coupling and (A.23,A.24)
for the vortex fugacity turn out to be identical to the standard RG equations for the Sine-Gordon
model (see in Ref. [58,114]). Thus, in order to identify the critical points (see in Fig.7.3) Td of the
SP and T(q1,q2) of the Berezinskii-Kosterlitz-Thouless (BKT) transition, it is enough to evaluate
the scaling dimensions (see in Ref. [115]) of the inter-layer Josephson and vortex fugacity, and
find the range Td < T < T(q1,q2) of parameters were both are irrelevant. We begin with the first
critical point T = Td of the transition from the phase where the interlayer Josephson coupling
is relevant ( called “Josephson" in Fig.7.3) to the SP.
If the vortex fugacity is irrelevant, the compact nature of the phases is usually ignored. Then,
introducing the variables φ+ = φ1 +φ2 and φ− = φ2 −φ1 in Eqs.(7.2,7.4) and, then, integrating



















is introduced. Eqs. (7.5,7.6) represent the standard Sine-Gordon model in 2D. The scaling
dimension of the operator ∼ u is ∆u = 1/(4πK ). Thus, the Josephson term becomes irrele-
vant if ∆u > 2, that is, at K < Kd = 1/(8π), so that the renormalized u should flow to zero
as ur ∼ uLb → 0, b = 2(1 − Kd /K ) < 0. Such a behavior is supposed to occur together with














Figure 7.3: (Color online) Two options for phases in the bilayer model: (a) with the SP according
to RG; (b) Without SP.
CHAPTER 7. SLIDING PHASES 62
the persistence of the algebraic order along the planes. Without loss of generality let’s as-
sume K11 < K22 and introduce the notations: T = 1/K11 as a measure of temperature, and
Y = K22/K11 > 1, X = K12/K11. Then, the condition K < 1/(8π) for SP becomes
T > Td =
8π(Y −X 2)
1+Y +2X . (7.7)
In order to guarantee the algebraic order in each layer no BKT transition should occur in the
layers. In other words, all backscattering harmonics Vq1,q2 in the action (A.7) must be irrelevant
below some temperature T(q1,q2) exceeding Td in Eq.(7.7). In order to determine possible types
of vortices responsible for the transition, we examine the form (7.2) in the limit u = 0 using the
Kosterlitz-Thouless argument for the BKT transition. Specifically, a composite vortex (q1, q2)
induced by the drag term ∼ K12 [67, 86, 116] with circulations q1, q2 in the layers 1 and 2, re-




π[(q1 +X q2)2 + (Y −X 2)q22]−2T
]
lnL. (7.8)
Then, the stability against the BKT transition is guaranteed by the positivity of Fv or
T < T(q1,q2) =
π
2
[(q1 +X q2)2 + (Y −X 2)q22], (7.9)
where the minimization with respect to q1, q2 must be performed. This condition corresponds
to the requirement that the scaling dimension ∆q1,q2 = π
∑
a,b Kab qa qb of the most dangerous
backscattering amplitude Vq1,q2 in Eq.(A.19) is above 2. Proliferation of simple vortices q1 =
±1, q2 = 0 or q1 = 0, q2 =±1 corresponds to T(1,0) = π/2 and T(0,1) = πY /2 > T(1,0), respectively.
The minimal solution with composite vortex can exist only as long as X 6= 0, that is, when K12 6=
0.
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Solutions for Eqs.(7.7,7.9) exist for integer values of X ≥ 3. Introducing δ= Y − X 2 > 0 (due
to the stability requirement (7.3)), one should distinguish cases δ > 1 and δ < 1. In the first
case the dominant vortex is (1,0) and the solution for Td < T(1,0) exists if 1 < δ < (1+ X )2/15. If
0 < δ< 1, the dominant vortex is composite (−X ,1) and the conditions (7.7,7.9) become
8πδ




For X >> 1, Td → 0 while T(q1,q2) → (π/2)min(1,δ) as long as δ is kept constant. Such a limit
corresponds to the largest range of T where SP are to be anticipated for the two-layer model.
However, for practical purposes of simulations using too large X leads to slower convergence.
Thus, we choose X = 5, Y = 25.5 corresponding to a reasonably wide range where SP is antici-
pated to exist. Then, Eq.(7.10) becomes 8π/73 < T <π/4 or 0.344 < T < 0.785. [The simulations
discussed below have been conducted at T in the middle of the interval (7.10), that is, T ≈ 0.565.
More specifically, K11 = 1/T = 1.77, K22 = 25.5K11, K12 = 5K11].
Proliferation of the composite vortex pairs with vorticities (q1, q2) corresponds to disorder-
ing of the original fields exp(iφ1,2). At the same time the composite field Ψ = exp(i (q1φ1 +
q2φ2)) remains (algebraically) ordered. This mechanism constitutes the formation of ther-
mally induced bound phases (or using the language of superfluidity – Thermally Paired Su-
perfluid [117]). For the values chosen above this composite field isΨ= exp(i (φ1 +Xφ2)). Since
X > 1 we call such a composite phase as thermally bound superfluid (TBS). This effect does not
require that X is necessarily integer. If X is non-integer, its closest integer part will determine
the power ofψ2. In Fig.7.3 the TBS exists in the range T(q1,q2) < T < Tn . Full symmetry is restored
above Tn – that is, no algebraic order exists in any composite or original fields.
Concluding this section, the presented analysis based on the RG finds the range of temper-
atures where the sequence of phases is as presented in Fig.7.3 in the panel (a): at T < Td the
Josephson coupling is relevant. At Td < T < T(q1,q2) there is the SP where the symmetry U (1) is
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promoted to U(1)× U(1). In the range T(q1,q2) < T < Tn the TBS phase is characterized by the
composite field Ψ. Thus, the broken symmetry is partially restored through the subgroup ZN ,
where N = 1+ q2. At higher temperatures, T > Tn , the composite field Ψ becomes disordered
too. In what follows we will show that the actual sequence of phases is correctly depicted in the
panel (b) rather than in (a), Fig.7.3.
7.2.2 Dual representation
As described in detail in the Appendix A.1, the bilayer model (7.2,7.4) can be reformulated in
terms of the dual variables which account for the compact nature of the variables φ1,2 . [The
logic behind this transformation is along the line of the J-current model, Ref. [50]]. The partition
function (7.4) is now represented as
Z = ∑













J 2z,i , (7.12)
where (K −1)zz ′ is the matrix inverse to Kzz ′ introduced in Eq.(7.2) and uV is the Villain value of
the Josephson coupling u. Since we are interested in the limit u << 1, it is uV ≈ 1/(2ln(2/u))
[76, 77] (for more details see the Appendix A.1). The summation runs over the integer bond
currents Jz,i j =−Jz, j i , z = 1,2 defined between neighboring sites i and j and oriented from site
i to site j within each corresponding layer as well as over the integer currents Jz,i oriented along
the bond connecting the site i in the layer 1 to the site i in the layer 2. All the configurations are
restricted by the Kirchhoff’s current conservation rule – the total of all J-currents incoming to
any site must be equal to the total of all out going currents from the same site.
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The resulting configurational space consists of closed loops of the bond currents as schemat-
ically depicted in Fig.7.4. Further simulations can be effectively performed by the Worm Algo-
rithm [118]. As will be shown, in addition to being very effective in numerics, the language
of loops also allows obtaining analytic expression for the renormalized Josephson coupling ur
which is exact in the asymptotic limit u → 0 while strong algebraic order persists along the lay-
ers.
If u = 0, there are two sorts of loops – one in each layer. Thus, each configuration is char-
acterized by definite values of the windings Wz,α in the zth layer along the α = x̂, ŷ directions
of the planes. This quantities are defined as a total of all J-current crossing any line perpendic-
ular to the direction α. [The Kirchhoff’s rule guarantees that windings are independent of the
choice of the line]. It is straightforward to show that statistics of these windings determine the







This expressions are valid for periodic boundary conditions (PBC). It is important to note that
K̃zz ′ represents an exact linear response with respect to the Thouless phase twists. In other
words, if there are externally imposed infinitesimal constant gradients ∇αφ1,2 → 0 (violating the
PBC) of the phasesφ1,2, the free energy acquires the contributionδF = 12 L2
∑
z,z ′,α K̃zz ′∇αφz∇αφz ′ .
On the other hand, in the presence of the gradient the integrand of the partition function gets
the factor exp(i L
∑
z,αWz,α∇αφz). Comparing both expressions leads to the relation (7.13).
As a test of consistency, we have checked numerically that in the regime where the SP state is
supposed to exist (that is, X = 5,Y = 25.5,T ≈ 0.565), the deviations of K̃zz ′ from the bare values
Kzz ′ are within the statistical error less than 1% for all tested sizes of the layers 10 ≤ L ≤ 1000.
Significant deviations are observed only as the system approaches fully disordered state – that
is, T → Tn , Fig.7.3, where the fields ψ1,2 as well as the composite one Ψ become disordered. In
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this case, K̃zz ′ flow to zero as L increases. The deviations remain small (about 2-3%) even in the
regime where Ψ is the only ordered field. The emergence of the TBS is detected by observing
that windings Wz,α in the layers 1 and 2 are changing exactly by the increment ∆W1 = 1, ∆W2 =
X (plus or minus), respectively.
At finite values of u the loops belong to both layers so that no separate windings can be in-
troduced. However, the sums Wα =W1,α+W2,α remain well defined and can be used to evaluate










Ja,i j , (7.15)
where for a given α= x̂, ŷ in (7.15) the bond 〈i j 〉 (as well as Ja,i j ) is oriented along the direction
α.
Our focus here on the renormalized value ur of the Josephson coupling u in the SP regime.
In the case of Nz layers, if the periodic boundary conditions are also imposed perpendicular












i of the currents Jz,i (oriented along z-direction) is performed over all
sites of all layers. Similarly to the cases (7.13) and (7.14), Eq.(7.16) represents the full linear
response at zero momentum – that is, the renormalized value ur of the Josephson coupling u.
At this point, we should comment on how to interpret the PBC for two layers, Nz = 2. While
in the cases Nz ≥ 3 it is a natural procedure to link the z = Nzth layer to the first one, z = 1, by the
Josephson term, the case Nz = 2 needs an auxiliary construction because the layers 1 and 2 are









Figure 7.4: (Color online) A J-current configuration characterized by Wz = 1, Wx = 0, Wy = 0.
Horizontal oriented arrows show J-currents along planes, with |Jz,i j | = 1. The vertical ones indi-
cate J-currents between the planes, with Jz,i = 1, with the dashed lines showing currents which
are completing periodic boundary conditions.
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coupled already directly. The formal procedure, then, consists of adding a third layer, z = 3, with
no rigidity along x, y directions and coupled by the Josephson term to both layers, z = 1,2. If the
coupling u13 between the layers 1 and 3 and the coupling u23 between the layers 2 and 3 add
up as 1/u13 +1/u23 = 1/uV , in the dual action (7.12) the sum in the last term can be extended
to the layers z = 1,2,3 in the periodic manner. The key to this procedure is the Kirchhoff’s rule:
the J-current from a site (x, y) along z-direction from the layer 2 to the layer 3 must be exactly
the same as the current from the site (x, y) in the layer 3 to the layer 1. Then, in the form (7.12)
the same value uV can be used for the currents from the layer 1 to the layer 2 directly or through
the layer 3 as shown in the sketch, Fig.7.4.
7.2.3 Asymptotic expression for ur
As mentioned above, the dual representation allows obtaining analytically asymptotic solution
for ur . Let’s begin with the simplest case of zero stiffnesses Kzz ′ and arbitrary number of layers,
Nz = 2,3,4,. The action in this case in the field representation becomes∼∑z ∫ d 2x[−u cos(φz+1−





J 2z,i , Jz,i = 0,±1,±2, ... (7.17)
where the summation runs over all sites i of only one layer, say, z = 1. In this expression the
Kirchhoff rule dictates that the current Jz,i at a given site along z-direction must be the same
for all values of z. Thus, such a current with Jz,i constitutes one closed loop characterized by
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where L2 is the number of sites in one layer. The stiffness (7.16) can be found by taking into
account that the total winding along z-direction is Wz =∑i Jz,i , where the summation runs over




W =1,2,... W 2 exp
(−NzW 2/2uV )
1+2∑W =1,2,... exp(−NzW 2/2uV ) . (7.19)
This expression shows that, as long as Nz is finite, the Josephson coupling remains relevant




∼ 2Nz exp(−Nz/2uV ). (7.20)
The exponential decay vs Nz in Eq.(7.20) is a direct consequence of the absence of the stiffness
along the layers, that is, ρ = 0 in Eq.(7.15), so that the shortest loop is “vertical" with the number
M = Nz of the vertical currents Jz=1,i = Jz=2,i = ... = Jz=M ,i .
Thus, it is natural to anticipate, that the dimensional decoupling in a strong sense, when ur
scales to zero as some negative power of L as prescribed by RG, should not occur even in the
absence of the algebraic order along the planes, when ρ → 0. The stiffness along z-direction
remains finite in the limit L →∞ as long as Nz is finite.
This example indicates that short-range inter-plane correlations rather than long-range intra-
plane coherences are responsible for finite inter-plane Josephson coupling. In terms of the orig-
inal variables φz , the result (7.20) implies that ur ∼ uNz (because uV ≈ 1/(2ln(2/u)) in the limit
u → 0). This can be viewed as the perturbative result of Nzth order with respect to u.
If there is a finite strong stiffness ρ >> 1, Eq.(7.20) can also be used, with Nz substituted by
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some effective value M = 1,2,3, ..., that is,
ur = 2M
2+exp(M/2uV )
→ 2M exp(−M/2uV ). (7.21)
The value of M is determined by the length of a “cheapest" string of J-currents along z-directions.
The loop proliferation can be viewed from the perspective of the Worm Algorithm [82, 118]
where one open end of a string of J-currents walks randomly until it meets another open end
so that a closed loop is formed. Then, the most of the path is residing in a layer with only occa-
sional jumps between neighboring layers (in the limit uV → 0). Such an elementary jump has
the probability ∼ exp(−M/2uV ) so that all higher values M are exponentially suppressed. In
other words, the situation is reminiscent of the “ideal gas" of rare fluctuations of the J-currents
of length M in z-direction.
Thus, generically, it is expected that ur ∝ uM in the limit u → 0 because then uV ≈ 1/(2ln(2/u))
[76, 77]. Below we will show that for the model we consider M = 2 and, thus, ur ∝ u2.
In the standard XY model (with no drag effect and no asymmetry between the layers) in its
J-current representation [50], characterized by finite in-plane stiffness ρ and small inter-layer
coupling uV , the “cheapest" string in z-direction has M = 1 in Eq.(7.21). The standard XY model
and its comparison with the multi-layer extension of the bilayer model will be discussed in more
detail in the Sec.7.3.4. Below we will show that M = 2 in Eq.(7.21) for the bilayer in the SP regime
and will present the numerical support for this. In other words, contrary to the RG prediction,
the Josephson inter-layer coupling ur remains finite in the limit L →∞.
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7.2.4 Numerical results for Nz = 2
Here we discuss the results of Monte Carlo simulations of the bilayer in the regime of SP. The







J 21,i j +
T
2δ








where the values of the parameters have been discussed at the end of Sec.7.2.1: X = 5,δ =
1/2,T = (Td +T(X ,−1))/2 ≈ 0.565.
The structure of the loops is determined by the energy of creating a J-current element along
a given direction. A typical energy to create a J-current element along a bond in the plane 2 can
be estimated as δE2 ≈ T /(2δ) ≈ 0.5. Thus, large loops with a typical values |~J2| = 1 can exist in
the plane 2. In contrast, the energy to create an isolated element in the plane 1 (with no J2 cur-
rents along the same bond in the layer 2) costs much larger energy: δE1 ≈ T (1 + X 2/δ)/2 ≈
15 . Accordingly, the probability to create such an element is exponentially suppressed as
∼ exp(−15), and no entropy contribution (due to 4 optional directions along the plane) can
compensate for such a low value. This implies that no large isolated loops can exist in the layer
1. The only option to create a large loop in the layer 1 is if each element J1,i j is mirrored by the
current J2,i j = X J1,i j along the same bonds in the layer 2. A typical energy of this combined
element is δE12 ≈ T /2 ≈ 0.25. This strong asymmetry between the layers has immediate impli-
cation for the windings along z-direction – the minimal length M of the element Jz,i must be
M = 2 in Eq.(7.21). Thus, the stiffness ur in the limit u << 1 becomes
ur = 4
2+exp(1/uV )
≈ 4e−1/uV = u2, (7.23)
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where the asymptotic expression uV = 12ln(2/u) [76,77] has been used. Accordingly, for the simple
XY model (with no drag interaction) the corresponding dependence is ur ∝ u1. This will be
discussed below.
As discussed above, the power u2 stems from the value M = 2 in Eq.(7.21). Formally speak-
ing, Eq. (7.23) appears to be as though the weak layer (z = 1) is incoherent and, thus, is elimi-
nated in second order of perturbation with respect to u – very much alike to the situation dis-
cussed in Sec.7.2.3. It is, however, important to note that the weak layer is coherent and the
application of the perturbative approach in terms of the original variables— the phases φz— is
not that apparent. In contrast, the dual representation leading to the picture of the “ideal gas"
of the vertical currents gives the result ur ∼ u2 quite naturally.
The results of the simulations is shown in Fig.7.5. The first striking feature to notice is that
ur , while changing over 7 orders of magnitude, does not depend on the layers size L. Second,
ur vs uV follows the analytical result (7.23) with high accuracy – even for values uV ∼ 1. Both
features are in the striking conflict with the RG prediction stating that ur should scale as ∝
L2(1−T /Td ) ≈ L−1.28 → 0 in the SP regime. It should be also noted that the stiffness along the
layers (7.14) remains finite and much larger than ur , that is, ρ = 32.3±0.1 for all simulated sizes
from L = 8 to L = 960. This justifies the validity of Eq.(7.23) even in the case uV ∼ 1.
7.3 Stack of bilayers
As it became evident from the previous analysis, no SP can occur in the double layer. Referring
to the sketch of the possibilities, Fig.7.3, the option (b) is realized instead of (a). Here we will
address a possibility of SP in a Nz-layers setup. In other words, we will be looking for a behavior
where the renormalized Josephson stiffness ur decays as a function of Nz in the limit L →∞,
while the stiffness along planes remains finite.This would be a “weaker" version of the SP in a
clean system. [cf. the SP in the layered disorder case [111]].
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Figure 7.5: (Color online) Monte Carlo results for the inter-layer stiffness ur vs its bare value uV
for the bilayer for various layer sizes (shown in the legend).Error bars are shown, and for the
majority of the data points these are smaller than symbols. The fit line is the solution (7.23).
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We consider the PBC setup: the odd z = 1,3,5,7, ... and the even z = 2,4,6, .. layers are char-
acterized by the in-plane stiffnesses K11 and K22 > K11, respectively, with the nearest layers
coupled by the current-current term ∝ K12 (the same for all pairs of layers) as well as by the
Josephson coupling −u ∑x,y,z cos(φz+1 −φz) , where ψz(x, y) = exp(iφz(x, y)) is the XY variable
defined on a site (x, y) belonging to the layer z.






d 2xu[cos(φz+1 −φz)+cos(φz−1 −φz))]} (7.24)










is used. The gaussian part of the action can be diagonalized by using Fourier representation
along z-direction with doubled unit cell. Then, the matrix Kzz ′ becomes dependent on the




Dφz exp(−HN ), (7.26)
where the measure of functional integration Dφz must explicitly account for the definition of
the phases φz(x, y) modulo 2π.
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7.3.1 RG solution
The corresponding RG equation for ur (A.25) is analogous to that discussed in the Appendix A.2






1+Y +4X cos2 qm
Y −4X 2 cos2 qm
, (7.27)
where the wavevectors along z take values dictated by the periodic boundary conditions qm =
4πm/Nz , m = 0,1,2, ..., (Nz/2)−1. Here we use the same notations T = 1/K11, X = K12/K11,Y =
K22/K11 introduced in Sec.7.2.1. Thus, RG predicts irrelevance of ur at T > Td .
The upper limit on T is determined by the loss of algebraic order along the layers. [ At ur = 0
there should be no 3D vortices ]. Clearly, if T is as high as > πY /2 >> 1, all layers will become
disordered. Less drastic situation occurs when only weak layers (odd) are disordered π/2 <
T < πY /2. In this case the Josephson coupling between even layers will be supported by the
proximity effect. We, however, will be considering the situation T <π/2 which implies algebraic
order in all layers.
We considered also a possibility of proliferation of the composite vortices. One option is a
composite vortex characterized by phase windings q1 = 1 and q2 = X > 1 in odd and even layers,
respectively, forming a string of length Nz perpendicular to the layers. In this case the vortex
energy will have a factor ∼ Nz which makes such vortices too energetically costly to play any
role in the limit Nz >> 1, provided the system is not too close to the instability (when the matrix
of the gradient interactions acquires zero eigenvalue, that is, Y −4X 2 = 0). In our simulations
we have been avoiding this region. Thus, such “infinite" vertical vortices are excluded. Another
option, is when composite vortices occur as finite length vertical strings – say, of length 2 (along
z-axis) with q1 =±1 in an odd layer and q2 =−[2X ]q1 in the neighboring (even) layer. However,
a simple analysis shows that energy of such (and longer) composite vortices turns out to be
higher than that of the simple vortex with q1±1, q2 = 0 destroying order in the odd layers. Thus,
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we impose the requirement Td < π/2 in order to have a finite range Td < T < π/2 for the SP to





1+Y +4X cos2 qm
Y −4X 2 cos2 qm
> 8. (7.28)
It can surely be achieved for large enough X in the limit Nz >> 1 as shown in Fig.7.6. Replacing
the summation by integration in this limit and considering δ << 1, Eq.(7.28) gives δ < X 2/64.
For the simulations we have chosen δ = 0.3 and X = 6, which gives Td ≈ 0.983 with T = 1.28
chosen in the middle of the interval between T(1,0) =π/2 ≈ 1.57 and Td . The chosen value of Td
corresponds to the limit Nz → ∞, and for any finite Nz , the actual Td from Eq.(7.27) is below
this value.
It is worth reminding that, according to RG, ur should exhibit suppression as some power of
L →∞ in the range Td < T < T(1,0). However, as shown below analytically and then numerically,
there is no such a suppression in the asymptotic limit uV << 1.
7.3.2 Dual formulation
The dual formulation of the model (7.24,7.25,7.26) in terms of the closed loops of integer J-
currents (along bonds in and between the layers) can be achieved similarly to the case Nz = 2.
Using Villain approach (see Appendix A.1) to the discrete gradients : ~∇φz → (∇i jφz +2πmz,i j )
along the planes and −u cos(φz+1 −φz) → (uV /2)(φz+1 −φz +2πmi ,z) for the Josephson terms,
where mz,i j refers to integer defined on the bond i j belonging to the plane z and mz,i stands
for an integer on a bond connecting site i in the plane z to the same site in the plane z +1, the
partition function (7.26) follows as a result of explicit integration over all φz(i ) and summations
over all bond integers.
The J-currents enter through the Poisson identity (introduced in section 2.3) applied to each
bond integer. This allows explicit integration over all phasesφz as well as over the bond integers
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Figure 7.6: Td (Nz )TK T vs. Nz for various choices of X and δ = Y − 4X 2. Thus it can be seen if the
condition Td < TK T is satisfied.
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mz,i j ,mi ,z . There are two types of J-currents: inplane J
(a)
z,i j , a = 1,2 within each “elementary cell"
(along z) and between the planes Ji ,z . The label a = 1,2 refers to J-current defined on the bond
i j belonging to a plane with odd and even z, respectively. Jz,i denotes the current from the site
i from the plane z to the plane z + 1. The integration over phases φ generates the Kirchhoff
constraint — similarly to the bilayer case.







i j ;z,z ′





J 2z,i , (7.29)
where the matrix Vab(z − z ′) is defined in terms of the matrix Kzz ′ . It reflects the asymmetry
between odd and even layers. Explicitly, V11(z) = Y V22(z), for z = z−z ′ being even, describes the
interaction between odd layers, and V22(z) is defined between even layers; V12(z) =−X [V22(z +






Y −4X 2 cos2(qm)
, (7.30)
with z = 0,±2,±4, ... and the summation running over qm = 4πm/Nz ,m = 0,1, ..., N /2−1.
7.3.3 Asymptotic solution
Analogously to the case of the bilayer, the dual representation allows constructing the asymp-
totic solution for ur for arbitrary Nz . We begin by finding the renormalized Josephson coupling
in the asymptotic limit u → 0, L → ∞ with Nz kept fixed. The dual formulation (7.29) for Nz
layers allows obtaining the asymptotic expression for ur within the same logic used for deriv-
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ing Eq.(7.23). We will repeat it here. The loop formation can be viewed as a process of random
walks of two ends of a broken loop – exactly along the line of the Worm Algorithm [118]. Such
a walk of each end is controlled by energetics of creating one bond element |J | = 1 in a ran-
domly chosen direction – either along a given plane or perpendicular to it. Similarly to the case
of the two layers, the energy to create such an element alone along an odd layer costs energy
>> T ∼ 1, while the same element along an even layer costs energy ∼ 1. The only option for
creating a loop in an odd layer is if its energy is compensated by parallel elements in the even
plane. This feature is caused by the strong current-current interaction ∼ X . Thus, if the walk
occurs along z-direction from some even layer z toward the neighboring odd layer z + 1, the
subsequent move along the odd layer will be too energetically costly so that the walker would
either move further toward z+2 layer or will go back to the original layer z. Thus, the inter-layer
elements are characterized by either Ji ,z = Ji ,z+1 = ±1 or Ji ,z = Ji ,z+1 = 0. The weight of such a
process is either exp(−1/uV ) or 1, respectively. Even if the walker makes a step or two along the
layer z +1 (which is a highly improbable event) and then chooses to go toward the layer z +2,
the contribution to the partition function will be further reduced exponentially by the energy
of the element J along the odd plane. Thus, such processes can be ignored, and we arrive at the
conclusion that ur given by Eq.(7.23) must be valid for arbitrary Nz in the asymptotic limit. The
validity of this solution will be verified numerically as explained below.
It is instructive to discuss the dependence on Nz in the situation when L >> 1 is fixed and
uV → 0 . In this situation the renormalized Josephson stiffness ur does exhibit the SP-like be-
havior ur ∼ exp(−...Nz) (which, however, transforms into the solution (7.23) as L → ∞). The
reason for this, however, is of a purely geometrical nature (which has nothing to do with the
drag interactions). Indeed, for any finite Nz >> 1 , the system becomes essentially of (quasi-)
1D nature as long as uV → 0. In this case, there is such a value u∗ of uV below which there is es-
sentially only one macroscopic vertical loop with Wz =±1 for a given area L2, with higher ones
exponentially suppressed. This situation corresponds to the contribution of zero modes to the
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stiffness along z-direction. These modes are characterized by∇x,yφz(x, y) = 0 which leads to the
effective Hamiltonian H0 =∑z ur L2 cos(φz+1−φz), with ur ≈ 2exp(−1/uV ) being the renormal-
ized mesoscopic stiffness. Zero modes become dominant excitations as long as ur L2 << K22.
The dual form of the zero mode action takes a form
H̃0 = Nz
2L2ur
W 2z , (7.31)
where the duality procedure has been implemented as explained earlier. Calculation of the







in the main exponential approximation in the limit u(0)r << ur ≈ 4e−1/uV . Thus, if uV is taken
to zero, there is such a value uV = u∗ below which this inequality will be satisfied for fixed
L, Nz >> 1. The corresponding value can be obtained from Nz exp(1/u
∗)
8L2




in the main logarithmic approximation. Thus, for fixed L, Nz the solution (7.23) is valid as long
as uV > u∗ and it must cross over to (7.32) as long as uV << u∗. However, as L → ∞, the
crossover value of uV , Eq.(7.33), goes to zero which means the recovery of the asymptotic solu-
tion (7.23) for any finite uV . This effect will be seen in the simulations as discussed below. It is
important to mention, though, that such a suppression has nothing to do with SP because the
RG solution (discussed above) implies the suppression of ur → 0 in the limit L → ∞ for fixed
uV , while the asymptotic solution gives finite ur , Eq.(7.23), in the same limit.
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7.3.4 Numerical results for Nz > 2
The model (7.29) has been simulated by the Worm Algorithm [82]. The renormalized inter-layer
stiffness ur was found for a range of layer sizes, 6 ≤ L ≤ 640 and layer numbers 10 ≤ Nz ≤ 40.
The resulting data is presented in Figs. 7.7,7.8. As can be seen in Fig.7.7, the solution (7.23) plays
the role of the envelop for the family of the curves ur vs 1/uV for various L and Nz . We note that
the stiffness ρ along the layers (as determined by Eq.(7.14)) remains independent of the sizes
and much larger (ρ = 22.6±0.5) than ur . This justifies the applicability of the asymptotic limit
for Eq.(7.23). We have also controlled that the system is far enough from any possible compos-
ite phases [67] state by measuring the lowest order correlator 〈exp(iφz(x, y))exp(−iφz ′(x ′, y ′))〉
and observing that it exhibits long-range order.[In the composite phase state such a correla-
tor is short ranged]. Thus, the system is well in the putative SP state. Its behavior, however, is
drastically different from the RG prediction.
At this point we should discuss the deviations of the numerical curves from the analytical
result seen in Fig.7.7. As discussed above, this behavior is a consequence of zero modes. The
value of uV = u∗ below which the suppression begins decreases as
(u∗)−1 = γ ln(L2/Nz), γ= 1.00±0.02 (7.34)
for L2/Nz >> 1 in the main logarithmic approximation. This behavior is demonstrated in Fig.7.8,
where the value u∗ corresponds the offset for ur taken at 1/10 of the value given by the analyti-
cal expression (7.23). The result (7.34) is consistent with the analytical formula (7.33).
Clearly, such a quasi-1D suppression (zero modes effect) is also present in the standard XY
model (where no SP are anticipated to exist). In order to demonstrate this explicitly we have
CHAPTER 7. SLIDING PHASES 82
0 2 4 6 8 1 0 1 2
1 E - 7
1 E - 6
1 E - 5
1 E - 4
1 E - 3




 1 0 - 2 0
 u
0r
 2 0 - 2 0
 4 0 - 2 0
 8 0 - 2 0
 1 6 0 - 2 0
 0 . 1 u 0 r
 3 2 0 - 2 0
 1 6 0 - 1 0
 6 4 0 - 2 0
 4 0 - 1 6
 2 0 - 1 0
 6 - 2 0
 8 0 - 1 0
 4 0 - 4 0
u r
1 / u V
Figure 7.7: (Color online) Monte Carlo results for the inter-layer stiffness ur of the model
(7.29,7.30) in the SP regime. Dashed orange line is the analytical solution (7.23). Dotted black
line represents the offset ur = 0.1 of the analytical solution (7.23). The first and the second
numbers in the legend indicate values of L and Nz , respectively
CHAPTER 7. SLIDING PHASES 83














l n ( L 2 / N z )
1 / u *
L
 N z = 2 0
 N z = 1 0
 N z = 4 0
N z = 1 6
Figure 7.8: (Color online) The values of u∗ determined numerically from the data shown in
Fig.7.7 by finding the crossings of the curves ur with the offset (dotted) line in Fig.7.7. The
linear fit of this line gives the slope γ= 1.00±0.02.
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Figure 7.9: (Color online) Monte Carlo results for the inter-layer stiffness ur of the strongly
asymmetric XY model. Dashed orange line is the analytical solution (7.21) with M = 1. Dot-
ted black line represents the offset ur = 0.1 of the analytical value. The first and the second
numbers in the legend indicate values of L and N , respectively.
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Figure 7.10: (Color online) The values of u∗ determined numerically from the data shown in
Fig.7.9 by finding the crossings of the curves ur with the offset (dotted) line in Fig.7.9. The
linear fit of this line gives the slope 1.95±0.05.
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also simulated a simple XY model given by the system
ZX Y =
∫
Dφz exp(−HX Y ), (7.35)
HX Y = −
∑
〈i j 〉,z
[K̃ cos(∇i jφz)+u cos(∇zφz)],
with some K̃ >> 1 (guaranteeing that no BKT transition occurs in each layer for u = 0), and
0 < u << K̃ . In the dual representation this system is described by










J 2i ,z , (7.36)
where Ji j ,z and Ji ,z are the same J-currents introduced above for the model (7.29). The results of
the simulations of this model are presented in Figs. 7.9,7.10. In the asymptotic limit the inter-
layer stiffness is described by Eq.(7.21) with M = 1. Then, according to the above discussion,
the value u∗ determining where the deviations from the analytical formula begin is given by
(u∗)−1 = 2ln(L2/Nz), that is, with the slope γ = 2 which should be compared with the numer-
ical value γ = 1.95±0.05 in Fig.7.10. Thus, both models demonstrate essentially the same 3D
behavior, with the only difference being the slope of the renormalized Josephson coupling lnur
vs its bare value uV .
7.4 Discussion
The RG approach to 2D systems proves to be very effective in many cases including 2D XY model
when it can be mapped on the Sine-Gordon (SG) one [119]. A successful implementation of the
RG analysis to the Josephson coupling was demonstrated in Ref. [120] where a single weak link
can make one channel Luttinger liquid insulating.
The merit of RG, however, should be taken with caution when applied to the dimensional
reduction situations in layered systems hosting compact U(1) variables. In this case there is
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no exact mapping between XY and SG representations at finite inter-layer Josephson coupling,
and the approximation ignoring the compact nature of the variables becomes uncontrolled.
As our analysis of one particular layered system shows, no SP exists in such a system despite
the RG prediction: the system shows essentially the 3D behavior of the asymmetric XY model.
Clearly, the simplest example presented here reveals the flaw in extending RG to the dimen-
sional decoupling situations [86,105–108] when the effective model corresponds to zero confor-
mal spin [104]. [At non-zero spin, tunneling of pairs can take over [99]]. As shown in Sec.7.2.3,
the interlayer Josephson coupling exists even when there is no intra-layer order – which is con-
sistent with the proximity effect.
The dual formulation in terms of the closed loops gives a very important insight. Specifi-
cally, the SP means that as layer size L →∞, a suppression of the Josephson coupling between
layers would require that the number of times elements of closed loops fluctuate between layers
must scale slower than L2 so that the density of such events is zero in the limit L =∞. The loops
statistics, however, is controlled by local energies of creating finite elements and the entropy
due to 6 directions in 3D vs 4 along layers. Thus, as long as there is a finite energy to cross be-
tween neighboring layers, the entropy will lead to a finite density of crossings for large enough
L. Similar argument can be applied to quantum wires in terms of the quantum to classical
mapping where imaginary time is treated as an extra dimension.
The dual approach and the argumentation along the line of the numerical algorithm [118],
treating closed loops formation as a process of the worm head wondering around and eventu-
ally finding its tail, allowed us to expose the actual stages of the renormalization of the Joseph-
son coupling: i) At small scales Josephson coupling is controlled by exponentially suppressed
random and independent (in the asymptotic limit) events of crossings between layers. It can
be viewed as an ideal gas of J-currents between the layers. This stage leads to the renormalized
coupling, in general, represented by Eq.(7.21) with M = 1,2,3, .... ii) If the number of layers Nz
increases, with L being fixed, quasi 1D fluctuations further suppress the coupling exponentially
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as demonstrated in Eq.(7.32).
Here we have discussed a local model characterized by short range interactions between
the inter-layer J-current elements. This feature in combination with the low density of such
elements justifies the “ideal gas", which in its turn leads to finite values of the renormalized
inter-layer Josephson coupling.
The question may be raised if a presence of long-range forces between the inter-plane J-
currents Jz,i can change the situation and lead to the SP or its weaker version – where ur →
0 with the growing number of layers Nz in the limit L = ∞. In this respect we note that in
order to realize this, fluctuations of the difference of the J-currents with positive and negative
orientations must be macroscopically suppressed. In this case the fluctuation of the winding
numbers in z-direction 〈W 2z 〉 will scale slower than L2 so that ur ∼ 〈W 2〉/L2 → 0. This may
be caused by interactions between the inter-layer J-currents decaying not faster than second





i , j ;z
U (~xi −~x j )Jz,i Jz, j (7.37)
in the simple XY J-current model (7.36) with U (~x) having the long range tail ∼ 1/|~x|σ with σ< 2
will generate the energy contribution ∼W 2z L−σ in terms of the windings in z-direction. Conse-
quently, the renormalized Josephson coupling (7.16) would scale as ur ∼ Lσ−2 → 0.
As one particular example, long-range forces can be introduced in the standard XY model
(7.35) by some effective gauge-type term −u cos(∇zφ− gz Az)+ (~∇Az)2, where~∇Az refers to the
derivatives along the layers of some soft mode Az , with gz being a constant. The resulting in-
teraction in the dual form (7.37) becomes U ∼ g 2z ln(|~x|) and, thus, it suppresses the inter-layer
Josephson as ur = Nz〈W 2z 〉/L2 ∼ 1/(L2 lnL) in the limit L →∞ for fixed Nz . At the moment we
do not comment on how realizable in practice such mechanism is.
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Here we have analyzed a clean system and found no SP. The situation is completely different
in the presence of layered disorder [110, 111] when the weakly sliding phases occur due to rare
fluctuations of disorder resulting in a large stack of insulating layers simply blocking the flow
perpendicular to the layers. The number of such layers scales logarithmically with the total
number of layers, so that ur ∼ N−cz with some non-universal exponent c > 0. This effect does
not need any drag-type interactions and can occur in a simple XY model. In the next section we
apply the dual formulation to the situation of this layered disorder.
Chapter 8
Rare Regions & Sliding Griffiths Phase -
extension to disorder
8.1 Unreliability of SG-RG in clean system & the question of
layered disorder
The nature of dimensional decoupling in the context of layered systems has had a long and
rich history primarily of interest to theoreticians. Renewed interest in this field has emerged
due to the advancement of cold atom experiments. Specifically, the Anomalous Griffiths phase
(AG) [121], a form of dimensional decoupling, was recently observed in an ultra cold Bose gas
of 87Rb [122].
In the context of dimensional decoupling there was the suggestion of a possible sliding
phase first proposed by O’Hern et al. [86]. In this treatment they applied the Sine-Gordon RG
logic to compact XY variables (as is usually motivated due to the exact mapping of compact
XY to non-compact Sine-Gordon for a purely 2D model), ignoring the fact that unlike in the
single layer case, there is no exact mapping of XY to Sine-Gordon in the multilayer extension
90
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with Josephson like couplings. Many past works, for example in layered HTSC, have followed
the same naive approach. The assumption of non-compactness + the scaling result according
to the Sine-Gordon RG in one layer is applied to the case of multiple layers, overlooking how
multiple layers might affect the RG treatment.
In 2010, Pekker, Refael and Delmer [111] investigated the existence of the sliding phase fol-
lowing the same assumption as noted above but now with addition of layered disorder. Here
as in the first work of sliding phases [86], they applied similar KT RG logic using a combined
momentum space (along the layers) and real space renormalization (perpendicular to layers)
as well as functional renormalization to determine if the perpendicular stiffness vanished as-
suming large layer sizes.
As was shown in Sec.7.3, an exact (duality) mapping was performed on the multiple layer
system while retaining the compact nature of the variables. It was shown that the coupling does
not scale according to the naive Sine-Gordon RG prediction. The results showed instead that
the Sine-Gordon model with drag interactions exhibits 3D XY behavior with no dimensional
reduction present. That is for arbitrarily small Josephson coupling, a finite perpendicular su-
perfluid stiffness persists despite the RG prediction. This result challenges the claim of previous
works that such logic applied to compact variables living in multiple layers can lead to the SP.
Here it is investigated if a sliding phase exists in the context of quenched and uncorrelated
layered disorder, that is, in the case of a random stack of weak and strong layers without relying
on uncontrolled RG treatment. Previous results showed that neither strong nor weak sliding
phase was present for the clean system. It will be shown via analytical and numerical results that
layered disorder produces a weakly sliding phase. It is interesting to note that Pekker et al. [111]
arrived at a similar result despite making use of unreliable RG logic as previously mentioned.
The model in the presence of disorder remains the same as in the multilayer except we cannot
a priori attribute a particular layer as being strong or weak unlike in the periodic case. Strong
layers here are taken to be deep in the superfluid phase while weak are insulating. These layers
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follow a binary distribution P (K ) = pδ(K −Kw )+(1−p)δ(K −Ks) with 1−p being the probability
of a strong layer occurring and p the probability for a weak layer. As before, the stiffness Ks,w is
constant across a given layer.
8.2 Griffiths phase in a model of layered disorder
In a model of uncorrelated spacial disorder where physical constants (such as couplings) de-
pend upon the position, there will, in general, be arbitrarily large regions of space in which
disorder is absent. In other words, regions which are homogenous with respect to the physi-
cal constants. Probabilistically such regions carry little weight with respect to all the possible
disorder realizations and are referred to as rare regions. Griffiths [121] showed that these rare
regions can potentially lead to unconventional behavior causing the non-analyticity of the free
energy and other thermodynamic functions. Classical or quantum systems which show this be-
havior in some space of parameters are said to be in the Griffiths phase. The critical behavior
in the presence of these rare regions is partially determined upon the effective dimensionality
dRR of the rare regions in comparison to the lower critical dimension d−c of the model [44, 45].
It is important to note that SP due to disorder represents an example of a Griffiths phase.
To motivate the following discussion, we briefly mention a different system, the 2d diluted
Ising model. Such a model introduces vacancies into the plane and results in a spatial variation
of the coupling strength. The critical temperature of the diluted model Tc is less than that of
the clean system (devoid of vacancies) T 0c . For Tc < T < T 0c , regions with no dilution (rare re-
gions) show local order, while the bulk is still disordered. The temperature range Tc < T < T 0c
represents the Griffiths region.
In 2010, Pekker et al. introduced disorder in a model of superfluid and insulating layers to
investigate the existence of the SP. At high enough temperatures all layers are normal or in the
language of magnets, the system is in paramagnetic phase [110]. At intermediate temperatures
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in the Griffiths region, large rare regions undergo KT like transitions to form locally superfluid
slabs. In such a situation the superfluid slabs or puddles, are incoherently connected to each
other via proximity effect of neighboring insulating layers. These insulating layers attenuate
the effective coupling between superfluid slabs. Due to this lack of coherence between slabs,
a crossover into 2D behavior is believed to occur. Finally at lower temperatures, coherence is
restored to a 3D LRO superfluid.
8.3 Disorder simulation - numerical and analytical results
To measure a quantity in a disordered system it is necessary to perform an averaging over disor-
der or at least consider those disorder configurations which dominate and/or contribute to the
leading behavior of the physical quantity of interest. The dominant terms which determine the
perpendicular stiffness are the weakest links, that is, regions which have the minimal effective
Josephson coupling. Such minimal couplings are present due to large rare regions consisting
only of weak layers.
Motivated by the mentioned studies, two slightly different approaches are taken here to cal-
culate the perpendicular stiffness ρz . The first establishes an analytical formula for ρz by con-
sidering that rare regions have the dominant contribution. The typical size of such rare regions
will be determined using a probability argument. The second approach derives an analytical
formula for ρz via the asymptotic formula based on the J-current model. This brings with it
all the information of a particular disorder realization. Averaging over disorder using the sec-
ond analytical formula will allow for numerical comparison to the first approach. Similarity to
previous arguments [110] as well as the agreement between these two approaches will support
evidence of a weakly sliding Griffiths phase.
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8.3.1 The analytical formula according to the probability argument
The expectation is that the perpendicular superfluid stiffness scales according to the size of the
rare region formed by a group of Me f f weak layers as ρz ∼ exp(−Eweak-slab), where Eweak-slab
is the energy cost to generate a J-current across the rare region and is defined by Eweak-slab =
1
2uV




To calculate the expected slab thickness Meff consisting only of weak layers in a N layer system
we consider the following probability argument. Since the expected number of strong layers for
a probability q = 1−p is N q , this says that there are N q positions to begin a sequence of weak
layers. The probability of generating a run of M weak layers is pM . If we are to have at least one
run of M weak layers in N layers total, the condition would read
N qpMeff ∼ 1 → Meff ∼− ln(N q)/ ln(p). (8.2)
Such scaling has been verified numerically according to the following procedure: draw at ran-
dom a sequence of strong and weak layers of length N and pick the largest contiguous sequence
of weak layers Mmax. Repeat this experiment to find that Meff ≈ 〈Mmax〉. Inserting Eq.(8.2) into
Eq.(8.1) results in scaling according to the weakly sliding scenario,
ρz ∼ (N q)−
1
2uV ln(1/p) (8.3)
So, ρz ∼ N−zp , with zp >> 1. This result considers only the expected length of a run of weak
layers Meff. In the work of Mohan et al. [110], the result similar to Eq.(8.3) was found where the
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smallest effective Josephson coupling (which is the perpendicular superfluid stiffness) behaved
as ueff ∝ N−z with the exponent z > 1 having a different physical interpretation in their study.
As will be shown below, the power law behavior (8.3) is asymptotic in the limit N → ∞,
and for finite size there are contributions from regions with Meff < Mmax . The sizes where the
asymptotic behavior can be observed must be larger than N ∼ 104. This makes the direct simu-
lations of the XY model with disorder impossible to carry out. However, the asymptotic results
discussed in Sec.7.2.3 allows avoiding XY simulations.
8.3.2 Analytical formula via duality model
We turn now to the discussion of the analytical formula for a given disorder realization. Details
of the derivation are in the appendix. Previously, in the model of bilayers we arrived at dual
model consisting of a ’gas’ of vertical current elements of length Ji = 2 due to the periodic se-
quence of weak and strong layers. Ji currents will now have some set of values according to a
particular disorder realization labeled as Mi , the length of the current element with i = 1,2...Ng











For clarity lets show what this formula should look like for a particular disorder realization and
show that it recovers the result of the periodic bilayer system. Following this we present results
of full numerical simulation of the XY model with small number of layers N and its comparison
with the analytical formula (8.4). Fig.8.1 shows two configurations for N = 12. The left panel is
periodic sequence of weak and strong layers while the right panel is one disorder configuration.
Examining the disorder configuration we can read off the set of J-current elements as Mi =
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Figure 8.1: Left panel : Periodic sequence of strong and weak layers with typical |Ji | = 2 Right
panel : One realization of disorder. In this case lengths of vertical current elements |Ji | will vary
as seen above.
[2,3,2,3,1,1]. For the periodic case we have Mi = [2,2,2,2,2,2]. Clearly all configurations follow
the constraint
∑Ng








uV )+2 · (2+e
1












≈ 12 ·exp(− 3
2uV
)
The pre-factors in the denominator enumerate the number of groups, in this case it is Ng =
2+2+2 = 6. The approximation is to emphasize that to exponential accuracy for uV << 1, ρz is
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Figure 8.2: ρz data computed numerically for 6 realizations of disorder. Dashed horizontal lines
represent the asymptotic formula for each disorder realization.
which recovers the result of Sec.7.2.4. The analytical expression is valid in the limits L → ∞,
Ks → ∞ and Kw → 0. With proper choice of parameters, we have simulated various disorder
configurations and compared them to the analytical formula Eq.(8.4) as shown in Fig.8.2. As can
be seen, the numerical results are in good agreement with the analytical prediction. In general
however the simulation results have shown systematic deviation away from the analytical result
for improper choice of parameters violating the asymptotic limit. The nature of these deviations
will be discussed shortly.
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Figure 8.3: Disorder averages performed up to N ∼ 106 for ur = ρz using the analytical formula
Eq.(8.4)
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Figure 8.4: Comparison of results of configuration 2 at L = 80 and L = 160, showing that for
larger L the numerical result approaches the analytical.
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Figure 8.5: Simulation of ρz for configuration 1 over three values of Kweak. Numerical results
above the analytical line are the consequence of choosing Kweak > 0.05.
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Figure 8.6: Results for configuration 2 showing numerical values above analytical for Kweak >
0.05.
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8.4 Disorder averaging
Having established the validity of the analytical formula for proper choice of parameters, that
is L → ∞, Ks → ∞ and Kw → 0, we have used it to perform disorder averaging which can be
done very quickly over many configurations eliminating the need of simulating J-current mod-
els for large number of layers. The results of the disorder averaging can be seen in Fig.8.3. Us-
ing this data, the slopes were compared to the exponent of the result Eq.(8.3). The slopes for
largest sizes in Fig.8.3 fit reasonably well into the analytical formula Eq.(8.3). For p = 0.5, the
analytical formula gives 1/(ln(p)2u) = 1.44/(2u) while the asymptotic ρz after averaging gives
(1.41±0.06)/2u. For p = 0.8, the analytical gives 4.48/(2u) while the simulations 4.32±0.1. As
mentioned above, given the required sizes to observe the effect of the rare fluctuation, obtain-
ing this data from full Monte Carlo approach involving XY simulations and disorder averaging
would not be possible.
8.5 Discussion
Previously it was mentioned that simulation results deviated away from the analytical formula
Eq.(8.4). Such deviations are due to not satisfying some combination of the above limits. For
L not large enough for a given uV , the numerical values are expected to go below the analyti-
cal ones, which as in Sec.7.3.3 is an effect due to quasi-1d suppression. To avoid such a sup-
pression the condition L2ur >> Ks has to be satisfied, or more explicitly, L2N−zp >> Ks . [ Not
enough scans over enough L or uV were performed to clearly observe this]. As L is increased,
the deviations of the numerics from the analytical solution is reduced as shown in Fig.8.4.
It is useful to mention what effect varying the relative magnitude of Kstrong to Kweak has on
numerical results. Again the asymptotic formula Eq.(8.4) is taken in the limit of Kstrong → ∞
and Kweak → 0. In Figs.8.5,8.6 the data approaches (at large Kstrong) values above the analytical.
This is due in part because Kweak is chosen as not very small. As Kweak is increased so does the
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deviation of the data. Based upon previous duality arguments it can clearly be seen that for
larger and larger Kweak the system tends more towards a bulk superfluid and thus we expect
ur ∼ u. Increasing L in this regime has not been simulated. Finally the depression seen in
the beginning of each curve is because the system tends more towards the situation in which
ur ∼ uNz , that is, to the limit where all layers are insulating.
Concluding, J-current simulations over random sequence of weak and strong layers have
been performed for small number of layers in order to establish the validity of the analytical
formula (8.4). This formula was, then, used to determine the superfluid stiffness of the system
perpendicular to the layers by carrying out averaging over disorder without direct simulations
of the XY model. It has been shown that the behavior of the stiffness in the asymptotic limit of
large number of layers agrees with the rare fluctuation argument (8.3) predicting the existence
of weakly sliding phases as Griffiths phase.
Appendix A
A.1 Lattice formulation
In order to introduce the cross-gradient term ∼ K12 in Eq.(7.2) (cf. [3, 89, 90, 105, 107, 108]) con-
sistent with the compact nature of the phases, we use an effective gauge-type field Ai j defined










u cos(φ2(i )−φ1(i )) (A.1)
where t1 >, t2 > 0, g > 0 and g2 are parameters; 〈i j 〉 denotes summation over nearest neighbor
sites within each layer; ∇i jφz ≡ φz(i )−φz( j ); Ai j is a bond vector field (that is, Ai j = −A j i )
oriented along the bond 〈i j 〉. Accordingly, the partition function (7.4) should be rewritten as
Z =
∫
D ADφ1Dφ2 exp(−HA,φ), (A.2)
where the temperature is absorbed into the the parameters t1, t2,u, g . Our focus here is on
verifying the applicability of the RG analysis to the renormalization of the Josephson coupling
u. Hence, we will not discuss physical origins of the variables and the parameters.
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If the fugacity of the in-plane vortices is irrelevant, the terms−cos(∇i jφ1−Ai j ) and−cos(∇i jφ2−
g2 Ai j ) in Eq.(A.1) can be replaced by (∇i jφ1−Ai j )2/2 and (∇i jφ2−g2 Ai j )2/2, respectively. Then,
the gaussian integration over Ai j can be carried out explicitly in Eq.(A.2), so that (A.1) in terms
of the phases becomes exactly the expression (7.2). where the 2×2 matrix Kzz ′ , z, z ′ = 1,2 is
related to the original parameters as
K11 =
t1(1+ g g 22 t2)
1+ g (t1 + g 22 t2)
, K22 = t2(1+ g t1)
1+ g (t1 + g 22 t2)
,
K12 = − g g2t1t2
1+ g (t1 + g 22 t2)
. (A.3)
[As a matter of taste, we will keep g2 < 0 in order to have K12 > 0].
The stability requirement (7.3) is guaranteed by
K11K22 −K 212 =
t1t2
1+ g (t1 + g 22 t2)
> 0. (A.4)
The condition (7.10) for the existence of SP for the chosen values Y = 25.5, X = 5 in terms of the
parameters t1, t2, g2, g , implies that g t2|g2|(1−5|g2|) = 5, g t1(5.1|g2|−1) = 1 , t1 ≈ 0.177|g2|/[(1−
4|g2|)(5.1|g2|−1) and 10/51 < |g2| < 1/5.
The partition function Z , Eq. (A.2), with the full action (A.1) can be evaluated by the high-
temperature expansion method (see e.g. in [123]) in terms of t1, t2,u with further explicit in-
tegration over the variables. This approach allows obtaining Z in terms of the integer bond
variables – powers of the corresponding Taylor series. We will be utilizing the Villain approxi-
mation [76] for the cosines to obtain the so called J-current version [50] of Eqs.(A.2,A.1):
Z = ∑












(∇i jφ1 − Ai j +2πm1,i j )2
+ t̃2
2







(φ2(i )−φ1(i )+2πmi )2, (A.6)
where ma,i j =−ma, j i = 0,±1,±2, ... (a = 1,2) are integer numbers defined along bonds between
two nearest sites i and j along the planes and mi = 0,±1,±2, ... is an integer assigned to a site i
and oriented from the layer 1 to the layer 2.
The Villain approximation proves to be very accurate for establishing the transition points
as well as in general if the effective constants t̃1, t̃2,uV are properly expressed in terms of the
corresponding bare values t1, t2,u (see in Ref. [77]). The “renormalization" can be essentially
ignored for t1, t2 ≥ 1, so that in what follows we will be using t̃1 = t1, t̃2 = t2. Similarly, for the
Josephson coupling u ∼ 1 one should take uV = u and, if u << 1, the corresponding relation is
uV = 1/(2ln(2/u)) [76, 77]. After using the Poisson identity, ∑m f (m) = ∫ dm f (m)exp(2πi m J )
for arbitrary function f , for each integer and performing the integrations over φi and A, the
resulting expression becomes the dual formulation (7.11,7.12) of the original system (7.2,7.4).
A.2 RG equations for the bilayer
Here we will provide the derivation of the RG equations based on the quantum to classical map-
ping. In our case it should rather be viewed as classical to quantum mapping. Treating one of
the layers direction (say y) as imaginary time τ and using Haldane’s approach [78] in terms of
the phases φi and the “angles" θi counting particles as mutually conjugated variables, the cor-
APPENDIX A. 107












Kzz ′∂xφz∂xφz ′ +
1
2π2
(K −1)zz ′∂xθz∂xθz ′
− u cos(φ1 −φ2)−
∑
q1,q2
Vq1,q2 cos(2(q1θ1 +q2θ2))], (A.7)
where (K −1)zz ′ are the matrix elements of the matrix inverse of Kzz ′ ; β= L (that is, the “speed of
sound" Vs = L/β= 1) and the summation over the repeated indexes (z, z ′ = 1,2) labeling layers
is used here and below. The last summation terms account for the backscattering events with
q1, q2 being arbitrary integers (from -∞ to +∞) which represent charges of the instantons (or
composite vortices – in the “language" of the original classical layers).
We begin by looking for a solution where all the harmonics amplitudes Vq1,q2 are irrelevant.
In this case the gaussian integration of the θi variables leads the effective low energy action
(7.2). In this regime the renormalization of u and Kzz ′ can be obtained within the standard RG
procedure (see, e.g., in Ref. [114]). It consists of the repeated elimination of the high momenta
harmonics from some cutoffΛ toΛ/(1+ s) with s → 0 and further rescaling of the unit of length
(and time) by the factor (1+ s). More specifically, the variables φz
φz =φ(<)z +φ(>)z (A.8)
are separated into the low energy φ(<)a and the high energy φ
(>)
a parts, where the latter is to be
integrated out from the partition function Z = ∫ DφDθexp(−HQ ). This (with the rescaling) will
generate the effective action H (<)Q which depends on the low energy harmonics only and the












where the averaging 〈...〉s is performed over the harmonics in the narrow shellΛ< |~q| <Λ/(1+s)
in the gaussian part of the action (7.2).





























where C > 0 stands for a constant which depends on the cutoff procedure. As usual, this con-
stant can be absorbed into the definition of u, and we choose it as C = 1.


































Y −X 2 . (A.16)
Eqs.(A.14,A.15,A.16) imply K11 =C1/(1+X ), Y = 1+C2(1+X ), where C1 > 0,C2 > 0 are constants

















These are the standard RG equations which are fully integrable. The SP phase corresponds to
Kφ < 1/(8π) which is represented by Eq.(7.7) (with T ≡ 1/K11) . In this phase u flows to zero and
the Luttinger matrix Kzz ′ remains essentially scale independent.
The SP implies that Luttinger liquids in both wires remain gapless. Thus, the condition Kφ <
1/(8π) should be consistent with the requirement that all the harmonics Vq1,q2 are irrelevant. In














Vq1,q2 cos(2(q1θ1 +q2θ2))]. (A.19)
The RG equation for the most relevant harmonic can be obtained along the same lines as dis-
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= [2−πKab qa qb]Vq1,q2 , → dVq1,q2dl = [2−πK11 ((q1 +X q2)2 + (Y −X 2)q22)]Vq1,q2 .(A.21)
As can be immediately seen, this equation features the critical point of the transition into the
composite phase described by Eq.(7.9) (where T ≡ 1/K11).
The renormalization of the K -matrix in the second order in the amplitude Vq1,q2 is given by
d(K −1)ab
dl
= qa qbV 2q1,q2 Kr s qr qs . (A.22)
Eqs.(A.22) have two integrals. Using the notations (K −1)22 = Ỹ (K −1)11 and (K −1)12 = X̃ (K −1)11
(which are related to the previously introduced variables as Ỹ = 1/Y and X̃ = −X /Y , we find
Ỹ = q22 q−21 −B1q22/(K −1)11 and X̃ = q2q−11 −B2q1q2/(K −1)11, where B1,B2 are constants of inte-

















V 2q1,q2 , (A.24)
where the notation Kθ = (K −1)11 −q21B 22 /(2B2 −B1) is introduced.
Eqs.(A.23,A.24) are also the standard RG equations. For Kθ < πq21/2 the most “dangerous"
harmonic Vq1,q2 is irrelevant, that is, the system remains in the superfluid regime with two gap-
less modes (provided the SP phase exists).
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The above analysis implies that the SP phase exists if two conditions hold: Kθ < πq21/2 and
Kφ < 1/(8π). These conditions are represented by Eqs.(7.9,7.7) , respectively. As further analysis
in the main text, Sec.7.2.1, has shown Eq.(7.10) is one of the solutions satisfying both inequali-
ties.
A.2.1 RG for arbitrary Nz
The equation for ur in the case of a stack of bilayers, as discussed in Sec.7.3, can be obtained
along the same line as for the bilayer (see also in Ref. [29] in the context of the bosonic compos-





〈(φz+1 −φz)2〉s)ur . (A.25)
We note that, due to the PBC along z-direction, the mean 〈(φz+1 −φz)2〉 does not depend on z.
Using discrete Fourier representation along z direction with doubled unit cell containing two
layers (the odd and the even) with two sorts of phases φz = φ(1)(z) and φz = φ(2)(z) along odd
and even layers, respectively, the part Hz in Eq.(7.24) can be diagonalized and the correlator in









where Td is given by Eq.(7.27).
The flow equations for the matrix K can also be found along the same line as described
in Ref. [29]. In this case the matrix Kzz ′ , which now depends on the wavevector qz , remains
essentially unrenormalized as long as T > Td .
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A.3 Calculation of ρz with planar disorder
A.3.1 Lagrange multiplier & Binomial expansion
In order to enforce the constraint that within a group of weak layers Ji+1 = Ji we add a Lagrange
multiplier term. Here i = 1,2, ...Ng with Ng the number of independent vertical elements each



































































(L2 −Ni )!(Ni )!
































e i gi (N
+





















e i gi (N
+



















































































i +N−i )δ∇(N+i −N−i ),0
A.3.2 Stirling approximation
Using N ! ≈ exp(N ln N −N )
L2!






L2 lnL2−N+i ln N+i −N−i ln N−i
e(L
2−N+i −N−i ) ln(L2−N+i −N−i )
(A.30)
=e−N+i ln N+i −N−i ln N−i −(L2−N+i −N−i ) ln(L2−N+i −N−i )
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A.3.3 Taylor expansion / Method of steepest decent





(N+i +N−i )+N+i ln N+i +N−i ln N−i + (L2 −N+i −N−i ) ln(L2 −N+i −N−i ) (A.31)































































Solving for N−i and N
+
i leads to




































f (N+, N−) =A · (N+−N0)2 +2B · (N+−N0)(N−−N0)+ A · (N−−N0)2 (A.35)
=A · (N−)2 +2B N+N−−2(A+B)N0N−+ A · (N+)2 −2B ·N0N+−2A ·N0N++2 · (A+B) ·N 20












































































giving us the expression for ρz
ρz = N
L2






A.4.1 Representative configurations and the Stochastic sum
Given a system in which cν (with ν= 1,2...M=total number) is a possible state, there is an asso-
ciated weight of this state P (cν) according the probability distribution chosen. In general, cal-
culating the exact expectation value for an observable 〈A〉 is impractical due to the enormous
number of configurations one has to account for. In practice, calculation of an expectation
value for an observable can be achieved by considering only representative states since many
configurations carry exponentially small weight. The estimator of the observable Est(A) can be
attained through a stochastic sum. If Mcν is the number of times one has encountered the con-
figuration cν and Acν is the value of the observable for that configuration, then the estimator in










Where the second equality is to remind us that when sampling large Mcν , the fraction of times
the configuration cν is encountered, is proportional to P (cν). To calculate an estimator a MC
simulation must be done. These simulations are done by implementing a Markov chain. The
Markov chain is a sequence of generated configurations in which the probability of transition-
ing into a state µ from state ν is given by a transition probability P (cµ|cν). As such all states
which preceded cν do not influence the transition into cµ. This imposes the property of er-
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godicity, that is the property that any two states have access to each other and that a Markov
chain between them exists. In other words, any and all configurations have the ability to be
included into the stochastic sum. Ergodicity in addition to the requirement Eq.(A.39) must be
satisfied. There is also the question of how one includes new configurations into the stochastic
sum with a frequency proportional to its weight. This can be done according to the detailed
balance equation which forms the basis of an accept or reject procedure. This procedure will
be explained next.
A.4.2 Detailed Balance and The Metropolis-Hastings Algorithm
In order to get any sensible measurements of estimators, the sampled state distribution P (cν)
must be stationary with respect to transition probabilities P (cµ|cν). In other words there is con-







P (cµ)P (cν|cµ) (A.40)
By stochastically generating the Markov chain, the preferred probability distribution is approached.
This is seen by defining a initial probability distribution for each state P 0n=0(cν) and properly
defining the transition matrix P (cµ|cν) (or transition probability matrix). For n successive ap-
plications of the probability matrix to any initial probability distribution for n →∞, the initial
probability distribution P 0n=0(cν) (see e.g. [124]) approaches the target distribution. The above
relation A.40 can be simplified to







where Rµ→ν = exp(−β(Eµ−Eν)) denotes the relative weights. The Markov chain can be di-
rected according to the relative weights which in this case are that of the target (Boltzmann)
distribution. Rµ→ν allows for generating a Markov chain which effectively samples representa-
tive configurations. Importance sampling can now be done via the Metropolis-Hastings algo-
rithm [125]. The Metropolis-Hastings algorithm is implemented as follows: from configuration
cν propose transitioning into cµ. Draw a random number uniformly distributed in [0,1], call it
Ran. If Ran > min{1,e−β(Eµ−Eν))} accept the new configuration into the stochastic sum, oth-
erwise reject the proposed configuration and try again. It is important to mention as a rule of
thumb that while the system tends towards thermal equilibrium, any measurements taken may
not be of the representative distribution and will introduce a bias away from the true average of
some observable. As such, measuring should only take place after some characteristic number
of monte-carlo steps in which the system has thermalized.
A.4.3 The Worm Algorithm
The so called Worm Algorithm [54,82,118,126] is a local update scheme of bond variables which
enlarges the configuration space into two sectors (open and closed worm) which allows for ef-
fective sampling and eliminating the problem of critical slowing down while ensuring ergodic-
ity.
Through the duality transformations, XY angles are replaced by bond currents. Numerical
simulations are done here implementing this duality model in terms of these bond currents.
These bond currents take integer value and have orientation. The value of the bond current is
given as the difference of the oppositely oriented currents along an adjacent bond. The value of
the current along a direction µ from a site i is given by
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Jb=(i ,µ) = Nb=(i ,µ) −Nb=(i+1,−µ) = N+−N− (A.42)
In addition the only relevant configurations from which to sample from are those in which the
bond currents form closed loops and current conservation is maintained at each lattice site.
Thus at each site, there is a divegence-less current constraint
∇·~J = 0 (A.43)
Implementing the Worm algorithm is a way to satisfy the above constraints. This is conducted
by the the following sequence.
1. Choose a site at random with uniform probability from N = LxLy . . .Ld sites : i =Ran(N)
2. Place the head (Masha) and tail (Ira) of the worm at this site : Masha=i ; Ira = Masha
3. With uniform probability choose a direction µ = 1,2 . . . 2d. This is the proposed site (Ps)
for Masha to move to. Ps=Ass(µ,Masha) . The Ass (association) matrix labels the adjacent
site located in the µ direction starting from the site Masha.
4. In addition to site update, propose a change in the bond current give by “new current" =
Jµ,M asha +δJ
5. At this point run the Metropolis Algorithm to accept or reject the proposed current up-
date. If the new configuration is accepted then update the position of Masha as well
as the current along the corresponding bond: Masha = Ps =Ass(µ,Masha) ; Jµ,M asha =
Jµ,M asha +δJ
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6. Repeat steps 3 to 5 until Masha = Ira. Accumulate statistics of quantities ONLY in closed
worm or loop space. At this point go back to step 1.
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