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Tubular growth of blood vessels in 2-dimensional space is described in the present study by
using a phase field model. In contrast with previous studies, we propose a biomechanical model
based on Canham-Helfrich energy, coupled to an angiogenic agent through a spontaneous curvature
term. The concentration of this angiogenic agent is static and non uniform, generating a well-
defined gradient through time. The model is very compact consisting of only one partial differential
equation, and has the clear advantage of a reduced number of parameters. Following a phase-field
methodology, this model allows us to relate sprout growth with the spontaneous curvature term from
the Canham-Helfrich model. The importance of the capillary shape at the initial conditions has also
been addressed. Additionally, capillaries grown on other growing capillaries have been obtained by
combining multiple distributions of growth factor.
Index terms - Modeling, Simulation and Nanos-
copic Methods: angiogenesis, biomechanical mo-
deling, capillary growth, computational modeling,
mathematical modeling
I. INTRODUCTION
Angiogenesis is the growth of new capillaries from a
pre-existing blood vessel network. This is a complex pro-
cess usually triggered by cells whose oxygen or nutrient
requirements are not satisfied by the current vasculatu-
re. New capillaries are generated via sprouting in order
to deliver additional nutrients to a growing, injured, or
inflamed tissue [1]. The stimulation of angiogenesis can
be therapeutic in the case ischemic heart disease or in
the wound healing scenario [2]. On the other hand, the
inhibition of angiogenesis can be therapeutic in the cases
of rheumatoid arthritis and cancer. Notably, angiogene-
sis plays a pivotal role in tumour development becau-
se tumours have the ability to recruit new blood vessels
by stimulating vascular growth. Angiogenesis allows tu-
mours to get connected to the circulatory system, receive
nutrients, grow beyond a certain size and become malig-
nant when colonizing distant organs [3].
Regarding tumour angiogenesis, the idea that the suc-
cessful establishment of a solid tumour depends on the
formation of new vascularisation has led to the develop-
ment of many anti-cancer therapies in the past. Most of
them were conceived to inhibit the tumour vasculature in
order to deprive it from nutrients [5]. Evidence has shown
that anti-angiogenic factors, when applied in combination
with cytotoxic therapies (i.e. chemotherapy and radia-
tion), are able to enhance treatment efficacy [6]. During
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Figura 1: Images of endothelial cell cultures after 2 days
of growth. Panel (a) illustrates angiogenic phenomena
in the absence of stimulating angiogenic agents. Panel
(b) shows an endothelial cell culture to which a stable
gradient of growth factor has been applied. Images
taken from Adrian Lopez Ph.D. thesis [4]
the early stages of tumour development, growth occurs
through cell division and proliferation. Subsequently, it
halts as a result of a lack of nutrients and even develops a
necrotic core. Finally, its ability to continue growing re-
lies on the development of a vascular network around the
tumour. In this scenario, angiogenesis is responsible for
turning a benign tumour into a malignant one, which will
2possibly metastasize to other parts of the body, often lea-
ding to morbid and mortal consequences for the patient.
Tumours give rise to dense and altered capillary net-
works, which are significantly different from those formed
in physiological conditions (see in Fig.1 (a) from [7]). Ar-
guably, the most characteristic feature of tumour-induced
capillaries is that they are angiogenic factor dependent,
as has been suggested by numerous studies [8–10].
To improve our understanding of the basic mechanisms
underlying angiogenesis, both in vitro experiments and
mathematical simulations have been carried out over the
past three decades, with mathematical and computatio-
nal models gradually complementing experimental ap-
proaches [11]. The use of high resolution microscopy has
given rise to the possibility of qualitatively monitoring
the progression of vasculature, which has allowed for the
testing of hypotheses that lead to development of mathe-
matical models. In the literature we can basically find two
different mathematical models of tumour-induced angio-
genesis: microscopic descriptions for cell dynamics [12–
15] and coarse-grained descriptions based on a diffusive
interface [15–17]. The study of the formation of a vascular
network requires a unified approach that puts together
both, phenomena at the cellular level and large-scale, co-
llective movements of the cells in response to endothelial
cell proliferation [18, 19].
In the angiogenesis problem, we are interested on the
interfacial effects between two phases that drive the dy-
namics of the system. Traditional methods, to deal with
this kind of problems, need to track the position of the in-
terface at each time in order to solve the dynamics of the
system. They solve the coupled problem of the bulk and
the moving boundary from different dynamic equations.
To avoid this computational limiting step, we aim for the
so called phase-field models to write a dynamic evolution
for a field (i.e. the phase-field) without any need to ex-
plicitly supply information on the interface position. We
model the system as a whole.
The phase field theory has shown in previous studies
to be very efficient to solve problems where the interfa-
cial effects are driving the dynamics of the system. Phase
field theory has been used to model angiogenesis due to
the combination of the benefits of a continuum physics
to resolve capillaries at a full scale and to represent their
structure [19–21]. Furthermore, because it is not compu-
tationally expensive, such theory does not only capture
the long-term dynamics of angiogenesis, but can also be
coupled with tumour growth models or different fluid dy-
namics simulations [7, 22].
The present project aims at giving further insigths into
the basic mechanisms of the angiogenic process by using a
biomechanical model. This biomechanical model has ne-
ver been used for this purpose, to describe the capillary
growth problem. The model that we are here implemen-
ting is based on the Canham-Helfrich bending energy.
We asses the efficacy of the phase-field model and pro-
ve that it can be used for growing capillaries. Applying
it to this growth mechanism, we pretend to introduce a
new tool for future quantitative measurements and pre-
dictions via numerical simulations. In this work we con-
sider concepts, such as spontaneous curvature, from the
mentioned model that should be extrapolated to the field
of angiogenesis.
II. MATHEMATICAL MODEL
Modelling sprouting angiogenesis has to take into con-
sideration biological signals as well as relevant physical
processes. Any physical parameter describing these me-
soscopic phenomena should not be considering internal
structure. Indeed, phase-field models are focused on the
movement of the boundaries between domains making
them suitable to model morphology and growth of biolo-
gical systems. Phase-field treats this moving interface as
a diffuse interface in order to assimilate it to the bulk.
The dynamic equations constituting the phase-field ha-
ve different plateaux as equilibrium solutions. Each of
these plateaux representing a phase. Between phases a
smooth transition is found in a tanh-like shape function
(see in Fig.2). This region is called the diffuse interface
region. In this work, the given value of the order para-
meter (φ = ±1) is defining the capillaries and the ex-
travascular region, whereby the transition between these
represents the interface of the capillary wall. According
to the basis of the phase-field, the width of the interface
of the capillary wall should be negligible, tend to zero
when compared with other length scales. The width of
the interface is characterized by a small parameter of the
model, , which has to be numerically smaller than all
the other length scales in the system [23]. We did not
pay much attention of which value of the phase field was
representing each phase as our model treats them equiva-
lently but for the anisotropy term. In consequence, when
exploring the effects of this anisotropy we decided which
value of the phase-field was representing each phase after
obtaining the results.
The Canham-Helfrich model, basically writes down a
complete energy functional (Hamiltonian) depending on
the curvature energy density. This bending energy is re-
lated to the curvature by the expression
U ∼
∫
dA
(
1
R1
+
1
R2
)2
(1)
Where R1 and R2 are the two principal curvatures of the
surface at a given point. We have modelled this vessel
sprouting taking into account the bending energy and
introducing asymmetry through the spontaneous curva-
ture C0. With no preferred curvature, a surface would
relax to a state with zero curvature, however here we im-
pose the appearance of a spontaneous curvature on the
surface. This spontaneous curvature stands for the che-
mical and mechanical characteristics of the extra-cellular
matrix such as angiogenic factors. In other words, the
3Figura 2: Qualitative profile of a phase-field, φ(x), in
one dimension. The phase-field continuously goes from
one phase to the other in a thin but finite region, the
diffuse interface (dark region). Figure taken from Felix
Campelo Ph.D. thesis, Ref. [24]
spontaneous curvature term can stand for either an an-
giogenic factor, the extra-cellular matrix structure or any
other chemical or mechanical characteristic. Specifying
what is the element that generates this anisotropy is not
in the scope of this work although we extrapolated it as
an angiogenic factor. In the present model, we have consi-
dered for simplicity a static and general angiogenic factor
even though we acknowledge they can diffuse along the
system.
Our system is physically defined by the already exis-
ting capillary and the extra-cellular matrix. In this si-
tuation, we model this problem of two different phases
in two-dimensions. Being a two-dimensional two-phase
problem, the phase field, φ, has to be a smooth well-
behaved function which takes real values in the who-
le two-dimensional domain, Ω. The phase-field is defi-
ned by an expression of the free energy of the system
F = ∫ L (φ,∇φ,∇2φ) where L is the energy density of
the system. The free energy, F is a functional where we
add the spontaneous curvature term in order to incorpo-
rate the anisotropy,
FSC =
∫
Ω
Φ2SC [φ]dV, (2)
where
ΦSC [φ] = Φ[φ]− C0(φ2 − 1)
Φ[φ] = −φ+ φ3 − 2∇2φ
The term C0 is related to the spontaneous curvature of
φ, and the term (φ2 − 1) acts as a δ-function centered at
the interface, so it confines this effect far from the bulk
phases. The interface is consequently forced to accommo-
date its surface to the spontaneous curvature C0 which,
at the same time, is related with the angiogenic agent.
It is important to mention that this phase-field model
can be obtained from the formulations of the Canham-
Helfrich problem and that both models are equivalent
[25]. This spontaneous curvature is position-dependent
since we want a non-uniform distribution in the space.
So the mechanism of action of the spontaneous curvatu-
re term should show different growth-modulatory effects
when changed significantly.
Once φ and C0 are defined in the space, we should esta-
blish their evolution in time. We have assumed that C0 is
non-time dependant so its distribution will remain cons-
tant during the whole process. However, φ is subjected to
diffusion (Cahn-Hilliard dynamics) but at the same time
is locally conserved. If D is the diffusion coefficient for φ,
its dynamics is governed by
∂φ
∂t
=∇ ·
(
D∇δF
δφ
)
(3)
where computing the functional derivative in 3 leads to
the final basic dynamic equation for the phase-field that
reads as:
∂φ
∂t
= D∇2 ([3φ2 − 1 + 2C0]ΦSC [φ]− 2∇2ΦSC [φ])
(4)
III. METHODS
Our model is simulated numerically by approximate
φ(x, y, t) as a discrete representation on a rectangular
grid of points labeled by one index in x and y directions
(see in Fig.3). Values of φ(x, y, t) on this grid are repre-
sented on a computer by an array (matrix) of real num-
bers. The distance between grid points is assumed to re-
present a small distance ∆x in both directions (∆x = ∆y
for simplicity). Similarly, time is made discrete by in-
troducing a numerical length scale ∆t. We have set an
squared grid where the maximum number of grid points
in the numerical array to N = L/∆x, L being chosen as
a multiple of ∆x.
The numerical integration to advance the solution of
Eq.(4) forward in time is known as Euler method. In
this method, the solution of φ at time t+ ∆t is determi-
ned entirely from the solution at time t. We also used a
finite-difference method to define the discrete Laplacian
by using the five-point stencil finite-difference method
[26]. We have designed our domain by introducing perio-
dic boundary conditions on top and bottom limits and
Dirichlet boundary conditions on left and right sides of
the domain.
When we use a static distribution of the spontaneous
curvature term, we are assuming that the diffusion pro-
cess of the element in the system generating this property
is faster than the growth and deformation of the surfa-
ce. As a consequence of this assumption, we neglect the
possible changes of distribution that the angiogenic fac-
tor might suffer and use stationary spatial patterns for
the spontaneous curvature term. When implementing the
model, first of all, we have chosen a static pattern of cur-
vature C0, which is the anisotropy input for the evolving
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Figura 3: (a) Initial conditions for the phase-field where
φ = −1, on the right side, is representing a single vessel.
(b) Representation of the spontaneous curvature term
distribution on the domain.
domain φ. In most cases, this pattern was a function of
a two-dimension Gaussian distribution
G(x, y) = A exp
{
−
(
(x− x0)2
2σ2X
+
(y − y0)2
2σ2Y
)}
(5)
where the coefficient A is the amplitude, x0, y0 is the
center and σX , σY are the x and y standard deviation
respectively. In Tab.I its written the dependence of C0
with the Gaussian distribution.
In our computations we solved the dynamic evolution
with time scale ∆t = 10−4 and grid parameters, Nx and
Ny equal to 100. The grid-step ∆x and ∆y are defined
equal to 1. The parameter  characterizing the width of
the diffuse interface has been given the same value as
the grid-step. As mentioned before, it should have the
minimum value possible in the simulation in order to be
negligible. These parameters where chosen to reduce the
computational time and to accurately simulate the phase-
field composed by the bulk-field plus its interface, where
φ ∈ (−1, 1).
The parameters of the anisotropic term were chosen
to study its effect on the simulations. Several amplitude
coefficients for the spontaneous curvature term and dis-
tinct normal distributions were used to identify its effect
on capillary growth. For the application of our model, we
defined certain initial conditions, depending on each ca-
se. Finally the diffusion coefficient which is related with
the speed of the field to react to different stimuli. This
coefficient is equivalent to the concept of mobility, M ,
when applied to the spreading out of cells. It was set for
all the simulations equal to one for both phases.
IV. RESULTS AND DISCUSSION
Starting from a single capillary we are able to grow a
new capillary(see in Fig.4). This is activated by the local
gradient of the spontaneous curvature term, i.e. the an-
giogenic factor. The gradient of angiogenic factor leads
the growth of the structure towards the source of angio-
genic factor.
Phase-field computational parameters
∆x 1
∆t 0.0001
Nx 100
Ny 100
M 1
 1
C0 a · (0,1 +G)2
Cuadro I: List of the phase-field computational
parameters used in capillary growth simulations if not
said contrary.
(a) (b)
(c)
Figura 4: Initial domain, spontaneous curvature term
distribution and growth pattern. Panel (a) shows the
initial domain of a single vessel (phase -1; purple
colour). Panel (b) depics the curvature distribution of
the spontaneous curvature term in the domain. Panel
(c) illustrates the growth pattern of the domain
(capillary growth) taken at the time-step 22 · 106.
We set as initial conditions of the domain a thick flat
capillary on the right side of the domain, Fig.4(a). The
center of the capillary grows from where the distribution
of the spontaneous curvature term on the domain chan-
ges more abruptly (see in sub-Fig.4(b)). In Fig.4(c) we
can see the final state of the tubular growth for the given
conditions. This result shows that the tip of the capi-
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Figura 5: Different initial conditions for the capillary
vessel and its growth. Panels (a),(b) illustrate the initial
condition, after the interface is formed, of the capillary
at the time-step: 20 · 103. (c) and (d) images are taken
at time-steps 44750 · 103 and 26200 · 103 respectively.
llary grows in the available region with more pronounced
changes in curvature. The initial conditions were not a
determinant factor for the evolution of the system. This
was proven by generating tubular growth from different
conditions (see in Fig.5). The sub-figures from Fig.5 (c)
and (d), does not show their equilibrium state because
we just wanted to see if the capillary was able to grow in
a variety of different initial conditions. The Gauss fun-
ction used in these simulations was for the sinusoidal-
crest-valley system: centered at y0 = 90, x0 = 50, and
σX = 2, σY = 0,5. The sinusoidal-valley system had the
exactly same Gauss function distribution but centered at
y0 = 90. Both of them had defined a curvature amplitude
a of 0,5. Additionally, increasing the gradient results in
an overall increase of the capillary advancement per unit
of time. The smaller the gradient, the slower motion of
the capillary which results in slightly wider capillaries.
Moving forward, we tried to grow a capillary from a ca-
pillary that was still growing. This simulation was done
by with a different angiogenic factor combining two Gaus-
sian distributions for an initial flat capillary as can be
seen in Fig.6. The result of this simulation is presented in
Fig.7. The initial domain pattern and its Gaussian distri-
bution defining the static spontaneous curvature term in
Fig.6. The capillary grows following the maximum chan-
ge in the spontaneous curvature term. In this case, we
had grown the other phase by changing the sign of the
coefficient a of the C0 in Tab.I. The phenomenological
behaviour found here has not changed. Therefore proving
that our model is able to treat both phases, φ = ±1, wit-
hout difference as stated before. It is noticeable from the
(a) (b)
Figura 6: Panel (a) illustrates the initial domain: a
single flat capillary on the left side of the domain. Panel
(b) shows the Gaussian distribution of the spontaneous
curvature term.
(a) (b)
(c) (d)
Figura 7: Cactus-like capillary pattern. Time sequence
of the emergence of a new capillary from an advancing
capillary. Sub-figures (a)-(b)-(c)-(d) are taken at
time-steps: 50 · 106, 100 · 106,120 · 106 and 150 · 106
respectively.
sequence of images shown in Fig.7 that the advancement
rate of each tip is different. The phenomenologycal beha-
viour found here has not changed. Therefore proving that
our model is able to treat both phases.
It is remarkable that relatively small variations in
magnitude of the parameters that regulate the capillary
growth in our model, may lead to different instabilities on
the bulk. When introducing more than just one Gaussian
distribution of the angiogenic factor better care should
be taken in order to have well-defined gradients to avoid
extra phenomena, such as double-tip splitting.
We observe how different effective variances, widths,
of the Gaussian distribution affect to the width of the
6capillary. The wider the spontaneous term distribution
the wider the grown capillary. Additionally, if using diffe-
rent amplitude coefficients for the spontaneous curvature
term, we do also observe different growth velocities. By
comparing sub-Fig.7(b) and sub-Fig.7(d), we see how the
smaller capillary growing on the upper direction advan-
ces much slower than the bigger capillary growing to the
right-side of the domain.
V. CONCLUSIONS AND FUTURE WORK
Based on the phase-field approach we constructed a
mathematical model for capillary growth. This biome-
chanical model is constructed based on Canham-Helfrich
bending energy. As a result, the simulated domain evol-
ves according to the minimization of the free energy ba-
sed on the bending energy of the interface in our system.
The term of spontaneous curvature is used here to in-
troduce local anisotropy to our domain, representing the
distribution of concentration of angiogenic factor. This
anisotropy is what stimulates the growth and advance-
ment of the new capillary. With all this, the model that
we presented is capable of simulating sprouting angioge-
nesis.
The model simulates feasible sprouting capillary as
long as we introduce the non uniform spontaneous cur-
vature term. We verified that the growth of the capillary
is a local process so it just depends on the local characte-
ristics of the spontaneous curvature term. Moreover, we
observed different velocities on the advancement of the
capillary. This observation will allow us to make quanti-
tative studies, such as velocity growth rates as a function
of the gradient of the spontaneous curvature term in the
future. Additionally, surface tension could be introdu-
ced to study its relation with growth by measuring the
advancement of the capillary when defining different sur-
face tension coefficients. Stability studies of the tubular
growth as a function of surface tension, tubular length
and width are also from interest.
The validation of this model could be done by reali-
zing a precise characterization of the concentration of
a well-known angiogenic factor in an angiogenic process.
We suggest using the experimental setup presented in the
Ph.D. thesis of Adrian Lopez [4] (see in Appendix A) as
it allows to have a well-defined concentration gradients.
If validated, the model presented in this work could be
used in many more experimental setups to validate and
suggest different biological hypothesis. This sort of sys-
tematic theory/experimental comparison requires an ex-
haustive work coming from both sides and will be the
aim of a future work.
SUPPORTING INFORMATION
Ape´ndice A: Experimental setup presented by Ph.D.
thesis of Adrian Lopez.
The experimental setup proposed to validate this mo-
del is based on PDMS devices obtained from a SU-8 2100
photoresist master following the well-established soft-
litography method. The design is based on two neigh-
boring chambers with dimensions: 8415 µm of chamber
length, 1300 µm of chamber width and two channels of
500 µm channel width used to generate the gradient of
growth factor (see in the Fig.8 for an schematic represen-
tation). The chambers are delimited by arrays of micro-
posts, which allow us to confine hydrogels by combining
their geometric angle with surface tension phenomena. In
their case, the used hydrogel is fibrin, which is obtained
by mixing fibrinogen at a concentration of 2.5 mg/mL
with thrombin at 1 U/mL. One of the chambers is used
to form the endothelial network (1 day of culture) by
resuspending HUVECs (Human Umbilical Vein Endot-
helial Cells) between passages 3 and 8 at a density of
12 · 106 cells/mL in the fibrin gel. The other chamber is
just acellular fibrin, and it is used as a space to study
angiogenesis. This phenomena is stimulated by creating
a stable gradient of growth factors for 2 days by flowing
regular media in one channel and media supplemented
with VEGF (Vascular Endothelial Growth Factor) at a
concentration of 50 ng/mL in the opposing one (both at
a rate of 100 µL/h).
Figura 8: Schematic representation of the experimental
setup for the validation of the biomechanical model
currently presented. Figure taken from Adrian Lopez
Ph.D. thesis[4].
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