An algebraic classification of second order symmetric tensors in 5-dimensional Kaluza-Klein-type Lorentzian spaces is presented by using Jordan matrices. We 
Introduction
It is well known that a coordinate-invariant characterization of the gravitational field in general relativity is best given in terms of the curvature tensor and a finite number of its covariant derivatives relative to a canonically chosen field of Lorentz frames [1] - [3] . The Riemann tensor itself is decomposable into three irreducible parts, namely the Weyl tensor (denoted by W abcd ), the traceless Ricci tensor (S ab ≡ R ab − 1 4 R g ab ) and the Ricci scalar (R ≡ R ab g ab ). The algebraic classification of the Weyl part of the Riemann tensor, known as Petrov classification, has played a significant role in the study of various topics in general relativity. However, for full classification of curvature tensor of nonvacuum space-times one also has to consider the Ricci part of the curvature tensor, which by virtue of Einstein's equations G ab = κ T ab + Λ g ab clearly has the same algebraic classification of both the Einstein tensor G ab ≡ R ab − 1 2 R g ab and the energy-momentum tensor T ab .
The algebraic classification of a symmetric two-tensor defined on a four-dimensional Lorentzian manifold, known as Segre classification, has been discussed by several authors [4] and is of interest in at least three contexts. One is in understanding some purely geometrical features of space-times (see, e.g., Churchill [5] , Plebański, [6] Cormack and Hall [7] ). The second one is in classifying and interpreting matter field distributions [8] - [16] . The third is as part of the procedure for checking whether apparently different space-times are in fact locally the same up to coordinate transformations (equivalence problem [2, 3] , [17] - [19] ).
Over the past three decades there has been a resurgence in work on Kaluza-Kleintype theories in five and more dimensions. This has been motivated, on the one hand, by the quest for a unification of gravity with the other fundamental interactions. From a technical viewpoint, on the other hand, they have been used as a way of finding new solutions of Einstein's equations in four dimensions, without ascribing any physical meaning to the additional components of the metric tensor [20] .
Using the theory of Jordan matrices we discuss, in this paper, the algebraic classification of second order symmetric tensors defined on five-dimensional (5-D for short)
Lorentzian manifolds M, extending previous results on this issue [22] - [23] . We show that at a point p ∈ M the Ricci tensor R can be classified in four Segre types and their twenty-two degeneracies. Using real half-null pentad bases for the tangent vector space T p (M) to M at p we derive a set of canonical forms for R ab , generalizing the canonical forms for a symmetric two-tensor on 3-D and 4-D space-times manifolds [21, 22] . The continuous groups that leave invariant each canonical form for R ab are also discussed.
Although the Ricci tensor is constantly referred to, the results of the following sections apply to any second order real symmetric tensor on Kaluza-Klein-type 5-D Lorentzian manifolds.
Segre Types in 5-D Space-times
The essential idea underlying all classification is the concept of equivalence. Clearly the objects may be grouped into different classes according to the criteria one chooses to classify them. In this section we shall classify R a b up to similarity, which is a criterion quite often used in mathematics and physics. This approach splits the Ricci tensor in 5-D space-times into four Segre types and their degeneracies.
Before proceeding to the classification of the Ricci tensor let us state our general setting. Throughout this paper M is a 5-D space-time manifold endowed with a Lorentzian metric g of signature (− + + + +), T p (M) denotes the tangent vector space to M at a point p ∈ M, and any latin indices but p range from 0 to 4.
Let R ab be the covariant components of a second order symmetric tensor R at p ∈ M.
Given R ab we may use the metric tensor to have the mixed form R a b of R at T p (M).
In this form the symmetric two-tensor R may be looked upon as a real linear operator 
where λ is scalar and V b are the components of a generic eigenvector V ∈ T p (M).
The fact that we have δ a b rather than g ab on the right hand side of equation (2.1) makes apparent that we have cast the non-standard eigenvalue problem involving the hyperbolic We first consider the cases when all eigenvalues of R are real. For these cases similarity transformations possibly exist [24] under which R a b takes at p either one of the following Jordan canonical forms (JCF for short): Degeneracy amongst eigenvalues in different Jordan blocks will be indicated by enclosing the corresponding digits inside round brackets. For each degeneracy of this type it is easy to show that there exists an invariant subspace of eigenvectors (eigenspace), whose dimension is equal to the number of distinct Jordan submatrices with same eigenvalue.
Thus, e.g., in the above case (d) if λ 1 = λ 2 then the Segre type is [(31)1], and besides the obvious one-dimensional invariant subspace defined by an eigenvector associated to the eigenvalue λ 3 , there is a two-dimensional invariant subspace of eigenvectors (2-eigenspace) with eigenvalue λ 1 . Finally, it is worth noting that the Segre type [1, 1111] and its degeneracies are the only types that admit a timelike eigenvector. We shall clarify this point in the next section. The comma in these cases is used to separate timelike from spacelike eigenvectors.
We shall show now that the Lorentzian character of the metric g on M, together with the symmetry of R ab , rule out the above cases (a), (b), (c) and (e). Actually as the procedure for eliminating all these cases are similar, and a proof for the case (a) was already briefly outlined in Santos et al. [25] , for the sake of brevity we shall discuss here in details how to eliminate the cases (c) and (e), leaving to the reader to work out the details for the case (b).
From linear algebra we learn that to bring R a b to a Jordan canonical J a b form there must exist a nonsingular matrix X such that
We shall first consider the above case (c), where J is the Jordan canonical matrix for the Segre type [32] . Multiplying the matricial equation (2.2) from the left by X and equating the columns of both sides of the resulting matricial equation we have the Jordan chain relations
3)
where we have denoted by X A (A = 1, · · · , 5) the column vectors of the matrix X and beared in mind that here the matrix J is that of case (c). As R is a symmetric two-tensor, from equations (2.3) and (2.4) one easily obtains
where the scalar products defined by a Lorentzian metric g are indicated by a dot between two vectors. Equation (2.8) implies that X 1 is a null vector. Similarly eqs. (2.6) and 6 (2.7) imply that X 4 is also a null vector. Moreover, if λ 1 = λ 2 from eqs. (2.3) and (2.6) one finds that X 1 .X 4 = 0. If λ 1 = λ 2 equations (2.3), (2.6) and (2.7) imply again that X 1 .X 4 = 0. In short, X 1 and X 4 are both null and orthogonal to each other. As the metric g on M is locally Lorentzian the null vectors X 1 and X 4 must be collinear,
i.e., they are proportional. Hence X is a singular matrix, which contradicts our initial assumption regardless of whether 
10)
12)
As the two pairs of equations (2.9)-(2.10) and (2.12)-(2.13) have the same algebraic structure of the two pairs of equations (2.3)-(2.4) and (2.6)-(2.7) of the case (c), they can similarly be used to show that X 1 and X 3 are null vectors. Moreover, here for any λ 3 and regardless of whether λ 1 = λ 2 or λ 1 = λ 2 one can show that X 1 and X 3 are orthogonal to one another. Thus, at a point p ∈ M, the Ricci tensor defined on 5-D As a matter of fact, to complete the classification for the cases where the characteristic equation corresponding to (2.1) has only real roots one needs to show that the above remaining Segre types are consistent with the symmetry of R ab and the Lorentzian character of the metric g. In the next section we will find a set of canonical forms of R ab corresponding to the above Segre types, which makes apparent that these types fulfill both conditions indeed.
In the remainder of this section we shall discuss the cases when the R a b has complex eigenvalues. It is well known that if z 1 is complex root of a polynomial with real coefficients so is its complex conjugatez 1 . As the characteristic equation associated to the eigenvalue problem (2.1) is a fifth order polynomial with real coefficients it must have at least one and may have at most three real roots. Accordingly, the characteristic polynomial will have at most four and at least two complex roots. As far as the multiplicities are concerned one can easily realize that while the complex roots can be either single or double degenerated, the real ones can have multiplicity 1, 2 and 3. Taking into account these remarks it is easy to figure out that when complex eigenvalues occur the possible or one of the possible block-degenerated Jordan matrices with degeneracies amongst real eigenvalues. Here λ 1 , λ 2 , λ 3 ∈ R, w 1 ,w 1 , z 1 ,z 1 ∈ C and z,z as well as w,w denote complex conjugate eigenvalues.
One might think at first sight that an analogous procedure to that applied to eliminate Jordan matrices with real eigenvalues could be used here again to rule out some of the above Segre types. However it turns out that the method does not work when there are complex eigenvalues because the basic result that two (real) orthogonal null vectors are necessarily proportional does not hold for the complex vectors. Thus, for the above Segre type case (vi), e.g., one can derive from the corresponding Jordan chain that the first and the third column vectors of the matrix X are both null and orthogonal to each other.
Nevertheless, this does not imply that X is a singular matrix, inasmuch as X 1 and X 3
are not necessarily proportional. Thus, we shall use instead an approach similar to that employed by Hall [4, 23] Regardless of whether Y and Z are both null vectors or one timelike and the other spacelike, the real and the imaginary part of (2.14) give 
Canonical Forms
In the previous section we have classified the Ricci tensor up to similarity transfor- 
At a point p ∈ M the set of second order symmetric tensors on a 5-D manifold M constitutes a 15-dimensional vector space V, which can be spanned by the following 15 basis symmetric tensors:
Clearly any symmetric two-tensor at p ∈ M is a vector in V and can be written as a linear combination of the basis elements (3.2). So, for example, bearing in mind the non-vanishing inner products given by (3.1), one can easily work out the following decomposition (completeness relation) for the metric:
As far as the Ricci tensor is concerned the most general decomposition of R ab in terms of the above semi-null basis is manifestly given by
where the coefficients ρ 1 , . . . , ρ 15 ∈ R.
In the remainder of this section we shall show that for each of the Segre types of the theorem 1 a semi-null pentad basis with non-vanishing inner products (3.1) can be introduced at p ∈ M such that R ab takes one and only one of the following canonical forms:
where ρ 1 , · · · , ρ 5 ∈ R and ρ 2 = 0 in (3.8).
Before proceeding to the individual analysis of the above Segre types it is worth noticing that since R ab is symmetric the condition
must hold for each possible Segre type, where the metric tensor g is assumed to have a
Lorentzian signature (− + + + +).
Segre type [1, 1111] . For this type if one writes down a general symmetric real matrix g ab , uses eq. (3.9) and the corresponding Jordan matrix (case (g) of the previous section) one obtains 
where −t a t a = w a w a = x a x a = y a y a = z a z a = 1.
It should be noticed that the above form for the Segre type [1, 1111] makes apparent that this type as well as its degeneracies are consistent with both the symmetry of R ab and the Lorentzian signature of the metric tensor g.
Finally, we introduce two null vectors
(t − w) to form a semi-null basis B = {l, m, x, y, z}, in terms of which R ab takes the canonical form (3.5),
We remark that according to the form (3.11) this type may degenerate into eleven other types in agreement with the previous section. Further, they are all diagonalizable with five linearly independent real eigenvectors, one of which is necessarily timelike.
In the non-degenerated case [1, 1111] a semi-null pentad basis B is uniquely determined 13 [26] . When degeneracies exist, though, the form (3.11) (or alternatively ( 14) where the condition ρ 2 = 0 must be imposed otherwise m would be a fifth linearly independent eigenvector. A transformation (null rotation) of the form l a → ζl a , m a → m a /ζ, ζ ∈ R + can be used to set ρ 2 = 1 if ρ 2 > 0, and ρ 2 = −1 if ρ 2 < 0, making apparent that (3.6) are the canonical forms for the Segre type [2111].
It is worth noticing that the above derivation of (3.6) and the canonical form itself make apparent that this Segre type as well as its degeneracies are consistent with the Lorentzian signature of the metric tensor and the symmetry of R ab .
From the canonical form (3.6) one learns that this type may degenerate into the six types we have enumerated in the previous section. 15) where the condition ρ 7 = 0 must be imposed otherwise x would be a fourth linearly independent eigenvector. Besides, as any linear combination of the form κ 1 l+ κ 2 m+ κ 3 x (with κ 1 , κ 2 , κ 3 ∈ R and κ 2 , κ 3 = 0) must not be an eigenvector one finds that ρ 3 = ρ 1 .
The transformation 19) where 0 < ρ < ∞ and 0 ≤ θ < π [27]. Now, to form a semi-null basis we first need a
Clearly from (2.16) if Y ′ is a null vector, so is Z ′ . The substitution of (3.18) and (3.19) into (3.20) and (3.21) gives rise to a pair of equations which can be solved in terms of θ and ρ to give
where Y a Y a = 0, as Y is a non-null vector. We then choose the two null vectors we need to form a semi-null basis by putting l = Y ′ and m = Z ′ . In terms of these vectors the eigenvalue equation (2.14) becomes 24) making clear that for this type one can always choose a pair of null vectors such that l a ± i m a are eigenvectors with eigenvalues α ± i β.
Using now that l a ± i m a are eigenvectors eq. (3.4) simplifies to It should be stressed that the classification we have discussed in this work applies to any second order symmetric tensor R at a point p ∈ M and can vary as p changes in M.
To conclude, we should like to mention that the classification and the canonical forms we have studied in the present work generalize those discussed by Graham Hall and colaborators for symmetric two-tensors on 4-D and 3-D space-time manifolds [22, 21] .
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