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Abstract
An important task in the Internet of Things (IoT) is field monitoring, where multiple IoT nodes
take measurements and communicate them to the base station or the cloud for processing, inference,
and analysis. This communication becomes costly when the measurements are high-dimensional (e.g.,
videos or time-series data). The IoT networks with limited bandwidth and low power devices may not
be able to support such frequent transmissions with high data rates. To ensure communication efficiency,
this article proposes to model the measurement compression at IoT nodes and the inference at the base
station or cloud as a deep neural network (DNN). We propose a new framework where the data to be
transmitted from nodes are the intermediate outputs of a layer of the DNN. We show how to learn the
model parameters of the DNN and study the trade-off between the communication rate and the inference
accuracy. The experimental results show that we can save approximately 96% transmissions with only
a degradation of 2.5% in inference accuracy. Our findings have the potentiality to enable many new IoT
data analysis applications generating large amount of measurements.
I. INTRODUCTION
Distributed detection, monitoring, and classification are important tasks in wireless sensor
networks or the Internet of Things. In these tasks, sensor nodes collect measurements and send
them to a base station/gateway, and further to an application server in the IP network that can then
make a decision or an inference based on the measurements from the nodes. These applications
include camera surveillance to detect intrusions or suspicious events, environmental monitoring
to detect and track pollutions, and structural health monitoring to prevent structural failures.
If the inference has to be done frequently and the data is high dimensional, then the nodes
may need to transmit large amount of data to the base stations, which is costly in bandwidth and
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Fig. 1. The three popular frameworks to distribute the ML to multiple devices, according to the state of the art [4], [5], [6].
may be infeasible with the existing IoT networks. Consider the communication standard Narrow
Band IoT, which is a cellular based IoT standard whose uplink physical layer throughput is 200-
250 kbps. If a cellular base station supports 20000 nodes, which is around half of its maximum
capacity, then the average rate per node is less than 10-12.5 bps. Moreover, it is inefficient
to let the nodes communicate the full measurements, since they typically have redundant and
correlated information. Unless we reduce the transmitted data, the number of nodes that can be
served and their data rates will be greatly limited.
To reduce the amount of data to transmit, there are some classic methods that could be used
for IoT systems, such as distributed source coding [1], distributed estimation [2], and distributed
detection [3]. However, these methods usually require a good knowledge about the underlying
correlation model among the measurements taken at different sensors. For example, distributed
source coding and distributed detection rely on the correlation of the nodes, and distributed
estimation requires knowledge about the model of the measurements and the system state, which
may be not easy to get in complex systems.
The alternative to the model based approach mentioned above is Deep Learning (DL), which
has become the state of the art in machine learning (ML) and is widely used in different monitor-
ing applications with IoT [7], [8]. However, since sending large amount of high dimensional raw
data from massive IoT nodes will congest the IoT network, the collect-then-infer scheme of DL
does not scale well with increased numbers nodes and applications of in IoT systems (massive
IoT). To handle the scalability issue, distributed learning is a promising solution. There are two
challenges for using distributed ML in IoT. One is the limited bandwidth in IoT networks, which
requires us to reduce the data transmission in both training and inference phases. The other one
is the limited computation, storage, and energy capacity of IoT nodes, which means that the ML
3model at the IoT nodes should be tailored according to their capacity. Edge computing provides
gateways and base stations with storage and computing capacity, and it enables us to allocate
some inference processes to the edge devices (data gateways/base stations). The additional energy
consumption of the IoT nodes in computing could be compensated if they can save energy from
sending less data. Notice that the DL architecture, deep neural network (DNN), is a network for
inference with multiple layers, and an IoT network is a network for communication also with a
hierarchical architecture (end devices, edge devices, and cloud. To make the paper compatible
with both cloud and edge computing architecture, we consider all devices that are not IoT nodes
as a whole and call it on the base station side.). The question is whether it is possible to adapt
the DNN layers and their connections to the physical IoT network while maintaining a good DL
performance.
This article investigates the question above, and we propose the idea of modelling IoT networks
as DNN to reduce the data transmission for inference. Different to the traditional DL, we consider
the cost in communications in terms of the amount of transmitted data, due to the limited
bandwidth of IoT networks, especially from the nodes to the edge, which is helpful to reduce
delay and energy consumption. We suggest to perform DL distributedly where the design of
a DNN is seen as an abstraction of the IoT network capable to use less data transmissions
while offering a good inference performance. We propose to design compression functions for
each node that takes the high dimensional measurements as input and returns low dimensional
representation of those measurements, and design inference function for the base station and
upper layers in the communication network to aggregate the low dimensional information from
all nodes to make the final DL prediction. In such a way, the compression function on each IoT
node, as well as the inference function on the base station, becomes a DNN. Using the idea
of ML over networks, we co-train all the compression functions and the inference algorithm
together, to enforce the compression to extract the most useful information for the inference.
II. OVERVIEW OF DL FRAMEWORKS
There are three main ways of distributing the ML tasks in networks with many nodes (see
Fig. 1): (a) to distribute the data samples between different nodes, (b) to distribute different
features of the data to different nodes, and (c) to distribute the model among the nodes. We now
review these approaches. In Fig. 1, for illustration purpose we represent the data as matrix where
4rows are samples and columns the features. The main difference among the three frameworks
is how a DNN is learned by the nodes distributedly.
A. Learning with distributed datasets
ML with distributed datasets is to learn a unified model with different nodes, each of which
has local data samples sharing the same features space. For example, smart phones can learn and
improve the ML model for image classification based on their local albums, and exchange some
information about the model with each other to improve the accuracy of the model. It saves the
transmission of getting the raw datasets from different nodes, especially in the training phase.
Thus, this framework suits for the monitoring applications where the inference only needs the
data at one node, and different nodes use a universal model.
The most common distributed framework is with worker nodes and a master. A promising
instance of the framework is Federated Learning [4], [9] that aims at achieving a universal ML
model for all workers in a collaborated manner without the need of globally collecting raw data
from the workers. In FL, each worker node downloads a global model and updates it based
on local data before uploading it back to the master node. Then the master node averages the
local models to update the global model. Since each node has a complete ML model locally,
a node only needs to feed its measurements to the ML model to make an inference. Similar
algorithmic ideas have been used for fully distributed ML (without a master node) where the
worker nodes coordinate over communication networks with arbitrary topology (see [10] and
references therein). We can see that different entities only share the model parameters. Since
the learning on distributed dataset requires the nodes to have data instances with a same feature
space, it does not suit large scale monitoring that uses multiple IoT nodes to collect the data of
different features.
B. Learning with distributed features
Learning with distributed features is fundamentally different to FL. It naturally appears when
multiple nodes observe different features. For example, in surveillance camera networks, each
camera captures the video providing information from different angles as different features.
In large scale environmental monitoring such as fresh water monitoring, the measurements of
various types of sensors at different locations give different features. The naive way to handle
the distributed features is to collect all the data on a single node that can then train the ML
5model centrally. However, this is inefficient when the size of the raw data at each node is large.
For such problems, distribute learning algorithms are needed.
Distributed learning algorithms that allow decomposing the features among nodes have been
considered in the literature, such as the ones based on dynamic diffusion approach [11] and
adaptive direction multiplier method [12]. In these schemes, the nodes calculate the inner product
of the data and the model, and share the results with others. From the privacy point of view, the
work in [5] proposed a feature distributed machine learning (FDML) framework, where each data
owner proceeds the ML locally using local data and transmits the local prediction to a master
node. The master node calculates the weighted sum of these local predictions and passes it to an
activation function to make the final inference. In comparison, our scheme have multiple layers
at the master node to achieve a better inference accuracy. In addition, the goal of the worker
nodes in our scheme is to compress the information rather than making a local inference.
C. Learning distributed models
This framework does not relate to how data is distributed, but how the model is distributed.
Instead of having the entire ML model at a single node, the framework distributes the ML model
to multiple nodes. More specifically, a node is responsible to learn a subset of model parameters.
Since DNN contains multiple layers, the most common way to distribute the model parameters
is to partition the DNN according to the layers. A node with better storage and computation
capability could be assigned with more layers. The inference is done sequentially from one node
to another, by sharing intermediate results, till the last node where final inference is done.
The system in [6] maps a DNN onto heterogeneous nodes. Each node represents some
layers of the DNN and performs a local parameter update during training. This distributes the
computational workload to multiple nodes to achieve a faster training and inference. However,
such an approach is not thought for the IoT, where communication efficiency is a must, whereas
the many links among the layers of this approach may demand huge bandwidth. In addition, it
is not applicable when different nodes measure data with different features, unless a gateway
gather all raw measurements from the IoT nodes.
Our framework uses the idea of learning with distributed features and the learning of distributed
models, but we propose to greatly improve the communication efficiency of the ML in IoT net-
works. Briefly speaking, on the IoT nodes side, it is a feature distributed framework such that each
IoT node makes some preliminary compression and inference based on its local measurement.
6Fig. 2. Our proposed ML framework for IoT that adapts a DNN to the distributed architecture of the IoT nodes, edge devices,
and the cloud. The nodes, base station, and the cloud use deep neural networks to perform the compression and inference task,
where the model parameters of the deep neural networks should be learned. For the sake of communication efficiency, the output
from the nodes must have as little bits as possible while it should not harm the inference performance at the base station/cloud.
From the system scale, the learning model is distributed among IoT nodes, gateways, and cloud
to better handle different storage and computation resource at different nodes. Thus, it is also a
ML with distributed models. We describe the details in the next section.
III. PROPOSED COMMUNICATION EFFICIENT ML FOR IOT
To enable ML to scale with massive IoT, we need a new framework/architecture of ML that
is communication efficient. In this section, we will introduce our proposed framework.
A. System architecture
Consider an IoT network of N remote IoT nodes that connect to a cloud application server
through base stations, which is a typical cellular IoT structure [13]. The goal of the system is to
perform an inference based on a feature vector x with dimension d, which consists of the feature
vector xi with dimension di that is captured by node i. The nodes are used for a monitoring
task that detects the event representing one of the possible classes. ML is applied to find an
inference rule, such that given an input data measured by the nodes as generated by the event,
the inference result is the true class that the event belongs to.
To perform the inference, each node communicates some information ci to the base station.
We could set ci = xi meaning that each node communicates its full feature vector. However,
this is inefficient. To make the communication efficient, the size of ci should be as small as
possible.
7We let ci = Ci(xi) be a compressed version of xi, where Ci(·) is a compress function to be
designed. Note that, we use compression to represent the process that reduces the data size from
the raw data to the transmitted information from a node. The process could include extraction,
summarization, coding, etc. Such a compression process can be done when the IoT node is
waiting for its transmission window. Having gathered ci from all nodes as c, the base stations
and the cloud perform the inference T (c). Since the compression process reduces the data to
be transmitted, it will reduce the communication delay and thus reduce the time of the entire
inference process. The main challenge in designing this communication-efficient ML is to design
appropriate compression functions Ci(·) and the inference function T (·). We next illustrate how
we can build them as DNNs and get the function coefficients by training the DNNs.
B. IoT as DNN
Notice that both IoT communication network and DNN inference network have a structure of
multiple layers. Thus, it is natural to see IoT networks as a DNN, where the IoT nodes correspond
to the shallow layers of the entire DNN and are responsible for extracting the information to
lower the data to transmit; whereas the base stations and cloud correspond to the deep layers of
the DNN and are responsible for making inference based on the information sent from the IoT
nodes. As a result, we can jointly learn the compression functions Ci(·) and inference function
T (·) by ML. We design Ci(·) and T (·) as the layers structure of a DNN, such as the types
of the layers and the number of neurons at each layer. Then, the compression functions and
inference function become the model parameters of the DNN to be learned. For example, a fully
connected layer corresponds to a function σ(Wxin + b), where xin is the input of this layer
and is the output of its previous layer, W and b are the model parameter to be learned of the
layer, and σ(·) is an activation function, e.g. a sigmoid function. When W is a fat matrix, the
output has a smaller dimension than the input and thus the layer corresponds to a compression;
otherwise, the layer projects a low dimensional input to a higher dimensional vector and can be
used for inference. Once the model parameters of each layer in the DNN have been trained, as
will be discussed in the Section III.C, the compression functions and inference function are the
compositions of multiple functions, each of which corresponds to a layer in the DNN.
As depicted in Fig. 2, the entire system can be considered as a DNN, where the nodes
correspond to the shallow disjoint parts of the DNN, and the base station and cloud corresponds
to the deep part. Using the training data collected by the IoT nodes, then we can find the optimal
8functions Ci(·) and T (·) by minimizing a loss function that captures the inference accuracy and
the complexity of the functions Ci(·) and T (·). Once the model parameters of the DNN are
trained, we can achieve the compression and inference functions by the stacking of the layers
in the DNN. Typical examples of the layers include convolutional layers, pooling layers, fully
connected layers, or recurrent layers. Differential privacy can be used at the output to ensure
data privacy during the inference stage. The idea of summarization [14] could be used to discard
unimportant data. Quantization can also be applied at the output of the nodes to reduce the bits
to transmit. Since we aim for a communication efficient framework, the nodes should reduce
the size of their outputs to compress the information, and the base station should expand the
inputs at the first hidden layer to extract the compressed information. Our proposed scheme is
illustrated in Fig. 2.
The following three schemes are special cases of our proposed scheme:
• Direct transmission of raw data: It means that the only learning is at the base station
part, using the global data. Thus, it might have the best learning performance, but the
communication cost is high and not accord with the nowadays massive IoT concept.
• Autoencoder with inference: Autoencoder is an artificial neural network that learns data
coding to reduce the dimension of the data. The nodes can first use an autoencoder to
compress the sensory data to codes, and the base station reconstructs the data from the
codes. Afterwards, the base station applies a standard DNN for inference. However, consider
that the goal of the monitoring application is to have a good inference accuracy, instead of
reconstruction accuracy. It is not necessary to have a reconstruction part at the base station,
which makes the entire DNN more complex. To be more efficient, our framework directly
makes inference based on the encoded information, which can be seen as to directly combine
the reconstruction layers and inference layers at the base station side in this autoencoder
with inference scheme.
• Feature distributed ML in [5]: It uses a shallow neural network with no hidden layer at the
base station and the output from each node is just a real value. This scheme might save
a lot in the communication from nodes to the base station. However, since the model at
the base station side might be too simple, the degradation of learning performance may be
high, as we will show in the simulations.
In our framework, since we focus on communication efficiency, we do not require the DNNs at
9the node side or the base station side to be shallow. Instead, we require that the output from the
nodes should be small without harming the inference performance.
The DNN at the base station side could be further partitioned into two parts, as shown in
Fig. 2: one as the DNNs at some edge devices, and the other as the DNN at the cloud center,
such that the framework could support the applications that contain nodes in multiple cells.
However, in such cases, since the wireless communication from the edge devices to the cloud
usually has a large bandwidth, the bottleneck of the communication is more likely between the
nodes and the edge devices. Therefore, we mainly focus on the data that are sent by the nodes.
C. Training of the model parameters
Since we design the compression functions and the inference functions as the layers of a
DNN, the coefficients of these functions are the model parameters of the DNN. To achieve
the coefficients, we can use a centralized method. More specifically, a centralized cloud center
collects all training data and the corresponding desired output. Then, it trains the parameters of
the entire DNN in a centralized manner and sends back the models to the nodes and the base
station. The IoT nodes and the base station then apply the trained model during inference.
More specifically, denote by x¯i ∈ Rdi×m the training data of IoT node i, where m is the
sample size. Then, the training data samples of the system x¯ ∈ Rd×m is achieved by stacking
x¯i for all i. We denote y¯ the corresponding output. Let w = {w0, . . . ,wN} be the ML model
parameters of the entire DNN, where w0 is the model parameters of T (·), and wi, (i = 1, . . . , N)
is the model parameters of Ci(·). Then, the loss function for the training can be written as
L(x¯, y¯;w) =
N∑
i=0
Ri(wi) +D (T (C1(x¯1;w1), . . . , CN(x¯N ;wN);w0), y¯) ,
where the first term R(·) is the regularization that corresponds to the complexity of the ML
model, and the second term D(·, ·) is the loss term that corresponds to the accuracy of the
inference. The model w is learned by minimizing L(x¯, y¯;w), which can be done by iteratively
updating
w← w − η∇wL(x¯, y¯;w) ,
where η is a predefined step size of learning. When the training fishes, the central cloud sends
wi to IoT node i. It only requires the IoT nodes to have sufficient storage capacity to store the
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model and the computational capacity to calculate ci according to its measurements and trained
model.
We could also train the DNN in a distributed manner, i.e., the nodes and the base station train
their local parameters locally. More specifically, the nodes and the base station first initialize their
local parameters. With the model parameters and a batch of training data, each node calculates
its codes as the output of its compression function and sends the codes ci = Ci(x¯;wi) to the
base station. Using the received codes from all nodes as the input and the desired output y¯, the
base station calculates the gradients
∇w0L =
∂D
∂T
∂T
∂w0
∣∣∣∣
c1,...,cN ,y¯
+
∂R0
∂w0
and makes an update of the parameters in the inference function as w0 ← w0 − η∇w0L. Then,
it sends the gradients to the nodes. Based on the received gradients from the base station, each
node then calculates the gradients with respect to its local parameters
∇wiL =
∂L
∂Ci
∣∣∣∣
w0,y¯,cj(j 6=i)
∂Ci
∂wi
∣∣∣∣
x¯i
+
∂Ri
∂wi
,
where ∂L/∂Ci|w0 is calculated and sent from the base station. Then, the IoT node makes an
update of the parameters by wi ← wi−η∇wiL. Such an update of parameters process continues
until convergence. During the training process, the nodes transmit neither the raw training data
nor their local model parameters, which allow them to preserve the data privacy. This distributed
scheme requires the IoT nodes to have sufficient computational power to calculate the local
gradients and storage capacity to store the training data set. If the IoT nodes’ local computation
and storage capacity are not sufficient for the training, they can offload the task and their training
data to a trusted device, such as a private gateway or server, and get the local ML model when
the training finishes.
IV. APPLICATION AND NUMERICAL RESULTS
In this section, we will study the performance of the proposed distributed ML framework by
simulations. We assume that the data transmission is ideal, i.e., the received and decoded data
is the same as the transmitted data, which can be achieved using error correction coding and
retransmission. We first examine our method by using the MNIST data set, and then with a
real-world data set from a smart water monitoring system.
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Fig. 3. Comparison of the classification accuracy achieved by our scheme and the FDML scheme with different quantizations.
A. MNIST data set
The classical data set MNIST is a large dataset of handwriting digits. The input feature vector
is an image with 28× 28 bytes, and the labels are one of the 10 digits.
We consider the cases with four IoT nodes. We assume that the first, second, third, and
the fourth node capture the top-left, top-right, bottom-left, and bottom-right of the figures,
respectively, i.e., each of them will have 14×14 bytes input. For each node, its first compression
layer is a convolution layer with 32 5× 5 convolution filters, and a max pooling of 2× 2, which
gives 7× 7× 32 outputs. The next hidden layer is a compression layer (a fully connected layer
with C/4 outputs), where C is the output dimension of the nodes to the base station. Quantization
could be applied on the output data to further compress the data for transmission. Each node
transmits the quantized outputs to the base station. If q-bits quantization is used, the number of
bits that a node sends is qC/4, and the base station will receive C q-bits. The base station feeds
these C q-bits data into a fully connected layer with 1024 outputs. The output layer is a softmax
layer with 10 outputs. The result is shown in Fig. 3. The X axis is C, which is taken to be 12,
16, 32, 64, 128, 256, 512, and 1024, respectively. We compare the classification accuracy in the
cases of no quantization and quantization with q be 1, 2, and 4 at the nodes outputs. We also
use as a benchmark to mimic the case where all nodes transmit raw data, and the learning is
done based on entire features.
In the cases with multiple nodes, each node only utilizes local observation to learn locally
and distributedly, and thus the prediction accuracy is lower than that of the centralized scheme.
However, the difference is not large, which suggests that the loss due to local learning on
distributed features is tolerable for the sake of communication and privacy. When we compare
the performances of different quantizations, we observe that, with 4-bits quantization (the green
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line with squared marks), the performance is similar to the case without quantization (the red
line with circle marks). It suggests that 4-bits quantization is good enough in reducing the data
to be transmitted from the nodes. Comparing the case where raw image is sent, which requires
28× 28× 8 bits, the scheme having 64 outputs in total and using 4-bits quantization only needs
to send 256 bits for each inference. Although the accuracy drops by approximately 2.5%, our
framework saves 96 % in data transmission.
Last, we compare the performance of our framework with the FDML framework [5]. At the
nodes side, the setups of the DNN for FDML and our framework are the same. At the base
station side, the FDML approach calculates the weighted sum of the received data and passes the
result to an activation function and a softmax function. We also test the classification accuracy
with 4-bits quantization before data transmission. The result is shown in the dashed lines of
Fig. 3, where the line with squared marks means the case with 4-bits quantization. When the
nodes do not apply quantization, we observe that the accuracy achieved by our scheme is higher
than the FDML scheme. The improvement is larger when C is small. Such a gain comes from
the non-simple learning model that is applied at the base station side, instead of being a simple
weighted sum and activation approach in FDML. Such a gain is significantly larger when the
quantization is applied. In our scheme, the difference in accuracy with and without quantization
is only around 1%, which is almost negligible. However, for the FDML scheme, the difference
is large, especially when C is small. It indicates that, when we have compression at the nodes
side, especially quantization is also applied, to reduce the bits for transmission from the nodes,
it is important to apply expansion at the base station side to extract the compressed information,
such that the compression in data transmission will not harm the learning performance.
B. iWater Data set
Next, we test the framework using the real-world sensory data from Vinnova project iWa-
ter [15]. The project uses sensors to monitor the water conditions in Lake Mälaren, Sweden.
We focus on the Optical Dissolved Oxygen level (ODO) data from 4 different locations during
the period from Oct. 26th, 2016 to Apr. 21st, 2017. We build a DNN based on long-short term
memory (LSTM) to predict the ODO level from historical measurements, such that if the new
measurement differs a lot from the prediction, we could consider that anomaly appears in the
lake. We consider that the data from different locations represent different features of the water
of the lake.
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TABLE I
COMPARISON OF THE ACCURACY ACHIEVED BY OUR DISTRIBUTED LEARNING FRAMEWORK AND QUANTIZATIONS. THE
DATASET IS IWATER DATA SET
Network
Centralized,
no quantization
Distributed,
no quantization
Distributed,
q = 2
Distributed,
q = 3
Distributed,
q = 4
Accuracy 0.867 0.857 0.840 0.845 0.848
In our distributed scheme, each node feeds the time series ODO measurements with window
size to be 50 for compression. The first layer is a LSTM with 40 states, then the second is a
LSTM layer with 9 states, and the last is a q-bits quantization layer. Therefore, each node will
send 9 q-bits. The base station feeds the 36 inputs to a fully connected layer with 20 outputs,
and then a softmax layer with 20 outputs. For the centralized scheme, the nodes transmit all
raw measurements to the cloud for data analysis. In this case, the input is 4 time series of ODO
data with window size 50 for each time series. We run 10 random trials for both frameworks,
and test different quantizations. We average the accuracy results in Table I. We observe that,
the accuracy of our scheme is close to the centralized one, which means that distributing the
learning to the nodes locally does not degrade too much in the classification performance. We
could also observe that, using 3-bits quantization when the node transmits their local inferences
to the base station is good enough. In such a case, each node only transmits 27 bits for each
prediction task.
Based on the evaluation using MNIST and iWater dataset, we observe that our scheme is
better than FDML, and our scheme can greatly reduce the data for transmission in the inferring
while the degradation in classification is small.
V. SUMMARY AND FUTURE DIRECTIONS
This article proposes to model the IoT as an efficient Deep Neural Network. Specifically,
we proposed a distributed ML framework that design the compression at the nodes and the
inference at the base stations together, such that the nodes just need to transmit little data to
the base station. The numerical results showed our framework only losses 2.5% in inference
accuracy while saving 96% of data transmission, compared to the scheme that sends all raw
data. With our framework, one can develop an extremely efficient IoT systems for monitoring
and inference.
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There are multiple interesting topics to be further studied to improve the system performance.
One is to study the trade-off between communication rate and classification accuracy. Is there a
better and systematic way to find the sweet spot? Which layers could greatly save communication
while not affecting too much in inference performance? Besides, the data generated by nodes
might be re-used in multiple applications. It is possible to have multiple sub neural networks
for inference at the base station side, and the loss function for the entire system would take
the inference performance of these applications into account. It will be important to design the
ML layers and the learning, such that the codes as the output of the nodes can result in good
inference performances for multiple monitoring applications.
REFERENCES
[1] Z. Xiong, A. D. Liveris, and S. Cheng, “Distributed source coding for sensor networks,” IEEE Signal Process. Mag., vol.
21, no. 5, pp. 80–94, 2004.
[2] J.-J. Xiao, A. Ribeiro, Z.-Q. Luo, and G. B. Giannakis, “Distributed compression-estimation using wireless sensor
networks,” IEEE Signal Process. Mag., vol. 23, no. 4, pp. 27–41, 2006.
[3] J.-F. Chamberland and V. V. Veeravalli, “Wireless sensors in distributed detection applications,” IEEE Signal Process.
Mag., vol. 24, no. 3, pp. 16–25, 2007.
[4] J. Konecˇny`, H. B. McMahan, F. X. Yu, P. Richtárik, A. T. Suresh, and D. Bacon, “Federated learning: Strategies for
improving communication efficiency,” https://arxiv.org/abs/1610.05492, 2016, [Accessed on 2019-12-01].
[5] Y. Hu, D. Niu, J. Yang, and S. Zhou, “FDML: A collaborative machine learning framework for distributed features,” in
Proc. ACM SIGKDD, 2019, pp. 2232–2240.
[6] S. Teerapittayanon, B. McDanel, and H.-T. Kung, “Distributed deep neural networks over the cloud, the edge and end
devices,” in Proc. IEEE ICDCS, 2017, pp. 328–339.
[7] A. Abeshu and N. Chilamkurti, “Deep learning: the frontier for distributed attack detection in fog-to-things computing,”
IEEE Comm. Mag., vol. 56, no. 2, pp. 169–175, 2018.
[8] X. Wang, X. Wang, and S. Mao, “RF sensing in the internet of things: A general deep learning framework,” IEEE Comm.
Mag., vol. 56, no. 9, pp. 62–67, 2018.
[9] H. B. McMahan, E. Moore, D. Ramage, S. Hampson, et al., “Communication-efficient learning of deep networks from
decentralized data,” https://arxiv.org/abs/1602.05629, 2016, [Accessed on 2019-12-01].
[10] A. Nedic´, A. Olshevsky, and M. G. Rabbat, “Network topology and communication-computation tradeoffs in decentralized
optimization,” Proceedings of the IEEE, vol. 106, no. 5, pp. 953–976, 2018.
[11] B. Ying, K. Yuan, and A. H. Sayed, “Supervised learning under distributed features,” IEEE Trans. Signal Process., vol.
67, no. 4, pp. 977–992, 2018.
[12] Y. Hu, P. Liu, L. Kong, and D. Niu, “Learning privately over distributed features: An ADMM sharing approach,” https:
//arxiv.org/abs/1907.07735, 2019, [Accessed on 2019-12-01].
[13] A. D. Zayas and P. Merino, “The 3GPP NB-IoT system architecture for the internet of things,” in Proc. IEEE ICC
Workshops, 2017, pp. 277–282.
15
[14] K. Muhammad, T. Hussain, M. Tanveer, G. Sannino, and V. H. C. de Albuquerque, “Cost-effective video summarization
using deep cnn with hierarchical weighted fusion for iot surveillance networks,” IEEE Internet Things J., 2019, [Accessed
on 2020-03-10].
[15] “Vinnova-water monitoring networks - iWater,” https://www.vinnova.se/en/p/water-monitoring-networks---iwater2/, [Ac-
cessed on 2019-12-30].
