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Abstract
The classes of Boolean functions closed under classical compositions form an algebraic lattice which was completely
described in 1941 in a pioneering work of Post (Ann. Math. Stud. (5) (1941)). These classes and the lattice are often
referred to as the Post Classes and the Post Lattice, respectively. There are several approaches to present a Post class. Being
a set of functions it can be characterized by a traditional set-theoretic description of its members. Since the Post classes are
closed under certain operations, they are also often presented by sets of generators. A remarkable approach, which has been
widely used in Universal Algebra is a characterization of classes by means of preservation of polyrelations (Kibernetika
(3)(Pt1) (1969) 1, (5)(PtII) (1969) 1). Recently, there appeared several new methods for the characterization of classes
of logic functions. These methods are based on special formal expression, which in general de:ne a much larger variety
of classes particularly including all Post classes. One such result is by Ekin et al. (Discrete Math. 211 (2000) 27), which
presents the characterization of classes by a set (possibly in:nite) of certain equational identities. The approach developed
in [Ekin et al. (2000)] was soon extended to several directions. Pippenger (Discrete Math. 254 (2002) 405) presented
the classes through pairs of relations (constrains) in the setting of a Galois Theory. Pogosyan (Multiple Valued Logic,
Gordon and Breach, London, 2001, pp. 417–448, Vol. 7) has de:ned each such class by one functional term (possibly of
in:nite length), and has introduced the notion of rank for a term as well as for a class. In (Algebra Universalis 44 (2000)
309) established a connection with the BirkhoB-Tarski HSP Theorem. This paper presents a complete characterization
of the Post Classes by means of functional terms (as in [Pogosyan, 2001]). We also give a constructive criterion which
establishes the minimal ranks for all Post classes.
c© 2004 Elsevier B.V. All rights reserved.
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0. Notations and terminology
Let E = {0; 1}. An n-variable Boolean function is a map f : En → E. Denote
(n) = {f|f : En → E}
and put
 =
∞⋃
n=0
(n):
For n-tuples  = (a1; : : : ; an) and 	 = (b1; : : : ; bn) we write   	 if ai6 bi for all i∈{1; : : : ; n}, and G = ( Ga1; : : : ; Gan),
where Gai = 1− ai.
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The variable xi; 16 i6 n of a Boolean function f(x1; : : : ; xn) is called dummy (or inessential) if
f(a1; : : : ; ai−1; 0; ai+1; : : : ; an) = f(a1; : : : ; ai−1; 1; ai+1; : : : ; an)
for all values a1; : : : ; ai−1; ai+1; : : : ; an ∈E. Non-dummy variables are called essential.
We say that a function g(x1; : : : ; xi; : : : ; xn); n¿ 1, is obtained from a function f(x1; : : : ; xi−1; xi+1; : : : ; xn) as a result of
introduction of a dummy variable xi if g(a1; : : : ; ai; : : : ; an) = f(a1; : : : ; ai−1; ai+1; : : : ; an) for any values of a1; : : : ; an.
Two functions f and g are called equivalent if both can be obtained from a common function h by introduction of a
:nite number of dummy variables. Somewhat abusively, we write f = g for equivalent functions.
The context decides if a symbol such as f denotes a single function or the class of all functions equivalent to a single
function. Thus, for example, {1; x} will denote the class of all functions equivalent either to the constant 1 or to the
identity function. Similarly, the notation (1) introduced above shall be used to denote the class of all functions equivalent
to the monadic ones de:ned as f : E → E.
We use the following notations for elementary Boolean functions in (2):
Constants: 0-constant 0
1-constant 1;
One variable functions: x-identity map,
Gx-negation;
Dyadic operations: xy or x ∧ y-conjunction, AND operation;
x ∨ y-disjunction, OR;
x ⊕ y-mod2 addition, XOR;
x → y-implication, true iB x6 y;
x ∼ y-equivalence, true iB x = y;
x=y-SheBer stroke, NAND;
x ↓ y-Pierce arrow, NOR.
Formulas over a set A of Boolean functions are de:ned inductively as follows. Any function in A and any variable
symbol from a given set X is a formula over A. If f(x1; : : : ; xn)∈A and 1; : : : ; n are formulae over A, then the formal
expression f(1; : : : ; n) is also a formula over A.
Every formula  uniquely (up to equivalence) de:nes a Boolean function f, the one which realizes . We write f=
if f realizes . Two formulae 1 and 2 are equivalent if they are realized by equivalent functions. For equivalent
formulae 1 and 2 we also use the notation 1 = 2.
1. The closed classes and the Post lattice
Denition 1. The closure of set A ⊆  is
[A] = {f∈|f = (A); (A) is a formula over A}:
Denition 2. A set A ⊆  is called a closed (functionally complete) class if [A] = A ([A] = ).
A clone is a closed class of functions that contains the identity operation.
There are only four closed classes that are not clones. They are–
O = ∅, the empty class;
C0 = {0}, constant 0;
C1 = {1}, constant 1;
C = {0; 1}, both constants.
All clones were completely described by Post in 1941 [9]. They form a lattice presented in Fig. 1.
The additional bottom part in Fig. 2 completes the lattice for all closed classes of Boolean functions.
We would like to mention that in the general case of k-valued logic the clone lattice remains largely unknown for all
k; k¿ 3. A remarkable achievement for the general case is the description of all co-atoms accomplished by Rosenberg in
1965 [10,11].
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Fig. 1. Post lattice of clones.
Fig. 2. Closed classes at the bottom of the lattice.
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Clones of Boolean functions
 : All functions.
T0 : Functions which preserve constant 0. f∈ T0 ⇔ f(0; : : : ; 0) = 0.
T1 : Functions which preserve constant 1. f∈ T1 ⇔ f(1; : : : ; 1) = 1.
Tc : Functions which preserve both constants. Tc = T0 ∩ T1.
M :Monotone (positive) functions. f∈M ⇔ f()6f(	) whenever   	.
M0 :M0 =M ∩ T0.
M1 :M1 =M ∩ T1.
Mc :Mc =M ∩ Tc.
S : Selfdual functions. f∈ S ⇔ f( Gx1; Gx2; : : :) = Gf(x1; x2; : : :).
Sc : Sc = S ∩ Tc.
SM : SM = S ∩M .
L : Linear functions. L(n) = {f∈(n)|f = a0 ⊕ a1x1 ⊕ · · · ⊕ anxn}; ai ∈E for i = 0; : : : ; n.
: L=
⋃∞
n=0 L(n).
L0 : L0 = L ∩ T0.
L1 : L1 = L ∩ T1.
LS : LS = L ∩ S.
Lc : Lc = L ∩ Tc.
c : Conjunctions. c = {f∈|f = x1 ∧ · · · ∧ xn; for some n; n¿ 1}.
0 : 0 = c ∪ {0}.
1 : 1 = c ∪ {1}.
 : = c ∪ {0; 1}.
Vc :Disjunctions. Vc = {f∈|f = x1 ∨ · · · ∨ xn; for some n; n¿ 1}.
V0 : V0 = Vc ∪ {0}.
V1 : V1 = Vc ∪ {1}.
V : V = Vc ∪ {0; 1}.
Um; m¿ 2 : f∈Um ⇔ ∀1; : : : ; m : f(1) = · · ·= f(m) = 1
⇒ 1 ∧ · · · ∧ m = (0; : : : ; 0).
U2 is sometimes referred to as the class of Clique functions, e.g., in [8].
MUm; m¿ 2 :MUm =M ∩ Um.
TcUm; m¿ 2 : TcUm = Tc ∩ Um.
McUm; m¿ 2:McUm =Mc ∩ Um.
Wm; m¿ 2 : f∈Wm ⇔ ∀1; : : : ; m : f(1) = · · ·= f(m) = 0
⇒ 1 ∨ · · · ∨ m = (1; : : : ; 1).
W2 is called the class of co-Clique functions.
MWm; m¿ 2 :MWm =M ∩Wm.
TcWm; m¿ 2 : TcWm = Tc ∩Wm.
McWm; m¿ 2:McWm =Mc ∩Wm.
U∞ : f∈U∞ ⇔ ∀1; 2; : : : : f(1) = f(2) = · · ·= 1
⇒ 1 ∧ 2 ∧ · · · = (0; : : : ; 0).
MU∞ :MU∞ =M ∩ U∞.
TcU∞ : TcU∞ = Tc ∩ U∞.
McU∞ :McU∞ =Mc ∩ U∞.
W∞ : f∈W∞ ⇔ ∀1; 2; : : : : f(1) = f(2) = · · ·= 0
⇒ 1 ∨ 2 ∨ · · · = (1; : : : ; 1).
MW∞ :MW∞ =M ∩W∞.
TcW∞ : TcW∞ = Tc ∩W∞.
McW∞ :McW∞ =Mc ∩W∞.
(1) :Monadic operations. (1) = {0; 1; x; Gx}.
I : I = {0; 1; x}.
I0 : I0 = {0; x}.
I1 : I1 = {1; x}.
I∗ : I∗ = {x; Gx}.
Ic : Ic = {x}.
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2. Functional terms
Denition 3. For a Boolean function ’∈(r) de:ne the n-operator to be the map
’n : Enr → En;
such that ∀1; : : : ; r ∈En
’n(1; : : : ; r) = (’(a11; : : : ; ar1); : : : ; ’(a1n; : : : ; arn));
where i = (ai1; : : : ; ain); i = 1; : : : ; r.
Denition 4. (A) Finitary terms. For any functions F ∈(m) and ’1; : : : ; ’m ∈(r) the following symbolic expression
is called a :nitary functional term:
D := F(f(’1(x1; : : : ; xr)); : : : ; f(’m(x1; : : : ; xr))); (1)
where f is a symbol for an arbitrary Boolean function and the xj’s are symbols corresponding to vector variables,
j = 1; : : : ; r.
(B) Unbounded terms. For any countably many functional terms D1; D2; : : : the following two expressions are also
functional terms:
D′ = D1 ∨ D2 ∨ · · · ;
D′′ = D1 ∧ D2 ∧ · · · ;
where the vector-variable set for both D′ and D′′ is the set-theoretic union of those of the terms D1; D2; : : : .
Any functional term D can be speci:ed by a formula  by presenting the functions F ∈(m) and ’1; : : : ; ’m ∈(r)
in the term D through some formulae over (2).
Note. A functional term is a symbolic expression, which becomes a Boolean (true-false) expression whenever the symbol
f is substituted by an n-variable function f(n), symbols ’1; ’2; : : : assume the function of their n-operators ’n1; ’
n
2; : : : and
the vector variables take any n-tuple values. For :xed n and r we may regard it to be a map–
D(f(n); x1; : : : ; xr) : (n)× Enr → E:
We write D(f; 1; 2; : : :) = 1 (= 0) when D takes the true (false) value on these inputs, and D(f) ≡ 1 when the term
evaluates constant 1 for a given function f on all possible vector inputs.
Denition 5. The set A of Boolean functions is called the class de:ned by a functional term D if
D(f) ≡ 1⇔ f∈A:
Denition 6. A set A of Boolean functions is called a term de:nable class if there is a functional term that de:nes A.
Quite a few examples of functional terms and term de:nable classes can be found in [7]. Particularly, the class M of
all monotone functions can be de:ned by the term
f(x)→ f(x ∨ y):
We write
M = 〈f(x)→ f(x ∨ y)〉:
For classes of functions the question of “de:nability” by terms and equational identities is studied in recent works [2–7].
Particularly, the criterion in [7] states that the term de:nable classes are exactly those closed under certain four operations
over functions. A similar result [6] shows the equivalence of this characterization with a possibly in:nite number of
identities.
Denition 7. Two functional terms are called equivalent if they de:ne the same class of functions.
Denition 8. The number r of distinct variable symbols in a functional term D is called the rank of D.
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For example, the term f(x)→ f(x∨ y) has rank 2. Some unbounded terms have countably in:nite ranks. Meanwhile,
it is not diRcult to check that any unbounded :nite rank term is equivalent to a :nitary term.
Denition 9. A (term de:nable) class A of Boolean functions is said to be a rank r class if A can be de:ned by a rank
r term.
From the de:nition above we see that any rank r class is also a rank m class for all m¿ r. Evidently, every term
de:nable class A has a unique minimal rank r, i.e., an r for which r − 1 is no longer a rank of A.
Writing D = D(X ) indicates that the formula D is built over the set X of vector-variables.
The following properties are established in [7]:
• If A1 = 〈D1(X1)〉 and A2 = 〈D2(X2)〉, then
A1 ∩ A2 = 〈D1(X1) ∧ D2(X2)〉= 〈D(X1 ∪ X2)〉; for some D:
• If A1 = 〈D1(X1)〉, A2 = 〈D2(X2)〉 and X1 ∩ X2 = ∅, then
A1 ∪ A2 = 〈D1(X1) ∨ D2(X2)〉= 〈D(X1 ∪ X2)〉; for some D:
The properties above prove an important fact, stating that both intersection and union of any number of term de:nable
classes are also term de:nable. Note, that in the case of intersection the resulting class can be expressed by a formula
depending on set theoretic union of the variable sets of the operand classes. Meanwhile, to characterize a union of classes
the variable sets must in general be pairwise distinct.
3. Characterization of the Post classes
The fact that every Post class is term de:nable is not diRcult to prove and it has been formally established in [7]. Our
goal here is to :nd a formal expression for such a term and to establish the minimal rank for each Post class.
Formal expressions for some Post classes have been already constructed in [3,7]. The proofs for some pivotal classes
are given in detail, other classes in the lattice can be easily characterized by taking the product of corresponding formulae,
or by duality.
Table 1 lists a formula and the minimal rank for each clone of Boolean functions.
Table 2 shows the characterizations for the four remaining closed classes of Boolean functions that are not clones, i.e.,
they do not contain the projections.
Before we proceed to the characterization theorems we prove a constructive general criterion which helps to :nd the
minimal rank for every class.
We need to use the notion of a “minimal forbidden subfunction” de:ned as follows: A function g is said to be a
subfunction of f if g can be obtained as a result of identi:cation and permutation of variables of f. A minimal forbidden
subfunction of a class A is a function f, such that f ∈ A and g∈A for any proper subfunction g of A. Classes of
functions closed under taking subfunctions can be characterized by their sets of minimal forbidden subfunctions. In the
case of Post classes this was done recently by Zverovich [12].
We say that g is an identi;cation minor of f if g is a subfunction of f.
The next statement is a remarkable property, which signi:cantly facilitates the establishment of the minimal rank for
any term de:nable class.
Property. The minimal rank of a subfunction-closed class A is equal to log n, where n is the largest possible number
of essential variables in a minimal forbidden subfunction of A.
We will prove a more general statement which includes this property and incorporates the approaches of equational
characterization de:ned in [4] and techniques of term characterization developed in [6]. We shall need the following
formal de:nitions, essentially from [4] and [6].
In [4] a Boolean function En → E is made to correspond to a self-map f : En → En, where f(v) is an n-tuple which
repeats the value of the Boolean function n times. Thus a Boolean function corresponds to a universal algebra on En with
operations ∨;@; f; 0; 1 [1]. Equational sentences are then de:ned as usual in universal algebra and predicate logic, e.g.
not only f(v1 ∨@v2) ∨ f(v3) = f(v1) ∨@f(v3) or f(v1) = 0 but also f(f(v1)) = v3 is an equational sentence, with 3,
1, respectively, 2 vector variables. (Equational sentences are implicitly universally quanti:ed.) It is easy to see that every
term de:nable class of Boolean functions can be characterized by a (possibly in:nite) set of equational sentences, using
at most as many variables as appearing in the de:ning term.
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Table 1
Characterization of Post clones
Clone Functional term Min. rank Description
 〈1〉 0 All functions
T0 〈 Gf(0)〉 0 0-Preserving
T1 〈f(1)〉 0 1-Preserving
Tc 〈 Gf(0)f(1)〉 0 T0 ∩ T1
M 〈f(x)→ f(x ∨ y)〉 2 Monotone
M0 〈 Gf(0)( Gf(x) ∨ f(x ∨ y))〉 2 M ∩ T0
M1 〈f(1)( Gf(x) ∨ f(x ∨ y))〉 2 M ∩ T1
Mc 〈 Gf(0)f(1)( Gf(x) ∨ f(x ∨ y))〉 2 M ∩ Tc
S 〈f(x)⊕ f(( Gx))〉 1 Self-dual
Sc 〈 Gf(0)(f(x)⊕ f(( Gx)))〉 1 S ∩ Tc
SM 〈(f(x)⊕ f(( Gx)))( Gf(x) ∨ f(x ∨ y))〉 2 S ∩M
L 〈1⊕ f(0)⊕ f(x)⊕ f(y)⊕ f(x⊕ y)〉 2 Linear
L0 〈1⊕ f(x)⊕ f(y)⊕ f(x⊕ y)〉 2 L ∩ T0
L1 〈f(1)(1⊕ f(0)⊕ f(x)⊕ f(y)⊕ f(x⊕ y))〉 2 L ∩ T1
Lc 〈f(1)(1⊕ f(x)⊕ f(y)⊕ f(x⊕ y))〉 2 L ∩ Tc
LS 〈(f(1)⊕ f(0))(1⊕ f(0)⊕ f(x)⊕ f(y)⊕ f(x⊕ y))〉 2 L ∩ S
 〈f(x)f(y) ∼ f(xy)〉 2 Conjunctions
0 〈 Gf(0)(f(x)f(y) ∼ f(xy))〉 2  ∩ T0
1 〈f(1)(f(x)f(y) ∼ f(xy))〉 2  ∩ T1
c 〈 Gf(0)f(1)(f(x)f(y) ∼ f(xy))〉 2  ∩ Tc
V 〈(f(x) ∨ f(y)) ∼ f(x ∨ y)〉 2 Disjunctions
V0 〈 Gf(0)((f(x) ∨ f(y)) ∼ f(x ∨ y))〉 2 V ∩ T0
V1 〈f(1)((f(x) ∨ f(y)) ∼ f(x ∨ y))〉 2 V ∩ T1
Vc 〈 Gf(0)f(1)((f(x) ∨ f(y)) ∼ f(x ∨ y))〉 2 V ∩ Tc
Um 〈
∧m−1
i=1 f(xi)→ Gf(x1 ∧ · · · ∧ xm−1 ∧ y)〉 m m¿ 2
Wm 〈
∧m−1
i=1
Gf(xi)→ f(x1 ∨ · · · ∨ xm−1 ∨ y)〉 m m¿ 2
U∞ 〈
∧∞
m=2(
∧m−1
i=1 f(xi)→ Gf(x1 ∧ · · · ∧ xm−1 ∧ y))〉 ∞
W∞ 〈
∧∞
m=2(
∧m−1
i=1
Gf(xi)→ f(x1 ∨ · · · ∨ xm−1 ∨ y))〉 ∞
TcUm 〈f(1)(
∧m−1
i=1 f(xi)→ Gf(x1 ∧ · · · ∧ xm−1 ∧ y))〉 m m¿ 2
TcWm 〈 Gf(0)(
∧m−1
i=1
Gf(xi)→ f(x1 ∨ · · · ∨ xm−1 ∨ y))〉 m m¿ 2
TcU∞ 〈f(1)
∧∞
m=2(
∧m−1
i=1 f(xi)→ Gf(x1 ∧ · · · ∧ xm−1 ∧ y))〉 ∞
TcW∞ 〈 Gf(0)
∧∞
m=2(
∧m−1
i=1
Gf(xi)→ f(x1 ∨ · · · ∨ xm−1 ∨ y))〉 ∞
MU2 〈f(x)→ Gf( Gx)f(x ∨ y)〉 2
MUm 〈
∧m−1
i=1 f(xi)→ Gf(x1 ∧ · · · ∧ xm−1)f(x1 ∨ xm)〉 logm m¿ 3
MW2 〈 Gf(x)→ f( Gx) Gf(x ∧ y)〉 2
MWm 〈
∧m−1
i=1
Gf(xi)→ f(x1 ∨ · · · ∨ xm−1) Gf(x1 ∧ xm)〉 logm m¿ 3
MU∞ 〈
∧∞
m=2(
∧m−1
i=1 f(xi)→ Gf(x1 ∧ · · · ∧ xm−1)f(x1 ∨ xm))〉 ∞
MW∞ 〈
∧∞
m=2(
∧m−1
i=1
Gf(xi)→ f(x1 ∨ · · · ∨ xm−1) Gf(x1 ∧ xm))〉 ∞
McU2 〈f(1)(f(x)→ Gf( Gx)f(x ∨ y))〉 2
McUm 〈f(1)(
∧m−1
i=1 f(xi)→ Gf(x1 ∧ · · · ∧ xm−1)f(x1 ∨ xm))〉 logm m¿ 3
McW2 〈 Gf(0)( Gf(x)→ f( Gx) Gf(x ∧ y))〉 2
McWm 〈 Gf(0)(
∧m−1
i=1
Gf(xi)→ f(x1 ∨ · · · ∨ xm−1) Gf(x1 ∧ xm))〉 logm m¿ 3
McU∞ 〈f(1)(
∧∞
m=2(
∧m−1
i=1 f(xi)→ Gf(x1 ∧ · · · ∧ xm−1)f(x1 ∨ xm)))〉 ∞
McW∞ 〈 Gf(0)(
∧∞
m=2(
∧m−1
i=1
Gf(xi)→ f(x1 ∨ · · · ∨ xm−1) Gf(x1 ∧ xm)))〉 ∞
(1) 〈((f(x) ∼ f(y))→ (f(x) ∼ f(xy)))∧
∧(1⊕ f(0)⊕ f(x)⊕ f(y)⊕ f(x⊕ y))〉 2
I∗ 〈(f(0)⊕ f(1))((f(x) ∼ f(y))→ (f(x) ∼ f(xy)))∧
∧(1⊕ f(0)⊕ f(x)⊕ f(y)⊕ f(x⊕ y))〉 2
I 〈(f(x)→ f(x ∨ y))(1⊕ f(0)⊕ f(x)⊕ f(y)⊕ f(x⊕ y))〉 2
I0 〈(f(x)→ f(x ∨ y))(1⊕ f(x)⊕ f(y)⊕ f(x⊕ y))〉 2
I1 〈f(1)(f(x)→ f(x ∨ y))(1⊕ f(0)⊕ f(x)⊕ f(y)⊕ f(x⊕ y))〉 2
Ic 〈f(1)(f(x)→ f(x ∨ y))(1⊕ f(x)⊕ f(y)⊕ f(x⊕ y))〉 2
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Table 2
Class Functional term Min. rank Description
O 〈0〉 0 The empty class
C0 〈 Gf(x)〉 1 Constant 0
C1 〈f(x)〉 1 Constant 1
C 〈f(x) ∼ f(0)〉 1 Constant functions
In [4] Pippenger considers m-ary Boolean relations, i.e. subsets R of Em and m×n Boolean matrices M with entries in
E. If f is a Boolean function En → E, then f(M) denotes the column m-vector obtained by applying f to the m rows of
M . A constraint is a couple (R; S) of m-ary relations, and it is said to be preserved by f if for every M whose columns
are all in R, f(M) is in S. It is shown in [6] that the classes of Boolean functions de:nable by a set of constraints are
the same as the classes de:nable by a set of equations of a somewhat restricted form: these classes are exactly the term
de:nable classes of the present paper. The proof of the theorem below actually uses a variant of Pippenger’s argument.
Note that any term de:nable class A is closed under taking subfunctions.
Theorem 1 (General criterion). For any term de;nable class A and any natural number r the following statements are
equivalent:
(1) the minimal rank of A is r;
(2) r is the smallest number of distinct variables in an equational characterization of A (in sense of the paper [4]);
(3) r = log2 n, where n is the maximum number of essential variables among all minimal forbidden subfunctions
of A.
Before we begin the proof of the theorem we develop a variant of Pippenger’s construction of a term characterizing a
class de:ned by a relational constraint (see Appendix of [6]).
Let m¿ 1. Suppose the vectors 1; : : : ; m generate the Boolean algebra Bn on En, and that we have an n-adic Boolean
function g. We construct a 2n-ary relational constraint (R; S) such that for every Boolean function f,
f satis:es (R; S)⇔ g is not an identi:cation minor of f:
We then construct a :nitary term T of rank m such that
T (f) ≡ 1⇔ f satis:es (R; S):
Observe that for every -∈En there is an m variable Boolean formula G- over the set {∨;∧;@; 0; 1} such that - =
G-(1; : : : ; m):
Fix any order of enumeration -1; : : : ; -2n of the elements of En. Write Gi for G-i . Let R be the 2
n-ary relation whose
member 2n-tuples are the n columns of the 2n × n matrix,

-1
...
-2n

=


-1(1) · · · -1(n)
:::::::::::::::
-2n(1) · · · -2n(n)

 :
Let S be the 2n-ary relation de:ned by S = {f(M)| f is a Boolean function such that the given function g is not an
identi:cation minor of f; M is a matrix with columns in R such that the number of its columns is the arity of f}.
Choose any :xed (c1; : : : ; c2n)∈R. Let QR and QS be Boolean expressions for the characteristic functions of R and S,
respectively. Both QR and QS have 2n variables.
For each i = 1; : : : ; 2n denote–
Ei := (xi ∧ QR) ∨ (ci ∧ GQR):
De:ne
T (f) := QS(f(E1(G1; : : : ; G2n)); : : : ; f(E2n(G1; : : : ; G2n))):
It is easy to check that T (f) is a term as desired.
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Proof of the General Criterion. Let r be the minimal rank of A, k be the smallest number of distinct variables in an
equational characterization of A, and let n be the largest number of distinct essential variables in a minimal forbidden
subfunction of A. We need to prove that
r = k = log2 n: (2)
Since every class de:ned by a functional term can be presented by an equational characterization (note that the converse
in general is not true) we have
k6 r:
Let {g1; g2; : : :} be the set of all minimal forbidden subfunctions for A depending on at most n variables.
By the modi:ed Pippenger term construction described above there are terms T1; T2; : : :, each of rank 6 log2 n such
that Tj characterizes the class of all functions that does not have gj as a subfunction. Now the term T1 ∧ T2 ∧ · · ·
characterizes the class A and has rank 6 log2 n. Thus
r6 log2 n:
Note that we used the fact that log2 n is the minimal number of generators for the Boolean algebra Bn.
Finally, let us show that log2 n6 k. Suppose k ¿ log2 n: we shall derive a contradiction.
Let T =1 be an equational characterization for A (in the sense of the paper [4]), which has k distinct variable symbols.
Let g∈(n) be a minimal forbidden subfunction for A. We have
T (g) ≡ 1;
i.e., ∃1; : : : ; k ∈En such that T (g; 1; : : : ; k). The vectors 1; : : : ; k generate a Boolean subalgebra of Bn of dimension
strictly less than n. This is again due to the fact that log2 n is the minimum number of generators for Bn. In other
words, 1; : : : ; k do not generate Bn, but generate a proper subalgebra B′ of Bn. Let 	1; : : : ; 	t be the atoms of B′ (an
element of a Boolean algebra is called an atom if it is not 0 but its meet with any other element is either 0 or itself).
Let us identify two variables xi and xj of g if for some 	∈{	1; : : : ; 	t} we have
ei ∨ ej  	;
where ei and ej are the ith and jth standard unit vectors. This identi:cation produces a subfunction g′ of g. It is clear
that g′ ∈ A because T (g′; 1; : : : ; k) = 1. This contradicts the minimality of the forbidden subfunction g.
Corollary 1. For any class A if there exist both a rank r functional term that characterizes A and an n variable minimal
forbidden subfunction for A, such that r = log2 n, then r is the minimal rank of A.
Theorem 2 (The top diamond).
 = 〈1〉;
T0 = 〈 Gf(0)〉;
T1 = 〈f(1)〉;
Tc = 〈 Gf(0)f(1)〉:
Each term above has the minimal rank for its class.
Proof. . The above formulae are trivial. Each one of these four terms have rank 0, which is obviously the minimum rank
of each class.
Theorem 3 (The Monotone diamond).
M = 〈f(x)→ f(x ∨ y)〉= 〈 Gf(x) ∨ f(x ∨ y)〉;
M0 = 〈 Gf(0)( Gf(x) ∨ f(x ∨ y))〉;
M1 = 〈f(1)( Gf(x) ∨ f(x ∨ y))〉;
Mc = 〈 Gf(0)f(1)( Gf(x) ∨ f(x ∨ y))〉:
Each term above has the minimal rank for its class.
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Proof. An equational characterization
f(x)f(x ∨ y) = f(x)
for the class M has been given in [3]. Replacing = by ∼ and considering the equation as a Boolean formula we easily
establish the equivalences–
M = 〈f(x)f(x ∨ y) ∼ f(x)〉
= 〈 Gf(x) ∨ f(x ∨ y)〉
= 〈f(x)→ f(x ∨ y)〉:
The subclasses Mx are characterized by the properties of the intersections M ∩ Tx.
To prove that 2 is the minimal rank of each monotone class we take the following minimal forbidden subfunction
which has three variables
f(x; y; z) = x ⊕ y ⊕ z:
Evidently, f ∈ M , thus f ∈ Mx. Meanwhile, every subfunction of f is in Mc, thus in each of the four classes. By
Corollary 1 the minimal rank of each class is 2 = log 3.
Theorem 4 (The self-dual chain).
S = 〈f(x)⊕ f( Gx)〉;
Sc = 〈 Gf(0)(f(x)⊕ f( Gx))〉;
SM = 〈(f(x)⊕ f(( Gx)))( Gf(v) ∨ f(x ∨ y))〉:
Each term above has the minimal rank of its class.
Proof. The terms for S and Sc are built straightforwardly from the de:nition of these classes.
The rank 2 term for SM is simply the conjunction corresponding to the intersection of S and M .
Minimal ranks for these classes are proven by the following forbidden subfunctions, by virtue of Corollary 1. For both
classes S and Sc the conjunction x ∧ y is a desired minimal subfunction, proving that these two classes are of rank 1. As
for the class SM such function is the sum x ⊕ y ⊕ z, which proves that the minimal rank of this class is indeed 2.
Theorem 5 (The linear diamond).
L= 〈1⊕ f(0)⊕ f(x)⊕ f(y)⊕ f(x⊕ y)〉;
L0 = 〈1⊕ f(x)⊕ f(y)⊕ f(x⊕ y)〉;
L1 = 〈f(1)(1⊕ f(0)⊕ f(x)⊕ f(y)⊕ f(x⊕ y))〉;
Lc = 〈f(1)(1⊕ f(x)⊕ f(y)⊕ f(x⊕ y))〉;
LS = 〈(f(1)⊕ f(0))(1⊕ f(0)⊕ f(x)⊕ f(y)⊕ f(x⊕ y))〉:
Each term above has the minimal rank of its class.
Proof. 1. First let us prove the formula for L. Denote the formula above by L.
(1a) [L ⊆ 〈L〉]. Let f∈ L and suppose f essentially depends on n variables x1; : : : ; xn. Then
f = f(0)⊕ x1 ⊕ · · · ⊕ xn:
Consider two input vectors  and 	 for f and substitute them in the formula L:
L(f; ; 	) = 1⊕ f(0)⊕ f()⊕ f(	)⊕ f(⊕ 	)
= 1⊕ f(0)⊕ f(0)⊕ a1 ⊕ · · · an ⊕ f(0)⊕ b1 ⊕ · · ·
bn ⊕ f(0)⊕ a1 ⊕ b1 ⊕ · · · an ⊕ bn ≡ 1;
where ai and bi, i = 1 : : : n, are values of  and 	 corresponding to the essential variables. The identity proves f∈ 〈L〉
and L ⊆ 〈L〉.
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(1b) [〈L〉 ⊆ L]. Let f(x1; : : : ; xn)∈ 〈L〉. Without loss of generality, we assume that all n variables of f are essential.
If n=0 then f is a constant function and therefore is linear. Suppose n¿ 1. Consider an arbitrary n-tuple =(a1; : : : ; an)
and put 	 = ( Ga1; a2; : : : ; an), e1 = (1; 0; : : : ; 0). Since f∈ 〈L〉
L(f; ; 	) = 1⊕ f(0)⊕ f()⊕ f(	)⊕ f(⊕ 	) ≡ 1:
Thus,
1⊕ f(0)⊕ f()⊕ f(	)⊕ f(e1) ≡ 1;
f() = f(	)⇔ f(0) = f(e1):
Since x1 is an essential variable of f there are such neighbor n-tuples for which f() = f(	). Therefore, f(0) = f(e1).
This means the inequality f() = f(	) is true for any neighbor pair  and 	. This implies the following expansion:
f = x1 ⊕ f(0; x2; : : : ; xn):
Applying the same argument to the remaining variables we get
f = x1 ⊕ · · · xn ⊕ f(0; : : : ; 0):
Hence, f∈ L, which completes the proof of this part.
(2) The formula for L0 is easily derived from L due to the property f(0) = 0 for the functions in L0.
(3) The expressions for classes L1 and Lc are simply obtained by adding an additional condition f(1) = 1 to those for
L and L0, respectively.
(4) The term (f(0)⊕ f(1)) in the formula for the class LS guarantees the self-duality of its functions.
It remains to show that all :ve formal expressions have the minimal rank for their classes. Again, it is suRcient to
show suitable forbidden subfunctions with more than 2 essential variables for each class. It appears that one function,
namely,
f(x; y; z) = xy ⊕ xz ⊕ yz
will assume such role for each class. Indeed, f ∈ L, thus belongs to none of the :ve classes. Meanwhile, every proper
subfunction of f is obviously a member of each class. Thus, 2 = log 3 is the minimal rank of each class.
Note that a minimal rank 2 formula for the class L0 has been found earlier in [7] (Proposition 2), where however, the
class L was presented by a join of two independent rank 2 terms, and therefore had (a non-minimal) rank 4.
Theorem 6 (Conjunction diamond).
= 〈f(x)f(y) ∼ f(xy)〉;
0 = 〈 Gf(0)(f(x)f(y) ∼ f(xy))〉;
1 = 〈f(1)(f(x)f(y) ∼ f(xy))〉;
c = 〈 Gf(0)f(1)(f(x)f(y) ∼ f(xy))〉:
Each term above has the minimal rank of its class.
Proof. Let us show the characterization for the class . The expressions for the remaining three classes are straightforward
results of the application of constant preservation conditions.
(A) Let f∈. If f is a constant function then the formula above is satis:ed. Assume that f has m¿ 1 essential
variables, then
f = f(x1; : : : ; xm) = x1 · · · xm:
For any two m-tuples  and 	 if for one of them, say , f()=0 holds then at least one of the coordinates corresponding
to the variables x1; : : : ; xm is 0 in . Obviously, the same coordinate is 0 in the m-tuple 	 as well. Thus, f(	) = 0.
If f()f(	) = 1, then all coordinates of x1; : : : ; xm are 1s in both  and 	. Clearly, those coordinates are corresponding
to 1 in 	 as well, implying f(	) = 1.
Hence, f()f(	) = f(	) for all ; 	 and
f∈ 〈f(x)f(y) ∼ f(xy)〉:
(B) Now suppose f∈ 〈f(x)f(y) ∼ f(xy)〉:
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First let us see that f must be a monotone function. Indeed, for any  	, if  ≺ 	 we have f(	) = f(). Since f
satis:es the formula f(x)f(y) ∼ f(xy),
f()f(	) = f(	) = f():
Therefore, f()6f(	):
Next, we show that the number of so-called “bottom 1” n-tuples of the monotone function f is not more than one. (
is a bottom 1 for f if f() = 1 and f(′) = 0 for any ′ with ′ ≺ :) Indeed, if there are two bottom 1s  and 	, then
0 = f(	) = f()f(	) = 1;
which does not conform to the formula.
Monotone functions which have at most one bottom 1 are exactly those forming the class .
The following is a forbidden subfunction which shows the minimal rank for each class of this group:
f(x; y; z) = xy ⊕ xz ⊕ yz:
Theorem 7 (Disjunction diamond).
V = 〈(f(x) ∨ f(y)) ∼ f(x ∨ y)〉;
V0 = 〈 Gf(0)((f(x) ∨ f(y)) ∼ f(x ∨ y))〉;
V1 = 〈f(1)((f(x) ∨ f(y)) ∼ f(x ∨ y))〉;
Vc = 〈 Gf(0)f(1)((f(x) ∨ f(y)) ∼ f(x ∨ y))〉:
Each term above has the minimal rank of its class.
Proof. The formulae here are in dual correspondence with those for the classes of the Conjunction Diamond and the
proof is analogous.
Theorem 8 (The clique diamond chains).
Um =
〈
m−1∧
i=1
f(xi)→ Gf(x1 ∧ · · · ∧ xm−1 ∧ y)
〉
; 26m¡∞;
U∞ =
〈 ∞∧
m=2
(
m−1∧
i=1
f(xi)→ Gf(x1 ∧ · · · ∧ xm−1 ∧ y)
)〉
;
TcUm =
〈
f(1)
(
m−1∧
i=1
f(xi)→ Gf(x1 ∧ · · · ∧ xm−1 ∧ y)
)〉
; 26m¡∞;
TcU∞ =
〈
f(1)
∞∧
m=2
(
m−1∧
i=1
f(xi)→ Gf(x1 ∧ · · · ∧ xm−1 ∧ y)
)〉
;
MUm =
〈
m−1∧
i=1
f(xi)→ Gf(x1 ∧ · · · ∧ xm−1)f(x1 ∨ xm)
〉
; 26m¡∞;
MU∞ =
〈 ∞∧
m=2
(
m−1∧
i=1
f(xi)→ Gf(x1 ∧ · · · ∧ xm−1)f(x1 ∨ xm)
)〉
;
McUm =
〈
f(1)
(
m−1∧
i=1
f(xi)→ Gf(x1 ∧ · · · ∧ xm−1)f(x1 ∨ xm)
)〉
; 26m¡∞;
McU∞ =
〈
f(1)
( ∞∧
m=2
(
m−1∧
i=1
f(xi)→ Gf(x1 ∧ · · · ∧ xm−1)f(x1 ∨ xm)
))〉
:
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The minimal rank of both Um and TcUm is m. The minimal ranks of MUm and McUm are equal to max{2; logm}.
The minimal rank of each class U∞; TcU∞; MU∞; McU∞ is ℵ0.
Proof. . We break the proof in two parts for formulae and for minimal ranks, respectively.
Part I. (Terms): (1) We begin with the class Um, for any :nite m; 26m¡∞.
(1A) Suppose f∈Um. Let 1; : : : ; m be arbitrary n-tuples. There are two possibilities:
(i) f(1)= · · ·=f(m−1)=1. Consider the n-tuple 	=1 ∧ · · · ∧ m−1∧m. We must have Gf(	)=1 because otherwise
f(	) = 1, and then we would have
1 ∧ · · · ∧ m−1 ∧ 1 ∧ · · · ∧ m−1 ∧ m = (0; : : : ; 0);
contradicting f∈Um on m vectors 1; : : : ; m−1; 	.
Thus,
(f(1) ∧ · · · ∧ f(m−1))→ Gf(1 ∧ · · · ∧ m−1 ∧ m) = 1:
(ii) For one of the n-tuples k ; 16 k6m− 1; f(k) = 0. In this case the truth of the formula above is evident from
f(1) ∧ · · · ∧ f(m−1) = 0:
In both cases above f∈ 〈∧m−1i=1 f(xi)→ Gf(x1 · · · xm−1 · y)〉:
(1B) Assume f ∈ Um. f∈ 〈∧m−1i=1 f(xi)→ Gf(x1 · · · xm−1 · y)〉:
Let 1; : : : ; m be such that
f(1) = · · ·= f(m) = 1
and
1 ∧ · · · ∧ m = (0; : : : ; 0):
It is easy to see that
1 ∧ · · · ∧ m−1 ∧ m = m;
yielding
Gf(1 ∧ · · · ∧ m−1 ∧ m) = Gf(m) = 0:
Obviously, the term is not satis:ed for these 1; : : : ; m.
(2) The class U∞ is the intersection of the in:nite chain of nested supersets Um, i.e.,
U∞ =
∞⋂
m=2
Um:
This determines the unbounded term –
U∞ =
〈 ∞∧
m=2
(
m−1∧
i=1
f(xi)→ Gf(x1 · · · xm−1 · y)
)〉
:
(3) The formula for the class MUm is derived as follows. First we obtain a term directly implied from the intersection
of its parent classes M and Um:
MUm =
〈
(f(x1)→ f(x1 ∨ xm))
(
m−1∧
i=1
f(xi)→ Gf(x1 · · · xm−1 · y)
)〉
:
It is equivalent to
MUm =
〈
m−1∧
i=1
f(xi)→ Gf(x1 · · · xm−1 · y)f(x1 ∨ xm)
〉
:
Considering y = (1; : : : ; 1) implies that every function in this class must satisfy
m−1∧
i=1
f(xi)→ Gf(x1 · · · xm−1) f(x1 ∨ xm):
On the other hand, for a monotone function f when Gf(x1 · · · xm−1) is true then so is Gf(x1 · · · xm−1 · y) for any value of
y. Therefore, the formula above characterizes precisely the class MUm.
(4) The classes TcUm, TcU∞, McUm, and McU∞ have the additional condition of preserving the constant 1.
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Part II. (Minimal Ranks): (1) As we see from the claim of the theorem the classes Um; U∞; TcUm and TcU∞ are
characterized by terms of their minimal ranks. Therefore, it is suRcient to exhibit a minimal forbidden subfunction with
the corresponding number of variables.
We give a geometric construction of such a subfunction for Um and TcUm which depends on 2m− 1 essential variables.
Note that log2(2m − 1)= m, for m¿ 2.
A positive half-cube in Em consists of all vectors for which a given :xed coordinate is 1. Obviously, there are m
positive half-cubes in Em. A truncated positive half-cube is a positive half-cube without the vector (1; : : : ; 1).
Let Sm = Em \ {(1; : : : ; 1)}. Let the k = 2m − 1 vectors in Sm be enumerated in an arbitrary order 1; : : : ; k . Consider
the k-adic Boolean function 4∈(k), de:ned as follows–
4(a1; : : : ; ak) = 1⇔{i ∈ Sm|ai = 1} is a truncated positive half−cube of Em;
or a1 = · · ·= ak = 1:
It is not diRcult to check that 4 is a minimal forbidden subfunction for both classes Um and TcUm.
For the classes U∞ and TcU∞, note that 4 is a minimal forbidden subfunction for both.
(2) Let us now prove that the minimal rank of both classes MUm and McUm is max{2; logm}. In other words, for
m= 2 the rank is 2, and for all m¿ 3 it is logm.
For the case m = 2 we have a minimal rank formula. However, our formulae for these classes are not of minimal
rank when m¿ 3. Therefore, in addition to the lower bounds that are easily established by exhibiting a proper forbidden
subfunction, we need to prove the upper bounds for the rank when m¿ 3.
(2A) The lower bounds are established by the following forbidden subfunctions:
• m= 2
f(x; y; z) = x ⊕ y ⊕ z:
• m¿ 3
f(x1; : : : ; xm) =
m∨
i=1
x1 · · · xi−1 · xi+1 · · · xm:
(2B) To establish the upper bounds for m¿ 3 we need some notions and facts, proven in lemmas below.
Note that MUm =McUm ∪ {0} and MU∞ =McU∞ ∪ {0}.
Lemma 1. Let g be an n-variable minimal forbidden subfunction for MUm; McUm; MU∞ or McU∞. If n¿ 4 then g is
monotone.
Proof. Any non-monotone function of more than 3 variables has a non-monotone subfunction of at most 3 variables.
Denition 10. For a function f∈, a family 1; : : : ; m of vectors in its domain is said to be a null-producing m-family
if f(i) = 1 for every i, and 1 ∧ · · · ∧ m = (0; : : : ; 0).
Remark.
f∈Um ⇔ @ null-producing m-family for f:
Lemma 2. Let g be a monotone minimal forbidden subfunction for MUm and McUm, or for any class A ⊆ Um. Assume
that g depends on n essential variables, and 1; : : : ; m is a null-producing m-family of g. Then
(i) every i has at most one coordinate equal to 0;
(ii) g() = 1 for all co-atoms  of Bn (co-atom means that all but one coordinate is 1);
(iii) every co-atom  of Bn is in the set {1; : : : ; m};
(iv) n6m.
Proof. (i) Assume the statement is false, without loss of generality 1 = (0; 0; : : :). De:ne vectors 	1; : : : ; 	m as follows.
Let i = (ai1; : : : ; ain) for each i. If ai1 = ai2 de:ne 	i = i, else put 	i = (1; 1; ai3; : : : ; ain).
Since g is monotone g(	i) = 1 for every i = 1; : : : ; m. It is also true that 	1 ∧ · · · ∧ 	m = (0; : : : ; 0): Thus 	1; : : : ; 	m is
also a null-producing m-family of g, and the :rst two coordinates of each 	i coincide. Therefore, identifying the :rst two
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variables of g we get a proper subfunction that is still not in Um and therefore not in A. This contradicts the minimality
of g, proving (i).
Conditions (ii)–(iv) follow easily.
Lemma 3. Let g be a minimal forbidden subfunction for any class A such that A ⊆ Um. Assume that g depends on n
essential variables, g()=1 on every co-atom  of Bn and n6m. Then g(	)=0 for every 	 in En unless 	 is a co-atom
or (1; : : : ; 1).
Proof. Let Gei be the complement of the ith unit vector ei. If the statement of the lemma fails for some 	, then without
loss of generality 	 can be represented as 	 = Ge1 ∧ · · · ∧ Get for some t ¿ 1.
Identifying this :rst t variables of g yields a proper subfunction still not in Um and therefore not in A.
Lemma 4. Let n¿ 4; m¿ 3. Let g be a minimal forbidden subfunction for MUm or McUm, depending on n essential
variables. Then n6m.
Proof. By Lemma 1, g is monotone. By Lemma 2 (iv), n6m unless g is in Um. This takes care of the case of MUm.
The only remaining possibility is if g ∈ Mc, in which case g(1; : : : ; 1) = 0 since g(0; : : : ; 0) = 0. (The latter holds because
otherwise, i.e., if g(0; : : : ; 0) = 1, identi:cation of all variables of g would yield a function not in Um, contradicting
minimality.) However, in this case identifying any two variables of g yields a function not in Tc, contradicting the
minimality of g for the class McUm.
The combined application of Lemma 4 and the General Criterion concludes the proof of the upper bounds for the
classes MUm and McUm. Indeed, by Lemma 4 any minimal forbidden subfunction for either of these classes for m¿ 3
depends on at most m essential variables. By Theorem 1 the minimal rank will be 6 log2 m. Minimality of the ranks
follows by considering the minimal forbidden subfunction x1x2 ∨ x1x3 ∨ x2x3.
For the classes MU∞ and McU∞ note that all the functions de:ned in Part 2A above are minimal forbidden subfunctions
for these two classes as well.
Theorem 9 (The co-clique diamond chains).
Wm =
〈
m−1∧
i=1
Gf(xi)→ f(x1 ∨ · · · ∨ xm−1 ∨ y)
〉
; 26m¡∞;
W∞ =
〈 ∞∧
m=2
(
m−1∧
i=1
Gf(xi)→ f(x1 ∨ · · · ∨ xm−1 ∨ y)
)〉
;
TcWm =
〈
Gf(0)
(
m−1∧
i=1
Gf(xi)→ f(x1 ∨ · · · ∨ xm−1 ∨ y)
)〉
; 26m¡∞;
TcW∞ =
〈
Gf(0)
∞∧
m=2
(
m−1∧
i=1
Gf(xi)→ f(x1 ∨ · · · ∨ xm−1 ∨ y)
)〉
;
MWm =
〈
m−1∧
i=1
Gf(xi)→ f(x1 ∨ · · · ∨ xm−1) Gf(x1 ∧ xm)
〉
; 26m¡∞;
MW∞ =
〈 ∞∧
m=2
(
m−1∧
i=1
Gf(xi)→ f(x1 ∨ · · · ∨ xm−1) Gf(x1 ∧ xm)
)〉
;
McWm =
〈
Gf(0)
(
m−1∧
i=1
Gf(xi)→ f(x1 ∨ · · · ∨ xm−1) Gf(x1 ∧ xm)
)〉
; 26m¡∞;
McW∞ =
〈
Gf(0)
( ∞∧
m=2
(
m−1∧
i=1
Gf(xi)→ f(x1 ∨ · · · ∨ xm−1) Gf(x1 ∧ xm)
))〉
:
50 S. Foldes, G.R. Pogosyan /Discrete Applied Mathematics 142 (2004) 35–51
The minimal rank of both Wm and TcWm is m. The minimal ranks of MWm and McWm are equal to max{2; logm}.
The minimal rank of each class W∞; TcW∞; MW∞; McW∞ is ℵ0.
Proof. The proof is analogous to that of Theorem 8. All the formulae for the co-clique classes, as well as the minimal
forbidden subfunctions are constructed using duality properties with corresponding clique classes.
Theorem 10 (Monadic classes).
(1) = 〈(f(x) ∼ f(y))→ (f(x) ∼ f(xy))(1⊕ f(0)⊕ f(x)⊕ f(y)⊕ f(x⊕ y))〉;
I∗ = 〈(f(0)⊕ f(1))((f(x) ∼ f(y))→ (f(x) ∼ f(xy)))∧;
∧(1⊕ f(0)⊕ f(x)⊕ f(y)⊕ f(x⊕ y))〉;
I = 〈(f(x)→ f(x ∨ y))(1⊕ f(0)⊕ f(x)⊕ f(y)⊕ f(x⊕ y))〉;
I0 = 〈(f(x)→ f(x ∨ y))(1⊕ f(x)⊕ f(y)⊕ f(x⊕ y))〉;
I1 = 〈f(1)(f(x)→ f(x ∨ y))(1⊕ f(0)⊕ f(x)⊕ f(y)⊕ f(x⊕ y))〉;
Ic = 〈f(1)(f(x)→ f(x ∨ y))(1⊕ f(x)⊕ f(y)⊕ f(x⊕ y))〉;
Each term above has the minimal rank of its class.
Proof. (1) We begin with establishing the formula for (1)-the class of all monadic operations.
Let f∈(1). There are only four monadic operations in this class and it is easy to verify that each one satis:es the
formula. We leave the veri:cation to the reader.
Now suppose
f∈ 〈(f(x) ∼ f(y))→ (f(x) ∼ f(xy))(1⊕ f(0)⊕ f(x)⊕ f(y)⊕ f(x⊕ y))〉:
As we see the second term in the conjunction implies that f is a linear function. It remains to show that a linear function
which satis:es the :rst term essentially depends on at most one variable. Assume to the contrary, that it has at least
two essential variables. Without loss of generality we assume that these two variables are x1 and x2. Then f can be is
represented as
f(x1; : : : ; xn) = x1 ⊕ x2 ⊕ f(0; 0; x3; : : : ; xn):
Consider any two n-tuples
 = (0; 1; a3; : : : ; an);
	 = (1; 0; a3; : : : ; an):
Since f satis:es the :rst term and
f() = f(	)
it must hold
f() = f(	):
However, for this particular function
f() = f(0; 0; a3; : : : ; an) = f(	):
The contradiction proves this part.
(2) Now we easily derive formal expressions for the remaining four classes.
For the class I∗ it is enough to additionally require the condition f(0)⊕ f(1) = 1.
The class I is the intersection of the classes M and L, thus is characterized by the conjunction of the respective terms.
The formulae for I0, I1 and Ic correspond to the intersections of M with L0, L1 and Lc, respectively.
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4. Concluding remarks
We have presented all closed classes of Boolean functions by functional terms and have established the minimal rank
for each class. Most formulae constructed here exhibit the minimal ranks for their classes. The exceptions are the classes
of four in:nite chains MUm, McUm, MWm, McWm for which we do not have minimal rank formulae when m¿ 3. This is
a particular problem for further study.
Some of the formal characterizations we have shown here might not be optimal in terms of the number of literals or
under other complexity considerations. Such term optimization problems constitute another topic for further research.
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