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Abstract
Generalised nonblocking is a weak liveness property
to express the ability of a system to terminate un-
der given preconditions. This paper studies the no-
tions of equivalence and refinement that preserve gen-
eralised nonblocking and proposes a semantic model
that characterises generalised nonblocking equiva-
lence. The model can be constructed from the tran-
sition structure of an automaton, and has a finite
representation for every finite-state automaton. It
is used to construct a unique automaton representa-
tion for all generalised nonblocking equivalent auto-
mata. This gives rise to effective decision procedures
to verify generalised nonblocking equivalence and re-
finement, and to a method to simplify automata while
preserving generalised nonblocking equivalence. The
results of this paper provide for better understanding
of nonblocking in a compositional framework, with
possible applications in compositional verification.
1 Introduction
Blocking or conflicts are common faults in the de-
sign of concurrent programs that can be very sub-
tle and hard to detect (Dietrich et al. 2002, Wong
et al. 2000). They have long been studied in the field
of discrete-event systems (Cassandras & Lafortune
1999, Ramadge & Wonham 1989), which is applied
to the modelling of complex, safety-critical systems.
To improve the reliability of such systems, techniques
are needed to detect the presence or verify the absence
of blocking in models of an ever increasing size.
In discrete-events theory, the absence of blocking
is formalised using the nonblocking property, which
is used very successfully for synthesis (Cassandras
& Lafortune 1999, Ramadge & Wonham 1989). A
lot of research has been conducted to study the
compositional semantics (Kumar & Shayman 1994,
Malik et al. 2006) of nonblocking and its verifica-
tion (Flordal & Malik 2009, Su et al. 2010). Despite
its widespread use, the expressive powers of nonblock-
ing are limited. To overcome its weaknesses, non-
blocking has been modified and extended in several
ways (Fabian & Kumar 1997, de Queiroz et al. 2004,
Malik & Leduc 2008).
This paper is concerned about generalised non-
blocking (Malik & Leduc 2008), which adds to stan-
dard nonblocking the ability to restrict the set of
states from which blocking is checked. This is use-
ful for the verification of software components and of
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certain conditions in Hierarchical Interface-Based Su-
pervisory Control (Leduc et al. 2005, Leduc & Malik
2010).
In (Malik & Leduc 2009), a set of abstraction rules
is proposed to simplify automata in such a way that
generalised nonblocking equivalence is preserved. Al-
though the approach provides a useful means for com-
positional verification, the abstraction rules are in-
complete and limited in their reduction potential. In
an attempt to develop more effective abstraction, this
paper analyses generalised nonblocking using process-
algebraic testing theory (Hennessy 1988, De Nicola
& Hennessy 1984). It characterises generalised non-
blocking equivalence and refinement using a process-
algebraic semantic model, and provides an algorithm
to construct a canonical automaton representation
that can be used as a unique abstraction for all gen-
eralised nonblocking equivalent automata. These re-
sults pave the way towards more general means of
abstraction than the local abstraction rules of (Malik
& Leduc 2009), and in addition make it possible to
reason about refinement.
The paper uses similar methods and ideas as pre-
viously used for standard nonblocking (Malik et al.
2006) and fair testing (Brinksma et al. 1995, Natara-
jan & Cleaveland 1995), yet the results are quite dif-
ferent. Generalised nonblocking semantics requires no
interdependency between the possible completions as-
sociated with different states of an automaton. This
leads to a simpler semantic model than in the case of
standard nonblocking or fair testing, with finite rep-
resentations and more straightforward algorithms.
This paper is organised as follows. Sect. 2 in-
troduces the necessary background of nondetermin-
istic automata and defines generalised nonblocking.
Then Sect. 3 introduces a testing equivalence and pre-
order for generalised nonblocking, presents a seman-
tic model, and proves results about its adequacy and
finiteness. Afterwards, Sect. 4 describes the canon-
ical automaton as a standardised normal form with
respect to generalised nonblocking, and proposes an
algorithm to construct it. Finally, Sect. 5 adds some
concluding remarks.
2 Preliminaries
This section introduces the notations used through-
out this paper. Dynamic systems are modelled using
multi-coloured automata, with the possibility of non-
determinism, which naturally arises from abstraction
and hiding (Hoare 1985, Roscoe 1997). System be-
haviour is described using languages, with notations
taken from the background of discrete event systems
and automata theory (Ramadge & Wonham 1989,
Hopcroft et al. 2001).
2.1 Events and Languages
Event sequences and languages are a simple means
to describe discrete system behaviours (Ramadge &
Wonham 1989, Cassandras & Lafortune 1999). Their
basic building blocks are events, which are taken from
a finite alphabet Σ. In addition, the silent event τ /∈ Σ
is used, with the notation Στ = Σ ∪ {τ}.
Σ∗ denotes the set of all finite traces or strings of
the form σ1σ2 . . . σn of events from Σ, including the
empty trace ε. A subset L ⊆ Σ∗ is called a language.
The concatenation of two traces s, t ∈ Σ∗ is written
as st. Traces and languages can also be catenated, for
example sL = { st ∈ Σ∗ | t ∈ L }. The prefix-closure
of a language L is L = { s ∈ Σ∗ | st ∈ L for some t ∈
Σ∗ }. Natural projection Pτ : Σ
∗
τ → Σ
∗ is the opera-
tion that deletes all silent (τ) events from traces.
2.2 Multi-coloured Automata
Nondeterministic multi-coloured automata are used
to model dynamic system behaviours. Nondetermin-
ism is essential for the abstraction techniques in this
paper. Multi-coloured automata extend the tradi-
tional concept of marked states to multiple simultane-
ous marking conditions, by labelling states with dif-
ferent colours or propositions. The generalised non-
blocking condition is defined using these propositions.
The following definition appears in (Malik & Leduc
2008), and is based on similar ideas in (Clarke et al.
1999, de Queiroz et al. 2004).
Definition 1 A multi-coloured automaton is a tuple
G = 〈Σ,Π, Q,→, Q◦,Ξ〉 where Σ is a finite set of
events, Π is a finite set of propositions or colours,
Q is a set of states, → ⊆ Q × Στ × Q is the state
transition relation, Q◦ ⊆ Q is the set of initial states,
and Ξ : Π → 2Q defines the set of marked states for
each proposition in Π. G is called finite-state if the
state set Q is finite.
The transition relation is written in infix notation
x
σ
→ y, and is extended to traces in Σ∗τ in the standard
way. For a state set Q1 ⊆ Q, the notation Q1
s
→ x2
means that x1
s
→ x2 for some x1 ∈ Q1, and likewise
Q1
s
→ Q2 means x1
s
→ x2 for some x1 ∈ Q1 and x2 ∈
Q2. Also, x → y denotes that x
s
→ y for some trace
s ∈ Σ∗τ , and x
s
→ means x
s
→ y for some state y ∈ Q.
Finally, G
s
→ x stands for Q◦
s
→ x.
To support hiding of silent events, another transi-
tion relation ⇒ ⊆ Q × Σ∗ × Q is introduced, where
x
s
⇒ y denotes the existence of a trace t ∈ Σ∗τ such
that Pτ (t) = s and x
t
→ y. That is, x
s
→ y denotes a
path with exactly the events in s, while x
s
⇒ y denotes
a path with an arbitrary number of τ events shuffled
with the events of s. Notations such as Q1
s
⇒ Q2,
x ⇒ y, and x
s
⇒ are defined analogously to →.
For a state or state set x, the continuation lan-
guage is defined as
L(x) = { s ∈ Σ∗ | x
s
⇒} , (1)
and likewise for pi ∈ Π the pi-marked language is
Lpi(x) = { s ∈ Σ∗ | x
s
⇒ Ξ(pi) } . (2)
The language and the pi-marked language of the au-
tomaton G are L(G) = L(Q◦) and Lpi(G) = Lpi(Q◦).
An automaton G = 〈Σ,Π, Q,→, Q◦,Ξ〉 is deter-
ministic if it has at most one initial state, i.e., |Q◦| ≤
1, if x
σ
→ y1 and x
σ
→ y2 always implies y1 = y2,
and if G has no transitions labelled τ . Given a pos-
sibly nondeterministic automaton G, the well-known
subset construction can be used to obtain a language-
equivalent deterministic automaton (Hopcroft et al.
2001). More precisely,
det(G) = 〈Σ,Π,PQ,→det, Q
◦
det,Ξdet〉 , (3)
where
• X
σ
→det Y for X,Y ⊆ Q and σ ∈ Σ if and only
if Y = { y ∈ Q | X
σ
⇒ y } and Y 6= ∅;
• Q◦det = {{x ∈ Q | Q
◦ ε⇒ x }} \ {∅};
• Ξdet(pi) = {X ⊆ Q | X ∩ Ξ(pi) 6= ∅ }.
The automaton det(G) is deterministic and satisfies
L(det(G)) = L(G) and Lpi(det(G)) = Lpi(G) for each
pi ∈ Π.
2.3 Operations
The process-algebraic operations of synchronous com-
position and hiding are used in this paper to compose
automata. Synchronous composition models the par-
allel execution of two or more automata, and is done
using lock-step synchronisation in the style of (Hoare
1985).
Definition 2 Let G = 〈Σ,Π, QG,→G, Q
◦
G,ΞG〉 and
H = 〈Σ,Π, QH ,→H , Q
◦
H ,ΞH〉 be multi-coloured au-
tomata. The synchronous product of G and H is
G ‖H = 〈Σ,Π, QG ×QH ,→, Q
◦
G ×Q
◦
H ,Ξ〉 (4)
where
(xG, xH)
σ
→ (yG, yH) if σ ∈ Σ, xG
σ
→G yG, and
xH
σ
→H yH ;
(xG, xH)
τ
→ (yG, xH) if xG
τ
→G yG;
(xG, xH)
τ
→ (xG, yH) if xH
τ
→H yH ;
and Ξ(pi) = ΞG(pi)× ΞH(pi) for each pi ∈ Π.
This definition assumes that the two composed au-
tomata share the same event and proposition alpha-
bets. This is sufficient for the purpose of this pa-
per. Automata with different alphabets can also be
composed by lifting them to common alphabets first:
when an event σ is added to the alphabet Σ, selfloop
transitions x
σ
→ x are added for all states x ∈ Q, and
when a proposition pi is added to Π, it is defined that
Ξ(pi) = Q.
It is easily confirmed that synchronous composi-
tion is a commutative and associative operation.
Hiding is the process-algebraic operation that gen-
eralises natural projection of languages when nonde-
terministic automata are considered. Events that are
not of interest are replaced by silent (τ) transitions
or ε-moves (Hopcroft et al. 2001).
Definition 3 Let G = 〈Σ,Π, Q,→, Q◦,Ξ〉 be a
multi-coloured automaton, and let Υ ⊆ Σ. The result
of hiding Υ in G is
G \Υ = 〈Σ \Υ,Π, Q,→ \Υ, Q◦,Ξ〉 , (5)
where → \ Υ is obtained from → by replacing all
events in Υ with the silent event τ .
G1: G2: G3:
a a
b c
a a
b c
a a
b c
Figure 1: Generalised nonblocking vs. standard non-
blocking.
2.4 Generalised Nonblocking
It is a desirable for control systems to be free from
livelock and deadlock. This is typically expressed and
checked by designating certain states of an automa-
ton as success or terminal states and checking their
reachability. In discrete event systems theory, this
idea is called the nonblocking or nonconflicting prop-
erty, which requires that a terminal state be reachable
from every reachable system state (Ramadge & Won-
ham 1989).
Nonblocking is generalised in (Malik & Leduc
2008), using two propositions α and ω. The intended
meaning is that ω represents terminal states, while α
specifies a set of states from which terminal states are
required to be reachable.
Definition 4 Let G = 〈Σ,Π, Q,→, Q◦,Ξ〉 be a
multi-coloured automaton with α, ω ∈ Π.
• G is ω-nonblocking or standard nonblocking, if for
all states x ∈ Q such that G ⇒ x it also holds
that x ⇒ Ξ(ω). Otherwise, G is ω-blocking.
• G is (α, ω)-nonblocking, or generalised nonblock-
ing if for all states x ∈ Ξ(α) such that G ⇒ x
it also holds that x ⇒ Ξ(ω). Otherwise, G is
(α, ω)-blocking.
Example 1 Consider the automata in Fig. 1. States
marked α are grey, and states marked ω are black.
Automaton G1 is both ω-nonblocking and (α, ω)-non-
blocking, G2 is ω-blocking and (α, ω)-nonblocking,
and G3 is both ω-blocking and (α, ω)-blocking.
Clearly, if an automaton is ω-nonblocking, it is
also (α, ω)-nonblocking, but the converse is not true
in general. The relationship between generalised non-
blocking and standard nonblocking along with some
applications is discussed in (Malik & Leduc 2008).
3 Generalised Nonblocking Equivalence
The straightforward approach to verify whether a
composed system
G1 ‖G2 ‖ · · · ‖Gn (6)
is (α, ω)-nonblocking consists of explicitly construct-
ing the synchronous product and checking for each
state marked α whether it has a reachable state
marked ω. This can be done using CTL model check-
ing, and models of substantial size can be analysed
if the state space is represented symbolically (Clarke
et al. 1999). Yet, the technique remains limited by the
amount of memory available to store representations
of the synchronous product.
In an attempt to alleviate this state-space explo-
sion problem, compositional verification (Flordal &
Malik 2009) seeks to rewrite individual system com-
ponents and, e.g., replace G1 in (6) by a simpler ver-
sion G′1, to analyse the simpler system
G′1 ‖G2 ‖ · · · ‖Gn . (7)
G1: G
′
1: G
′′
1 : T1:
a a
b c
a
b, c
a a
b c
a
b
Figure 2: Generalised nonblocking equivalence.
This reasoning requires that G1 and G
′
1 are re-
lated in some way. For example, automaton G1 in
Fig. 2 may be replaced by G′1 while preserving the
generalised nonblocking property of the system (6).
If the remainder G2 ‖ · · · ‖ Gn of the system has an
α-marked initial state, the composed system is (α, ω)-
nonblocking if and only if it can reach an ω-marked
state after executing the trace ab or ac, regardless of
whether G1 or G
′
1 is used.
On the other hand, generalised nonblocking is not
preserved if G1 is replaced by G
′′
1 in Fig. 2. If G2‖· · ·‖
Gn has an α-marked initial state and can only reach
an ω-marked state after executing the trace ab, like
automaton T1 in Fig. 2, then (6) is (α, ω)-nonblocking
while (7) is (α, ω)-blocking.
3.1 The Generalised Nonblocking Preorder
A notion of process equivalence to perform abstrac-
tions preserving generalised nonblocking is described
in (Malik & Leduc 2008). This section generalises
these definitions and introduces a preorder, which
makes it possible to reason not only about equivalence
but also about refinement. The definitions are based
on the traditional testing framework (Hennessy 1988,
De Nicola & Hennessy 1984) that defines preorders
and equivalences relating processes based on their re-
sponses to tests. In the context of generalised non-
blocking, a test can be an arbitrary automaton, and
the test’s response is the observation whether the test
is (α, ω)-nonblocking in combination with the given
automaton or not. Two automata are considered as
equivalent, if the responses of all tests are equal.
Definition 5 Let G and H be two multi-coloured
automata with α, ω ∈ Π.
• G is less (α, ω)-conflicting than H, written
G .(α,ω) H, if for every multi-coloured automa-
ton T such thatH‖T is (α, ω)-nonblocking, G‖T
also is (α, ω)-nonblocking.
• G and H are (α, ω)-conflict equivalent, written
G ≃(α,ω) H, if G .(α,ω) H and H .(α,ω) G.
The relation .(α,ω) defines the generalised non-
blocking preorder. An automaton G is less (α, ω)-
conflicting than H if there are fewer tests T that are
(α, ω)-blocking in combination with G than in com-
bination with H. Two automata are (α, ω)-conflict
equivalent if they are (α, ω)-blocking in combination
with exactly the same tests. If G1 ≃(α,ω) G
′
1, then
G1 can be replaced by G
′
1 in (6) without affecting the
generalised nonblocking property of the composition.
Example 2 Automata G1 and G
′
1 in Fig. 2 are
(α, ω)-conflict equivalent, while G1 and G
′′
1 are not,
because G1 ‖ T1 is (α, ω)-nonblocking and G
′′
1 ‖ T1 is
(α, ω)-blocking. Furthermore, it can be shown that
G1 .(α,ω) G
′′
1 .
3.2 Congruence Properties
An important question concerning preorders such
as .(α,ω) is their relationship to process-algebraic op-
erations. For compositional verification, the equiva-
lence used must be well-behaved with respect to syn-
chronous composition and hiding. These so-called
congruence properties have been established in (Malik
et al. 2006) for standard nonblocking and in (Malik &
Leduc 2008) for generalised nonblocking equivalence,
and can easily be extended to the generalised non-
blocking preorder.
Definition 6 Let . be a preorder on the set of multi-
coloured automata.
• . is a pre-congruence with respect to ‖ if, for all
multi-coloured automata G, H, and T such that
G . H, it follows that G ‖ T . H ‖ T .
• . respects (α, ω)-nonblocking if, for all multi-
coloured automata G and H such that G . H,
if H is (α, ω)-nonblocking then G also is (α, ω)-
nonblocking.
Proposition 1 .(α,ω) is a pre-congruence with re-
spect to ‖.
Proof. Let G, H, and T be such that G .(α,ω) H,
and let T ′ be an arbitrary multi-coloured automaton
such that (H ‖ T ) ‖ T ′ is (α, ω)-nonblocking. Then
clearly, H‖(T ‖T ′) = (H‖T )‖T ′ is (α, ω)-nonblocking,
and since G .(α,ω) H it follows that (G ‖ T ) ‖ T
′ =
G‖(T ‖T ′) is (α, ω)-nonblocking. Since T ′ was chosen
arbitrarily, it follows that G ‖ T .(α,ω) H ‖ T . 
Proposition 2 .(α,ω) respects (α, ω)-nonblocking.
Proof. Note that there exists a multi-coloured au-
tomaton U such that G ‖ U = G for every multi-
coloured automaton G. Let G .(α,ω) H, and let H
be (α, ω)-nonblocking. ThenH‖U = H is (α, ω)-non-
blocking. Since G .(α,ω) H, it follows that G = G‖U
is (α, ω)-nonblocking. 
Thus, the generalised nonblocking equivalence is a
congruence with respect to synchronous composition
and respects (α, ω)-nonblocking. This is enough to
justify the correctness of a compositional verification
approach such as the one outlined at the beginning of
Sect. 3.
Similarly to standard nonblocking (Malik et al.
2006), the generalised nonblocking preorder turns
out to be the coarsest pre-congruence with respect
to synchronous composition that respects (α, ω)-non-
blocking. In other words, any preorder that re-
lates multi-coloured automata according to their gen-
eralised nonblocking behaviour and preserves syn-
chronous composition is contained in the generalised
nonblocking preorder. Therefore, the generalised non-
blocking preorder is the best possible process refine-
ment for reasoning about generalised nonblocking.
Proposition 3 Let . be a pre-congruence with re-
spect to ‖ which respects (α, ω)-nonblocking. Then
G . H implies G .(α,ω) H.
Proof. Let G . H, and let T be a multi-coloured au-
tomaton such that H ‖T is (α, ω)-nonblocking. Then
G ‖ T . H ‖ T since . is a pre-congruence with re-
spect to ‖. Since . respects blocking it follows that
G ‖ T is (α, ω)-nonblocking. Since G, H, and T were
chosen arbitrarily, it follows that G .(α,ω) H. 
3.3 Characterising the Preorder
In addition to the test-based definition of a process
preorder, it is desirable to have a characterisation that
can be derived from the state structure of an automa-
ton (van Glabbeek 2001). This section introduces the
generalised nonconflicting completion semantics as an
algebraic model of the generalised nonblocking pre-
order and equivalence, which can be derived from the
state and transitions of a multi-coloured automaton in
such a way that the model can be represented finitely
for every finite-state automaton. This model will be
used in the following section to construct a canonical
automaton.
The following definition restates the generalised
nonblocking preorder as a state-based criterion. To
check whether an automaton G is less (α, ω)-conflict-
ing than another automaton H, it is enough to collect
the ω-marked languages of all α-marked states of G
and check whether H contains larger languages as-
sociated with the same α-markings. This idea is for-
malised by the concept of being state-wise less (α, ω)-
conflicting, which turns out to be equivalent to the
generalised nonblocking preorder.
Definition 7 Let G = 〈Σ,Π, QG,→G, Q
◦
G,ΞG〉 and
H = 〈Σ,Π, QH ,→H , Q
◦
H ,ΞH〉 be multi-coloured au-
tomata with α, ω ∈ Π. G is said to be state-wise
less (α, ω)-conflicting than H if the following prop-
erty holds for every s ∈ Σ∗: for every xG ∈ ΞG(α)
such that G
s
⇒ xG there exists xH ∈ ΞH(α) such that
H
s
⇒ xH and L
ω(xH) ⊆ L
ω(xG).
Proposition 4 Let G = 〈Σ,Π, QG,→G, Q
◦
G,ΞG〉
and H = 〈Σ,Π, QH ,→H , Q
◦
H ,ΞH〉 be multi-coloured
automata with α, ω ∈ Π. G is state-wise less (α, ω)-
conflicting than H if and only if G is less (α, ω)-con-
flicting than H.
Proof. First assume that G is state-wise less (α, ω)-
conflicting than H, and let T = 〈Σ,Π, QT ,→T , Q
◦
T ,
ΞT 〉 be an automaton such that H ‖ T is (α, ω)-non-
blocking. Let G ‖ T
s
⇒ (xG, xT ) ∈ ΞG(α) × ΞT (α).
Clearly G
s
⇒ xG ∈ ΞG(α), and since G is state-wise
less (α, ω)-conflicting than H, there exists a state
xH ∈ ΞH(α) such that H
s
⇒ xH and L
ω(xH) ⊆
Lω(xG). Thus, H ‖ T
s
⇒ (xH , xT ) ∈ ΞH(α)× ΞT (α),
and since H ‖ T is (α, ω)-nonblocking, there exists a
trace t ∈ Σ∗ such that (xH , xT )
t
⇒ ΞH(ω) × ΞT (ω).
Then, t ∈ Lω(xH) ⊆ L
ω(xG), which implies xG
t
⇒G
ΞG(ω), and therefore (xG, xT )
t
⇒ ΞG(ω) × ΞT (ω).
Since s, xG, and xT were chosen arbitrarily, it fol-
lows that G ‖ T is (α, ω)-nonblocking.
Second, assume that G is less (α, ω)-conflicting
thanH. Let s ∈ Σ∗ and G
s
⇒ xG ∈ ΞG(α). Construct
a deterministic automaton T = 〈Σ,Π, QT ,→T , Q
◦
T ,
ΞT 〉 such that L(T ) = Σ
∗, Lα(T ) = {s}, and Lω(T ) =
Σ∗ \ sLω(xG). Since T is deterministic, there exists a
unique state xT ∈ QT such that T
s
⇒ xT , which sat-
isfies xT ∈ ΞT (α) and L
ω(xT ) = Σ
∗ \ Lω(xG). Then
G ‖ T is (α, ω)-blocking, because G ‖ T
s
⇒ (xG, xT ) ∈
ΞG(α)×ΞT (α) and L
ω(xG)∩L
ω(xT ) = ∅. Since G is
less (α, ω)-conflicting than H, it follows that H ‖T is
(α, ω)-blocking. This means that there exist u ∈ Σ∗,
yH ∈ QH , and yT ∈ QT such that H ‖T
u
⇒ (yH , yT ) ∈
ΞH(α) × ΞT (α) and L
ω(yH) ∩ L
ω(yT ) = ∅. Then
yT ∈ ΞT (α), and by construction of T it follows that
u = s and yT = xT . This implies H
s
⇒ yH ∈ ΞH(α)
and Lω(yH) ∩ (Σ
∗ \ Lω(xG)) = L
ω(yH) ∩ L
ω(xT ) =
Lω(yH) ∩ L
ω(yT ) = ∅, i.e., L
ω(yH) ⊆ L
ω(xG). Thus,
yH satisfies the requirements given for xH in Def. 7,
so G is state-wise less (α, ω)-conflicting than H 
Prop. 4 is the key to constructing a process-
algebraic model of generalised nonblocking. Essen-
tially, generalised nonblocking can be characterised
by the sets of ω-marked languages associated with the
α-marked states or, more precisely, with the traces
leading to α-marked states.
Definition 8 Let G = 〈Σ,Π, Q,→, Q◦,Ξ〉 be a
multi-coloured automaton with α, ω ∈ Π. The gen-
eralised nonconflicting completion semantics for G is
defined as
CC(α,ω)(G) = { (c, C) ∈ Σ
∗ × PΣ∗ | There ex-
ists x ∈ Ξ(α) such that G
c
⇒ x
and Lω(x) ⊆ C } .
(8)
If (c, C) ∈ CC(α,ω)(G), then C is called a nonconflict-
ing completion for c in G.
Assume G contains an α-marked state x reachable
via trace c ∈ Σ∗, i.e., G
c
⇒ x ∈ Ξ(α). Then the
marked language Lω(x) of x clearly is a nonconflicting
completion for c in G, i.e.,
(c,Lω(x)) ∈ CC(α,ω)(G) . (9)
Furthermore, all superlanguages of Lω(x) are also
nonconflicting completions,
(c, C) ∈ CC(α,ω)(G) for all C ⊇ L
ω(x) . (10)
If G is finite-state, then there exists only a finite num-
ber of α-states x and thus only a finite number of as-
sociated ω-marked languages Lω(x). This means that
all nonconflicting completions can be obtained as su-
persets of the ω-marked language of some state x, of
which there are only finitely many. Therefore, the
following closure operations are used.
Definition 9 For CC ⊆ Σ∗ × PΣ∗, the upward clo-
sure CC↑ and the reduced form CC↓ are
CC↑ = { (c, C ′) ∈ Σ∗ × PΣ∗ | There exists
(c, C) ∈ CC such that C ⊆ C ′ } ;
(11)
CC↓ = { (c, C) ∈ CC | For all (c, C ′) ∈ CC
with C ′ ⊆ C it holds that C ′ = C } .
(12)
Example 3 The generalised nonconflicting comple-
tion semantics of automaton G1 in Fig. 2 is
CC(α,ω)(G1) = {(ε, {ab, ac})}
↑ . (13)
Example 4 The generalised nonconflicting comple-
tion semantics of automaton G4 in Fig. 3 is
CC(α,ω)(G4) = { (a
n, a+b) | n ≥ 0 }↑ . (14)
The ω-marked language of the α-marked state q0 is
Lω(q0) = a
+b, and since this state can be reached
after any number of a events, this language is as-
sociated with all traces an for n ≥ 0. The ω-
marked language of the second α-marked state q1 is
Lω(q1) = a
∗b ⊇ Lω(q0), and as a superlanguage of the
already listed language, it is automatically included
in the upward closure.
Not every nonconflicting completion semantics CC
can be reconstructed from its reduced form CC↓. In
infinite structures, it is not guaranteed for (c, C) ∈
CC that there exists a minimal subset C ′ ⊆ C such
that (c, C ′) ∈ CC. However, if the set of nonconflict-
ing completions C that appear in CC is finite, then
the existence of minimal subsets is guaranteed. Thus,
if G is a finite-state automaton, then it indeed holds
that
CC(α,ω)(G)
↓↑ = CC(α,ω)(G) . (15)
The following main result of this section states
that the generalised nonconflicting completion seman-
tics indeed characterises the generalised nonblocking
preorder. If an automaton G is less (α, ω)-conflicting
than automaton H, then the generalised nonconflict-
ing completion semantics of G is contained in that
of H.
Proposition 5 Let G = 〈Σ,Π, QG,→G, Q
◦
G,ΞG〉
and H = 〈Σ,Π, QH ,→H , Q
◦
H ,ΞH〉 be multi-coloured
automata with α, ω ∈ Π. Then G .(α,ω) H if and
only if CC(α,ω)(G) ⊆ CC(α,ω)(H).
Proof. First let G .(α,ω) H and (c, C) ∈ CC(α,ω)(G).
Then there exists xG ∈ ΞG(α) such that G
c
⇒ xG and
Lω(xG) ⊆ C. By Prop. 4, G is state-wise less (α, ω)-
conflicting than H, so there exists xH ∈ ΞH(α) such
that H
c
⇒ xH and L
ω(xH) ⊆ L
ω(xG) ⊆ C. This
already implies (c, C) ∈ CC(α,ω)(H).
Second let CC(α,ω)(G) ⊆ CC(α,ω)(H). By Prop. 4,
it is sufficient to show that G is state-wise less
(α, ω)-conflicting than H. Therefore, let s ∈ Σ∗
and xG ∈ ΞG(α) such that G
s
⇒ xG. Then
(s,Lω(xG)) ∈ CC(α,ω)(G) ⊆ CC(α,ω)(H). By defini-
tion of CC(α,ω)(H), there exists xH ∈ ΞH(α) such
that H
s
⇒ xH and L
ω(xH) ⊆ L
ω(xG). Thus, xH sat-
isfies the conditions of Def. 7, so G is state-wise less
(α, ω)-conflicting than H. 
3.4 Relationship to Standard Nonblocking
In (Malik et al. 2006), the nonconflicting comple-
tion semantics is introduced as an algebraic model
for standard nonblocking. The model is similar in
structure to the generalised nonconflicting completion
semantics introduced above, however it cannot easily
be constructed out of the states and transitions of an
automaton, so tests are referred to instead.
Definition 10 (Malik et al. 2006) Let G = 〈Σ,Π, Q,
→, Q◦,Ξ〉 be a multi-coloured automaton with ω ∈ Π.
The nonconflicting completion semantics of G is
CC(G) = { (c, C) ∈ Σ∗ × PΣ∗ | For every au-
tomaton T such that G ‖ T is ω-
nonblocking and T
c
⇒ x, there ex-
ists t ∈ C with x
t
⇒T ΞT (ω) } .
(16)
The idea of the nonconflicting completion seman-
tics of an automaton G is that each nonconflicting
completion represents a requirement that needs to be
satisfied by any test that is to be nonblocking in com-
bination with G. If the test can execute the trace c
associated with a nonconflicting completion C, then,
in order to be nonblocking in combination with G,
the test must be able to terminate with at least one
of the traces t ∈ C.
The following result shows that the generalised
nonconflicting completion semantics can be explained
in the same way: if a pair (c, C) is contained in the
G4: T4 :
a
a
a
b
q0 q1 q2
a b
r0 r1 r2
Figure 3: Standard nonconflicting completion seman-
tics may be not well-founded.
semantics, then every test that can enter an α-marked
state after trace c must be able to terminate with at
least one of the traces in C, in order to be (α, ω)-non-
blocking in combination with G.
Proposition 6 Let G = 〈Σ,Π, Q,→, Q◦,Ξ〉 be a
multi-coloured automaton with α, ω ∈ Π. The gen-
eralised nonconflicting completion semantics can be
alternatively characterised as
CC(α,ω)(G) = { (c, C) ∈ Σ
∗×PΣ∗ | For every
automaton T such that G ‖
T is (α, ω)-nonblocking and
T
c
⇒ x ∈ ΞT (α), there exists
t ∈ C with x
t
⇒T ΞT (ω) } .
(17)
Proof. Let (c, C) ∈ CC(α,ω)(G) and T = 〈Σ,Π, QT ,
→T , Q
◦
T ,ΞT 〉 such that G ‖ T is (α, ω)-nonblocking
and T
c
⇒ xT ∈ ΞT (α). Since (c, C) ∈ CC(α,ω)(G),
there exists x ∈ Ξ(α) such that G
c
⇒ x and Lω(x) ⊆
C. Then G ‖ T
c
⇒ (x, xT ) ∈ Ξ(α)× ΞT (α), and since
G ‖ T is (α, ω)-nonblocking there exists t ∈ Σ∗ such
that (x, xT )
t
⇒ Ξ(ω) × ΞT (ω). This implies xT
t
⇒T
ΞT (ω) and t ∈ L
ω(x) ⊆ C.
Now let (c, C) ∈ Σ∗ × PΣ∗, and assume that for
every automaton T = 〈Σ,Π, QT ,→T , Q
◦
T ,ΞT 〉 such
that G‖T is (α, ω)-nonblocking and T
c
⇒ x ∈ ΞT (α),
there exists t ∈ C such that x
t
⇒T ΞT (ω). Consider
a deterministic automaton T = 〈Σ,Π, QT ,→T , Q
◦
T ,
ΞT 〉 such that L(T ) = Σ
∗, Lα(T ) = {c}, and Lω(T ) =
c(Σ∗ \C). There exists exactly one state xT ∈ ΞT (α),
which also satisfies T
c
⇒ xT and L
ω(xT ) = Σ
∗ \ C,
so there does not exist t ∈ C such that xT
t
⇒ ΞT (ω).
By assumption it follows that G‖T is (α, ω)-blocking.
Then there exists a state y ∈ Ξ(α)×ΞT (α) such that
G‖T ⇒ y and Lω(y) = ∅. By construction of T , there
exists x ∈ Ξ(α) such that y = (x, xT ) and G ‖ T
c
⇒
y = (x, xT ), and furthermore ∅ = L
ω(y) = Lω(x) ∩
Lω(xT ) = L
ω(x)∩(Σ∗\C), which implies Lω(x) ⊆ C.
It follows that (c, C) ∈ CC(α,ω)(G) by definition. 
This shows that the standard and generalised non-
conflicting completion semantics are closely related
to each other. Yet, there are also important differ-
ences. While the generalised nonconflicting comple-
tion semantics only is closed via upward closure, in
standard nonblocking there are interdependencies be-
tween states that lead to further closure properties.
Example 5 (Malik et al. 2006) In order to be ω-
nonblocking in combination with automaton G4 in
Fig. 3, a test must initially be able to accept at least
one of the traces ab, aab, aaab, . . . Therefore, CC(G4)
contains the pair (ε, {a+b}). Furthermore, any such
test must be able to execute a in its initial state, and
any test executing a initially must also be able to
cope with G4 being put back to its initial state q0
by executing the selfloop in q0. Therefore, such a
test also has to accept at least one of the traces
aab, aaab, aaaab, . . . in its initial state. It follows that
CC(G4) contains all the pairs (ε, {a
na∗b}) for n ≥ 1.
This example shows that, even for a finite-state
automaton, the standard nonconflicting completion
semantics is not necessarily well-founded, and in gen-
eral cannot be described by listing a finite set of mini-
mal nonconflicting completions. For generalised non-
blocking, this is possible. Due to the presence of α-
markings, there always is the possibility for a test to
be not α-marked for certain states.
Example 6 Consider automaton G4 in Fig. 3 in
combination with test T4. Clearly, G4 ‖ T4 is (α, ω)-
nonblocking, because the only reachable α-marked
state of the synchronous product G4 ‖T4 is the initial
state, from which both automata can terminate by ex-
ecuting trace ab. However, the test T4 cannot execute
any trace t ∈ {ana∗b} for n > 1, so unlike the case of
standard nonblocking, (ε, {aaa∗b}) /∈ CC(α,ω)(G4).
The presence of α-markings makes the nonconflict-
ing completions for different traces independent from
each other. This leads to a simpler semantic model
with a finite characterisation. It also means that some
abstractions possible for standard nonblocking are not
applicable to generalised nonblocking.
4 Canonical Automaton
For compositional reasoning, it is necessary to modify
automata in such a way that generalised nonblocking
equivalence is preserved. This is facilitated by the
fact that the generalised nonconflicting completion
semantics can be represented finitely. This section
explains how the generalised nonconflicting comple-
tion semantics can be used to construct a canonical
form for any given finite-state automaton, which is
generalised nonblocking equivalent to the original au-
tomaton, and such that the canonical forms of any
two generalised nonblocking equivalent automata are
equal.
4.1 Construction from Semantics
To ensure uniqueness, the canonical form is con-
structed directly from the generalised nonconflicting
completion semantics. More precisely, it is shown in
the following how to construct a canonical automa-
ton CA(CC) for any given model
CC ⊆ Σ∗ × PΣ∗ . (18)
Afterwards, an algorithm will be given to compute
the canonical automaton for any given multi-coloured
automaton G.
The canonical automaton consists of two parts,
called the upper and lower automaton. The upper
automaton of CC essentially is a minimal determin-
istic recogniser of the language covered by CC,
L(CC) = { c ∈ Σ∗ | There exists C ⊆ Σ∗ such
that (c, C) ∈ CC } .
(19)
The lower automaton consists of minimal determin-
istic recognisers of all the nonconflicting completions
in CC, which are linked to transitions from the cor-
responding states in the upper automaton.
To ensure uniqueness, the upper automaton needs
to be minimised in such a way that traces leading
to equal nonconflicting completions in the future are
mapped to the same state of the upper automaton.
The following definition provides the necessary equal-
ity for any given model CC.
Definition 11 Let CC ⊆ Σ∗ × PΣ∗. Two traces
c1, c2 ∈ Σ
∗ are said to be equivalent modulo CC, writ-
ten c1 ≡cc c2, if for all t ∈ Σ
∗ and all C ⊆ Σ∗, it holds
that (c1t, C) ∈ CC if and only if (c2t, C) ∈ CC.
Given this definition, the state set of the upper
automaton is
Ucc = L(CC)/≡cc , (20)
and the transitions of the upper automaton are
[s]cc
σ
→U,cc [sσ]cc for all sσ ∈ L(CC). (21)
Here, [s]cc = { s
′ ∈ L(CC) | s ≡cc s
′ } denotes the
equivalence class of s modulo ≡cc, and for L ⊆ Σ
∗,
the notation L/≡cc = { [s]cc | s ∈ L } represents its
partition into equivalence classes.
The lower automaton consists of deterministic
recognisers for all the nonconflicting completions. It
includes states accepting each of the following lan-
guages,
Vcc = {Cω/t | There exists c ∈ Σ
∗ such that
(c, C) ∈ CC, and t ∈ C } .
(22)
Here, L/s = { t ∈ Σ∗ | st ∈ L } denotes the contin-
uation language of L ⊆ Σ∗ after s ∈ Σ∗. To ensure
minimality and thus uniqueness, it is convenient to
identify the states of the lower automaton with the
languages in Vcc. Accordingly, the transitions of the
lower automaton are
L
σ
→V,cc L/σ for all L ∈ Vcc and σ ∈ Σ ∩ L. (23)
A lower-automaton state in L ∈ Vcc is marked ω if
and only if ω ∈ L. This ensures that the ω-marked
languages of these states are equal to the languages
they represent, i.e.,
Lω(Lω) = L for each Lω ∈ Vcc . (24)
To complete the lower automaton, each nonconflicting
completion in CC is associated with its own α-marked
state. The α-marked states may only be accessed
from the upper automaton and therefore need to be
distinct from any lower-automaton state. Therefore,
the following additional states are used,
V α
cc
= { (C,α) | There exists c ∈ Σ∗ such that
(c, C) ∈ CC } .
(25)
Given these state sets and transitions, the canon-
ical automaton for CC is constructed as follows,
CA(CC) = 〈Σ, {α, ω}, QCA,→CA, Q
◦
CA,ΞCA〉 (26)
where
• QCA = Ucc ∪ Vcc ∪ V
α
cc
;
• →CA = →U,cc ∪→V,cc ∪
{ ([c]cc, τ, (C,α)) | (c, C) ∈ CC } ∪
{ ((C,α), τ, Cω) | (C,α) ∈ V α
cc
};
• Q◦CA = {[ε]cc} \ {∅};
• ΞCA(α) = V
α
cc
;
• ΞCA(ω) = {C ∈ Vcc | ω ∈ C }.
The canonical automaton has a simple regular
form, but it is not necessarily minimal. For example,
the α-marked states can be merged into their succes-
sors, if those successors do not have other incoming
transitions. The potential for reduction becomes clear
in Example 7 below.
The following result confirms that the canonical
automaton construction preserves generalised non-
blocking in that the generalised nonconflicting com-
pletion semantics of the canonical automaton is equal
to the upwards closure of the model CC, from which
the automaton was constructed.
Proposition 7 Let CC ⊆ Σ∗ × PΣ∗. Then
CC(α,ω)(CA(CC)) = CC
↑ . (27)
Proof. First, let (c, C) ∈ CC(α,ω)(CA(CC)). Then
there exists x ∈ ΞCA(α) such that CA(CC)
c
⇒ x
and Lω(x) ⊆ C. By construction, this means that
x ∈ V α
cc
, so x = (C ′, α) for some (c′, C ′) ∈ CC.
Also by construction of the upper automaton, since
CA(CC)
c
⇒ x = (C ′, α), it follows that CA(CC)
c
→
[c]cc
τ
→ (C ′, α), which implies (c, C ′) ∈ CC. Fur-
thermore by construction of the lower automaton,
C ′ = Lω(C ′ω) = Lω((C ′, α)) = Lω(x) ⊆ C, so it
follows from (c, C ′) ∈ CC that (c, C) ∈ CC↑.
Second, let (c, C) ∈ CC↑. Then there exists
C ′ ⊆ C such that (c, C ′) ∈ CC. By construction of
the upper automaton, CA(CC)
c
→ [c]cc
τ
→ (C ′, α) ∈
ΞCA(α), and by construction of the lower automaton,
(C ′, α)
τ
→ C ′ω and Lω((C ′, α)) = Lω(C ′ω) = C ′ ⊆
C. Thus, given CA(CC)
c
⇒ (C ′, α) ∈ ΞCA(α) and
Lω((C ′, α)) ⊆ C, it follows by definition of CC(α,ω)
that (c, C) ∈ CC(α,ω)(CA(CC)). 
The canonical automaton can be constructed for
any model CC, but the result is only finite-state if
the set of nonconflicting completions in CC is finite,
and the upper automaton has a finite-state repre-
sentation. These conditions can be ensured when
CC is obtained from the generalised nonconflicting
completion semantics of a finite-state automaton. In
this case, the upper automaton is finite-state because
of the finite number of α-states from which noncon-
flicting completions can originate, and although the
set of nonconflicting completions is typically infinite
due to upwards closure, it is enough to construct the
canonical automaton using only minimal nonconflict-
ing completions.
Definition 12 The canonical form of a finite-state
multi-coloured automaton G is
CA(G) = CA(CC(α,ω)(G)
↓) . (28)
As explained above, the canonical form of an au-
tomaton G is finite-state as long as G is finite-state.
Given the previous results, it is not difficult to show
that the canonical form is unique for all generalised
nonblocking equivalent automata.
Proposition 8 Let G and H be two finite-state
multi-coloured automata. Then
G ≃(α,ω) H if and only if CA(G) = CA(H) . (29)
Proof. First assume that G ≃(α,ω) H. It follows that
CC(α,ω)(G) = CC(α,ω)(H) by Prop. 5, which implies
CA(G) = CA(CC(α,ω)(G)
↓) = CA(CC(α,ω)(H)
↓) =
CA(H) by definition.
Second assume that CA(G) = CA(H). From the
fact that G is finite-state and Prop. 7, it follows that
CC(α,ω)(G) = CC(α,ω)(G)
↓↑
= CC(α,ω)(CA(CC(α,ω)(G)
↓))
= CC(α,ω)(CA(G))
= CC(α,ω)(CA(H))
= CC(α,ω)(CA(CC(α,ω)(H)
↓))
= CC(α,ω)(H)
↓↑
= CC(α,ω)(H) . (30)
By Prop. 5, this implies G ≃(α,ω) H. 
Prop. 8 shows that the canonical automaton can
be used for identification of generalised nonblock-
ing equivalent automata. To determine whether
two finite-state automata are generalised nonblocking
equivalent, it is enough to construct their canonical
automata and check whether they are equal.
Canonical automata can also be used to test the
generalised nonblocking preorder. To check whether
G .(α,ω) H, it is possible to inspect all α-marked
states of the synchronous product of the canonical
forms of G and H and compare the associated lan-
guages. For every ω-marked language of an α-marked
state of G, there needs to be a sublanguage associated
with some corresponding α-marked state of H. The
languages can be compared polynomially since they
are represented deterministically in the canonical au-
tomata. However, the test for language inclusion re-
quires only a deterministic representation for one of
the two languages compared, and it is enough to con-
struct only the canonical automaton of H to check
whether G .(α,ω) H.
4.2 Algorithmic Construction
In the previous section, the canonical automaton has
been constructed from a semantic model CC, and its
uniqueness has been established. This section pro-
poses an algorithm that, given a finite-state multi-
coloured automaton G = 〈Σ,Π, Q,→, Q◦,Ξ〉, com-
putes its canonical form CA(G).
The first step in the computation of the canonical
automaton is the construction of the lower automa-
ton, because it contains the languages associated with
all α-marked states, which are needed to ensure min-
imality of the upper automaton.
The lower automaton consists of the minimal de-
terministic recognisers of all the ω-marked languages
of all α-marked states of G. To construct it, the first
step is to remove from G all states from where no
ω-marked can be reached, that is, its state set is re-
stricted to
Rω = {x ∈ Q | x → Ξ(ω) } . (31)
Then subset construction (Hopcroft et al. 2001) is
used to construct a deterministic recogniser V det of
all nonconflicting completion languages of G. The
subset construction starts with initial state sets cor-
responding to each α-marked state and continues un-
til all reachable state sets have been explored. More
precisely,
V det = 〈Σ, {ω},PRω,→V , Q
◦
V ,ΞV 〉 (32)
where
• X
σ
→V Y for X,Y ⊆ Rω and σ ∈ Σ if and only
if Y = { y ∈ Rω | X
σ
⇒ y } and Y 6= ∅;
• X ∈ Q◦V if and only if X = {x ∈ Rω | xα
ε
⇒ x }
for some xα ∈ Ξ(α);
• ΞV (ω) = {X ⊆ Rω | X ∩ Ξ(ω) 6= ∅ }.
This automaton is then minimised using Hopcroft’s
algorithm (Hopcroft 1971) to obtain a unique and
minimal lower automaton V . For each initial state x◦
of the minimised lower automaton, a new α-marked
state xα is created and linked via a τ -transition to x◦.
These α-marked state comprise the state set V α. In
order to link this automaton to the upper automaton
later, a map is kept that links the α-marked states
of G to their corresponding states in V α.
Next, the upper automaton is constructed. In or-
der to ensure that it accepts precisely the language
L(CC(α,ω)(G)) = L
α(G), the state set of G is re-
stricted to states from where an α-marked can be
reached, i.e., to
Rα = {x ∈ Q | x → Ξ(α) } . (33)
Then a second subset construction is used to obtain
a deterministic recogniser Udet of Lα(G).
In order to establish uniqueness with respect
to ≡CC(α,ω)(G), for each state set X ⊆ Rα in this sub-
set construction, the associated set of minimal non-
conflicting completions,
CC(α,ω)(X) = {C ⊆ Σ
∗ | There exists c ∈ Σ∗
such that G
c
⇒ X and (c, C) ∈
CC(α,ω)(G)
↓ } ,
(34)
needs to be determined. Therefore, each state set X
in the subset construction is associated with the set of
all initial states of the lower automaton V that have
been associated with some α-marked state contained
in X. The ω-marked languages of these states are
checked for language inclusion, and the initial states
associated with non-minimal languages are removed
from the set of languages associated with X. The
ω-marked languages of the remaining states make up
the set CC(α,ω)(X).
Now the automaton Udet is minimised subject to
an initial partition based on the sets (34). Two subset
states X,Y ⊆ Rα can only be merged if
CC(α,ω)(X) = CC(α,ω)(Y ) . (35)
This is done using Hopcroft’s algorithm (Hopcroft
1971) with an initial partition based on the min-
imised sets of α-marked states, which satisfies (35).
The result is a unique minimal upper automaton with
states partitioned in the coarsest possible way that re-
spects ≡cc.
The final step in the construction of the canonical
automaton is to link the upper and lower automata.
Each state [X] of the minimised upper automaton is
linked via a τ -transition to all the α-marked states
in V α that have been associated with some α-marked
state of G contained in one of the state sets associated
with the merged state [X].
Example 7 Fig. 4 demonstrates the process of con-
struction of the canonical form CA(G) of automa-
ton G.
The first step is to apply subset construction start-
ing from the three α-marked states q4, q8, and q11.
This results in the deterministic automaton V det
also shown in Fig. 4. Its three initial states {q8},
{q11}, and {q4, q5, q8} correspond to the three α-
marked states of G, from which the subset construc-
tion originates—the α-marked state q4 is expanded
to {q4, q5, q8} because of its outgoing τ -transitions.
G:
a
a
a
a
b
b
b
c
c
c
d
d
a, b a, b
τ
τ
τ
τ
τ
τ
τ
τ
τ
q0
q1 q2
q3
q4
q5 q6 q7
q8 q9
q10
q11
q12
Udet:
a
a
a
b
b
c
c
c
c
c
d
d
a, b
a, b
a, b
a, b
a, b
{q0, q1, q2, q3, q7}
{q3, q6, q7, q9}
{q3, q7}
{q3, q7, q9}
{q4, q5, q8}
{q4, q5, q8, q10, q11, q12}
{q0, q1}
V det:
a
a
a
b
b
c
c
c
c
d
d
d
da, b
a, b
a, b
a, b
{q0, q1, q2, q3, q7}
{q3, q6, q7, q9}
{q3, q7}
{q3, q7, q9}
{q4, q5, q8}
{q4, q5, q8, q10, q11, q12}{q8}
{q11}
U :
ca, b
a, b, d
u01 u458
V :
c
d
a, b
a, b, d
v37
v458
v8
CA(G):
c
c
d
a, b
a, b
a, b, d
a, b, d
τ
τ
u01
u458
v37
v458
v8
vα8
CA′:
c
d
a, b
a, b, d
τ
u01
u458
vα8
Figure 4: Example construction of canonical automaton.
Next, the intermediate lower automaton V det is
minimised using Hopcroft’s algorithm, resulting in
the lower automaton V . After merging, this automa-
ton has only two initial states: state v8 corresponds
to the original α-marked states q8 and q11, while v458
corresponds to the original α-marked state q4. It can
already be seen that the ω-marked language of v8 is
contained in the ω-marked language of v458.
Next, to construct the upper automaton, subset
construction is applied to G to obtain its determin-
istic form Udet. Owing to the fact that α- and ω-
marked states are reachable from all states of G, this
automaton is very similar to the intermediate lower
automaton V det. The α-marked states of Udet are
{q4, q5, q8} and {q4, q5, q8, q10, q11, q12}. These states
are both associated with the lower-automaton initial
states v8 and v458, however since L
ω(v8) ⊆ L
ω(v458),
only v8 is considered. Both α-marked states are as-
sociated with equal sets of lower-automaton initial
states, so they may be merged during minimisation.
And indeed, minimisation results in the automaton U
with only one α-marked state u458.
Finally, the upper and lower automata are linked,
resulting in the canonical automaton CA(G). The
only α-marked state of the upper automaton is u458,
which is to be associated with v8 in the lower automa-
ton. Therefore, the new α-marked state vα8 is created
and linked via silent transitions to u458 and v8.
It becomes clear that the canonical automaton, al-
though unique, is not minimal. Since vα8 has only
one outgoing τ -transition that leads to state v8 with
no other incoming transitions, states vα8 and v8 can
be merged while preserving generalised nonblocking
equivalence. Furthermore, the language of lower-
automaton state v37 is equal to the language of upper-
automaton state u01, and since for lower-automaton
states only the language is relevant, v37 can be re-
placed by u01. This results in the automaton CA
′,
which is generalised nonblocking equivalent to CA(G)
and to G.
The algorithm to construct the canonical automa-
ton is exponential. The upper and lower automa-
ton are obtained through subset construction, and
the number of states of the canonical automaton is
bounded by
|Ucc|+ |Vcc|+ |V
α
cc
| ≤ 2|Q| + 2|Q| + |Ξ(α)|
= O(2|Q|) . (36)
To estimate the number of transitions, note that the
upper and lower automaton are deterministic auto-
mata linked by two τ -transitions for each α-marked
state. Thus, the number of transitions of the canoni-
cal automaton is bounded by
|Σ||Ucc|+ |Σ||Vcc|+ 2|V
α
cc
| = O(|Σ|2|Q|) . (37)
The construction of the upper automaton requires
tests for language inclusion to see whether languages
associated to different α-marked states are contained
in each other. There are up to 12 |Ξ(α)|(|Ξ(α)| − 1)
pairs of α-marked states that need to be compared,
and each test in the worst case requires construc-
tion of a synchronous product of two deterministic
automata with 2|Q| states each. The time complex-
ity of the language inclusion check is determined by
the number of transitions of the synchronous product,
which is bounded by |Σ|(2|Q|)2 = |Σ|4|Q|. In practice,
the test can often be completed much faster, because
identical states of G can be recognised in the sub-
set construction, and because the test can stop early
when language inclusion is not satisfied. Still, the
worst-case time complexity of the algorithm to con-
struct the canonical form is
O(|Σ||Ξ(α)|24|Q|) = O(|Σ||Q|24|Q|) . (38)
Despite its exponential complexity, subset con-
struction is known to be well-behaved in many prac-
tical cases. In (Ware & Malik 2008), subset construc-
tion has been used for compositional verification of
safety properties of very large discrete-event systems
models. Such results suggest that the canonical au-
tomaton may be a useful tool for compositional veri-
fication of generalised nonblocking.
5 Conclusions
The generalised nonconflicting completion semantics
has been presented as a process-algebraic model that
characterises automata according to their generalised
nonblocking behaviour. The semantics can be con-
structed from the transition structure and has a fi-
nite representation for any given finite-state automa-
ton. The generalised nonconflicting completion se-
mantics has been used to define a canonical form of
automata, a unique automaton that is the same for
all generalised nonblocking equivalent automata. An
algorithm to construct the canonical form has been
given.
The results presented in this paper provide an al-
gorithmic means to identify generalised nonblocking
equivalent automata and to perform refinement with
respect generalised nonblocking. In future work, the
authors would like to study possible applications in
the area of compositional verification, and to extend
the results to standard nonblocking.
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