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1. EINLEITUNG 
Es sei Xeiner der Raume C(257) oder &,(2n), 1 <p < a, der 2aT-periodischen 
Funktionen einer reellenvariablen, die stetig oder zurp-ten Potenz integrierbar 
sind. 1st T, eine Folge von trigonometrischen Polynomen YOM Gra 
s E ‘$I, undf E X, so zeigte Zamansky [I 7, p. 261, dai3 aus 
Iv-- T,ll = OW> 
folgt 
IITy’II = O(sP--) 3 p > OL. 
SteEkin 123, p. 2363 bewies, da13 aus (1.1) 
p f x, l/f@‘) - T(‘)ll = O(,y-a> s , Y < cx, WI 
folgt. 
Ersetzt man in (1.1) und (1.2) secL durch CO@-l), wobei w(h) em im Sinne von 
[13, p. 2191 verallgemeinerter Stetigkeitsmodul ist, dann folgt aus (1.1) und 
(1.2), also mit stirkeren Voraussetzungen, eine starkere Version des Satzes 
von Bernstein 
4, h,f) < Mw(h).’ Qwl 
Wenn wir als Folge trigonometrischer Polynome die Polynome bester 
Approximation wahlen, d.h. diejenigen Polynome T,* s-ten Grades, fiir 
Iif-- T,*// = E,(f) = inf {I/f- T,//;T,}, dann besagt der Satz von Jackson in 
einer verallgemeinerten Fassung, da13 unter der Voraussetzung (I .4) 
E,(f) < M, MoJ(s- “1 We 
gilt, wobei die Konstante M, nicht von f abhangt. amit ist fur gee~~nete 
f E X die Bedingung (1.1) erfiillt. 
Es entsteht nun die Frage, ob es miiglich ist, nicbt nur von (1.1), wie 
Bernstein im Falle der besten Approximation getan hat, sondern au& v 
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(1.2) auf (1.4) zu schlieBen. Wieder im Falle der besten Approximation konnten 
Butzer und Pawelke l-41 (im Raume L,(2w)) und Sunouchi [14,15] (im Raume 
C(2?7), L,(27r), 1 <p < m) dieses Problem l&en. Sie zeigten, da13 (1 .l) aus 
(1.2) folgt. Damit folgt aber nach dem oben Bemerkten such w(r, h,f) < M/z”, 
und wir erhalten, dal3 die Aussagen (1. l), (1.2) und (1.4) fur T,* Equivalent sind. 
Die Autoren von [6] zeigen, daB diese drei Aussagen auberdem zu (1.3) fur 
T,* aquivalent sind. Gleichzeitig werden dort diese Aussagen ausfiihrlich 
diskutiert und die Ergebnisse auf Banachraume und intermediare Raume 
iibertragen. Ihr Vorgehen la& sich folgendermagen beschreiben. Es sei X ein 
Banachraum und {P&, n eine Folge von Unterraumen mit der Eigenschaft 
PO = {0} 2 und P, c P,+l fur alle s E %. Wir definieren zu fe X E,(f) = 
inf ([If-- TII; T E P,) und fordern von der Folge {PSjSE% weiterhin, da13 zu 
jedem $ E !R undf E Xein T,*(f) existiert, so da13 
-G(f) = IV- T,*(f>ll 
und lim,, E,(f) = 0. 
Gibt es zwei stetig in Xeingebettete Banachunterr&une Xi, (i = 1,2), so dab 
ftir jedes s E % P, c Xi, und bestehen fur diese Raume die Ungleichungen 
Es(f) G Ai~-“‘llfllx~, f E xi, (i= 1,2) (1.6) 
IITII,, 4 4fVlTll, Tops, (i= 1,2) (1.7) 
wobei Ai, B,, u1 positive Konstanten sind, dann gilt 
SATZ 1.l.M u1 -c cc < 02, so sindfolgende Aussagen iiquivalent: 
(a) JW’> = O(s-‘? ; 
(b) f~ Xl und Ilf-K*(f>llx, = W*-9; 
(4 IIK*(f>llx, = Wz-% 
(d) K(t,f; X, X2) = O(t=“=), t -3 0.3 
Der Beweis dieses Satzes folgt im wesentlichen aus den Ungleichungen (1.6) 
und (1.7), die Verallgemeinerungen der Jackson-Ungleichung (1.5) bzw. der 
Bernstein-Ungleichung ftir Ableitungen von Polynomen sind. 
Ziel dieser Arbeit ist es einmal, “ein-dimensionale” Aussagen von Zamansky 
und SteEkin fur Polynome bester Approximation auf dem n-dimensionalen 
Torus zu beweisen und sie in Zusammenhang mit den schon bekannten 
rt-dimensionalen Versionen der SBtze von Jackson und Bernstein zu bringen, 
Die dabei verwandte Methode kann man als ein-parametrig bezeichnen. 
Zum anderen sollen Aussagen fur den Fall, dal3 der Index s der Unterraume P, 
2 Die Voraussetzung PO = (0) ist beweistechnisch bedingt und kann entfallen. 
3 Definition und Eigenschaften von K(t,fi X, X2) findet man z.B. in [3]. 
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einem Produktraum angehiirt, gewonnen werden. orgehen ist bier 
mehrdimensional, und dies wird sich such in der Wahl der 
vom Typ (1.6) und (1.7) ausdriicken. Wir erhalten so eine Veral~gemei~er~~ 
der von Butzer und Scherer in [6], [7] erzielten Ergebnisse. 
2. STETIGKEITSMODULE UND UNGLEICHUNGEN VON 
UND JACKSON 
Im folgenden Abschnitt sei X immer einer der Raume C(%r) oder L,(2?r), 
1 G p < M), der auf dem n-dimensionalen Torus stetigen oder zur p-ten Potenz 
integrierbaren Funktionen mit der iiblichen Norm. 1st f E X9 
wirfiirtE:%lundeE’%n 
1st crl der Einheitsvektor in Richtung der Koordinatenasche xi, so sehreibt man 
wdr,h,f) = %r(Y,kfl (2.3 
Ferner sei 
&hf) = ,;y;1 c4hkfh (2*4) 
wobei fi.ir e = (er, . . ., e,,) E !I?’ llell = maxr,,Je,i. 
Wir nennen A,’ (e)f die r-te Differenz und q(r,h,f) den r-ten Stetigkeits- 
modul von f in Richtung e, wi(r, h,f) den r-ten partiellen Stetigkeitsmodul von 
fin Richtung Xi und cu(r,h,f) den r-ten spharischen Stetigkeitsmod~~. Fur 
r = 0 setzen wir w,(r,h,f) = //f 11. 
Wie im eindimensionalen Fall gilt fur jedes e E R” 
4r, kf) < Wfll, (2.5 
45 s* kf) = Sr6-dr, kf ), SE%> 
we@, h * hf) < (1 + 47 o,(r, kf 1, h > 0. cw 
Entsprechende Eigenschaften besitzt such der spharische Stetigkeits 
Wenn wir von Ableitungen einesf E Xsprechen, dann verstehen wir d 
im folgenden immer distributionentheoretische Ableitungen. 4 In 
Sinne gilt 
4 Interessante Zusammenhtige zwischen punktweisen Ableitungen, dist~but~o~e~~ 
theoretischer Ableitungen und Normableitungen sind z.B. in 181 zu finden. 
100 JOHNEN 
LEMMA 2.1 Existiert die r-te Richtungsableitung Pfper van f E X in Richtung 
e mit (arf/aer) f X, dann ist 
w,(r+q,h,f) =G h'w, (2.7) 
Der Beweis verlauft genau wie im eindimensionalen Fall. Wie iiblich 
bezeichne 
af af -=- ax, aoiF i=l ,...,n. 
1st 
dann sei 
k = (k,, . . ., kJ E W, W= fi%, 
i-1 
arkif 
Okf= a$l,...,aq (2.8) 
wobei 1 kl = C;=i k,,. Falls fiir f E X und alle k E %” mit 1 kl = r Dkf E X, dann 
existiert die r-te Richtungsableitung von f in Richtung e = (e,, . . ., en> und es 
gilt 
apf d k, -= 
W ,k,=,. He c 
, . ..eFD”J. (2.9) 
Hierbei ist wie iiblich k! = n;=i kl!. Mit Hilfe dieser Uberlegungen folgt 
sofort 
LEMMA 2.2. Existieren alle Dkf, lkl = r, und ist mit f E X such jedes D”f E X, 
dann gilt 
W(r,h,f) G h* 2 r! IlD”f II. 
‘k’=r k! 
(2.10) 
Wir wollen uns nun der Bernstein-Ungleichung fiir trigonometrische Polynome 
m-ten Grades und dem Satz von Jackson iiber beste Approximation durch 
trigonometrische Polynome zuwenden. Wir geben 
DEFINITION 2.1. Es sei g,(t) = cos t, g*(t) = sin t und m’ = (ml’, . . ., m,,‘) E IV. 
Eine Funktion h(x) = h(x,, . . ., xn) = nrFl gJm,‘x,>, il = 1,2, hei& ein trigono- 
metrisches Monom vom Grade m’. 1st m ~‘3, so heiDt jede Funktion, die 
durch Linearkombination von Monomen vom Grade m’ < m* entsteht, ein 
trigonometrisches Polynom vom Grade m. Wir bezeichnen ein solches 
Polynom mit T,. 
Da ein trigonometrisches Polynom m-ten Grades, m = (m,, . . ., m,), in jeder 
5 Sind x, y f W, so sei x G y genau dann, wenn xt G yr fiir alle i = 1, . . ., n. 
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VerSinderlichen xi ein Polynom m&en Grades ist, folgt aus der ein- 
dimensionalen Bernstein-Ungleichung 
LEMMA 2.3, (Bernstein-Ungleichung): Fiir jedes trigo~ometr~c~e ~olynom 
T,,, vom Grade m gilt 
(2.11) 
c 
A llDk T,J < ~m~“~!T,,Ji. 
Ikl=r k! 
(2.12~ 
1st P, = {T,, ; m’ < m), so definiert man zu jedemf E X 
Em(f) = inf (IIf-- T,,lj; T,, E P,). (2. 
Gleichfalls mit ein-dimensionalen Methoden beweist man die Aussage des 
Satzes von Jackson, die wir im folgenden Lemma die Jackson-U~gleicb~~ 
nennen wollen. Es lautet 
LEMMA 2.4. (Jackson-Ungleichung). Ist k = (k,, . . .) k3 E 
eine Konstante M(k,, . . ., k,J, so dapfiir alle f E X, m = (ml, 
&,(f > =G M(k,, . . ., k3 iz w(ki, (mi * I>-"A 
Ein Beweis dieser Ungleichung ist z.B. in [Id, p. 2731 zu finden. 
3. EIN-PARAMETRIGEAPPROXIMATIONAUFDE~I~-DIMENSIONALENTORUS 
Urn die in [6] entwickelte Theorie anwenden zu kiinnen, teilen wir die Menge 
der trigonometrischen Polynome in eine Schar von linearen R&men ein, 
nur noch von einem Parameter abhangen. Wir beniitigen hierzu fo~ge~de 
Definitionen. 
DEFINITION 3.1. Eine Funktion 4 :%* -+ !R1 hei& eine Gradfu~ktio~, falls 
es eine Konstante L > 0 gibt, so da13 
L-‘Ilmll =G 9(m) G Lllmll Wb 
fur alle m cz ill”. Hierbei sei l]rnll= maxi $ is ,\mi j. Die Zahl 4(m) nennen wir 
den #-Grad von m. 
DEFINITION 3.2. Ein trigonometrisches Monom vom Grade m heibt 
$-Grade s, falls 4(m) = s. 1st s E $$I?), so hei& jede Funktion, die 
einer Linearkombination von trigonometrischen Monomen besteht9 de 
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&Grad < s ist, ein trigonometrisches Polynom vom #-Grade s. Ein solches 
Polynom bezeichnen wir mit T,. 
Bezeichnen wir mit P, die Menge der trigonometrishcen Polynome vom 
#-Grade s, dann ist P, c P,,, wenn s < s’. Es sei nun 
G(f) = inf {If-T,ll; T, E PJ. (3.2) 
Da P, ein endlich-dimensionaler Raum ist, gibt es zu jedemf E X ein Z’,*(f) 
mit 
Es(f) = If- Ts*(f)ll, 
und aus (3.1) und (2.14) folgt fur jedesf E X 
lim E,(f) = 0. 
s-xv 
LEMMA 3.1. 1st f E X, dann gibt es eine Konstante A,., die nur von r abh&zgt, 
so daJ 
-WI G A, 4r, 0 + I)-‘,f). (3.3) 
Beweis. 1st s E #.T’), so wahle man m = ([L-is], . . ., [L-‘s]).~ Mit den 
Bezeichungen von (2.12) haben wir 
&(f) G M(r) i4 w(r, (Ilmll + 1)~‘,f) 
G Wr)n-4r, Umll f l>-‘,f>. 
Nach (2.6) und der Definition von m folgt 
E,(f) < M(r) 3 * 4r, Ls-‘,f) 
< M(r)(l +L(l + s-‘)yw(r,(s + 1)‘J). 
Nach (2.1) gilt aber ftir alle m’ G m qb(m’) ,(Lllrn’ll G Lljmjj G s, da /[ml/ G L-Is. 
Deshalb ist P,,, c P, und damit E,(f) < &,,(f). 
Bezeichnen wir mit Xtr) den Raum aller f E X, ftir die D”f E X fur alle 
k EWmit lk[ = r, so wird A?) unter der Norm 
Ilfllo, = llfll + 2 r! IPkfll 
,k,=r lz! 
(3.4) 
zu einem Banachraum. 
LEMMA 3.2. Ist f E X (r), dann gibt es eine Konstante A,, so daJ 
&(f > G Axrllf llw 
und eine Konstante B,, so daafiir alle T, E P,, s # 0, 
IITsllw G &,I llT,ll. 
(3.5) 
(3.6) 
Be&s. (3.5) folgt unmittelbar aus (3.3) mit (3.4) und (2.10). Es bleibt 
nur (3.6) zu beweisen. 
Unter der Menge aller m’ E $I” mit $(m’) G s gibt es ein bn, fur das 1 
maximal ist. Deshalb folgt fiir ein beliebiges T, E P, nach (2.12) und (3.1) 
Daraus folgt mit (3.4) die Behauptung. 
Wir stellen nun an r$ die zusatzliche Forderung: 
ista~%‘,m~%nmita~m~!lln,sosei~(a~m)=a~(m). 
Damit folgt nun 
(3.7) 
SATTZ 3.3. Geniigt $ den Bedingungen (3.1) und (3.7) und ist s E ~~~), 
sindftir o( > Ofolgende Aussagen equivalent: 
(4 J%,(f) = OW”); 
04 fe Xc'), r -=c 01, Ilf- Ts*(fN,, = OW-9; 
(4 ll~,*(fhp, = WY, P> a; 
(d) K(t,f, x, X(P)) = O(W), p > Lx; 
63 43 4f> = O(t9, P > a. 
Beweis. Die Aquivalenz der Aussagen (a)-(d) ergibt sich aus Satz 1. 
Nach(3.3) folgt (a) aus (e). Zerlegtmanf E Xinf = fi t- f2, mitfl E X,f2 E X(@, 
dann gilt 
4% t,f) G 4% t,fJ + 4% 4f2) 
Deshalb ist nach der Definition von K(tP,f; X, X(P)) w(p, t,f) < 2PK(tP,, 
X, X(p)), und (e) folgt aus (d). 
Bemerkung. Satz 3.3.laBt sich mit einigen Modifikationen des Beweises aue 
ohne die Bedingung (3.7) zeigen. 
Die Bedingungen (3.1) und (3.7) werden von den Funktionen qbP(m) = 
(CbI mip)l’p, 0 <p G co erfiillt, insbesondere nattirlicb von der Funkt~~~ 
&,(m) = Ijmjl. Eine groge Klasse von Funktionen des verlangten Typs erbah 
man auf folgende Weise (siehe such [IZ]): 
Es sei R eine kompakte Menge des ‘P, die den Nnllpunkt als inneren Punkt 
enthalt und ftir die mit 0 G a G 1 und x E R folgt ax E R 
+R(m)=inf(d>Q;mEd 
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Speziell im Falle 
erhalten wir &, (m) = A(wt>, 
4. MEHRPARAMETRIGE APPROXIMATION 
Wir machten nun Satz 1.1. in einer anderen Richtung verallgemeinern. 
Es sei X ein Banachraum mit stetig eingebetteten Banachunterraumen 
X(1’ , . . ., X@), Wir betrachten den linearen Raum 
x, = ; X(i), 
i=l 
der unter der Norm 
llfllo = ,~~~nllfllxc~) 
ebenfalls ein stetig in X eingebetteter Banachunterraum ist. Ftir jedes f E X 
definieren wir das Funktional 
K(t,, . . ., t&f; X X0> = inf (llhll -t- i% 4ll.&ll*(i)25 E Xf2 E &,f=.h +.k) . 
(4.1) 
Wir fordern, dalj zu jedem IIZ E !I? ein linearer Unterraum P,,, c X0 existiert mit 
den Eigenschaften : 
(i) Pm c P,,, falls m G m’; 
(ii) Pm = (0}, falls ein mi = 0; ’ 
(iii) Zu jedemf E X existiert ein T,*(f) f Pm mit 
IV- T,*(f)ll = &(f) = inf(Ilf- T,ll; T, E I’,,,,; 
(iv) lim,, E,(f) = 0 fur jedes f E X. 8 
Ferner sollen positive Konstanten A, crl, . . ., u,, existieren, so dal3 fiir allef E X, 
E,(f) G A it ~f2;~‘llfllx~~~~ (4.2) 
und eine positive Konstante B mit 
Wir bezeichnen (4.2) wieder als Jackson- (4.3) als Bernstein-Ungleichung. 
7 Diese Forderung ist technischer Natur. 
* lim,,,,,a,,, = a0 genau dann, werm es zu jedem B 7 0 ein N(E) gibt, so da13 fiir alle m E W 
mitm12N(e),i=1 ,..., rz,[a,-aOl<e. 
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Haben. wir ein zweites n-Tupel von stetig in X eingebetteten ~ana~hunter- 
rkmen Y(l), *. ., Y(“), mit P,, c Y,, = A Yci) fik alle YM E En”, und gilt hi~rf~r 
i=l 
(4.3’) 
dann gilt der 
KATZ 4.1.Ist ai < &i <pi, i= 1, . . . . n, so sind folgende Aussagen iiquivalent: 
(a) Es existiert eine Konstante MI, so daJ fiir alle m E 
i=l 9 “., % 
GLf- > G Ml jil mj”-‘; 
(b) f E X0, und es existiert eine Konstante Al,, so da@ fiir alle m E 
ylzi # 0, i = 1, . . ., N, 
i% mTW - T,*(f )llxcij G Mz. j$k m;“j; 
(G) es existiert eine Konstante MS, so da@ fiir alle m E 
i= 1, . . ..n. 
Beweis. Wir zeigen erst, da13 (b) aus (a) folgt. Dazu definieren wir a1 = 
(a,“, -.., a,“), ai > 1, und mea’ = (ml a,‘, . . ., m,a,“). Wghlen wir die aj SO, daD 
(api/ayj) -c 1, da nn o g aus (4.3) unter Anwendung von (a) f 1 t 
d B LIT (miaf+‘)“‘lla”~,,,,,(f> - TlL&f>li 
1-O 
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Wir kijnnen also eine Konstante AI2 finden, so da13 
j. llTiL+~ n (f) - T&,Jf)jlx<i, < M2 n-l my* Xl mTJ -= ~0. 
Da X(‘) ein Banachraum ist, konvergiert 
izo (T;rjoalr~ U> - Tk4.f)) 
und da XC”) stetig in Xeingebettet ist, haben wir 
I$ (T&,I+I (f) - T&,ar(f)) =f- T,*(f) in Xc*). 
Deshalb ist f E XC”) und wegen der Dreiecksungleichung ftir die Norm 
Da das gewahlte i beliebig war, folgt Aussage (b). 
Urn (c) aus (b) zu beweisen, definieren wir ftir beliebiges a = (aI, . . ., a,) mit 
a,> l,j= 1 . . . . n, m oa-’ = ([ml a;‘], . . ., [m,a;“]). Dann haben wir 
T,*(f) = j. Gtdf) - T&a-c~+~,(f>> 
wobei lo die grijl3te ganze Zahl ist, so dalj P,,,,,+, # {O}. Mit (4.3’) erhalten wir 
lo-1 
< 20 2 h ai’lpi~m,a-c~+df) + 2WI. 
l=O 
Berticksichtigt man, da13 E,,,-,(f) = E,,,.Jf-- T;,,-,(f)), so erhalt man mit 
(4.2) 
lo-l 
llT,*(f)llYw G 2DA ,zo [mia;“P j$ ~~ja;~‘l’?‘llf- T~,a-~~+df)ll~co 
+ WV-II. 
Nach (b) folgt dann 
lo- 1 
IIT’*(f)llr(i) G 2DAM, Lso [mi a;‘]? fl [mjaj;“+‘Y’ + 2Nfll 
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Wghlen wir die aj so, da13 (u$i/uj”j) > 1, dann gibt es eine Konstante 
n 
Da i beliebig war, folgt die Aussage (c). 
Nun schlieBen wir von (c) auf (a) zurtick. Wir setzen uz = (a”, . . ., 2’) und 
beachten, da13 
iiuft der Beweis wie im eindimensionalen Fall. 
eweis der Aquivalenz der Aussagen (a) und (d) beachten wir, daB 
fur eine beliebige Zerlegung f=fr +fi mit fi E X, & E YO nach (4.2’) 
Deshalb folgt 
E,,,(f) d C’ K(mTP2,. a,m;Pn;f; X, Y,), 
und (d) impliziert (a). Wahlen wir aber andererseits die Zerlegu~~ f= 
(f-T,*(f)) t Tm*(f), so gilt wegen (a) und (c) 
egen der Monotonie von K(t,, . . ., t,;f, X, Y,) folgt daher (d) aus (a). 
Bemerkung.g Es sei G(t,, . . . . tJ eine auf X operierende Halbgruppe mit 
w,, a’*, tJ = JJ y=, Gi(ti) und Gi(ti) eine Halbgruppe der Klasse %?o mit dena 
infinitesimalen Erzeuger Aiy i = 1, . . ., n. Erfullen diese Halbgruppen die 
Bedingung G,(tJ Gj(tj) = Gj(tj) Gi(t,) ftir alle i, j UIIC! setzt man X”’ = XCrrE 
wobei Pi) der Raum D(&) unter der Norm j)fl)Crij = max (IfJj, JJAiffj]) ist, 
dann 1aBt sich das durch XCrl*..** m, = n;=r P’s) definierte ~~nktio~a~ 
K(f ,,...,&;f)durch 
abschatzen. r” Hierbei ist 
Ki(t,yf) = K(O, * * ep 0, tiy 0, *I *) o;f). 
9 Detiitionen siehe [3]. 
lo Siehe [Ill. 
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Andererseits gilt aber allgemein 
Zur Anwendung von Satz 4.1 auf den n-dimensionalen Torus betrachten wir 
den Raum X, der nun wieder wie in Abschnitt 2 definiert sei. X@’ = X@f) sei 
der Teilraum derf E X, fiir die a’if/ax;i = Dfif E X. Wir normieren Xcr*) durch 
llfll~rt~ = max Ufll, IlWflD (4.4) 
und machen es so zu einem stetig in X eingebetteten Banachraum. Es sei 
jp, . . ., m) = 6 pi) 
i=l 
und P, der Raum aller trigonometrischen Polynome vom Grade m. Die 
wichtigen Bedingungen (i), (iii) und (iv) sind ftir P, erfiillt und wir haben nach 
(2.14), (2.7) und (4.4) fur jedesf E X@‘, * . ** ‘,,) 
&if) < Ah . . ., r> *ji, m7illfll~rr~. (4.5) 
Nach (2.11) haben wir fur alle m E !I?!, ftir die mi # 0, i = 1, . . ., n, die Un- 
gleichung 
d.h. die notwendigen Voraussetzungen zu Satz 4.1 sind erftillt, und es gilt 
SATZ 4.2. Ist ri < ai < pi, dann sind folgende Aussagen Zquivalent: 
(4 L(f) f MI i m;“j fiirallemE91mitmi#0,i=1,...,n; I=1 
allemE%mitmi#OO, i=l, . . ..n. 
(c) i% mJPJllD~T,*(f)/l G Al3 i$l mjQJ fiir alle m E 91 mit m, # 0, 
i= 1, . . . . n; 
tiBER SffTZE VON M. ZAMANSKY UND S. B. STE&ClN 4 
Wir brauchen nur noch die Aquivalenz der ersten vier Aussagen mit (e) 
nachzuweisen. Zun&hst folgt (a) aus (e) nach (2.14). Fur eine beliebige 
Zerlegungf=f, +f2 mitfr E X,fi E X(P** * * .’ P) gilt nacb (2.2) und (2.1) 
G i: ~p’llflll + j$l 4’lifillQ?,t- 
.+I 
Letztere Ungleichung gilt nach (2.5) und (2.7) .Daraus folgt aber 
Mit Satz4.2. und Satz 3.3. haben wir eine Ubertragung der Sgtzevon Zamansky 
und SteEkin mit ihren Umkehrungen auf den n-dimensionalen Torus gefunden, 
Und zwar entspricht die Richtung von (a) nach (b) dem Satz von Steckin, die 
Richtung von (a) nach (c) ist eine mehr-dimensionale Version des Satzpr; vo 
Zamansky. Die Richtung von (a) nach (e) entspricht der Aussage des Satzes 
von Bernstein. Beim Beweis, daB Aussage (a) aus (e) folgt, benutzten wir 
die Aussage des Satzes von Jackson fast in voller Schgrfe wie sie durch 
(2.14) gegeben ist. Jedoch 15iI3t sich (wie in [II] gezeigt) fur K(t,) *. , t, ;f> eine 
Absch&ung der Form 
K(tP, , . . ., t,P”;f; x, X(Pl, . ’ .’ Pn)) G 2 w&Ji, fi,f) 
I=1 
beweisen, so daD man (a) tiber (d) aus (e) schliegen kann, d.h. wir bra~~b~~ 
die Jackson-Ungleichung nur in der Gestalt (4.5). 
Setzen wir in Satz 4.2. CQ = 01, ri = r, pi = p, so kann man 
dieses Satzes mit denen des Satzes 3.3. vergleichen. Wie man le 
die Aussagen (a) beider S$tze gleich, wenn man in Satz 3.3 +( 
Dann sind aber such die Aussagen (e) Siquivalent. Ferner ist noch zu bem 
daB durch Aussage (e) in Satz 3.3 die Definition der R&me N$’ van ~ikolsk~ 
[lo], durch die Aussage (e) in Satz 4.2 diejenige der bekannten 
B(CLI,...,WI) von Besov [2] gegeben ist. Interpolation zwischen X u 
St&lev Raum X@) im Sinne der Interpolationsmethode (Peetre, Lions- 
Eeetre) entspricht der Einftihrung der sogenannten “fraktionierten Sobole 
RZiume”. Interpoliert man mit Hilfe der Funktionale Ki(tpf) zwischen X u 
X(zl’ * . .p mnj, so erhalt man die Besov-R&me BP,@ Cal, .* . *“n). In beiden F&llen Kahn 
man fur diese intermedigren R&ume analoge Satze vom obigen Typ erhalt~~. 
Diese Arbeit wurde im Rahmen eines vom Landesamt fiir Forschnng des Landes 
Nordrhein-Westfalen gefiirderten Forschungsvorhabens angefertigt. Der Verfasser daunt 
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dem Landesamt fur die Erlaubnis, sie in dieser Zeitschrift zu veroffentlichen. Ferner weiB 
er sich Herrn Prof. P. L. Butzer ftir viele helfende Ratschllge und Herrn Dip].-Math. K. 
Scherer fur die kritische Durchsicht des Manuskriptes verpflichtet.” 
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