Abstract
Introduction
A fundamental problem in pattern recognition is to select suitable representations for objects and classes. In the decision-theoretic approach to pattern recognition, a pattern is represented by a set of numerical values, which forms a feature vector. Although, in many tasks, the recognition of objects can be achieved successfully using only global features such as size and compactness, in some applications, it is helpful to describe an object in terms of its basic parts and the relations between them. The most common techniques are based on the graph theory [7] . Nevertheless, another option is through the qualitative reasoning which it is based on comparative knowledge rather than on metric information. Many methods for shape representation and analysis are based on extracting points and edges which are used to define projectively invariant descriptors. In this paper, instead of points, regions of the images are taken into account. The motivation behind this choice is that the regions of an image can be more reliably extracted than edges. Thus, the qualitative information of the topology of the image based on the regions is extracted, which is derived from the oriented matroid theory. In the following sections a formalism for qualitative representation and comparing images is described. After that, we present some experimental results and the final conclusions.
Oriented Matroids
Oriented matroid theory [1] , [2] and [3] is a broad setting in which the combinatorial properties of geometrical configurations can be described and analysed. It provides a common generalization of a large number of different mathematical objects usually treated at the level of usual coordinates. In this section oriented matroids will be introduced over arrangements of points using two combinatorial data structures called chirotope and set of cocircuits, which represent the main tools to translate geometric problems into this formalism. In the abstraction process from the concrete configuration of points to the oriented matroid, metric information is lost but the structural properties of the configuration of points are represented at a purely combinatorial level.
Oriented Matroids of Arrangements of Points
Given a point configuration in ℜ d-1 whose elements are the columns of the matrix P =(p 1 ,p 2 ,...,p n ), the associated vector configuration is a finite spanning sequence of vectors {x 1 ,x 2 ,...,x n } in ℜ d represented as columns of the matrix X=(x 1 ,x 2 ,...,x n ) where each point p i is represented in homogeneous coordinates as =
To encode the combinatorial properties of the point configuration we can use a data structure called chirotope [3] , which can be computed by means of the associated vector configuration X. The chirotope of X is the map
that assigns to each d-tuple of vectors of the finite configuration X a sign + or -depending on whether it forms a basis of ℜ d having positive or negative orientation, respectively. This function assigns the value 0 to those d-tuples that do not constitute a basis of ℜ d . The chirotope describes the incidence structure between the points of X and the hyper planes spanned by the same points and, at the same time, encodes the relative position of the points of the configuration with respect to the hyperplanes that they span. Consider the point configuration P represented in figure 1 whose vector configuration X is given in Table 1 . Table 1 . Vector configuration that corresponds to the planar point configuration represented in figure 1.
The chirotope χX of this vector configuration is given by the orientations listed in Table 2 . The element χ(1,2,3) = + indicates that in the triangle formed by p 1 , p 2 and p 3 these points are counter clockwise ordered. These orientations can be rearranged in an equivalent data structure called set of cocircuits of X shown in Table 3 . In this planar case, the set of cocircuits of X is the set of all partitions generated by the lines passing through two points of the configuration. Table 3 . Set of cocircuits of the planar point configuration represented in figure 1.
For example, (0, 0, +, +, +, +) means that the points p 3 , p 4 , p 5 , and p 6 lie on the half plane determined by the line through the points p 1 and p 2 . Reversing all the signs of the set of cocircuits we obtain an equivalent description of the planar arrangement of points. Besides chirotopes and cocircuits there are several data structures capable of encoding the topological properties of a point configuration. In [3] their definitions can be found and it is shown that all of them are equivalent and are referred to as oriented matroids.
Oriented Matroid of Arrangement of Regions
Consider a segmented view of a 3D object. Extracting the oriented matroid of a view is not straightforward since the regions that form the image cannot be reduced to points, taking for instance their centroids, without losing essential topological information for object recognition. Therefore, the convex hull [4] of each region is employed to represent the region itself. Then, pairs of the resulting convex polygons are considered and the oriented matroid is computed based on the spatial location of the other convex regions of the image with respect to the two lines arising in merging the convex hulls of pairs disconnected regions. Consider, for instance, the ordered pair of convex regions (S,T) of figure 2.a. It is easy to see that the convex hull of these two planar convex disconnected polygonal regions is a polygon whose set of vertices is included in the union of the set of vertices of S and T. On the contrary, the set of edges of the convex hull of S and T is not included in the union of their set of edges. Indeed, two new "bridging edges," e 1 and e 2 , appear as illustrated in figure 2 .a. Actually, efficient algorithms for merging convex hulls are based on finding these two edges [5] . Consider the two lines l 1 and l 2 that support e 1 and e 2 . These two lines divide the image into three or four zones depending on the location of their intersection point with respect to the image. Let R S,T and L S,T (figure 2.b) be, respectively, the rightmost and leftmost zones with respect to l 1 and l 2 and I S,T the zone of the image comprised between them. Since R S,T , L S,T and I S,T can be univocally determined from the ordered couple of region (S,T), the location of a region U with respect to the regions (S,T) of the image is encoded into a chirotope using the following rule
It has been implicitly assumed that U is completely contained into either R S,T , L S,T or I S,T but, in general, it belongs to more that one of them. In this case, since the ratio of areas is an affine invariant, introducing an approximation, we can choose the sign based on which region contains the largest portion of the area of U. A distance measure is presented in this section to provide a quantitative value of the match between two sets of cocircuits T 1 and T
2
. To this aim, we first define the null cocircuit C Φ and the distance between cocircuits dc.
The null cocircuit
The null cocircuit is used to represent the non-existence of a cocircuit in one set of cocircuits. It is defined as
and it has s null elements, Φ, that is, the number of combinations of regions that the set of cocircuits has.
Distance between cocircuits
The distance measure between a pair of cocircuits 
Distance between sets of cocircuits
The distance between cocircuits is somehow related to the topological similarity of a labelling function f:
given the set of cocircuits T 1 and T 2 extracted from a pair of segmented images. We may attempt to minimise a global cost measure k f of a morphism f in the set H. This set represent the allowable configurations or labellings. Once a cost measure k f is defined, a distance measure and the optimal labelling f* are defined respectively as { } 
where dc is the distance between a pair of cocircuits belonging to the original set of cocircuits (T'
) or the extended ones.
Oriented Matroids to represent 3D-objects
The process of representing 3D-objects by the Oriented Matroid theory starts with some preliminary choices, namely the features used to characterize the regions of the segmented views of the set of 3D objects. Suppose that hue and area are used to characterize each region. Another parameter to choose is the number of levels in which the hue is quantized and the number of regions having the same hue that will be taken into account. These choices, of course, depend on the properties of the views of the database. Then, the views are segmented according to these choices and the convex hull of each region is computed. As a consequence, the resulting images are compositions of convex polygonal regions that can be disconnected or partially or completely overlapped. In figure 3 are represented two views of two objects in which a hue quantization with 6 levels W, R, Y, G, B and N has been applied and only the two biggest regions with the same hue value are taken into account. Table 4 .
Let (W,R,Y,G,B,N) be the ordered tuple of hue levels considered. For example, labels G1 and G2 in Figure 3 denote, respectively, the first and the second regions of the views with the biggest area having the hue value G. Table 4 . Set of cocircuits of the objects in figure 3 .
When S and T are disconnected, the corresponding cocircuit is present in the index. The symbol " ∃ / " in correspondence with a certain feature indicates that no region with that feature is present in the views listed in the record. For example, the cocircuit WR contains a ∃ / in the column Y because no region with the Y feature is present in the object. If (S,T) is a couple of connected regions or S or T does not exist, the cocircuit cannot be computed and so it does not appear in the set of cocircuits. Table 5 shows the distance values between all the cocircuits of objects in figure 3 . The bold numbers represent the labelling f* that gives the minimum cost.
( ) Table 5 . Distance values between the cocircuits of both objects.
Application
The Oriented Matroid theory is applied on positioning a mobile robot on indoor places by recognising the objects that are near it using computer vision. Figure 4 shows a selection of 8 images used to built the index of cocircuits table. The 74% of the images where correctly recognised. Some images were wrongly recognised (recognised as it was another image) and another ones where not recognised (no image was considered similar enough). These errors were basically due to the change of the hue of the regions and the change of the point of view. Nevertheless, when the vision system cannot recognise the image (not recognised) or considers that the image that it views is far from it is supposed to be (wrongly recognised), the control of the robot supposes that its position is the same than the last reliable one. 
Conclusions
In this paper a new method for representing views of 3D object has been presented. It is based on a qualitative representation derived from the oriented matroid theory. This qualitative representation characterizes the local and global topology of the regions of an image, is invariant under affine and Euclidean transformation of the views, intrinsically robust to discretization errors of the image and insensitive to small displacements of the point of view.
We have applied the method on recognising indoor scenes of 3D-objects and the experimental results have shown the usefulness of the method due to the high ratio of correctness and also the run time.
