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A ne:w class of stochastic processes, called processes of positive bivariate type, is defined. Such 
a process is typically one whose bivariate density functioi, , are positive definite, at least for pairs 
of time points which are sufficiently mutually close. The class includes stationary Gaussian 
processes and stationary rever;ible Markov processes, and is closed under the operations of 
composition and convolution. The purpose of this work is to show that the local times of such 
prociesses can be investigated in a natural way. One of the main contributions is an orthogonal 
expans’ion of the local time which is new even in the well-studied stationary Gaussian case. The 
basic: tool in its construction is the Lancaster-Sarmanov expansion of a bivariate density in a 
series of canonical correlations and canonical variables. 
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1. $Woduction and summary 
The purpose of this work is to identify a general class of stationary stochastic 
processes whose local times can be studied in a vergr direct and natural way. In 
recent years there has been a growing interest in the study of local times of sttirhastic 
processes. Thk work has bee;n comprehensively described in the survey of Geman 
and Horowitz [ 11). As %dicatecl in the latter work, almost all of the detailed 
research in this area has been for two classes of processes: (a) Markov processes, 
including diffusion and processes with stationary independent increments; and (b) 
stationary Gaussian processes and fields, and Gaussian processes with stationary 
or nearly stationary increments. 
In this paper we will define a new class of stationary processes which we call 
processes of uniform positive bivariate type. This class includes stationary 
Gaussian processes, a large subciass of the class of stationary M;irkov‘?rocesses, 
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and other processes obtained from these by certain transformations of the state 
space. The class also includes processes obtained from processes with independent 
increments by taking the increments over an interval of fixed length, that is, 
X(t + h) -X(t), t 3 0, where h is fixed. The class is characterized by a set of 
conditions on the bivariate distributions of the process. The fundamental condition 
is that for any two parameter values s and 5 which are sufficiently close to each 
ot?Per, the corresponding random variables ha!ve a bivariate distribution which is a 
positive definite kernel on the product of the marginal supports. Such distributions 
were introduced and studied by Shaked [22] who called these positive definite 
dependent distributions. Recent related work has also been done by Cambanis and 
Schoenfelder [9]. 
In earlier works on the local time of a stationary Gaussian process, we found 
that some properties of the local time could be stated in terms of conditions on the 
incremental characteristic function of the process [ 1,2]. We indicated that the 
method was valid without the assumption that the process is Gaussian, but that 
the particular conditions were easy to state for Gaussian processes because of the 
simple form of the characteristic function. In the present work (Sections 3 and 4) 
we show that for processes of positive bivariate type the conditions on the incre- 
mental characteristic function are expressed as simple conditions on the density of 
the increment. 
A new contribution of the concept of the positive definite dependent distribution 
to the theory of local times is an orthogonal expansion for the local time. The 
results are new even for the stationary Gaussian process. The main tool used here 
is a refinement of the canonical expansion of a bivariate density which is due to 
Lancaster [14] and Sarmanov [19,20]. Among the applications of the expansion 
of the lolcal time are two limit theorems for the local time of a Gaussian process 
on the interval [0, t]: Upon appropriate normalization the local time at a fixed 
point of the state space converges in distribution for t + 00. The limiting distributions 
for x = 0 and x f 0 are different. 
The appendix contains a correction of a previous result on characteristic functions 
which is used to characterize the density of the difference of two random variables 
having a positive definite dependent distribution [5]. 
I thank Moshe Shaked for bringing [22] to my attention, and Stamatis Cambanis 
for the references [7] and [9]. 
2. Positive definite dependent 
Let (X, Y) be a pair of random variables on a probability space with a symmetric 
joint distribution function F(x, y). The distribution is called positive definite depen- 
dent (PDD) if F is a positive definite kernel on the product of the supports of X 
and Y. If F has a bivariate density -with respect to Lebesgue measure, t
density is also a symmetric positive definite kernel. 
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The following two results are special cases of results of Shaked [22]: 
Proposition 2.1. If (X, Y) has a PDD distribution, then so does (f(X), f ( Y)) for 
any Bore1 function f. 
Proposition 2.2. Let (Xl, Y1) and (X2, Y2) be independent pairs of random variables, 
each with a PDD distribution. Then the sum (Xl +X2, YI -k Y2) also has a PDD 
distribution. 
Now we present a new result. 
Lemma 2.1. Let p(x, y) be a symmetric, continuous positive definite density function, 
and let (X, Y) be a random pair with this density. If 
r w p(x,x)dx<~, 
al’-_00 
(2.1) 
then X - Y has a continuous density function and a reel nonnegative integrable 
characteristic function. 
Proof. By the elementary formula for the density of X - Y, the latter is defined 
for almost all y as 
I 
W 
4(Y) = pb, x + y) dx. (2.2) 
-w 
-4ccording to an earlier result of ours (see the appendix), the condition (2.1) and 
the fact that p(x, y) is continuous and positive definite imply that q(y)/q(O) is 
necessarily the characteristic function of an absolutely continuous distribution. 
Therefore, q( y ) is 
G(u) = ~(--u), and 
4(Y)/@) 
continuous and there exists a density function G(u) such that 
W = I . elUVq(u) du. -w (2.3) 
The uniqueness theorem for characteristic flrnctions now implies that 27~q(O)&--24) 
is, in fact, the characteristic function of the (Iistribution with the density q(y). 
Lemma 2.1 is an extension of the known result for the case where X and Y are 
independent and have a common density fi.mction: The characterifitic function of 
X - Y is the square of the modulus of the common characteristic function. 
The following results follow from well-known theorems relating the derivatives 
of the characteristic function to the momenris of the distribution. The novelty here 
is that the density is itself a multiple of a characteristic function, so that the roles 
of the distribution and characteristic functi:3ns may, in the classical theorems, be 
interchanged. 
4 S. M. Berman I Local times and positive defi’nite densities 
Lemma 2.2. If the conditions of Lemma 2.1 are assumed, q(y) is defined by (2.2), 
nd if qtk’(0) exists for an integer k 2 1, then 
I 
co 
lul”&u) du <co 
-CO 
and 
m q’@(O) = q(0)(i)P 
I 
u”q(u) du 
-00 
(2.4) 
(2.5) 
for p = k when k is even, and p = k - 1 when k is odd. 
Lemma 2.3. If the conditions of Lemma 2.1 are assumed, q(y) is defined by (2.2), 
and if q has an analytic extension q(z) to the strip IIm z 1 c c in the complex z-plane 
for some c > 0, then (q(-ib)l c c,‘ For every b, 0 c b < c, and 
I 
OD 
q(-ib) = q(O) e’“q(u) du. 
-CO 
(2.6) 
We give several examples of PDD distributions; others are given in [22]. 
Example 2.1. Let X, Y and 2 be independent random variables uch that X and 
Y have identical distributions. Define the pair U = X +Z, V = Y +Z, then (U, V) 
has a bivariate PDD distribution. This follows from the fact that U and V are 
conditionally, given 2, independent and identically distributed; thus, their condi- 
tional bivariate distributicn is PDD and so their unconditional bivariate distribution 
has the same prsperty. 
Example 2.2. A standard bivariate normal distribution with positive correlation 
coefkient p is PDD. Indeed, if X, Y and 2 are independent with standard marginal 
normal distributions, then 
U=XG+Zp and V= YJl-p+Zp 
have a standard bivariate normal distribution with correlation coefficient p, and, 
by the result of Example 2.1, have a bivariate PDD distribution. 
xumple 2.3. Let (Xl, Yl), . . . , (X,n, YU1) be independent random vectors having 
a common bivariate PDD distribution. By Proposition 2.1, the vectors (X:, Y’ ), 
i=l,... , m also have a common bivariate PDD distribution. Since the latter are 
mutually independent, Proposition 2.2 implies that 
f(x: +m l l +x;,Y:+***+Y;) (2.7) 
also has a bivariate PDD distribution. Xn the case where the underlying pairs (X, Y) 
have a standard bivariate normal distribution with p,rsitive correlation, the distribu- 
tion of (2.7) is known as the Wicksell- ibble bivariate gamma distribution [ 13,241. 
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It has the density 
p(x,,y)=(xy'c) 
(m-1)/2 
-exp(--f-J$m_l(~_~) 
md(l--a 
5 
cm 
where C = p2 and Im_r is a modified Bessel function of the first kind of order nz - 1. 
Example 2.4. The bivariate Cauchy density 
p(lr, y) = (2&c(c2+x2+ y2)-3,‘2 
where c > 0, first considered by Pearson [l], is of PDD type. This can be verified 
by expressing it as 
= 
1’2 exp[-z(c2 +x2 + y*)] dz, 
which is clearly a positive definite function. 
Example 2.5. Let b(u, U) be the characteristic function of a bivariate distribution. 
If fi is integrable, then it can be shown that if j?( u, -v) is positive definite, then so 
is P(X, Y)- 
Example 2.6. It is shown in [22] that (X, Y) has a PDD distribution if and only if 
E h(X)h(Y)sO (2.9) 
for all Bore1 functions h,, A class of bivariate distributions with this property was 
recently studied by Cambanis and Schoenfelder [9]. 
3. Stochastic processes of positive bivariate type and their local times 
Let X(t:, 0 G t s 1, be a real separable stochastic process. 
Definition 3.1. X( l ) is a process of positive bivariate type (PB type) if there is a 
number 6, 0 < 6 s 1, such that (X(s), X(t)) has a bivariate distributitin which is 
PDD whenever it - s 1 s 6. 
It is a simple consequence of symmetry that the marginal distributions of such 
a process are the same. 
The PB hypothesis is a natural assumption; several examples will be given later. 
If .X(t) is stochastically continuous, then for any bounded continuousf the composed 
process f(X(t)) is mean square continuous, so that 
(t)) 2 0 for each t. 
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If the process X(t) has identical marginal distributions, then so does the process 
f(X(t)). If the common marginal distribution of the latter is not degenerate, then 
the inequality displayed above is strict, and so 
YE f(X(s))f(X(t)) > 0 whenever 1s - fi is small. 
The PB hypothesis is an extension of this condition to E h (X(s))h(X(t)) 2 0 for all 
Bore1 functions h whenever It - s 1 is small (see (2.9)). 
Propositions 2.1 and 2.2 imply the following closure properties of the class of 
processes of PB type: 
If X(r) is of PB type, then so is F(X(t)) for any continuous function F. If Xi(t) 
and X*(f) are independent processes of PB type, then so is the process X,(t) +X2(f). 
Let us briefly assemble the elements of local time theory. For an arbitrary 
measurable process X(t), 0 < t < 1, we define 
VT(A) = Lebesgue measure of {t: t E T, X(t) E A} 
for each Bore1 set T c [0, l] and A c (--00, 00). IIF VT, as a function of A, is almost 
surely absolutely continuous with respect o Lebesgue measure, then its Radon- 
Nikodym derivative, which we denote a&), is called the local time of X(t) relative 
to T. (Geman and Horowitz prefer the term “occupation density” [ 111.) The 
Fourier-Stieltjes transform of the monotone function @((-a, x)), --oO < x < 00, is 
I_ qua1 to 
&T(u) = I ei”x”’ dt T (3.1) 
(see [l]). It coincides with the Fourier transform of a&) when the latter exists. 
The main result of this section is a condition for the existence of the local time 
of a process of PB type. 
Theorem 3.1. Let X(t), 0 s t s 1, be a process of PI3 type such that (X(s), X(t)) 
has a bivariate density function p(x, y ; s, t) which is continuous in (x, y > for each 
s z t. If 
p(x, x ; s, t) dx ds dt < 00, (3.2) 
then 0~ exists almost surely for each T, and 
a+(x) dx < 00. (3.3) 
roof. Condition (3.2) implies 
p(x, x ; s, t) dx < 00 (3.4) 
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for almost all s, t. Let q(y; S, t) be the density function of X(t)-X(S). By Lemma 
2.1 it exists and is continuous in y, and has a real nonnegative and integrable 
characteristic function for almost all s, t with Is - tl s 8; thus, 
I 
00 
E exp[iu (X(t) -X(S))] du C 00 
--00 
and, in fact, 
I 
co 
E exp[iu(X(t) -X(S))] du = 240; s, t) 
--a0 
for almost all S, t with 1s - t] s S by virtue of the inversion formula for the density. 
The latter relation is equivalent, by (2.2), to 
[m E exp[iu(X(+)-X(s))] du = 2~ 1-1 p(x, X; S, t) dx. 
-CCI 
(3.5) 
By integration over S, t, the application of Fubini’s theorem, and the nonnegativity 
of the characteristic function, we find that the hypothesis (3.2) implies 
00 
J IJJ E exp[iu(X(t) -X(S))] ds dt du < 00 --oo J*J I 0.6) 
for an arbitrary interval Jc [0, I] of length at most S. Therefore, by Lemma 
3.2 of [I], the assertion of our lemma holds for every Bore1 set T of diameter 
at most S. 
The relation (3.6) can be extended to J = [0, 11, and this will complete the proof. 
For arbitrary n > l/6, let J1, . . . , Jn be semiclosed intervals each of length l/n 
whose union is [0, 11. If & is defined by (3.1), then 
so that 
n 
lai[“,l,(u)(2GY c l~J,W12* 
i=l 
Thus, by employing the nonnegativity of the characteristic function of X(t) - X(.0 ) 
for s, t E J, we obtain co 1 1 
J JJ exp[iu(X(i) -X(s))] ds dr du = --oo 0 0 
1 
I 
2 
exp(iuX(t)) dt du 
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s2” i 19 Ela;J,(u)(2 du 
1=l -Z-Q 
3” i 
a0 
J IJJ E exp[iu(X(t) -X(s))] ds dt du < 00. i=l -co Ji 3i I 
Now we present several examples. 
Example 3.1. Let X(r) be a Gaussian process with constant mean 0, constant 
variance 1, and continuous covariance function R (s, t). If there exists S > 0 such 
that R(s, t) 2 0 for all 1s - tl c 6, then, according to Example 2.2, (X(s), X(r)) has 
a bivariate distribution of PDD type. By a standard computation, one finds that 
(3.2) is equivalent to 
JJ (1 -R(s, f))-l’* ds dtcm, (3.7) J J 
for every interval J or length ?t most 6. This is a well-known sufficient condition 
for the existence and square integrability of the local time in the Gaussian case 
(see [l] or [ll]). 
Example 3.2. Let X1 (tj, . . . , J&(t) be independent copies of the Gaussian process 
inExample3.1,andputZ(t)=$(X:(t)+* 9 l + X”, (t)). According to the conclusion 
of Example 2.3, the process is uf FB type. The joint density of (Z(s), Z(t)) is given 
by (2.8) with C = R*(s, t); and the joint characteristic function is 
E exp[iuZ(s)+iuZ(s)]=[l -iu -iv-uu(l-R(s, t))]-“. (3.8) 
4 
It fo!lows that 
E exp[iu(Z(t)-Z(s))] = [l + u*(I -R(s, Ml-‘7 
so that, by the density inversion formula, 
J 
00 m p(x, x; s, t) dx = (27~)-’ J [l+ u’(l- R(s, t))]-” du -Kl -00 
= (I - R(s, r))-“*(2n)-’ J=’ (I+ u*) -“* du. 
-Xl 
Thus, in this case, (3.2) is implied by (3.7). 
Ie 3.3. Every stationary, reversible Markov process is of PB type; this is 
implicit in the work of Sarmanov 1211, and explicitly demonstrated by Shaked [22]. 
If the process has a continuous stationary density p(x) and a continuous transition 
density p(t ; x, y), then the bivariate density p(x, 1 _I( ; s, t) is equal to p(x)p(t -s; x, y), 
and so the condition (3.2) can be stated directly :in terms of the latter product. 
S.M. Berman / Local times and positive definite densities 9 
Example 3.4 Let W(t) be a separable process with stationary independent incre- 
ments, and define the process X(t) = W(t -I- 1) -- W(t), OS t s 1. X(t) is clearly 
stationary; let us show that it is of PB type. For this purpose it suffices to show 
that W(t + 1) - W(t) and W(1) - W(0) have a bivariate distribution of positive type. 
Write 
W(t+l)- w(t)=[w(t+1)-U’(1)]+[W(1)-W(~)l=X+Z, 
(3.9) 
W(l)- W(O)=[W(t)- w(o)]+[w(1)-wol= y+z 
Since X and Y are independent with a common distribution, and are also indepen- 
dent of 2, it follows from Example 2.1 that the bivariate distribution of the process 
is of PDD type. 
Let exp(+(u)) be the canonical form of the characteristic function of W(t) - 
W(0). By the decomposition (3.9) it can be shown that 
It follows, in particular, that X(t) -X(s) has the characteristic function 
thus, by (3.5), condition (3.2) is implied by 
(3.10) 
The latter is also a sufficient condition for tile original process W(t) to have a 
square integrable local time (see the appendix;. 
4. Conditions for the smoothness of CY&) in terms 08 the distribution 
increment 
In an earlier work [2] we showed that the condition 
I O” 1~1’ E(&(u)12 du < OQ --oo (4.1) 
for p > 0 implies certain smoothness properties of the local time, w 
imply specified irregularities in the sample functions of the process. 
under (4.1), X(t) nowhere satisfies a Holder condition of order 2/p + 1 a.s. 
of the form p or nonnegative int 
if (4.1) holds for p - 2, then there is no 
sample functions are nowhere differentiable. Fortherm 
then the process has a jointly continuous local time, t 
in (x, t) a.~. (this follows from Theorem 4.1 of [3]). In the latter paper it is also 
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shown that the joint continuity of the local time implies even stronger results on 
the absence of points of differentiability. 
In the Gaussian case the condition (4.1) can be stated simply in terms of the 
covariance function of the proc3ss. In the general PI3 case (4.1) can be expressed 
in terms of the bivariate density of the process. 
Theorem 4.1. LetX( t), 0 s t s I be a process of PB type having a continuous bivariate 
density p(x, y ; s, t) satisfying (3.2). Let 6 be given by Definition 3.1, and let q(y ; s, t) 
be the density function of X(t) -X(s), which, by Lemma 2.1, exists for almost all 
s, t with 1s - tl s 6. Assume that for some even integer p 
ap 
dpb s, 0 = ayp q(y ; s, t) 
y=o 
exists for almost all 0 < 1s - t] s 8, and 
If T T ]q(“(O; s, t)] ds dt < 00 (4.2) 
for any subinterval T of length at most 6, then (4.1) holds. 
Proof. By Lemma 2.2 the existence of q”‘(O; s, t) implies 
I 
al 
up E exp[iu(X(t)-X(s))] du COO 
--oc? 
for even p because, by Lemma 2.1, the characteristic function is real and nonnega- 
tive. Formula (2.5) now implies 
I 
a3 
q”‘(0; s, t) = iP/2n up E exp[iu (X( t) - X(s))] du, 
-C0 
and so (4.1) follows from (4.2) for even p: 
I 
al 
u”E~&-(r~)(~ du = 
--oo 
=f_:upfTi, E exp[iu(X(t)-X(s))] ds dt du 
III 
co 
= up exp[iu (X(t) -X(s))] du ds dt 
T T -m 
=27r c J T 
I 
T 1q”‘(O; s, t,] ds dt < 00. 
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In earlier work we showed that the condition 
I 
a3 
e"bEI&-(u)12 du < 00 for some b ‘=> 0 
-Cl0 
(4.3 1 
was sufficient for the analyticity of cyr(x) as a function of # [l]. Applie 
Gaussian processes were given in [1] as well as in [2] and [4]. A more r 
of the author, published with permission by Geman and Horowitz [ 11 
necessary and sufficient conditions for mean square analyricity in the 
case. Here we find a sample condition on the density of X( t) --X(s) whie 
for (4.3) in the general PB case. 
Theorem 4.2. Let p(x, y ; s, t) and q(y ; s, t) be the same as in Theorem 4.1. If q has 
an analytic extension q(z ; s, t) to the strip IIm z I< c in the complex z-plane f~lr soma 
c>O,andif 
T kib; s, ?)I ds dt coo (4.4) 
for every b, 0 < b < c, then Q(X) is almost surely an analytic function of x for ecery 
subinterval T of length at rni2st 8. 
Proof. The proof is similar to that of Theorem 4.1 except that Lemma 2.3 is used 
in the place of Lemma 2.2. Formula (2.6) states thar q(-ib; s, t) is representable as 
q(-ib; s, t) = (2$’ 
I 
ebu E exp[iu(X(t) -- X(s))] du. 
--oo 
Therefore the integral in (4.3) is equal to each of the expressions in the following 
chain of equations: 
I_lebu J-,1,E exp[iu(X(t) - X(s))] ds dt du = 
=. I- ebr4 E exp[iu (X(t) - X(s))] du ds dt 
JT 
q(-ib; s, t) cls dt 
= 2~ [ 1 Jq(-ib; s, t)l ds df. 
ST T 
The conclusion of the theorem now follows from (4.4). 
We remark that the conditions (4.2) and (4.4) are, in the Gau 
same as those which we obtained e r. The novelty 
obtained in the latter cast are also v in the current, more genera 
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5. An orthogonal expansion for the local time 
Let p(x, y) be a bivariate density with the common marginal density p(x). 
Consider the integral 
If it is finite, then p(x, y) is said to be qb2-bounded, and we define 
(5.1) 
42 is known as the Pearson futict~onal for the bivariate distribution [17]. It is a 
measure of association of the random variables having the given joint distribution. 
Indeed, the ratio p(x, y )/p(x)p(y ) is the Radon-Nikodym derivative of the bivariate 
probability &measure with respect to the product measure of the marginals. Thus 
42 in (5.2) is the variance of this derivative with respect o the product measure 
and serves as a measure of dependence: There is mutual independence if and only 
if #2 = 0. 
We will briefly describe the theory of the canonical expansion of a bivariate 
density, which was discovered simultaneously and independently by Lancaster [14] 
and Sarmanov [19]. A more recent survey of the theory appears in [15, Chapter 
61. We will present only the symmetric ase in which there is a common marginal 
density p(x). Let L&(x) dx) be the Hilbert space of real functionsf(x), --a < x < 00, 
such that 
I 
03 
(f(~))~y(X) dx < OQ 
-CO 
with the inner product 
cfl, f2) = y fl(df2ww dx. 
-a, 
If 12<oo, then the symmetric kernel 
P(X, Y) 
P(XMY) 
(5.3) 
belongs to the product space L&(x) dx) xL2(p(y) dy). Therefore it has an 
expansion in eigcnf unctions 
Pk Y) “, 
P(XMY) = n=O 
L t,dxMy), (5 *4) 
where (m) is the sequence of eigenvalues, and (e,) the normalized sequence of 
eigenfunctions. The series (5. ) converges in the norm of t 
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The function e&) is taken to be the constant 1, and the corresponding eigenvalue 
is r. = 1. It is known that !r, 1 s 1 for all n, that 
I 
a3 
e,(x)p(x)dx=O, y1 al, as.9 
--a0 
and that 
Q5.6) 
If p(x, y) is positive definite, then so is the kernel (5.3), and therefore rrr 3 0. 
Let X(r), 0~ t =S 3, be a &;Tocess of PB type, with bi*Jariate density functions 
P(X, Y ; s, 0 a n common marginal density p(x). Put d 
Pb, y ; s, 0 * 
PWP(Y) 1 
PWP(y) dx dy. 
If I*& t)<m, then the expansion (5.4) takes the form 
p~~~~~~~‘z z rn(S, t)e,(X; S, t)en()?; S, t). 
n=O 
(5.8) 
(5.9) 
Definihm 5.1. Let X(t), 0 6 t s 1, be a process of PB tyi)e SU:;.: ‘Ang I’(.~, t) < a~ 
for s # t. It is said ~3 be of uniform PB type if the erg,:r6~nctior:s <., in (5.9) do not 
depend on s, t: 
Yk y; s, t) 
PWP(Y) 
= f MS, t)e,WeAy). 
n =o 
cs.10) 
In the case where the iu-actions rn (s, t) are also assJm+J >,-I tie of thb. forsn r,* tIt - F i 1, 
the process has been r.&:d “maximally stationary” b;; $I - -.TIOV 12 13 ~j~~~ t 
property of rn has no -ok in the conditions which we &CC on the 
prefer to use our more general defi 
heorem 5.1. Let X(t), 0 s t s 1, be a process of urtiform 6) 
density function p(x, y; s, f) and with the cont~~uol4s rnar~~~a 
positive every where. Assume that : 
(i) The function I*(s, t) in (5.8) satisfies 
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(ii) The integral 
p(x, y) = JJ p(x, y ; s, 0 ds df 0 0 
exists and is a continuous function of (x, y). 
Then for each x and each subinterval T of [0, 13 the series 
GT(x) =p(x) f eh) J en (X (s )) ds n=O T 
(5.12) 
(5.13) 
converges in mean square, and defines a mean square continuous process on the 
index set -aI<x<oo. 
Proof. For simplicity we will take the number 8 in Definition 3.1 to be 1, so that 
p(x, y ; s, t) is nositive definite in (x, y) for all s and t in [0, 11. We will prove (5.13) 
just for T = [0, 11, and write d;(x) =&(x). 
Observe that p^(x, y) is itself a bivariate density with the marginal density p(x). 
It is b2-bounded: 
which, by the Cauchy-Schwarz inequality, is at most equal to 
I,,‘J 
1 I 1 
J J I(s, t)l(s’, t’) ds dt ds’dt’ 0 0 0 
1 I 
(I J ) 
2 
= Its, t) ds dt . 
0 0 
The latter, by (5.1 l), is finite. 
It follows from the definitions that if en is an eigenfunction of the kernel (5.10) 
corresponding to the eigenvalue m(s, t), then e,, is an eigenfunction of the kernel 
p’(x, y )/p(x)p( y) corresponding to the eigenvalue 
1 1 
F,, = JJ rnts, I) ds dt. 0 0 
Therefore, we have the expansion in Lz(p(x) dx), 
PC&Y) 00 
P(_r)p(y) = X0 MMe&). 
(5.14) 
(5.15) 
By hypothesis, the kernel on the left-hand side of (5.15) is continuous and positive 
definite. Therefore, by the generalized version of Mercer’s theorelm due to Cambanis 
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[7] the series above converges uniformly on compact sets so that, in particular, 
co 
C Cez(x)<00 for --0oCx Cal. 
n =0 
(5.16) 
Take T = [0, l] in (5.13). The random coefficients on the right-hand side of (5.13) 
have, for indices n 2 1, means equal to 0, variances Fn, and are uncorrelated; this 
is a consequence of (5.5) and (5.6). Therefore, for each m and n with fn < n, 
I 
1 2 
ej(X(s)) ds = 
0 I 
=p2(x) i e:(x) 
1 1 
J 1 t) ds dt, j = m 0 UO 
and the latter tends to 0 for m, n 400 by virtue of (5.14) and (5.16’~ Therefore, 
the series (5.13) converges in mean square. 
According to the calculations above the first and second order moments of the 
process d;“(x) may be obtained by taking expectations under the sign of summa :ion. 
In this way we obtain 
and 
E G(x) = p(x) (5.17) 
E ii(x)&(y) = /7(x, .\F). (5.18) 
The mean square continuity of 6 now follows from (ii). 
Remark 5.1. The condition that p(x) is everywhere positive can be relaxed. It is 
sufficient that the support of p(x) be an interval, finite or infinite, and Gat y(x) be 
positive in the interior of the interval. In this case, the statement of the theorem 
should be modified in an obvious way. 
Theorem 5.2. Assume that: 
(i) The assumption (3.2) fc r the existence of a square integrable local tim? cy T kglds. 
(ii) The assumptions of Theorem 5.1 hold. 
<iii) The set (e,) in (5.10) spans Lz(p(x) dx). 
Then C&-(X) = a=(x) nor almost all x, almost surely, that is, C& is a version of the 
local time. 
Proof. As in the proof of Theorem 5.1 we take T = [O, l] and write ar(x) = (I( l (XL 
First we note G(x) is a measurable process because it is the almost sure limi 
subsequence of partial sums of the series (5.13) for almost all x. 
By virtue of (3.3), ar (x) is almost surely square integrable; therefore, by Parseval’s 
theorem and (3.1), we have 
5 
00 co 
J I 
1 2 
a2(x) dx = (2+’ e ildx(f) et ejM. 
--NJ --CO 
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(5.19) 
Thus, by applying (3.5) and taking expectations, we obtain 
I 
a0 cm 
E a’(x) dx = &, x) dx. 
--oo J -C@ 
On the other hand, it follows from (5.18) that 
E J 
00 G2(x) dx = 
--a0 I- --00 ii (x, .x )dx. (5.20) 
The latter. together with (3.2), implies that G(x) is almost surely square integrable. 
Next we prove that if f is a function in L&(x) dx), then 
J 
1 
f(X(r)) dt = J * f(x)G(x) dx (5.21) (1 --Q3 
almost surely. Indeed, (5.2 1) follows trivially from (5.13) in the case when f(x) = 
e,,(x) for arbitrary n > 0. Thus it extends immediately to finite linear combinations 
of functions e,. Finally we claim that the relation (5.21) is closed under passage to 
the limit in L&(x) dx). Indeed, if (f,) is a sequence in L*@(x) dx) such that (5.21) 
holds for f = &, and if 
J 
a0 
lim IfmW12p(x) dx = 0, 71*oc_-Jo 
then the second moment of each member of (5.21) converges to 0 for m +W 
and 
F IJ ’ f,nwo) dj2s Jm If,,,(x)12p(x) dx -+O 0 -a, 
=<I,’ I: J_: J-' IfrnWfm(y)Ip(x, y; s, 0 dx dy ds dt 
s? j’)’ J' ( Jm IfrrJ-~~l'd~) 
0 . . . a-) 
( PkYPA 2 P(MY) ) 
l/2 
PWP(Y) dx dy 1 ds dt 
x j-,' Jo’ I(S, t) ds dt + 0. 
This completes the proof o.f (5.21) for arbitrary f in L&(x) dx). 
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It follows from the definition of the local time cy and from (5.21) that 
J 
a5 
I 
Jo 
f(x)a(x) dx = f(x)G(x) dx 
--oo --00 
almost surely for each f in Lz(dx) n Lz(p(x> dx ). 
Let us now show that for every bounded interval on the x-axis the inte 
J (a(x)--G(x))*dx (5.23) A 
is equal to 0 almost surely. The finiteness of this integral follows from (5.19) and 
(5.20). Expand the square in (5.23) and integrate term by term: 
J a*(x) 3x -2 I a(x dx + I a;*(x) dx. 65.24) A A A 
Let IA(x) be the indicator function of A. Since a(x) belongs to Lz(dx ) and since 
p(x) is bou n e away from 0 and 00 on every bounded interval, the function d d 
f(x) = a(x)lA(x) also belongs to L&(x) dx) for every bounded A. Therefore, by 
applying (5.22) with this f we obtain 
J a’(x) dx = I cy (~)a; (x) dx. A A 
Similarly, by applying (5.22) with f(x) = &(x)lA(x) we obtain 
J cu’(x)a(x) dx = J G*(x) dx. A A 
Therefore, all of the three integrals in (5.24) are identical, and so the expression 
(5.24) is equal to 0. This completes the proof of (5.23) for every bounded interval 
A, and the statement of the theorem now follows. 
We remark@that the condition (5.11) of Theorem 5.1 involves only the eigenvalues 
r,,(s, t) and not the eigenfunctions. Indeed, (5.7) implies that (5.11) is identic 
6. Examples 
Example 6.1. Let X(t) be the Gaussian process defined in Example 3.2. 
bivariate Gaussian density with mean 0, variance 1 and covariance (s 
well-known expansion (5.4) with 
rn = P”, e,(x) = Hn (x)/&i, (6.1, 
where H,(x) is the Hermite polynomial of order n. Therefore the process i3 of 
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uniform PB type. According to (5.25), the condition (5.11) is satisfied if and 
only if 
(1 -R(s, f))-“’ ds dt <oo (6.2) 
which implies (3.7). This condition also implies the continuity of p(x, y). It is well 
known that {H,, (x)/G} is a complete orthonormal set in L&(X) dx). Therefore, 
Theorems 5.1 and 5.2 are valid for this process if (6.2) holds, and so the local time 
may be expressed as the series 
* 1 
cu-r(x)=p(x) nFo;R1(x) 
I 
K (X(s)) ds. 
- . T 
(6.3) 
Example 6.2. Let Z(r) be the process defined in Example 3.2. We will show that 
each condition in the hypotheses of Theorems 5.1 and 5.2 is valid if (6.2) holds 
for the underlying Gaussian process when m 2 3. 
The joint density of (Z(s), Z(t)) is given by (2.8) with C = R’(s, t), and has the 
known form (5.10) with 
p(x) = A? e-“/T(m), r,, 6, t) = R 2n b, 0, 
where Lo)‘-*) (x) is the generalized Laguerre polynomial [14, p. 2391. The process 
is clearly of uniform PB type. Since (5.11) is identical with (5.25), condition (i) of 
Theorem 5.1 is satisfied if (6.2) holds. Condition (ii) is satisfied if m 2 3 and (6.2) 
holds. To prove this we note that the modulus of the characteristic function (3.8) is 
{(u+v)~+[~-(l-R(s, t))~v]~}-“‘“. (6.4) 
This is integrable over (s, t) in the unit square, and over the uv-plane. Indeed, the 
expression (6.4) is equal to 
(u2+ v2+2uvR + 1 + u2v2(1 -R)2]-n”2, 
which is at most equal to 
[l + u2 + v2 +2~vR]+~. 
When integrating this over the uu-plane, we first perform a I.otation of *the coordinate 
system to reduce the quadratic form in the expression above to a sum of squares, 
to obtain 
Integrzting this over (u, v) and then over (s, t), we obtain 
JJ 0 1 0 1 (I- 2(s, t))-“* ds dt J J --OD a: -_oo 52 du dv (1 +U2+v2)‘n’2 
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which is finite for na 2 3 if (4.2) holds. It follows from the finiteness of the expression 
above that 
I 
aJ CO 
-CO I I --oo 0 
’ 1’ IE exp[iuZ(s) +ivZ(t)]l du dv ds dt < 00. 
0 
Therefore, the density (5.12) corresponding to the characteristic function 1 1 
JJ E exp[iuZ(s) t.ivZ(t)] ds dt, 0 0 
is continuous in (x, y). 
The argument above fails if m = 1, 2 because the density function of Z(f) has a 
discontinuity at the origin. 
Example 6.3. A large class of expansions of bivariate densities of stationary Markov 
processes is given in the fundamental work of Sarmanov [21]. There he showed 
that the eigenvalue functions r, (s, t) are necessarily of the form 
(6.5) 
where (A,,) is a nondecreasing sequence of positive numbers. He gave examples of 
(5.10) in which the system (e,,) is one of the cla!;sical systems of orthogonal 
poll,nomials such as the Hermite, Legendre, Lague.-re, Gegenbauer, Chebyshev 
and Jacobi polynomials. Since these functions span their appropriate Hilbert spaces, 
assumption (iii) of Theorem 5.2 holds. Assumption (ii) of Theorem 5.1 and (i) of 
Theorem 5.2 can be stated very simply in terms of the transition and stationary 
densities of the process; this was noted in Example 3.3. Finally, by (5.7) and by 
the form (6.5) of r,,, it is easily shown that a sufficient condition for assumption (i) 
of Theorem 5.1 is 
5,’ [ ,,~OeV2Anf]1’2d~<m. 
This is satisfied for all the examples of Sarmanov, where either A,, = constant - II, 
or h, = constant l n*. 
Sarmanov’s Theorem 2 is missing a few details. He permits [n, &] to be an infinite 
interval where the classical Mercer theorem cannot be dirertly applied. However, 
Theorem 2 is valid under the hypothesis of Cambanis’ generalization which we 
used in the proof of our Theorem 5.1. 
it theorems for &o.tl (x) with x 
recesses 
In this section we assume that t at it is 
of uniform PB type not only for the constant S specified in Definition 3.1 but for 
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all S > 0. We will derive a general limit theorem for the local time at a fixed level 
x and where the time interval grows. This may be viewed as an analogue of the 
known results on the limiting distribution of the number of crossings of a fixed 
level by the sample functions of_a smooth stochastic process. Here, where the local 
time exists and is square integrable, the sample functions are generally irregular, 
so that the local time is the appropriate version of the number of crossings. 
Theorem 7.1. Let the conditions of Theorem 5.1 hold not only for the interval [0, l] 
but for every interval [0, t], 0 < t c 00. For a given x, put 
k=k(x)=min(n: nal, e,(x)#O). (7.1) 
then 
lim I:, Id (P( x, x; s, s’) -p’(x)) ds ds’ 
t-+a p2(X)e2k(X)~~~~r~(s,s’)dsds’ =” 
(7.2) 
(7.3) 
and the srochastic process 
~[0.t110 - tpw 
(1: &f, rk(s, s’) ds ds’}1’2’ (7.4) 
defined on the set (x: k (x) = k), has the same limiting finite dimensional distributions, 
for t + a, as the process 
p(dedx> j; e&V)) ds 
ui Ji r&, s’) ds ds’}1’2 (7.5) 
in the sense that if one set of limiting distributions exists, then so does the other and 
the two are equal. 
Proof. the proof is analogous to that of Lemma 2.1 of [6]. For simplicity write 
l;,(x) = G~o,r,(x). Since co(x) --I 1 and ro = 1 we write (5.13) in the form 
I 
t 
G(x) - tpC4 = p(xkk(x) ek (X(s N du 
0 
+,*=g+, P(x)en(x) I cn (X(s)) ds. (7.6) 0 
As indicated in the proof of Theorem 5.1, the random integrals in the series above 
are orthogonal random variables, and t 2 t t 
ek(X(s)) ds 
1 II = rk(s, s’) ds ds’. 0 0 (7.7) 
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c 
It follows from (7.6) and (7.7) that 
t : 
Var G,(x) “p2(x)et(x) JJ rk(s, s’) ds ds’. 0 0 
On the other hand, the variance of C&(X) is the expression in the numerator in (7. 
Therefore, it follows from the orthogonality of the terms in (7.6) and from (7.7) 
that the variance of the series (from index k + 1) is of smaller order of magnitude 
than the variance of the first term on the right hand side. It follows from (7.7) that 
(7.2) implies (7.3). (7.6) and (7.7) also imply that 
J 
r 
a3r(x)-tp(x!=p(x)ek(x) ek(X(s)) ds(l +0,(l)) 
0 
where o,(l) is a term converging in probability to 0 for t + 00. The concsdsion of 
the theorem follows by dividing each side of the equation above by the denominator 
in (7.4). 
Corollary 7.1. Assume, in addition to the hypothesis of Theorem 5.1, that the bivariate 
density depends on (s, t) only through Is - tl: p(x, y; s, t) = p(x, y; t-s) for s s t, and 
r,(s, t)=r,(t-s) fors s t. Then the conclusion of Theorem 7.1 holds if 
J 
a3 
rk(s) ds = w (7.8) 
0 
and 
p(x, x; t) = p2(x)(l +eZk(xhW)(l +0(l)) 
for t+W. 
Proof. Under the conditions above, the ratio in (7.2) takes the form 
j; (t -st(p(x, x; s)-p2W ds 
p2(x)ei(x) 1; (t -- s)r&) ds ’ 
By a double application of L’Hospital’s rule, we find, upon application of (7% 
that the ratio above converges to 1 for I! + 00. 
From the corollary above we obtain several new results about stationary Gaussian 
processes. 
heorem 7.2. LetX(r), t a 0, be a stationary Gaussian process with mean 0, varia 
1, and continuous nonnegative covariance function r( t ). if p (x ) is the standa 
density and p(x, y ; t) the standard bivariate normal density with correlation r(t), and 
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if (6.2) holds with r(t -s) = R(s, t), and 
I 
00 
r(s) ds = ~0 
0 
and 
piI r(t) = 0, 
tht n the process 
G(x) - tp(x) 
(2 I:, (t -s)r(s) ds}1’2’ --OO<’ -‘:O”’ 
converges in distribution for t + 00 to the process 
qwz -co<x<cq 
(7.10) 
(7.11) 
(7.12) 
(7.13) 
where Z is a standard normal random variable. 
Proof. Under the conditions of the theorem, G,(x) has ahe expansion (5.13) with 
er(x) = x. The conditions of Corollary 7.1 are satisfied for k = 1 and x # 0. The 
coefficient of xp(x) in the expression (7.5) is a normally distributed random variable 
with mean 0 and variance 1; therefore, the corollary implies (7.13) for x # 0. The 
result is also trivially valid for x = 0 because, in this case, the random variable 
(7.13) is equal to 0 almost surely. 
The following theorem shows that &(O) has a normalization leading to a nonnor- 
ma1 limiting distribution. 
Theorem 7.3. Under the same conditions as Theorem 7.2, but with (7.10) and (7.11) 
replaced by 
r(t) is regularly varying of index -LY for t 3 00 
forsome O<CY C$, 
the ratio 
_ - 
p(O){2 I:, (t - s)r2W cW2 
has, for t + m, the limiting distribution with the characteristic function 
4k-h) = exp f 
[ 
(2it)“cJn 
n=2 1 
(7.14) 
(7.15) 
where (cn ) is a sequence of positive constants depending on the index CY. The correspond - 
ing distribution is known as the Rosenblatt distribution. 
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Proof. The proof is similar to that of Theorem 5.1 of [6]. We apply Corollary 7.1 
with k = 2, rk (s) = r&(s) and with e*(x) = (x2 - 1)/a, and we note that 
(1 -r*)-I”- 1 _ir* for r-0. 
In view of the relation (5.21), with t in the place of 1, it is natural to ask whether 
the convergence of the finite dimensional distributions of the local time process 
implies the convergence of the distributions of functionals 
I 
:f(x( s s )) d 
where f belongs to L&(x) dx). We have the following result. 
Theorem 7.4. Let the process X(t) satisfy the conditions cf Theorem 5.2 not only 
for the interval [0, l] but also for [0, t] for every t > 0. Let f be a function in L*(p(x ) dx) 
with compact support, and let fk be the coeficient 
fn = la f(x)e&)p(x) dx, n=O,l,.... 
-0C 
Define 
k = min(n : n 2 1, fn # 0). 
As in Corollary 7.1, let the bivaria +e density be of !he form p (x, y ; t - s ), and suppose 
that 
I 
00 
rk(s) ds = 00, 
0 
p(x, y; t) =p(x)p(y)U +4xkk(YMfNU +0(U) 
for t + W, uniformly on bounded 
j; f (X(s)) ds - tfo 
[2jA (t -s)rk(s) ds]“* 
and 
fk 1; e&’ (s)) ds 
[2 If, (t -s)rr:(s) ds]l’* 
(x, y) sets. Then the random variables 
(7.16) 
(7.17) 
(7.18) 
(7.19 
have, for t + 00, identical limiting distributions in the sense of Theorem 7. I. 
roof. First we note that the series 
00 t 
Cf n 
n=O 
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converges in mectn square because it has orthogonal terms and variance 
: f:2 
n=o I 
’ (t -s)r,,(s) ds. 
0 
Next we claim that 
The proof is similar to that of (5.21): We note that (7.20) holds for functions f of 
the form ei, and that the relation is closed under passage to linear combinations 
and to limits in the Hilbert space. 
As in (7.6) we write (7.20) as 
J 
I f(X(s>)ds--tfo=fk ‘et(X(s))ds 
0 J 0 
J 
t 
e, (X(s)) ds. 
0 
(7.21) 
The variance of the left hand member is 
Jm Jm fw(y)2 J’t t-s)(pk y; s)-p(dpty)) ds dx dy. -00 --a0 0 
Since f has compact support, condition (7.17) implies that this expression is 
asymptotic to 
Jm J= my+ J’( t-sh(d ds 1 pWp(yk&kdy) dx dy = -00 --cc (11 
t 
= uJ( z t -s)rk(s) ds, 
0 
which is identical with the variance of the first terc; on the right-hand side of (7.21). 
The rest of the proof is now the same as that 10’ The (Drern 7. I. 
This implies the followirlg result about stationary Gaussian processes. 
Theorem 7.5. Let X(t) be a stationary Gaussian process satisfying the same ion- 
ditions as in Theorem 7.2. If f is a function in Lz(p(x) dx) with compact support, and 
fl= Jr xf(x)p(x)dx#O, 
-CCI 
II, fWW) ds - tfo 
If12 ji (t -Sk(s) dsl”* 
has, for t + ~0, a limiting standard normal distributitibn. 
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The proof is similar to that of Theorem 7.2. We remark that the restAt is closely 
related to thle work of Dobrusin and Major [lo] and Taqqu [23]. On the one hand, 
our result can easily be obtained from the tools they have used to derive not only 
normal but also nonnormal limits for integral functionals of Gaussian processes. 
However, on the other hand, our method does not require that the underlying 
process X(t) be Gaussian, so that it can be extended to other processes of positive 
bivariate type. 
Appendix. Corrections of previous1 results 
Theorem 1 of my earlier work [5] was used in Lemma 2.3 above. However, the 
latter is noIt true in the generality in which it was stated but requires a technical 
qualification which impinges only slightly on the generality. The class of covariances 
R(s, t) in the statement of the theorem has to be restricted to those flor which the 
associated second order process has a measurable modification. Indeed, the 
measurability of the associated process does not follow from the integrability of 
R(s, s). Let 4 be the class of covariances for which the associated process has a 
measurable modification. A was characterized by Cambanis [8]. In particular, every 
continuous covariance belongs to ./u, as does every covariance of the form R(s, I) = 
g(s)g(t) for some measurable g. Similarly, the Bore1 function f in Section 3 of [5] 
should be restricted to those which preserve ineasurability. For example, this is 
true if f and the original covariance are both continuous. 
In the first work on local tirres of stationary Gaussian processes [l], I also briefly 
examined processes with independent increments, and stated that a condition 
equivalent to (3.10) is sufficient for the existence of a square integrable local time. 
This was followed by two remarks which should be corrected (see Example 3.1 of 
Eli) I . 
(i) It was stated that the condition 
was sufficient for the existence of a continuous local time. However, this condition 
never holds, so that the statement is vacuous. I thank John Hawkes for this 
observation. 
(ii) It was stated that the results obtained in the paper for processes with 
independent increrlents were weaker than those already known. The fact is that 
the condition for the existence iof a square integrable local time was not known. 
nor has it been obtained since that time by other methods. See, for example, the 
paper [ 121. 
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