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Abstract
For the past 70 years or so, coding theorists have been aiming at designing trans-
mission schemes with eﬃcient encoding and decoding algorithms that achieve the
capacity of various noisy channels. It was not until the ’90s that graph-based codes,
such as low-density parity-check (LDPC) codes, and their associated low-complexity
iterative decoding algorithms were discovered and studied in depth. Although these
schemes are eﬃcient, they are not, in general, capacity-achieving.5 More speciﬁcally,
these codes perform well up to some algorithmic threshold on the channel parameter,
which is lower than the optimal (maximum a-posteriori) threshold.
The gap between the algorithmic and optimal thresholds was ﬁnally closed by
spatial coupling, a generic graph-based technique that constructs large graphs from
underlying probabilistic graphical models by replicating these models on a spatial
axis and by interconnecting local replicas. In the context of coding, the belief propa-
gation algorithm on spatially coupled codes yields capacity-achieving low-complexity
transmission schemes: The gap between the algorithmic and optimal thresholds of
such coupled codes disappears as the number of replicas goes to inﬁnity. The rea-
son behind the optimal performance of spatially coupled codes is “seeding” perfect
information on the replicas at the boundaries of the coupling chain. This extra
information makes decoding easier near the boundaries, and this eﬀect is then prop-
agated into the coupling chain upon iterations of the decoding algorithm, due to the
local connections between adjacent replicas of the underlying graph.
Spatial coupling was also applied to various other problems that are governed by
low-complexity message-passing algorithms, such as random constraint satisfaction
problems, compressive sensing, and statistical physics. Each system has an associ-
ated algorithmic threshold (that depends on its message-passing algorithm) and an
optimal threshold (that depends on its “optimal solver”). As with coding, once the
underlying graphs are spatially coupled, the algorithms for these systems exhibit
optimal performance.
In this thesis, we analyze the performance of iterative low-complexity message-
passing algorithms on general spatially coupled systems, and we specialize our results
in coding theory applications. To do this, we express the evolution of the state of the
system (along iterations of the algorithm) in a variational form, in terms of the so-
called potential functional, in the continuum limit approximation (obtained by ﬁrst
taking the coupling-chain length, and then the coupling-window size, to inﬁnity).
5The exception is the capacity-achieving code ensemble designed by Luby, Mitzenmacher,
Shokrollahi, and Spielman in [1] for transmission over the BEC.
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This thesis consists of two parts. In the ﬁrst part, we consider the dynamic
phase of the message-passing algorithm, in which the system parameter is between
the algorithmic and optimal thresholds, and iterations of the algorithm modify the
state of the spatially coupled system. Assuming that the boundaries of the coupled
chain are appropriately “seeded”, we ﬁnd a closed-form analytical formula for the
velocity with which the extra information propagates into the chain. We apply this
result to coupled irregular LDPC code-ensembles with transmission over general
BMS channels and to coupled general scalar systems, such as compressive sensing
and the Gaussian approximation. We perform numerical simulations for several ap-
plications and show that our formula gives values that match the empirical, observed
velocity. This conﬁrms that the continuum limit is an approximation well-suited to
the derivation of the formula.
In the second part of this thesis, we consider the static phase of the message-
passing algorithm; this occurs when the system parameter is set to the optimal
threshold and the algorithm can no longer modify the state of the system. We in-
troduce a novel proof technique that employs displacement convexity, a mathemat-
ical tool from optimal transport, to prove that the potential functional is strictly
displacement convex under an alternative structure in the space of probability mea-
sures. We hence establish the uniqueness of the state to which the spatially coupled
system converges, and we characterize it. We apply this result to the (, r)-regular
Gallager ensemble with transmission over the BEC and to coupled general scalar
systems.
Keywords: spatial coupling, sparse graphical models, density evolution, poten-
tial functional, continuum limit, displacement convexity, speed of decoding, wave
propagation, compressive sensing.
Re´sume´
Durant les 70 dernie`res anne´es, le but de la the´orie des codes e´tait de concevoir des
syste`mes de communication et de transmission des donne´es a` l’aide d’algorithmes
d’encodage et de de´codage eﬃcaces permettant d’atteindre la capacite´ des canaux
bruite´s. Dans les anne´es 90, les chercheurs ont de´couvert des codes base´s sur des
graphes, comme les codes a` controˆle de parite´ a` faible densite´ (LDPC), et leurs
algorithmes de de´codage associe´s, qui sont ite´ratifs et de basse complexite´. Bien
que ces re´gimes soient eﬃcaces, ils n’atteignent pas, en ge´ne´ral, la capacite´6. Plus
pre´cise´ment, ces codes fonctionnent tre`s bien jusqu’a` un certain seuil algorithmique
sur le parame`tre du canal, qui est infe´rieur au seuil optimal (MAP).
Les the´oriciens des codes ont ﬁnalement re´ussi a` combler l’e´cart entre le seuil
algorithmique et le seuil optimal en utilisant le couplage spatial, une technique
ge´ne´rique a` base de graphes qui construit un grand graphe a` partir d’un mode`le
graphique probabiliste de base (non-couple´) en e´talant des copies de ce mode`le sur
un axe spatial et en connectant les copies localement. Dans le contexte des codes
correcteurs d’erreurs, l’algorithme de propagation des croyances (BP) sur les codes
spatialement couple´s produit des syste`mes de transmission de basse complexite´ et
qui atteignent la capacite´: l’e´cart entre le seuil algorithmique et le seuil optimal
de ces codes couple´s disparaˆıt quand le nombre de copies tend vers l’inﬁni. Cette
performance optimale est attribue´e a` “l’ensemencement” des informations parfaites
sur les copies au niveau des frontie`res de la chaˆıne de couplage. Cette information
supple´mentaire rend le de´codage plus facile a` proximite´ des frontie`res, et cet eﬀet
est ensuite propage´ dans la chaˆıne de couplage lors des ite´rations de l’algorithme de
de´codage en raison des connections locales entre les copies voisines.
Le couplage spatial a e´te´ applique´ non seulement aux syste`mes de codage mais
aussi a` divers autres proble`mes qui sont re´gis par des algorithmes de basse complexite´
connus sous le nom d’algorithmes de passage de messages, comme les proble`mes
de satisfaction de contraintes ale´atoires, l’acquisition comprime´e ou la physique
statistique. Pour chacun de ces syste`mes il existe un seuil algorithmique associe´ a`
l’algorithme de passage de messages et un seuil optimal associe´ au “solveur optimal”.
Pour toutes ces applications, les algorithmes de passage de messages pre´sentent des
performances optimales lorsque les graphes de base sont spatialement couple´s.
Dans cette the`se, nous analysons les performances des algorithmes de passage de
messages ite´ratifs et de basse complexite´ sur des syste`mes ge´ne´raux couple´s, et nous
spe´cialisons nos re´sultats aux applications de codage. Pour ce faire, nous exprimons
l’e´volution de l’e´tat du syste`me (lors des ite´rations de l’algorithme) sous une forme
6avec l’exception des codes conc¸us par Luby, Mitzenmacher, Shokrollahi et Spielman [1].
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variationnelle avec une fonctionnelle que nous appelons le potentiel, dans la limite
asymptotique de la taille du graphe couple´ (qui est obtenue en faisant tendre d’abord
la longueur de la chaˆıne de couplage, et ensuite la taille de la feneˆtre de couplage,
vers l’inﬁni).
Cette the`se est divise´e en deux parties. Dans la premie`re partie, nous conside´rons
la phase dynamique de l’algorithme de passage de messages, lorsque le parame`tre
du syste`me est entre le seuil algorithmique et le seuil optimal, et des ite´rations de
l’algorithme modiﬁent l’e´tat du syste`me couple´. En supposant que les frontie`res de la
chaˆıne couple´e sont convenablement “ensemence´es”, nous trouvons une formule an-
alytique pour la vitesse avec laquelle les informations supple´mentaires se propagent
dans la chaˆıne de couplage. Nous appliquons ce re´sultat sur les codes irre´guliers a`
controˆle de parite´ a` faible densite´ (LDPC) lors de transmissions sur un canal ge´ne´ral
a` entre´es binaires sans me´moire et syme´triques (BMS). De meˆme, nous conside´rons
aussi des syste`mes couple´s scalaires ge´ne´raux comme ceux de l’acquisition comprime´e
et l’approximation Gaussienne. Nous eﬀectuons des simulations nume´riques pour
plusieurs applications et montrons que la formule donne des valeurs qui correspon-
dent a` la vitesse empirique (observe´e). Cela conﬁrme que la limite asymptotique de
la taille du graphe est une approximation bien adapte´e a` la de´rivation de la formule.
Dans la deuxie`me partie de cette the`se, nous conside´rons la phase statique de
l’algorithme de passage de messages, lorsque le parame`tre du syste`me est e´gal au
seuil optimal et que l’algorithme ne re´ussit plus a` modiﬁer l’e´tat du syste`me couple´.
Nous introduisons la convexite´ de de´placement, outil mathe´matique emprunte´ a` la
the´orie du transport, pour prouver que le potentiel est strictement convexe par rap-
port a` une structure alternative dans l’espace de fonctions de densite´ de probabilite´.
Cela e´tablit l’existence et l’unicite´ de l’e´tat vers lequel le syste`me couple´ converge.
Nous caracte´risons cet e´tat et nous appliquons ce re´sultat a` l’ensemble de codes
Gallager re´guliers lors de transmissions sur le canal d’eﬀacements (BEC) ainsi que
sur des syste`mes couple´s scalaires ge´ne´raux.
Mots cle´s: couplage spatial, mode`les graphiques probabilistes dilue´s, e´quations
d’e´volution de densite´, potentiel, la limite de grande taille (continue), convexite´ de
de´placement, vitesse de de´codage, propagation d’onde, l’acquisition comprime´e.
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Introduction 1
The fundamental problem addressed by coding theory is the design of eﬃcient and
reliable schemes for the transmission of information over diﬀerent noisy channels.
In this chapter, we introduce the transmission model that we consider and the
notions that enable us to describe our contributions. We brieﬂy discuss the historical
development of coding theory and formulate the coding problem in Section 1.1. We
also mention source and channel encoding and decoding and formulate the problem
of communication over noisy binary-input memoryless channels.
We describe low-density parity-check (LDPC) codes and how they are con-
structed in Section 1.2. LDPC codes are typically decoded by using a low-complexity
message-passing algorithm called belief propagation. In Section 1.3 we describe such
decoding algorithms, and in Section 1.4 we show the tools that we will use to analyze
them, speciﬁcally the density evolution equations and the potential functions.
LDPC codes can further be spatially coupled, yielding a family of codes that has
been proved to exhibit excellent performance in the sense of error-correction. We will
describe how spatially coupled LDPC codes are constructed and summarize their
main properties in Section 1.5. We also describe the “threshold saturation” phe-
nomenon that explains the capacity-achieving performance of coupled codes, along
with the corresponding coupled density evolution equations and potential functions.
We then consider the coupled system in the large-system size and continuum limits
described in Section 1.6. It is in those limits that the derivations become more
tractable and we carry out our analyses.
Finally, in Section 1.8, we give a summary of our main contributions. These
contributions are not restricted to coding (see Chapters 3 and 5). However, we limit
the scope of the introduction to that of the ﬁeld of coding theory, as our work was
initially inspired by applications in this context and for clarity.
1.1 The Coding Problem
In 1948, Claude Shannon published the groundbreaking article “A Mathematical
Theory of Communication” [2], in which he revolutionized communication theory
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Figure 1.1: The abstracted overview of communication systems that we consider,
updated with channel encoding and decoding blocks.
Figure 1.2: The channel coding problem on a communication system.
and created the ﬁeld of information theory. In this work, Shannon established the
notion of information entropy as a measure of the uncertainty in a message, and he
addressed the problem of designing codes that ensure eﬃcient and reliable transmis-
sion of information. The ﬁeld of information theory studies the theoretical limits
involved in a communication system at which reliable transmission is achievable,
whereas the ﬁeld of coding theory studies system and code constructions that are
able to achieve the said limits.
An abstracted overview of the scheme for the transmission of information over a
communication system is depicted in Figure 1.1, where we consider a noisy binary-
input memoryless channel. The source produces a message from a ﬁnite set of
possible messages and, ultimately, wants to send the message through the channel
to the receiver. In order to do this, the source has to ﬁrst transform the message from
its original alphabet to the binary alphabet so that it is compatible with the channel.
This transformation is termed source encoding. Typically, in order to make the
transmission eﬃcient, the encoding scheme attempts to minimize the average length
of the encoded messages according to the probability distribution over the source
messages. This is also called data compression; two examples of such schemes are
Huﬀman coding [3] and Lempel-Ziv compression [4,5]. The inverse transformation,
source decoding, is done at the receiver side to recover the original message (in the
original alphabet).
The noisy channel might erase, delete, or modify the incoming binary sequence,
or even insert new bits into it. To increase the reliability of transmission, we append
redundancy bits to the source-encoded binary sequence. The additional bits con-
tain information about the original binary sequence and can thus help the receiver
recover it in case it was distorted. This is called channel encoding ; at the channel
output, we perform channel decoding to remove the redundancy bits. This thesis is
concerned with a low-complexity iterative channel-decoding scheme, that is called
belief propagation when channel encoding is done using low-density parity-check
(LDPC) codes. We consider binary-input memoryless channels deﬁned below.
Deﬁnition 1.1. A binary-input channel is said to be memoryless (and without feed-
back) if the probability of receiving a bit yi at the channel output depends only on the
corresponding transmitted bit xi and the channel is completely described by its input
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and output alphabets and the conditional probability distribution pY ∣X(yi∣xi), where
X and Y denote the random variables of the bit input and bit output, respectively.
In other words, if we assume that the length-n codeword x is transmitted one bit at a
time, then the noise realization at one time instant is independent of its realization
at the previous time instant. A memoryless channel (without feedback) that takes x
as an input codeword and outputs y satisﬁes
pY ∣X(y∣x) = n∏
i=1
pY ∣X(yi∣xi). (1.1)
In this thesis, we consider the “channel encoder - channel - channel decoder”
block shown in Figure 1.2. The source is modeled as a random variable u =(u1, . . . , uk) that takes values in the set of binary length-k vectors {0,1}k uni-
formly at random. The message u is encoded into a length-n binary codeword
x = (x1, . . . , xn) in the set {0,1}n using a channel-encoding scheme in order to
improve the reliability of recovery at the receiver side. The set of codewords ob-
tained from encoding the set of source messages is called the codebook. The code is
characterized by the rate, deﬁned as the ratio of the number of information bits to
the number of message bits R = k/n. The binary codeword is sent through a noisy
memoryless channel, that in turn outputs a corrupted version y = (y1, . . . , yn) of it.1
We note here that the elements of y are not necessarily binary. For instance, when
we transmit a bit in {0,1} on the binary erasure channel of parameter  ∈ [0,1]
(BEC()), it is erased with probability  and left unchanged with probability 1 − .
Therefore, the output alphabet is {0,1, ?} where “?” symbolizes an erasure. Once
the vector y is received at the channel output, we perform channel decoding on it
to obtain the message uˆ = (uˆ1, . . . , uˆk) that estimates u.
According to Shannon’s noisy-channel theorem [2], for every rate R that is
strictly less than the capacity C, there exists a code and a decoder such that the
probability of the block-code error vanishes for large blocklengths. The goal of cod-
ing theory is to ﬁnd such code constructions with computationally practical encod-
ing and decoding complexities. The maximum a-posteriori (MAP) decoder, though
optimal in the sense of error correction, is computationally impractical and thus
intractable. Ever since the publication of Shannon’s revolutionary article, coding
theorists have been working on the design of error-correcting codes that can achieve
the capacity of various noisy channels and that are also eﬃcient, reliable, and of low
complexity.
The ﬁrst family of codes developed for this purpose consists of algebraic coding
schemes and algorithms that make use of algebraic and combinatorial tools. We
mention some linear block codes such as Hamming codes [6], Reed-Muller codes [7,8],
Reed-Solomon codes [9], and Bose-Chaudhuri-Hocquenghem (BCH) codes [10, 11].
Some eﬃcient decoding algorithms were devised for these codes, such as Berlekamp’s
algorithm [12], also used by Massey [13], Sudan’s list-decoding algorithm for RS
codes [14] and its improvements by Guruswami and Sudan [15] and by Koetter and
Vardy [16].
In 1955, Elias introduced convolutional codes as an alternative to block codes
[17]; they oﬀered the advantage of eﬃcient maximum-likelihood soft-decision decod-
1In this manuscript, we assume that the channel does not perform any deletions or insertions,
thus x and y have the same lengths.
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ing. Some of the most popular decoding algorithms were developed by Wozencraft
[18] and Viterbi [19]. Later on in the twentieth century, lattice codes were devel-
oped as structured codes for Gaussian channels and networks; they were shown to
be capacity-achieving [20–23].
The ﬁeld of error-correcting codes was revolutionized in the ’90s, however, with
the emergence of graph-based codes, such as turbo codes that were proposed by
Berrou and Glavieux in 1996 [24] and low-density parity-check (LDPC) codes.
The main advantage of graph-based codes is that we can decode them using low-
complexity iterative decoding algorithms. LDPC codes and iterative decoding were
ﬁrst developed in Gallager’s thesis in 1963 [25] but were not implemented due to the
limited computational resources that existed at the time. They were rediscovered
three decades later by Neil and MacKay [26–28], and independently by Spielman
[29,30].
LDPC codes are constructed from sparse graphical models and have been shown
to exhibit very good performance under the low-complexity sum-product decoding
algorithm [31,32]. However, this performance can only be attained up to a maximum
noise level on the channel, or a threshold, lower than the threshold up to which the
MAP decoder performs very well. In other words, for some levels of noise on the
channel, the average performance of an LDPC code ensemble, when decoding is done
using the sum-product iterative algorithm, is not as good as that when decoding is
done using the MAP decoder. As the MAP decoder is too computationally expensive
and intractable, coding theorists sought to close the gap between the MAP threshold
and the iterative decoding threshold by designing better iterative decoding schemes.
A ﬁrst step in the direction of designing codes that exhibit excellent performance
under low-complexity decoding algorithms, such as the sum-product algorithm, up
to the capacity for transmission over the BEC, was taken by Luby, Mitzenmacher,
Shokrollahi, and Spielman in 1998 [1, 33]; they introduced irregular LDPC codes.
The idea is to optimize the degree distributions of the nodes of the underlying
graphical model so that the performance is improved [34–36]. Using this technique,
Chung, Richardson and Urbanke were able to achieve performance within 0.0045dB
of the Shannon capacity when transmission takes place over the binary-input addi-
tive white Gaussian noise channel [37].
This brings to light the two most recent code constructions, polar codes,2 pro-
posed by Arikan in 2009 [38], and spatially coupled codes. The ﬁrst “version” of
spatially coupled codes was termed terminated convolutional LDPC codes and was
introduced by Lentmaier, Fettweis, Zigangirov, and Costello in 2009 [40]. More re-
cently, however, the term spatially coupled codes was coined by Kudekar, Richardson,
and Urbanke [41] to describe such codes whose construction is less constrained, and
this includes all the previously derived variants. Polar codes and spatially coupled
codes are both provably capacity-achieving on binary-input memoryless symmetric-
output (BMS) channels and have low decoding complexities. However, spatially
coupled codes have two advantages over polar codes: The original construction of
polar codes is not universal3 and its performance converges more slowly to the
2Polar codes are capacity-achieving under successive cancellation decoding [38,39], not iterative
decoding.
3The universality of a code means that one and the same code ensemble is good for a whole
class of channels, assuming that the receiver has knowledge of the channel. In fact, Hassani and
Urbanke propose polar-like codes that are universal [42].
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asymptotic desirable one [43].
A spatially coupled LDPC code is constructed by locally connecting replicas of
the underlying (uncoupled) LDPC code, such that the original degree distribution on
the nodes is preserved. The intuition behind the relationship between the two codes
(uncoupled and coupled) is the following: As the connections are locally the same
from the nodes’ persepective, the two codes share fundamental quantities, such as the
MAP threshold. In fact, one of the attractive properties of spatially coupled codes
is the so-called threshold saturation property that means that the noise threshold,
up to which coupled codes perform very well under the BP algorithm, is pushed or
saturated up to the MAP threshold. Despite the fact that spatially coupled codes are
universally capacity-achieving under the low-complexity BP algorithm, they are still
not prevalent in practice because this excellent performance is only demonstrated
when the blocklength is signiﬁcantly large.
The construction technique of spatial coupling is not restricted to coding [44,45].
Since its introduction, it has been shown to approach the capacity regions of many
coding systems [46–51], but also to exhibit excellent performance in several other
applications such as compressive sensing [52–54], random constraint satisfaction
problems [55–58], and a coupled Curie-Weiss (toy) model [59, 60]. Our results in
Chapter 3 and 5 include such scalar systems.
1.2 Channel Encoding via Low-Density Parity-Check Codes
In this thesis, we consider channel encoding using the (n, k)-LDPC code with n > k.
This adds n − k redundancy bits to each source message u = (u1, . . . , uk), which
yields the encoded message x = (x1, . . . , xn).
LDPC codes form a class of linear block codes that can be represented in matrix
or graphical form. An LDPC code can be graphically represented by a bipartite
graph, called a Tanner graph; it consists of two types of nodes: n variable nodes
that contain the channel-encoded bits, andm check nodes that impose constraints on
their adjacent variable nodes. We consider binary inputs and perform the operations
in F2. We show a Tanner graph in Figure 1.3 and write the constraints imposed by
the check nodes near them. For LDPC codes, a check node forces the sum of the
bits on its adjacent variable nodes to be zero in F2.
The matrix representation H of an LDPC code is an m × n adjacency matrix
where the entry Hi,j at row i and column j is 1 if there is an edge between the
ith check node and the jth variable node, and 0 otherwise. The adjacency matrix
corresponding to the Tanner graph in Figure 1.3 is shown below.
H = ⎡⎢⎢⎢⎢⎢⎣
1 0 0 1 0 0 1
1 1 0 0 1 0 0
0 0 1 0 1 1 0
⎤⎥⎥⎥⎥⎥⎦
The ﬁrst part of the name of this code is “low-density” because the matrix H is
sparse (the numbers of 1’s per row and column are small) or, equivalently, because
the Tanner graph is sparse (the degrees of variable and check nodes are small). By
looking at the graph in Figure 1.3 and its adjacency matrix, we can already see that
these conditions can be valid when the size of the graph is large.
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Figure 1.3: An example of a Tanner graph, with variable nodes x1, . . . , x7 denoted by
circles and check nodes c1, . . . , c3 denoted by squares. The conditions imposed by check
nodes are written on their right.
Due to the nature of the constraints imposed by the check nodes on their adjacent
variable nodes, the second part of the name of these codes is “parity-check”. More
speciﬁcally, the constraint imposed by a check node on its neighboring variable nodes
is that the sum of their bit values in F2 should equal 0. This is why we can also call
the adjacency matrix the parity-check matrix.
There are various algorithms with which suitable LDPC codes can be con-
structed, such as that suggested by Gallager in 1963 and those proposed by MacKay
in 1996. Such algorithms are concisely summarized in [27].
Encoding the message bits into channel-encoded bits is roughly done by copying
the k message bits onto some subset of the n ﬁnal bits (typically the ﬁrst k bits)
and by ﬁlling out the remaining ones so that the parity checks are satisﬁed. We
formalize this process as follows. Given the parity-check matrix H, elementary row
operations can be performed to rewrite it in the form [−P T ∣In−k], where In−k denotes
the (n−k)×(n−k) identity matrix and −P T is the leftmost remainder of the matrix
(and T denotes the matrix transpose operator). We can then deﬁne the generator
matrix of the codebook as G = [Ik∣P ] where Ik denotes the k × k identity matrix.
Finally, to obtain the codewords in the codebook associated with this parity check
matrix, we multiply all length-k strings with G.
We show how the generator matrix of the example in Figure 1.3 is found. We
ﬁrst perform elementary row operations on the parity-check matrix H to write it in
the form [−P T ∣I3]
H = ⎡⎢⎢⎢⎢⎢⎣
1 0 0 1 0 0 1
1 1 0 0 1 0 0
0 0 1 0 1 1 0
⎤⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎣
1 0 0 1 0 0 1
1 1 0 0 1 0 0
1 1 1 0 0 1 0
⎤⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎣
1 1 0 0 1 0 0
1 1 1 0 0 1 0
1 0 0 1 0 0 1
⎤⎥⎥⎥⎥⎥⎦ ,
where the ﬁrst equality is obtained by adding the second and third rows, and storing
the result in the third row; and the second equality is obtained by rearranging the
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rows. The generator matrix is thus
G =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 1 1 1
0 1 0 0 1 1 0
0 0 1 0 0 1 0
0 0 0 1 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎦
.
The drawback in using this approach is that it requires operations involving
the entire parity-check matrix and can thus be of high computational complexity.
However, more eﬃcient methods have been developed in practice that make use of
the sparsity of the matrix or the structure of the graph (if it is known).
1.3 Channel Decoding via Message-Passing
Despite the desirable results that MAP decoding can provide for decoding LDPC
codes, this technique remains computationally impractical. Fortunately, the low-
complexity message-passing algorithm, called the belief propagation algorithm in
the context of coding, can be employed to approximate the MAP decoding rule.
We formalize the MAP decoding rule for bit-wise error correction in Section 1.3.1,
and introduce factorization and marginalization in Section 1.3.2. We derive the
approximative message-passing rules corresponding to the MAP decoding rule in
Section 1.3.3. These rules are then simpliﬁed and scheduled in Section 1.3.4.
1.3.1 Bit-wise MAP Decoding
Consider transmission over a binary-input memoryless channel described by the
conditional probability distribution
pY ∣X(y∣x) = n∏
i=1
pYi∣Xi(yi∣xi),
where we denote by x = (x1, . . . , xn) the channel input (or codeword), with xi ∈{0,1}, and y = (y1, . . . , yn) the channel output (or observation).
We assume that the source bits are encoded using a linear block code described
by its parity-check matrix, and that the codewords are chosen uniformly at random
from the codebook C. To obtain the MAP estimate xˆMAPi of the bit xi, i = 1, . . . , n,
given the channel output y, we refer to the bit-wise MAP decoding rule
xˆMAPi (y) = argmaxxi∈{0,1}pXi∣Y (xi∣y)= argmaxxi∈{0,1}∑
∼xi
pX ∣Y (x∣y),
where the notation ∑∼xi is used to indicate a summation over all components
of x except xi. In the last step, we use the law of total probability pAi(ai) =∑∼ai pA(a1, . . . , ai, . . . , an), with A = (A1, . . . ,An). This computation is very expen-
sive because it involves a sum over all value combinations of n − 1 bits and thus an
exponential (in n) number of terms. We can use Bayes’ rule to rewrite the MAP
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estimate as
xˆMAPi (y) = argmaxxi∈{0,1}∑
∼xi
pY ∣X(y∣x)pX(x)
= argmaxxi∈{0,1}∑
∼xi
( n∏
j=1
pYj ∣Xj(yj ∣xj))1{x∈C}, (1.2)
where in the last step we have used the property (1.1) of memoryless channels and
the assumption that the codewords in the codebook C have a uniform prior.
The MAP decoder is optimal, with respect to the bit-error rate, because it min-
imizes the bit-error probability under random errors incurred by the channel. How-
ever, the calculation of the MAP estimate involves a sum over O(2n) terms, where
n is the blocklength. Therefore, this decoder is too computationally expensive and
impractical. This led to the design and use of message-passing as an eﬃcient alter-
native. Such iterative algorithms are of low complexity, but they are suboptimal in
the sense that they cannot decode up to the MAP threshold of the code ensemble
and that the bit-error probability is not minimized.
The rules for message-passing algorithms are derived using the Tanner graph of
the LDPC code, and their solution is exact when the graph is a tree. In addition, it
has been shown that these algorithms still work well on graphs that are not trees.
The intuition behind this is that if the parity-check matrix is sparse and at the same
time very large, the graph, from the perspective of any randomly selected node, is
locally tree-like. However, the algorithms do not work as well on general graphs as
they do on trees. This is the “price to pay” for applying algorithms designed for
trees on graphs that are not trees.
In order to show how message-passing can be employed to solve the optimization
problem above, we will show how the expression in (1.2) is related to the Tanner
graph of the LDPC code and describe the messages that are to be exchanged between
the graph’s nodes so that decoding takes place. We derive the messages assuming
that the Tanner graph is a tree.
1.3.2 Factor Graphs and Marginalization
The marginalization problem describing the MAP decoder estimate xˆMAPi involves
a sum over O(2n) terms and is thus computationally expensive. In this section, we
show how we can split this problem into smaller subproblems and how this can be
used to design a message-passing algorithm on a tree structure.
Consider the graph in Figure 1.3. We write the parity-check constraints near the
check nodes; these are the conditions that the bits x1, . . . , x7 must satisfy so that
x = (x1, . . . , x7) is a codeword. We recall that operations are performed in F2 and
write the code membership function for this graph as follows,
f(x1, . . . , x7) = 1{x∈C} = 1{x1+x4+x7=0}1{x1+x2+x5=0}1{x3+x5+x6=0}= f1(x1, x4, x7)f2(x1, x2, x5)f3(x3, x5, x6),
where we have deﬁned the following factors⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
f1(x1, x4, x7) = 1{x1+x4+x7=0},
f2(x1, x2, x5) = 1{x1+x2+x5=0},
f3(x3, x5, x6) = 1{x3+x5+x6=0}.
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Figure 1.4: We draw the factor graph corresponding to the Tanner graph in Figure 1.3
when marginalization is over x1. We denote by fi the factor node or check node that
we previously denoted by ci, i = 1,2,3.
To solve the marginalization problem shown in (1.2) over xi, by using this deﬁnition
of the code membership function, we could make a brute force summation over the
values of all the variable nodes in the graph except xi. Such a computation can be
quite costly, especially when the number of variables is large. This is the basis for
the idea of factorization, which splits the summation into smaller ones.
Consider the example shown in Figure 1.3. To visualize the marginalization over
xi = x1 for example, we can pull out the variable node x1, which yields the tree shown
in Figure 1.4. We call this tree the factor graph [32] speciﬁcally because it demon-
strates the factorization structure of the marginal of its root, and we call the squares
(representing the parity-check nodes) the factor nodes for reasons that will shortly
become clear. We slightly abuse notation by deﬁning f(x1) ≜ ∑∼x1 f(x1, . . . , x7) to
describe the marginalization over x1 and write this as
f(x1) = ∑
∼x1
f1(x1, x4, x7)f2(x1, x2, x5)f3(x3, x5, x6) (1.3)
= ∑
x4,x7
f1(x1, x4, x7) ∑
x3,x5,x6
f3(x3, x5, x6)∑
x2
f2(x1, x2, x5). (1.4)
We describe the general factorization rules that permit us to compute the marginal
of a generic function g with respect to some variable z. This marginal is deﬁned as
g(z) = ∑
∼z
g(z, . . . ). (1.5)
We can automatically factor g(z, . . . ) as follows
g(z, . . . ) = K∏
k=1
[gk(z, . . . )],
where gk, k = 1, . . . ,K are the factors of the function g such that the variable z
appears in each of the factors, whereas each other variable appears in only one
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factor. For the example shown in Figure 1.4, we can specialize this rule to the
following (with z = x1)
f(x1, . . . , x7) = [f1(x1, x4, x7)] [f3(x3, x5, x6)f2(x1, x2, x5)],
with K = 2, g1(z, . . . ) = f1(x1, x4, x7), and g2(z, . . . ) = f3(x3, x5, x6)f2(x1, x2, x5).
To see this graphically, one can think of this factorization as follows. The integer
K is the number of subtrees with x1 as a parent node and gk, k = 1, . . . ,K are the
marginals of these subtrees.
At this point, we can ﬁnd the marginal g(z) from (1.5). We ﬁrst make an obser-
vation from (1.4). We have transformed a summation of the product of marginals
in (1.3) to the product of summations of marginals in (1.4). In fact, this is always
possible by using the distributive law when the graph is not fully connected because
every marginal will contain a subset of the components of x. Therefore, for the
generic function g we can write ((2.7) in [61])
g(z) = ∑
∼z
K∏
k=1
[gk(z, . . . )] = K∏
k=1
[∑
∼z
gk(z, . . . )]. (1.6)
So far, we have applied this rule to the root of the factor tree. However, it can be
applied recursively on the subtrees, yielding marginals that are easier to compute.
The rule can be thought of as follows: The marginal of a variable node is the product
of the marginals of its children in the factor graph.4
We can also derive a general rule for the computation of the marginal of a check
(or factor) node in the factor graph, by looking at the factorization equations. We
ﬁrst deﬁne the kernel h of the marginal gk at a check node as the node’s own factor
or membership function. By carrying out the recursive factorization steps, we can
deduce that the rule for the marginal gk(z, . . . ) at a check node is the following
gk(z, . . . ) = hk(z, z1, . . . , zJ) J∏
j=1
[hj(zj , . . . )], (1.7)
where hk(z, z1, . . . , zJ) is the kernel of the factor node and hj(zj , . . . ), j = 1, . . . , J ,
are the factors. Here again we can determine the factors by following certain rules.
The variable z appears only in the kernel, and every other component zj can appear
in at most two places: possibly the kernel and in at most one of the factors hj(zj , . . . ).
This rule can be understood as follows: The marginal at a check node is obtained
by multiplying its kernel with the marginals obtained from its children. Finally, and
due to the deﬁnition of the marginal in (1.5), we obtain the marginal at this check
node by summing over all the components except its parent z. This gives ((2.9)
from [61])
∑
∼z
gk(z, . . . ) = ∑
∼z
hk(z, z1, . . . , zJ) J∏
j=1
[∑
∼zj
hj(zj , . . . )], (1.8)
1.3.3 Belief Propagation Equations
The two rules found in Section 1.3.2 can be applied recursively to the rest of the
factor tree, breaking down the computation of the marginal of the root f(x1) into
4As we consider bipartite graphs, the children of variable nodes are necessarily check nodes.
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smaller computations of less complex marginals. The complexity of the computation
is therefore signiﬁcantly reduced. We can compute the marginals of the parts shown
in (1.4) and combine them using the rules we have just described. This gives rise to
a message-passing algorithm that can be applied on the factor graph in Figure 1.4.
The algorithm starts at the leaves of the tree, that are initialized to some values
(as we will see). Messages (the smaller marginals) are then transmitted up the tree,
and whenever a node has received messages from all of its children, it processes and
combines them, then passes the result up to its parent.
Each component xj , j = 1 . . . , n, of x can be estimated by ﬁnding the correspond-
ing marginal f(xj). We can either redraw a factor tree for each marginal, or simply
consider the Tanner graph with messages that simultaneously ﬂow on edges in both
directions during the message-passing algorithm. We choose the latter and formal-
ize the message-passing rules as follows. We denote by μi→c a message transmitted
from a variable node to a check node and by μˆc→i a message transmitted from a
check node to a variable node.5 We denote by ∂ the neighbors, in the sense that
x∂a denotes the neighbors in x of a, and b ∈ ∂i/a denotes all neighbors b of i (or xi)
except a. Then, the message-passing equations are
μi→a(xi) = ∏
b∈∂i/a
μˆb→i(xi), (1.9)
μˆa→i(xi) = ∑
∼xi
fa(x∂a) ∏
j∈∂a/i
μj→a(xj), (1.10)
where fa denotes the kernel of a. Whenever a node receives messages from all its
neighbors, it performs the appropriate marginalization step. This produces a new
estimate for the components xj that are used in the next iteration of the message-
passing algorithm.
What remains is the initialization at the leaves. Assume that the leaf is a variable
node xj that sends the initial message μj→a(xj) to its parent check node a. The
marginal at a is (for example) f(xk) = ∑∼xk f(xj , xk)μj→a(xj) where we have applied
the check node processing rule in (1.10). However, we also know that f(xk) =∑∼xk f(xj , xk), hence we can deduce that the initial message from a leaf, when it is
a variable node, is the constant function 1. Similarly, we can ﬁnd that the initial
message from a leaf node, when it is a check node, is its own kernel.
The message-passing algorithm we described is called the belief propagation (BP)
algorithm in the context of coding. As the nature of the computations involved in
the BP messages is not complex, and due to the fact that factorization breaks the
main problem into smaller subproblems, implementing the BP algorithm is of low
complexity. However, the update equations (1.9) and (1.10) were derived for factor
graphs that are trees. Surprisingly, they have been known to provide good estimates
xˆ for the input vector x, even when the factor graph is not a tree.6 The price to
pay in this case, however, is that the BP algorithm decodes perfectly (in the limit
of inﬁnite blocklength n) on such graphs up to a certain level of channel noise that
we call the BP threshold ; and this is lower than the level up to which the MAP
decoder decodes perfectly (again, when n → +∞), that we call the MAP threshold.
5We use the letters a, b, c, . . . to denote check nodes (to be associated with fa, fb, fc, . . . ) and
the letters i, j, k, . . . to denote variable nodes (to be associated with xi, xj , xk, . . . ).
6Due to the sparsity and large size of the factor graph, the computational tree from the per-
spective of any variable node is locally tree-like.
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Figure 1.5: We draw the Tanner graph shown in Figure 1.3 with appended “channel
check nodes” to represent the channel information.
Spoiler alert! Fortunately, this impediment can be overcome by spatial coupling
that combines both advantages: Spatially coupled LDPC codes can be decoded up
to the MAP threshold using the low-complexity BP decoding algorithm. We cover
this in detail in Section 1.5.
1.3.4 Simpliﬁcation of Belief Propagation Equations
In this section and for the purpose of simplifying calculations, we assume that the
source emits bits Xi that take values in {−1,+1} instead of the traditional binary
domain {0,1}. The map we consider is⎧⎪⎪⎨⎪⎪⎩0→ +1,1→ −1.
By looking at the BP equations in (1.9) and (1.10), it might be thought that
we have not taken the channel information into account. In fact, the equations
are correct, but the Tanner and factor graphs we have shown so far are incom-
plete. To account for the channel information, we append to every variable node
Xi a factor leaf node that provides the i
th channel realization, the length-2 vector(pYi∣Xi(yi∣ + 1), pYi∣Xi(yi∣ − 1)). This is shown in Figure 1.5, where we write this
vector as pYi∣Xi(yi∣xi) as shorthand. The channel can equivalently be represented
by the so-called log-likelihood ratio (LLR) that serves as a suﬃcient statistic and
that we deﬁne below.
Deﬁnition 1.2 (Channel Log-Likelihood Ratio (LLR)). For any binary-input chan-
nel, the log-likelihood ratio (LLR) is deﬁned as
l(y) = ln⎛⎝pY ∣X(y∣ + 1)pY ∣X(y∣ − 1)⎞⎠.
The LLR is a random variable as it depends on the random channel output
y. In Section 1.4.1, we will see that once we consider symmetric channels, we can
1.3. Channel Decoding via Message-Passing 13
assume that the all-+1 codeword was transmitted (or the all-zero codeword in the
traditional binary domain). Therefore, we consider the distribution ch(l) of the
LLR under the assumption that +1 is transmitted, where h denotes the entropy of
the channel (think of it here as a noise level parameter, we formally deﬁne it in
Section 1.4.4) and l = l(y) denotes the LLR variable.7 Elsewhere, this is called the
L-density [61]. We give the precise expressions of this distribution for the binary
erasure channel (BEC), the binary symmetric channel (BSC), and the binary-input
additive white Gaussian noise (BIAWGN) channel below.
Example 1.3 (Binary Erasure Channel). The BEC() erases a bit with probability
 ∈ [0,1] and leaves it unchanged with probability 1−. The input alphabet is {−1,+1}
and the output alphabet is {−1,+1, ?}, where “?” denotes the erasure symbol. For
an input bit x and an output bit y, the channel transition probabilities are thus
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
pY ∣X(+1∣ − 1) = pY ∣X(−1∣ + 1) = 0,
pY ∣X(+1∣ + 1) = pY ∣X(−1∣ − 1) = 1 − ,
pY ∣X(?∣ + 1) = pY ∣X(?∣ − 1) = .
The LLR distribution of the BEC() can be written as
c(l) = δ0(l) + (1 − )δ∞(l). (1.11)
Example 1.4 (Binary Symmetric Channel). The BSC(p) ﬂips a bit (+1 → −1 or−1 → +1) with probability p and leaves it unchanged with probability 1 − p. The
input and output alphabets are {−1,+1}. For an input bit x and an output bit y, the
channel transition probabilities are thus⎧⎪⎪⎨⎪⎪⎩pY ∣X(+1∣ + 1) = pY ∣X(−1∣ − 1) = 1 − p,pY ∣X(+1∣ − 1) = pY ∣X(−1∣ + 1) = p.
The LLR distribution of the BSC(p) can be written as
cp(l) = pδln p
1−p
(l) + (1 − p)δln 1−p
p
(l). (1.12)
Example 1.5 (Binary-Input Additive White Gaussian Noise Channel). The BIAWGN(σ)
channel adds Gaussian noise to the input bit. The input alphabet is {−1,+1} and the
output alphabet is R. For an input bit x and an output bit y, the channel transition
probability is given by
pY ∣X(y∣x) = 1√
2πσ2
e−
(y−x)2
2σ2 ,
where σ2 ∈ [0,+∞) is the noise variance.
The LLR distribution for the BIAWGN(σ) can be written as
cσ(l) =√ 1
8πσ−2
e−
(l−2σ−2)2
8σ−2 . (1.13)
7We note that, throughout the thesis, the characters l and h are typically used to represent an
LLR variable, whereas the character h is to be interpreted as an entropy.
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In Section 1.3.3, we have seen how to compute a marginal μ(xi) at some variable
node xi, where the bit xi takes values in {−1,+1}. By applying the BP rule in (1.9),
we can write the messages μi→a from the i
th variable node to check node a and the
messages μˆa→i from check node a to the i
th variable node as
μi→a(+1) = ∏
b∈∂i/a
μˆb→i(+1), μˆa→i(+1) = ∑
∼xi
f(+1, . . . ) ∏
j∈∂a/i
μj→a(xj),
μi→a(−1) = ∏
b∈∂i/a
μˆb→i(−1), μˆa→i(−1) = ∑
∼xi
f(−1, . . . ) ∏
j∈∂a/i
μj→a(xj).
We can convert this two-dimensional information message into a one-dimensional
real-valued message using the corresponding LLRs. This yields
hi→a = li + ∑
b∈∂i/a
hˆb→i,
where li denotes the LLR that the variable node xi receives from the channel and
hˆb→i = ln⎛⎝ μˆb→i(+1)μˆb→i(−1)⎞⎠.
This message is equivalent to the BP message at a variable node shown in (1.9).
Remark 1.6. Throughout the thesis, we will use the characters l and h to denote
LLRs. Typically, we use li to denote the channel LLR (which remains unchanged
before and during the BP algorithm), hi→a to denote the LLR message sent from
variable node xi to check node a during the BP algorithm, and hˆa→i to denote the
LLR message sent from check node a to variable node xi during the BP algorithm.
That is, at iteration zero of the BP algorithm, hi→a = li.
It is more diﬃcult to ﬁnd the message equivalent to that in (1.10) that corre-
sponds to the BP message at a check node. We start by rewriting the kernel of a
check node a as
f(x, . . . ) = 1{∏j∈∂a/i xj=x}. (1.14)
The indicator function of the kernel contains a product over the xj ’s, whereas in
the previous subsection, it contained a summation. This is because we previously
considered bits in F2, whereas here the domain is {−1,+1}. Then, using the BP rule
in (1.10), we write the ratio of BP messages on the check node side as
rˆa→i = μˆa→i(+1)
μˆa→i(−1) = ∑∼xi f(+1, . . . )∏j∈∂a/i μj→a(xj)∑∼xi f(−1, . . . )∏j∈∂a/i μj→a(xj) .
We use the deﬁnition of the kernel in (1.14) and divide the numerator and denomi-
nator by μj→a(−1) to obtain
rˆa→i = ∑∼xi∶∏j∈∂a/i xj=+1∏j∈∂a/i μj→a(xj)μj→a(−1)∑∼xi∶∏j∈∂a/i xj=−1∏j∈∂a/i μj→a(xj)μj→a(−1) .
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We rewrite the inner fraction as
μj→a(xj)
μj→a(−1) =
⎧⎪⎪⎨⎪⎪⎩1, if xj = −1,rj→a, if xj = +1.
= ⎧⎪⎪⎨⎪⎪⎩r
(1+xj)/2
j→a , if xj = −1,
r
(1+xj)/2
j→a , if xj = +1.
We can therefore rewrite the ratio rˆa→i as
rˆa→i = ∑∼xi∶∏j∈∂a/i xj=+1∏j∈∂a/i r(1+xj)/2j→a∑∼xi∶∏j∈∂a/i xj=−1∏j∈∂a/i r(1+xj)/2j→a .
We further write the ratio in one more alternative form,
rˆa→i = ∏j∈∂a/i(rj→a + 1) +∏j∈∂a/i(rj→a − 1)∏j∈∂a/i(rj→a + 1) −∏j∈∂a/i(rj→a − 1) . (1.15)
To see why this is true, remark that
∏
j∈∂a/i
(rj→a + 1)
= 1 + ∑
j∈∂a/i
rj→a + ∑
j,k∈∂a/i∶j≠k
rj→ark→a + ∑
j,k,l∈∂a/i∶j≠k≠l
rj→ark→arl→a + . . . ,
∏
j∈∂a/i
(rj→a − 1)
= −1 + ∑
j∈∂a/i
rj→a − ∑
j,k∈∂a/i∶j≠k
rj→ark→a + ∑
j,k,l∈∂a/i∶j≠k≠l
rj→ark→arl→a − . . . ,
where we have used the slightly bad notation j ≠ k ≠ l to indicate that j ≠ k, j ≠ l, and
k ≠ l (due to space limitations). In words, the coeﬃcients involved in the expansion
of ∏j∈∂a/i(rj→a + 1) are all positive and equal to +1, and for ∏j∈∂a/i(rj→a − 1), the
products in the expansion that consist of d terms such that J − d is odd have the
negative coeﬃcients −1, and the remaining products have the positive coeﬃcients+1. Thus, carrying out the addition and subtraction of these products, for the
numerator and denominator, respectively, gives
∏
j∈∂a/i
(rj→a + 1) + ∏
j∈∂a/i
(rj→a − 1) = 2 ∑
x∶∏j∈∂a/i xj=+1
∏
j∈∂a/i
r
(1+xj)/2
j→a ,
∏
j∈∂a/i
(rj→a + 1) − ∏
j∈∂a/i
(rj→a − 1) = 2 ∑
x∶∏j∈∂a/i xj=−1
∏
j∈∂a/i
r
(1+xj)/2
j→a .
This yields the expression we show in (1.15).
We are now ready to derive the simpliﬁed BP message processing rule at a check
node. We divide the numerator and denominator in (1.15) by ∏j∈∂a/i(rj→a + 1) and
obtain
rˆa→i = 1 +∏j∈∂a/i rj→a−1rj→a+1
1 −∏j∈∂a/i rj→a−1rj→a+1
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We can rewrite this equation as
rˆa→i − 1
rˆa→i + 1 = ∏j∈∂a/i rj→a − 1rj→a + 1 . (1.16)
By the deﬁnition of the LLR, hˆa→i = ln rˆa→i, or equivalently, rˆa→i = exp(hˆa→i). Thus,(rˆa→i−1)/(rˆa→i+1) = tanh(hˆa→i/2). We can thus rewrite (1.16) in terms of the LLRs
as
tanh(hˆa→i/2) = ∏
j∈∂a/i
tanh(hj→a/2).
This yields the simpliﬁed BP equation at a check node a
hˆa→i = 2 tanh−1 ( ∏
j∈∂a/i
tanh(hj→a/2)). (1.17)
So far, we have mentioned that the message-passing algorithm is iterative, but
we have not formalized this. In fact, diﬀerent schedules for passing messages might
yield diﬀerent performances. In our analysis, we consider the ﬂooding or parallel
schedule, where the variable and check nodes use the messages obtained in the
previous iteration in order to compute the new messages. So, at every iteration, all
variable nodes send messages to their neighboring checks, then all check nodes send
messages to their neighboring variables. We choose this schedule mainly because it is
convenient for analysis. As for the initial condition, the only information the graph
possesses at ﬁrst is the information from the channel. Hence, the factor nodes of the
channel send their LLR messages. We represent this in the form of “channel check
nodes” that we append to variable nodes. These check nodes send their associated
LLR messages at the ﬁrst iteration of the algorithm. As for the remaining nodes
of the graph, they are initially set to send “neutral” messages. In the language of
LLRs, this translates to the message 0.
We summarize the above discussion by writing the system of scheduled simpliﬁed
BP equations. We denote by h
(t)
i→a the LLR sent from a variable node to a check
node at iteration t ∈ N and by hˆ(t)a→i that sent from a check node to a variable node
at iteration t ∈ N. Then, with the channel LLRs li for variable xi and once the
iterative process is initialized with h
(0)
i→a = hˆ(0)a→i = 0, the LLRs are updated according
to the following BP equations⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
h
(t)
i→a = li + ∑
b∈∂i/a
hˆ
(t)
b→i,
hˆ
(t+1)
a→i = 2 tanh−1 ( ∏
j∈∂a/i
tanh(h(t)j→a/2)). (1.18)
1.4 Tools for Performance Analysis
Before analyzing the performance of the BP decoder on LDPC codes, we men-
tion two simpliﬁcations that facilitate the analysis in Section 1.4.1. We then deﬁne
the conﬁguration model of LDPC codes that we consider in Section 1.4.2. We de-
rive the density evolution (DE) equations associated with such code ensembles in
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the framework where the blocklength is very large. To instill the intuition behind
this formulation, we start by writing the DE equations when transmission takes
place over the BEC in Section 1.4.3, then generalize the equations to the case when
transmission takes place over binary memoryless symmetric (BMS) channels in Sec-
tion 1.4.4. Finally, we present the variational equivalent of the DE equations, called
the potential function, in Section 1.4.5.
1.4.1 Two Basic Simpliﬁcations
The ﬁrst simpliﬁcation that we make is the “restriction to the all-(+1) codeword”
(or the all-zero codeword in the traditional binary domain). In other words, it is
suﬃcient for our analysis to assume that the input to the channel is the all-(+1)
codeword (and this codeword is as good as any other one). The advantage of this
assumption is the simplicity with which one can count the number of errors in the
channel output and the decoder output: it is simply the number of bits that are not
+1. For this restriction to be valid, we need two kinds of symmetry to hold, namely
channel symmetry and decoder symmetry, deﬁned below.
Deﬁnition 1.7 (Channel Symmetry [61]). We say that a channel is symmetric
(more precisely, output-symmetric) if
pY ∣X(y∣ + 1) = pY ∣X(−y∣ − 1), (1.19)
where y ∈ R is the output bit and X,Y are the random variables describing the input
and output bits.
Deﬁnition 1.8 (Decoder Symmetry [62]). A decoder is said to be symmetric if
  At any check node, the magnitude of the outgoing message is only a function of
the magnitudes of the incoming messages, and its sign is equal to the product
of the signs of these messages.
  At any variable node, the sign of the outgoing message is reversed if the sign
of each incoming message is reversed.
In this thesis, we restrict our work to binary-input memoryless symmetric-output
channels, thus the ﬁrst condition is satisﬁed by assumption. By looking at the BP
equations, we can see that the BP decoder is symmetric, thus the second condition
is also satisﬁed.
The second simpliﬁcation we make is “concentration”, or the restriction to the
analysis of the ensemble average performance, and it is valid when the blocklength
is large. More speciﬁcally, instead of analyzing the performance of individual codes,
we assess that of the ensemble average. This motivates coding theorists to design
and construct code ensembles that have a good average performance.
The idea behind the concentration simpliﬁcation is that the performance of an
individual code is, with high probability, arbitrarily close to that of the ensemble
average. More precisely, the two performances are arbitrarily close for all except
an exponentially - in the blocklength - small fraction of codes. To express this
formally, let PBP,b(C, t) denote the average bit-error probability for a code C chosen
uniformly at random from a Gallager ensemble, when the BP decoder has been run
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for t iterations. We consider transmission over BMS channels. Then, for any given
δ > 0, there exists an α > 0 (that depends on δ and the degree distribution of the
code ensemble) such that
P{∣PBP,b(C, t) −E[PBP,b(C, t)]∣ > δ} ≤ e−αn,
where the expectation E is over the code ensemble.
1.4.2 The LDPC(λ, ρ) Conﬁguration Model
In this thesis, we often use the ensemble of bipartite graphs LDPC(n,λ, ρ) (or spe-
cial cases of it), where n denotes the blocklength and λ and ρ describe the degree
distributions of the variable and check nodes, respectively. This ensemble is also
called the conﬁguration model.
The degree distributions are deﬁned as follows. Let λi denote the fraction of
edges in a Tanner graph that connect to variable nodes of degree i, and ρi denote
the fraction of edges that connect to check nodes of degree i. Alternatively, we
can think of λi or ρi as the probability that an edge chosen uniformly at random is
connected to a variable node or a check node, respectively, of degree i. Then λ and ρ
are the variable and check degree distributions from an edge perspective, respectively,
and can be expressed as
λ(x) = ∑
i
λix
i−1, ρ(x) = ∑
i
ρix
i−1.
Equivalently, we can look at the variable and check degree distributions from a node
perspective that are denoted by L and R, respectively. We deﬁne Li as the fraction
of variable nodes of degree i and Ri the fraction of check nodes of degree i. Then,
L(x) = ∑
i
Lix
i, R(x) = ∑
i
Rix
i.
The two notions of degree distributions are related by
λ(x) = L′(x)
L′(1) , L(x) = ∫ x0 dz λ(z)∫ 10 dz λ(z) ,
ρ(x) = R′(x)
R′(1) , R(x) = ∫ x0 dz ρ(z)∫ 10 dz ρ(z) .
The average variable degree avg and the average check degree ravg are then deﬁned
as
avg = L′(1) = 1∫ 10 dz λ(z) , ravg = R′(1) = 1∫ 10 dz ρ(z) ,
and the design rate of the code is
r(λ, ρ) = 1 − avg
ravg
.
We note that the design rate is in general not equal to the “true rate” of a code,
but approaches it when the blocklength becomes large. In fact, it is a lower bound
on the true rate.
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As we will see, we consider the code ensembles in the limit when the blocklength
goes to inﬁnity (so that the underlying graph structure is tree-like); we henceforth
omit the argument n when we describe the conﬁguration model.
Example 1.9 (The (, r)-regular Gallager ensemble). The (, r)-regular Gallager
ensemble is deﬁned as the LDPC(λ, ρ) ensemble when the degree distributions take
the form λ(x) = x−1, ρ(x) = xr−1, with  < r. Equivalently, the variable nodes in
this ensemble have degree  (have  outgoing edges) and its check nodes have degree
r.
1.4.3 Density Evolution on the BEC
In order to analyze the performance of the BP decoder on the LDPC(λ, ρ) Gallager
ensemble, we can track the evolution of the bit-error probability as iterations of
the algorithm are executed. In this section, we demonstrate this analysis on the(, r)-regular Gallager ensemble and then on more general LDPC(λ, ρ) ensembles
when transmission takes place over the BEC in order to instill the correct intuition.
In Section 1.4.4, we generalize this analysis to general LDPC(λ, ρ) ensembles with
transmission over BMS channels. This generalization is not conceptually diﬃcult
but heavier in terms of notation.
We ﬁrst brieﬂy describe the concept of a computation graph, which is the basis
for the tree-type analysis we perform. At every iteration of the BP algorithm, every
node in the Tanner graph of a code receives “incoming” messages (beliefs) from
its neighbors and sends back an “outgoing” message to each of them. Consider a
randomly selected node in the graph; let us say it is a variable node. The outgoing
belief it sends to a neighbor depends on all its other incoming beliefs, as well as its
own initial belief (based on the channel observation). Similarly, the beliefs sent to
this variable node from its neighboring check nodes were computed by these check
nodes by using the beliefs they had received from their neighboring variable nodes.
By unraveling this “dependency graph”, we obtain the so-called computation graph.
This graph increases in size as more iterations of the BP algorithm are performed.
It is not diﬃcult to see that, for a small graph, we are bound to create a cycle as
we apply more iterations of BP; thus the computation graph is not a tree. However,
it has been shown that for a ﬁxed number of iterations, and as the blocklength
goes to inﬁnity, the graph is a tree with probability one. This is explained in more
detail in [61]. In our framework, we ﬁrst take the blocklength, then the number of
iterations, to inﬁnity. In this setting, the underlying graph is with high probability
tree-like and we can apply the formalism below.
As we have seen, the BP equations describe the messages exchanged between
variable and check nodes in the Tanner graph. In the framework of large block-
lengths, the computation graph, as seen from the perspective of some node, is
tree-like. Therefore, the incoming messages for this node can be assumed to be
independent.
Consider transmission over the BEC with erasure parameter  (we can write
this as BEC()). Notice the following: The BP decoder cannot decode incorrectly
because all the “wrong” bits are erasures and not ﬂips. As the decoder is not “fooled”
by any bit values, it will either be able to decode correctly, or it will not be able to
decode at all.
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We denote by x(t) (resp. y(t)) the probability that the message sent from a
variable node to a check node (resp. a check node to a variable node) at iteration t
is an erasure. Then y(t) can be computed as a function of x(t) as
y(t) = 1 − (1 − x(t))r−1. (1.20)
This is obtained by applying the parity-check rule at the check node side in the
framework of large blocklengths. Recall that the message sent from a check node
to a variable node is a function of the former’s incoming messages on all the other
edges. Then, applying the parity-check rule, we can observe that the message emit-
ted by the check node is an erasure if any of its incoming messages (on the other
edges) are erasures, in which case it cannot compute its parity. Otherwise, it would
have been able to decode this variable node by computing its parity (based on the
other incoming messages) and deducing this variable node’s correct value. Now,
the probability that any of the check node’s incoming messages are erasures is the
complement of the probability that none of them sends an erasure. We assume that
those probabilities are independent and identically distributed when the blocklength
n goes to inﬁnity. This yields the formula shown in (1.20).
Similarly, the value of x(t+1) from a variable node to a check node at the next
iteration is computed in terms of the messages incoming from the other check nodes
as
x(t+1) = (y(t))−1. (1.21)
This is because a variable sends a neighboring check node an erasure message if
it was erased by the channel (and this occurs with probability ) and all its other
neighboring check nodes also sent it erasure messages (and each of these messages
is sent with probability y(t)). We ﬁnally obtain the formula in (1.21) because we
assume that the incoming messages are independent.
We call these equations the density evolution (DE) equations. In the case of
transmission over the BEC, the densities are simply real-valued probabilities. How-
ever, when transmission takes place over a BMS channel, the density can be inﬁnite-
dimensional, as we explain in Section 1.4.4.
We rewrite the DE equations for the (, r)-regular Gallager ensemble when trans-
mission takes place over the BEC() for future reference⎧⎪⎪⎨⎪⎪⎩y
(t) = g(x(t); ),
x(t+1) = f(y(t); ), (1.22)
with initial condition x(0) = 1, g(x; ) = 1 − (1 − x)r−1, and f(y; ) = y−1, yielding⎧⎪⎪⎨⎪⎪⎩y
(t) = 1 − (1 − x(t))r−1,
x(t+1) = (y(t))−1, (1.23)
with initial condition x(0) = 1.
Remark 1.10. The redundancy in writing the DE equations in this chapter is done
on purpose. In fact, some of the results we present in this thesis are not restricted
to coding and treat more general systems. We therefore write the more general
formulation of the DE equations in (1.22) to encompass such cases.
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We can rewrite the above system of equations as a recursion in the probability
x as
x(t+1) = f(g(x(t); ); ), (1.24)
with initial condition x(0) = 1 and again g(x; ) = 1 − (1 − x)r−1, and f(y; ) = y−1.
Alternatively, we can write the recursion in the probability y as
y(t+1) = g(f(y(t); ); ), (1.25)
with initial condition y(0) = 1.
In this thesis, we will use both DE formulations – depending on what we need.
To diﬀerentiate between them, we call the system of equations in (1.22) and (1.23)
the DE equations and those in (1.24) and (1.25) the DE recursions.
It is interesting to ﬁnd the ﬁxed points of the DE equations, to which these
equations converge and at which more iterations of the BP algorithm no longer
results in change. Let us ﬁrst check that there exist ﬁxed points to the above
DE equations. We recall that (x(t), y(t)) ∈ [0,1]2 and observe that the update
functions f(y; ) = y−1 and g(x; ) = 1 − (1 − x)r−1 are non-decreasing in y and x,
respectively. Furthermore, by applying the ﬁrst iteration, we ﬁnd that x(1) < x(0)
and y(1) < y(0), thus the DE iterations decrease the values of (x(t), y(t)). Therefore,
using the monotone convergence theorem, we can see that the DE equations decrease
the values of (x(t), y(t)) until they converge to some limit values (x(∞), y(∞)). As
the functions f and g are continuous, then these limit points are solutions to the DE
equations. (This should not be too surprising as a decoding algorithm is expected
to decrease the erasure probabilities!)
If the DE equations converge to the trivial ﬁxed point (x(∞), y(∞)) = (0,0), then
the BP algorithm has successfully decoded all erasures caused by the BEC channel.
Otherwise, it has become blocked with some strictly positive fraction of bits that it
has not been able to decode. In fact, this depends on the initial probability of erasure
of the channel  or, in other words, the amount of noise in the channel. There exists
a threshold for  below which perfect decoding is possible (and (x(∞), y(∞)) = (0,0))
and above which there remains a strictly positive fraction of undecoded bits.8 We
call this value of the channel parameter the BP threshold and deﬁne it formally
below.9
Deﬁnition 1.11 (BP threshold). The BP threshold BP of the (, r)-regular LDPC
code ensemble is deﬁned by
BP ≜ sup{ ∈ [0,1] ∣ x(∞) = 0}, (1.26)
where x(∞) is the limit value of the recursion in (1.24).
In comparison, the threshold of noise  up to which the (optimal) MAP decoder
can decode perfectly is deﬁned below.
8We say perfect decoding here in the sense that all errors are corrected. This is only true in the
limit of inﬁnite blocklength. When the latter is ﬁnite, we still get an error ﬂoor for values of  that
are lower than the BP threshold.
9This deﬁnition will be generalized in Section 1.4.4 for general BMS channels.
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Deﬁnition 1.12 (MAP threshold). The MAP threshold MAP of the (, r)-regular
LDPC code ensemble is deﬁned by
MAP ≜ inf{ ∈ [0,1] ∣ lim inf
n→+∞
1
n
E[X ∣Y ()] > 0}, (1.27)
where n is the blocklength, X is the vector of random variables pertaining to the
channel input (codeword), Y is the vector of random variables pertaining to the
channel output (observation), and the expectation E[⋅] is over the mentioned LDPC
ensemble.
In general for an LDPC(λ, ρ) Gallager ensemble, the BP threshold is lower than
the MAP threshold of the ensemble. However, as we will see in Section 1.5, the
spatially coupled construction of LDPC codes results in the so-called threshold sat-
uration phenomenon that makes the BP threshold equal to the MAP threshold in
the limit n→ +∞, for any degree distribution.
For the LDPC(λ, ρ) Gallager ensemble, when transmission takes place over the
BEC(), the update equations take the form f(y; ) = λ(y) and g(x; ) = 1 − ρ(1 −
x). We write the corresponding DE equations and DE recursion below for future
reference and to facilitate the transition into the next chapter. The DE equations
read ⎧⎪⎪⎨⎪⎪⎩y
(t) = 1 − ρ(1 − x(t)),
x(t+1) = λ(y(t)). (1.28)
We can rewrite this in the form of a recursion in x as
x(t+1) = λ(1 − ρ(1 − x(t))). (1.29)
The recursion in terms of y is
y(t+1) = 1 − ρ(1 − λ(y(t))). (1.30)
1.4.4 Density Evolution on BMS Channels
In Section 1.4.3, we derived the DE equations for the case when transmission takes
place over the BEC. These equations describe the evolution of the probabilities
x(t) and y(t) that variable and check nodes, respectively, emit erasure messages at
iteration t of the BP algorithm. We can observe from (1.23) and (1.28) that the
required such updates are polynomial equations in these probabilities.
For the more general case of transmission over BMS channels, instead of tracking
the probabilities of erasure messages x(t) and y(t), we look at the evolution of the
probability distributions of the LLRs hi→a and hˆa→i described in Section 1.3.4. In
addition, the “channel parameter” is no longer the scalar parameter  but a channel
distribution or, equivalently, the distribution of the channel LLR li (corresponding
to the channel realization for variable xi). The corresponding DE equations will
therefore be of integral form and will make use of diﬀerent operations on distribu-
tions.
We consider distributions that are measures on the extended real numbers R¯.
Moreover, we consider “symmetric” such measures x on R¯ satisfying
x(h) = e2hx(−h), (1.31)
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for all h ∈ R¯ where h is interpreted as an LLR. These distributions will be interpreted
as the probability distributions of the random variables that describe the LLRs that
play the role of the messages exchanged in the BP algorithm or the observations
from the channel in the LLR domain. As we consider symmetric-output channels,
the messages exchanged during the BP algorithm are also symmetric. We thus
implicitly assume that all distributions we consider henceforth are symmetric.
Deﬁnition 1.13 (Entropy Functional). The linear entropy functional H describes
the average Shannon entropy of the BP marginal probability distribution and is de-
ﬁned as
H(x) = ∫ dx(h) log2(1 + e−2h). (1.32)
This entropy functional can be interpreted as a measure of the uncertainty in a
bit, once we have run the BP decoder. To understand the expression given in (1.32),
recall that the BP marginal probability distribution for a bit xi ∈ {−1,+1} is equal
to
pXi∣Hi(xi∣hi) = ehixiehi + e−hi , (1.33)
where hi is the LLR associated with xi computed by BP. At this point, we can write
the average Shannon entropy of the bit given the LLR hi, where the average is over
the distribution of the LLR, as
−∫
R
dhx(h)pXi∣Hi(1∣h) log2 pXi∣Hi(1∣h)− ∫
R
dhx(h)pXi∣Hi(−1∣h) log2 pXi∣Hi(−1∣h).
To see that this sum is equal to the expression in (1.32), we make the change of
variables h = −h in the second integral to obtain
− ∫
R
dhx(h)pXi∣Hi(1∣h) log2 pXi∣Hi(1∣h)− ∫
R
dhx(−h)pXi∣Hi(−1∣ − h) log2 pXi∣Hi(−1∣ − h)
Using the symmetry properties in (1.19) and (1.31), this becomes
− ∫
R
dhx(h)pXi∣Hi(1∣h) log2 pXi∣Hi(1∣h)− ∫
R
dhx(h)e−2hpXi∣Hi(1∣h) log2 pXi∣Hi(1∣h)
Finally, we plug in the explicit expression of the conditional probability distribution
for a bit in (1.33) to obtain
= −∫
R
dhx(h) log2 ( eheh + e−h )[ eheh + e−h + e−heh + e−h ]= ∫
R
dhx(h) log2 (1 + e−2h).
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We recall the simpliﬁed BP equation that describes the evolution of the LLR
h
(t)
i→a from a variable node to a check node at iteration t,
h
(t)
i→a = hi + ∑
b∈∂i/a
hˆ
(t)
b→i,
where hi denotes the LLR from the channel to variable xi and hˆ
(t)
b→i denotes the
LLR from check node b to variable xi at iteration t. This equation makes use of the
summation of LLRs. We therefore deﬁne below the probability distribution of an
LLR that is obtained by summing other LLRs.
Deﬁnition 1.14. Let h1 and h2 be two independent random variables with distribu-
tions x1(h1) and x2(h2). Then, the distribution of their sum h = h1 + h2 is deﬁned
by
(x1  x2)(h) = ∫
R2
dh1dh2 x1(h1)x2(h2) δ(h − (h1 + h2)). (1.34)
We can also write this as
(x1  x2)(E) = ∫ dhx2(h)x1(E − h), (1.35)
for any measurable set E ∈ R.
The second simpliﬁed BP equation we derive in Section 1.3.4 describes the evo-
lution of the LLR hˆa→i from a check node to a variable node. At iteration t + 1, we
can write it as
hˆ
(t+1)
a→i = 2 tanh−1 ( ∏
j∈∂a/i
tanh(h(t)j→a/2)).
Due to the calculation required in the equation above, we deﬁne the following con-
volution operator.
Deﬁnition 1.15. Let h1 and h2 be two independent random variables with distribu-
tions x1(h1) and x2(h2). Then, the distribution of h = tanh−1(tanh(h1) tanh(h2))
is deﬁned by
(x1  x2)(h) = ∫
R2
dh1dh2 x1(h1)x2(h2) δ(h − tanh−1(tanh(h1) tanh(h2))). (1.36)
We can also write this as
(x1  x2)(E) = ∫ dhx2(h)x1(2 tanh−1 (tanh(E/2)
tanh(h/2) )), (1.37)
for any measurable set E ∈ R.
Each operation taken separately is associative, commutative, and linear, so that
x1  x2 = x2  x1, x1  x2 = x2  x1, (1.38)(x1  x2) x3 = x1  (x2  x3), (x1  x2) x3 = x1  (x2  x3). (1.39)
However when they are taken together there is no distributive or associative law in
the sense that x1  (x2  x3) ≠ (x1  x2) x3 and x1  (x2  x3) ≠ (x1  x2) x3.
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We will also use the so-called duality rules [63]⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
H(x y) +H(x y) =H(x) +H(y),
H(x a) +H(x a) =H(a),
H(a b) +H(a b) = 0, (1.40)
where x,y are measures on R¯ and a, b are diﬀerences of probability measures a =
x1 − x2, b = x3 − x4, where xi, i = 1,2,3,4, are measures on R¯.
We denote by Δ0 the Dirac mass at 0 and by Δ∞ that at +∞ and observe the
following
Δ0  x = x, Δ∞  x =Δ∞, (1.41)
Δ0  x =Δ0, Δ∞  x = x. (1.42)
In words, the Dirac mass Δ0 at 0 is the identity of the operator  and the annihilator
of the operator , whereas the Dirac mass Δ∞ at +∞ is the identity of the operator
 and the annihilator of the operator .
We consider a family of BMS channels whose distribution ch(h) is parametrized
by the channel entropy H(ch) = h. Then, we can write the DE equations for
LDPC(λ, ρ) Gallager ensembles over these channels as⎧⎪⎪⎨⎪⎪⎩y
(t) = ρ(x(t)),
x(t+1) = ch  λ(y(t)), (1.43)
where by ρ(x) = ∑r ρrx(r−1) and λ(x) = ∑ λx(−1), with x(r−1) = x ⋅ ⋅ ⋅ x
(multiplication r − 1 times) and x(−1) = x ⋅ ⋅ ⋅ x (multiplication  − 1 times).
Remark 1.16. In this section we consider BP messages that are distributions, as
opposed to the scalar BP messages that we consider in Section 1.4.3. The analysis
pertaining to distributions is not generalized to systems beyond coding in this thesis.
Therefore, to avoid superﬂuous notation, we will not provide more general notation,
as we did for the scalar case in (1.22).
We can alternatively write the DE recursion in terms of the variable node output
distribution x as
x(t+1) = ch  λ(ρ(x(t))), (1.44)
with initial condition x(0) = Δ0. Equivalently, we can take the (perhaps) more
natural initial condition x(0) = ch.
Just as in the case of transmission over the BEC(), it can be seen that applying
the DE recursion on a distribution yields a less degraded one,10 and that the recur-
sion converges to a limiting distribution x(∞). The proofs are quite technical and
would require the introduction of many technical notions that we do not use in the
thesis, hence we omit them and instead refer the interested reader to [63].
We now redeﬁne the BP and MAP thresholds in the more general setting of
transmission over BMS channels.
10Degradation is an important concept used to compare distributions and can be expressed in
diﬀerent ways, one of which is the following. We say that a distribution x1 is degraded with respect
to the distribution x2 if ∫ dhx1(h)f(∣ tanh(h/2)∣) ≥ ∫ dhx2(h)f(∣ tanh(h/2)∣) for all concave non-
increasing functions f ∶ [0,1] → R. We say that x1 is strictly degraded with respect to x2 if the
inequality is strict.
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Deﬁnition 1.17 (BP threshold (BMS)). The BP threshold hBP of an LDPC(λ, ρ)
code ensemble when transmission takes place over a BMS channel of distribution ch
is deﬁned by
hBP ≜ sup{h ∈ [0,1] ∣ x(∞) =Δ∞}, (1.45)
where x(∞) is the limit value of the recursion in (1.44).
Deﬁnition 1.18 (MAP threshold (BMS)). The MAP threshold hMAP of an LDPC(λ, ρ)
code ensemble when transmission takes place over a BMS channel of distribution ch
is deﬁned by
hMAP ≜ inf{h ∈ [0,1] ∣ lim inf
n→+∞
1
n
E[H(x∣y(ch))] > 0}, (1.46)
where n is the blocklength, x is the channel input, y is the channel output, H(x∣y(ch))
is the conditional Shannon entropy of the input given by the channel observations,
and the expectation E[⋅] is over the LDPC code ensemble.
1.4.5 The Potential Function
In Sections 1.4.3 and 1.4.4, we derived DE equations that enable us to assess the
performance of an LDPC code ensemble when the blocklength is large. In general,
the ﬁxed points of these equations can be viewed as the stationary point equations
of a function that is typically called the “potential function”. We can view the
potential function as an “average form” of the Bethe free energy [64] of the code’s
graphical model. In the context of statistical mechanics, it is essentially the “replica
free energy functional” [65] or, equivalently, the negative of the trial entropy, also
called the replica-symmetric free entropy [66–68]. A pedagogical explanation of the
precise connection between the Bethe free energy and the potential function in the
context of coding can be found in the appendix of [63].
It is already recognized that this variational formulation is a powerful tool to
analyze DE updates under suitable initial conditions [55,63,69–74]. There are several
ways to deﬁne a potential function; all deﬁnitions share the property that their
stationary point equations are the ﬁxed points of the DE equations of the system. In
this section, we list a few such deﬁnitions that we will use throughout the thesis. As
will be seen, we ﬁnd that diﬀerent expressions are convenient for diﬀerent analyses.
The potential function plays a key role in the derivation of our results. In fact,
the real “stars of the show” are the potential functionals of the associated spatially
coupled systems as considered in the large system size limit (that we formalize in
Sections 1.5 and 1.6). In Chapters 2 and 3, we rewrite the (continuous) coupled
system potential in terms of the associated DE equations, then we use functional
derivatives to compute the number of bits decoded per iteration of the BP algorithm
for a spatially coupled code. In Chapters 4 and 5, we use a tool from optimal
transport called “displacement convexity” (that we deﬁne in Section 1.7) to analyze
the (continuous) potential functionals of spatially coupled systems and to prove that,
under some conditions, they are “displacement convex” in the space of probability
measures.
We refer to the potential functions in this section as “single potentials” as com-
pared to the “coupled potentials” that we later deﬁne for spatially coupled LDPC
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Figure 1.6: We plot the potential function (Deﬁnition 1.21) of the (3,6) regular LDPC
for the BEC() for several values of the erasure probability . Note that x = 0 is always
a trivial stationary point. For  < 0.43 = BP the potential function is strictly increasing
and x = 0 is the only minimum. At BP = 0.43 a horizontal inﬂexion point develops. For
all  ∈ [BP, MAP), we have a second non-trivial minimum and so the energy gap ΔE is
deﬁned and strictly positive. At MAP = 0.488 the trivial and non-trivial minima are at
the same height and ΔE vanishes.
ensembles. We start by writing the single potentials we use when transmission takes
place over the BEC; that is, when the messages exchanged between variable and
check nodes are scalar. To recover the ﬁxed points of the DE equations or one of
the DE recursions from these potentials, it is enough to set their derivatives - with
respect to one of the probabilities x or y - to zero.
The deﬁnition below will be used in Chapter 3, concerned with the speed of
decoding when the DE equations involve scalar quantities.
Deﬁnition 1.19 (Single Potential in One Scalar Variable [71]). The single-system
potential function associated with the DE recursion in (1.29) for the LDPC(λ, ρ)
Gallager ensemble with transmission on the BEC() is deﬁned as
Us(x; ) = xg(x; ) −G(x; ) − F (g(x; ); ), (1.47)
where
f(x; ) = λ(x), g(x; ) = 1 − ρ(1 − x),
F (x; ) = ∫ x
0
duf(u; ), G(x; ) = ∫ x
0
dug(u; ).
The deﬁnitions below will be used in Chapters 4 and 5 in the context of displace-
ment convexity, where the DE equations involve scalar quantities.
Deﬁnition 1.20 (Area Potential in One Scalar Variable [70]). The area potential for
the LDPC(λ, ρ) Gallager ensemble with transmission on the BEC() can be deﬁned
as
A(y; ) = ∫ y
0
du (g−1(u; ) − f(u; )), (1.48)
where f(u; ) = λ(u), and g(u; ) = 1 − ρ(1 − u).
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We note that the area potential A(y; ) is equal to the single potential Us(x; )
in Deﬁnition 1.19 if we set y = g(x; ).
Deﬁnition 1.21 (Alternative Area Potential in One Scalar Variable [75]). Alter-
natively, the area potential for the LDPC(λ, ρ) Gallager ensemble with transmission
on the BEC() can be deﬁned as
A˜(x; ) = ∫ x
0
du (f−1(u; ) − g(u; )), (1.49)
where again f(u; ) = λ(u), and g(u; ) = 1 − ρ(1 − u).
We note that the alternative area potential A˜(x; ) is equal to the single potential
Us(x; ) in Deﬁnition 1.19 at the ﬁxed points of DE.
The last two deﬁnitions of the potential can be obtained by replacing x = f(y; )
and y = g(x; ), respectively, in the following potential function that is expressed in
terms of both DE quantities x and y.
Deﬁnition 1.22 (Single Potential in Two Scalar Variables [70]). In terms of both
DE variables x and y, the potential for the LDPC(λ, ρ) Gallager ensemble with
transmission on the BEC() can be deﬁned as
φ(x, y; ) = ∫ x
0
duf−1(u; ) + ∫ y
0
dug−1(u; ) − xy, (1.50)
where f(u; ) = λ(u), and g(u; ) = 1 − ρ(1 − u).
Finally, we give the single potential we use when the DE equations involve prob-
ability distributions (instead of scalar probabilities). In our work, we only use the
single potential in terms of one variable, the variable node output distribution x,
that we deﬁne below.
Deﬁnition 1.23 (Single Potential in One Variable [76]). The potential for the
LDPC(λ, ρ) Gallager ensemble with transmission over a BMS channel of distri-
bution c can be deﬁned as
Ws(x;c) = 1
R′(1)H(R(x)) +H(ρ(x)) −H(x ρ(x))− 1
L′(1)H(ch L(ρ(x))), (1.51)
where H denotes the entropy functional deﬁned in (1.32).
We note that the potential Ws(x;c) above gives back the potential Us(x; ) in
Deﬁnition 1.19 if we specialize it to a system with scalar messages (x → x) and a
scalar channel parameter (c→ ).
The ﬁxed point form of the DE recursion (1.44) is obtained by setting to zero
the functional derivative of the potential functional Ws(x;ch) deﬁned above with
respect to x. In other words x = ch  λ(ρ(x)) is equivalent to
lim
γ→0
1
γ
(Ws(x + γη;ch) −Ws(x;ch)) = 0, (1.52)
where η is a diﬀerence of two probability measures [63].
We will repeat and redeﬁne these potentials appropriately whenever needed in
the thesis chapters.
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Remark 1.24. In the remainder of the thesis, we omit the subscript h from ch
and the argument h from x(h) and ch(h) most of the time. This is because we will
need a subscript (resp. an argument) z that represents the position along the spatial
coupling chain in the discrete (resp. continuous) case. This will be made clear in
Section 1.5.
The BP and MAP thresholds, hBP and hMAP, can be obtained from the analysis
of the stationary points of the potential function. We demonstrate this with the
example shown in Figure 1.6, where we plot the “single potential in one scalar
variable” (Deﬁnition 1.21) for the (3,6)-regular Gallager ensemble with transmission
over the BEC(), for several values of .
We can track the evolution of the probability x in the recursion (1.24) by using
the plot of the potential as follows. We consider the initial condition to always be
x(0) = 1. As the DE recursion decreases the value of x along iterations of BP, we can
see from the plot that the value of x will keep decreasing until it reaches the ﬁrst
stationary point. Let us ﬁrst consider the case when the channel parameter is lower
than the BP threshold  < BP. In this case, x will converge to the stationary point
x(∞) = 0. When  = BP, a non-trivial stationary point appears and thus x converges
to a strictly positive limiting value x(∞) > 0. That is, we deﬁne the BP threshold as
the smallest value of the channel parameter  at which perfect decoding (in the limit
n → +∞) is no longer possible and x(∞) > 0. Clearly, if we increase the noise level
of the channel even more, for  > BP, the recursion will still converge to a positive
limit value x(∞) > 0. We observe graphically that for higher values of , the value of
x(∞) also increases, but its potential value Us(x(∞); ) decreases. At a certain value
of , we obtain a stationary point x(∞) at which Us(x(∞); ) = Us(0; ). We call this
parameter the potential threshold pot, which we formalize below. As explained in
Section 1.5.4, the potential threshold is equal to the MAP threshold for a large class
of ensembles.
For values of  in [BP, pot], we deﬁne the energy gap ΔE as the diﬀerence
in the (single) potential at the non-trivial (undesirable) ﬁxed point and the trivial
(desirable) one. In the chapters where we use this quantity, namely Chapters 2
and 3, we assume that we have exactly two stable DE ﬁxed points (equivalently, two
minima for the single potential). Thus, the energy gap is simply the diﬀerence in the
single potential at these values. In fact, in these chapters, we consider the dynamic
behavior of spatially coupled ensembles, when the DE equations non-trivially update
distributions. This behavior occurs precisely when ΔE(ch) > 0.
Deﬁnition 1.25 (Potential Threshold (BMS)). Consider an LDPC(λ, ρ) ensemble
and a family of BMS channels ch parametrized by their entropies H(ch) = h. Then,
the potential threshold is deﬁned as
hpot = sup{h ∈ [0,1] ∣ΔE(ch) > 0}, (1.53)
where ΔE(ch) is the energy gap obtained when the channel distribution is ch.
For the speciﬁc case of transmission over the BEC, the potential threshold is
deﬁned as pot = sup{ ∈ [0,1] ∣ΔE() > 0}, where ΔE() is the diﬀerence in the
single potential of the system (between the non-trivial and the trivial stable ﬁxed
points) when the channel parameter is equal to .
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1.5 Spatial Coupling
Spatial coupling was ﬁrst introduced by Felstrom and Zingangirov in the context of
LDPC codes [77]. Spatially coupled codes have been shown to be capacity-achieving
on BMS channels under BP decoding. The capacity-achieving property is due to
the “threshold saturation” of the BP threshold of the coupled system towards the
MAP threshold of the uncoupled code ensemble [43, 63].
Spatial coupling has also been applied to several other problems besides coding
[44,45], such as compressive sensing [52–54], random constraint satisfaction problems
[55–57], and a coupled Curie-Weiss (toy) model [59, 60].
In this section, we brieﬂy describe the protograph construction of LDPC codes,
as well as their random construction. Although we only use the latter in this thesis,
we brieﬂy describe the former as it is used in practice and provides some advantages
over random ensembles. We also explain the threshold saturation phenomenon and
provide the density evolution equations and potential functionals that correspond to
spatially coupled codes. Finally, we describe and compare the thresholds involved
in spatially coupled codes, as well as their underlying uncoupled systems, namely
the BP, MAP, potential, and area thresholds.
1.5.1 Spatially Coupled Conﬁgurations and Threshold Saturation
In the 1980’s, Tanner had the idea of “unwrapping” (or “ﬂattening out”) cyclic block
codes and terminating (or ﬁxing) the boundaries [78,79]. The resulting convolutional
structure not only exhibited very good performance, but also paved the way to many
variants of convolutional LDPC code constructions that ﬁnally led to the design of
universally capacity-achieving spatially coupled codes.
The analysis of convolutional LDPC ensembles via density evolution was intro-
duced by Sridharan, Lentmaier, Costello and Zigangirov [45, 80], in the case when
transmission takes place over the BEC, and then generalized by the same authors
[44, 45] for transmission over general channels.
The thresholds determined by these results and analyses seemed to exhibit the
(now proven) “threshold saturation” property of convolutional LDPC codes; it
equates the BP threshold of those coupled codes with the MAP threshold of the
underlying (uncoupled) ensemble [81]. This property was ﬁrst observed numerically
by G. Liva and then formulated as a conjecture by Lentmaier and Fettweis. At ap-
proximately the same time, this attractive property was proved rigorously for trans-
mission over the BEC by Kudekar, Richardson, and Urbanke [41, 69, 70]. Shortly
afterwards, another proof technique was introduced by Yedla, Jian, Nguyen, and
Pﬁster [71] to establish the same result. Threshold saturation was also afterwards
proved for transmission over BMS channels by Kudekar, Richardson, and Urbanke
[43] as well as (using a diﬀerent, more concise technique), Kumar, Young, Macris,
and Pﬁster [63]. In fact, it has further been shown by Giurgiu, Macris, and Urbanke
[82] that the MAP threshold of the underlying (uncoupled) code ensemble is equal
to that of the associated spatially coupled code ensemble for a large class of codes.
We elaborate further on this in Section 1.5.4.
In this section, we describe two constructions of spatially coupled codes: the
“random construction” that we use throughout the thesis and the “protograph con-
struction”. The idea behind the excellent performance of both constructions is the
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same and is caused by “seeding”. They are also both obtained by taking say, 2Lc+1
copies of the uncoupled code, erasing all the original edges and reconnecting the
copies locally. The precise way in which these systems are coupled depends on the
construction we use.
Spatially coupled codes are capacity-achieving under the low-complexity BP al-
gorithm: They exhibit excellent performance up to thresholds higher than the BP
threshold of the underlying system. However, they have smaller rates than their asso-
ciated underlying codes. This rate-loss eﬀect becomes negligible when the number of
copies becomes large. Protograph-based spatially coupled codes show a better trade-
oﬀ regarding rate, thresholds, and blocklength than random-based coupled codes.
However, the latter is easier to analyze. For instance, both code constructions ex-
hibit excellent performance experimentally, but threshold saturation has only been
proved rigorously for the random construction.
We end this section by deﬁning the notion of a “proﬁle” that describes the error
distributions along a spatially coupled system and that is a key object in our work.
We present the one-sided and two-sided proﬁles, the former of which we use in our
derivations.
Remark 1.26. A small remark on terminology: We use “single”, “uncoupled”, or
“underlying” code to describe the “original” LDPC code, such as the one described
in Section 1.2 and “spatially coupled” or simply “coupled” code to refer to the codes
we describe below.
The Random Construction of Spatially Coupled Codes
We describe the construction of the spatially coupled LDPC code ensemble that we
use in this thesis; it is referred to as the (, r,Lc,w) ensemble (when the underlying
code is regular) or the random construction ensemble (more generally). We then ex-
plain how this code is terminated at the boundaries so that the threshold saturation
phenomenon occurs.
We start with an informal description of the spatially coupled ensemble and then
formalize it.
Consider a single LDPC code ensemble described by its variable and check node
degree distributions (from a node perspective) L and R, respectively. For instance,
consider the following distributions
L(x) = 0.3x2 + 0.6x3 + 0.1x5,
R(x) = x4.
This code ensemble satisﬁes the following property: A fraction 0.3 of its variable
nodes has degree 2, a fraction 0.6 has degree 3, and the rest (a fraction 0.1) has degree
5, and all its check nodes have degree 4. We note that the number of variable sockets
(the total number of edges emanating from the variable node side) should be equal
to the number of check sockets (the total number of edges emanating from the check
node side). That is, if N and M denote the numbers of variable and check nodes,
respectively, then for the example above we require that N×(0.3×2+0.6×3+0.1×5) =
M × (1 × 4). This condition applies in general and not only to this example.
The corresponding spatially coupled random code ensemble is constructed by
making several, say 2Lc + 1, copies or replicas of the single system on the spatial
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positions z = −Lc, . . . , Lc, and by reconnecting them locally. The number of replicas
is called the coupling chain length and the maximum size of the local connections
(the largest distance between two replicas that share edges) is called the window
size that can also be thought of as a smoothing parameter. We say that an edge
connects a “variable node socket” to a “check node socket” (or vice-versa). We
erase the edges from all replicas but keep their “empty” (unconnected) sockets in
place and reconnect them as follows. Consider a variable node socket (or outgoing
edge) at position z of the coupling chain −Lc, . . . , Lc. Connect this socket to a check
node socket chosen uniformly and independently at random in the range of positions
z, . . . , z+w−1. This guarantees a very important property: The degree distributions
of variables and checks at each position of the coupling chain are the same as those
of the uncoupled code ensemble, with the additional property that local replicas are
connected (we discuss this in more detail below). We note that the labeling of the
coupling axis (start and end points) is arbitrary and can be modiﬁed for convenience.
The formalism we describe below is adapted from [41] so that it applies to irreg-
ular LDPC(λ, ρ) ensembles.
Consider an instance of the irregular LDPC(λ, ρ) code ensemble with Nˆ variable
nodes and Mˆ check nodes, and a realization of the degree distribution imposed by
the ensemble. We erase all edges in the code instance but keep the sockets associated
with variables and checks in place. We will eventually reconnect them.
Place 2Lc + 1 copies of the code instance on positions z = −Lc, . . . , Lc. Later,
we will deﬁne the numbers N and M of variable and check nodes at each position.
For each variable node v, with dv sockets, we deﬁne the two following quantities.
The type tv of v is the w-tuple tv = ((tv)0, . . . , (tv)w−1) where (tv)j is equal to the
total number of edges emanating from v to check nodes at position z = i + j. A
constellation kv of v is the dv-tuple kv = ((kv)0, . . . , (kv)dv−1) where (kv)l is equal
to the position diﬀerence j = z − i between v and the check connected to it via
its lth socket. A small example to demonstrate these two deﬁnitions is shown in
Figure 1.7. We can write the relation between the type τv(kv) and the constellation
kv of a variable node as (τv(kv))j = ∑dv−1l=0 1(kv)l=j .
Then, as we want to choose the position of each edge independently, we impose
a uniform distribution on the set of all constellations. We call pv the distribution
for the variable node v and deﬁne it as
pv(tv) = ∣{kv ∶ τv(kv) = tv}∣
wdv
.
Then the distribution p for a set of types t = {t0, . . . , tNˆ−1} on the Nˆ variable nodes
is deﬁned as
p(t) = L(pv(tv)),
where L is the variable degree distribution from a node perspective. Now we choose
the number of variable nodes per position N so that N/Nˆ ∈ N and Npv(tv) ∈ N
for all types tv. For each position z on the coupling chain, we choose Npv(tv)
variables with edges assigned according to type tv. Finally, for each variable v,
we use a random permutation on the sockets chosen uniformly from the set of all
permutations on dv letters in order to map a type to a constellation. The number
of resulting check nodes per position M satisﬁes M/Mˆ = N/Nˆ .
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Figure 1.7: We show an example of the type and constellation of a variable node when
the window size is w = 4. The node is located at position i and is connected to four
check nodes at positions i + 1, i + 2, and i + 3. Then the type corresponding to how
many check nodes it is connected to at each position i, . . . , i + 3 is t = (0,1,2,1) and
the constellation that shows for each socket, the diﬀerence in the distance between the
variable and its connected check node is k = (2,1,2,3).
You might have noticed a “ﬂaw” in the construction above: At the boundaries,
the original degree distributions of the underlying code ensemble cannot be pre-
served. To see this, think of the (, r)-regular code ensemble where all variable
nodes have degree  and check nodes degree r. We construct the edges from the
variable node perspective.11 Therefore, from every variable node at position z, we
connect its  sockets to check node sockets chosen uniformly and independently at
random on positions z, . . . , z +w − 1. Then, at the left boundary, the check nodes in
the ﬁrst w−1 positions −Lc, . . . ,−Lc+w−1 will not be reached by “enough” variable
node sockets to have a degree of r. At the right boundary, the variable nodes on the
last w−1 positions Lc−w+1, . . . , Lc will seek to connect to check nodes at positions
Lc, . . . , Lc +w − 1, but the coupling chain only extends to position Lc.
Therefore, we modify the boundaries of the coupled code in a way that is
convenient for us. On the left side, we add auxiliary variables on positions z =−Lc − w + 1, . . . ,−Lc − 1 (and their corresponding check nodes) so that the check
nodes on positions z = −Lc, . . . ,−Lc +w − 1 have degree r, and on the right side, we
add auxiliary check nodes on positions z = Lc + 1, . . . , Lc + w − 1 (and their corre-
sponding variable nodes) so that the variable nodes on positions z = Lc−w+1, . . . , Lc
have degree . Although the auxiliary nodes do not have regular degrees, we are
more interested in “regularizing” the degrees of the nodes on the original positions
z = −Lc, . . . , Lc. In Figure 1.9 we show a spatially coupled (3,6)-regular code with
spatial length L and window size w = 2. We have two auxiliary systems, one at each
boundary, denoted by dashed lines and lighter colors.
Spatially coupled codes exhibit threshold saturation because of seeding. This
is done by ﬁxing, to some predetermined value, the w − 1 auxiliary variable nodes
on the left boundary and the w − 1 auxiliary variable nodes on the right boundary.
11This is not obligatory, but we choose to ﬁx this technique here for clarity.
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Figure 1.8: In order to construct a “random” spatially coupled code with window size
w = 2, we ﬁrst place 2Lc+2w−1 copies of the randomly constructed LDPC (uncoupled)
Tanner graph on the spatial positions z = Lc−w+1, . . . , Lc+w−1. The leftmost w−1 = 1
and the rightmost w − 1 = 1 copies are the auxiliary codes, whose variable nodes are
ﬁxed to some predetermined values; we draw these codes with dashed borders. We note
that this is not a good example since the uncoupled graphs are fully connected (whereas
LDPC codes are sparse), but we use it for demonstration purposes.
Figure 1.9: To coupled the copies of the uncoupled code, we ﬁrst erase all the edges,
then reconnect them randomly within a window size, which is w = 2 in our example, such
that the degree distributions of the original (not auxiliary) copies are preserved. The
variable nodes at the boundaries are colored in gray and are ﬁxed to some predetermined
values known to both the sender and the receiver; they constitute the “seed” that makes
decoding easier at the boundaries.
For instance, the values of these bits can all be zeros. This “extra information”
and the graph structure are known to both the sender and the receiver. With this
modiﬁcation, the constraints on the check nodes connected to the ﬁxed variable
nodes become easier to solve (as they have fewer unknowns to solve for). Therefore,
decoding becomes easier on the boundaries of the coupled chain and more variables
on the boundaries are decoded. Once this occurs, then other check nodes connected
to these recently decoded variables become easier to solve. This makes larger the
boundary eﬀect with extra information, and the eﬀect of the originally ﬁxed aux-
iliary bits moves inwards into the chain. The propagation of information from the
boundaries into the middle of the chain eventually leads to a completely decoded
graph when the channel parameter is lower than the MAP threshold. With the un-
coupled code, complete decoding was possible only when the parameter is lower than
the BP threshold. This is precisely why we say that spatially coupled codes exhibit
the threshold saturation phenomenon.
We note that the addition of auxiliary check nodes decreases the design rate of
the code. We recall that the rate is deﬁned as r(λ, ρ) = 1 − avg/ravg. Due to the
auxiliary check nodes with few connections, the average check node degree ravg will
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Figure 1.10: The protograph of a standard (3,6)-regular ensemble.
Figure 1.11: We place 2Lc + 2w − 1 copies of the protograph on the spatial positions
z = −Lc −w + 1, . . . , Lc +w − 1. The leftmost w − 1 and the rightmost w − 1 copies are
the auxiliary codes, whose variables nodes are ﬁxed to some predetermined values; we
draw them with dashed borders.
Figure 1.12: The edges of the protographs are spread to their adjacent codes. Since
the window size is w =  = 3, then for each variable node at position z, −1 edge bundles
are connected to check nodes at positions z +1, . . . , z +w−1 (one bundle per position).
The auxiliary variables (in gray) are ﬁxed to predetermined values; thus, they serve as
the seed and initiate decoding at the boundaries.
decrease, which in turn decreases the rate.12 However, spatially coupled systems
are typically analyzed and implemented with large blocklengths, in which case the
eﬀect of the rate loss becomes negligible.
The Protograph Construction of Spatially Coupled Codes
Protograph-based spatially coupled ensembles exhibit excellent performance and
experimentally demonstrate threshold saturation. Such codes are implemented in
practice on chips. There are several variants of protograph-based coupled codes,
as well as several ways to describe each of them [41, 83–89]. Here, we describe the
simple example of the (, r)-regular protograph-based spatially coupled code with
 = 3, r = 6, and window size w =  = 3.
A protograph is a Tanner graph with a relatively small number of nodes [85,
90]. We ﬁrst consider a protograph of a standard (3,6)-regular ensemble, that is
12The auxiliary variable nodes do not aﬀect the design rate because they are ﬁxed.
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represented by two variable nodes, with 3 outgoing edges each, and 1 check node
with 6 outgoing edges, as shown in Figure 1.10. We “lift” the protograph by a factor
of M , so that there are M identical such protographs stacked on top of each other;
this means that we now have a total of 2M variable nodes and M check nodes. We
call every overlapping stack of M edges an edge “bundle”. Within each bundle, we
make a random permutation on the edges. This yields a larger (3,6)-regular code
with the same rate as the original protograph.
In order to construct the corresponding protograph-based spatially coupled code,
we ﬁrst place 2Lc + 1 copies of the lifted protograph on the spatial positions z =−Lc, . . . , Lc. Then, to couple the copies, we spread out the edges. More speciﬁcally,
out of the  = 3 bundles outgoing from a variable node at position z on the coupling
axis, − 1 = 2 edge bundles are connected to the check nodes at positions z + 1, z + 2
(1 bundle to each destination position).
As with the random construction of coupled codes, this creates degree irreg-
ularities at the boundaries: the check nodes at the left boundary have less than
6 outgoing bundles, and the variable nodes at the right boundary have less than
3 outgoing bundles. We there add auxiliary protographs at the boundaries, on
z = −Lc −w + 1, . . . ,−Lc − 1 and z = Lc + 1, . . . , Lc +w − 1. This regularizes the “origi-
nal” protographs on the coupling axis. The variable nodes of the auxiliary codes are
ﬁxed to some predetermined values; this is the “seed” that causes easier decoding
at the boundaries.
The coupling procedure can alternatively be seen as follows. We ﬁrst place the
codes (including the auxiliary ones) on the spatial axis z = −Lc−w+1, . . . , Lc+w−1,
as shown in Figure 1.11. Then, we connect every w = 3 adjacent copies, as shown in
Figure 1.12.
The ensemble of protograph-based coupled codes is then the set of codes obtained
from permutations on the edges within each bundle. To obtain a particular instance
of the ensemble, we pick a permutation from the set of all permutations uniformly
at random and connect the variable nodes to the check nodes according to this
permutation.
One-Sided and Two-Sided Proﬁles
We have so far seen two constructions of spatially coupled codes, the protograph-
based and the random ensembles. In both cases, we spread out 2Lc + 1 replicas of
the underlying uncoupled code on the positions z = −Lc, . . . , Lc, and locally connect
them within a window size w. In the remainder of this thesis, we consider the
random constructions of spatially coupled codes. In order to track the behavior of
belief propagation on such codes, we deﬁne the so-called “proﬁle” below.
At every iteration of the BP algorithm, the variable and check nodes of the
spatially coupled graph exchange messages that are described by a set of coupled DE
iterative equations. We call the solution to the DE equations the “decoding proﬁle”
x (resp. y) in the scalar case and x (resp. y) in the case of higher dimensions.
A proﬁle is a vector of distributions of the BP log-likelihood estimates of the bits
along the spatial axis of coupling; they can be thought of as “error distributions”.
More precisely, let the integer z ∈ {−Lc, . . . , Lc} denote the position along the spatial
direction of the graph construction (on which the replicas are spread). Then the zth
component of x, call it xz, denotes the distribution the BP log-likelihood estimate
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Figure 1.13: We plot the proﬁles xz on the vertical axis as a function of the spatial
coordinate z. On the top, we draw the two-sided proﬁle and on the bottom, its associated
one-sided proﬁle.
at the zth position. In the special case of the BEC, for instance, this component is
reduced to the usual scalar erasure probability 0 ≤ xz ≤ 1 at position z along the
spatial axis of coupling.
Spatially coupled codes perform well and are capacity achieving due to the
“threshold saturation” phenomenon. In terms of the decoding proﬁle of a spatially
coupled code, as long as the channel noise is below the MAP threshold, the proﬁle
converges to the all-Δ∞ vector after enough iterations of the BP algorithm, where
Δ∞ is the Dirac mass at inﬁnite log-likelihood (i.e., perfect knowledge of the bits).
In the special case of the BEC, the all-Δ∞ vector corresponds to a vector of scalar
erasure probabilities driven to zero by DE iterations. Whereas, the probability dis-
tributions of the log-likelihoods of bits of the corresponding uncoupled code only
converge to Δ∞ when the channel noise is below the BP threshold (which is lower
than the MAP threshold).
The threshold saturation phenomenon is made possible due to “seeding” at the
boundaries of the spatially coupled code. Seeding means that we ﬁx the bits at
the boundaries so that the probability distributions of their log-likelihoods are Δ∞.
This facilitates BP decoding near the boundaries, and this eﬀect is propagated along
the rest of the coupled chain. The minimum size of the seed that guarantees the
propagation of the decoding eﬀect is of the same order as the size w of the coupling
window (however an exact determination of the minimum possible such size is an
still an interesting open question). We denote by xˆ the decoding proﬁle. Then, the
initial condition on the proﬁle is xˆz = Δ∞ (perfect information) at the boundaries
z = −Lc, . . . ,−Lc + w − 1 and z = Lc − w + 1, . . . , Lc, and xˆz = Δ0 (only information
from the channel) elsewhere. In the special case of transmission over the BEC(),
we have xˆz = 0 when z = −Lc, . . . ,−Lc + w − 1 or z = Lc − w + 1, . . . , Lc, and xˆz = 
elsewhere. We call this the “two-sided proﬁle” because we have seeding on both
boundaries.
The two-sided proﬁle described above is perfectly symmetric. That is why we
deﬁne the associated one-sided proﬁle x below.
xz = xˆz, z = −Lc, . . . ,0, (1.54)
xz = x0, z = 1, . . . , Lc, (1.55)
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where x0 denotes the distribution xz = xˆz at z = 0. We show an example of a
two-sided proﬁle and its associated one-sided proﬁle in Figure 1.13, when Lc = 14.
We note that it is equivalent to work with either proﬁle, in the sense that the
behavior is the same (up to symmetry). In our work, we use the one-sided proﬁle
because it is more convenient in the context of displacement convexity (see Sec-
tion 1.7). In Chapters 2 and 3, however, when we calculate the number of bits
decoded per iteration of BP, we note that the number we ﬁnd is half of that we
would have obtained had the analysis involved the two-sided proﬁle (which is the
“real” proﬁle in practice).
In the remainder of the thesis, we redeﬁne the range of positions z on which we
spread the replicas of the underlying code (which was previously z = −Lc, . . . , Lc).
We set it to z = −w + 1, . . . , Lc and seed at the boundary z = −w + 1, . . . ,0.
1.5.2 Coupled Density Evolution Equations
Transmission over the BEC
In this section, we write the system of DE equations as well as the DE recursion
associated with the spatially coupled LDPC(λ, ρ) code ensemble when transmission
takes place over the BEC(). The main diﬀerence between the equations we write
here and those in Section 1.4.3 is that here the updated erasure probabilities are
obtained by average other probabilities (from the previous BP iteration) over a
window.
Spatially coupled codes are constructed in such a way that replicas within a
certain window size w are dependent. In the random construction of coupled systems
that we consider, every edge outgoing from a variable node at position z on the
coupling chain is connected to a randomly selected check node at positions z, z +
1, . . . , z + w − 1. Similarly, every edge outgoing from a check node at position z
is connected to a randomly chosen variable node at positions z − w + 1, . . . , z.13
Therefore, to decode a variable node at position z, we must use the information
in all the system replicas on which it depends. More speciﬁcally, the recursive DE
equation in the error probability of a variable node at position z depends on the error
probabilities of check nodes on positions j = z, . . . , z +w − 1, which in turn depend
on the error probabilities of variable nodes on positions k = j − w + 1, . . . , j. We
formalize this when we write the spatially coupled version of DE equations below.
We denote by x˜
(t)
z and y˜
(t)
z the variable node output and check node output
probabilities, respectively, at position z = −w + 1, . . . , Lc on the spatial axis and at
time t ∈ N. We also deﬁne a general coupling window function that we will use
below.
Deﬁnition 1.27 (General Coupling Window Function). We deﬁne a general cou-
pling window function w(⋅) that satisﬁes w(z) > 0 for z ∈ [−W,+W ], where W ≤ +∞
and w(z) = 0 elsewhere. We also impose the condition that ∫R dz w(z) = 1. Then,
we deﬁne the normalized function
wW (z) = w(z)1
2W ∑Wj=−W w( jW ) .
13We assume the probability that one such edge is connected to one such “destination node” is
uniform (unless explicitly stated otherwise).
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Remark that 12W ∑Wj=−W w( jW ) = 1 and that that as W → +∞, we have wW (z) →
w(z)/ ∫R dz w(z) = w(z).
Then, the system of DE equations takes the form⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
y˜
(t)
z = g( +∞∑
j=−∞
az˜,zx
(t)
z ; z),
x˜
(t+1)
z = f( +∞∑
i=−∞
az,z˜y
(t)
z ; z), (1.56)
where g(x; ) = 1 − ρ(1 − x), f(y; ) = λ(y), and the coupling window coeﬃcients
az,z˜ satisfy az,z˜ = 12W wW ( z˜−zW ). The initial conditions are written below.
If we consider the uniform window function, this yields the equations y˜
(t)
z =
g( 1w ∑w−1j=0 x˜(t)z−j ; z), x˜(t+1)z = f( 1w ∑w−1i=0 y˜(t)z+i; z). For the LDPC(λ, ρ) code ensemble,
this becomes ⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
y˜
(t)
z = 1 − ρ(1 − 1w w−1∑
j=0
x˜
(t)
z−j),
x˜
(t+1)
z = zλ( 1w w−1∑
i=0
y˜
(t)
z+i).
For this system of equations z = , for z = 1, . . . , Lc +w − 1 and z = 0 for z = −w +
1, . . . ,0. Furthermore we ﬁx the left boundary to x˜
(t)
z = y˜(t)z = 0 for z = −w + 1, . . . ,0,
for all t ∈ N. These conditions express perfect information at the left boundary,
which is what enables seeding and decoding along the chain of coupled codes. The
initial conditions for the remainder of the coupling chain are x˜
(0)
z = y˜(0)z = 1 for
z = 1, . . . , Lc +w − 1.
Alternatively, we can write the DE recursion in x˜
(t)
z as
x˜(t+1)z = f⎛⎝ 1w w−1∑i=0 g( 1w
w−1∑
j=0
x˜
(t)
z+i−j ; z); z⎞⎠. (1.57)
For the LDPC(λ, ρ) code ensemble, this becomes
x˜(t+1)z = zλ⎛⎝1 − 1w w−1∑i=0 ρ(1 − 1w
w−1∑
j=0
x˜
(t)
z+i−j)⎞⎠. (1.58)
with the same initial conditions on x˜ = (x˜−w+1, . . . , x˜Lc+w−1) as above.
It will be convenient to work with a smoothed version of the proﬁle x˜
(t)
z , namely
x
(t)
z = 1w w−1∑
i=0
x˜
(t)
z−i, where x
(t)
z denotes the check node input probability at position
z = −w + 1, . . . , Lc on the spatial axis and at time t ∈ N. Then, using this change of
variables, the DE recursion can be written as
x(t+1)z = 1w w−1∑i=0 f⎛⎝ 1w
w−1∑
j=0
g(x(t)z−i+j ; z); z−i⎞⎠. (1.59)
For the LDPC(λ, ρ) code ensemble with transmission over the BEC(), the recursion
in (1.58) can be rewritten as
x(t+1)z = 1w w−1∑i=0 z−iλ⎛⎝1 − 1w
w−1∑
j=0
ρ(1 − x(t)z−i+j)⎞⎠. (1.60)
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We repeat the initial and boundary conditions for completeness. We have z = , for
z = 1, . . . , Lc + w − 1 and z = 0 for z = −w + 1, . . . ,0. We ﬁx the left boundary to
x
(t)
z = 0 for z = −w + 1, . . . ,0, for all t ∈ N. The initial condition for the iterations is
x
(0)
z = 1 (or ) for z = 1, . . . , Lc +w − 1.
In Chapter 4, we ﬁnd it more convenient to work with the coupled DE recursion
(and potential) as expressed in terms of the variable node input probability y
(t)
z at
position z = −w + 1, . . . , Lc and time t ∈N. We express the DE recursion as
y(t+1)z = 1 − ρ⎛⎝1 − 1w w−1∑i=0 z−iλ( 1w
w−1∑
j=0
y
(t)
z−i+j)⎞⎠, (1.61)
with z = , for z = 1, . . . , Lc+w−1 and z = 0 for z = −w+1, . . . ,0, and the boundary
y
(t)
z ﬁxed to 0 for z = −w + 1, . . . ,0, for all t ∈ N. On the remainder of the coupling
chain, the initial condition is y
(0)
z = 1 for z = 1, . . . , Lc +w − 1.
Transmission over BMS Channels
When transmission takes place over general BMS channels, the messages exchanged
by the nodes are probability distributions of LLRs. The DE equations and recursions
described in Section 1.4.4 are thus modiﬁed accordingly.
We denote by x˜
(t)
z and y˜
(t)
z the variable node output and check node output
distributions, respectively, at position z = −w + 1, . . . , Lc on the spatial axis and at
time t ∈ N. For simplicity we take a uniform coupling window. The system of DE
equations thus takes the form⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
y˜
(t)
z = ρ( 1w w−1∑
j=0
x˜
(t)
z−j),
x˜
(t+1)
z = cz  λ( 1w w−1∑
i=0
y˜
(t)
z+i).
For this system of equations cz = c, for z = 1, . . . , Lc + w − 1 and cz = Δ∞ for
z = −w + 1, . . . ,0. Furthermore we ﬁx the left boundary to x˜(t)z = y˜(t)z = Δ∞ for
z = −w + 1, . . . ,0, for all t ∈ N. These conditions express perfect information at
the left boundary, which is what enables seeding and decoding along the chain of
coupled codes. The initial conditions for the remainder of the coupling chain are
x˜
(0)
z = y˜(0)z =Δ0 for z = 1, . . . , Lc +w − 1.
Alternatively, we can write the DE recursion in x˜
(t)
z as
x˜(t+1)z = cz  λ⎛⎝ 1w w−1∑i=0 ρ( 1w
w−1∑
j=0
x˜
(t)
z+i−j)⎞⎠. (1.62)
Here again cz = c, for z = 1, . . . , Lc + w − 1 and cz = Δ∞ for z = −w + 1, . . . ,0.
Furthermore, we ﬁx the left boundary to x˜
(t)
z = Δ∞ for z = −w + 1, . . . ,0, for all
t ∈ N. These conditions express perfect information at the left boundary, which is
what enables seeding and decoding along the chain of coupled codes. The initial
condition (1.62) is x˜
(0)
z =Δ0 for z = 1, . . . , Lc +w − 1.
It is convenient to work with a smoothed version of the proﬁle x˜
(t)
z , namely
x
(t)
z = 1w w−1∑
i=0
x˜
(t)
z−i, where x
(t)
z denotes the check node input probability distribution.
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Then, using this change of variables, (1.62) can be rewritten as
x(t+1)z = 1w w−1∑i=0 cz−i  λ⎛⎝ 1w
w−1∑
j=0
ρ(x(t)z−i+j)⎞⎠. (1.63)
This is the DE formulation we use throughout our work when we consider LDPC(λ, ρ)
code ensembles with transmission over general BMS channels. We repeat the initial
and boundary conditions for completeness. We have cz = c, for z = 1, . . . , Lc +w − 1
and cz = Δ∞ for z = −w + 1, . . . ,0. We ﬁx the left boundary to x(t)z = Δ∞ for
z = −w + 1, . . . ,0, for all t ∈ N. The initial condition for the iterations is x(0)z = Δ0
(or c) for z = 1, . . . , Lc +w − 1.
1.5.3 Coupled System Potential Functionals
The DE equations and recursions in Section 1.5.2 can be expressed as the stationarity
conditions of some coupled potential functionals. We list some of the potentials that
we use in our work below.
Deﬁnition 1.28 (Coupled Potential in One Scalar Variable [71]). The potential
functional associated with the DE recursion in (1.59) is
Uc(x) = Lc∑
z=−w+1
⎧⎪⎪⎨⎪⎪⎩xzg(xz; ) −G(xz; ) − F( 1w
w−1∑
i=0
g(xz+i; z); z)⎫⎪⎪⎬⎪⎪⎭, (1.64)
where x = (x−w+1, . . . , xLc+w−1) is the so-called decoding proﬁle or simply the proﬁle.
For the LDPC(λ, ρ) code ensemble, with transmission over the BEC(), the po-
tential above becomes
UBEC(x) = Lc∑
z=−w+1
⎧⎪⎪⎨⎪⎪⎩ 1R′(1)(1 −R(1 − xz)) − xzρ(1 − xz)
− z
L′(1)L(1 − 1w w−1∑i=0 ρ(1 − xz+i))
⎫⎪⎪⎬⎪⎪⎭, (1.65)
where x = (x−w+1, . . . , xLc+w−1). The ﬁxed point form of (1.60) is equivalent to
d
dxUBEC(x) = 0.
Alternatively, we can express the potential functional in (1.65) in terms of the
variable node input probability y
(t)
z as
14
UBEC(y) = Lc∑
z=−w+1
⎧⎪⎪⎨⎪⎪⎩yz + 1R′(1)(1 − (1 − yz)ρ−1(1 − yz))
− (1 − (1 − yz)ρ−1(1 − yz)) − z
L′(1)L( 1w w−1∑i=0 yz+i)
⎫⎪⎪⎬⎪⎪⎭, (1.66)
where y = (y−w+1, . . . , yLc+w−1) is also called the decoding proﬁle or proﬁle. This is
associated with the DE recursion in (1.61).
14We abuse notation by keeping the same label UBEC but consistently use diﬀerent arguments
as a suﬃcient indicator to diﬀerentiate between the two potentials.
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In Chapter 5 we make use of a potential functional that is expressed in terms
of the two proﬁles x and y when we consider general scalar systems with a general
coupling window. Using the general window function in Deﬁnition 1.27, we can
express the coupled potential in x and y for general scalar systems as follows.
Deﬁnition 1.29 (Coupled Potential in Two Scalar Variables). The two-proﬁle po-
tential functional for scalar systems is deﬁned as
W2(x, y) = Lc∑
z=−Lc
⎧⎪⎪⎨⎪⎪⎩∫
yz
0
dug−1(u) + ∫ xz
0
dv f−1(v) − +∞∑
z˜=−∞
az,z˜xz˜yz
⎫⎪⎪⎬⎪⎪⎭, (1.67)
where x and y are the probability proﬁles and the coupling window coeﬃcients az,z˜
satisfy az,z˜ = 12W wW ( z˜−zW ).
The solutions of spatially coupled DE equations (1.56) are given by the stationary
points of the potential functional W2 of x and y. This can be checked by setting the
functional derivatives of the potential, with respect to each of x and y, to zero.
Deﬁnition 1.30 (Coupled Potential in One Variable [63]). The potential functional
associated with the DE recursion in (1.63) for the case of transmission over general
BMS channels is deﬁned as
W (x) = Lc∑
z=−w+1
⎧⎪⎪⎨⎪⎪⎩ 1R′(1)H(R(xz)) +H(ρ(xz)) −H(xz  ρ(xz))
− 1
L′(1)H(cz L( 1w w−1∑i=0 ρ(xz+i)))
⎫⎪⎪⎬⎪⎪⎭. (1.68)
where x = (x−w+1, . . . ,xLc+w−1).
The ﬁxed point form of (1.63) is equivalent to limγ→0(W (x+γη)−W (x))/γ = 0
for η = (η−w+1, . . . , ηLc+w−1) where ηi are diﬀerences of probability measures.
1.5.4 Thresholds
In Shannon’s 1948 revolutionary article, he deﬁned the theoretical limit on the chan-
nel noise up to which reliable transmission of information is possible. We call this
limit the Shannon threshold. So far, we have deﬁned the BP threshold hBP, the MAP
threshold hMAP, and the potential threshold hpot in Deﬁnitions 1.17, 1.18, and 1.25,
respectively, for (uncoupled) LDPC(λ, ρ) code ensembles when transmission takes
place over BMS channels. In this section, we further deﬁne the area threshold and
the BP and MAP thresholds that correspond to spatially coupled such systems. We
then describe the relationship between all these values, for coupled code ensembles,
as well as their underlying ensembles. As usual, we consider the framework in which
the blocklength n is very large.
The MAP threshold is the limit on the channel noise up to which the (opti-
mal) MAP decoder can decode perfectly. This threshold is lower than the Shannon
threshold, but approaches it as the degrees of the LDPC code are increased. The
MAP decoder, however, assumes that we have inﬁnite resources and computational
power. It is therefore impractical due to physical and computational limitations.
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The BP decoder, however, is of low complexity and is quite suitable for sparse
graphical models such as LDPC codes. Unsurprisingly, the BP threshold is lower
than the MAP threshold when the code is not spatially coupled. Moreover, for these
(uncoupled) codes, the BP threshold decreases as the node degrees are increased,
moving farther away from the Shannon threshold.
As we have already mentioned, spatial coupling combines the beneﬁt of low-
complexity decoding and high thresholds. Spatially coupled codes can decode per-
fectly up to the MAP threshold using the low-complexity BP decoder. More for-
mally, we deﬁne the BP and MAP thresholds of spatially coupled LDPC(λ, ρ) code
ensembles when transmission takes place over BMS channels below.
Deﬁnition 1.31 (Coupled BP threshold (BMS)). The BP threshold hcBP of a spa-
tially coupled LDPC code with transmission on BMS channels is deﬁned by
hcBP ≜ sup{h ∈ [0,1] ∣ x(∞)z =Δ∞ ∀ z ∈ {−w + 1, . . . , Lc}}, (1.69)
where x
(∞)
z is the limit value of the distribution at position z of the coupling chain,
governed by the recursion in (1.63).
Deﬁnition 1.32 (Coupled MAP threshold (BMS)). The MAP threshold hcMAP of a
spatially coupled LDPC code with transmission on BMS channels is deﬁned by
hcMAP ≜ inf{h ∈ [0,1] ∣ lim infn→+∞ 1nE[H(X∣Y(c(h)))] > 0}, (1.70)
where n is the blocklength of the entire spatially coupled code; that is, n = NLc where
Lc is the number of copies of the underlying code (or the length of the coupling
chain) and N is the number of variable nodes per copy, and the limit n → +∞ is
taken by ﬁrst taking N → +∞ and then taking Lc → +∞. The vector of random
variables X (resp. Y) represents the channel input (resp. output), H(X∣Y(c(h))) is
the conditional Shannon entropy of the input given by the channel observations, and
the expectation E[⋅] is over the coupled LDPC code ensemble.
Threshold saturation for irregular LDPC(λ, ρ) code ensembles and transmission
over BMS channels was proven in [63] using potential functionals. More concretely, it
was shown that the coupled system BP threshold is equal to the potential threshold
of the underlying system; that is,
hcBP = hpot.
It was also shown in [63] that if the graph does not contain degree-2 variable nodes,
the MAP threshold of the underlying system is lower than its potential threshold
and thus satisﬁes
hMAP ≤ hpot.
Furthermore, it was shown in [82] that for LDPC codes with regular check nodes of
even degree, the MAP thresholds of the spatially coupled code and its underlying
system are equal. That is,
hMAP = hcMAP.
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Combining this with the optimality of the MAP decoder (hcBP ≤ hcMAP), we obtain
hMAP ≤ hpot = hcBP ≤ hcMAP = hMAP, (1.71)
for these codes.
In [43], the proof technique for threshold saturation did not use potential func-
tions as was done in [63]. Instead, the authors used GEXIT functions and yet
another threshold called the area threshold hA to prove that for (, r)-regular LDPC
ensembles, the BP threshold of a coupled code saturates to the MAP threshold of
the underlying system universally on the class of BMS channels. In particular, it is
shown in [43] that
hA = hcBC,
where the area threshold for such systems is deﬁned as
Deﬁnition 1.33 (Area Threshold [63]). The area threshold hc
Aˆ
of an (, r)-regular
LDPC code with transmission on BMS channels is deﬁned by
hAˆ ≜ sup{h ∈ [0,1] ∣ Aˆ(x(∞), , r) ≤ 0}, (1.72)
and Aˆ is the area under the corresponding GEXIT curve deﬁned by
Aˆ(x, , r) =H(x) + ( − 1 − 
r
)H(xr) − ( − 1)H(x(r−1)).
We note that this area is not equal to those deﬁned in Deﬁnitions 1.20 and 1.21.
It can be seen that at the ﬁxed point x(∞), the area deﬁned above is exactly the
negative of the single potential in Deﬁnition 1.23. This immediately implies that
hpot ≤ hA.
Combining this with the results in (1.71), we conclude that
hA = hpot,
and therefore
hMAP = hpot = hA,
for (, r)-regular LDPC codes with even check node degree and without degree-2
variable nodes.15
1.6 The Continuum Limit
The continuum limit is the setting obtained by ﬁrst taking the length of the coupling
chain Lc to be very large (Lc → +∞) and then taking the window size w to be
very large (w → +∞). As the name suggests, this makes the quantities we work
15In fact, it has been proven rigorously that hMAP = hA for (, r)-regular LDPC codes with even
check node degree. For more general codes and transmission over BMS channels, this is still a
conjecture called the Maxwell conjecture [91].
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with continuous rather than discrete (their natural setting) when the appropriate
normalizations are made. We will use this setting throughout the thesis because it
is well-adapted to the techniques we need, such as taking functional derivatives in
Chapters 2 and 3, and using the tool of displacement convexity in Chapters 4 and 5.
The continuum limit has already been considered for the special case of the BEC in
[69,70,72,73].
To avoid overloading the notation, and because we use only the continuum limit
in our derivations (and not the discrete formulations), we keep the same symbols for
the proﬁles, the spatial position, and the channel distribution when we move from
the discrete to the continuous space. We thus denote by x(⋅, ⋅) (resp. x(⋅, ⋅)) and
y(⋅, ⋅) (resp. y(⋅, ⋅)) the continuous proﬁles of distributions deﬁned by x( zw , t) ≡ x(t)z
(resp. x( zw , t) ≡ x(t)z ) and y( zw , t) ≡ y(t)z (resp. y( zw , t) ≡ y(t)z ), and then replace zw → z
so that the new variable z is the continuous variable on the spatial axis, z ∈ R.
For general scalar systems with control parameter , the DE recursion (1.59)
becomes
x(z, t + 1) = ∫ 1
0
duf(∫ 1
0
ds g(x(z − u + s, t); ); ). (1.73)
The natural boundary conditions are x(z, t) → 0, z → −∞ and x(z, t) → xBP, z →+∞. The left limit results from “seeding” at the left boundary of the original,
discrete system; and the right limit results from the empirically observed “height”
obtained by the DE recursion of the original system after a few “transient” iterations
of the recursion. A general analysis of this recursion, with applications that are not
limited to coding, is considered in Chapter 3.
The ﬁxed points of the continuous recursion above are the stationary points of a
potential functional. The potential is an integral over the spatial direction z ∈ R and
in general we must subtract a “reference energy” in order to get a convergent result.
Essentially any static reference proﬁle, here called x0(z) that satisﬁes the boundary
conditions x0(z) → xgood, z → −∞ and x0(z) → xbad, z → +∞ will do the job. For
concreteness, we can take a Heaviside-like proﬁle x0(z) = xgood, z < 0, x0(z) = xbad,
z ≥ 0 (note that x0(z) does not depend on time). The potential functional is then
deﬁned as
ΔUc(x) = ∫
R
dz {Pc(z, x) − Pc(z, x0)}, (1.74)
where Pc(z, x) is a z-dependent functional of x equal to
Pc(z, x) = x(z, t)g(x(z, t); ) −G(x(z, t); ) − F(∫ 1
0
dug(x(z + u, t); ); ). (1.75)
In the case of transmission over the BEC, the DE recursion (1.60) becomes
x(z, t + 1) = ∫ 1
0
duλ(1 − ∫ 1
0
ds ρ(1 − x(z − u + s, t))). (1.76)
The initial condition at t = 0 is given by a proﬁle x(z,0) that interpolates between
the two limiting values of the boundary condition, namely x(z,0) → 0 when z → −∞
and x(z,0) → xBP when z → +∞, where xBP is the non-trivial ﬁxed point value of the
underlying system. (The reasons for this initialization are made clear in Chapter 2.)
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The ﬁxed points of the continuous recursion above are the stationary points
of a potential functional. As before, we must subtract a “reference energy” from
the potential so that it is well-deﬁned. We consider for instance the static reference
proﬁle x0(z) deﬁned by x0(z) = 0, z < 0, x0(z) = xBP, z ≥ 0. The potential functional
is then deﬁned as
ΔWBEC(x) = ∫
R
dz {Px(z, x) − Px(z, x0)}, (1.77)
where Px(z, x) is a z-dependent functional of x equal to
Px(z, x) = 1
R′(1)(1 −R(1 − x(z, t))) − x(z, t)ρ(1 − x(z, t))− 
L′(1)L(1 − ∫ 10 duρ(1 − x(z + u, t))). (1.78)
Similarly, the DE recursion (1.61) in the continuum limit becomes
y(z, t + 1) = 1 − ρ(1 − ∫ 1
0
duλ(∫ 1
0
ds y(z − u + s, t))). (1.79)
Similarly, the initial condition at t = 0 satisﬁes y(z,0) → 0 when z → −∞ and
y(z,0) → yBP when z → +∞, where yBP is the non-trivial ﬁxed point value of the
underlying system. We consider a proﬁle y0 deﬁned by y0(z) = 0, z < 0, y0(z) = yBP,
z ≥ 0. Then, the associated potential functional can be written as
ΔWBEC(y) = ∫
R
dz {Py(z, y) − Py(z, y0)}, (1.80)
where Py(z, y) is a z-dependent functional of y equal to
Py(z, y) =y(z, t) + 1
R′(1)(1 − (1 − y(z, t))ρ−1(1 − y(z, t)))− (1 − (1 − y(z, t))ρ−1(1 − y(z, t))) − 
L′(1)L(∫ 10 duy(z + u, t)). (1.81)
We next consider the case of general scalar systems and the general coupling
window w(⋅) in Deﬁnition 1.27. Then the windowed average becomes a convolution
of the proﬁles x and y with the window function w. We express such convolutions
xw(z) = ∫R dτ x(τ)w(z − τ) as xw(z) as shorthand. Similarly, we write y w as
yw. The continuous version of the DE equations (1.56) then becomes⎧⎪⎪⎨⎪⎪⎩y(z, t) = g(x
w(z, t)),
x(z, t + 1) = f(yw(z, t)). (1.82)
The initial conditions at t = 0 are given by proﬁles that interpolate between the
two ﬁxed point values. More precisely, if x+ (resp. y+) and x− (resp. y−) are the
desirable and undesirable ﬁxed points of the proﬁles x (resp. y) of the underlying
system, then the initial conditions are set to x(z,0) → x+ (resp. y(z,0) → y+) for
z → −∞ and x(z,0) → x− (resp. y(z,0) → y−) for z → +∞.
The potential functional corresponding to the system of DE equations above is
the continuum version of that in (1.67). We consider two proﬁles x0 and y0 that
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are Heaviside-like and satisfy x0(z) = x−, z < 0, x0(z) = x+, z ≥ 0, y0(z) = y−, z < 0,
y0(z) = y+, z ≥ 0. Then, the potential is expressed as
ΔW2(x, y) = ∫
R
dz
⎧⎪⎪⎨⎪⎪⎩P2(z, x, y) − P2(z, x0, y0)
⎫⎪⎪⎬⎪⎪⎭, (1.83)
where P2(z, x, y) is a z-dependent functional of x and y deﬁned as
P2(z, x, y) = ∫ y(z)
0
dug−1(u) + ∫ x(z)
0
dv f−1(v) − xw(z)y(z).
The solutions of the spatially coupled DE equations (1.82) are given by the stationary
points of the potential functionalW2 of x and y. This can be checked by setting the
functional derivatives of the potential with respect to each of x and y to zero.
For the case of transmission over the BMS channel, we consider a continuous
channel distribution and we denote by c(z) the channel distribution at the contin-
uous spatial position z ∈ R. The DE equation (1.63) then takes the form
x(z, t + 1) = ∫ 1
0
duc(z − u) λ(∫ 1
0
ds ρ(x(z − u + s, t))). (1.84)
The initial condition at t = 0 is given by a proﬁle x(z,0) that interpolates between the
two limiting values of the boundary condition, namely x(z,0) → Δ∞ when z → −∞
and x(z,0) → xBP when z → +∞.
We call ΔW(x) the potential functional of the coupled system in the continuum
limit obtained from (2.8). As before, we subtract a “reference energy” so that the
potential is well-deﬁned. We denote by x0(z) the static reference proﬁle deﬁned by
x0(z) =Δ∞, z < 0, x0(z) = xBP, z ≥ 0. The potential functional is thus deﬁned as
ΔW(x) = ∫
R
dz {P (z,x) − P (z,x0)}, (1.85)
where P (z,x) is a z-dependent functional of x equal to
P (z,x) = 1
R′(1)H(R(x(z, t))) +H(ρ(x(z, t))) −H(x(z, t) ρ(x(z, t)))− 1
L′(1)H(c(z)L(∫ 10 ds ρ(x(z + s, t)))). (1.86)
In our work, we ﬁnd it convenient to split the continuous potential functional
into two components: the “single system potential functional” and the “interac-
tion functional”. The latter, that we also call the interaction potential for brevity,
expresses the contribution of the “cross-connections” of replicas due to spatial cou-
pling. In other words, this term disappears if evaluated at a constant x(z) = x. The
remaining term is called the single potential for brevity and expresses the contribu-
tion of the entire system as if spatial coupling were not made and every replica had
edges only between its nodes. In fact, we can write the single potential functional
as an integral over the spatial component z of some integrand. This integrand is
simply the potential of the underlying uncoupled code ensemble. This is easily seen
by recognizing that the usual DE equation for the variable input erasure probability
is recovered by setting the derivative of this single potential to zero. We show the
explicit expressions of the single and interaction potentials when we use them in
Chapters 2-5, because we write them in diﬀerent ways (for convenience) in diﬀerent
chapters.
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1.7 Displacement Convexity
Displacement convexity can be very useful in functional analysis. It goes back to
McCann [92] and plays an important role in the theory of optimal transport [93]. It
was used in [94] and [95] to study a functional governing a spatially coupled Curie-
Weiss model, that bears close similarities with the coding theory model studied here
(see [59]). In this section, we give a quick introduction to the tool of displacement
convexity.
Recall ﬁrst that the usual notion of convexity of a generic functional F(y) on a
generic space X means that for all x0, x1 ∈ X and λ ∈ [0,1],F((1 − λ)x0 + λx1) ≤ (1 − λ)F(x0) + λF(x1).
The correct setting for deﬁning displacement convexity is the space of proba-
bility measures. For measures over the real line, we can conveniently deﬁne the
displacement interpolation in terms of the cumulative distribution functions (cdf’s)
associated with the measures. This is the simplest setting and the one that we adopt
here.
In the following, we assume that the functions x0 and x1 belong to the space of
right-continuous cdf’s of some underlying measures dx0 and dx1, respectively, over
the real line. That is, they are non-decreasing with left and right limits of 0 and 1,
respectively. The deﬁnitions we give below can be adjusted for scaled cdf’s or for
the equivalent analysis with probability measures.
The inverse x−1(z) of a cdf x is deﬁned almost everywhere and has unique and
well-deﬁned left and right limits, x−1(z−) and x−1(z+), respectively. In our work we
use the deﬁnition of the right-continuous inverse that is deﬁned for all x∗ ∈ (0,1),
namely
z(x∗) ≜ inf{ z ∣x(z) > x∗}.
Similarly, a cdf x can be obtained from its inverse z∗ using the relation
x(z∗) ≜ inf{x ∣ z(x) > z∗}.
For any two right-continuous cdf’s x0, x1, we consider z0, z1 their respective inverses
under the maps deﬁned above. Then for any λ ∈ [0,1], the interpolated proﬁle xλ is
deﬁned as follows,
zx,λ = (1 − λ)z0(x) + λz1(x), (1.87)
xλ(z) = inf{x ∣ zx,λ > z}. (1.88)
In words, the diﬀerence in interpolation under the alternative structure is that the
linear interpolation is applied on the inverse of the functions of interest, and the
eﬀect of such an interpolation is then mapped back into the space of functions.
The displacement convexity of a functional F(x) on the space of right-continuous
cdf’s simply means that the following inequality holdsF(xλ) ≤ (1 − λ)F(x0) + λF(x1), (1.89)
for any two right-continuous cdf’s x0, x1 and all λ ∈ [0,1]. Strict displacement
convexity means that this inequality is strict as long as x0 and x1 are distinct and
λ ∈ (0,1).
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Figure 1.14: Monotonic proﬁles x0 and x1, the map Tx(z), zx,λ = (1 − λ)z + λTx(z),
and the interpolant xλ. Here λ = 1/4.
In our analysis of displacement convexity in Chapters 4 and 5, we also make use
of the notion of the pushforward map, described below.
Consider two cdf’s x0 and x1, and assume x0 is continuous. We can deﬁne the
map Tx ∶ R→ R as
Tx(z) = x−11 (x0(z)). (1.90)
The map Tx can be seen as a pushforward map for measures from dx0 to dx1. This
is expressed as dx1 = Tx#dx0 that means that
∫ dx1(z)h(z) = ∫ dx0(z)h(Tx(z)),
for any function h such that the integral is well-deﬁned. Then, denoting by id the
identity map, the interpolant xλ is the cdf of the measure dxλ deﬁned by
dxλ = ((1 − λ)id + λTx)#dx0.
We have ∫ dxλ(z)h(z) = ∫ dx0(z)h((1 − λ)z + λTx(z)),
whenever the integral is deﬁned. In particular, if h is convex (in the usual sense)
then this shows convexity in λ of the integral due to the following,
∫ dx0(z)h((1 − λ)(z) + λTx(z))≤ (1 − λ)∫ dx0(z)h(z) + λ∫ dx0(z)h(Tx(z))= (1 − λ)∫ dx0(z)h(z) + λ∫ dx1(z)h(z).
The graphical construction of the interpolant xλ is illustrated in Figure 1.14.
Graphically, Tx ﬁnds the position z˜ = Tx(z) on the z-axis so that x1(z˜) = x0(z)
for some given z. Consider the linear interpolation between points on R, zx,λ =
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(1 − λ)z + λTx(z). The displacement interpolant xλ is deﬁned so that the following
equality holds for all λ ∈ [0,1]
xλ(zx,λ) = x0(z). (1.91)
This is equivalent to the relation in (1.88) when x0 is continuous.
In the case where x0 is discontinuous, we have to be more careful in the deﬁnition.
At points of discontinuity of x0 the map Tx(z) should not be single-valued. As we
work in one dimension, this issue is easily circumvented by using the deﬁnition
in (1.88). For such cases, instead of referring to the deﬁnition of the interpolant
xλ(zx,λ) in (1.91), we use the following system of equations
x−1λ (u) = (1 − λ)x−10 (u) + λx−11 (u), (1.92)
xλ(z) = inf{u ∣ x−1λ (u) > z}, (1.93)
which gives a right-continuous interpolant. Correspondingly, if x is an interpolating
non-decreasing proﬁle then, under appropriate regularity of h, we can write
∫
R
dx(z)h(z) = ∫ 1
0
duh(x−1(u)),
and we have
∫ dxλ(z)h(z) = ∫ 1
0
duh((1 − λ)x−10 (u) + λx−11 (u)).
With this in mind we will continue to use the notation Tx(z) when the above inter-
pretation should be understood.
1.8 Main Contributions
In this thesis, we analyze the solutions of message-passing algorithms on spatially
coupled systems by using variational techniques, in the context of coding theory
(Chapters 2 and 4) and general scalar systems (Chapters 3 and 5). We consider
the systems in the framework of large blocklengths, which enables us to express the
performance of the message-passing algorithms in terms of density evolution (DE),
or DE-like, equations. We further consider the system in the continuum limit by
taking the coupling chain length Lc to inﬁnity (ﬁrst) and the coupling window size
w to inﬁnity (second); this enables us to write the DE equations in the continuum
limit, which makes the derivations more tractable. Throughout the thesis, we use the
variational equivalent of the DE equations, the (continuous) “potential functional”,
for which the stationary points are the ﬁxed points of the DE equations. In order to
analyze the performance of message-passing algorithms on coupled systems, we can
track the evolution of the DE equations or, equivalently, apply gradient descent on
their associated potential functional. In our work, we consider only coupled systems
for which the uncoupled DE equations have a unique “non-trivial” stable ﬁxed point
(or, equivalently, for which the uncoupled potential function has a unique non-trivial
minimum).
In Chapter 2, we consider spatially coupled irregular LDPC(λ, ρ) code ensembles,
where transmission takes place over general BMS channels. We consider the system
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in the dynamic phase, deﬁned as the decoding phase in which applying iterations
of the BP algorithm results in decoding more bits (or, more generally, non-trivially
updating the messages exchanged in the system). Due to the “threshold saturation”
property of spatially coupled codes, we know that the dynamic phase occurs for all
parameters of the channel below the MAP threshold because the BP algorithm can
successfully decode the system for all such channel parameters.
We express the originally discrete DE recursion in terms of the variable node
output distributions; we denote by x
(t)
z the distribution at position z along the spa-
tial axis of coupling and at iteration t ∈ N. By plotting the vector of distributions
x (where the zth component contains the distribution at the zth position on the
coupling axis) at diﬀerent iterations of the BP algorithm, we observe that the vector
(or “decoding proﬁle”) exhibits a solitonic behavior. More speciﬁcally, it appears
to have a ﬁxed shape and to move (away from the boundaries) at a constant speed.
This phenomenon is observed when the channel parameter is between the BP and
MAP thresholds (which constitutes part of the dynamic phase); it is called the wave
propagation phenomenon. In the context of coding on the BEC, for example, this
means that the vector of erasure probabilities along the spatial axis of coupling ap-
pears to exhibit this solitonic behavior. Our main contribution in this chapter is to
ﬁnd a formula for the velocity of the wave for such coupled codes, assuming that the
proﬁle does indeed exhibit the solitonic behavior. To do this, we ﬁrst consider the
continuum limit that enables us to express the DE recursion and the potential func-
tional in the continuous space. The variable node output-distribution at position z
and iteration t is then denoted by x(z, t). The assumption about the solitonic behav-
ior can thus be expressed as x(z, t) = X(z − vt).16 We make algebraic manipulations
to write the potential functional in terms of the decoding proﬁle, and we extract a
formula for the velocity from this relation. As (possibly inﬁnite-dimensional) dis-
tributions are involved in the calculations, we reduce the complexity of the formula
by applying the Gaussian approximation that approximates distributions with sym-
metric Gaussian distributions. Furthermore, we use our results for the velocity to
estimate parameters involved in the scaling law for ﬁnite-length spatially coupled
codes with transmission over the BEC [96]. We perform numerical experiments to
verify our results.
In Chapter 3, we consider spatially coupled general scalar systems that are gov-
erned by a DE-like scalar recursion, during the dynamic phase. In this more general
context, the dynamic phase is deﬁned as that in which the governing recursion non-
trivially updates the system; this occurs when the system parameter is lower than
some threshold that we call the potential threshold.17 As in Chapter 2, we conjecture
that the proﬁle along the coupling chain exhibits a solitonic behavior upon iterations
of the recursion, when the system parameter is between the algorithmic threshold18
and the potential threshold. We ﬁnd an analytical formula for the velocity of this
soliton. The derivation of the formula resembles that of Chapter 2 and involves
expressing the (continuous) potential functional in terms of the (continuous) proﬁle.
16We slightly abuse notation by keeping the same labels in the discrete and continuous settings.
17The reason behind the naming “potential threshold” is related to properties of the potential
function, described in Section 1.4.5.
18The algorithmic threshold is analogous to the BP threshold in the context of coding; here, it
depends on the application-speciﬁc message-passing algorithm.
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To verify our results, we provide numerical simulation results for applications such
as LDPC codes over the BEC, compressive sensing, and generalized LDPC codes
over the BEC and the binary symmetric channel (BSC).
In Chapters 2 and 3, we do not prove that the shape of the propagating proﬁle
is ﬁxed, nor do we characterize it. However, we observe using numerical simulations
that the shape is an increasing “kink”, and its limits are the trivial ﬁxed point at
z → −∞ and the non-trivial ﬁxed point at z → +∞.
In Chapter 4, we consider the spatially coupled (, r)-regular LDPC Gallager
ensemble with transmission over the BEC at/during the static phase. In the con-
text of spatially coupled codes, the static phase occurs at the MAP threshold, the
channel parameter at which the BP algorithm gets blocked and is no longer able
to completely decode the system; thus, the decoding proﬁle does not change upon
iterations of the BP algorithm. In other words, the velocity of the wave vanishes. In
this chapter, we characterize this ﬁxed point proﬁle and prove that it is unique (up
to translation on the spatial axis of coupling19). To do this, we introduce a new tool
for the analysis of spatially coupled systems, namely the concept of displacement
convexity, borrowed from optimal transport. This tool considers convexity with re-
spect to an alternative structure in the space of probability measures. In short, a
functional F is “traditionally convex” if F(xλ(⋅)) ≤ (1−λ)F(x0(⋅))+λF(x1(⋅)), for
all λ ∈ [0,1], when the interpolant xλ(⋅) is a linear combination of the two functions
x0(⋅) and x1(⋅), so that xλ(z) = (1 − λ)x0(z) + λx1(z) for all z ∈ R. Whereas, F is
displacement convex if the same inequality holds, but xλ(⋅) is deﬁned (roughly) as
the distribution obtained by ﬁrst taking the linear interpolation of the inverses of the
two distributions x0(⋅) and x1(⋅) and then by taking the inverse of this interpolation
back into the space of probability distributions. This is shown in Figure 1.14 and
described in more detail in Section 1.7.
Although the coupled potential functional is not convex in the traditional sense,
we prove, by using displacement convexity, that it is displacement convex in the
space of probability distributions. To do this, we observe that it is possible to view
the decoding proﬁle as a cumulative distribution function. Hence,we use truncation
and rearrangement inequalities to restrict the space of minimizers of the potential
functional to proﬁles that are increasing from a ﬁnite limit at −∞ to a ﬁnite limit at+∞. We then show that the potential functional is strictly displacement convex (in
the space of probability measures) and characterize its minimum. In the language of
coding, we prove that, at the MAP threshold, the decoding proﬁle is static and the
DE equations converge to a ﬁxed point solution that is unique, up to translation.
In Chapter 5, we generalize the analysis done in the preceding chapter so that
it encompasses general spatially coupled scalar systems (not restricted to coding)
that are governed by a system of scalar equations. We again consider these systems
at/during the static phase. For such general systems, the static phase is deﬁned as
the system parameter at which the governing (DE-like) equations no longer non-
trivially update the system or, equivalently, the potential threshold. The analysis
19As opposed to the dynamic setting where translation would refer to a change made on the
proﬁle due to the message-passing algorithm, here for the static case it simply means that the
origin of the proﬁle is arbitrary. Once the origin is ﬁxed, however, the shape is strictly unique.
1.8. Main Contributions 53
in this chapter is more general than that in Chapter 4 in the sense that it is more
far-reaching and that it establishes the strict displacement convexity of the coupled
potential functionals under milder assumptions on the underlying system. In fact,
we ﬁnd that the convexity result in this chapter applies to such systems that satisfy
the strictly positive gap condition [69,70] and some mild conditions on the coupling-
window function. Therefore, for general spatially coupled scalar systems, we also
characterize the unique ﬁxed-point solution of the DE equations at the static phase.
In Chapters 4 and 5, we consider spatially coupled systems during the static
phase of the message-passing algorithm, in the case when the underlying system has
a unique non-trivial stable ﬁxed point. During this phase, the velocity studied in
the previous chapters is zero by deﬁnition. In this case, we prove that the shape
of the solution to the DE equations is unique. That is, the assumptions made in
the ﬁrst two chapters for the dynamic phase (ﬁxed shape and constant velocity) are
established for the static phase.
Finally, in Chapter 6, we oﬀer a summary of our main contributions, some con-
cluding remarks, and further directions that can be pursued based on our work.

Decoding Velocity for Irregular
Codes on the BMS 2
2.1 Introduction
We consider spatially coupled LDPC(λ, ρ) code ensembles, where transmission takes
place over general binary-input memoryless symmetric-output (BMS) channels.1 To
obtain such a code from its underlying (uncoupled) ensemble, we spread copies of
the latter on the spatial axis of coupling and connect them locally within a certain
window size. Spatially coupled codes have been proved to be universally capacity-
achieving due to the threshold saturation phenomenon [43,63]. That is, it has been
proved that the belief propagation (BP) threshold of the coupled code-ensemble
saturates towards the maximum a-posteriori (MAP) threshold of the underlying
uncoupled ensemble. This phenomenon can be attributed to the “seeding” that is
done at the boundary of a coupled code: once we “seed” perfect information at
the copies at the boundaries of the coupling chain and run the BP algorithm, the
extra information at the boundaries will propagate into the chain, due to the local
connections between adjacent copies of the underlying codes. In this chapter, we ﬁnd
an analytical formula for the “speed” at which this extra information is propagated
into the coupling chain, assuming this speed is a constant. We express this more
formally below.
We construct a spatially coupled LDPC(λ, ρ) code by taking Lc+w copies of the
underlying code and coupling every w adjacent underlying systems by means of a
uniform window function.2 In order to track the performance of the BP algorithm
on the coupled code, we express the evolution of the variable node output distri-
1The content of this chapter is based on the following previous work [76,97].
[76] R. El-Khatib, N. Macris, “The velocity of the decoding wave for spatially coupled codes on BMS
channels,” International Symposium of Information Theory (ISIT) 2016, Barcelona, Spain, IEEE
pp. 2119–2123.
[97] R. El-Khatib, N. Macris, “The velocity of the propagating wave for spatially coupled systems
with applications to LDPC codes,” in preparation (2016) to be submitted to the IEEE Transactions
on Information Theory.
2It is straightforward to generalize the analysis to include more general coupling-windows; we
use the uniform window function to alleviate notation.
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butions along iterations of the algorithm using a density evolution (DE) recursion.
The solution to the DE recursion, called the decoding proﬁle x, is a vector of distri-
butions of the BP log-likelihood estimates of the corresponding variable nodes along
the spatial axis of coupling; we can think of them as “error distributions”. More
precisely, let the integer z = −w + 1, . . . , Lc denote the position along the spatial
direction of the graph construction (on which the copies are spread). Then the zth
component of x, call it xz, denotes the distribution the BP log-likelihood estimate
at the zth position. In the special case of the binary erasure channel (BEC), this
component is reduced to the usual scalar erasure-probability 0 ≤ xz ≤ 1 at position
z along the spatial axis of coupling.
As we mentioned, the threshold saturation phenomenon is made possible due to
seeding at the boundaries of the spatially coupled code, which is done by ﬁxing the
bits in (some number of) copies at the boundaries so that the probability distribu-
tions of their log-likelihoods are Δ∞. This facilitates BP decoding near these copies
(due to the connections between adjacent copies), and this eﬀect is propagated along
the rest of the coupled chain. The minimum size of the seed that guarantees the
propagation of the decoding eﬀect is of the same order of the size w of the coupling
window; however, an exact determination of the minimum possible such size is still
an interesting open question. Threshold saturation can alternatively be viewed in
terms of the decoding proﬁle of the coupled code: As long as the channel noise is
below the MAP threshold, the proﬁle converges to the all-Δ∞ vector after enough
iterations of the BP algorithm, where Δ∞ is the Dirac mass at inﬁnite log-likelihood
(i.e., perfect knowledge of the bits). In the special case of the BEC, the all-Δ∞
vector corresponds to a vector of scalar erasure probabilities driven to zero by DE
iterations. In comparison, the probability distribution of the log-likelihoods of bits
of the corresponding uncoupled code only converge to Δ∞ when the channel noise
is below the BP threshold that is lower than the MAP threshold.
We consider the case where the channel noise is between the BP and the MAP
thresholds, and the underlying uncoupled ensemble has a unique non-trivial stable
BP ﬁxed point that blocks decoding.3 In this case, it has empirically been observed
that the decoding proﬁle behaves like a solitonic decoding wave after a certain num-
ber of transient iterations of the BP algorithm that we call the transient phase. We
show the transient phase in Figure 2.1 and the wave propagation phenomenon in
Figure 2.2. The soliton is characterized by a ﬁxed shape that seems independent of
the initial condition and that has a constant traveling velocity that we denote by v.
The phenomenology of the soliton is discussed in more detail in Section 2.2.3. The
main purpose of this chapter is to derive a formula for the velocity of the soliton for
irregular LDPC codes, where transmission takes place over general BMS channels.
The decoding wave has recently been studied for coding when transmission takes
place over the BEC. In [69, 70], the authors prove that the solitonic wave solution
exists and derive bounds on its velocity. However, the independence of the unique
shape of the wave from the initial conditions remains an open question. In [98], more
complex coupled systems are studied, where it is possible to have more than one
non-trivial stable BP ﬁxed point; in their work, other bounds on the velocity of the
soliton are provided. The solitonic behavior has also been studied for the coupled
3The trivial ﬁxed point is the all-Δ∞ vector (or proﬁle) whereas a non-trivial BP ﬁxed point is
a proﬁle to which the BP algorithm converges and that is not trivial.
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Curie-Weiss toy model in [53], where a formula for the velocity of the soliton, as
well as an approximation for it, are derived and tested numerically.
In order to derive a formula for the velocity of the decoding wave, we consider
the spatially coupled system in the continuum limit Lc ≫ w ≫ 1; this makes the
derivations quite tractable. In fact, the assumption that the soliton indeed appears
can be strictly true only in an asymptotic limit of a very large chain length and
a large iteration number (or time); we conjecture that the formula is exact in this
limit. However, even when we consider ﬁnite systems, we can see from numerical
simulations that the continuum approximation of the (originally discrete) system
does not compromise the exactness of our formula “too much”: The results of the
formula are very close to the empirical results for the velocity. It is worth noting
that in Chapter 3, we also ﬁnd a formula for the velocity of the propagating wave
in the context of general scalar systems (not restricted to coding), for which we use
the same tools and assumptions.
The formula for the velocity of the wave greatly simpliﬁes, when we consider
transmission over the BEC, because the decoding proﬁle reduces to a scalar vec-
tor of erasure probabilities. For transmission over general BMS channels, we also
simplify the analysis by applying the Gaussian approximation [37]. This consists
of approximating the DE densities and the channel distribution by suitable “sym-
metric” Gaussian densities. The analysis then reduces to that of a one-dimensional
scalar system, for which the technical diﬃculty is similar to that of the BEC case.
We thus obtain a more tractable formula for the velocity and compare its numerical
predictions with the empirical value of the velocity for ﬁnite coupling length Lc and
window size w. A good agreement is found on practically the whole range of values
between the BP threshold and the MAP threshold, even for small values of w.
It is of theoretical, as well as practical, interest to have a hold on the analytical
expression of the velocity of the wave. The velocity is also related to other funda-
mental quantities that describe a coding system, such as the ﬁnite-size scaling law
that predicts the error probability of ﬁnite-length spatially coupled codes. In [96],
the scaling law for a ﬁnite-length spatially coupled (, r,Lc) code, where transmission
takes place over the BEC, was derived. Involved in this scaling law are parameters
that can be estimated using the value of the velocity of the decoding wave. Using
the results of our derived formula, we provide reasonably good estimates of these
parameters.
The formula for the velocity also makes use of the potential functional introduced
and used in a series of works [55, 59, 63, 71, 99]. The potential is a “variational
formulation” of the message-passing algorithm on coding systems: its stationary
points are the ﬁxed points of the DE equations described by this algorithm. The
potential has been used to prove threshold saturation for several applications in
[63, 100,101]. The formalism in [63] is heavily used in the present chapter.
This chapter is organized as follows. In Section 2.2, we introduce a few prelimi-
nary notions that we will need and review the phenomenology of the solitonic wave.
In Section 2.3, we formulate the continuum limit and state our main formula for
the velocity of the soliton on general BMS channels. In Section 2.4, we present the
derivation of the formula. In Section 2.5, we present comparisons with numerical
experiments. These concern transmission over BEC channels, as well as general
BMS channels in the so-called Gaussian approximation. Finally, in Section 2.6, we
discuss a possible application of our formula to scaling laws for ﬁnite-size ensembles.
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2.2 Preliminaries
We consider (almost) the same setting as in [63] and adopt most of the notation
introduced in that work. We summarize the preliminaries we need for this chapter,
that are explained in more detail in Chapter 1.
We denote by M(R¯) the space of probability measures x on the extended real
numbers h ∈ R¯ = R ∪ {∞}. Here, h ∈ R¯ should be interpreted as a “log-likelihood
variable”. We call the measure x symmetric if x(h) = e2hx(−h).
We recall that the entropy functional H ∶ M → R, that maps a ﬁnite probability
measure from M(R¯) to a real number, is deﬁned as
H(x) = ∫ dx(h) log2(1 + e−2h) (2.1)
Note that this is a linear functional. Linearity is used in an important way to com-
pute the entropy of convex combinations of measures (which also yields a probability
measure). But we also compute the “entropy” associated to diﬀerences of measures
by setting H(x1 − x2) ≡ H(x1) −H(x2). In other words, the entropy functional is
extended in an obvious way to the space of signed measures.
In the remainder of the chapter, we use the Dirac masses Δ0(h) and Δ∞(h) at
zero and inﬁnite likelihood, with entropies H(Δ0) = 1 and H(Δ∞) = 0, respectively.
We also use the standard variable-node and check-node convolution operators 
and  for log-likelihood ratio message distributions involved in the DE equations
[61]. We explain these operators and their properties in detail in Section 1.4.4. In
short, for x1, x2 ∈M(R¯), the usual convolution x1 x2 is the density of h = h1 + h2,
and x1  x2 is the density of h = 2 tanh−1(tanh h12 tanh h22 ).
We make use of the so-called duality rules that we repeat here for convenience
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
H(x y) +H(x y) =H(x) +H(y),
H(x a) +H(x a) =H(a),
H(a b) +H(a b) = 0, (2.2)
where x,y ∈ M(R¯) and a, b are diﬀerences of probability measures a = x1 − x2,
b = x3 − x4, xi ∈M(R¯), i = 1,2,3,4.
2.2.1 Single System
Consider an (uncoupled) LDPC(λ, ρ) code ensemble with transmission over the BMS
channel. Here λ(y) = ∑ λy−1 and ρ(y) = ∑r ρryr−1 are the usual edge-perspective
variable-node and check-node degree distributions. The node-perspective degree
distributions L and R are deﬁned by L′(y) = L′(1)λ(y) and R′(y) = R′(1)ρ(y),
respectively. Moreover, consider communication over a family of BMS channels
whose distribution ch(h) in the log-likelihood domain is parametrized by the channel
entropy4 H(ch) = h.
Let x(t) denote the variable node output distribution of the BP algorithm at
iteration t ∈ N. We can track the average behavior of the BP decoder by means of
4In the literature, this quantity is often denoted by c(h).
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the DE iterative equations that we write as a recursion in terms of the variable node
output distribution as follows,
x(t+1) = ch  λ(ρ(x(t))), (2.3)
with initial condition x(0) = Δ0 (equivalently, we can take the more natural initial
condition x(0) = ch).
There are two thresholds of interest for us. The ﬁrst one is the algorithmic
threshold. For a family of BMS channels whose channel distributions ch(h) ∶ R →
M(R¯) are ordered by degradation and parametrized by their entropy H(ch) = h,
the algorithmic or BP threshold is deﬁned to be
hBP = {h ∈ [0,1] ∶ x = ch  λ(ρ(x)) :⇒ x =Δ∞}.
The second threshold corresponds to optimal (MAP) decoding
hMAP = {h ∈ [0,1] ∶ lim inf
n→∞
1
n
E[H(Xn∣Y n(h))] > 0},
where H(Xn∣Y n(h)) is the conditional Shannon entropy of the input given by the
channel observations and E is the expectation over the code ensemble.
The potential functional Ws(x) of the “single” or uncoupled system is
Ws(x) = 1
R′(1)H(R(x)) +H(ρ(x)) −H(x ρ(x)) − 1L′(1)H(cL(ρ(x))).
(2.4)
The ﬁxed point form of the DE equation (2.3) is obtained by setting to zero the func-
tional derivative of Ws(x;c) with respect to x. In other words, x = ch  λ(ρ(x))
is equivalent to
lim
γ→0
1
γ
(Ws(x) + γη) −Ws(x)) = 0, (2.5)
where η is a diﬀerence of two probability measures (see [63] for the proof of this
statement). The BP threshold hBP and the MAP threshold hMAP can be obtained
from the analysis of the stationary points of the potential function. See [63, 82] for
more details and a rigorous discussion of this issue.
Remark about notations. In the remainder of the chapter, we omit the subscript h
from ch and the argument h from x(h) most of the time. This is because we will
need a subscript (resp. an argument) z that represents the position along the chain
in the discrete (resp. continuous) case.
2.2.2 Spatially Coupled System
The deﬁnitions of the BP and MAP thresholds above extend to the spatially coupled
setting. For standard (uncoupled) LDPC codes, the BP threshold hBP is, in general,
lower than the MAP threshold hMAP. Spatial coupling exhibits two attractive prop-
erties. First, the MAP threshold is conserved under coupling in the limit of Lc → +∞
and for all w. The proof of this statement is found in [82]. Second, the BP threshold
of the coupled system saturates to the MAP threshold, as proved in [43, 63]. This
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phenomenon is called threshold saturation, the main consequence of which is that
one can decode perfectly up to the hMAP.
We now describe the density evolution and potential functional formalism for
the spatially coupled code ensemble. Consider Lc +w “copies” of the single system
described in Section 2.2.1, placed on the spatial coordinates z = −w+1, . . . , Lc+w−1.
The system at position z is coupled to its w neighboring systems by means of a
uniform coupling window. For simplicity, we take a uniform coupling window. We
denote by x˜
(t)
z the variable node output distribution at position z = −w + 1, . . . , Lc
on the spatial axis and at time t ∈N. The DE equation of the coupled system takes
the form
x˜(t+1)z = cz  λ⎛⎝ 1w w−1∑i=0 ρ( 1w
w−1∑
j=0
x˜
(t)
z+i−j)⎞⎠. (2.6)
In this equation, cz = c, for z = 1, . . . , Lc +w − 1 and cz = Δ∞ for z = −w + 1, . . . ,0.
Furthermore, we ﬁx the left boundary to x
(t)
z =Δ∞ for z = −w+1, . . . ,0, for all t ∈N.
These conditions express perfect information at the left boundary which is what
allows seeding and decoding wave propagation along the chain of coupled codes.
The initial condition for the recursion in (2.6) is x
(0)
z =Δ0 for z = 1, . . . , Lc +w − 1.
It is more convenient for our analysis to work with the check node input dis-
tribution than with the variable node output distribution. The check node input
distribution at position z on the coupling axis and time t ∈ N is denoted by x(t)z
and is equal to the normalized sum of the averaged variable node output distribu-
tions at positions z − w + 1, . . . , z. This is due to the forward averaging technique
in which coupling is made (in our work). More formally, we write the check node
input distribution as
x(t)z = 1w w−1∑i=0 x˜(t)z−i.
Then, using this change of variables, we rewrite (2.6) as
x(t+1)z = 1w w−1∑i=0 cz−i  λ⎛⎝ 1w
w−1∑
j=0
ρ(x(t)z−i+j)⎞⎠. (2.7)
Just as in the single system case, this DE equation can be expressed as the station-
arity condition of a potential functional (see [63])
W (x) = Lc∑
z=−w+1
{ 1
R′(1)H(R(xz)) +H(ρ(xz)) −H(xz  ρ(xz))
− 1
L′(1)H(cz L( 1w w−1∑i=0 ρ(xz+i)))}, (2.8)
where x = (x−w+1, . . . ,xLc+w−1). The ﬁxed point form of (2.7) is equivalent to
limγ→0 γ
−1(W (x+γη)−W (x) = 0 for η = (η−w+1, . . . , ηLc+w−1) where ηi are diﬀerences
of probability measures.
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2.2.3 Phenomenological Observations
Our derivation is far from rigorous and is based on an assumption derived from
a phenomenological picture observed from simulations. We summarize the main
observations in this paragraph for the case of transmission over the BEC channel.
This channel also gives us the opportunity to illustrate the formalism outlined in
Sections 2.2.1 and 2.2.2 in a concrete case.
The channel distribution of the BEC can be expressed as c(h) = Δ0+(1−)Δ∞,
where  is the erasure probability, andH(c) =  (hence h = ). The density of the BP
estimates of log-likelihood variables can be parametrized as x(t)(h) = x(t)Δ0(h)+(1−
x(t))Δ∞(h), where x(t) ∈ [0,1] is interpreted as an erasure probability at iteration
t ∈N. The DE equation becomes a one dimensional iterative map, expressed as
x(t+1) = λ(1 − ρ(1 − x(t))), (2.9)
over scalars in [0,1]. These iterations are always initialized with x(0) = 1, or equiv-
alently with x(0) = . The corresponding ﬁxed point equation is the stationarity
condition for a (single) potential function
WBEC(x) = 1
R′(1)(1 −R(1 − x)) − xρ(1 − x) − L′(1)L(1 − ρ(1 − x)). (2.10)
Note that the potential function is deﬁned up to a constant that is set, in our
work, such that WBEC(0) = 0. Figure 1.6 illustrates the (single) potential function
for a (3,6) regular Gallager ensemble, for several values of . For  < 0.43, (2.10) is
strictly increasing; equivalently, the DE iterations are driven to the unique minimum
at x = 0. At  = BP = 0.43, a horizontal inﬂexion point appears, at which we obtain
a non-trivial local minimum xBP; this corresponds to the non-trivial ﬁxed point
reached by DE iterations. It is known that the MAP threshold is equal to the
erasure probability at which the non-trivial minimum is at the same height as the
trivial one, and that decoding becomes impossible once the non-trivial minimum
becomes the global minimum. In the example, this occurs when  = MAP = 0.4881.
In Figure 1.6, we also show the energy gap deﬁned for BP <  < MAP, that is deﬁned
by ΔE =WBEC(xBP) −WBEC(0). At the MAP threshold, we have ΔE = 0.
We now describe the phenomenology of the solitonic wave for spatially coupled
codes. Our discussion is limited to the case where the underlying code ensemble
has a single non-trivial DE ﬁxed point (equivalently, the single potential function
has a single non-trivial local minimum). One can show that this is always the case
for regular code ensembles. For irregular degree distributions, the situation may be
more complicated as several non-trivial ﬁxed points might appear. For the case of
transmission over the BEC, Equ. (2.7) reads
x(t+1)z = 1w w−1∑i=0 z−iλ( 1w
w−1∑
j=0
(1 − ρ(1 − x(t)z−i+j))). (2.11)
Here, z = , for z = 1, . . . , Lc +w − 1 and z =Δ∞ for z = −w + 1, . . . ,0. Furthermore,
we ﬁx the left boundary to x
(t)
z = 0 for z = −w + 1, . . . ,0, for all t ∈ N. This is the
“seed” that initiates decoding at the boundary of the coupled chain. The initial
condition for the iterations is x
(0)
z = 1 (or ) for z = 1, . . . , Lc +w − 1.
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Figure 2.1: We consider the spatially coupled LDPC(λ(x), ρ(x)) ensemble, with
λ(x) = 0.3x3 + 0.4x5 + 0.3x6 and ρ(x) = x5, with transmission over the BEC(0.7).
The parameters of coupling are Lc + w = 16 and w = 3. We plot the decoding proﬁle
during the ﬁrst 10 iterations, where the proﬁle is initialized to 0 for z ≤ 3 and to 1
elsewhere. We observe that the segment initialized to 1 decreases quickly and converges
to the BP threshold xBP = 0.6907. We observe that the transient phase is only about 5
iterations long for this example, before the decoding proﬁle converges to a ﬁxed shape.
The evolution of the decoding wave can be decomposed into two phases: a
transient and a stationary one. In the transient phase, we observe a proﬁle of
erasure probabilities x = (x−w+1, . . . , xLc) changing shape. The segment initialized
to x
(0)
z = 1 quickly drops to xz ≈ xBP where it remains stuck on the far right for large
values of z. The seeding region, however, starts progressing towards the right-hand
side and, after a few iterations, a ﬁxed proﬁle shape develops. This transient phase
is illustrated in Figure 2.1 for an irregular code. Overall, it only lasts for a few
iterations (around 5 iterations for this example). After this transient phase is over,
one observes a stationary phase with a solitonic behavior, as depicted in Figure 2.2.
The proﬁle of erasure probabilities has a stationary shape with a front centered at
some position zfront that moves towards the right at a constant speed. The position
zfront is relatively well-localized within approximately 2w positions around the front
of the proﬁle. The front quickly approaches xz → 0 for z < zfront and xz → xBP for
z > zfront. The stationary phase and its soliton are depicted in Figure 2.2 for a ﬁnite
spatially coupled (3,6)-regular ensemble with chain length Lc = 50 and w = 3 for
 = 0.46. In this ﬁgure, we plot the decoding proﬁle every 30 iterations starting from
the 30th iteration (the leftmost curve) and up till the 150th iteration (the rightmost
curve). The front (or kink) increases sharply from xz = 0 to xz = xBP = 0.3789 over
a width of the order of 2w = 6.
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Figure 2.2: We consider the (3,6)-regular LDPC spatially coupled code with Lc = 50,
w = 3 on the BEC(0.46). We plot the error probability along the spatial dimension z
and observe the “decoding wave”. This “soliton” is plotted every 30 iterations up till
iteration 150 and is seen to make a quick transition from zero error probability to the
BP-value xBP = 0.3798 of the error probability. The optimal (MAP) noise threshold is
MAP = 0.4881.
2.3 Continuum Limit and Main Result
2.3.1 Continuum Limit
We now consider the coupled system in the continuum limit, in which the length
of the coupling chain Lc is ﬁrst taken very large Lc → +∞, and then the window
size is taken very large w → +∞. The continuum limit has already been considered
for the special case of the BEC in [69,70,72,73]. To avoid superﬂuous notation, we
shall keep the same symbols for the proﬁle, the spatial position, and the channel
distribution in the continuum limit. We thus denote by x the continuous proﬁle of
distributions and set x( zw , t) ≡ x(t)z . We then replace zw → z so that the new z is the
continuous variable on the spatial axis, z ∈ R.
In view of the discussion of the phenomenology in Section 2.2.3, we consider the
class of proﬁles satisfying the “natural boundary conditions” x(z, t) → Δ∞ when
z → −∞ for all t ∈ R, x(z, t) → xBP when z → +∞ for all t ∈ N, where xBP is
the unique non-trivial stable ﬁxed point of the DE recursion for the single system
Equ. (2.3).
The BMS channel distribution is now also continuous, and we denote by c(z) the
channel distribution at the continuous spatial position z ∈ R. The DE recursion (2.7)
then takes the form
x(z, t + 1) = ∫ 1
0
duc(z − u) λ(∫ 1
0
ds ρ(x(z − u + s, t))). (2.12)
The initial condition at t = 0 is given by a Heaviside-like proﬁle x(z,0) that interpo-
lates between the two limiting values of the boundary condition, namely x(z,0) =Δ∞
when z < 0 and x(z,0) = xBP when z ≥ 0.
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2.3.2 Statement of Main Result
We consider the case when the channel entropy h is in the range [hBP,hMAP]. The
phenomenology tells us that: (i) after a transient phase, the proﬁle develops a ﬁxed
shape X; (ii) the shape is independent of the initial condition; (iii) the shape travels
at constant speed v; (iv) the shape satisﬁes the boundary conditions X(z) →Δ∞ for
z → −∞ and X(z) → xBP for z → +∞. We formalize these observations by making
the ansatz:
Ansatz. For each h ∈ [hBP,hMAP], there exists a velocity v ≥ 0 and a family of
probability measures X(z) (indexed by z ∈ R) satisfying the boundary conditions
X(z) → Δ∞ for z → −∞ and X(z) → xBP for z → +∞, such that for t → +∞ and∣z − vt∣ = O(1), the solution of DE (2.12) is independent of the initial condition and
satisﬁes x(z, t) → X(z − vt).
Implicit in this ansatz is the fact that we restrict ourselves to underlying code
ensembles that have only one non-trivial stable BP ﬁxed point. This is always true
for regular codes, for example, but is not limited to this case. Ensembles with
several non-trivial ﬁxed points could lead to more complicated phenomenologies, as
emphasized in [98]; this would require a diﬀerent ansatz.
Velocity of the soliton for general BMS channels. Under the assumptions
above, the velocity of the soliton is given by
v = ΔE∫R dzH(ρ′(X(z)) X′(z)2) , (2.13)
where ΔE is the energy gap deﬁned as
ΔE =Ws(xBP) −Ws(Δ∞), (2.14)
where we recall that Ws is the potential of the uncoupled system shown in (2.4), xBP
is the non-trivial BP ﬁxed point to which the uncoupled system converges, and Δ∞
is the trivial ﬁxed point (the Dirac mass at inﬁnity).
We make a few remarks. In this formula, the prime denotes the derivative
X′(z) = limδ→0 δ−1(X(z + δ) − X(z)) that is to be interpreted as a diﬀerence between
two measures. The energy gap is only deﬁned for hBP ≤ h ≤ hMAP; that is, when the
single potential Ws has a non-trivial non-negative local minimum (see, for example,
Figure 1.6). The energy gap is equal to zero only when h = hMAP, which conﬁrms
the fact that the velocity of decoding is zero (no decoding occurs) in this case. We
note also that, with our normalizations, Ws(Δ∞) = 0.
Formula (2.13) involves the shape X. Using the DE equation, the ansatz x(z, t) →
X(z −vt), and the approximation x(z, t+1)−x(z, t) ≈ −vX′(z −vt), which is valid for
small values of the velocity v, we ﬁnd (after a change of variables) that X(z) is the
solution of
X(z) − vX′(z) = ∫ 1
0
duc(z − u) λ(∫ 1
0
ds ρ(X(z − u + s))). (2.15)
To obtain the shape X(z) and the velocity v, one must iteratively solve the closed
system of equations formed by (2.13) and (2.15). Note that the assumption of
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v being small is strictly valid for values of h close to hMAP. However, numerical
simulations conﬁrm that in practice, the resulting formula for the velocity is precise
over the whole range [hBP,hMAP].
2.4 Derivation of Main Result
Let us brieﬂy outline the main steps of derivation. We ﬁrst write down a poten-
tial functional that gives, in the continuous setting, the DE ﬁxed point equation
corresponding to (2.12). This enables us to formulate the DE iterations as a sort
of gradient descent equation (Section 2.4.1). From there on, we use the ansatz in
Section 2.3.2 to derive the formula for the velocity (2.13).
2.4.1 Density Evolution as Gradient Descent
We denote by ΔW(x) the potential functional of the coupled system in the con-
tinuum limit obtained from (2.8) (see Section 1.6). This limit involves an integral
over the spatial direction z ∈ R, and in order to obtain a convergent result, we
must subtract a “reference energy”. Essentially, any static reference proﬁle, here
called x0(z), that satisﬁes the boundary conditions x0(z) → Δ∞, z → −∞ and
x0(z) → xBP, z → +∞, will suﬃce. For concreteness, one can take a Heaviside-like
proﬁle x0(z) = Δ∞, z < 0, x0(z) = xBP, z ≥ 0. The potential functional is then
deﬁned as
ΔW(x) = ∫
R
dz {P (z,x) − P (z,x0)}, (2.16)
where P (z,x) is a z-dependent functional of x equal to
P (z,x) = 1
R′(1)H(R(x(z, t))) +H(ρ(x(z, t))) −H(x(z, t) ρ(x(z, t)))− 1
L′(1)H(c(z)L(∫ 10 ds ρ(x(z + s, t)))). (2.17)
In Section 2.7, we calculate the functional derivative of ΔW(x) in a direction
η(z, t); this derivative is deﬁned as
δΔW
δx
[η(z, t)] = d
dγ
ΔW(x + γη)∣
γ=0
, (2.18)
and ﬁnd
δΔW
δx
[η(z, t)] (2.19)
= ∫
R
dzH
⎛⎝(∫ 10 duc(z − u) λ(∫ 10 ds ρ(x(z − u + s, t))) (2.20)
− x(z, t)) ρ′(x(z, t)) η(z, t)⎞⎠. (2.21)
From (2.12) and (2.21), we deduce that
∫
R
dzH((x(z, t + 1) − x(z, t)) ρ′(x(z, t)) η(z, t)) = δΔW
δx
[η(z, t)]. (2.22)
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Using the duality rule (2.2) with a = x(z, t+ 1) − x(z, t) and b = ρ′(x(z, t)) η(z, t)
(where η must be a diﬀerence of two measures so that b is also such a diﬀerence)
and the associativity of , we note that the equation above can also be formulated
as
∫
R
dzH((x(z, t + 1) − x(z, t)) (ρ′(x(z, t)) η(z, t))) = −δΔW
δx
[η(z, t)]. (2.23)
In this form, we recognize a sort of inﬁnite-dimensional gradient descent equation
in a space of measures. This reformulation of DE forms the basis of the derivation
of the formula for the velocity.
2.4.2 Final Steps of the Derivation
The potential functional can be decomposed into two parts: a “single system” partWs(x) and an “interaction” part Wi(x) that results from coupling. We have
ΔW(x) = Ws(x) +Wi(x), (2.24)
where the single part is deﬁned as
Ws(x) = ∫
R
dz {Ps(z,x) − Ps(z,x0)}, (2.25)
where
Ps(z,x) = 1
R′(1)H(R(x(z, t))) +H(ρ(x(z, t))) −H(x(z, t) ρ(x(z, t)))− 1
L′(1)H(c(z)L(ρ(x(z, t)))), (2.26)
and the interaction part is deﬁned as
Wi(x) = 1
L′(1) ∫R dz {Pi(z,x) − Pi(z,x0)}, (2.27)
where
Pi(z,x) =H(c(z)L(ρ(x(z, t)))) −H(c(z)L(∫ 1
0
duρ(x(z + u, t)))).
(2.28)
For future use, we note that Ps(z,x) =Ws(x(z, t)) is the single system potential (2.4)
“at position z”. With these deﬁnitions, the gradient descent equation (2.23) can be
written as
∫
R
dzH((x(z, t + 1) − x(z, t)) ρ′(x(z, t)) η(z, t))
= δWs
δx
[η(z, t)] + δWi
δx
[η(z, t)] (2.29)
We use the ansatz to compute the three terms in this equation in the regime
t → +∞, z → +∞ such that ∣z − vt∣ = O(1). We ﬁnd it convenient to choose the
direction η(z, t) = X′(z − vt).
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We start with the left-hand side of (2.29). We use the ansatz x(z, t) → X(z −vt),
the approximation x(z, t+1)−x(z, t) ≈ −vX′(z−vt), and the special choice of η(z, t) =
X′(z − vt) to rewrite the left-hand side of (2.29) as
v∫
R
dzH(X′(z − vt) ρ′(X(z − vt)) X′(z − vt, t)). (2.30)
Using the commutativity of the operator , we can see that this is equal to
v∫
R
dzH(ρ′(X(z − vt)) X′(z − vt)2). (2.31)
Note that we can shift the argument in the integrals z − vt → z to make this term
independent of time.
We now consider the ﬁrst functional derivative on the right-hand side of (2.29),
again when η(z, t) = X′(z−vt). It should be clear that we can immediately make the
change of variables in the integrals z − vt → z, which simpliﬁes the formulas. Using
the calculations in Section 2.7, we ﬁnd
δWs
δX
[X′(z)] = ∫
R
dz {H(X(z) [ρ′(X(z)) X′(z)])
−H(c λ(ρ(X(z))) [ρ′(X(z)) X′(z)])}. (2.32)
In order to simplify the above, we remark the following.
d
dz
{ 1
R′(1)H(R(X(z))) −H(X(z) ρ(X(z)))+H(ρ(X(z))) − 1
L′(1)H(c(z)L(ρ(X(z))))}=H(ρ(X(z)) X′(z)) −H(X′(z) ρ(X(z)))−H(X(z) ρ′(X(z)) X′(z)) +H(ρ′(X(z)) X′(z))−H(c(z) λ(ρ(X(z))) [ρ′(X(z)) X′(z)]).
The ﬁrst two terms on the right-hand side cancel out. Also, using the duality
rule (2.2) for the third term, we obtain the integrand in (2.32). In other words, we
can rewrite (2.32) as
δWs
δX
[X′(z)] = ∫
R
dz
d
dz
Ps(z,X) = ∫
R
dz
d
dz
Ws(X(z))=Ws(xBP) −Ws(Δ∞)=ΔE. (2.33)
We now show that the functional derivative of the interaction part in (2.29)
does not contribute to the sum of derivatives when η(z, t) is chosen to be equal to
X′(z − vt). By directly applying the deﬁnition of the functional derivative, we ﬁnd
δWi
δX
[X′(z)] = ∫
R
dz {H(c [λ(ρ(X(z))) (ρ′(X(z)) X′(z))])
−H(c [λ(∫ 1
0
duρ(X(z + u)))
 (∫ 1
0
ds ρ′(X(z + s)) X′(z + s))])}. (2.34)
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We notice that the integrand is a total derivative. More speciﬁcally, it is equal to
1
L′(1) ddz{H(cL(ρ(X(z)))) −H(cL(∫ 10 duρ(X(z + u))))}.
Due to the boundary conditions, we have limz→−∞ X(z) = limz→−∞ X(z+u) =Δ∞ and
limz→+∞ X(z) = limz→−∞ X(z + u) = xBP. We thus conclude that the total derivative
integrates to zero and
δWi
δX
[X′(z)] = 0. (2.35)
Finally, replacing (2.31), (2.33), (2.35) in (2.29) we obtain the simple relationship
v∫
R
dzH(ρ′(X(z)) X′(z)2) =ΔE, (2.36)
which yields the formula for the velocity (2.13).
2.5 Applications and Numerical Experiments
2.5.1 Binary Erasure Channel (BEC)
When transmission takes place over the BEC, the formula for the velocity can be
obtained by directly simplifying the general formula in (2.13).5 We will suppose
that the underlying LDPC(λ, ρ) code is such that the DE equation has a single
non-trivial ﬁxed point that we denote by xBP ≠ 0. Furthermore, we ﬁx  in the
range [BP, MAP] (recall that the channel entropy reduces to H(c) = h =  when
transmission takes place over the BEC).
The channel distribution can be written as c = Δ0 + (1 − )Δ∞, and the proﬁle
is of the form x(z, t) = x(z, t)Δ0 +(1−x(z, t))Δ∞, where x(z, t) ∈ [0,1] is the scalar
erasure probability at position z and time t. This tends to a ﬁxed shape deﬁned by
X(z) =X(z)Δ0 + (1 −X(z))Δ∞, (2.37)
where X(z) ∈ [0,1] satisﬁes limz→−∞X(z) = 0, limz→+∞X(z) = xBP. We also
characterize the derivative of the shape with
X′(z) =X ′(z)Δ0 −X ′(z)Δ∞. (2.38)
We note the following identities, that are valid for scalar maps f, g ∶ R→ [0,1] (such
as λ, ρ, L, R and their derivatives)
⎧⎪⎪⎨⎪⎪⎩f
(X(z)) = f(X(z))Δ0 + (1 − f(X(z)))Δ∞,
g(X(z)) = (1 − g(1 −X(z))Δ0 + g(1 −X(z))Δ∞. (2.39)
5We can also use the formula for general scalar systems in Chapter 3, that covers cases beyond
coding theory, because the BEC yields a scalar system.
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To compute the denominator of (2.13), we ﬁrst use (1.41), (2.38), and (2.39) to
write
ρ′(X(z)) X′(z)2= {(1 − ρ′(1 −X(z)))Δ0 + ρ′(1 −X(z))Δ∞} {X ′(z)Δ0 −X ′(z)Δ∞}2= {(1 − ρ′(1 −X(z)))Δ0 + ρ′(1 −X(z))Δ∞} {X ′(z)2Δ∞ −X ′(z)2Δ0}= (1 − ρ′(1 −X(z)))X ′(z)2Δ0 − (1 − ρ′(1 −X(z)))X ′(z)2Δ0+ ρ′(1 −X(z))X ′(z)2Δ∞ − ρ′(1 −X(z))X ′(z)2Δ0}= ρ′(1 −X(z))X ′(z)2Δ∞ − ρ′(1 −X(z))X ′(z)2Δ0.
By using H(Δ0) = 1, H(Δ∞) = 0 and properties of the entropy functional, we write
the denominator of (2.13) as
H(ρ′(X(z)) X′(z)2) = −ρ′(1 −X(z))X ′(z)2.
For the numerator of (2.13), we have ΔE =WBEC(xBP)−WBEC(0), where the single
system potential on the BEC is obtained from (2.4) by using, again, the properties
in (1.41) and (2.39). The exercise yields
WBEC(x) = 1
R′(1)(1 −R(1 − x)) − xρ(1 − x) − L′(1)L(1 − ρ(1 − x)).
Putting together these results, the formula in (2.13) becomes
vBEC = − WBEC(xBP) −WBEC(0)∫R dz ρ′(1 −X(z))X ′(z)2 . (2.40)
(Note that with our normalizations WBEC(0) = 0 for all .) The erasure proﬁle X(z)
has to be computed from the one-dimensional integral equation
X(z) − vBECX ′(z) = ∫ 1
0
duλ(1 − ∫ 1
0
ds ρ(1 −X(z − u + s))). (2.41)
The velocity vanishes when  → MAP because WBEC(xBP) → WBEC(0) = 0 in that
case.
An important quantity is the slope of the velocity at MAP, that can serve as a
linear approximation for the velocity close to this value of the channel parameter.
To compute it, we remark that WBEC has an explicit dependence on , as well as an
implicit one through xBP(). Thus,
dWBEC
d
= ∂WBEC
∂
+ ∂WBEC
∂xBP
dxBP
d= ∂WBEC
∂= − 1
L′(1)L(1 − ρ(1 − xBP)),
so that for → MAP, the ﬁrst-order Taylor expansion of the single potential yields
WBEC(xBP) ≈ −( − MAP) 1
L′(1)L(1 − ρ(1 − xMAP)).
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(Note that we used xBP() → xBP(MAP) = xMAP when  → MAP, where xMAP is
deﬁned as the non-zero point at which the potential is stationary and vanishes.)
This yields the linear approximation for the velocity
vl = ( − MAP)
L′(1) L(1 − ρ(1 − xMAP))∫R dz ρ′(1 −XMAP(z))(X ′MAP(z))2 , (2.42)
where XMAP is the erasure probability proﬁle obtained when  = MAP.
It is interesting to compare (2.40) with the upper bound of Theorem 1 in [98]
for a discrete system
vB = α WBEC(xBP) −WBEC(0)∑
z∈Z
ρ′(1 − xz)(xz − xz−1)2 , α ≤ 2. (2.43)
In [98], the derivation of the bound yields α ≤ 2 (for Lc and w large enough), but it is
conjectured, based on numerical simulations, that α = 1 would be a tight bound. It
is clear that (2.43) and (2.40) are consistent. We note, for the purpose of reference,
that another upper bound is derived in [98], namely
vB2 = α(WBEC(xBP; ) −WBEC(0; ))2WBP(xu; ) −WBP(xBP; ) ,
where xu and xBP are, respectively, the non-trivial unstable and stable ﬁxed points
of the potential of the uncoupled system WBEC. We do not discuss this bound in
detail because it turns out to be a very loose bound in practice.
We now compare the results of the analytical formula for the velocity (2.40) with
the empirical velocity (called ve below) that is obtained by simulations (running the
discrete DE recursion). We show that the formula provides a very good approxima-
tion for the (real) empirical value of the velocity, even for relatively small values of
the window size w.
For the simulations, we consider the spatially coupled (3,6)- and (4,6)-regular
code ensembles, as well as two irregular LDPC codes (that we describe later). We run
the simulations for several values of the chain length Lc = 256,1024 and the window
size w = 3,5,8,16. The empirical velocity is the velocity calculated from erasure
probability proﬁles of the discrete DE recursion (2.11). Consider two (discrete)
proﬁles x(t1) and x(t2) at any two iterations t1 and t2, respectively, with t1 < t2.
After the transient phase is over the proﬁles are identical up to translation. We call
a “kink” the part of the proﬁle where there is a fast increase from 0 to xBP in the
erasure probability. The kink “position” is the coordinate such that the height is
equal to xBP/2, and Δz is the diﬀerence of two such positions (at times t1 and t2).
Then, the empirical velocity ve is deﬁned as
ve = Δz
w(t2 − t1) . (2.44)
In practice, we obtain reliable results by taking pairs of proﬁles separated by 20
iterations and averaging the ratio above over every consecutive pair of proﬁles. Note
that we normalize the velocity by w to be able to compare systems with diﬀerent
window widths.
In Table 2.1, we give the empirical values ve of the normalized velocities for the
spatially coupled (4,6)-regular code ensemble with transmission over the BEC(0.6),
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when the spatial length is Lc = 1024 and the channel parameter is ﬁxed to  = 0.6
(between the BP and MAP thresholds), for diﬀerent values of the window size w.
We observe that the result of our formula vBEC serves as a good estimate of the
empirical velocity ve for all the demonstrated values of the window size. We also
observe that the linear approximation serves as a good estimate when the channel
parameter is not too far from the MAP threshold MAP. The upper bound vB [98],
however, serves as a better estimate as the window size grows larger.
Table 2.1: Normalized velocities for LDPC(x4, x6) on the BEC with a spatial length
Lc = 1024, for several w sizes, and  = 0.6. The values in the table can be compared to
vBEC = 0.0333 and vl = 0.0293.
w = 3 w = 5 w = 8 w = 16
ve 0.0325 0.0335 0.0337 0.0339
vB/α 0.0473 0.0410 0.0380 0.0356
In Table 2.2, we give the empirical values ve of the normalized velocities for the
spatially coupled (3,6)-regular code ensemble with transmission over the BEC(),
when the spatial length is Lc = 1024 and the window size is w = 8, for diﬀerent values
of the channel parameter . One can compare these values with those in [98] (up to
a factor equal to w due to the normalization). We ﬁnd that the result of the formula
for vBEC gives the closest estimate to the empirical velocity ve for all values of .
Table 2.2: Normalized velocities for the LDPC(x3, x6) on the BEC, spatial length
Lc = 1024, w = 8, and several  values.
 = 0.45  = 0.46  = 0.47  = 0.48
ve 0.0667 0.0458 0.0267 0.0117
vBEC 0.0660 0.0449 0.0272 0.0115
vl 0.0506 0.0373 0.0240 0.0108
vB/α 0.0781 0.0541 0.0332 0.0142
vB2/α 0.6970 0.5008 0.3068 0.1291
Figures 2.3 and 2.4 show the empirical velocity ve, the analytical velocity vBEC,
and the upper bound vB for the spatially coupled (3,6)-regular code ensemble,
with chain length Lc = 256 and window size w = 3. We remark that our formula
approximates the empirical velocity very well, for all values of the channel parameter
 ∈ [BP, MAP] = [0.43,0.488]. As or the (4,6) code, we ﬁnd good agreement between
the two values for more than half of the interval [BP, MAP] ≈ [0.515,0.719].
We also illustrate the results for two irregular code ensembles in Figures 2.5
and 2.6. The ﬁrst one has node degree distributions L(x) = 0.3x2 + 0.6x3 + 0.1x5
and R(x) = x4, spatial length Lc = 1024, and window size w = 4. The agreement
between vBEC and ve is excellent for the whole range  ∈ [BP, MAP] = [0.657,0.719].
The second one has L(x) = 0.4x3 + 0.3x4 + 0.3x5 and R(x) = 0.5x8 + 0.5x12, spatial
length Lc = 256, and window size w = 3. The agreement between the velocities is
also very good for most of the range  ∈ [BP, MAP] = [0.311,0.385].
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Figure 2.3: Normalized velocities ve, vBEC, and vB/α (in the order of the legend)
for the (3,6)-regular ensemble with spatial length Lc = 256, window size w = 3, and
BP = 0.43 <  < MAP = 0.4881.
0.62 0.625 0.63 0.635 0.64 0.645 0.65 0.655 0.66 0.665
Channel parameter epsilon
0
0.005
0.01
0.015
0.02
0.025
0.03
0.035
0.04
0.045
0.05
V
e
lo
ci
ty
Empirical velocity
Analytical Velocity
Upper bound
Figure 2.4: Normalized velocities ve, vBEC, and vB/α (in the order of the legend) of
the decoding proﬁle for the (4,6)-regular ensemble of spatial length Lc = 256, window
size w = 3, and BP = 0.515 <  < MAP = 0.666.
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Figure 2.5: Normalized velocities vBEC, ve, and vB/α for an ensemble with L(x) =
0.3x2 + 0.6x3 + 0.1x5, R(x) = x4 of spatial length Lc = 1024 and window size w = 4.
Here,  ∈ [BP, MAP] = [0.657,0.719].
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Figure 2.6: Normalized velocities vBEC, ve, vB/α for an ensemble with L(x) = 0.4x3 +
0.3x4 + 0.3x5, R(x) = 0.5x8 + 0.5x12 of spatial length Lc = 256 and window size w = 3.
Here,  ∈ [BP, MAP] = [0.311,0.385].
74 Decoding Velocity for Irregular Codes on the BMS
2.5.2 Gaussian Approximation (GA)
The DE equations relate probability densities to each other, and as such, we need
to track an inﬁnite set of parameters (except for the BEC case where the space of
densities can be parametrized by a single real number). In many situations, such as
large degrees for example, the densities are well approximated by Gaussians. This
allows us to project the DE equations down to a low-dimensional space. There are
several variants of the Gaussian approximation (see for example [37, 102,103]), and
here we use it in a form called the “reciprocal channel approximation” proposed in
[102,103].
The idea is to assume that the densities of the LLR messages appearing in the
DE equations are symmetric Gaussian densities. Such densities take the form
dx(h) = dh√
2πσ2
exp ( − (h −m)2
2σ2
), (2.45)
where the mean m and variance σ2 satisfy σ2 = 2m. Furthermore, the channel
density c is replaced by that corresponding to a BIAWGNC(σ2n) with the same
entropy H(c). Density evolution can then conveniently be expressed in terms of the
entropies p
(t)
z = H(x(t)z ). This is done as follows. Let ψ(m) denote the entropy of a
symmetric Gaussian density of mean m given by6
ψ(m) = 1√
4πm
∫
R
dz e−
(z−m)2
4m log2(1 + e−z). (2.46)
Thus, ψ−1(p) denotes the mean of a symmetric Gaussian density x of entropy p =
H(x). Consider two symmetric Gaussian densities x1 and x2 with means m1 and
m2 and entropies p1 = ψ(m1) and p2 = ψ(m2), respectively. Then, we have
H(x1  x2) = ψ(ψ−1(p1) +ψ−1(p2)), (2.47)
which just expresses the fact that a usual convolution of two Gaussian densities of
means m1 and m2 is a Gaussian density of mean m1 +m2.
On the contrary, x1 x2 is not exactly Gaussian so there is no exact formula to
describe its entropy, but the idea here is to preserve the duality rule H(x1  x2) +
H(x1 ⊗ x2) =H(x1) +H(x2). Writing this relation as
1 −H(x1  x2) =H((Δ0 − x1) (Δ0 − x2)),
and noting that H(Δ0−x1) = 1−p1, H(Δ0−x2) = 1−p2, we obtain the approximation
H(x1  x2) = 1 −ψ(ψ−1(1 − p1) +ψ−1(1 − p2)). (2.48)
We limit ourselves to regular codes for simplicity. Using the entropy relations
in (2.47) and (2.48), we obtain⎧⎪⎪⎨⎪⎪⎩H(x
(t)) =H(c y(t)(−1)),
H(y(t+1)) =H(x(t)(r−1)). (2.49)
6For indications on the numerical implementation of this function, see [61], pp.194 and 237.
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Figure 2.7: The proﬁle of entropies p(z, t) plotted every 10 iterations starting from
iteration 20. We take the (3,6)-regular LDPC code with spatial length Lc = 30 and
window size w = 3, and we consider the BIAWGN channel with mean ψ−1(H(c)) = 2.4.
Setting p(t) =H(x(t)) and q(t) =H(y(t), we ﬁnd⎧⎪⎪⎨⎪⎪⎩p
(t) = ψ(ψ−1(H(c)) + ( − 1)ψ−1(q(t))),
q(t+1) = 1 −ψ((r − 1)ψ−1(1 − p(t))). (2.50)
These equations can be combined into
p(t+1) = ψ(( − 1)ψ−1(1 −ψ((r − 1)ψ−1(1 − p(t)))) +ψ−1(H(c))). (2.51)
The corresponding potential function is then easily obtained from (2.4)
WGA(p) = 1
r
(1 −ψ(rψ−1(1 − p)))+ψ(rψ−1(1 − p)) −ψ((r − 1)ψ−1(1 − p))
− 1

ψ(ψ−1(H(c)) + ψ−1(1 −ψ((r − 1)ψ−1(1 − p)).)) (2.52)
For the coupled system, we denote by pz the average of the entropy of symmetric
Gaussian densities emanating from the variable nodes over the positions z, . . . , z+w.
The coupled DE recursion then takes the form
p(t+1)z = 1w w−1∑i=0 ψ(( − 1)ψ−1( 1w
w−1∑
j=0
(1 −ψ((r − 1)ψ−1(1−p(t)z−i+j)))) (2.53)
+ψ−1(H(c))).
This coupled recursion can be solved with appropriate boundary conditions. As
shown in Figure 2.7, it demonstrates the wave propagation phenomenon.
We are now ready to discuss the application of the approximation to the formula
for the velocity. The continuum limit is obtained exactly as in Section 2.3.1. The
assumption that the density x(z, t) tends to a ﬁxed shape X(z − vGAt) after the
transient phase implies that its entropy p(z, t) tends to P (z−vGAt) ≡H(X(z−vGAt))
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where P (z) is a scalar function (independent of initial conditions) satisfying the
integral equation
P (z) − vGAP ′(z) (2.54)= ∫ 1
0
duψ(ψ−1(H(c)) + ( − 1)ψ−1(1 − ∫ 1
0
dsψ((r − 1)ψ−1(1 − P (z − u + s)))))
(2.55)
and the boundary conditions limz→−∞P (z) = 0, limz→+∞ = pBP, where pBP is the
non-trivial ﬁxed point of (2.51). We will now show that the formula for the velocity
reduces to
vGA = − WGA(pBP) −WGA(0)(r − 1) ∫R dz P ′(z)2 ψ′′((r−2)ψ−1(1−P (z)))ψ′(ψ−1(1−P (z)))2 . (2.56)
To derive (2.56) we consider the denominator in (2.13) and write it as
(r − 1)H(x(z)(r−2)  x′(z)2)
= (r−1) lim
δ→0
1
δ2
{H(x(z)(r−2)  x(z + δ)2)
− 2H(x(z)(r−2)  x(z + δ) x(z)) +H(x(z)(r−2)  x(z)2)} (2.57)
By computing each entropy in the Gaussian approximation, we ﬁnd for the bracket
on the right-hand side
1
δ2
{[1 −ψ((r − 2)ψ−1(1 − p(z)) + 2ψ−1(1 − p(z + δ)))]− 2[1 −ψ((r − 1)ψ−1(1 − p(z)) +ψ−1(1 − p(z + δ)))]+ [1 −ψ(rψ−1(1 − p(z)))]} (2.58)
In Appendix 2.7.3, we compute the limit of this term when δ → 0 by appropriate
Taylor expansions and ﬁnd
− ⎛⎝dP (z)dz ⎞⎠
2
ψ′′((r − 2)ψ−1(1 − P (z)))
(ψ′(ψ−1(1 − P (z))))2 . (2.59)
This concludes the derivation of the formula in (2.56).
Table 2.3 gives a comparison of the analytical and empirical velocities vGA and
ve,GA, respectively, that are obtained for the (3,6)- and the (4,8)-regular ensembles,
for a spatial length of Lc = 100 and w = 3 for diﬀerent values of ψ−1(H(c)) = σ2n/2
(twice the signal to noise ratio). We also plot both velocities for the (3,6)-regular
ensemble for the same parameters in Figure 2.8. We conjecture that the errors
incurred are due to numerical errors involved in computing the functions ψ and its
inverse.
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Figure 2.8: Normalized velocities vGA and ve,GA for the spatially coupled (3,6)-regular
ensemble within the Gaussian approximation framework, for a spatial length of Lc = 100
and window size w = 3, as a function of ψ−1(H(c)) = 2/σ2n.
Table 2.3: Normalized velocities of the proﬁles within the Gaussian approximation on
the (3,6)- and (4,8)-regular code ensembles with Lc = 100, w = 3.
2/σ2n 2.33 2.35 2.38 2.40
vGA (3,6) 0.0176 0.0205 0.0265 0.0310
ve (3,6) 0.0150 0.0208 0.0300 0.0358
vGA (4,8) 0.0237 0.0258 0.0312 0.0381
ve (4,8) 0.0217 0.0250 0.0308 0.0342
2.6 Application to Scaling Laws for Finite-Length Coupled
Codes
The authors in [96] propose a scaling law to predict the error probability of a ﬁnite-
length spatially coupled (, r,Lc) code when transmission takes place over the BEC.
The derived scaling law depends on scaling parameters, one of which we will relate to
the velocity of the decoding wave. The (, r,Lc) ensemble considered in [96] diﬀers
slightly from the purely random ensemble we consider in this thesis. However, as
we will see, our formula for the velocity yields results that are reasonably good for
this application. We brieﬂy describe this ensemble and the scaling law.
The (, r,Lc) ensemble combines the beneﬁts of purely random codes (that we
consider in this thesis) and protograph-based codes [85]. The randomness involved
in the construction makes the ensemble relatively easy to analyze, and the structure
added to the construction due to its similarity to protograph-based code improves
the performance of the code. The ensemble is constructed as follows: Make Lc +w
copies of an uncoupled code at positions z = −w + 1, . . . , Lc. All edges are erased
then reconnected such that a variable node at position z0 has exactly one edge with
each set of check nodes at positions z0 + i, where i = 0, . . . ,  − 1. The check nodes
are chosen such that the regularity of their degree is maintained. Therefore, every
variable node has  emanating edges and every check node has r such edges.
We consider transmission over the BEC. In this case, the BP decoder can be seen
as a peeling decoder [104]. Whenever a variable node is decoded, it is removed from
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the graph along with its edges. One way to track this peeling process is to analyze the
evolution of the degree distribution of the residual graph across iterations; this serves
as a suﬃcient statistic. This statistic can be described by a system of diﬀerential
equations, whose solution determines the mean and variance of the fraction of degree-
one check nodes and the variance around this mean at any time during the decoding
process. We denote by rˆ1 the mean.
It has been shown in [96] that there exists a steady state phase where the mean
and the variance are constant. It is exactly during this phase that one can observe
the solitonic behavior.7
Let (,r,Lc) denote the BP threshold of the ﬁnite-size (, r,Lc) ensemble (for
large values of Lc, this is close to MAP due to threshold saturation). We can write
the ﬁrst-order Taylor expansion of rˆ1∣ around  < (,r,Lc) as
rˆ1∣ ≈ rˆ1∣(,r,Lc) + γΔ +O(Δ2),
where Δ = (,r,Lc) − . Thus, for a given  < (,r,Lc) and by using rˆ1∣(,r,Lc) = 0 (by
deﬁnition), we obtain γ ≈ rˆ1∣/Δ. The parameter γ enters in the scaling law and
is therefore of importance. In previous work, γ was determined experimentally. It
would clearly be desirable to have a theoretical handle on γ. It is argued in [96] that
γ ≈ γ¯, where γ¯ = xBP/c and c is a real positive constant that behaves like Δ/vBEC,
i.e.,
γ¯ ≈ xBP vBEC
Δ
. (2.60)
It is expected that this formula becomes exact in an asymptotic limit (,r,Lc) → MAP,
where threshold saturation takes place. Using the linearization (2.42), we obtain
γ¯ → xMAP
L′(1) L(1 − ρ(1 − xMAP))∫R dz ρ′(1 −XMAP(z))(X ′MAP(z))2 . (2.61)
The parameter γ¯ is simply equal to the erasure probability multiplied by the slope
of the velocity at MAP.
We compare the values of γ and γ¯ for diﬀerent values of  and r, at a channel
parameter  = (,r,Lc) − 0.04, in Table 2.4. The experimental values of γ are taken
from [96], and to obtain the values of γ¯, we use the analytical velocity (2.40). We
observe that the numbers roughly agree. There are two reasons that can explain
the discrepancies. First, we use the velocity for the purely random spatially coupled
graph ensemble whereas the ensemble considered in [96] is more structured. Note
also that as , r increase, the window size of the structured ensemble increases so
the ﬁnite size eﬀects at ﬁxed spatial length Lc = 100 may be more marked. Second,
the expression (2.60) is valid when  → (,r,Lc), whereas in Table 2.4, Δ = 0.04
which is relatively large (this choice in [96] is due to stability issues in numerical
integration techniques when → (,r,Lc)). We conjecture that the second issue is the
dominant reason for the diﬀerence between the values of γ and γ¯, and that in fact
the velocity for the structured ensemble is not very diﬀerent from the one predicted
by the analytical formula (2.40).
7In this thesis, we consider one-sided termination instead of two-sided termination (as considered
in [96]), so the fraction rˆ1 here is equal to half the fraction rˆ1(∗) in [96].
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Table 2.4: Values of γ and γ¯ for (,r,Lc) −  = 0.04, Lc = 100, and several values of 
and r
 r MAP γ γ¯
3 6 0.4881 2.155 1.960
4 8 0.4977 2.120 1.779
5 10 0.4994 2.095 1.733
6 12 0.4999 2.075 1.722
4 12 0.3302 2.140 1.778
5 15 0.3325 2.115 1.746
4 6 0.6656 2.100 1.735
2.7 Appendix
In this section, we show how the equations (2.21), (2.32), and (2.34) are derived
using functional derivatives.
2.7.1 Derivation of Equation (2.21)
We calculate the functional derivative of ΔW(x) in a direction η(z, t) as follows,
δΔW
δx
[η(z, t)] = ∂
∂γ
ΔW(x + γη)∣
γ=0
= ∂
∂γ
∫
R
dz P (z,x + γη)∣
γ=0
,
where the function P is deﬁned in (2.17). Then, taking the derivative with respect
to γ yields
∫
R
dz {H(ρ(x(z, t)) η(z, t)) +H(ρ′(x(z, t)) η(z, t))−H(ρ(x(z, t)) η(z, t)) −H(x(z, t) ρ′(x(z, t)) η(z, t))
−H(c(z) λ(∫ 1
0
ds ρ(x(z + s, t)))
 [∫ 1
0
duρ′(x(z + u, t)) η(z + u, t)])}.
We notice that the ﬁrst and third terms in the integral cancel out due to the com-
mutativity of the operator . By rearranging the averaging functions in the last
term, we obtain
∫
R
dz {H(ρ′(x(z, t)) η(z, t)) −H(x(z, t) ρ′(x(z, t)) η(z, t))
−H(∫ 1
0
duc(z − u) λ(∫ 1
0
ds ρ(x(z − u + s, t)))
 [ρ′(x(z, t)) η(z, t)])}.
By noticing that y = ∫ 10 duc(z − u) λ(∫ 10 ds ρ(x(z − u + s, t))) is a probability
measure and a = ρ′(x(z, t))η(z, t) is a diﬀerence of probability measures, we can
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use the second duality rule in (2.2) (that is H(y a) +H(y a) = H(a)) in order
to rewrite the above as (freely using the commutativity of )
∫
R
dz { −H(x(z, t) ρ′(x(z, t)) η(z, t))
+H([∫ 1
0
duc(z − u) λ(∫ 1
0
ds ρ(x(z − u + s, t)))]
 ρ′(x(z, t)) η(z, t))}
= ∫
R
dz ρ′(x(z, t)) η(z, t)
 (∫ 1
0
duc(z − u) λ(∫ 1
0
ds ρ(x(z − u + s, t))) − x(z, t)).
2.7.2 Derivation of Equation (2.32)
We calculate the functional derivative of Ws(X) in a direction X′(z) as follows,
δWs
δX
[X′(z)] = ∂
∂γ
Ws(X + γX′)∣
γ=0= ∂
∂γ
∫
R
dz Ps(z,X + γX′)∣
γ=0= ∫
R
dz {H(ρ(X(z)) X′(z)) +H(ρ′(X(z)) X′(z))−H(ρ(X(z)) X′(z)) −H(X(z) ρ′(X(z)) X′(z))−H(c(z) λ(ρ(X(z))) [ρ′(X(z)) X′(z)])}.
We notice here that on the right-hand side of last equality, the ﬁrst and third terms
under the integral cancel out. Using the second duality rule in (2.2), and noticing
that X(z) is a probability measure and ρ′(X(z))X′(z) is a diﬀerence of probability
measures, we can rewrite the functional derivative as
∫
R
dz {H(X(z) [ρ′(X(z)) X′(z)])
−H(c(z) λ(ρ(X(z))) [ρ′(X(z)) X′(z)])}.
2.7.3 Derivation of Expression (2.59)
Our goal in this section is to show that (2.58) reduces to (2.59) when δ → 0. We
ﬁrst reorganize (2.58) as follows (up to multiplication by 1/δ2)
ψ((r − 2)ψ−1(1 − p(z)) + 2ψ−1(1 − p(z + δ)))
− 2ψ((r − 2)ψ−1(1 − p(z)) +ψ−1(1 − p(z + δ))
+ψ−1(1 − p(z))) + ψ((r − 2)ψ−1(1 − p(z)) + 2ψ−1(1 − p(z))).
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When we Taylor expand each entropy ψ(⋯) around (r−2)ψ−1(1−p(z)) to the second
order, we observe that the ﬁrst order terms cancel and what remains is
−1
2
ψ′′((r − 2)ψ−1(1 − p(z))){4ψ−1(1 − p(z + δ))2
− 4ψ−1(1 − p(z))2 − 2(ψ−1(1 − p(z + δ)) −ψ−1(1 − p(z)))2}.
This is equal to
−ψ′′((r − 2)ψ−1(1 − p(z)))(ψ−1(1 − p(z + δ)) −ψ−1(1 − p(z)))2.
Next, we write ψ−1(1 − p(z + δ)) as
ψ−1(1 − p(z) − (p(z + δ) − p(z))),
and Taylor expand ψ−1(⋯) around 1 − p(z) to obtain
−(p(z + δ) − p(z))2((ψ−1)′(1 − p(z)))2ψ′′((r − 2)ψ−1(1 − p(z))).
Multiplying by 1/δ2, taking the limit δ → 0, and using the relation (ψ−1)′(⋯) =
1/(ψ′(ψ−1(⋯))) we ﬁnally obtain
−⎛⎝dp(z)dz ⎞⎠
2
ψ′′((r − 2)ψ−1(1 − p(z)))
(ψ′(ψ−1(1 − p(z))))2 .

Propagating Wave Velocity for
General Scalar Systems 3
3.1 Introduction
Although spatial coupling was ﬁrst introduced and used in the context of coding
[44,45,77], it was later applied to several other problems, such as compressive sensing
[52–54], random constraint satisfaction problems [55,56], and a coupled Curie-Weiss
(toy) model [59,60]. For all these problems, the spatially coupled systems exhibit the
“threshold saturation” phenomenon: The dynamic threshold of the coupled system
saturates to the static threshold of the underlying uncoupled system [71]. In the
context of coding, the dynamic (or algorithmic) and static thresholds are the belief
propagation (BP) and maximum a-posteriori (MAP) thresholds, respectively. That
is, the dynamic threshold is the noise level up to which the BP decoder can fully
decode, and the static threshold is that up to which the optimal (MAP) decoder can
decode. In the present chapter, we consider spatially coupled general scalar systems
governed by a set of iterative message-passing equations.1 The precise deﬁnitions of
the dynamic and static thresholds, then, depend on the application and are related,
respectively, to the performance of the message-passing algorithm and the “optimal
solver”. We formalize the setting further in Section 3.2.
As usual, the spatially coupled version of such general scalar systems is obtained
by taking some, say Lc+w, copies of the underlying (uncoupled) system on the spatial
axis z = −w + 1, . . . , Lc, and coupling every w adjacent such systems by means of a
coupling-window function. The performance of the message-passing algorithm on
the coupled system can be expressed by means of a DE-like recursion that updates
a vector x = (x−w+1, . . . , xLc); we call this vector the “proﬁle”. In the context of
coding over the binary erasure channel (BEC), for instance, the zth component of
the proﬁle is the average erasure probability of the bits of the copy on the zth
1The content of this chapter is based on previous work [74,97].
[74] R. El-Khatib, N. Macris, “The velocity of the propagating wave for general coupled scalar
systems,” Information Theory Workshop (ITW) 2016, Cambridge, UK, IEEE pp. 246–250.
[97] R. El-Khatib, N. Macris, “The velocity of the propagating wave for spatially coupled systems
with applications to LDPC codes,” in preparation (2016) to be submitted to the IEEE Transactions
on Information Theory.
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position of the coupling chain. For general scalar systems, the interpretation of the
zth component of the vector depends on the application. We call the desirable or
trivial ﬁxed point the vector proﬁle obtained by running the DE-like recursion when
the initial condition on the proﬁle is “perfect” information. A non-trivial ﬁxed point
can be obtained by running the recursion with diﬀerent initial conditions or “bad”
information; we say that it is undesirable. In the present chapter, we assume that
we have a unique non-trivial stable ﬁxed point.
Threshold saturation can be viewed in terms of the trivial (desirable) and non-
trivial (undesirable) ﬁxed points: The proﬁle associated with an uncoupled system
converges to the trivial ﬁxed point for system parameters that are up to the dy-
namic/algorithmic threshold, and to the non-trivial ﬁxed point otherwise; whereas
the proﬁle associated with a coupled system converges to the trivial ﬁxed point for
system parameters up to the static threshold that is higher than the dynamic thresh-
old. For the general scalar systems that we consider, we can think of the system
parameter as a level of noise or distortion; the real interpretation depends on the
application. For coding on the BEC(), for example, this is the channel parameter
. In the case of compressive sensing, the parameter is the inverse measurement
ratio (the length of the signal divided by the number of measurements made to
reconstruct it).
As with coding, we seed a few copies at the boundary of the coupled chain with
perfect information, and the latter is propagated into the chain upon iterations of the
message-passing algorithm. When the system parameter is between the algorithmic
and static thresholds, and after a few “transient” iterations of the recursion, the
proﬁle exhibits a solitonic behavior ; that is, it develops a ﬁxed shape and propagates
with a constant velocity. In Figure 3.1, we plot the proﬁle for the compressive
sensing problem every 20 iterations (up till iteration 160) and observe the “wave
propagation” phenomenon.2 In this chapter, we ﬁnd an analytical formula for the
velocity of the propagating wave, assuming that the solitonic behavior is indeed
exhibited by the coupled system proﬁle.
The solitonic behavior exhibited by the propagating wave has already been stud-
ied in the context of coding when transmission takes place over the BEC. In [69,70],
the authors prove the existence of a solitonic wave solution for coding on the BEC
and derive bounds on the velocity. In [98], the authors provide bounds on the ve-
locity for coding schemes that might have more than two stable ﬁxed points (in
contrast with the systems we consider). In addition, a formula for the velocity in
the context of the coupled Curie-Weiss toy model was derived in [53], along with
some approximations for it.
To derive the formula for the velocity of the wave, we follow the steps taken in
Chapter 2. We consider the coupled system in the continuum limit Lc ≫ w ≫ 1 in
order to make the derivations more tractable. We also make use of the (continu-
ous) coupled potential functional that is simply the variational formulation of the
message-passing recursion; that is, its stationary points are the ﬁxed points of the
recursion.
This chapter is organized as follows. In Section 3.2, we introduce the notation
and preliminaries that we need and brieﬂy describe the wave phenomenon exhibited
2We can see, in this example, that the solitonic behavior is already exhibited starting at the
20th iteration of the recursion.
3.2. Preliminaries 85
0 5 10 15 20 25 30 35 40
z
0
0.01
0.02
0.03
0.04
0.05
0.06
x
z
Figure 3.1: We consider the compressive sensing problem with snr = 105,  = 0.1, and
δ = 0.17. The coupling parameters are the chain length Lc = 40 and the window size
w = 3. We plot here the proﬁle x(z, t) as a function of the spatial position z at iterations
t, every 20 iterations, starting from t = 20 till t = 160. We notice that the proﬁle is ﬂat
almost everywhere and rises abruptly from xgood = 0 to xbad ≃ 0.05.
by the soliton. In Section 3.3, we further describe the system in the continuum limit
and state the main result. In Section 3.4, we show the derivation of the main result.
Finally, in Section 3.5, we provide numerical simulations for GLDPC codes on the
BEC and BSC, as well as for compressive sensing.
3.2 Preliminaries
We adopt the framework and notation in [71]. We denote by  ∈ [0, max], where
max ∈ (0,∞), the interval of values for the control parameter . Consider bounded,
smooth functions that are increasing in both their arguments g ∶ [0, xmax()] ×[0, max] → [0, ymax()] and f ∶ [0, ymax()] × [0, max] → [0, xmax()], where xmax(),
ymax() ∈ (0,∞) and ymax() = g(xmax(); ). The scalar recursions that interest us
are of the form
x(t+1) = f(g(x(t); ); ), (3.1)
where t ∈ N is the iteration number. The recursion is initialized with x(0) = xmax.
As f(g([0, xmax()])) ⊂ [0, xmax()], the initialization of (3.1) implies that x(1) ≤
x(0) = xmax and more generally x(t+1) ≤ x(t). Thus, x(t) will converge to a limiting
value x(∞), and this limit is a ﬁxed point because f and g are continuous. The ﬁxed
points of the recursion (3.1) can be described as stationary points of a single system
potential function Us deﬁned as
Us(x) = xg(x; ) −G(x; ) − F (g(x; ); ), (3.2)
where F (x; ) = ∫ x0 ds f(s; ) and G(x; ) = ∫ x0 ds g(s; ). Without loss of generality,
this function is normalized so that Us(x) = 0.
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We deﬁne xgood() as the ﬁxed point of (3.1) that is reached when x is initialized
so that x(0) = 0 (“perfect” information). Furthermore, the algorithmic threshold3 is
deﬁned as
a = sup{ ∣ x(∞) = xgood}. (3.3)
The monotonicity of f and g implies that, for  < a, the basin of attraction of xgood
is the whole interval [0, xmax()]. Moreover, xgood is the unique stationary point of
the potential function, and it is a minimum because it is an attractive ﬁxed point.
For  > a, we have x(∞) ≠ xgood and we denote this ﬁxed point by x(∞) = xbad. Note
that this is an attractive ﬁxed point and is thus a (local) minimum of Us(x). The
two attractive ﬁxed points are separated by at least one unstable ﬁxed point xunst
that is a local maximum of Us(x). We henceforth assume that there does not appear
any other ﬁxed points besides xgood, xunst, xbad. With this assumption in mind, we
deﬁne an energy gap as
ΔE = Us(xbad) −Us(xgood), (3.4)
and the potential threshold as the unique value pot such that ΔE = 0 (it can be
shown that ΔE in non-increasing in ).
The corresponding spatially coupled recursions are obtained by placing Lc + w
replicas of the single system on the spatial positions z = −w + 1, . . . , Lc and coupling
them with a uniform coupling window of size w. The coupled recursion takes the
form
x(t+1)z = 1w w−1∑j=0 f( 1w
w−1∑
k=0
g(x(t)z−j+k; ); ). (3.5)
Motivated by the phenomenology observed in many examples (e.g. for the BEC
or for compressive sensing), we ﬁx the boundary conditions as x
(t)
z = xgood, for
z = {−w + 1, . . . ,0} and all t ∈ N in order to study the stationary phase, during
which a soliton appears. The initialization of the recursion is x
(0)
z = xbad for z ={0, . . . , Lc +w − 1}. The corresponding potential functional is given by
Uc(x) = Lc∑
z=−w+1
(xzg(xz; ) −G(xz; )) − Lc∑
z=−w+1
F( 1
w
w−1∑
i=0
g(xz+i; ); ), (3.6)
where x = (x−w+1, . . . , xLc). The ﬁxed point equation (3.5) can be obtained by
setting to zero the derivative of the potential Uc(x) with respect to x.
The spatially coupled recursions (3.5) display the threshold saturation property.
Namely, for all  < pot the ﬁxed point x(∞)z , z = −w+1, . . . , Lc, of the recursion (3.5)
is equal to a constant proﬁle xgood = (xgood, . . . , xgood).
In the remainder of the chapter, we consider the range  ∈ [a, pot]. It is for these
values of the parameter  that a soliton propagating at ﬁnite speed is observed, after
a transient phase that last for only a few iterations.
3The algorithmic threshold depends on the governing message-passing algorithm.
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3.2.1 Phenomenological Observations
We consider the case when the control parameter satisﬁes  ∈ [a, pot). We consider
coupled systems whose single potentials have exactly two minima and one maximum
for this range of values of . Equivalently, we consider systems whose underlying
system recursions have exactly two stable ﬁxed points and one unstable ﬁxed point.
We recall that the coupled DE equation governing the spatially coupled system is
given by (3.5). The left boundary is ﬁxed to perfect information; that is, x
(t)
z = xgood
for z = −w + 1, . . . ,0 and all t ∈ N. This is the “seed” that causes the propagation
of perfect information into the coupled chain. The rest of the coupled chain is
initialized with x
(0)
z = xbad for z = 1, . . . , Lc +w − 1.
Just as in coding (Chapter 2), we observe a solitonic behavior once we apply the
scalar recursion (3.5). That is, with iterations of the recursion, we notice a wave-
like phenomenon: the proﬁle x appears to have a ﬁxed shape that is moving with
a constant velocity. We call this proﬁle a wave or a soliton. The soliton is a kink
with a front at position zfront, making a quick transition of width O(2w), between
the two values x
(t)
z ≈ xgood for z << zfront and x(t)z ≈ xbad for z >> zfront.
The simplest example to keep in mind for all of the above setting, as well as the
next paragraph, is the case of LDPC(λ, ρ) codes with transmission over the BEC()
where f(x; ) = λ(x) and g(x; ) = 1−ρ(1−x) and Us(x) is equal to (2.10). For this
example, a = BP, pot = MAP, xgood = 0 and xbad = xBP is the non-trivial stable BP
ﬁxed point.
3.3 Continuum Limit and Main Result
3.3.1 Continuum Limit
We consider the system in the limit Lc ≫ w ≫ 1 and formulate a continuum approx-
imation. The coupled recursion (3.5) becomes
x(z, t + 1) = ∫ 1
0
duf(∫ 1
0
ds g(x(z − u + s, t); ); ). (3.7)
We take the boundary condition x(z, t) → xgood when z → −∞ and x(z, t) → xbad
when z → +∞. This boundary condition captures the proﬁles obtained after the
transient phase has passed, and is well adapted to the study of the soliton propaga-
tion.
3.3.2 Statement of Main Result
As before, we assume that there exists a constant velocity v > 0 such that, for t→ +∞
and ∣z−vt∣ = O(1), the proﬁle x(z, t) →X(z−vt), where X(z) is independent of the
initial condition x(z,0) and satisﬁes limz→−∞X(z) = xgood, limz→+∞X(z) = xbad.
Under this assumption, the velocity of the soliton is
v = ΔE∫R dz g′(X(z); )X ′(z)2 , (3.8)
where the shape X(z) satisﬁes
X(z) − vX ′(z) = ∫ 1
0
duf(∫ 1
0
ds g(X(z − u + s); ); ). (3.9)
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3.4 Derivation of Main Result
The derivation of the formula in (3.8) closely follows the one in Section 2.4.2, so
we will be quite brief. The ﬁrst step is to introduce a continuum version of Uc(x),
that we call ΔUc(x).4 We deﬁne x0(z) as a static (time-independent) proﬁle that
satisﬁes the boundary conditions x0(z) → xgood when z → −∞ and x0(z) → xbad
when z → +∞ (for example, one may take a Heaviside-like step function). This
is a reference proﬁle that we need so that we obtain well-deﬁned integrals in the
following expression
ΔUc(x) = ∫
R
dz {Pc(z, x) − Pc(z, x0)},
where Pc(z, x) is a z-dependent functional of x equal to
Pc(z, x) = x(z, t)g(x(z, t); ) −G(x(z, t); ) − F(∫ 1
0
dug(x(z + u, t); ); ).
As long as x(z, t) and x0(z) converge to their limiting values fast enough, the
integrals over the spatial axis are well-deﬁned. Evaluating the functional derivative
of ΔUc(x; ) in an arbitrary direction η, deﬁned as limγ→0 γ−1(ΔUc(x+γη)−ΔUc(x)),
we ﬁnd that (3.7) is equivalent to a gradient descent equation
∫
R
dz g′(x(z, t); )(x(z, t + 1) − x(z, t))η(z, t) = −δΔUc
δX
[η(z, t)]. (3.10)
We ﬁrst consider the left-hand side of (3.10). We use the ansatz x(z, t) →X(z − vt)
and consider the special direction η(z, t) = X ′(z − vt) to analyze (3.10). Using the
approximation X(z − vt) ≈ X(z) − vX ′(z) for small v, we obtain (after a change of
variables z → z + vt)
v∫
R
dzX ′(z)2g′(X(z); ) = δΔUc
δx
[X ′(z)]. (3.11)
We proceed to compute the right-hand side of (3.10). The potential functional can
be divided into two parts: the “single system potential” Us(x) that remains if we
ignore the coupling eﬀect, and the interaction potential Ui(x) that captures the
eﬀect of coupling. That is, ΔUc = Us + Ui, with
Us(x) = ∫
R
dz
⎧⎪⎪⎨⎪⎪⎩[x(z, t)g(x(z, t); ) −G(x(z, t); ) − F (g(x(z, t); )]
− [x0(z)g(x0(z); ) −G(x0(z); ) − F (g(x0(z); ); )]⎫⎪⎪⎬⎪⎪⎭,
Ui(x) = ∫
R
dz
⎧⎪⎪⎨⎪⎪⎩[F (g(x(z, t); ); ) − F (∫
1
0
dug(x(z − u, t); )]
− [F (g(x0(z); ); ) − F(∫ 1
0
dug(x0(z − u); ); )]⎫⎪⎪⎬⎪⎪⎭.
4We have already deﬁned this potential functional in (1.74) but will repeat it here for conve-
nience.
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The computation of each functional derivative at x(z, t) →X(z−vt) in the direction
X ′(z − vt) yields
δUs
δX
[X ′(z)] = ∫
R
dzX ′(z)(X(z)g′(X(z); ) − g′(X(z); )f(g(X(z); ); ))
= ∫
R
dz
d
dz
{X(z)g(X(z); ) −G(X(z); ) − F (g(X(z); ); )}
= [Us(X(z))]+∞
−∞= Us(xbad; ) −Us(xgood; ), (3.12)
and
δUi
δX
[X ′(z)] = ∫
R
dzX ′(z){f(g(X(z); ); )g′(X(z))
− f(∫ 1
0
dug(X(z − u); ); )∫ 1
0
dug′(X(z − u); )}
= ∫
R
dz
d
dz
{F (g(X(z); ); ) − F(∫ 1
0
dug(X(z − u); ); )}= 0. (3.13)
Replacing (3.12) and (3.13) in (3.10) we obtain the formula for the velocity (3.8).
3.5 Applications and Numerical Experiments
The general formula for the velocity of the soliton for scalar systems (3.8) can be
applied on several examples. In particular, we recover the results of Chapter 2 for
standard LDPC codes over the BEC, as well as on general BMS channels within
the scalar Gaussian approximation. In this section, we provide two more scalar
applications, namely GLDPC codes and compressive sensing.
The predictions of our formula are compared with the observed, empirical veloc-
ity ve that is obtained by running the scalar recursions. To obtain ve, we plot the
discrete proﬁle x at diﬀerent iterations of the scalar recursions and ﬁnd the average
of Δz/(wΔI), where Δz is the spatial diﬀerence between the kinks of the proﬁles,
ΔI is the diﬀerence in the number of iterations, and w is the size of the coupling
window. We note that we normalize all velocities by the window size w so that we
can compare the velocities of systems that have diﬀerent such sizes.
3.5.1 Generalized LDPC (GLDPC) Codes
A GLDPC code is a code represented by a bipartite graph, where the rules of the
check nodes do not depend on parity (as do usual LDPC codes) but on a primitive
BCH code. An attractive property of BCH codes is that they can be designed to
correct a chosen number of errors. For instance, one can design a BCH code so that
it corrects all patterns of at most e erasures on the BEC, and all error patterns of
weight at most e on the binary symmetric channel (BSC). We consider a GLDPC
code with degree-2 variable nodes and degree-n check nodes, where the rules of the
latter are given by a primitive BCH code of blocklength n.
We give a short description of a BCH code of blocklength n and minimum dis-
tance d = 2e + 1 (for more details, see [105]). A BCH code is a cyclic code over
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a ﬁnite ﬁeld GF(bβ), where b is a prime power and β is an integer. Let a be a
primitive element of GF(bβ). Then, each element of GF(bβ) can be written in the
form ai, i ∈ N. For each element ai, we can deﬁne a minimal polynomial mi that is
the monic polynomial over GF(b) with smallest degree. The generator polynomial θ
over GF(b) of the BCH code is deﬁned as the least common multiple of m1, . . . ,md.
Consider transmission on the BEC or BSC and denote by  the channel param-
eter. The density evolution recursions have been derived in [106] for both channels,
based on a bounded distance decoder for the BCH code. For n and e ﬁxed, we can
write the update equations of the message-passing algorithm as (3.1) with⎧⎪⎪⎨⎪⎪⎩f(x; ) = x,g(x) = ∑n−1i=e (n−1i )xi(1 − x)n−i−1.
Here, we have max = xmax = ymax = 1. Moreover, we can easily check, by diﬀerentia-
tion with respect to x, that the potential function UGLDPC(x) of the system is given
by
UGLDPC(x) = e
n
g(x; ) − g′(x; )
nx(1 − x) − 2g2(x; ).
For numerical implementation purposes, it is useful to note that
g′(x) = xe−1(1 − x)n−e−1
B(e, n − e) ,
where B(a, b) = (a−1)!(b−1)!(a+b−1)! denotes the Beta function, and that g(x) is equal to the
regularized incomplete Euler Beta function so that
g(x) = 1
B(e, n − e) ∫ x0 ds se−1(1 − s)n−e−1.
This potential has x = 0 as a trivial stationary point5 and develops a non-trivial
minimum at xBP ≠ 0 when  > BP. Note that, as usual, the channel parameter BP is
the value for which the ﬁrst horizontal inﬂexion point appears. The MAP threshold
is given by the channel paramter MAP for which UGLDPC(xBP) = UGLDPC(0) = 0.
The formula for the velocity of the soliton in the case of coupled GLDPC
codes is obtained from (3.8). The energy gap for BP <  < MAP is now deﬁned
as ΔE = UGLDPC(xBP) − UGLDPC(0). Figure 3.2 shows the velocities (normalized
by w) for the spatially coupled GLPDC code with n = 15 and e = 3, when the
coupling parameters satisfy Lc + w = 500 and w = 3. We plot the velocities for
 ∈ [BP, MAP] = [0.348,0.394]. We observe that the formula for the velocity pro-
vides a very good estimation of the empirical velocity ve.
3.5.2 Compressive Sensing
Let s be a length-n signal vector where the components are i.i.d. copies of a random
variable S. We take m linear measurements of the signal and assume that the
5Equivalently, x = 0 is a trivial ﬁxed point of DE as can be seen from the expressions of f and
g.
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Figure 3.2: We consider a GLDPC code with n = 15 and e = 3, with spatial length
Lc + w = 500 and uniform coupling window with w = 3. We plot the normalized
velocities vGLDPC and ve as a function of the channel parameter  when  is between the
BP threshold s = BP = 0.348 and the potential threshold c = MAP ≈ 0.394.
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Figure 3.3: Potential function for compressive sensing with a Gaussian-Bernoulli prior.
The sparsity parameter is ρ = 0.1 and the signal to noise ratio snr = 105. We show
the potential for several values of the measurement fraction δ. For δ > δAMP we have
a single minimum xgood. At δAMP = 0.205 there is a horizontal inﬂexion point and for
smaller measurement fractions a second minimum xbad appears. At δopt = 0.157 the gap
ΔE vanishes.
measurement matrix has i.i.d Gaussian elements distributed like N(0,1/√n). We
deﬁne δ = m/n as the measurement ratio and ﬁx it to a constant value as n → ∞.
The relation between δ and the parameter  deﬁned in Section 3.2 is  = δ−1. We
assume that the power of the variable S is normalized to 1; that is, E[S2] = 1.
We also assume that each component of the signal s is corrupted by independent
Gaussian noise of variance σ2 = 1/snr. To recover s, one implements the so-called
approximate message-passing (AMP) algorithm.
It is well known that the analysis of the AMP algorithm is given by state evolu-
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tion [54]. Let Y = √snrS +Z, where Z ∼ N(0,1), and let Sˆ(Y ) = ES∣Y [S∣Y ] be the
minimum mean square estimator. We set
mmse(snr) = ES,Y [(S − Sˆ(Y,snr))2],
for the mmse function. The state evolution equations (that track the mean squared
error of the AMP estimate) then correspond to the recursion (3.1) with
⎧⎪⎪⎨⎪⎪⎩
f(x, δ) = mmse(snr − x),
g(x, δ) = snr − 11
snr
+x
δ
.
Here, x is interpreted as the mean square error predicted by the AMP estimate
of the signal. State evolution is initialized with x = 1, which corresponds to no
knowledge about the signal. We will take δ as the control parameter. Note that we
have δmax = 1, xmax = mmse(0), ymax = g(xmax). The potential function is equal to
UCS(x) = − x1
snr
+ xδ + δ ln (1 + xsnrδ )
− 2I(S;√snrS +Z) + 2I(S;KLLP 1
1
snr
+ xδ S +Z).
where I(A;B) denotes the mutual information between two random variables A and
B. To check that this potential gives back the correct state evolution equation as
a stationarity condition, we simply diﬀerentiate it with respect to x using to the
well-known relation ddsnrI(S;√snrS +Z) = 12mmse(snr) [107].
To illustrate the potential function in a concrete case, we take the Bernoulli-
Gaussian distribution as the prior distribution over the signal components
q0(s) = (1 − ρ)δ(s) + ρe−s2/2√
2π
.
Figure 3.3 shows the potential function for ρ = 0.1, snr = 105, and several values
of δ (the measurement fraction). We observe that for δ > δAMP = 0.205, there is a
unique minimum xgood that is a ﬁxed point of state evolution once the recursion is
initialized with x = 1. During this phase, there are enough measurements so that the
reconstruction of the signal is good and the mean square error is small. At δAMP =
0.205, a horizontal inﬂexion point develops in the potential function. For δ < δAMP, a
second minimum appears at a higher mean square error xbad and the reconstruction
of the AMP algorithm is bad. The optimal threshold δopt corresponding to the
minimum mean square error estimator is found when δ is such that the two minima
of the potential are at the same height. More speciﬁcally, δopt is given by the solution
of the equation UCS(xbad) = UCS(xgood). For our example, one ﬁnds δopt = 0.157. This
threshold is reached by the AMP algorithm on the spatially coupled system.
We ﬁx the value of δ in the range [δopt, δAMP] = [0.157,0.205]. In this regime,
the solution of the spatially coupled state evolution equations develops a solitonic
behavior; this represents the proﬁle of mean square errors along the spatial direction.
The formula for the velocity vCS of this soliton is obtained from (3.8), where the
energy gap is now deﬁned as ΔE = UCS(xbad) − UCS(xgood). Figure 3.4 shows the
3.5. Applications and Numerical Experiments 93
0.16 0.165 0.17 0.175 0.18 0.185 0.19 0.195 0.2 0.205
Measurement ratio delta
0
0.02
0.04
0.06
0.08
0.1
V
e
lo
ci
ty
Empirical velocity
Analytical velocity
Figure 3.4: We consider the compressive sensing problem with snr = 105 and Gaussian-
Bernoulli prior for the signal components with sparsity parameter ρ = 0.1. We have
Lc + w = 250 and uniform coupling window with w = 4. We plot the normalized
velocities vCS and ve as a function of the measurement fraction δ when δ is between the
potential threshold δopt = 0.157 and δAMP = 0.205.
velocities (normalized by w) for the spatially coupled compressive sensing system
with snr = 105, ρ = 0.1 when the coupling parameters satisfy Lc+w = 250 and w = 4.
In Figure 3.4, we plot the velocities for δ ∈ [δopt, δAMP] = [0.157,0.205]. It is clear
that the formula for the velocity provides a good estimation of the empirical velocity
ve.

Displacement Convexity for
(, r)-regular Codes on the BEC 4
4.1 Introduction
Spatially coupled codes have been proved to be universally capacity-achieving under
the low-complexity belief propagation (BP) decoding algorithm. This property is
attributed to the “threshold saturation” phenomenon that describes the fact that
the spatially coupled ensembles generally have a BP threshold that is as high as
the maximum-a-posteriori (MAP) threshold of the ensemble, as well as that of its
underlying ensemble; i.e., their threshold is saturated to the highest possible value.
In the context of coding, this result was proved for transmission over the binary
erasure channel (BEC) [41, 69, 70, 100] and for transmission over general binary-
input memoryless symmetric-output (BMS) channels [43, 63].
In this chapter, we introduce one further tool for the analysis of such systems:
the concept of displacement convexity [92,93].1 Displacement convexity plays a cru-
cial role in the theory of optimal transport and, as we show in the present chapter
and in Chapter 5, it also serves as a useful tool for the analysis of spatially cou-
pled graphical models. We use the simple case of regular LDPC Gallager ensembles
and transmission over the BEC to explain how the concept of displacement convex-
ity can help us simplify existing proofs and derive new results. In Chapter 5, we
provide a more general analysis by using displacement convexity for general spa-
tially coupled systems (not restriced to coding) that are governed by a set of scalar
density-evolution (DE) equations.
We analyze the performance of the BP algorithm on the spatially coupled codes
by using a DE recursion that tracks the bit erasure probabilities along the coupling
chain. This recursion can be expressed in variational form by using the potential
functional, where the ﬁxed points of the DE recursion are the stationary points of
1The content of this chapter is based on previous work [72,108].
[72] R. El-Khatib, N. Macris, R. Urbanke, “Displacement convexity, a useful framework for the
study of spatially coupled codes,” Information Theory Workshop (ITW) 2013, Sevilla, Spain, IEEE
pp. 1–5.
[108] R. El-Khatib, N. Macris, R. Urbanke, “Displacement convexity, a useful framework for the
study of spatially coupled codes,” 2013, http://arxiv.org/abs/1304.6026.
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the potential. Therefore, ﬁnding the stable ﬁxed points of the DE recursion, which
we call the “proﬁles”, becomes equivalent to ﬁnding the minima of the potential.
Furthermore, we consider the coupled system in the continuum limit, in which we
ﬁrst take the coupling length Lc, and then the window size w, to inﬁnity. This en-
ables us to express the DE recursion and the potential functional in the continuous
space, the natural setting for the study of displacement convexity. For the (, r)-
regular Gallager ensembles that we consider in this chapter, the potential functional
is not convex in the traditional sense. However, we show that it is displacement
convex ; that is, it is convex with respect to an alternative structure in the space of
probability measures. Roughly speaking, these are the probability measures asso-
ciated with erasure probability proﬁles viewed as cumulative distribution functions
(cdf’s).
We consider the static case: when the decoder phase-transition threshold is equal
to the MAP threshold and the BP decoder gets “blocked”.2 The displacement con-
vexity property plays a fundamental role in characterizing the set of minimizing
proﬁles in a suitable space of increasing proﬁles. For our case, we obtain strict dis-
placement convexity once a global translational degree of freedom of the proﬁles is
removed. These results enable us to conclude that, in a suitable space of increas-
ing proﬁles, the minimizer of the potential functional is unique up to translation,
therefore, so is the solution of the DE equation.
Our goal is to ﬁnd the stable ﬁxed point(s) of the DE equation or, equivalently,
the minimizer(s) of the potential. In this chapter, we use displacement convexity to
do the latter. We start by looking at the minimization problem in a more general
space of proﬁles S that contains general continuous proﬁles (that are not necessarily
non-decreasing) with an additional constraint: their limits at −∞ and +∞ on the
continuous spatial axis are equal to the trivial and non-trivial BP ﬁxed point values,
respectively.3 We further deﬁne the subset S ′ of S that contains non-decreasing such
proﬁles. We prove that we can restrict our search for the minimizer(s) to the spaceS ′. The ﬁrst step in doing so is to prove that truncating the proﬁle at the value of
the non-trivial BP ﬁxed point would yield a smaller potential value. We then use
rearrangement inequalities to show that rearranging the mass of a proﬁle, so that
the resultant proﬁle is non-decreasing, would also decrease the potential value. This
result is crucial for our derivations, as it enables us to view the proﬁles at hand as
cumulative distribution functions (cdf’s) – up to scaling – and this is the natural
setting for the analysis of displacement convexity.4 We then deﬁne the subset S ′′
of S ′ that contains strictly increasing proﬁles. We furthermore restrict the search
of minimizers to the space S ′′ by showing that if the minimizer is non-decreasing,
then it is necessarily strictly increasing.
An important question to ask is whether a minimizer for the potential functional
exists or, in other words, whether the potential attains its minimum. By using the
2We know that for regular LDPC codes with transmission over the BEC, the DE recursion
of the underlying uncoupled code has exactly two stable ﬁxed points: we called them the trivial
(desirable) and the non-trivial (undesirable) ﬁxed points. At these values, the potential function of
the uncoupled code is zero because we consider the static phase.
3We assume in this chapter that the proﬁles reach the limits “fast enough”, so that the integrals
in which we use them are well-deﬁned. In Chapter 5, however, we work around this assumption.
4It is not clear if and when the rearrangement inequalities are strict. As a result, the analysis
falls short of establishing that there cannot exist proﬁles in S/S ′ that are minimizers and solutions
of the DE equation.
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direct method in the calculus of variations [109, 110], we prove that the potential
functional does indeed achieve its minimum. Furthermore, we show that over the
space S, the potential attains its minimum in the subspace S ′′.
Once we restrict our search of minimizing proﬁles to the space S ′′ (in which we
prove that the potential functional indeed attains its minimum), we prove that the
potential is strictly displacement convex. To do this, we consider any two proﬁles y0
and y1 (that can be viewed as cdf’s) and deﬁne their displacement interpolant yλ that
is obtained from the two original proﬁles by taking the linear interpolation of their
inverses and then taking the inverse back into the space of proﬁles. The displacement
interpolant is formally deﬁned in (4.24). We then make use of a result by Villani
[93] to prove that the potential functional is indeed displacement convex. As the
potential is invariant upon translations on the proﬁle it takes as an argument, we
prove that the potential is strictly convex, once we remove the proﬁle’s translational
degree of freedom (by centering it at the origin).
The three main results of this chapter are: (i) Theorem 4.15 that states that the
potential functional attains its minimum in the space of strictly increasing proﬁles,
and that it does not have a minimum in the space of proﬁles that are non-decreasing
(but not strictly increasing); (ii) Theorem 4.2 that establishes the displacement
convexity of the potential in the space of non-decreasing proﬁles, and its strict
displacement convexity in the space of centered strictly increasing ones; and ﬁnally
(iii) Corollary 4.3 that concludes that any minimizer of the potential in the space
of non-decreasing proﬁles are translates of the unique minimizer that exists in the
space of centered strictly increasing proﬁles. This corollary establishes that when
the BEC parameter is equal to the MAP threshold, the DE equation governing
the spatially coupled (, r)-regular Gallager ensemble has a unique solution in the
space of centered strictly increasing proﬁles, and all its other minimizers in the space
of non-decreasing proﬁles are translates of it. To establish these results, we prove
intermediate ones such as the restriction of the space of minimizers to “truncated”
proﬁles in Lemma 4.5 and furthermore to non-decreasing proﬁles in Lemma 4.6 and
strictly increasing ones in Lemma 4.10.
The chapter is organized as follows. In Section 4.2, we introduce the framework
for our analysis and our main results. In Section 4.5.1, we give a quick introduction
of the notion of displacement convexity. Finally, in Section 4.4, we present a proof
of existence of the proﬁle that minimizes the potential, and in Section 4.5, we prove
that the functional is displacement convex.
4.2 Preliminaries
In this section, we introduce the model and the associated variational problem to
which we apply the displacement convexity proof technique, and we state our main
result.
4.2.1 Single System
We consider the (, r)-regular Gallager code ensemble, where every variable node has
 outgoing edges, and every check node has r such edges. For the channel, we take
a BEC with parameter . We analyze the asymptotic performance of the system,
under BP iterations, by tracking the evolution of the output erasure probability y of
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Figure 4.1: The plot of the single system potential Ws(y) as a function of the check-
erasure probability y, for a (3,6)-regular uncoupled ensemble and  = MAP = 0.4881.
There are two minima at y = 0 and y = yMAP.
check nodes. We can thus write the DE recursion in terms of y (explained in more
detail in Section 1.4.3) as
y(t+1) = 1 − (1 − (y(t))−1)r−1, (4.1)
with initial condition y(0) = 1.
To this DE recursion, we associate a potential function, whose stationarity con-
dition yields the ﬁxed points of the recursion. The “single” (uncoupled) potential
function is expressed as
UBEC,s(y) = y + (1 − 1
r
)(1 − (1 − y)r/(r−1) − 1) − 

y, (4.2)
and can be recovered from the expression in (1.48).
4.2.2 Spatially Coupled System
Consider the spatially coupled (, r,Lc,w)-regular ensemble, described in detail in
[43], where the parameters represent the left degree, right degree, system length,
and coupling window size (or smoothing parameter), respectively. More speciﬁcally,
the ensemble is constructed as follows: consider Lc + w replicas of an (uncoupled)(, r)-regular ensemble. We couple these components by connecting every variable
node to  check nodes, and every check node to r variable nodes. The connections
are chosen randomly: for a variable node at position z, each of its  connections is
chosen uniformly and independently at random in the range z, . . . , z + w − 1, and
for a check node at position z, each of its r connections is chosen uniformly and
independently in the range z −w + 1, . . . , z.
Let yˇz for z = −w + 1, . . . , Lc, denote the output erasure probability of the check
node at position z. We ﬁnd it most convenient to formulate the problem with the
average over a window in terms of yz ≡ 1w ∑w−1i=0 yˇz+k; this describes the input erasure
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probability to a variable node at position z. Then the ﬁxed-point (FP) condition
implied by DE is
yz = 1 − (1 − 
w
w−1∑
i=0
( 1
w
w−1∑
j=0
yz−i+j)−1)r−1.
This can be seen as a special case of the more general DE recursion expressed in
terms of the variable node input erasure probability in (1.61) for the case of the(, r)-regular Gallager ensemble. The corresponding potential function (adapted
from (1.66)) is
UBEC(y) = 1
w
Lc∑
z=−w+1
⎧⎪⎪⎨⎪⎪⎩yz + (1 − 1r)((1 − yz) rr−1 − 1) − ( 1w
w−1∑
i=0
yz+i)⎫⎪⎪⎬⎪⎪⎭, (4.3)
where y = (y−w+1, . . . , yLc). The normalization 1/w is a convenience for which the
reason will immediately appear.
4.3 Continuum Limit and Main Results
4.3.1 Continuum Limit
The natural setting for displacement convexity is the continuum case. Therefore,
we consider the continuum limit of the potential in (4.3). To obtain the expressions
of the DE recursion and the potential in the continuum limit, we deﬁne the rescaled
variables z˜ = zw , u = iw and the rescaled function y˜( zw) ≡ yz, as we have done in
Chapter 1. It is easy to see that with this rescaling, (4.3) becomes a Riemann sum.
When we take the limits Lc → +∞ ﬁrst and then w → +∞, we ﬁnd the following
expression for the potential functional in the continuum limit
WBEC(y) = ∫
R
dz
⎧⎪⎪⎨⎪⎪⎩(1 − 1r)(1 − y(z))
r
r−1 − (1 − y(z))
+ 1
r
− 

(∫ 1
0
duy(z + u))⎫⎪⎪⎬⎪⎪⎭.
(4.4)
We note that the potential above is related to that in (1.80) by
WBEC(y) = ∫
R
dz Py(z, y),
and we slightly abuse notation by keeping the same label. In this chapter, we do not
have to subtract a reference energy from the continuous version of (4.3) because we
consider the system at the decoder phase transition threshold  = MAP (also called
the static phase). During the static phase, the proﬁle y converges to limits at z → ±∞
at which the potential vanishes. Therefore, the potential above is well-deﬁned. At
the end of this paragraph, we give the conditions on the erasure probability proﬁle
that are required in order to have a well-deﬁned problem. From now on, the reader
should think of the noise level as ﬁxed to the value  = MAP; we will make it explicit
by always writing the parameter as MAP in the formulas that follow.
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The continuum limit of the DE recursion expressed in terms of y(z) reads
y(z) = 1 − (1 − MAP∫ 1
0
du (∫ 1
0
ds y(z − u + s))−1)r−1 (4.5)
One can check that (4.5) gives the stationary points of (4.4).
Equation (4.4) can be expressed as a sum of two contributions Wsingle(y) andWint(y) that are deﬁned as
Wsingle(y) = ∫
R
dz
⎧⎪⎪⎨⎪⎪⎩(1 − 1r)(1 − y(z)) rr−1 − (1 − y(z)) + 1r − MAP y(z)
⎫⎪⎪⎬⎪⎪⎭≡ ∫
R
dzWs(y(z)), (4.6)
Wint(y) = MAP

∫
R
dz
⎧⎪⎪⎨⎪⎪⎩y(z) − (∫
1
0
duy(z + u))⎫⎪⎪⎬⎪⎪⎭. (4.7)
We call (4.6) the “single-system potential functional” and (4.7) the “interaction
functional”. The following remarks explain the interpretation suggested by these
names. The term (4.7) vanishes when evaluated for a constant y(z) = y. Moreover,
the integrand of (4.6), namely Ws(y(z)) =Ws(y) is just the potential of the under-
lying uncoupled code ensemble. This is easily seen by recognizing that the usual
DE equation for the variable input erasure probability is recovered by setting the
derivative of Ws(y) to zero. We call Ws(y) the “single system potential”. A plot
of Ws(y) for the (3,6)-ensemble is shown in Figure 4.1 when  = MAP. The ﬁgure
shows that the single potential vanishes at y = 0 and y = yMAP, some positive value.
This is a generic feature of all (, r)-regular code ensembles as long as  ≥ 3 (for
cycle codes  = 2, we have yMAP = 0). In particular, this shows that in order for the
integrals in (4.4) to be well-deﬁned, we have to consider proﬁles y(z) that tend to
their limits, as z → ±∞, quickly enough so that the potential vanishes. Also, for
simplicity, we will restrict our analysis to continuous proﬁles.
The above remarks motivate us to deﬁne the following spaces of proﬁles. Let
S = {y ∶R→ R+ continuous and s.t.
lim
z→−∞
zy(z) = 0, lim
z→+∞
z(y(z) − yMAP) = 0}. (4.8)
Note that the left limit is 0 and the right limit is yMAP. We also deﬁne a space of
non-decreasing proﬁles (that can be ﬂat over some intervals)
S ′ = {y ∈ S ∶ y is non − decreasing},
and a space of strictly increasing5 proﬁles,
S ′′ = {y ∈ S ∶ y is strictly increasing}.
As will become apparent, it is useful to think of proﬁles in S ′ and S ′′ as cdf’s of
measures over R. Here, these measures are normalized so that the measure of R is
5To make a clear distinction between non-decreasing and increasing functions, we furthermore
describe the latter as strictly increasing.
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yMAP.
6 Note that, for y ∈ S ′, the support of the associated measure is not necessarily
the whole real line, while it is the whole real line for y ∈ S ′′. Finally, we introduce the
space S ′′0 of strictly increasing proﬁles that are pinned at the origin; more precisely,
y ∈ S ′′0 if and only if y ∈ S ′′ and y(0) = yMAP/2.
4.3.2 Main Results
It is easy to see that WBEC(y) is bounded from below; more precisely,
inf
y∈S
WBEC(y) ≥ −MAPyMAP/(2).
Indeed, Ws(y) ≥ 0, as seen in Figure 4.1 and, using Jensen’s inequality, we show thatWint(y) ≥ −MAPyMAP/(2) in Lemma 4.4. The ﬁrst non-trivial question one may
ask is whether the minimum is attained in S. Using a rearrangement inequality of
Brascamp-Lieb-Luttinger [111], we reduce this question to the same one in S ′ ⊂ S in
Lemma 4.6. We then use the “direct method”, a standard technique in the calculus
of variations [109, 110] in Section 4.4.2 to show the existence of a minimizer in S ′.
Once we know that a minimizer exists in S ′ we prove that it cannot be in S ′ ∖ S ′′.
This existence theorem is formally stated and proven in Section 4.4.2; we write it
below for clarity.
Theorem 4.1. Let  = MAP. The functional WBEC(y) achieves its minimum overS in the subspace S ′′. There does not exist a minimum in S ′ ∖ S ′′.
The existence of a minimum in S ′ ∖ S ′′ is excluded; i.e., a minimizer that is
non-decreasing has to be strictly increasing. However, we are not able to exclude
the existence of a minimizer in S ∖ S ′ that would have “oscillations”. In order to
exclude such minimizers, we would have to study the conditions under which the
Brascamp-Lieb-Luttinger inequality is strict in our context. We do not address this
issue in the present work. In general, this can be a diﬃcult problem (see [112,113]).
When functionals are convex, one obtains important information on the set of
minimizers. For example, strict convexity implies that the minimizer is unique.
Thus, the next natural question is whether or not the functionalWBEC(y) is (strictly)
convex. This is in fact not true, but we will show that it is displacement convex inS ′ (hence also in S ′′). Here, displacement convexity refers to convexity under an
interpolation path that is diﬀerent from the usual linear combination and is explained
in detail in Section 1.7. The functional is invariant under a global translation; i.e.,
we have WBEC(y(⋅ + τ)) = WBEC(y(⋅)). Thus, the system certainly has at least one
translational degree of freedom and so the displacement convexity in S ′ (and S ′′)
cannot be strict. However, once we remove this degree of freedom by pinning the
proﬁles, say at the origin, we prove strict displacement convexity of the functional in
the space S ′′0 of pinned and strictly increasing proﬁles. This is done in Section 4.6.
Theorem 4.2. Let  = MAP. The functional WBEC(y) is displacement convex onS ′, and strictly displacement convex on S ′′0 .
6In Chapter 5 we normalize such proﬁles such that the measure of R is 1. In this respect the
two chapters are “inconsistent” in order to demonstrate the eﬀect of the “real” limit of the proﬁles
(yMAP in this chapter) on the expressions we use throughout the analysis.
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Proof of Theorem 4.2. The displacement convexity of WBEC(y) in S ′ follows from
that of the single potential in Proposition 4.16 and that of the interaction potential
in Proposition 4.17. In Section 4.6, we show that Wint(y) is strictly displacement
convex in S ′′0 . Combining this with Proposition 4.16 immediately yields the strict
displacement convexity of WBEC(y) in S ′′0 .
This implies that there is a unique minimizer in S ′′0 . But, as the existence of a
minimizer is excluded in S ′ ∖ S ′′ (by Theorem 4.15), we can conclude that the only
minimizers in S ′ are translates of the unique one in S ′′0 . These consequences also
translate into properties of solutions of the DE equation (4.5).
Corollary 4.3. Let  = MAP. In the space S ′′0 , the functional WBEC(y) has a
unique minimizer. In S ′, all minimizers are translates of it. Similarly, in S ′′0 , the
DE equation (4.5) has a unique solution, and in S ′, all solutions are translates of
it.
Proof of Corollary 4.3. The uniqueness of the minimizer of WBEC(y) in S ′′0 follows
from strict displacement convexity. Indeed, suppose there are two distinct min-
imizers y1 and y2 with WBEC(y1) = WBEC(y2), and let yλ be their displacement
interpolant. Then, WBEC(yλ) < (1 − λ)WBEC(y1) + λWBEC(y2) for λ ≠ 0,1, which
implies that WBEC(yλ) < WBEC(y1). We must also have WBEC(y1) ≤ WBEC(yλ),
hence WBEC(y1) < WBEC(yλ), which is a contradiction.
Let us now show that all minimizers y1 ∈ S ′ are translates of the unique minimizer
y0 ∈ S ′′0 . Due to Lemma 4.10, we know that y1 ∈ S ′′; i.e., it has to be strictly
increasing. Thus, there is a unique position, say z1, such that y1(z1) = yMAP/2.
Consider the set of proﬁles S ′′z1 obtained by translating the set S ′′0 by the vector z1.
Clearly, y1 is the unique minimizer in S ′′z1 . But it is also clear thatWBEC(y0(⋅−z1)) =WBEC(y1(⋅)). Thus, as y0(⋅−z1) ∈ S ′′z1 , we must have y0(⋅−z1) = y1(⋅) as announced.
Finally, let us discuss the consequences for the solutions of the DE equation (4.5).
We show that in the space S ′, a solution of the DE equation is necessarily a minimum
of WBEC(y). This implies the statement of the theorem. Let y0 ∈ S ′ denote a
solution of the DE equation. Consider any other proﬁle y1 ∈ S ′, and consider their
resulting displacement interpolant yλ. A computation of the derivative shows that
d
dλWBEC(yλ)∣λ=0 = 0 because y0 is a solution of the DE equation. As the map
λ → WBEC(yλ) is displacement convex, λ = 0 must be a minimum of this map.
Thus WBEC(yλ) ≥ WBEC(y0), and in particular with λ = 1, we obtain WBEC(y1) ≥WBEC(y0). Thus y0 is a minimum of the functional in S ′.
We would like to point out that, while displacement convexity itself is quite gen-
eral and can presumably be generalized to the general potential functionals of [100],
the issue of strict displacement convexity is more subtle. In fact, T. Richardson
[114] pointed out examples of systems where “internal” translation degrees of free-
dom may exist (besides the global one) which would spoil the unicity up to global
translations.
4.4 Existence of Minimizing Proﬁle
In this section, we prove that the functional WBEC attains its minimum using the
“direct method” in the calculus of variations. Before stating and proving the the-
4.4. Existence of Minimizing Proﬁle 103
orem on the existence of the minimizer in Section 4.4.2, we establish some useful
preliminaries in Section 4.4.1.
4.4.1 Preliminaries
The results in this section will allow us to restrict the search of minimizing proﬁles
to those in S that are monotone non-decreasing.
The ﬁrst lemma states that the interaction potential is bounded from below.
Lemma 4.4. For any y in S,
∫
R
dz
⎧⎪⎪⎨⎪⎪⎩y(z) − ⎛⎝∫
1
0
duy(z + u)⎞⎠
⎫⎪⎪⎬⎪⎪⎭ ≥ −12yMAP.
Proof. As h(u) = u, u ≥ 0, is a convex function, we use Jensen’s inequality to write
∫ 1
0
duy(z + u) ≥ (∫ 1
0
duy(z + u)). (4.9)
Further,
∫ M
−M
dz∫ 1
0
duy(z + u) (a)= ∫ 1
0
du∫ M+u
−M+u
dz˜ y(z˜)
=∫ 1
0
du (∫ −M
−M+u
dz˜ y(z˜) + ∫ M
−M
dz˜ y(z˜) + ∫ M+u
M
dz˜ y(z˜)),
where (a) is obtained by ﬁrst changing the order of integration (which is admissible
because the integral converges) and then making the change of variable z˜ = z + u.
And so, by combining this identity with (4.9), we obtain
∫ M
−M
dz
⎧⎪⎪⎨⎪⎪⎩y(z) − (∫
1
0
duy(z + u))⎫⎪⎪⎬⎪⎪⎭+ ∫ 1
0
du∫ −M
−M+u
dz˜ y(z˜) + ∫ 1
0
du∫ M+u
M
dz˜ y(z˜) ≥ 0.
Now, we take the limit M → +∞ for each term of this inequality. By an application
of Lebesgue’s dominated convergence theorem, the last two terms tend to zero and
1
2y

MAP, respectively. Therefore, the limit of the ﬁrst term is bounded from below by−12yMAP, which concludes the proof.
We remark that any constant lower bound is suﬃcient for our purposes: ﬁnding
proﬁles that minimize a potential is equivalent to ﬁnding those that minimize a
potential added to a constant.
The following lemma states that a truncation of the proﬁle at the value yMAP de-
creases the potential functional, so we may restrict our search of minimizing proﬁles
to those with range y(z) ∈ [0, yMAP].
Lemma 4.5. Deﬁne y¯(z) =min{y(z), yMAP}. For all y ∈ S we haveWBEC(y) ≥ WBEC(y¯),
and the inequality is strict if y ≠ y¯.
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Proof. It is easy to prove that a truncation of y(z) at yMAP yields a smaller value
for the single system potential Wsingle(y) (see e.g. the Figure 4.1 for intuition).
Therefore we have Wsingle(y) ≥ Wsingle(y¯).
We now treat the functional corresponding to the interaction term. We deﬁne
the function δy as δy(z) = y(z) − y¯(z) and notice that⎧⎪⎪⎨⎪⎪⎩y(z) ≤ yMAP ⇒ δy(z) = 0 and y¯(z) = y(z),y(z) > yMAP ⇒ δy(z) > 0 and y¯(z) = yMAP. (4.10)
We need to show that Wint(y¯) ≤ Wint(y) or, equivalently, that
∫
R
dz {y¯(z) − (∫ 1
0
du y¯(z + u))}
≤ ∫
R
dz {(y¯(z) + δy(z)) − (∫ 1
0
du (y¯(z + u) + δy(z + u)))}.
We use the binomial expansion to write this as
−1∑
i=0
(
i
)∫
R
dz
⎧⎪⎪⎨⎪⎪⎩y¯(z)iδy(z)−i − (∫
1
0
du y¯(z + u))i(∫ 1
0
duδy(z + u))−i⎫⎪⎪⎬⎪⎪⎭ ≥ 0.
In the following steps, we show that the integral inside the summation above is
positive for any ﬁxed value of i; the inequality follows directly. We see that
(∫ 1
0
du y¯(z + u))i(∫ 1
0
duδy(z + u))−i ≤ yiMAP(∫ 1
0
duδy(z + u))−i
≤ yiMAP∫ 1
0
duδy(z + u)−i,
where the ﬁrst inequality is due to the property y¯(z) ≤ yMAP and the second is
obtained using the convexity of the function h(u) = u; u ≥ 0. We integrate over z,
then make the change of variables z˜ = z + u on the right-hand side to obtain
∫
R
dz (∫ 1
0
du y¯(z + u))i(∫ 1
0
duδy(z + u))−i
≤ ∫
R
dz yiMAP∫ 1
0
duδy(z + u)−i = ∫
R
dz˜ yiMAPδy(z˜)−i. (4.11)
Using the properties of δy in (4.10), we remark that
∫
R
dz yiMAPδy(z)−i = ∫
R
dz y¯(z)i δy(z)−i,
and so the diﬀerence of quantities in the inequality (4.11) is integrable. We thus
obtain the following inequality
∫
R
dz (∫ 1
0
du y¯(z + u))i(∫ 1
0
duδy(z + u))−i ≤ ∫
R
dz y¯(z)iδy(z)−i,
for any i. This yields the desired result.
We next restrict our search of minimizing proﬁles to non-decreasing ones. In
order to achieve this, we will use rearrangement inequalities. We will use a notion of
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increasing rearrangement7 introduced by [94]. In words, an increasing rearrangement
associates to any function y ∈ S with range [0, yMAP] a non-decreasing function
y∗ ∈ S ′ so that the total mass is preserved. More formally, any non-negative function
y in S can be represented in layer cake form
y(z) = ∫ +∞
0
dt1Et(z),
where 1Et(z) is the indicator function of the level set Et = {z∣y(z) > t}. For each
t, the level set Et can be written as the union of a bounded set At and a half line(at,+∞). We deﬁne the associated rearranged set as E∗t = (at − ∣At∣,+∞). The
increasing rearrangement of y is the new function y∗ whose level sets are E∗t . More
explicitly,
y∗(z) = ∫ +∞
0
dt1E∗t (z).
Lemma 4.6. Take any y ∈ S and let y∗ ∈ S ′ be its increasing rearrangement. Then,
WBEC(y) ≥ WBEC(y∗).
Before proceeding with the proof of Lemma 4.6, we state a deﬁnition and a
general rearrangement inequality of Brascamp, Lieb and Luttinger [111].
Deﬁnition 4.7 (Deﬁnition 1.1 [111]). Let f be a non-negative measurable function
on R, let Kfy = {x∣f(x) ≥ y} and let Mfy = μ(Kfy ), where μ denotes the Lebesgue
measure. Assume that Mfα < ∞ for some α < ∞. If fˆ is another function on R with
the same properties as f and, additionally, fˆ(x) = fˆ(−x) for all x ∈ R, and for any
0 < x1 < x2, we have fˆ(x2) ≤ fˆ(x1), and ﬁnally, M fˆy = Mfy for all y > 0, then fˆ is
called a symmetric decreasing rearrangement of f .
Theorem 4.8 (Theorem 1.2 [111]). Let fj , 1 ≤ j ≤ k be non-negative measurable
functions on R, and let ajm, 1 ≤ j ≤ k, 1 ≤ m ≤ n, be real numbers. Then, if fˆj is
the symmetric decreasing rearrangement of fj, we have
∫
Rn
dnx
k∏
j=1
fj
⎛⎝ n∑m=1ajmxm⎞⎠ ≤ ∫Rn dnx
k∏
j=1
fˆj
⎛⎝ n∑m=1ajmxm⎞⎠ (4.12)
Remark 4.9. Theorem 4.8 is non-trivial only if k > n. Otherwise, both integrals
diverge and the inequality trivially holds. We will see in this section that k > n in
our case.
Proof of Lemma 4.6. It is suﬃcient to prove that the increasing rearrangement of a
proﬁle decreases Wint(y) because Wsingle(y) is invariant under rearrangement.
Theorem 4.8 applies to symmetric decreasing rearrangements. Therefore, it is
convenient to ﬁrst “symmetrize” the proﬁles we consider and the potential func-
tional. Consider a proﬁle y ∈ S such that y(z) ∈ [0, yMAP], z ∈ R, (due to Lemma 4.5)
and denote by ys the function such that ys(z) = y(z), z < R and ys(z) = ys(2R −
7Previously, the term “increasing” was used to denote functions that are currently referred to
as “non-decreasing”. So an increasingly rearranged function is allowed to have ﬂat spots. In our
notation, we always use “non-decreasing” to refer to such functions. However, we keep the name
“increasing rearrangement” to be consistent with the literature.
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z), z > R. The value of R is chosen (large enough) so that y(R) is arbitrarily close
to yMAP. Note that ys is integrable over R.
We recall the expression of Wint(y) in (4.7) and rewrite it as
Wint(y) = MAP

lim
R→+∞
{∫ R
−∞
dz y(z) − ∫ R
−∞
dz (∫ 1
0
duy(z + u))}. (4.13)
We now express both integrals between brackets in terms of the symmetrized proﬁle.
For the ﬁrst one, this is immediate
∫ R
−∞
dz y(z) = 1
2
∫
R
dz ys(z). (4.14)
For the second one, some care has to be taken with the averaging over u when z is
near R. One has
∫ R
−∞
dz (∫ 1
0
duy(z + u)) = 1
2
∫
R
dz (∫ 1
0
duys(z + u)) + o( 1
R
). (4.15)
Replacing these two equations in (4.13), we obtain
Wint(y) = MAP
2
∫
R
dz ys(z) − MAP
2
∫
R
dz (∫ 1
0
duys(z + u)). (4.16)
Now, we consider yˆs, the symmetric decreasing rearrangement of ys. The ﬁrst
term in (4.16) is invariant under rearrangement. It remains to prove that the second
term in (4.16) increases upon rearrangement. We express it as follows (dropping
MAP/2)
∫
R
dz (∫ 1
0
duys(z + u)) = ∫
R
dz∫
R
∏
i=1
dui ys(z + ui)1[0,1](ui)
(b)= ∫
R
dz˜∫
R
∏
i=1
du˜i ys(z˜ +R + u˜i + 1
2
)1[− 1
2
, 1
2
](u˜i)
(c)≤ ∫
R
dz˜∫
R
∏
i=1
du˜i yˆs(z˜ +R + u˜i + 1
2
)1[− 1
2
, 1
2
](u˜i)
(d)= ∫
R
dz∫
R
∏
i=1
dui yˆs(z + ui)1[0,1](ui)
= ∫
R
dz (∫ 1
0
du yˆs(z + u)),
where the equality in (b) is due to the changes of variables z˜ = z − R and u˜i =
ui − 12 ; i = 1 . . . , the inequality in (c) is due Theorem 4.8, and the equality in (d)
is obtained by ﬁrst remarking that the indicator function 1[− 1
2
, 1
2
](u˜i) is unchanged
upon rearrangement and then by making the reverse changes of variables z = z˜ +R
and ui = u˜i + 12 ; i = 1 . . . . So far we have obtained
Wint(y) ≥ MAP
2
∫
R
dz yˆs(z) − MAP
2
∫
R
dz (∫ 1
0
du yˆs(z + u)).
To prove that Wint(y) ≥ Wint(y∗), it remains to remark that y∗ is the left-hand
“unsymmetrized” version of yˆs and to reverse the steps (4.13)-(4.16).
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We can thus restrict the search of minimizing proﬁles to the space of non-
decreasing proﬁles (however, as already explained, we cannot exclude the possibility
that there exists a proﬁle y ∈ S such thatWBEC(y) = WBEC(y∗)). In fact, the follow-
ing lemma allows us to further restrict the search of minimizing proﬁles to strictly
increasing ones.
Lemma 4.10. Let y ∈ S ′ be a minimizer of the potential functional WBEC(y). Then
it must be strictly increasing; i.e., y ∈ S ′′.
We establish Lemma 4.10 as a corollary of the two following lemmas.
Lemma 4.11. If y minimizes WBEC(y), then it satisﬁes the DE equation.
Proof. See Section 4.7.1.
Lemma 4.12. If y is non-decreasing and satisﬁes the DE equation, then it cannot
be strictly ﬂat on an interval (a, b) ⊂ R with positive measure.
Proof. See Section 4.7.2.
Proof of Lemma 4.10. The proposition follows directly from Lemmas 4.11 and 4.12.
Below, we mention a lemma that is interesting in itself but not necessary for our
results.
Lemma 4.13. If y minimizes WBEC(y) then it cannot have a ﬂat spot (i.e., y(z) =
yﬂat with 0 < yﬂat < yMAP) in a bounded interval z ∈ [a, b] such that b − a > 1.
Proof. See Section 4.7.3.
The ﬁnal step of these preliminaries concerns a necessary condition that any
minimizing sequence in S ′′0 must satisfy. It is useful to think of such proﬁles as cdf’s.
A minimizing sequence in S ′′0 is, by deﬁnition, any sequence yn ∈ S ′′0 such that
lim
n→∞
WBEC(yn) = inf
y∈S′′0
WBEC(y). (4.17)
Such a sequence exists as long as the functional is bounded from below. This is true
because Ws(y) ≥ 0 and due to Lemma 4.4. Consider the sequence of probability
measures associated to the sequence of cdf’s yn. The following lemma states that
this sequence of measures is tight.
Lemma 4.14. Let yn ∈ S ′′0 be a minimizing sequence of cdf ’s. For any δ > 0, we
can ﬁnd Mδ > 0 (independent of n) such that
yn(Mδ) − yn(−Mδ) > (1 − δ)yMAP,
for all n.
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Proof. Consider a minimizing sequence of cdf’s yn; i.e., satisfying (4.17). Fix any
δ > 0 and suppose that
yn(M) − yn(−M) < (1 − δ)yMAP. (4.18)
We will show that (4.18) implies that necessarily M ≤ c/δ2 for a ﬁxed constant c > 0.
Taking the contrapositive we ﬁnd that: choosing Mδ = c′/δ2 with c′ > c implies that
any minimizing sequence satisﬁes yn(Mδ) − yn(−Mδ) > (1 − δ)yMAP.
From Lemma 4.4 we have
WBEC(yn) ≥ Wsingle(yn) − MAPyMAP2 ≥ ∫ M−M dzWs(yn(z)) − MAPyMAP2 . (4.19)
Now, assuming (4.18) there must be a mass at least δyMAP outside of the interval[−M,M]. Thus, we have yn(−M) ≥ δyMAP/2 or yMAP − yn(M) ≥ δyMAP/2. Recall
that yn ∈ S ′′0 so yn(0) = yMAP/2. Therefore, in [−M,0] or in [0,M] the proﬁle yn(z)
must be δyMAP/2 away from the minima 0 and yMAP of Ws. Moreover, one can check
that Ws(y) has a parabolic shape near the minima at 0 and yMAP so that away from
these minima Ws(y) ≥ Cδ2y2MAP/4 for a constant C > 0 depending only on . These
remarks imply that
∫ M
−M
dzWs(yn(z)) ≥ 1
2
MCδ2y2MAP. (4.20)
As yn is a minimizing sequence, for n large enough its cost must be smaller than
the cost of a ﬁxed reference proﬁle, say ρ(z) = 0, z ≤ 0, ρ(z) = yMAP, z > 0. More
formally, WBEC(yn) < WBEC(ρ) = − MAP
( + 1)yMAP . (4.21)
Finally, combining (4.19), (4.20) and (4.21), we ﬁnd that
M ≤ 2MAP( − 1)
( + 1) y−2MAPCδ2 . (4.22)
4.4.2 The Direct Method
The direct method in the calculus of variations [109,110] is a standard scheme that
is used to prove that minimizers exist. We use this method to obtain the following
theorem.
Theorem 4.15. Let  = MAP. The functional WBEC(y) achieves its minimum overS in the subspace S ′′. There does not exist a minimum in S ′ ∖ S ′′.
Proof. Let us take any minimizing sequence yn of cdf’s; i.e., a sequence that satisﬁes
(4.17). By Lemma 4.14, the corresponding sequence of measures is tight. Thus, by a
simple version of Prokhorov’s theorem for measures on the real line, we can extract
a (pointwise) convergent subsequence of cdf’s ynk → yl as k → +∞ with yl ∈ S ′′0 . We
can thus directly apply Fatou’s lemma to deduce that the potential functional is
lower-semi-continuous, which means that
WBEC(yl) ≤ lim inf
k→+∞
WBEC(ynk). (4.23)
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Putting (4.17) and (4.23) together, we obtain
WBEC(yl) ≤ lim inf
k→+∞
WBEC(ynk) = limn→+∞WBEC(yn) = infS′′0 WBEC(y).
On the other hand, inf
S′′0
WBEC(y) ≤ WBEC(yl). Thus, we conclude that inf
S′′0
WBEC(y) =WBEC(yl).
We have shown that the minimum is achieved in S ′′0 , the space of strictly in-
creasing proﬁles pinned at the origin. Hence, it is achieved in S ′ and S ′′ (note that,
by translation invariance, translations of yl are minimizers in these spaces). Finally,
Lemma 4.10 ensures that there is no minimum in S ′ ∖ S ′′.
4.5 Displacement Convexity
This section contains the main results of the chapter, namely that the potential
functional WBEC(y) is displacement convex in S ′ and strictly displacement convex
in S ′′0 .
4.5.1 Discussion on Displacement Convexity
We provide a brief introduction to displacement convexity in Section 1.7. In this
section, we remind the reader of some basic deﬁnitions and relate them to the content
of the present chapter.
Lemma 4.6 in Section 4.4 shows that we can restrict the minimization problem
to the space of non-decreasing proﬁles. Thus, the discussion below assumes that we
consider such proﬁles. This is the correct setting for deﬁning displacement convexity.
A non-decreasing proﬁle with left limit 0 and right limit yMAP can be thought
of as a cdf (up to scaling because the right limit might not be equal to 1). Further,
such non-decreasing functions have non-decreasing inverse functions (that can also
be thought of as cdf’s, up to scaling). More precisely, consider the following bijective
maps that associate (with an abuse of notation) to a cdf y its inverse z.
z(y) = inf{ z ∶ y(z) > y},
y(z) = inf{y ∶ z(y) > z}.
For any two non-decreasing proﬁles y0, y1 ∈ S ′, we consider z0, z1 their respective
inverses under the maps deﬁned above. Then, for any λ ∈ [0,1], the interpolated
proﬁle yλ is deﬁned as follows.
zλ(y) = (1 − λ)z0(y) + λz1(y),
yλ(z) = inf{y ∶ zλ(y) > z}. (4.24)
The graphical construction of the interpolant pλ of two proﬁles p0 and p1 is shown
in Figure 1.14. It is not diﬃcult to see that if y0 and y1 are in S ′, S ′′, or S ′′0 , then
so is the respective interpolating proﬁle yλ for all λ ∈ [0,1].
Displacement convexity of the potential functional WBEC(y) on the space S ′
means that the following inequality holds
WBEC(yλ) ≤ (1 − λ)WBEC(y0) + λWBEC(y1), (4.25)
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for any y0, y1 ∈ S ′ and all λ ∈ [0,1]. Strict displacement convexity means that
this inequality is strict as long as y0 and y1 are distinct and λ ∈ (0,1). We will
that WBEC(y) is displacement convex by separately proving this property, in Sec-
tions 4.5.2 and 4.5.3, for the single potential (4.6) and the interaction potential (4.7),
respectively. Moreover, we will see that (4.7) is strictly displacement convex in S ′′0 .
4.5.2 Displacement Convexity of the Single-Potential
We ﬁrst prove that the single-potential functionalWsingle(y) is displacement convex.
Note that the single system potential functionWs(y) is not convex in the usual sense
(see Figure 4.1, for example).
Proposition 4.16. Let y0 and y1 be in S ′ and let yλ be their interpolating proﬁle
as deﬁned in Section 4.24. Then
Wsingle(yλ) = (1 − λ)Wsingle(y0) + λWsingle(y1).
Proof. Recall that Wsingle(y) = ∫R dzWs(y(z)). Recall also that yλ(z) as deﬁned in
Section 4.24 is the inverse of zλ(y) = (1 − λ)z0(y) + λz1(y). Thus
∫
R
dzWs(yλ(z)) = ∫ yMAP
0
dzλ(y)Ws(y)
= (1 − λ)∫ yMAP
0
dz0(y)Ws(y) + λ∫ yMAP
0
dz1(y)Ws(y)
= (1 − λ)∫
R
dzWs(y0(z)) + λ∫
R
dzWs(y1(z)).
Thus, the function λ→Wsingle(yλ) is linear, hence convex.
4.5.3 Displacement Convexity of the Interaction-Potential
The proof of displacement convexity of the interaction potential term is more in-
volved.
Proposition 4.17. Let y0 and y1 be in S ′ and let yλ be their interpolating proﬁle
as deﬁned in Section 4.24. Then
Wint(yλ) ≤ (1 − λ)Wint(y0) + λWint(y1). (4.26)
Proof. As y can be seen as a cdf (up to scaling), we associate with it a probabil-
ity measure μ such that y(z) = yMAP ∫ z−∞ dμ(u). We then rewrite the interaction
functional in the form
Wint(yλ) = ∫
R
dμλ(z1) . . .dμλ(z)V (z1, . . . , z), (4.27)
where V (z1, . . . , z) is a totally symmetric “kernel function” that we will compute.
There is an argument by Villani [93] that allows to conclude (4.26) whenever V
is jointly convex (in the usual sense). Let us brieﬂy explain this argument here.
Consider the measures μ0, μ1 associated to the cdf’s y0, y1. Then there exists a
unique non-decreasing map T ∶ R → R such that μ1 = T#μ0. Here T#μ0 is the
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push-forward8 of μ0 under T . Then, from zλ(y) = (1 − λ)z0(y) + λz1(y), we have
that μλ = Tλ#μ0 where Tλ(z) = (1 − λ)z + λT (z). Equation (4.27) can thus be
written as Wint(yλ) = ∫
R
dμ0(z1) . . .dμ0(z)V (Tλ(z1), . . . , Tλ(z)) (4.28)
= !∫
Sz
dμ0(z1) . . .dμ0(z)V (Tλ(z1), . . . , Tλ(z)). (4.29)
In (4.29), we restrict the integrals over the sector Sz = {z = (z1,⋯, z) ∶ zi ≥ zj if i <
j}. This restriction is allowed because V is totally symmetric, as we will see. It
is important to notice that we have Tλ(z1) ≥ ⋅ ⋅ ⋅ ≥ Tλ(z) for any λ ∈ [0,1] because
T is a non-decreasing map. Moreover, the λ dependence in the kernel function is
linear. Thus, the proof of displacement convexity ultimately rests on checking that
the kernel function is jointly convex (in the usual sense) in one sector, say Sz.
9 If
we can establish the usual convexity of V on Sz, then the linearity in λ will pop out
of the integrals over the measures, as we had for the single potential functional. In
fact, the kernel function is translation-invariant and can be expressed as a function
of the distances d1i ≡ z1−zi, i = 1, . . . , , with d11 = 0. We will prove that V is jointly
convex as a function of these distances.
It remains to compute V and to investigate its joint convexity. With appropriate
usage of Fubini’s theorem and after some manipulations, we ﬁnd
Wint(y) = MAPyMAP

∫
R
∏
i=1
dμ0(zi)×⎧⎪⎪⎨⎪⎪⎩∫[0,1]
∏
i=1
dui ∫
R
dz( ∏
i=1
θ(z − zi) − ∏
i=1
θ(z − (zi − ui)))},
(4.30)
where θ(z) denotes the Heaviside step function. So the kernel V (z1, . . . , z) in (4.27)
is the integrand (between the brackets) of the ﬁrst  integrals in (4.30) (as well as
the constant MAPy

MAP/ before the integrals that we drop to alleviate notation).
Our goal, henceforth, is to prove that V is convex in the usual sense. We will reduce
the problem further by proving that, in fact, Vu is convex for all ﬁxed u, where
u = (u1, . . . , u) and
Vu(z) = ∫
R
dz ( ∏
i=1
θ(z − zi) − ∏
i=1
θ(z − (zi − ui))).
We recall here that we restrict our analysis to the sector of the space of ordered
variables Sz. Also, we remark that ∏i=1 θ(ai) = θ(maxi=1... ai). We observe that Vu
can be written in terms of the distances d1i = z1 − zi, i = 1, . . . ,  as
Vu(z) = ∫
R
dz {θ(z − z1) − θ(max
i=1...
(z − (zi − ui)))}= − min
i=1...
(z1 − zi + ui) = − min
i=1...
(d1i + ui)
8Given a measurable map T ∶ R → R, the push-forward of μ under T is the measure T#μ0
such that, for any bounded continuous function φ, ∫R φ(T (z))dμ(z) = ∫R φ(z)d(T#μ)(z). This is
explained in more detail in Section 1.7.
9By symmetry, convexity in one sector implies convexity in other sectors. However this does not
mean that convexity holds if arguments are taken in diﬀerent sectors. And, indeed, in the present
problem, one can check that convexity only holds within each sector.
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Lemma 4.18 below states that Vu is jointly convex in Sz for all ﬁxed u. This implies
that V (z) is jointly convex in Sz. This completes the proof.
Lemma 4.18. The function fu(d) = min
i
(d1i + ui) is concave in d, where d =(d12, . . . , d1l) and d1i ≡ 0.
Proof. Let d and d˜ be two instances of the argument of fu. Then, for λ ∈ [0,1],
fu((1 − λ)d + λd˜) =min
i
((1 − λ)d1i + λd˜1i + ui)=min
i
((1 − λ)(d1i + ui) + λ(d˜1i + ui))≥ (1 − λ)min
i
(d1i + ui) + λmin
i
(d˜1i + ui)= (1 − λ)fu(d) + λfu(d˜).
This shows concavity.
4.6 Strict Displacement Convexity
We now prove that, for two distinct functions y0 and y1 in S ′′0 , the inequality (4.26)
is strict whenever λ ≠ 0,1.
As we already know that the kernel function V (z) is convex in the sector Sz, it is
suﬃcient to show it is strictly convex as a function of the distances d = (d12, . . . , d1)
on some subset of positive measure of the d-space. This is suﬃcient because in (4.29)
the kernel function is integrated against the measure μ0 with full support R. Recall
that μ0 has full support because the proﬁle y0 belongs to S ′′.
Below, we give explicit formulas for V in terms of the distances d1i. These
formulas allow to prove that V is strictly convex in a subset of non-zero measure.
Concretely, this subset is a small enough neighborhood of the origin d1i = 0, i =
2, . . . , .
We remark that it is not easy to see that V is convex in the whole d-space
directly from these formulas.10 In fact, the formulas show that it is certainly not
strictly convex when some of the distances become greater than 1.
4.6.1 Explicit Expressions of Kernel Function
In this section, we compute the kernel function V of Section 4.5.3 and illustrate
some of its properties. In particular, we show that it is strictly convex in a set of
positive measure.
Recall that the function is totally symmetric under permutations. It is therefore
enough to compute it in a ﬁxed sector Sz = {z = (z1,⋯, z) ∶ zi ≥ zj if i < j}. We
express V in terms of the distances d1i, that are ordered such that d1i < d1j if i < j.
We ﬁrst discuss the explicit examples  = 2 and  = 3 and then ﬁnd a general
formula for the kernel. For  = 2 an explicit computation yields,
V(=2)(d12) = ⎧⎪⎪⎨⎪⎪⎩−
1
2 if d12 ≥ 1,−12 + 16(1 − d12)3 if d12 < 1.
10However we already know that V is convex by the method of proof of the previous section.
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By taking the second derivative, it is easy to see that V(=2) is convex everywhere,
and strictly convex for d12 < 1.
For  = 3, we have d12 < d13 and the computation yields,
V(=3)(d12, d13) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
V(=2)(d12) if d13 ≥ 1,
−12 + 16(1 − d12)3+ 112(1 − d13)4 if d13 < 1.+16d12(1 − d13)3
For d13 < 1 the Hessian is
⎛⎜⎜⎝
1 − d12 −1
2
(d13 − 1)2−1
2
(d13 − 1)2 −(d13 − 1)(1 + d12 − d13)
⎞⎟⎟⎠ ,
and the corresponding eigenvalues are
λ1,2 = 1
2
{2 − 2d13 − d12d13 + d213 ±√Δ},
where
Δ = 1 + 4d212 − 4d13 − 8d12d13 − 4d212d13 + 10d213+ 8d12d213 + d212d213 − 8d313 − 2d12d313 + 2d413.
A plot of the eigenvalues shows that they are non-negative in the region 0 ≤ d12 ≤
d13 ≤ 1. In fact, one eigenvalue is strictly positive everywhere in this region, and the
other is strictly positive everywhere in this region except at the boundary d13 = 1,
where it becomes equal to zero. This is consistent with the fact that V(=3)(d12, d13) =
V(=2)(d12) when d13 ≥ 1. For d13 ≥ 1, the Hessian always has a vanishing eigenvalue,
and a strictly positive one when d12 < 1. For d12 ≥ 1, the kernel V(=3)(d12, d13) is
constant and both eigenvalues vanish. To summarize the kernel is always convex,
and strictly convex for 0 ≤ d13 < 1.
These results can be generalized for all . We ﬁnd the general expression of the
kernel
V(d12,⋯, d1) = ∑
k=2
∑
m=k
(1 − d1m)m−k+3(m − k + 3)(m − k + 2)× ( ∑
S⊆{2,...,m−1}
∏
n∈S
d1n).
The corresponding Hessian (Hij) is a symmetric matrix of dimension (−1)×(−1)
with matrix elements that are polynomials in d1i, i = 1, . . . , . In particular, at d1i = 0
for all i we have Hii = 1 and Hij = − 1j+1 +∑m=j+1 1(m−1)(m−2) = − 1−1 ; j > i. Deﬁning
v as the (− 1)-dimensional vector of 1’s and denoting by 1 the (− 1)-dimensional
identity matrix, we remark that H at the origin can be expressed as
H = (1 + 1
 − 1)1 − 1 − 1vvT.
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The eigenvalues of this matrix are 1+ 1−1 and 1 (with 1+ 1−1 having degeneracy −2).
As these eigenvalues are strictly positive, the Hessian is strictly positive deﬁnite at
the origin, and thus (by continuity) also in a small neighborhood of the origin. Thus
V is a strictly convex function of d1i, i = 2, . . . ,  in a small neighborhood of the
origin.
4.7 Appendix
4.7.1 Proof of Lemma 4.11
Proof of Lemma 4.11. Consider a proﬁle y and a function η such that lim
z→±∞
η(z) = 0.
We compute the directional derivative (also called the functional derivative) of the
potential WBEC(y) in the direction of η,
δWBEC
δy
[η] = lim
γ→0
WBEC(y + γη) −WBEC(y)
γ
.
A calculation gives
δWBEC
δy
[η] = ∫
R
dz η(z){1 − (1 − y(z)) 1r−1 − MAP∫ 1
0
ds (∫ 1
0
duy(z + u − s))−1}.
Now consider the function
ηy(z) = −{1 − (1 − y(z)) 1r−1 − MAP∫ 1
0
ds (∫ 1
0
duy(z + u − s))−1}.
The directional derivative of WBEC(y) in the direction of ηy satisﬁes
δWBEC
δy
[ηy] ≤ 0 (4.31)
because the integrand is a square. Now assume that y is a minimizing proﬁle. In
the case where equality is met in (4.31), y satisﬁes the DE equation. Consider the
case where the inequality is strict. Then,
δWBEC
δy
[ηy] = lim
γ→0
WBEC(y + γηy) −WBEC(y)
γ
< 0,
and we can ﬁnd γ0 small enough such that
WBEC(y + γ0ηy) < WBEC(y).
So y cannot be a minimizing proﬁle, and this concludes the proof by contradiction.
4.7.2 Proof of Lemma 4.12
Proof of Lemma 4.12. If y satisﬁes the DE equation, then
1 − (1 − y(z)) 1r−1 = MAP∫ 1
0
ds (∫ 1
0
duy(z + u − s))−1
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By taking the derivative with respect to z on each side, we ﬁnd that (with y′ denoting
the derivative of y)
(1 − y(z)) 2−rr−1 1
r − 1y′(z) (4.32)= MAP∫ 1
0
ds (l − 1)(∫ 1
0
duy(z + u − s))−2∫ 1
0
dwy′(z +w − s).
Notice that ∫ 10 dv y′(z + v − s) = ∫ 10 dv ddvy(z + v − s) = y(z + 1 − s) − y(z − s).
Now assume that there exists a ﬂat spot of y for z ∈ (a, b) where it takes some
value yﬂat. We consider “maximal” intervals (a, b) such that y takes values diﬀerent
than yﬂat for all z /∈ (a, b). On this ﬂat spot, (4.32) becomes
0 = ∫ 1
0
ds (∫ 1
0
duy(z + u − s))−2(y(z + 1 − s) − y(z − s)). (4.33)
We will now show that this equality cannot be satisﬁed.
Let us ﬁrst consider the case when a and b are ﬁnite. As (a, b) is maximal and
y is non-decreasing, we know that 0 < yﬂat < yMAP, y(z) < yﬂat for all z < a and
y(z) > yﬂat for all z > b. Now let us ﬁx z ∈ [b − 1 + δ0, b], where 0 < δ0 < 1 is chosen
so that the equality (4.33) holds (the derivative is zero). But for such z and for
all 0 ≤ s < 1, ∫ 10 duy(z + u − s) ≥ ∫u>s duy(z + u − s) ≥ (1 − s)yﬂat > 0. Thus we
should have y(z + 1− s) = y(z − s) almost everywhere for s ∈ [0,1] for (4.33) to hold.
This is not possible. Indeed, take s ∈ [0, δ1] with 0 < δ1 < δ0 is small enough so
that z − s < b < z + 1 − s and thus y(z + 1 − s) − y(z − s) > y(b + δ0 − δ1) − y(b) > 0.
These arguments prove that a non-decreasing solution of DE cannot be ﬂat for
z ∈ [b − 1 + δ0, b]. We repeat the argument on [b − k + δ0, b − (k − 1) + δ0] for all
1 < k < K such that b −K + δ0 < a and ﬁnd that a non-decreasing solution of DE
cannot be ﬂat on each of those intervals, and thus on [b − (K − 1) + δ0, b]. Finally,
we repeat the argument on the last interval [a, b − (K − 1) + δ0] and deduce that a
non-decreasing solution of DE cannot be ﬂat on [a, b].
Next, we consider the case when a = −∞. In this case, we have that y(z) = 0 for
all z ≤ b and y(z) > 0 for all z > b. The analysis is similar to the preceding one. First
ﬁx z in the interval ∈ [b − 1 + δ0, b], 0 < δ0 < 1. The derivative y(z) is zero for such a
value of z and so the equality (4.33) is satisﬁed. Now take s ∈ [0, δ1] with 0 < 2δ1 < δ0.
Then y(z+1−s)−y(z−s) = y(z+1−s) > y(b+δ0−δ1) > 0, and for 1−δ0+2δ1 < u < 1
we have y(z +u−s) > y(b+ δ1) so ∫ 10 duy(z +u−s) > (1+ δ0 −2δ1)y(b+ δ1) > 0. Thus
the right hand side of (4.33) does not vanish which is a contradiction. We carry out
the same analysis as above for z ∈ [b − k + δ0, b − (k − 1) + δ0] for k ∈ N, and thus
deduce that y cannot be ﬂat on [−∞, b].
Finally, consider the case when b = +∞. The analysis is essentially symmetric to
the preceding one. In this case we have y(z) = yMAP for z > a and y(z) < yMAP for
z < a. First ﬁx z in the interval [a, a+1−δ0]. For such z (4.33) holds. For s ∈ [1−δ1,1]
with δ1 < δ0 we have y(z + 1− s) − y(z − s) > yMAP − y(a− δ0 + δ1) > 0. Moreover it is
clear that ∫ 10 duy(z +u− s) > 0. So the right hand side of (4.33) cannot vanish, and
we arrive at a contradiction. We repeat the argument for z ∈ [a+k−δ0, a+(k+1)−δ0]
for k ∈N, and conclude that y cannot be ﬂat on [a,+∞].
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4.7.3 Proof of Lemma 4.13
Proof of Lemma 4.13. Suppose that y is a non-decreasing minimizing proﬁle and
that it has a constant value 0 < yﬂat < yMAP on a bounded interval of length greater
than 1. We will construct another proﬁle that has strictly less energy.
We start by expressing the single potential as follows
Wsingle(y) = ∫ a
−∞
dzWs(y(z)) + ∫ b−1
a
dzWs(y(z)) + ∫ +∞
b−1
dzWs(y(z))
= ∫ a
−∞
dzWs(y(z)) + (b − 1 − a)Ws(y(a)) + ∫ +∞
b−1
dzWs(y(z)).
By applying the change of variables z˜ = z − (b − 1) + a on the rightmost integral, we
express it as
∫ +∞
b−1
dzWs(y(z)) = ∫ +∞
a
dzWs(y(z + b − 1 − a)).
We deﬁne the proﬁle y˜ by
y˜(z) = ⎧⎪⎪⎨⎪⎪⎩y(z) if z ≤ a,y(z + b − 1 − a) if z > a,
and remark that it is also non-decreasing. We thus obtainWsingle(y) = Wsingle(y˜) + (b − 1 − a)Ws(yﬂat).
Note that as 0 < yﬂat < yMAP we have Ws(yﬂat) > 0. Thus Wsingle(y) > Wsingle(y˜).
For the interaction potential, we prove that Wint(y) = Wint(y˜). Indeed,
Wint(y) = MAP

∫
R
dz {y(z) − (∫ 1
0
duy(z + u))}
= MAP

∫ a
−∞
dz {y(z) − (∫ 1
0
duy(z + u))} (4.34)
+ MAP

∫ b−1
a
dz {y(z) − (∫ 1
0
duy(z + u))} (4.35)
+ MAP

∫ +∞
b−1
dz {y(z) − (∫ 1
0
duy(z + u))}. (4.36)
We use the same deﬁnition of y˜ as above, and denote the functionals in (4.34), (4.35),
and (4.36) by T1(y), T2(y), and T3(y) respectively. Observe that
  T1(y) = T1(y˜) because
y(z) = y˜(z) if z < a
y(z + u) = y˜(z + u) if z < a, and 0 < u < 1.
  T2(y) = 0 because y(z) = y(z + u) = yﬂat when a < z < b − 1.
  T3(y) = T2(y˜)+T3(y˜) because, by the change of variables z˜ = z −(b− 1)+a, we
have
T3(y) = MAP

∫ +∞
a
dz{y(z + b − 1 − a) − (∫ 1
0
duy(z + b − 1 − a + u))}
= MAP

∫ +∞
a
dz{y˜(z) − (∫ 1
0
du y˜(z + u))}.
4.7. Appendix 117
Thus T1(y) + T2(y) + T3(y) = T1(y˜) + T2(y˜) + T3(y˜)
Combining these results we obtain
WBEC(y) = WBEC(y˜) + (b − 1 − a)Ws(yﬂat) > WBEC(y˜)

Displacement Convexity for
General Scalar Systems 5
5.1 Introduction
Considering the excellent performance that spatially coupled systems have exhibited
in various frameworks, such as coding, compressive sensing, statistical physics, and
random constraint satisfaction problems, it should hardly come as a surprise that
there are fundamental mathematical structures behind spatially coupled systems.
This chapter is concerned with the somewhat hidden convexity structure, called
displacement convexity, in coupled systems that are governed by a set of scalar
density-evolution (DE) equations. This structure was introduced by McCann [92]
and is well known in the theory of optimal transport [93].
In this chapter, we consider general coupled systems governed by scalar DE (or
DE-like) equations.1 We look at the system during the static phase, when the system
parameter is equal to the static threshold and the DE equations can no longer modify
the state of the system. In the context of coding, for instance, this corresponds to
the case when the channel parameter is equal to the maximum a-posteriori (MAP)
threshold. The deﬁnition is diﬀerent for more general systems (see Section 5.2). We
deﬁne an associated potential functional whose stationary point equations are the
ﬁxed points of the DE equations. Then, we use displacement convexity to establish
the strict convexity of this potential. This proves that the potential admits a unique
minimizer. By ﬁnding the space of proﬁles to which this minimizer belongs, we
characterize the unique ﬁxed point of the coupled system’s DE equations.
Displacement convexity is a mathematical tool that was ﬁrst introduced by Mc-
Cann to describe interacting gases and equilibrium crystals [92] and later applied
to various problems, including optimal transport [93, 115, 116] and probability the-
1 The content of this chapter is based on previous work [73,75].
[73] R. El-Khatib, N. Macris, T. Richardson, R. Urbanke, “Analysis of coupled scalar systems by
displacement convexity,” International Symposium on Information Theory (ISIT) 2014, Honolulu,
Hawaii, IEEE pp. 2321 – 2325.
[75] R. El-Khatib, N. Macris, T. Richardson, R. Urbanke, “Displacement convexity in spatially
coupled scalar recursions,” in preparation (2016) to be submitted to the IEEE Transactions on
Information Theory.
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ory [117, 118]. A functional that is displacement convex is essentially convex with
respect to an alternative structure in the space of probability measures. In order
to apply this tool on the potential functional that we consider in this chapter, we
will ﬁrst show that the proﬁles that solve the DE equations can be seen as probabil-
ity measures, and then give mild conditions under which the potential is (strictly)
convex, with respect to the alternative structure.
As usual, we construct a spatially coupled system from an uncoupled one by
placing Lc +W copies of the latter on a spatial axis and coupling them locally
within some window of size W . We run an iterative message-passing algorithm on
the spatially coupled system and assess its large-system asymptotic performance by
using the solutions of the associated coupled DE-like equations. The ﬁxed points
of these equations can be viewed as the stationary point equations of the potential
functional. In the continuum limit Lc ≫W ≫ 1, the DE equations and the potential
become continuous space objects.
In Chapter 4, we considered the spatially coupled (, r)-regular Gallager en-
semble with transmission over the binary erasure channel (BEC). Here, we instead
consider general scalar coupled systems (with general coupling window functions),
but also restrict our analysis to the static phase. Although the formalism in Chap-
ter 4 can be extended to a few general scalar recursions, such as those pertaining to
irregular LDPC codes, it does not appear to extend to a very wide class of general
scalar recursions. The main purpose of the present chapter is to prove that a rather
general class of scalar systems also exhibits the property of displacement convexity,
and even strict displacement convexity, under rather mild assumptions. Although
the analysis in the present chapter is similar in spirit to that in Chapter 4, it is also
signiﬁcantly diﬀerent and more far-reaching in its range of applications.
We mention the main diﬀerences between the approaches taken in Chapter 4
and the present chapter. There are various possible formulations of the potential
functional. Here, we use the representation from [69,70] for scalar systems, expressed
in terms of both proﬁles x and y, whereas in the previous chapter, we consider a
potential functional expressed solely in terms of the proﬁle y. The functional we
use in the present chapter enables us to obtain much more general proofs that hold
under quite mild conditions. Moreover, here we allow the update functions f and g
to have discontinuities, a property that the update functions in Chapter 4 inherently
lack (in the case of the speciﬁc code ensemble we consider). Although we assume,
in Chapter 4, that the proﬁles we consider have high (enough) rates of convergence
towards their limits, in this chapter we circumvent this restriction by using analysis
via “K-saturated proﬁles” that are cut oﬀ to the function’s left limit when the spatial
coordinate is smaller than −K, and to the right limit when the spatial coordinate is
larger than K (see Deﬁnition 5.9).
In the present chapter, we prove that, under mild conditions, the potential func-
tional governing the general coupled system is strictly displacement convex in the
space of non-decreasing functions with ﬁnite left and right limits (that we deﬁne
later), and that it attains its minimum in this space. These conditions can be sum-
marized as the strictly positive gap condition that was deﬁned in [69,70], as well as
some boundedness conditions on the coupling window.
At ﬁrst, we begin our analysis with general proﬁles that have normalized images[0,1] and normalized limits 0 and 1 at −∞ and +∞, respectively, on the spatial
axis of coupling. Then, using rearrangement inequalities, we prove that the coupled
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potential functional yields smaller values with the rearranged non-decreasing coun-
terparts of these functions than with the original ones. This enables us to restrict
our search for minimizers of the potential to the space of non-decreasing functions
with the above limits. At this point, we can view the proﬁles as cumulative distribu-
tion functions (cdf’s), which is the right setting for displacement convexity. Using
the direct method in the calculus of variations [109], we prove that the potential
attains its minimum in this space of proﬁles, as we have done in Chapter 4. We
note that this existence result was proved using a diﬀerent technique in [69,70].
To prove that the potential functional is displacement convex, we ﬁrst split it
into two contributions that we call the single and interaction potentials. We then
prove that the single potential is aﬃne in the interpolation parameter λ and the
interaction potential is convex in it. To do this, we ﬁrst prove these properties for
“K-saturated” non-decreasing proﬁles, then we map the result back to more general
non-decreasing ones that have limits 0 and 1 and −∞ and +∞, respectively. Finally,
we use displacement interpolation and again some saturation properties to prove
that the minimizing pair of proﬁles is unique up to translation.
The main propositions of this chapter are: (i) Proposition 5.17 that states
that the potential functional has the displacement convexity property; (ii) Propo-
sition 5.21 that asserts that monotonic minimizers of the potential functional are
ﬁxed-point solutions of the spatially coupled DE equations (in a generalized sense);
(iii) Proposition 5.27 that gives the condition for unicity of the minimizers up to
translations along the spatial axis. It is also of interest that the potential functional
satisﬁes a rearrangement inequality, namely (iv) Proposition 5.15 that ensures that
one can ﬁnd minimizers among monotonic spatial ﬁxed points. The conditions for
our results to hold are rather mild and essentially match those in [69, 70] for the
existence of spatial ﬁxed points.
This chapter is organized as follows. In Section 5.2, we introduce spatially cou-
pled recursions and the variational formulation. In Section 5.3, we prove rearrange-
ment inequalities that allow us to reduce the search for minima of the potential to a
space of monotonic functions, and in Section 5.4, we discuss the existence question
using the direct method from functional analysis. In Section 5.5, we prove that the
potential is displacement convex. In Section 5.6, we generalize the notion of ﬁxed-
point solutions to the DE equations and show that such generalized solutions are
minimizers of the potential. In Section 5.7, we address the unicity of the minimizer,
and ﬁnally, in Section 5.8, we illustrate displacement convexity with applications to
coding and compressive sensing.
5.2 Preliminaries
5.2.1 Single System
In this section, we explain the set-up for general spatially coupled scalar recursions
and give a variational formulation of these recursions. The ﬁxed-point equations
of the scalar recursions will be generically called “density evolution” (DE) equa-
tions. The case of the (, r)-regular LDPC code ensemble with transmission over
the BEC() will serve as a concrete running example for the setting. We note that,
although this speciﬁc application has been analyzed in detail in Chapter 4, the
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approach we take in the present one is diﬀerent, as it considers a system of DE
equations, instead of only one DE recursion.
Consider the pair of DE ﬁxed point equations⎧⎪⎪⎨⎪⎪⎩u = g(v),v = f(u), (5.1)
where u, v ∈ [0,1]. The update functions f , g are assumed to be non-decreasing from[0,1] to [0,1], and normalized such that f(0) = g(0) = 0 and f(1) = g(1) = 1. We will
think of them as EXIT-like curves of DE (u, f(u)) and (g(v), v) for u, v ∈ [0,1] (see
Figure 5.1). It is always possible to adopt this normalization in speciﬁc applications.
Example 5.1. Take an (, r)-regular Gallager ensemble, with transmission over
the BEC(). Let y (resp. x) be the erasure probabilities emitted by the check (resp.
variable) nodes. The DE ﬁxed-point equations are y = 1 − (1 − x)r−1 and x = y−1.
In this chapter, we are interested in the speciﬁc value of the channel parameter
 = MAP. We denote by xMAP, yMAP the non-trivial stable ﬁxed point when  = MAP.
To achieve the normalization of (5.1), we make the change of variables y = yMAPu
and x = xMAPv, so that the DE equations become u = y−1MAP(1 − (1 − xMAPv)r−1) and
v = MAPx−1MAPy−1MAPu−1. Note that we must have 1 = y−1MAP(1 − (1 − xMAP)r−1) and
1 = MAPx−1MAPy−1MAP. We then set⎧⎪⎪⎨⎪⎪⎩g(v) = y
−1
MAP(1 − (1 − xMAPv)r−1),
f(u) = u−1, (5.2)
that satisfy the required normalizations f(0) = g(0) = 0 and f(1) = g(1) = 1. The
corresponding EXIT curves have three intersections. The one at (0,0) corresponds
to the trivial ﬁxed point of DE, the one at (1,1) corresponds to the stable non-trivial
ﬁxed point of DE, and the third one at some middle point corresponds to the unstable
ﬁxed point.
We will use the “single” potential function associated to the DE equations (5.1);
it was introduced in [69,70] and is deﬁned as
φ(f, g;u, v) = ∫ u
0
du˜ g−1(u˜) + ∫ v
0
dv˜ f−1(v˜) − uv. (5.3)
When the update functions f and g are clear from context or irrelevant, we often
drop them as arguments from the notation and denote this potential function by
φ(u, v). As g−1 and f−1 are non-decreasing, φ(u, v) is convex in u for ﬁxed v, and
convex in v for ﬁxed u. It is minimized over v by setting v = f(u), and over u by
setting u = g(v).
By substituting v = f(u) in (5.3), we obtain the integral of the signed area
between the two EXIT curves (see ﬁg. 5.1) as
A(f, g;u) = φ(f, g;u, f(u))= ∫ u
0
du˜ (g−1(u˜) − f(u˜)). (5.4)
The signed area A and the potential function φ prove to be crucial quantities in
our analysis and setting. For instance, the following result was shown in [69,70] that
relates them to the DE system of equations (5.6) that corresponds to the spatially
coupled system (that we describe in Section 5.2.2).
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Lemma 5.2. If there exists an interpolating ﬁxed point solution to (5.6), then
φ(f, g;u, v) ≥ 0,
for all u, v ∈ [0,1] and A(f, g; 1) = φ(f, g; 1,1) = 0.
The result applies not only to interpolating ﬁxed points, but also to a relaxed
deﬁnition of interpolating “consistent” ﬁxed points that we deﬁne in Section 5.6. In
[69,70], when the assumption φ(f, g; 1,1) = 0 is made, the condition φ(f, g;u, v) ≥ 0
for all u, v ∈ [0,1] is termed the positive gap condition (PGC). In this chapter,
however, we will assume that φ(f, g; 1,1) = 0 throughout, so the term “positive gap
condition” will be used to imply both this equality and the inequality in Lemma 5.2.
When the inequality in Lemma 5.2 is strict, i.e., φ(f, g;u, v) > 0 for (u, v) /∈{(0,0), (1,1)}, the condition is termed the strictly positive gap condition (SPGC)
in [69,70]. In this case it was shown that an interpolating ﬁxed-point proﬁle exists,
provided that the coupling-window function w is strictly positive on the interior of
some interval [−W,W ] and zero oﬀ of the interval. This support condition on the
function w can be relaxed under various other conditions, see [69, 70].
Deﬁnition 5.3. We say that the positive gap condition (PGC) is satisﬁed when
φ(f, g; 1,1) = 0 and φ(f, g;u, v) ≥ 0 for all u, v ∈ [0,1]. The strictly positive gap con-
dition is satisﬁed when φ(f, g; 1,1) = 0 and φ(f, g;u, v) > 0 for (u, v) /∈ {(0,0), (1,1)}.
Example 5.4. For the (, r)-regular Gallager ensemble with transmission over the
BEC(), when  = MAP, we have the potential function
φ(u, v) = 1
xMAP
{u − r − 1
yMAPr
(1 − (1 − yMAPu) rr−1 ))} +  − 1

v

−1 − uv,
and the signed area
A(f, g;u) = 1
xMAP
{u + r − 1
yMAPr
((1 − yMAPu) rr−1 − 1)} + u

.
Moreover, we have A(f, g; 1) = 0. In fact, this last constraint together with the
two ﬁxed point equations yMAP = 1−(1−xMAP)r−1 and xMAP = MAPy−1MAP completely
determine MAP, xMAP and yMAP. The SPGC holds for this example (see Section 5.8
for further illustration).
5.2.2 Spatially Coupled System
To obtain the spatially coupled version of the “single” system above, we place Lc+W
replicas of the latter on the positions z = −W + 1, . . . , Lc of the spatial axis, and
reconnect their edges locally within a coupling window, so that the original degree
distributions of the nodes are preserved.2
The natural setting for displacement convexity of spatial coupling is the con-
tinuum setting that can be thought of as an approximation of the corresponding
discrete system in the regime of large spatial length Lc → +∞ and coupling window
2We loosely deﬁne the construction of the spatially coupled ensemble in this chapter because it
has been described in all the previous chapters. One can consult with Section 1.5 for more details
on this construction.
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size W → +∞. The continuum limit has already been introduced in the litera-
ture as a convenient means to analyze the behavior of an originally discrete model
[54, 55, 69,70].
The potential functional for the spatially coupled system is described in discrete
form in (1.67) and in the continuum limit in (1.83). We write the coupled system
potential here directly in the continuum limit. Consider a spatially coupled system
with an averaging window function w ∶ R→ R that is always assumed to be bounded,
non-negative, even, integrable, and normalized such that ∫R dxw(x) = 1. The aver-
aging window is the means for “coupling” in “spatial coupling”. So far in the thesis,
we have only considered the uniform averaging window, but in the present chapter
we consider the more general window function that we have just described. Let us
deﬁne the constant
Cw ∶= ∫
R
dz ∣z∣w(z). (5.5)
We assume throughout the chapter that Cw is ﬁnite. As we shall see, this is directly
related to the ﬁniteness of the potential. Let x, y ∶ R → [0,1] be two functions
and denote by xw = x ⊗ w and yw = y ⊗ w their usual convolution with w, i.e.,
xw(z) = ∫R dz˜ x(z˜)w(z − z˜) and yw(z) = ∫R dz˜ y(z˜)w(z − z˜). The pair of ﬁxed-point
DE equations of a spatially coupled scalar continuous system are⎧⎪⎪⎨⎪⎪⎩y(z) = g(x
w(z)),
x(z) = f(yw(z)), (5.6)
where z ∈ R is the spatial position. We refer to the functions x, y as proﬁles and
to f , g as update functions. A pair of proﬁles x, y ∶ R → [0,1] that solves the above
equations almost everywhere is called a ﬁxed point. Note that (5.6) are non-local
equations.
In this chapter, we are interested in proﬁles p ∶ R → [0,1] (p denotes a generic
proﬁle like x and y) that satisfy the limit conditions
lim
z→−∞
p(z) = 0, lim
z→+∞
p(z) = 1. (5.7)
We note that these two limit values are the extreme ﬁxed points of (5.1). We refer
to such proﬁles as interpolating proﬁles. A pair x, y of interpolating proﬁles that
solves (5.6) is called an interpolating ﬁxed point.
Deﬁnition 5.5. A function p ∶ R→ [0,1] that satisﬁes (5.7) is called an interpolat-
ing proﬁle. A pair x, y of interpolating proﬁles that solves (5.6) almost everywhere,
i.e., up to a set of measure zero, is called an interpolating ﬁxed point.
In Section 5.3 we show that, when minimizing the potential functional over the
space of interpolating proﬁles, we can focus on monotonic (non-decreasing) proﬁles.
The solutions of spatially coupled DE equations (5.6) are given by the stationary
points of a potential functional W2 of x and y that we deﬁne in (1.83). We repeat it
below for convenience. This can be checked by setting the functional derivatives of
this potential functional with respect to each of x and y to zero. We set
W2(x, y) = ∫
R
dz Ix,y,w(z), (5.8)
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Figure 5.1: A generic example of the systems we consider. The EXIT-like curves are
f (in red) and g−1 (in blue). The signed area A(f, g; 1) from (5.4) is the sum of the
light gray areas (positively signed) and the dark gray areas (negatively signed), and it is
equal to 0.
where we have introduced the notation
Ix,y,w(z) =∫ y(z)
0
dug−1(u) + ∫ x(z)
0
dv f−1(v) − xw(z)y(z). (5.9)
We note that the potential above is related to that in (1.83) by
W2(x, y) =ΔW2(x, y) + ∫
R
dz P2(z, x0, y0)
= ∫
R
dz P2(z, x, y),
Here, we do not have to subtract a reference energy as done in (1.83). As explained in
the introduction, we consider the static phase in this chapter. Due to the paragraph
below, as well as some “saturation” properties that we prove, we can see that this
integral is well-deﬁned.
Example 5.6. For the (, r)-regular LDPC code and transmission over the BEC()
the potential (5.8) is
W2(x, y) = ∫
R
dz { 1
xMAP
{y(z) − r − 1
yMAPr
(1 − (1 − yMAPy(z)) rr−1 )}
+  − 1

x(z) −1 − xw(z)y(z)}.
Note that the limit of the integrand in (5.8) (and the example) vanishes when
z → −∞ because of the condition (5.7) on the proﬁles. It also vanishes when z → +∞
because of (5.7) and A(f, g; 1) = 0. However, this does not suﬃce for the existence of
the integral, essentially due to the fact that xw − x may not be Lebesgue integrable
(for monotonic proﬁles this diﬃculty does not arise). So, it is possible thatW2(x, y)
fails to be well-deﬁned as a Lebesgue integral for some choices of the interpolating
proﬁles.
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Once we consider interpolating proﬁles and assume the PGC and that Cw < ∞,
we can circumvent this technical issue by deﬁning the potential functional as
W2(x, y) = lim
A,B→∞
∫ B
−A
dzIx,y,w(z). (5.10)
We show below that this limit always exists (it is possibly +∞).
Lemma 5.7. Assuming the PGC, for any interpolating proﬁle pair x, y, we have
that
W2(x, y) ≥ ∫
R
dz φ(xw(z), y(z)), (5.11)
and, given a sequence of interpolating pairs xi, yi converging pointwise almost every-
where to the interpolating pair x, y, we have
lim inf
i→∞
W2(xi, yi) ≥ W2(x, y). (5.12)
Proof. Deﬁne Hf(x) = ∫ x0 dv f−1(v) and Hg(y) = ∫ y0 dug−1(u). We use the notation(Hf ○ x)(z) =Hf(x(z)) and (Hg ○ y)(z) =Hg(y(z)). Note that
Ix,y,w = (Hg ○ y) + (Hf ○ x) − xwy.
Now, if we deﬁne
I˜x,y,w = (Hg ○ y) + (Hf ○ x)w − xwy,
then
∫ B
−A
dz Ix,y,w(z) = ∫ B
−A
dz I˜x,y,w(z) + ∫ B
−A
dz (Ix,y,w(z) − I˜x,y,w(z))
= ∫ B
−A
dz I˜x,y,w(z) + ∫ B
−A
dz ((Hf ○ x) − (Hf ○ x)w(z)).
Taking the limits A,B → +∞ by deﬁnition (5.10) and Lemma 5.29 we obtain
W2(x, y) = lim
A,B→+∞
∫ B
−A
dz I˜x,y,w(z).
We will shortly see that the PGC implies that I˜x,y,w(z) is non-negative so thatW2(x, y) is well-deﬁned (it is possibly +∞). This also means that it is possible to
adopt W2(x, y) = ∫
R
dz I˜x,y,w(z), (5.13)
as an alternative expression for W2(x, y).
Now, note that Hf(x) and Hg(y) are convex functions because f−1 and g−1 are
non-decreasing. Indeed,
Hf(x + a) −Hf(x) = ∫ x+a
x
dv f−1(v)≥ af−1(x)= aH ′f(x).
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By Jensen’s inequality we have
(Hf ○ x)w ≥ (Hf ○ xw),
and we therefore obtain
I˜x,y,w(z) ≥ φ(xw(z), y(z)), (5.14)
that proves the non-negativity of I˜x,y,w(z) because φ(xw(z), y(z)) is non-negative
by the PGC.
Integrating (5.14) and using (5.13), we obtain the ﬁrst claim (5.11) of the lemma.
Furthermore, we obtain the second claim (5.12) directly by applying Fatou’s lemma
to (5.13) (we can apply Fatou’s lemma because by (5.14) I˜xi,yi,w is a non-negative
sequence, and it converges to I˜x,y,w).
Let us remark that, in the process of proving this lemma, we have seen thatW2(x, y) can be deﬁned as (5.10) or, equivalently, as (5.13), as long as we assume
the PGC, interpolating proﬁles, and Cw < +∞.
5.2.3 Discussion
In Section 5.6, we show that among all interpolating proﬁles, monotonic interpo-
lating consistent ﬁxed points are minimizers of W2. To do this, we use rearrange-
ment properties that are summarized in Section 5.3. For a ﬁxed x, we always haveW2(x, y) ≥ W2(x, g ○xw). This is because Ix,y,ω(z) is convex in y(z), for ﬁxed x(z),
and setting y(z) = g(xw(z)) minimizes Ix,y,ω(z) over y(z), for ﬁxed x(z).
One of the main results of this chapter is to show the displacement convexity
of W2 in its two arguments. More precisely, we can think of interpolating between
two pairs (x0, y0) and (x1, y1) of monotonic proﬁles by interpolating their inverse
functions. Hence, we consider⎧⎪⎪⎨⎪⎪⎩x
−1
λ = (1 − λ)x−10 + λx−11 ,
y−1λ = (1 − λ)y−10 + λy−11 ,
and show that W2(xλ, yλ) is a convex function of λ. Note that, for a monotonic
interpolating proﬁle p, the inverse function p−1(u) is uniquely deﬁned for almost
all u ∈ (0,1); also, the right and left limits, p−1(u+) and p−1(u−), respectively,
are uniquely determined. Displacement convexity is explained in more detail in
Sections 1.7 and 5.5.
Displacement convexity applies only to monotonic proﬁles. In the next section,
we address the conditions under which one can conclude that minimizers of W2
satisfying (5.7) can be taken to be monotonic.
The following quantities will play a crucial role in the remainder of the chapter,
Ω(z) = ∫ z
−∞
dz˜ w(z˜), V (z) = ∫ z
−∞
dz˜Ω(z˜). (5.15)
Here V is called the kernel for reasons that will become clear. As will be seen,
displacement convexity arises from the convexity of V .
Lemma 5.8. Assume that Cw < ∞. Then V is well-deﬁned and convex.
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Figure 5.2: A proﬁle x and its saturated version ⌊x⌉K .
Proof. Using integration by parts, we can write
V (z) = ∫ z
−∞
dz˜Ω(z˜) = z˜Ω(z˜)∣z
−∞
− ∫ z
−∞
dz˜ z˜ w(z˜). (5.16)
For z ≤ 0, we have
∫ z
−∞
dz˜ ∣z˜∣w(z˜) ≥ ∫ z
−∞
dz˜ ∣z∣w(z˜) = ∣z∣Ω(z) ≥ 0,
so taking z˜ → −∞ shows limz˜→−∞ z˜Ω(z˜) = 0. Due to (5.16), we conclude
V (z) = zΩ(z) − ∫ z
−∞
dz˜ z˜ w(z˜). (5.17)
Thus, V is ﬁnite and well-deﬁned. Convexity follows because V ′′(z) = w(z) ≥ 0.
Much of the analysis in this chapter proceeds relatively simply under the simple
assumption that ∫
R
dz (1 − xw(z))y(z) < ∞,
where the integral on the left-hand side can be seen as the interaction potential. Most
of our results will ﬁrst be established under this assumption. In general, however,
this assumption is not needed and it is suﬃcient that Cw < ∞.We typically generalize
our results to this case by taking limits. Let us discuss this issue.
Deﬁnition 5.9. We say that a function x is saturated oﬀ of the ﬁnite interval[−K,K] if x(z) = 0 for z ∈ (−∞,−K) and x(z) = 1 for z ∈ (K,∞).
Given a proﬁle x, let us deﬁne ⌊x⌉K by
⌊x⌉K(z) = 1{∣z∣<K}x(z) + 1{z≥K} .
By deﬁnition, ⌊x⌉K is saturated oﬀ of [−K,K] (see Figure 5.2).
Lemma 5.10. Let x, y be interpolating proﬁles and assume the PGC and that Cw <∞, then
lim
K→∞
W2(⌊x⌉K , ⌊y⌉K) = W2(x, y).
Proof. See Section 5.9.2.
We end this section with another useful deﬁnition.
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Deﬁnition 5.11. Assuming it exists, we deﬁne the “single potential”
W2,s(x, y) = W2(x, y) − ∫
R
dz (1 − xw(z))y(z)
= ∫
R
dz
⎛⎝∫ x(z)0 dv f−1(v) − ∫ y(z)0 du (1 − g−1(u))⎞⎠. (5.18)
As we will see, the functional W2,s(x, y) captures the “single” (uncoupled) part
ofW2 ∶ It is invariant under increasing rearrangements and linear under displacement
interpolation.
5.3 Rearrangements
Displacement convexity is usually deﬁned on a space of probability measures. For
measures on the real line, it is most convenient to view displacement convexity on
a space of cumulative distribution functions (cdf’s). It is therefore fortunate that
the search for the global minimum of the potential functional (5.8) can be reduced
to the space of proﬁles x and y that are non-decreasing. In this section, we use the
tool of increasing rearrangements to show that such rearrangements of x and y can
only decrease the potential.
The notions of rearrangements that we use were also mentioned in Chapter 4;
we repeat them here for completeness. Symmetric decreasing rearrangements are
a classical tool in analysis (see [119]). Here, we use their closely related cousin,
namely, increasing rearrangements (see [94]). Our presentation is self-contained and
no previous exposure to rearrangements is needed. Consider a proﬁle p ∶ R → [0,1]
that satisﬁes (5.7). The increasing rearrangement3 of p is the increasing function
p¯ that has the same limits and that somewhat preserves the mass of each level set
(here, the mass of a level set could be inﬁnite). More formally, let us represent p in
layer cake form as
p(z) = ∫ p(z)
0
dt = ∫ 1
0
dt1Et(z), (5.19)
where 1Et is the indicator function of the level set Et = {z ∣p(z) > t}. For each value
t ∈ [0,1), the level set Et can be written as the disjoint union of a bounded set At
and a half line (at,+∞). We deﬁne the rearranged set E¯t = (at − ∣At∣,+∞), and then
p¯(z) = ∫ 1
0
dt1E¯t(z). (5.20)
A simple example capturing the notion of increasing rearrangement is shown in
Figure 5.3.
Lemma 5.12. Let p and q be two proﬁles satisfying (5.7), and let p¯ and q¯ denote
their respective increasing rearrangements. Then, assuming the left integral exists,
we have ∫
R
dz (p(z) − q(z)) = ∫
R
dz (p¯(z) − q¯(z)).
3Note that an increasing rearrangement is not necessarily strictly increasing.
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Figure 5.3: Simple example of an increasing rearrangement for step functions.
Proof. For each t ∈ (0,1), there exists a minimal at such that (at,∞) ⊂ {z ∶ p(z) > t}∩{z ∶ q(z) > t}. Deﬁne Bp,t = {z ∶ p(z) > t}/ (at,∞) and Bq,t = {z ∶ q(z) > t}/ (at,∞).
We also deﬁne the same quantities for the rearranged proﬁles p¯ and q¯, namely a¯t,
Bp¯,t and Bq¯,t. We show below that∣Bp,t∣ − ∣Bq,t∣ = ∣Bp¯,t∣ − ∣Bq¯,t∣, (5.21)
Equation (5.21) gives the result because, by using the layer cake representation, it
follows that
∫
R
dz (p(z) − q(z)) = ∫ 1
0
dt (∣Bp,t∣ − ∣Bq,t∣)
= ∫ 1
0
dt (∣Bp¯,t∣ − ∣Bq¯,t∣)
= ∫
R
dz (p¯(z) − q¯(z)).
Let us give an explicit argument for (5.21). We note that the inﬁnite part of a
level set can only increase under an increasing rearrangement, thus (at,∞) ⊂ (a¯t,∞).
So, (at,∞) is common to {z ∶ p¯(z) > t} and {z ∶ q¯(z) > t}, and subtracting it leaves
two ﬁnite sets with the same ﬁnite measure because rearrangements are measure-
preserving; i.e.,
∣{z ∶ p¯(z) > t}/ (at,∞)∣ = ∣{z ∶ p(z) > t}/ (at,∞)∣,
(with the same at on both sides). Thus,∣Bp¯,t∣ = ∣{z ∶ p¯(z) > t}/ (a¯t,∞)∣= ∣{z ∶ p¯(z) > t}/ (at,∞)∣ − ∣(a¯t, at)∣= ∣Bp,t∣ − ∣(a¯t, at)∣.
Similarly, ∣Bq¯,t∣ = ∣Bq,t∣ − ∣(a¯t, at)∣, and (5.21) follows from these two identities.
Lemma 5.13. For any interpolating x and y, we have
∫
R
dz (1 − x(z))y(z) ≥ ∫
R
dz (1 − x¯(z))y¯(z).
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Proof. If the left hand side is inﬁnite then the result is immediate, so we assume
that it is ﬁnite.
This result is very similar to the Hardy-Littlewood inequality for symmetric
rearrangements. We will, however, give a self-contained elementary proof. The key
inequality is the following, that holds for all t, s ∈ (0,1),
∣{z ∶ 1 − x(z) > t} ∩ {z ∶ y(z) > s}∣ ≥ ∣{z ∶ 1 − x¯(z) > t} ∩ {z ∶ y¯(z) > s}∣. (5.22)
This gives the result because
∫
R
dz (1 − x(z))y(z) = ∫
R
dz∫ 1
0
dt1{1−x(z)>t}(z)∫ 1
0
ds1{y(z)>s}(z)
= ∫ 1
0
∫ 1
0
dtds ∣{z ∶ 1 − x(z) > t} ∩ {z ∶ y(z) > s}∣.
To see (5.22) for s, t ∈ (0,1), note that {z ∶ 1 − x(z) > t} = (−∞, at) ∪ At and{z ∶ y(z) > s} = (bs,+∞) ∪ Bs where the unions are disjoint and ∣At∣, ∣Bs∣ < ∞. If
at + ∣At∣ < bs − ∣Bs∣ (see case a) in Figure 5.4), then the right hand side of (5.22) is 0
and (5.22) is immediate so we assume otherwise. If at ≥ bs (see case b) in Figure 5.4),
then we trivially have equality in (5.22) so we also assume at < bs. This is case c) in
Figure 5.4. We now have
∣{z ∶ 1 − x¯(z) > t} ∩ {z ∶ y¯(z) > s}∣ =∣ (−∞, at + ∣At∣) ∩ (bs − ∣Bs∣,+∞) ∣=∣At∣ + ∣Bs∣ − (bs − at).
Remark that the last line is non-negative because we are not in the case at + ∣At∣ <
bs − ∣Bs∣. Now note that At and Bs can intersect only in the interval [at, bs], so we
have
∣{z ∶ 1 − x(z) > t} ∩ {z ∶ y(z) > s}∣ =∣At∣ + ∣Bs∣ − ∣(At ∪Bs) ∩ [at, bs]∣≥∣At∣ + ∣Bs∣ − (bs − at),
and the lemma follows.
Lemma 5.14. For any interpolating x and y, we have
∫
R
dz (1 − xw(z))y(z) ≥ ∫
R
dz (1 − x¯w(z))y¯(z). (5.23)
Proof. If the left hand side is inﬁnite, the inequality holds. Hence, we suppose it is
ﬁnite. We have
∫
R
dz (1 − xw(z))y(z) = ∫
R
dz∫
R
dz˜ w(z˜)(1 − x(z − z˜))y(z).
As the integrand is non-negative and the integral is ﬁnite, we can apply the Fubini
theorem to rewrite
∫
R
dz (1 − xw(z))y(z) = ∫
R
dz˜ w(z˜)∫
R
dz (1 − x(z))y(z + z˜). (5.24)
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Figure 5.4: Illustration of level sets used in the proof of Lemma 5.13. a) For at + ∣At∣ <
bs − ∣Bs∣. The intersection in the right hand side of (5.22) is empty and the inequality
is trivial. b) For at + ∣At∣ > bs − ∣Bs∣ and at ≥ bs (5.22) is an equality. c) For the last
case at + ∣At∣ > bs − ∣Bs∣ and at < bt the inequality (5.22) is non trivial.
Now, we apply Lemma 5.13 to the functions x and yz˜, where yz˜(z) = y(z + z˜). Note
that yz˜ is simply a translated version of y so its rearrangement is just obtained by
the same translation of y¯, i.e., y¯z˜(z) = y¯(z + z˜). Thus
∫
R
dz (1 − x(z))y(z + z˜) ≥ ∫
R
dz (1 − x¯(z))y¯(z + z˜).
Multiplying by w(z˜), integrating over z˜ and using (5.24) we obtain (5.23).
We are now ready to prove a rearrangement inequality for W2.
Proposition 5.15 (Monotonicity of Minimizers). Let x and y be proﬁles that sat-
isfy (5.7), and let x¯ and y¯ be their respective increasing rearrangements. Assume
the PGC and that Cw < ∞, then we have
W2(x, y) ≥ W2(x¯, y¯). (5.25)
Proof. If the left hand side of (5.25) is inﬁnite, then the result is immediate, so we
assume thatW2(x, y) is ﬁnite. Let us ﬁrst assume that ∫R dz (1−xw(z))y(z) < ∞ (in
fact, we can assume the saturated case). It then follows thatW2,s(x, y) in Equ. (5.18)
is ﬁnite. Note that, if F ∶ R→ [0,1] is monotone, then the increasing rearrangement
of F ○ p is equal to F ○ p¯. Thus, the increasing rearrangement of ∫ x(z)0 dv f−1(v) is
equal to ∫ x¯(z)0 dv f−1(v), and similarly for the term ∫ y(z)0 du (1−g−1(u)). We can now
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apply Lemma 5.12 (with suitable scaling) to conclude that W2,s(x, y) = W2,s(x¯, y¯).
For this case, the proposition now follows from Lemma 5.14.
Now, we consider the general case where, possibly, ∫R dz (1 − xw(z))y(z) = ∞.
Due to Lemma 5.10, we have
W2(x, y) = lim
K→∞
W2(⌊x⌉K , ⌊y⌉K). (5.26)
We remark that ∫R dz (1 − (⌊x⌉wK(z))⌊y⌉K(z) < ∞ due to Lemma 5.30, Equ. (5.48).
Therefore, using the saturated case we have already established above, we have
W2(⌊x⌉K , ⌊y⌉K) ≥ W2(⌊x⌉K , ⌊y⌉K). (5.27)
Finally, it is easy to see that, for any interpolating proﬁle x, we have ⌊x⌉K → x
pointwise. By Lemma 5.7, Equ. (5.12), we obtain
lim inf
K→∞
W2(⌊x⌉K , ⌊y⌉K) ≥ W2(x¯, y¯). (5.28)
Combining (5.26), (5.27), (5.28) concludes the proof.
Proposition 5.15 shows that minimizers x, y of the functional W2(x, y) can be
found in the spaces of non-decreasing proﬁles. From now on, we therefore restrict
the functional to those spaces.
5.4 Existence of Minimizers
The existence of a monotonic ﬁxed point, that we will show is a minimizer of W2,
is proved in [69, 70]. In this section, we give an alternative proof, under similar
conditions, using the direct method of the calculus of variations [109], as was done
in Chapter 4.
In the direct method of the calculus of variations, one constructs a minimizer as
a limit point of a minimizing sequence. As W2(x, y) is invariant under a common
translation of x and y, it is necessary to center the sequence in order to carry out
the method. We can do this by translating x and y so that 12 ∈ [x(0−), x(0+)]. We
call such a proﬁle pair centered.
Proposition 5.16. Assume Cw < ∞ and assume the SPGC is satisﬁed. Then, there
exists a monotonic non-decreasing proﬁle pair (x(z), y(z)) that minimizesW2 under
the condition that (x, y) has limit (1,1) at z = ∞ and limit (0,0) at z = −∞.
Proof. We already remarked that we can adopt the alternative expression (5.13) for
the potential functional, namely
W2(x, y) = ∫
R
dz I˜x,y,w(z),
where I˜x,y,w(z) ≥ 0. Therefore, W2(x, y) is bounded from below, thus, by Proposi-
tion 5.15, there exists a minimizing sequence (xi, yi) of monotonic proﬁles satisfying
the limit condition; i.e.,
lim
i→+∞
W2(xi, yi) = infW2(x, y).
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Let us center the sequence so that 12 ∈ [xi(0−), xi(0+)] for each i. Interpreting xi
and yi as cumulative probability distributions, our aim is to show the tightness of
the sequence; i.e., that the transition of xi and yi from  to 1 −  must occur in a
bounded region for all i and for any  ∈ (0,1).
Let C be an arbitrary ﬁnite constant. Then, we claim that, for any  > 0, there
exists Z < ∞ such that W2(x, y) < C implies that x(z), y(z) > 1 −  for z > Z
and x(z), y(z) <  for z < −Z, (assuming x, y is a centered monotonic proﬁle pair
satisfying the limit conditions).
This claim completes the proof. Indeed, we can then extract from (xi, yi) a sub-
sequence (xik , yik) that converges to a limit point (x∗, y∗) that necessarily satisﬁes
the limit conditions, and by Fatou’s lemma
∫
R
dz I˜x∗,y∗,w(z) ≤ lim inf
k→+∞
∫
R
dz I˜xik ,yik ,w(z),
so W2(x∗, y∗) ≤ infW2(x, y), and x∗, y∗ is a monotone minimizing pair for the
potential functional.
Now, we prove the claim. Due to Lemma 5.31, we have
∫
R
dz ∣xw(z) − x(z)∣ ≤ Cw.
We see that W2(x, y) < C implies that
∫
R
dz φ(f, g; y(z), x(z)) = W2(x, y) − ∫
R
dz (x(z) − xw(z))y(z)≤ C +Cw.
By the strictly positive gap condition, there exists η > 0 such that φ(f, g; y(z), x(z)) >
η unless we have either x(z), y(z) <  or x(z), y(z) > 1 − . Let z+ be the smallest
value of z for which x(z), y(z) > 1 − . Then,
C +Cw ≥ ∫ z+
0
dz φ(f, g; y(z), x(z)) > ηz+ ,
and z+ < (C +Cw)/η. Thus, for each i we have xi(z), yi(z) > 1− for z > (C +Cw)/η.
Similarly, for each i, we have xi(z), yi(z) <  for z < −(C +Cw)/η.
5.5 Displacement Convexity
A generic functional F(p) on a space X (of proﬁles say) is said to be convex in
the usual sense if, for any pair p0, p1 ∈ X , and for all λ ∈ [0,1], and for the lin-
ear interpolation (1 − λ)p0 + λp1 of the proﬁles, the inequality F((1 − λ)p0 + λp1) ≤(1−λ)F(p0) +λF(p1) holds. Displacement convexity, on the other hand, is deﬁned
as convexity under an alternative interpolation called the displacement interpolation.
The usual setting for displacement convexity is a space of probability measures. For
measures over the real line, one can conveniently deﬁne the displacement interpola-
tion in terms of the cdf’s associated to the measures. This is the simplest setting and
the one that we adopt here. We explain this in detail in Section 1.7 and summarize
the main deﬁnitions that are relevant to the present chapter here.
We think of the increasing proﬁles p as right-continuous cdf’s of some underlying
measures dp over the real line. As already stated, the inverse p−1(u) is deﬁned
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almost everywhere and the left and right limits, p−1(u−) and p−1(u+), respectively,
are uniquely deﬁned. However, at this point, it is useful to settle on the right
continuous inverse that is deﬁned for all u ∈ (0,1), namely p−1(u) = inf{z ∣ p(z) > u}.
Consider two proﬁles p0 and p1. If p0 is continuous, the pushforward map Tp ∶
R→ R from dp0 to dp1 is given by
Tp(z) = p−11 (p0(z)), (5.29)
and the interpolant pλ(⋅) is the cdf of the measure deﬁned by
dpλ = ((1 − λ)id + λTp)#dp0,
where id denotes the identity map. Therefore, we have
∫ dp1(z)h(z) = ∫ dp0(z)h(Tp(z)),
∫ dpλ(z)h(z) = ∫ dp0(z)h((1 − λ)z + λTp(z)),
whenever the integrals are well-deﬁned.
The graphical construction of the interpolant pλ is illustrated in Figure 1.14.
Graphically, Tp ﬁnds the position z˜ = Tp(z) on the z-axis so that p1(z˜) = p0(z) for
some given z. Consider the linear interpolation between points on R,
zp,λ = (1 − λ)z + λTp(z).
The displacement interpolant pλ is deﬁned so that the following equality holds for
all λ ∈ [0,1]
pλ(zp,λ) = p0(z).
In the case where p0 is discontinuous, we have to be more careful in the deﬁnition.
At points of discontinuity of p0, the map Tp(z) should not be singled valued. As
we work in one dimension, this issue is easily circumvented and we can, in general,
deﬁne pλ via its inverse as
p−1λ (u) = (1 − λ)p−10 (u) + λp−11 (u), (5.30)
and pλ(z) = inf{u ∣ p−1λ (u) > z} (which is right continuous). Correspondingly, if p is
an interpolating non-decreasing proﬁle then, under appropriate regularity of h, we
can write ∫
R
dp(z)h(z) = ∫ 1
0
duh(p−1(u)),
and we have
∫ dpλ(z)h(z) = ∫ 1
0
duh((1 − λ)p−10 (u) + λp−11 (u)).
With this in mind, we will continue to use the notation Tp(z) when the above
interpretation should be understood.
In the remainder of the chapter, we consider two pairs of interpolating proﬁles(x0, x1) and (y0, y1) and consider the corresponding interpolants xλ and yλ.
We now state one of the main results of this chapter.
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Proposition 5.17. Assume the PGC and Cw < ∞. Then, the potential W2(x, y) is
displacement convex; that is, for all λ ∈ [0,1]
W2(xλ, yλ) ≤ (1 − λ)W2(x0, y0) + λW2(x1, y1). (5.31)
We ﬁrst show that it is suﬃcient to prove the proposition under the assumption
that (x0, y0) and (x1, y1) are saturated. We recall that, by Lemma 5.10, for any
monotonic interpolating pair x, y we have
lim
K→∞
W2(⌊x⌉K , ⌊y⌉K) = W2(x, y). (5.32)
Given any monotonic interpolating pairs (x0, y0), (x1, y1), let xK,λ denote the dis-
placement interpolant of ⌊x0⌉K and ⌊x1⌉K . It is easy to see that xK,λ converges
pointwise to xλ when K → +∞. By Lemma 5.7, Equ. (5.12), we therefore have
lim inf
K→∞
W2(xK,λ, yK,λ) ≥ W2(xλ, yλ). (5.33)
In view of (5.32) and (5.33), we see that (5.31) follows from
W2(xK,λ, yK,λ) ≤ (1 − λ)W2(⌊x0⌉K , ⌊y0⌉K) + λW2(⌊x1⌉K , ⌊y1⌉K), (5.34)
which is the saturated case of (5.31). For the remainder of the section, we therefore
assume the saturated case, and prove (5.34).
If x and y are saturated then we have
∫
R
dz (1 − xw(z))y(z) < ∞ .
Indeed, (1 − xw(z))y(z) = (1 − x(z))y(z) + (x(z) − xw(z))y(z),
and the ﬁrst term is integrable for saturated proﬁles x, y. The second term is also
integrable for such proﬁles because of Lemma 5.31 (note that xw is not necessarily
saturated). This is the critical requirement because, by integrating by parts, we
obtain
∫
R
dz (1 − xw(z))y(z) =
R2
dx(z)dy(z˜)V (z − z˜). (5.35)
The full derivation of this identity reads
∫
R
dz (1 − xw(z))y(z) =
R2
dz dz˜ (1 − x(z))w(z − z˜)y(z˜)
=
R2
dx(z)dz˜ y(z˜)Ω(z − z˜)
=
R2
dx(z)dy(z˜)V (z − z˜),
where we have used the fact the V (z) is well-deﬁned.
The identity (5.35) leads to the following key result:
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Lemma 5.18. Let (x0, y0) and (x1, y1) be saturated, then ∫R dz (1−xwλ (z))yλ(z) is
a convex function of λ.
Proof. As xλ and yλ are saturated, we have, by (5.35), that
∫
R
dz (1 − xwλ (z))yλ(z) =
R2
dxλ(z)dyλ(z˜)V (z − z˜)
=
R2
dx0(z)dy0(z˜)V ((1 − λ)(z − z˜) + λ(Tx(z) − Ty(z˜))).
This is convex in λ because the kernel V is convex (see Lemma 5.8).
Lemma 5.19. For any saturated pairs (x0, y0), (x1, y1), the functional W2,s(xλ, yλ)
is aﬃne in λ.
Proof. We will show that W2,s(xλ, yλ) −W2,s(x0, y0) is linear in λ. We start by the
considering the ﬁrst term of this diﬀerence. Using the layer cake representation and
the monotonicity of the functions we have
∫
R
dz (∫ xλ(z)
0
duf−1(u) − ∫ x0(z)
0
duf−1(u)) = ∫
R
dz ∫ xλ(z)
x0(z)
duf−1(u)
= ∫ 1
0
duf−1(u)(x−10 (u) − x−1λ (u)).
Because of (5.30) this last term equals
λ∫ 1
0
duf−1(u)(x−10 (u) − x−11 (u)) ,
that is linear in λ. Similarly for the second term in the diﬀerence W2,s(xλ, yλ) −W2,s(x0, y0), we obtain
∫
R
dz (∫ y0(z)
0
du (1 − g−1(u)) − ∫ yλ(z)
0
du (1 − g−1(u)))
= λ∫ 1
0
du (1 − g−1(u))(y−11 (u) − y−10 (u)).
We are now ready to prove the main result of this section.
Proof of Proposition 5.17. If W2(x0, y0) = +∞ or W2(x1, y1) = +∞ then the result
is immediate, so we assume both are ﬁnite. As argued above, we can assume that
all functions are saturated. We rewrite the potential in (5.8) as follows.
W2(xλ, yλ) = W2,s(xλ, yλ) + ∫
R
dz (1 − xwλ (z))yλ(z). (5.36)
By Lemma 5.19 the functional W2,s(xλ, yλ) is aﬃne and hence convex in λ. The
second term was shown to be convex in Lemma 5.18.
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5.6 Fixed Points and Minimizers
The main goal of this section is to prove Proposition 5.21 that states that a pair of
monotonic proﬁles minimizes W2 if and only if it is a “consistent” ﬁxed point. It
will be helpful to start with a preliminary discussion that explains the motivation
behind deﬁning consistent ﬁxed points.
We already remarked that φ(f, g;u, v) is convex in v for ﬁxed u and mini-
mized (over v) by setting v = f(u), and similarly for u and v interchanged. From
the expression (5.9), a similar argument shows that Ix,y,w(z) ≥ Ix,g○xw,w(z) and
Ix,y,w(z) ≥ If○yw,y,w(z), so
W2(x, y) ≥ W2(x, g ○ xw) and W2(x, y) ≥ W2(f ○ yw, y).
Under some conditions, we can have W2(x, y) = W2(x, g ○ xw) even though it is not
the case that y = g ○ xw almost everywhere. This can happen, in particular, if g is
discontinuous and the pair f, g does not satisfy the strictly positive gap condition.
One of the main analytical tools used in [69,70] was the construction of f and g
given x, y, and w so that x, y form a “consistent” interpolating ﬁxed point. Note that,
from an interpolating ﬁxed point, we can recover the graph of f as the parametric
curve (x(z), yw(z)) as z ∈ (−∞,+∞). Given interpolating x and y we denote the f
so obtained as f[x,yw] (see [69,70] for more details). The function f[x,yw] is uniquely
determined at points of continuity but may not be uniquely determined at points of
discontinuity. In particular, if yw is constant over some open interval I where x is
increasing, then f[x,yw] has a discontinuity at that value of y
w(I), and we see that
we cannot have x = f[x,yw] ○ yw almost everywhere. Nevertheless, it is the case that
x(z) ∈ [f[x,yw](yw(z)−), f[x,yw](yw(z)+)] for all z, and, in this sense, it satisﬁes the
DE equation. In [69,70], the notation
x ≑ f ○ yw
was used to capture this case.4 This motivates us to make the following deﬁnition:
Deﬁnition 5.20. We say that an interpolating pair x, y of proﬁles is a consistent
ﬁxed point if x ≑ f ○ yw and y ≑ g ○ xw. Recall that x, y is a ﬁxed point if x = f ○ yw
and y = g ○ xw almost everywhere, i.e., up to a set of measure zero.
Proposition 5.21. Let x, y be monotonic and interpolating. Then W2(x, y) is min-
imal - in the sense W2(x, y) ≤ W2(x˜, y˜) for any monotonic interpolating x˜, y˜ - if and
only if x, y is a consistent ﬁxed point.
Proof. If x, y is not a consistent ﬁxed point, then, either W2(x, y) = ∞ in which
case the pair cannot be minimal, or we have either W2(x, y) > W2(x, g ○ xw) orW2(x, y) > W2(f ○ yw, y), which shows that W2(x, y) is not minimal.
To prove the converse, assume x0, y0 is a consistent ﬁxed point. The proof
proceeds by contradiction. Hence, we suppose that there exists interpolating x1, y1
with W2(x0, y0) > W2(x1, y1) and we shall deduce a contradiction. By Lemma 5.10,
we can assume that x1 and y1 are saturated.
4More precisely if h plays the role of f , g we denote v≑h(u) when v = h(u) at points of continuity
of h and v ∈ [h(u−), h(u+)] at points of discontinuity of h.
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We will show that we may also take x0, y0 to be saturated. Deﬁne
fK0 = f[⌊x0⌉K ,⌊y0⌉wK],
gK0 = g[⌊y0⌉K ,⌊x0⌉wK],
so ⌊x0⌉K , ⌊y0⌉K is a consistent ﬁxed point for fK0 , gK0 . As x1, y1 are saturated, it
follows easily that
lim
K→∞
W2(fK0 , gK0 ;x1, y1) = W2(f0, g0;x1, y1) = W2(x1, y1),
and, by Lemma 5.32, we have
lim
K→∞
W2(fK0 , gK0 ; ⌊x0⌉K , ⌊y0⌉K) = W2(x0, y0),
and we see that we can assume that x0, y0 are saturated.
As x0, y0 is a consistent ﬁxed point, it follows that W2(x0, y0) ≤ W2(x˜, y0) andW2(x0, y0) ≤ W2(x0, y˜) for all interpolating x˜ and y˜. Hence, we now have
W2(xλ, yλ) −W2(x0, y0) ≥ W2(xλ, yλ) −W2(xλ, y0) −W2(x0, yλ) +W2(x0, y0)= −∫
R
dz (xwλ (z) − xw0 (z))(yλ(z) − y0(z))≥ −Cλ2, (5.37)
where C is some positive constant. The last step follows from ∣xwλ (z)−xw0 (z)∣ ≤ C1λ
and ∫R dz ∣yλ(z)−y0(z)∣ ≤ C2λ for some positive constants C1 and C2, which follows
from the saturation of x0, y0 and x1, y1. By Proposition 5.17, we have
W2(xλ, yλ) −W2(x0, y0) ≤ λ(W2(x1, y1) −W2(x0, y0)). (5.38)
Because of the assumption on x1, y1, the right hand side of (5.38) is strictly negative.
Thus, (5.37) and (5.38) contradict themselves for λ suﬃciently small. We conclude
that no such x1, y1 can exist.
We conclude this section with a pleasing expression in Lemma 5.23 for W2(x, y)
when x, y is a monotonic minimizer or, equivalently, a consistent ﬁxed point.
We need the following functional from [69,70],
ξφ(w;x, y; z1, z2) = dx(z)dy(z˜) (1C1Ω(z − z˜) + 1C2Ω(z˜ − z)), (5.39)
with
C1 = {(z, z˜) ∶ z ≤ z2, z˜ > z1},
and
C2 = {(z, z˜) ∶ z > z2, z˜ ≤ z1}.
Note that ξφ is non-negative; this is closely related to the positive gap condition.
One of the main results in [69] (Lemma 9) is the following (this result is used in
Section 5.7).
140 Displacement Convexity for General Scalar Systems
Lemma 5.22. Let x, y be a consistent ﬁxed point for (5.6), then
ξφ(w;x, y; z1, z2) = φ(f, g; y(z1+), x(z2+)). (5.40)
It turns out that, for our application, we only require the case z1 = z2 and in this
case the right hand side of (5.39) simpliﬁes to

dx(z)dy(z˜)1{(z−z1)(z˜−z1)≤0}Ω(−∣z − z˜∣). (5.41)
Lemma 5.23. If x, y is a consistent ﬁxed point then
W2(x, y) =
R2
dx(z)dy(z˜)κ(z − z˜),
where
κ(z) ∶= V (z) − zΩ(z) = −∫ z
−∞
dz˜ z˜w(z˜).
Note that κ is a non-negative even function that tends to 0 at ±∞ (recall that w is
an odd function).
Proof. By Lemma 5.32, it is enough to prove this for the saturated case. For the
saturated case, we can integrate by parts to obtain
∫
R
dz (1 − x(z))y(z) =
R2
dx(z)dy(z˜)1{z−z˜≥0}(z − z˜).
From (5.22) and (5.41), we have
∫
R
dz φ(f, g; y(z), x(z)) =
R2
dx(z)dy(z˜) ∣z − z˜∣Ω(−∣z − z˜∣). (5.42)
Combining these two equations we obtain
W2,s(x, y) =
R2
dx(z)dy(z˜) (∣z − z˜∣Ω(−∣z − z˜∣) − 1{z−z˜≥0}(z − z˜))
= −
R2
dx(z)dy(z˜) (z − z˜)(1{z−z˜≥0} −Ω(−∣z − z˜∣))
= −
R2
dx(z)dy(z˜) (z − z˜)Ω(z − z˜).
By (5.36), adding this to (5.35) gives the result.
5.7 Strict Displacement Convexity
The existence of increasing interpolation solutions to (5.6) was established in [69,70]
under the assumption of the strictly positive gap condition and assuming that w is
strictly positive on an interval (−W,W ), W ≤ +∞ and 0 oﬀ of [−W,W ]. We shall
refer to this as the interval support condition. It was also shown in [69,70] that the
existence of such a ﬁxed point implies the positive gap condition, and, by example,
it was shown that if A(f, g;u) = 0 for some u ∈ (0,1), then there may be an inﬁnite
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family of ﬁxed point solutions that are not equivalent under translation. In this
section, we use displacement convexity to show that the solution whose existence
was proved in Section 5.4 and in [69,70] under the strictly positive gap condition is
unique up to displacement.
It follows from Proposition 5.21 that all interpolating minimizers have the same
potential and that they are all consistent ﬁxed points. By Proposition 5.17, we see
that, if x0, y0 and x1, y1 are both monotonic interpolating consistent ﬁxed points,
then xλ, yλ is a consistent ﬁxed point for all λ ∈ [0,1]. Displacement convexity can
therefore not be strict in this case. The aim of the proof is to show that the strictly
positive gap condition then leads to the conclusion that all consistent ﬁxed points
are equal up to translation.
Given x0, y0 and x1, y1 we deﬁne
D(u, v) = (x−11 (v) − y−11 (u)) − (x−10 (v) − y−10 (u)).
Lemma 5.24. Let x0, y0 and x1, y1 be consistent ﬁxed points and assume interval
support condition. Then for all λ ∈ [0,1] we have
μ{(u, v) ∶∣x−1λ (v) − y−1λ (u)∣ <W,D(u, v) ≠ 0, φ(u, v) ≠ 0} = 0,
where μ denotes the 2-d Lebesgue measure.
Proof. We assume throughout that x0, y0 and x1, y1 are consistent ﬁxed points.
Formally, we have
d2
dλ2
W2(xλ, yλ) = 
[0,1]2
dudvD(u, v)2w(x−1λ (v) − y−1λ (u)).
The formula is derived in Section 5.9.5 for saturated proﬁles. Note that the integrand
is always non-negative so the integral is well-deﬁned although it may take the value+∞. We claim that
∫ 1
0
dλ

[0,1]2
dudvD(u, v)2w(x−1λ (v) − y−1λ (u)) = 0. (5.43)
Assume the claim is false. Then, there exists a setA ⊂ [0,1]2 on which x−10 , y−10 , x−11 , y−11
are all bounded, such that
∫ 1
0
dλ

A
dudvD(u, v)2w(x−1λ (v) − y−1λ (u)) = η > 0.
In the saturated case, it is easy to see that W2(xλ, yλ) is absolutely continuous and
so is ddλW2(xλ, yλ). It now follows that for all K large enough we have
∫
[0,1]
dλ
d2
dλ2
W2(xK,λ, yK,λ) ≥ η,
and therefore, using the convexity of W2(xK,λ, yK,λ) with respect to λ, we deduce
that there is a positive constant γ such that for all K large enough we have
W2(⌊x0⌉K , ⌊y0⌉K) +W2(⌊x1⌉K , ⌊y1⌉K) − 2W2(xK, 1
2
, yK, 1
2
) > γ .
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Applying Lemma 5.10 and Lemma 5.7(5.12), and noting that xK,λ, yK,λ converge
pointwise to xλ, yλ, yields
W2(x0, y0) +W2(x1, y1) − 2W2(x 1
2
, y 1
2
) ≥ γ,
which contradicts Proposition 5.21, thereby establishing the claim.
Now, assume that for some λ ∈ [0,1], we have
μ{(u, v) ∶∣x−1λ (v) − y−1λ (u)∣ <W,D(u, v) ≠ 0, φ(u, v) > 0} > 0.
By the continuity and inner regularity of the Lebesgue measure, there exists a con-
stant η > 0 and a closed set A ∈ (0,1)2 of positive measure such that, for all (u, v) ∈ A,
we have
∣x−1
λ˜
(v) − y−1
λ˜
(u)∣ <W − η,∣D(u, v)∣ > η,
φ(u, v) > η
for all λ˜ ∈ [0,1] satisfying ∣λ˜ − λ∣ < η.
For all δ ∈ [0,2W ], we deﬁne
θ(δ) = min
z∈[δ,2W ]
(Ω(z) −Ω(z − δ)).
Note that θ(δ) > 0 for δ > 0 and that θ is non-decreasing.
For any (u, v) ∈ A we have for a < b,
∫ b
a
dλD(u, v)2w(x−10 (v) − y−10 (u) + λD(u, v))=D(u, v)[Ω(x−10 (v) − y−10 (u) + bD(u, v)) −Ω(x−10 (v) − y−10 (u) + aD(u, v))]≥ ∣D(u, v)∣θ((b − a)∣D(u, v)∣)≥ η θ((b − a)η).
By the Fubini theorem, this contradicts our above established claim (5.43).
Let us deﬁne DW = {(u, v) ∶ ∣x−1(v) − y−1(u)∣ <W}. For k ∈ R let us deﬁne
T1(k) = {(z, z˜) ∶ z ≥ k, z˜ ≤ k, z − z˜ <W},
T2(k) = {(z, z˜) ∶ z ≤ k, z˜ ≥ k, z˜ − z <W}.
Let B(u) denote the open interval centered at u of length 2.
Lemma 5.25. Let x, y be a consistent ﬁxed point and assume the SPGC and the
interval support condition. For all v ∈ (0,1), there exists u ∈ (0,1) and  > 0 such
that B(u) ×B(v) ⊂DW .
Proof. Let v ∈ (0,1) and deﬁne zm = 12(x−1(v+)+x−1(v−)). We must have x−1(v+)−
x−1(v−) < 2W because otherwise we obtain ξφ(w;x, y; zm, zm) = 0, which, by Lemma 5.22,
contradicts the SPGC.
More precisely, by (5.41), the SPGC implies that the dxdy measure of at least
one of T1(zm) and T2(zm) is strictly positive. We shall assume that the measure of
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T1(zm) is positive, and the other case can be handled similarly. It follows from the
monotonicity of x and y that there exists u ∈ (0,1) and  suﬃciently small such that
y−1(B(u))×x−1((v, v + )) ⊂ T1(zm). It follows that y−1(B(u)) ⊂ (zm −W,zm] and
because x−1((v − , v)) ⊂ (zm −W,zm], we have B(u) ×B(v) ⊂DW .
By Lemma 5.24, we have that, if x0, y0 and x1, y1 are consistent ﬁxed points and
the SPGC and interval support condition hold, then
μ{(u, v) ∶ ∣x−1λ (v) − y−1λ (u)∣ <W,D(u, v) ≠ 0} = 0. (5.44)
We claim that this implies that x−11 (v) − x−10 (v) is essentially constant. Similarly,
we have y−11 (u) − y−10 (u) is essentially constant. Moreover, these two constants are
equal.
Lemma 5.26. Assume the SPGC and the interval support condition and that x1, y1
and x0, y0 are consistent ﬁxed points. Then, x
−1
1 − x−10 is essentially constant on[0,1].
Proof. Let us assume that x−11 − x−10 is not essentially constant; i.e., there exists a
real value s so that ∣{v ∶ Dx(v) > s}∣ ∈ (0,1) and ∣{v ∶ Dx(v) ≤ s}∣ ∈ (0,1). Then,
there exists v∗ ∈ (0,1) that is in the support of both sets; i.e., for any  > 0, we have∣{v ∶Dx(v) > s} ∩B(v∗)∣ > 0 and ∣{v ∶Dx(v) ≤ s} ∩B(v∗)∣ > 0.
By Lemma 5.25, there exists u ∈ (0,1) and  > 0 such that B(u)×B(v∗) ⊂DW .
Using the deﬁnition of v∗, we can see that there is a positive constant η > 0 such
that ∫B(v∗) dv ∣D(u, v)∣ > η for all u ∈ B(u), which now contradicts (5.44). This
completes the proof.
Proposition 5.27. Assume the SPGC and the interval support condition and that
x1, y1 and x0, y0 are interpolating monotonic consistent ﬁxed points. Then, there
exists m such that for almost all z we have x1(z) = x0(z+m) and y1(z) = y0(z+m).
Proof. By Lemma 5.26, there exists m such that x−11 (v) − x−10 (v) = m for almost
all v ∈ [0,1]. Similarly, there exists m˜ such that y−11 (u) − y−10 (u) = m˜ for almost all
u ∈ [0,1]. It follows that D(u, v) =m−m˜ for almost all (u, v) ∈ [0,1]2. It now follows
from Lemma 5.25 and (5.44) that m = m˜.
Even though we have stated and proved the results for consistent ﬁxed points,
under the assumptions of this section, consistent ﬁxed points are actually ﬁxed
points.
Lemma 5.28. If x, y is a consistent ﬁxed point and f, g satisﬁes the strictly positive
gap condition and the interval support condition holds then x, y is a ﬁxed point.
Proof. If the SPGC and the interval support condition hold, then xw and yw are
strictly increasing wherever they take values in (0,1). This implies that x, y must
be a ﬁxed point (see [69, 70] for further detail.)
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5.8 Illustrations
In this work, we have shown (using Propositions 5.16, 5.17, 5.21, and 5.27) that
under some conditions, the potential functional W is displacement convex and that
its minimizer exists and is unique up to translation. These conditions are the strictly
positive gap condition, Cw < ∞, and the interval support condition. In this section,
we apply these results on diﬀerent scalar systems when these conditions hold. In
particular, for the applications we consider, we use the even uniform window with
W = 1/2 which implies the two latter conditions. We illustrate for each application
that the strictly positive gap condition holds.
To check the SPGC, one can directly look at φ(f, g;u, v), but there is a simpler
way to check the condition. Indeed, we already remarked that, for ﬁxed u, the
potential is minimized by setting v = f(u). Therefore,
φ(f, g;u, v) ≥ φ(f, g;u, f(u)) = A(f, g;u).
So the SPGC is valid as long as the signed area A(f, g;u) > 0 for u ∈ (0,1). Similarly,
for ﬁxed v the potential is minimized by setting u = g(v). Thus,
φ(f, g;u, v) ≥ φ(f, g; g(v), v) = A˜(f, g; v),
where
A˜(f, g; v) = ∫ v
0
dv′(f−1(v′) − g(v′)),
is the alternative signed area bounded between the two EXIT curves and the hori-
zontal axis at the origin and at height v. The SPGC is valid as long as A˜(f, g; v) > 0
for v ∈ (0,1).
Clearly, when φ(f, g; 1,1) = 0 as assumed in this paper, we also have A(f, g; 1) =
A˜(f, g; 1).
5.8.1 LDPC Code Ensembles on the BEC
We demonstrate our results on the (3,6)-regular spatially coupled LDPC code en-
semble when transmission takes place over the BEC(). For this ensemble, we have
the (unscaled) uncoupled DE equations x = y2 and y = 1 − (1 − x)5. We already
showed how to perform the right scaling x = xMAPv and y = yMAPu; asking that(u, v) = (1,1) is a ﬁxed point and A(f, g; 1) = 0, we ﬁnd yMAP = 0.941, xMAP = 0.432
and  = MAP = 0.4881. Replacing these numbers in the expression of the potential
function, we ﬁnd φ(u, v). Figures 5.5 and 5.6 illustrate the corresponding EXIT
curves and the potential that is seen to satisfy the SPGC.
5.8.2 Generalized LDPC Codes
We consider a generalized LDPC (GLDPC) code where the check node constraints
are given by a primitive BCH code with minimum distance d = 2e + 1 (see [106] for
more information). We consider the code with degree-2 variable nodes and degree-n
check nodes, with transmission over the BEC(). The (unscaled) uncoupled DE
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Figure 5.5: We plot the EXIT curves f(u) and g−1(u) for u ∈ [0,1] for the (3,6)-
regular LDPC ensemble with transmission over the BEC(0.4881). We note that the
signed area between the curves is equal to zero.
Figure 5.6: We consider the (3,6)-regular LDPC ensemble with transmission over the
BEC(). We plot φ(f, g;u, v) for (u, v) ∈ [0,1]2 in log scale when  = MAP = 0.4881.
We can see that φ(f, g;u, v) > 0 for (u, v) ∈ (0,1)2 and φ(f, g; 0,0) = φ(f, g; 1,1) = 0.
equations are [71] ⎧⎪⎪⎨⎪⎪⎩x = y,y = ∑n−1i=e (n−1i )xi(1 − x)n−i−1.
Set  = MAP and y = yMAPu, x = xMAPv. We then obtain the scaled equations (5.1);
namely v = f(u), u = g(v)⎧⎪⎪⎨⎪⎪⎩f(u) = MAPx
−1
MAPyMAPu,
g(v) = y−1MAP∑n−1i=e (n−1i )xiMAPvi(1 − xMAPv)n−i−1.
The normalization condition f(1) = g(1) = 1 and the condition A˜(f, g; 1) = 0 com-
pletely determine MAP, xMAP, yMAP. The potential function and (alternative) signed
area are given by
φ(u, v) = xMAPu2
2MAPyMAP
+ ∫ v
0
dv′ g−1(v′) − uv.
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Figure 5.7: We plot the EXIT curves f(u) and g−1(u) for u ∈ [0,1] for the GLDPC
code with n = 15 and e = 3, when transmission takes place over the BEC(0.3901). We
note that the signed area between the curves is equal to zero.
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Figure 5.8: We consider the GLDPC code with n = 15 and e = 3, with transmission
over the BEC(). We plot A˜(f, g; v) for v ∈ [0,1] when the channel parameter is
 = MAP = 0.3901.
A˜(f, g; v) = xMAPv2
2MAPyMAP
− 1
yMAP
n−1∑
i=e
n−i−1∑
m=0
(n − 1
i
)(n − i − 1
m
)xm+iMAPvm+i+1
m + i + 1 .
The EXIT curves and signed area are illustrated in Figure 5.7. and Figure 5.8
for the GLDPC code with n = 15 and e = 3. This corresponds to xMAP = 0.367,
yMAP = 0.9342, MAP = 0.3901. Clearly the SPGC condition is satisﬁed.
5.8.3 The Gaussian Approximation
There are various forms of the Gaussian approximation [37,102,103] used to simplify
the analysis of coding systems with transmission over binary memoryless symmetric
(BMS) channels. Here, we consider a variant developed in [102, 103]. The method
approximates the densities of the log-likelihood ratio (LLR) messages exchanged in
the decoding graph with symmetric Gaussian densities; that is, densities of the form
x(α) = 1/√2πσ2 exp(− (α−m)2
2σ2
) with the property σ2 = 2m. We also approximate
the BMS channel c with a binary-input additive white Gaussian noise (BIAWGN)
channel with parameter σ2 and with the same entropy H(c) as the original channel
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c. This makes the analysis one-dimensional and has been shown to serve as a good
approximation.
The Gaussian approximation allows us to track the evolution of decoding by
tracking the entropies of the LLR messages. Let ψ(m) denote the entropy of a
symmetric Gaussian density of mean m [61]. In particular, it can be expressed as
ψ(m) = 1√
4πm
∫
R
dz e−
(z−m)2
4m log2(1 + e−z).
Note that ψ(+∞) = 0 and ψ(0) = 1. We consider the (3,6)-regular LDPC code
ensemble with transmission over the BMS.
The (unscaled) uncoupled DE equations are⎧⎪⎪⎨⎪⎪⎩x = ψ(ψ
−1(H(c)) + 2ψ−1(y)),
y = 1 −ψ(5ψ−1(1 − x)).
We deﬁnemMAP as the value of ψ
−1(H(c)) at the MAP threshold and set ψ−1(H(c)) =
mMAP and x = xMAPv, y = yMAPu. We then obtain the scaled equations (5.1), namely
v = f(u), u = g(v), ⎧⎪⎪⎨⎪⎪⎩f(u) = x
−1
MAPψ(mMAP + 2ψ−1(yMAPu)),
g(v) = y−1MAP − y−1MAPψ(5ψ−1(1 − xMAPv)).
The normalization condition f(1) = g(1) = 1 and the condition A˜(f, g; 1) = 0 com-
pletely determine mMAP, xMAP, yMAP. The potential function is given by
φ(u, v) =u(x−1MAP − v) + x−1MAP∫ u
0
du′ψ(1
5
ψ−1(1 − yMAPu′))
+ y−1MAP∫ u
0
dv′ψ(1
2
ψ−1(xMAPv′) − 1
2
mMAP).
A plot of the EXIT curves and potential function yields curves that are very similar
to the case of the BEC (see e.g. Figs 5.5, 5.6).
5.8.4 Compressive Sensing
Consider a signal vector s of length n where the components are i.i.d. copies of
a random variable S. We assume that E[S2] = 1 and that each component of s
is corrupted with Gaussian noise N(0, σ2 = 1/snr). We take m measurements of
the signal and assume that the measurement matrix has i.i.d. Gaussian componentsN(0,1/√n). The measurement ratio is deﬁned by δ =m/n. Here we are interested in
state evolution [54], which tracks the mean square error of the approximate message-
passing (AMP) estimator (for the signal). We ﬁx the snr to be large enough, and
consider δ that is kept ﬁxed as n becomes large.
The state evolution ﬁxed point equations read⎧⎪⎪⎨⎪⎪⎩y = (
1
snr
+ xδ )−1,
x = mmse(y), (5.45)
where the minimum mean square error function mmse is deﬁned as follows. Let
Y = √snrS + Z where Y is a scalar output and Z ∼ N(0,1) and let Sˆ(Y,snr) =
148 Displacement Convexity for General Scalar Systems
ES∣Y [S∣Y ]. Then, mmse(snr) = ES,Y [(S − Sˆ(Y,snr))2]. In the equations above,
when we initialize with x(0) = 1, x(t) is the average mean square error of the AMP
estimator at iteration t.
We now put this system of equations in the form (5.1). Here, there is no trivial
ﬁxed point x = y = 0. However, the picture is very similar to LDPC coding like
systems considered above. The role of the “trivial” ﬁxed point is played by a ﬁxed
point x∗,y∗ that is obtained by initializing state evolution with x = 0. Given snr,
for δ below the algorithmic threshold this is the only ﬁxed point, and for δ above
this threshold one ﬁnds three solutions (besides x∗,y∗ which is stable, there are an
unstable and a stable ﬁxed point). Set x′ = x − x∗ and y′ = y − y∗. Equations (5.45)
become ⎧⎪⎪⎨⎪⎪⎩y
′ = −y∗ + ( 1snr + x∗+x′δ )−1,
x′ = −x∗ + mmse(y∗ + y′). (5.46)
Note that x′ = y′ = 0 is a ﬁxed point. We now scale x′ = xMAPv, y′ = yMAPu where
xMAP,yMAP are chosen later on. Then (5.46) takes the form (5.1) with the EXIT
curves deﬁned as ⎧⎪⎪⎨⎪⎪⎩g(v) = −y∗y
−1
MAP + ( 1snr + x∗+xMAPvδ )−1y−1MAP,
f(u) = −x∗x−1MAP + mmse(y∗ + yMAPu)x−1MAP. (5.47)
From these, one can compute the potential and the signed areas. Here, we illustrate
the signed area. We have
g−1(u) = −x∗x−1MAP + δ((y∗ + yMAPu)−1 + snr−1)
from which it follows that
A(f, g;u) = δ
xMAPyMAP
ln(1 + yMAP
y∗
u) + uδ
xMAPsnr− 1
xMAP
∫ u
0
du′ mmse(y∗ + yMAPu′)
Finally, we set the signal to noise ratio to the value snrMAP deﬁned such that f(1) =
g(1) = 1 and A(f, g; 1)∣snrMAP = 0. These conditions also determine xMAP,yMAP
(note also that these values are a ”non-trivial” stable ﬁxed point).
5.9 Appendix
This section contains the proof of the most general results that depend on taking
limits. It contains proofs of the various limit results that allow generalization of
arguments from the saturated case to the non-saturated case and some elementary
technical results.
5.9.1 Integrability
Lemma 5.29. Let p be an interpolating proﬁle and assume Cw < ∞. Then,
lim
A,B→∞
∫ B
−A
dz (pw(z) − p(z)) = 0.
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Proof. Assume that Cw < ∞. Note that by evenness of w we have
pw(z) − p(z) = ∫ +∞
0
dz˜ w(z˜)(p(z − z˜) − p(z)) + ∫ 0
−∞
dz˜ w(z˜)(p(z − z˜) − p(z))
= ∫ ∞
0
dz˜ w(z˜) (p(z − z˜) + p(z + z˜) − 2p(z)) .
Let us deﬁne P (z) = ∫ z0 dz˜ p(z˜). Applying the Fubini theorem, we have
∫ B
−A
dz (pw(z) − p(z)) = ∫ ∞
0
dz˜w(z˜) (D(B, z˜) −D(−A, z˜)),
where
D(B, z˜) = P (B − z˜) + P (B + z˜) − 2P (B)
= ∫ B+z˜
B
dzˆ p(zˆ) − ∫ B
B−z˜
dzˆ p(zˆ)
= ∫ B
B−z˜
dzˆ (1 − p(zˆ)) − ∫ B+z˜
B
dzˆ (1 − p(zˆ)).
From these two expressions we obtain the two bounds
∣D(B, z˜)∣ ≤ z˜ sup
zˆ<B+z˜
p(zˆ),
∣D(B, z˜)∣ ≤ z˜ sup
zˆ>B−z˜
(1 − p(zˆ)) .
Letting K > 0 be arbitrary, we have
∣∫ ∞
0
dz˜ w(z˜)D(B, z˜)∣ ≤ ∫ ∞
0
dz˜ w(z˜)∣D(B, z˜)∣
≤ ∫ ∞
K
dz˜ w(z˜)z˜ + sup
z>B−K
(1 − p(z))∫ K
0
dz˜ w(z˜)z˜.
As Cw < ∞, we see, by choosing K = B/2, that we have
lim
B→∞
∫ ∞
0
dz˜ w(z˜)D(B, z˜) = 0.
Similarly, we have
∣∫ ∞
0
dz˜ w(z˜)D(−A, z˜)∣ ≤ ∫ ∞
K
dz˜ w(z˜)z˜ + sup
z<−A+K
p(z)∫ K
0
dz˜ w(z˜)z˜,
which, by choosing K = A/2, gives
lim
A→∞
∫ ∞
0
dz˜ w(z˜)D(−A, z˜) = 0.
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5.9.2 Basic Bounds
We begin with some approximation bounds.
Lemma 5.30. Let p be an interpolating proﬁle (i.e., one satisfying (5.7)) and as-
sume Cw < ∞. Then,
lim
K→∞
∫ ∞
K
dz (1 − ⌊p⌉wK(z)) = 0, (5.48)
lim
K→∞
∫ −K
−∞
dz ⌊p⌉wK(z) = 0, (5.49)
lim
K→∞
∫ K
−K
dz ∣pw(z) − ⌊p⌉wK(z)∣ = 0. (5.50)
Proof. Deﬁne
ξ(K) = sup
z≥K
{1 − p(z), p(−z)},
and note that limK→∞ ξ(K) = 0. We have
1 − ⌊p⌉K(z) ≤ 1{z≤K/2} + ξ(K/2)1{K/2<z≤K}= (1 − ξ(K/2))1{z≤K/2} + ξ(K/2)1{z≤K}≤ 1{z≤K/2} + ξ(K/2)1{z≤K},
from which we obtain (using changes of variables)
∫ ∞
K
dz (1 − ⌊p⌉wK(z)) = ∫ ∞
K
dz ∫
R
dz˜ w(z − z˜)(1 − ⌊p⌉K(z˜))
≤ ∫ ∞
K
dz (Ω(K/2 − z) +Ω(K − z)ξ(K/2))= V (−K/2) + V (0)ξ(K/2),
and (5.48) now follows. The inequality (5.49) can be shown similarly by ﬁrst noting
that
⌊p⌉K(−z) ≤ (1 − ξ(K/2))1{z≤K/2} + ξ(K/2)1{z≤K}≤ 1{z≤K/2} + ξ(K/2)1{z≤K},
and writing
∫ −K
−∞
dz ⌊p⌉wK(z) = ∫ ∞
K
dz ⌊p⌉wK(−z)
= ∫ ∞
K
dz∫ K/2
−∞
dz˜ w(z˜ − z)⌊p⌉K(−z˜).
Using again changes of variables and the upper bound on ⌊p⌉K(−z˜), we ﬁnd that∫ −K−∞ dz ⌊p⌉wK(z) ≤ V (−K/2) + V (0)ξ(K/2), which proves (5.49).
Now, we show (5.50). We have
∣pw(z) − ⌊p⌉wK(z)∣ ≤ ∫ −K
−∞
dz˜ w(z − z˜)p(z˜) + ∫ ∞
K
dz˜ w(z − z˜)(1 − p(z˜))≤ ξ(K)(Ω(−z −K) +Ω(z −K)),
5.9. Appendix 151
where we have used the deﬁnition of ξ(K) = supz≥K{1−p(z), p(−z)}. We thus obtain
∫ K
−K
dz ∣pw(z) − ⌊p⌉wK(z)∣ ≤ 2V (0)ξ(K)
and (5.50) follows.
We can now prove Lemma 5.10. For convenience we restate the lemma.
(Lemma 5.10): Let x and y be interpolating proﬁles and assume the PGC and
Cw < ∞. Then
lim
K→∞
W2(⌊x⌉K , ⌊y⌉K) = W2(x, y).
Proof of Lemma 5.10. If W2(x, y) = ∞, then the result follows from Lemma 5.7
Equ. (5.12). We assume now that W2(x, y) < ∞, and it is suﬃcient to show that
lim
K→∞
(W2(⌊x⌉K , ⌊y⌉K) − ∫ K
−K
dz Ix,y,w(z)) = 0.
The expression in parentheses can be written as
∫ K
−K
dz (xw(z) − ⌊x⌉wK(z))y(z) + ∫ +∞
K
dz
⎛⎝∫ 10 dug−1(u) + ∫ 10 dv f−1(v) − ⌊x⌉wK(z)⎞⎠
= ∫ K
−K
dz (xw(z) − ⌊x⌉wK(z))y(z) + ∫ ∞
K
dz (1 − ⌊x⌉wK(z)),
where the last term follows from the fact that A(f, g; 1) = φ(f, g; 1,1) = 0. The result
now follows from Lemma (5.30).
5.9.3 Rearrangement
Now, we focus on monotonic proﬁles. In particular, we prove the following lemma
that is used throughout the chapter.
Lemma 5.31. For any non-decreasing function h, we have
∫
R
dz ∣hw(z) − h(z)∣ ≤ Cw(h(+∞) − h(−∞)). (5.51)
Proof. First we note that
hw(z) − h(z) = ∫
R
dz˜(h(z − z˜) − h(z))w(z˜),
and we obtain
∫
R
dz ∣hw(z) − h(z)∣
≤ ∫
R
dz∫
R
dz˜ ∣h(z − z˜) − h(z)∣w(z˜)
= ∫
R
dz˜∫
R
dz ∣h(z − z˜) − h(z)∣w(z˜)
= ∫
R
dz˜ (h(+∞) − h(−∞))∣z˜∣w(z˜)= Cw(h(+∞) − h(−∞)),
where the next to last step follows by the layer-cake representation and monotonicity
of h.
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Let p be an interpolating proﬁle. It it easy to see that, for any z, we have
⌊p⌉K(z) = p¯(z), (5.52)
for all K large enough and that ⌊p⌉K converges to p¯ uniformly.
5.9.4 Minimizers
In this section we focus on limit results speciﬁc to consistent ﬁxed points.
Lemma 5.32. Assume Cw < ∞ and let x, y be an interpolating consistent ﬁxed
point. Let us deﬁne
fK = f[⌊x⌉K ,⌊y⌉wK],
gK = g[⌊y⌉K ,⌊x⌉wK].
Then,
lim
K→∞
W2(fK , gK ; ⌊x⌉K , ⌊y⌉K) = W2(f, g;x, y).
Proof. From (5.40) and (5.41), for any consistent ﬁxed point, we have
∫
R
dz φ(f, g; y(z), x(z)) =
R2
dx(z)dy(z˜)∣z − z˜∣Ω(−∣z − z˜∣),
and, because limz→−∞ zΩ(z) = 0, we clearly have
lim
K→∞

R2
d⌊x⌉K(z)d⌊y⌉K(z˜)∣z − z˜∣Ω(−∣z − z˜∣) =
R2
dx(z)dy(z˜)∣z − z˜∣Ω(−∣z − z˜∣).
Thus, it remains only to show that
lim
K→∞
∫
R
dz (⌊x⌉K(z) − ⌊x⌉wK(z))⌊y⌉K(z) = ∫
R
dz (x(z) − xw(z))y(z).
By Lemma 5.31, we have
lim
K→∞
∫
R/[−K,K]
dz (x(z) − xw(z))y(z) = 0,
and by Lemma 5.30, Equ. (5.48), we have
lim
K→∞
∫
R/[−K,K]
dz (⌊x⌉K(z) − ⌊x⌉wK(z))⌊y⌉K(z) = 0.
The result now follows from Lemma 5.30, Equ. (5.50).
5.9.5 Second Derivative
We recall from the proof of Proposition 5.17 that, for saturated proﬁles,
W2(xλ, yλ) = W2,s(xλ, yλ) + ∫
R
dz(1 − xwλ (z))yλ(z).
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The representation used in Lemma 5.18 for the second term is equivalent to
∫
R
dz (1 − xwλ (z))yλ(z)= 
[0,1]2
dudv V ((1 − λ)(x−10 (v) − y−10 (u)) + λ(x−11 (v) − y−11 (u)))
= 
[0,1]2
dudv V (x−10 (v) − y−10 (u) + λD(u, v)).
Moreover, we saw in Lemma 5.19 that W2,s(xλ, yλ) is aﬃne in λ. So, using V ′′(z) =
w(z), we immediately obtain
d2
dλ2
W2(xλ, yλ) = 
[0,1]2
dudvD(u, v)2w(x−10 (v) − y−10 (u) + λD(u, v))
= 
[0,1]2
dudvD(u, v)2w(x−1λ (v) − y−1λ (u)).

Conclusions and Further
Directions 6
6.1 Conclusions
Spatially coupled systems have recently received much attention due to their excel-
lent performance across a variety of problems, including coding, in which they have
been proved to be universally capacity-achieving [43, 63, 71], compressive sensing
[52–54], and random constraint-satisfaction problems [55, 56], among others. The
behavior exhibited by coupled systems has been coined “threshold saturation” and
refers to the fact that the dynamic threshold of a spatially coupled system saturates
to the static threshold of the underlying uncoupled one. In the context of coding,
this means that the Belief Propagation (BP) threshold of the coupled code is equal
to the maximum a-posteriori (MAP) threshold of the underlying uncoupled one.
In this thesis, we have analyzed the performance of spatially coupled systems
under message-passing algorithms. We are interested in the behavior of the coupled
system during the so-called “dynamic phase”, when the system parameter is between
the dynamic and static thresholds, and at the static phase, when the parameter is
equal to the static threshold. For this purpose, we ﬁrst consider the system in the
large-size limit, also called the continuum limit, obtained by ﬁrst considering an
inﬁnite coupling chain length Lc → +∞ and next an inﬁnite window size w → +∞.
We thus approximate the original discrete system with a continuous one; this makes
the analysis more tractable. Then, w express the performance of the coupled system
in variational form, in terms of the continuous potential functional that describes
its evolution along iterations of the algorithm, and we analyze this functional. The
potential functional is inherently related to the “density evolution” (DE) equations
that track the “error distributions” of the system; the stationary-point equations of
the potential are the ﬁxed-point equations of the DE equations.
In Chapter 2, we have considered irregular LDPC codes when transmission takes
place over general binary-input memoryless symmetric-output (BMS) channels and
decoding is done using the BP algorithm. We consider the system during the dy-
namic phase, when the channel parameter is between the BP and MAP thresholds
and when the DE equations have a unique non-trivial stable ﬁxed point. By plotting
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the vector of “error probabilities” (where the zth vector component contains the
error probability at the zth position of the coupled chain) at diﬀerent iterations of
the BP algorithm, we observe that the vector (or proﬁle) exhibits solitonic behavior.
More speciﬁcally, it appears to have a ﬁxed shape that moves at a constant speed.
We conjecture that the proﬁle indeed exhibits the solitonic behavior, and we ﬁnd
a formula for its velocity of propagation along the chain of coupling. This veloc-
ity is equal to the inverse of the number of iterations of BP required to decode an
entire replica of the underlying system on the coupling axis. The main idea in the
derivation of the formula is to rewrite the DE equations in terms of the potential
functional. Once this is done, taking functional derivatives and making some alge-
braic manipulations yields the result. As we consider transmission over general BMS
channels, the formula involves inﬁnite-dimensional objects. We thus reduce its com-
plexity by approximating all distributions involved in BP by symmetric Gaussian
distributions [37]. This makes the distributions one-dimensional and gives relatively
good estimates of the “real” (empirical) velocity. Moreover, we use our results, once
specialized to the binary erasure channel (BEC), to estimate parameters that appear
in the scaling law of ﬁnite-size spatially coupled (, r,Lc) ensembles [96].
The solitonic behavior is not speciﬁc to the coding problem, but is, in fact, also
observed on other spatially coupled systems, such as the coupled compressive sensing
and Curie-Weiss systems [53], among others. For this reason, we have considered
general spatially coupled scalar systems governed by message-passing equations in
Chapter 3. We also restrict ourselves in this setting to DE-like equations with only
one non-trivial stable ﬁxed point. Using again the variational tool of the potential
functional, we derive the velocity of propagation of the soliton for such systems, and
apply it to two examples: compressive sensing and generalized LDPC (GLDPC)
codes when transmission takes place over the BEC or the binary symmetric channel
(BSC).
So far, the shape of the soliton for spatially coupled systems, during the dynamic
phase, has not been described analytically. Also, it is not known whether or not
this shape is independent of the initial conditions on the proﬁle. However, due to
empirical observations, we conjecture that the proﬁle attains a shape that is non-
decreasing, such that its left and right limits are the trivial and non-trivial stable
ﬁxed-point values, respectively. These open questions bring into light the second
part of the thesis, summarized below.
In Chapters 4 and 5, we have considered spatially coupled systems at the static
phase and characterize the solution of the DE or DE-like equations. To do so,
we introduce a new tool for the analysis of spatially coupled systems, namely the
concept of displacement convexity. This tool makes use of an alternative structure
of probability distributions; hence, it applies to an appropriate space of increasing
proﬁles. We prove that the potential functional governing the systems we consider in
these chapters are strictly convex under the alternative structure. This result implies
that the potential functional admits a unique minimizing proﬁle or, equivalently, that
the DE equations governing the system admit a unique ﬁxed point solution, in an
appropriate space of proﬁles.
In Chapter 4, we have considered the spatially coupled (, r)-regular Gallager
ensemble when transmission takes place over the BEC. We ﬁrst prove that the po-
tential functional attains a minimum; that is, that a minimizer for it exists, using
the “direct method” in the calculus of variations [109,110]. Displacement convexity
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can only be viewed over the space of probability distributions. Thus, we use trunca-
tion and increasing rearrangement techniques (see Section 4.4.1) to prove that the
potential functional is minimized over the space of non-decreasing proﬁles that have
ﬁnite limits. These can be seen as cumulative distribution functions (cdf’s) (up to
scaling), which conﬁrms that displacement convexity is a tool appropriate for the
analysis of spatially coupled systems. In fact, the left and right limits are the trivial
and non-trivial stable ﬁxed points of the DE equations, respectively; this matches
perfectly with the conjecture resulting from our analysis in Chapters 2 and 3. Once
we restrict our analysis to the space of cdf’s (up to scaling), we prove that the po-
tential functional is displacement convex over this space, and furthermore strictly
displacement convex over the space of “centered” such proﬁles (where the jump
from the left to the right limit is centered at the origin). We thus prove that the DE
equations converge to a unique solution: a proﬁle that is increasing from the trivial
ﬁxed-point value to the non-trivial ﬁxed-point value, up to translation.
In Chapter 5, we have generalized our results from the previous one to general
spatially coupled scalar systems, considering again the static phase. The approach
in this chapter is diﬀerent, as we consider the system of DE equations in terms of
two proﬁles, instead of single DE recursion as considered in Chapter 5. Furthermore,
we use “saturation” techniques (see Section 5.2.3) to avoid assuming that the min-
imizing cdf’s converge to the limits “fast enough”. Besides these (quite technical)
aspects, the analysis follows the same steps (up to appropriate modiﬁcations). We
establish the existence of a minimizer for the potential by using the direct method
in the calculus of variations, although this result was already proved in [69]. We
again use rearrangement inequalities to restrict our search of minimizing proﬁles
to non-decreasing ones that can be viewed as cdf’s. We show that, under mild
conditions on the system, most of which are necessary for the existence of a ﬁxed
point, the potential is displacement convex. Under the conditions used in [69] to
show the existence of spatial ﬁxed points, we show that the displacement convexity
is strict. This ensures that the pair of proﬁles minimizing the potential is unique
up to translation. Therefore, for general spatially coupled scalar systems, we also
characterize the solution to the DE equations; they are again non-decreasing proﬁles
that increase from the trivial ﬁxed-point value to the non-trivial one.
6.2 Further Directions
Continuum Limit:
Throughout the thesis, we have used a continuum approximation of the original
discrete systems obtained by taking the spatial length Lc, and then the window size
w, to be very large Lc >> w >> 1. This yields continuous versions of the DE equations
and the potential functionals, that are originally discrete. In Chapters 2 and 3, we
even conﬁrm, using numerical simulations, that this continuum approximation is
good (since the formulas for the velocities yield good estimates for the real, empirical
velocities). It is an interesting open question to ﬁnd the error in this approximation
or at least to bound it in terms of the chain length and window size.
In Chapters 2 and 3, we have obtained an approximation of the velocity of the
soliton based on the continuous formulation of the problem. We conjecture that
this approximation becomes exact in an asymptotic limit of inﬁnite spatial length
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Lc and window size w (keeping the order Lc >> w >> 1). It is an interesting open
problem to quantify the quality of this approximation already for Lc inﬁnite and w
ﬁnite but large. The numerical results tend to indicate that the approximation is
already quite good for small values of w, when it is of the order of a few positions.
In the context of displacement convexity, however, we have used the continuum
version of the potential functional because the continuous space is the natural setting
in which displacement convexity has so far been developed [93]. An interesting
question is whether it is possible to formulate the displacement convexity framework
in the discrete setting, and to apply the analysis in this setting directly. More
speciﬁcally, how can we deﬁne the displacement interpolant for two discrete vectors
of scalar components? Once the interpolation is deﬁned, how can we deﬁne the
displacement convexity of a discrete potential? Otherwise, to account for the error
made in approximating a discrete system with a continuous one, we can again try
to estimate the error involved in this approximation.
The shape of the soliton:
In Chapters 2 and 3, we have considered the system in the dynamic setting, after the
transient phase has passed and during the wave propagation phenomenon. We make
an ansatz, namely that the proﬁle has a unique shape, independent of the initial
condition, that moves with a constant velocity. There are two interesting questions
that directly arise from these assumptions. The ﬁrst one concerns the minimum size
of the seed required to initiate decoding or signal reconstruction at the boundaries,
therefore wave propagation. The second concerns the (in)dependence between the
size of the seed and the shape and speed of the soliton (as long as the seed is bigger
than the minimum required size). The proof of the ansatz remains an important and
interesting open question that could answer these questions. In particular, proving
the ansatz may establish the independence of the size of the seed from the shape
and speed of the soliton.
One way in which it is possible to characterize the shape of the propagating
wave is to use displacement convexity for the analysis of the dynamic state of the
spatially coupled system. In Chapters 4 and 5, we have characterized the ﬁxed point
of the DE equations using the tool of displacement convexity, during the static phase
of the system. It would thus be interesting to reformulate the convexity problem
in the context of the dynamic system. A ﬁrst step in this direction is to consider
the “dynamic potential” used in Chapters 2 and 3, along with the “dynamic DE
equations” that still depend on time or the iteration number. Then, we can remove
the “dynamic degree of freedom”, the velocity, from the proﬁle by centering the
moving proﬁle at the origin. This is possible once we assume that the velocity of
propagation is constant. Furthermore, using the tool of displacement convexity to
analyze the dynamic system behavior can shed some light on the questions of the
independence of the soliton shape from the initial conditions.
Approximations for the velocities:
The formulas we derive in Chapters 2 and 3 involve the entire shape of the soliton in
the denominator, which could be expensive to compute. It would be desirable to ﬁnd
approximations (or bounds) for the velocities that are independent of the shape of
the soliton, and that are good for the entire range of channel parameters between the
BP and MAP thresholds, where the solitonic behavior is observed. The idea is to ﬁnd
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an approximation for the denominator that would involve only primitive quantities
related to the underlying uncoupled ensemble (such as the degree distributions, the
single system potential etc), as the numerator is already expressed in terms of these
quantities. Such an approximation scheme has been proposed in [76] for the special
case of coding with transmission over the BEC, where it works quite well close to the
MAP threshold. It would be desirable to ﬁnd an extension to more general settings.
Generalizations to analyses via displacement convexity:
By moving from Chapter 4 to Chapter 5, we have successfully generalized the anal-
ysis via displacement convexity from a particular code ensemble to general scalar
systems. However, displacement convexity seems to be a generic tool that could
also be applied to higher-dimensional problems, such as coding with transmission
over general BMS channels or multiple-access channels. Furthermore, in Chapters 4
and 5, we have restricted our search of minimizing proﬁles to the space of increasing
proﬁles. It is not clear in our settings when this inequality is strict, so we cannot
exclude the existence of a minimizing pair outside the spaces of increasing proﬁles.
It would be interesting to ﬁnd the conditions under which the inequality is strict.
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