The input to the k-means for lines problem is a set L of n lines in R d , and the goal is to compute a set of k centers (points) that minimizes the sum of squared distances over every line in L and its nearest point. This is a straightforward generalization of the k-means problem where the input is a set of n points instead of lines.
Background
Clustering is the task that aims to group a subset of objects that are more similar to each other from the other objetcs in the group, that group called a cluster. There is a lot of different clustering techniques, but most noticeable and popular is Lloyd's algorithm or the k-means algorithm [4] , [50] that was first published in 1955.
The classical Euclidean k-means problem input is a set of n points in R d , and the purpose is to compute a set of k-centers (that are also points in R d ) that minimizes the sum of squared distances over each input point to its nearest center. Geometrical objects clustering in R 2 was discussed in Weber Problem [16] and assumes that the dimension of the input is limited. But when handling data in high dimension the task become much more harder. Many variations and restrictions to this standard setting have been addressed. They differ from each other by the type of objects they are clustering, the number of groups, the dimension of the problem and the objective function. Each one of those problems has different motivation and can be related to different fields of research. Since the problem is proven to be NP-Hard [47] , [51] , a lot of effort was invested in finding approximation algorithms for these problems. Techniques such as PCA/SVD [43] , [24] or Johnson-Lindenstraus [40] aims to reduce the the input dimensionality. However, such techniques project the data and turn it into dense data, and the k-means of the projected points are no longer a subset of the original input.
One of the approximation algorithm method for this problem is by using Coresets. Given a set of n points in R d , and an error parameter > 0, a coreset is a small set of weighted points in R d , such that the sum of squared distances from the original set of points to any set of k centers in R d can be approximated by the sum of weighted distances from the points in the coreset. Running an existing clustering algorithm on the coreset yields approximation to the output of running the same algorithm on the original data. Coresets were first suggested in [1] as a way to improve the theoretical running time of existing algorithms. Moreover, a coreset is a natural tool for handling Big Data using all the computation models that we talked about.
Clustering and shape fitting problems on points have been actively studied in the past decade. For the kcenter problem on points in R d , efficient approximation algorithms with running time polynomially dependent on d are available. A simple greedy algorithm [31, 37] , finds a 2-approximation and can be implemented in optimal time O(nd log(k)) [17] . Another result using coresets based techniques for k-means achieves a (1 + )-approximation algorithm with running time k
O(k/
2 ) dn [6, 33, 34] , were based on partitioning the data into cells, and take a representative point from each cell to the coreset, but these algorithms for points in R d do not generalize to the case of incomplete data (i.e., lines), and with exponential size of d. Recently, deterministic construction of size O(1/
2 ) was suggested in [26] for the case k = 1, and for k > 1 [8] suggest an streaming algorithm for computing a provable approximation to the k-means of sparse Big data.
In facility location problems [20, 13] , the input points represent the location of clients, and the centers are called facilities. In this case we might have constraints that some of the centers will be closer to some clients. A major difficulty in such a generalization lies in the lack of a triangle inequality when considering lines. The problem is not that the triangle inequality is slightly violated, but that no relaxation of it holds. No matter how far apart lines a and c are, there is always a line b that intersects both.
Related Work
Langebreg and Shculman used Helly's theorem [12] (intersection of convex sets) to introduce a "k-center problem" for lines [30] , trying to cover a collection of lines with k balls in R 3 . The usual starting point for statistical theory, learning theory, or estimation for control, is an input set consisting of a list of empirically gathered data points in R d . One of the serious gaps between statistical theory and practice, however, lies with incompletely-specified data. Essentially, the issue is that a high-dimensional data point is not specified by one "measurement" but by many, and that some of those measurements may be missing. They suggests a particular method of imputation -given a "data line", find a ball intersecting it, and choose the point on the line closest to the center of that ball.
Langebreg and Schulman [29] addressed the 1-center problem (i.e., the case k = 1 to find a single ball intersecting all input lines). From a computational point of view, the 1-center problem significantly differs from the general k-center problem, the 1-center problem is a convex optimization problem and therefore fundamentally easier than the cases of k-center for k ≥ 2.
The similarity to our problem is the statistical motivation and specifically the notion that the region of intersection of a line with a ball is a useful imputation of the missing data on that line.
Also there has been work on "clustering points with k lines" [2] , [3] , [36] , where one finds a set of lines L such that the set of cylinders with radius r about these lines covers all the input points S.
Our Contribution
Our main technical result is a deterministic algorithm that computes an ε-coreset of size
for a streaming and distributed set of lines L and every constant error parameter ε > 0, in a linear running time in the number of data lines n, and polynomial in the dimensionality d and the number k of desired centers; See Theorem 4.9 and Theorem 4.10 for details and exact bounds. Using this coreset with a merge-and-reduce technique, we achieve the following deterministic algorithms:
1. An algorithm that, after one pass over the data returns an (1 + ε)-approximation to the k-mean of L.
2. A streaming algorithm that computes an (1 + ε)-approximation for the k-mean of a set L of lines that is distributed (partitioned) among M machines, where each machine needs to send only
input lines to the main server at the end of its computation.
3. Experimental results on 10 machines on Amazon EC2 cloud show that the algorithm performs very well in practice, boost the performance of the popular Llooyds k-means heuristic [45] . Moreover, open source code for all the algorithms and experiments is provided.
Notation and Main Result 4.1 Preliminaries
For an integer n ≥ 1 we define [n] = {1, . . . , n}. From here and in the rest of the paper, c ≥ 0 is a universal constant that can be determined from the proof.
where L is a non-empty ordered multiset of lines in R d , and w : L → (0, ∞) is a function that maps every ∈ L to w( ) ≥ 0, called the weight of . A weighted set (L, 1) where 1 is the weight function w : L → {1} that assigns w( ) = 1 for every ∈ L may be denoted by L for short.
Definition 4.2 (distance)
Let the distance function between a pair of points be D : Definition 4.3 (cost) For every set P ⊆ R d of k points and a weighted set of lines L = (L, w) in R d , we denote the total sum of weighted distances from L to P by cost(L , P ) = ∈L w( )D( , P ).
Definition 4.4 (projection π) For every two sets X, Y ⊆ R d , we denote π(X, Y ) ∈ arg inf y∈Y D(y, X) to be the closest point in Y to X. Here and in the rest of the paper, ties are broken arbitrary.
} denote their union, m ≥ 1 be an integer and B ⊆ R d be a finite set of points. We define
as the closest m sets to B in X.
Problem Statement and Main Result
In the familiar k-medians clustering problem, the input is a set P of n points in R d , and the goal is to compute a set C of k centers (points) in R d , that minimizes the sum distances over each point p ∈ P to its nearest center in C, i.e.
C ∈ arg min
A natural generalization of the k-medians problem is to replace the input set of points P by a set L of n lines in
In this paper, for every weighted set L = (L, w) of finite number of lines in R d , we are interested in seeking a weighted set of lines S = (S, u) from L which is a compact representation that approximates cost(L , C) for every set C ⊆ R d of k points. A coreset is problem dependent, and the problem is defined by 4 items: the input weighted set, the possible set of queries (models) that we want to approximate, the cost function per point, and the overall loss calculation. In this thesis, the input is usually a set of lines in R d , but for the streaming case in Section 6.4 we compute coreset for union of (weighted) coresets and thus weights will be needed. We will use the folowing definitions of Feldman and Kfir [42] .
Definition 4.7 (query space [42] ) Let Y be a set called query set, P = (P, w) be a weighted set called the input set, f : P × Y → [0, ∞) be called a kernel function, and loss be a function that assigns a non-negative real number for every real vector. The tuple (P , Y, f, loss) is called a query space. For every weighted set S = (S, u) such that C = {p1 , . . . , p m } ⊆ P , and every y ∈ Y we define the overall fitting error of C to y by
A coreset that approximates a set of models (queries) is defined as follows.
Definition 4.8 (ε-coreset [42] ) Let P = (P, w) be a weighted set. For an approximation error ε > 0, the weighted set S = (S, u) is called an ε-coreset for a query space (P , Y, f, loss), C ⊆ P , and for every y ∈ Y we have f loss (P , y) ∈ (1 ± ε)f loss (C , y).
Theorem 4.9 Let L be a set of n lines in R d , k ≥ 1 be an integer, ε, δ ∈ (0, 1) and m > 1 be an integer such that
Let (S, u) be the output of a call to Coreset(L, k, m); see Algorithm 4. Then, with probability at least 1 − δ,
For every h ≥ 1 we define
Let S 1 , S 2 , . . . be the output of a call to Streaming-Coreset(stream, ε/6, δ/6, Coreset, hlf), where a call to Coreset((Q, w), ε, δ) returns a weighted set (S, u) whose overall weight is p∈S u(p) = p∈Q w(p); See Alg. 5. Then, with probability at least 1 − δ, the following hold. For every n ≥ 1,
, where L n is the first n lines in stream.
(ii) (Size)
lines in memory during the streaming.
time after S n−1 .
(v) (Overall time) S n is computed in nt time.
Coreset Construction
We would like to compute a (k, ε)-coreset for our data. A (k, ε)-coreset (S, µ) for a set L of lines, approximates the fitting cost of any query k-medians for L up to a small multiplicative error of 1 ± ε. We note that the k-medians for L can be computed using naive exhaustive search on the output of algorithm CentroidSet(L), with running time of n O(k) ; See Algorithm 1. We will do it in a linear running time in the number of the input data.
// the closest point on to . Ties broken arbitrarily.
A set L of n lines in R d and two integers k, m ≥ 1.
Output:
A set B ⊆ R d which is, with probability at least 1/2, an (α, β)-approximation for the k-medians of L where α ∈ O(1) and β = O m 2 log n . // See Definition 6.1 and Theorem 6.18.
Pick a sample S of |S| ≥ m lines, where each line ∈ S is sampled i.i.d and uniformly at random from L.
See Definition 6.15 and Corollary 6.16.
A (sensitivity) function s : L → [0, ∞) that satisfies Theorem 6.20. 
Algorithm 3 overview. Coreset is an importance algorithm, that computes for each input data line its importance (sensitivity) for the sampling, samples small amount of data lines from the input according to that importance, and returns a small subset of the input which reflects its distribution properly. This routine is being called during the main algorithm (Line 4 in Alg. 4). Given a point b ∈ R d from the output set of a call to Bi-Criteria-Approximation(L, m) for some m ∈ O(dk log(k)) as described in Theorem 6.18, a subset L of the lines that was clustered to b from the original set (See Line 3 in Alg. 4) and an integer k ≥ 1, this algorithm computes part of the sensitivity of each line. In the for loop in Line 2 we define a unit sphere S that is centered at b. Next, in Line 6 for each line ∈ L we define ⊆ R d to be the line after it was translated to b. In Lines 7 and 8 we replace every line with one of its intersection with S, and combine all these points into one set Q. Finally, the main and last technique we suggest in this paper is a reduction to the sensitivities of the set Q, where the query is a set of 2k weighted points, from the paper of Feldman and Schulman [25] (See Theorem 6.20).
A finite set L of lines in R d and an integer k ≥ 1.
A weighted set ("coreset") (S, u) that satisfies Theorem 4.10.
1 j := cdk log 2 k, where c is a sufficient large constant c > 0 that can be determined from the proof of Theorem 6.18.
is the set (cluster) of lines that are closest to the point b ∈ B. Ties broken arbitrarily.
Pick a sample S of at least m lines from L, where each line ∈ L is sampled i.i.d. with probability prob( ).
14 return (S, u) Algorithm 4 overview. This is the main algorithm. In the loop in Line 3 we cluster the lines according to centers we got from the call to Bi-Criteria-Approximation with the specified parameters, and in Line 4 we are using Alg. 3 to get part of each line sensitivity ; See Theorem 6.20. In the loop in Lines 7 and 9 we set the sensitivity (importance) of each line, according to distance from the bi-criteria centers and the translation of the lines toward them. In Lines 10 and 11 we define a probability as a function of the lines sensitivities and sample lines with that probability. Finally in Line 12 we set the weights of the chosen lines s.t. we get the required (1 + ε)-approximation in the expectancy. The output of the algorithm is a set of m lines with appropriate weights.
6 Proof of Correctness
The main idea of the coresets is to take a small and smart sample from the input data by its centers of gravity, and show that running the naive algorithm on that small sample brings almost the same results we would get from running it on the original input, and from the size of the sample that running time will be significantly small. However, if we knew the centers of gravity, we could solve the original problem with the optimal clustering. In order to solve this situation of an egg and a chicken, we will calculate a bi-critia for the problem as a starting point (see Alg. 2). That is, instead of returning k points that minimize the sum of distances from a set of n lines, we will return k · log(n) points that minimize the sum of distances from these lines up to a constant factor, with a probability of at least 1 − δ. We will set it with the following definition.
Once we have a starting point as an (α, β)-approximation, we can perform some analysis on the lines in L relative to these kβ centers, and get an estimation for the centers of gravity of the lines. The full process and its immediate result will be explained in the following theorem and algorithm.
Let d, k be two positive integers, and let
. For convenience, we denote the set of points OP T (L, k) by P * .
Robust Constant Approximation
First, we show that for every finite set L of lines in R d , we can compute a set P ⊆ R d of k points that minimizes the sum of distances to L up to a constant factor, and in particular -minimizes the sum of distances to each subset of lines L ⊆ L up to a constant factor -which will help us a lot later. In order to do so, we will based on Feldman theorem [18] .
Lemma 6.3 Let L be a set of n lines in R d , k ≥ 1 be an integer and let G ⊆ R d be the output of a call to
Moreover, G can be computed in O dn 2 time.
Proof. Let P ⊆ R d be a set of k points. Let ∈ L, and p ∈ P denote a closest point in P to . Let p = π p, ∈L denote the projection of p onto its closest line in L, and let P ⊆ R d denote the union of p over every p ∈ P ; See P = {p 1 , p 2 } in Fig. 5 . Hence,
= 2D( , P ) (6) Figure 1 : Example for k = 2. The input is a set L = { 1 , . . . , 5 } of lines, and the translated center points are the sets, from left to right respectively,
where (3) is by the definition of π(p , ), (4) is by the triangle inequality, and (5) holds since p is defined to be the closest point to p in ∈L . Let be the closest line to p in L such that p = π(p, ). Recall that Q( ) from Line 3 in Alg. 1 is the union of the n − 1 closest points in to each ∈ L \ { }. Let p ∈ arg min q∈Q( ) D(p , q) denote the closest point to p in Q( ) and P ⊆ R d denote the union of p over every p; See P = {p 1 , p 2 } in Fig. 5 . Substiuting j = m = 1, F = {p } and A = in Theorem 6.2 yields that there is ω ≥ 0 and v ∈ R d such that,
From the combination of the following
we obtain π(v, ) ∈ Q( ).
And that gives us
where (8) is by the definition of the weighted point v and (9) is by the triangle-inequality. (10) holds from the combinition of (7) and the definition of p as the closest point to p in Q( ). Equation (11) follows from the Pythagorean Theorem; See Fig. 2 . This proves Lemma 6.3 since
where the first inequality is by (12) and the second is by (6).
Figure 2: Example in 3 dimensional space. Given a set P of points and two lines * , ∈ L, p ∈ P and p , p ∈ * are the two translation of p as described in Lemma 6.3 proof.
We will use the following definitions and observation due to Jubran and Feldman [41] , to generalize our results for other distance functions. 
Definition 6.5 (Log-Lipschitz function [41] ) Let r > 0 and n ≥ 1 be an integer, and let v = (v 1 , . . . , v n ) ∈ R n . Let I be a subset of R n , and h : I → [0, ∞) be a non-decreasing function. Then h(x) is r-log-Lipschitz over x ∈ I, if for every c ≥ 1 and x ∈ I ∩ I c , we have h(cx) ≤ c r h(x). The parameter r is called the degree of h. Definition 6.6 (optimization framework [41] ) Let X be a set called ground set, A = {a 1 , . . . , a n } ⊂ X be a finite set and let Q be a set called queries. (D(a 1 , q) ), . . . , lip(D(a n , q))).
The following observation states that if we find a query q ∈ Q that approximates the function D for every input element, then it also approximates the function cost as defined in Definition 6.6. (D(a 1 , q) ), . . . , lip(D(a n , q))) be defined as in Definition 6.6. Let q * , q ∈ Q and let c ≥ 1
Theorem 6.8 Let L be a set of n lines in R d , k ≥ 1 be an integer and G ⊆ R d be an output of the call to Centroid-Set(L). Then for every integer m ∈ [n − 1] and a set P ⊆ R d of k points, there exists a set P ⊆ G of |P | = k points that robustly minimizes the sum of distances to L up to a constant factor, as follows
Proof. Let P * ⊆ R d , |P * | = k and m < n be an integer. By Lemma 6.3, there exists a set P ⊆ G,
Substitute in Observation 6.7, X = R d , Q = X ⊆ R d | |X| = k which is the union of all possible sets of
x denote the sum of the m smallest numbers in X, c = 4 and the two sets Q * ∈ arg min
cost(L, P * ) and Q = P . By the definition of lip and f , we obtain r = s = 1, that means lip and f both are 1-log-Lipschitz functions. Finally, combining this together with (14) yields
which proves the theorem.
Bound on the VC-Dimension
At each iteration of the Bi-Criteria-Approximation, we are seeking to find a set of k points that minimizes the total sum of distances from a subset of the remaining lines in the same iteration (see Alg. 2, Line 4) -that is, a robust constant approximation. In order to compute such set, we need to run the Centroid-Set algorithm at each iteration on L, which can take a very long time. In this part, we show that running the Centroid-Set algorithm on an i.i.d sample consist of Θ (dk log(k)) lines from the uniform distribution over the remaining lines is enough to get the same results up to ε additive error, with a probability of 1 − δ. To show that, we use a method due to Warren [55] to bound the VC-dimension of following range space.
Definition 6.9 (range space [24] ) A range space is a pair (F, ranges) where F is a set, called ground set and ranges is a family (set) of subsets of F , called ranges.
Definition 6.10 (VC-dimension [24])
The VC-dimension of a range space (F, ranges) is the size |E| of the largest subset E ⊆ F such that |E ∩ range | range ∈ ranges| = 2 |E| .
Definition 6.11 (range [24] ) Let F be a finite set of functions from a set Q to [0, ∞). For every Q ∈ Q and r ≥ 0, let
Finally, let R Q,F = (F, ranges(F )) be the range space induced by Q and F .
In what follows, sgn(x) denotes the sign of x ∈ R d . More precisely, sgn(x) = 1 if x > 0, sgn(x) = −1 if x < 0, and sgn(x) = 0 otherwise. We use the following theorem. The proof of the following corollary is very similar to the proof in [55] for the case of k centers medians for given a finite set of n lines.
Corollary 6.14 Let Q k be the family of all sets which are the union of
and Q ∈ Q k . Then the dimension of the range space R Q k ,F * that is induced by Q k and F * is O(dk log k).
Proof. We first show that in the case k = 1, the VC-dimension of the range space R Q k ,F * is O(dk).
Then the result follows from the fact that the k-fold intersection of range spaces of VC-dimension O(dk) has VC-dimension O(dk log k) [7, 15 ]. If n < d then the result is immediate. Thus, we consider the case n > d. We will first argue that the distance to a line can be written as a polynomial in
and only q is unknown. Therefore, f i (Q) − r is a polynomial of constant degree b = 2 with d * ∈ O(d) variables. Consider a subset Y ⊂ F s.t. |Y | = m and denote the functions in Y by {f 1 , . . . , f m }. Our next step will be to give an upper bound on the number of different ranges in our range space R Q k ,F * for k = 1 that intersects Y . By defining the ranges as
for Q ∈ Q k , and r ≥ 0, we observe that for every i ∈ [n] we have D 2 ( i , P ) ≥ r 2 , iff sgn(f i (P ) − r 2 ) ≥ 0. Thus, the number of ranges is at most
We also observe that for every sign sequence that has zeros, there is a sign sequence corresponding to the same range that only contains 1 and −1 (this can be obtain by infinitesimally changing r). Thus, by Theorem 6.12 the number of such sequences is bounded by
, where b ∈ O(1). By Corollary 6.13 we know that for b ≥ 2 (which we can always assume as b is an upper bound for the degree of the involved polynomials) and m ≥ 8d * log 2 b the number of such ranges is less than 2 m . At the same time, a range space with VC-dimension d must contain a subset Y of size d such that any subset of Y can be written as Y ∩ range for some range ∈ ranges, which implies that the number of such sets is 2 d . Since this is not possible for Y if m ≥ 8d * log 2 b, we know that the VC dimension of our range space is bounded by 8d * log 2 b ∈ O(d) (for the case k = 1). Now the result follows by observing that, in the case of k centers, every range is obtained by taking the intersection of k ranges of the range space for k = 1.
Bicriteria approximation
In what follows, we will use a method due to Feldman and Langberg [21] to prove that the output of Alg. 2 is indeed an approximation as in Definition 6.1. [21] ) Let F be a set of n functions from a set X to [0, ∞). Let 0 < ε, γ < 1, and α > 0. For every x ∈ X, let F x denote the γn functions f ∈ F with the smallest value f (x). Let Y ⊆ X, and let G be the set of the (1 − ε)γn functions f ∈ F with smallest value f (Y ) = min y∈Y f (y). The set Y is called a (γ, ε, α, β)-median of F , if |Y | = β and
Definition 6.15 (robust median
cost(G, Y ) ≤ α min x∈X cost(F x , x).
Corollary 6.16 ([21])
Let ε ∈ (0, 1/10) and δ, γ ∈ (0, 1]. Let F be a set of n ≥ 1/(γε) functions from X to [0, ∞), where the VC-dimension of the range space that induced by F and X is d * . Suppose that we have an algorithm that receives any set S ⊆F of size
and returns a set Y, |Y | ≤ β that contains a ((1 − ε)γ, ε, α, 1)-median of S in time SlowMedian. Then a (γ, 4ε, α, β)-median of F can be computed, with probability at least 1 − δ, in time SlowMedian + O (|S|).
Theorem 6.17 ([21])
Let F be a set of n functions from a set X to [0, ∞). Let 0 < ε, δ, γ < 1, α, β ≥ 0. Then a set Z ⊆ X of size |Z| ≤ β log 2 n can be computed such that, with probability at least 1 − δ,
This takes time
where:
• t is an upper bound on the time it takes to compute f (Y ) for a pair f ∈ F and Y ⊆ X such that |Y | ≤ β.
• O(SlowMedian) is the time it takes to compute, with probability at least 1−δ/2, a (3/4, ε, α, β)-median for a set F ⊆ F .
• O(SlowEpsApprox) is the time it takes to compute a (1, 0, α, β)-median for a set F ⊆ F of size
For what follows, note that Alg. 2 is the implementation of the algorithm Bicriteria in [21] for the case that F is a set of lines L, β is an integer k ≥ 1, ε = 1/10 and α = 4. We thus obtain a final theorem that summarizes the correctness of the entire (α, β)-approximation.
Theorem 6.18 Let L = { 1 , . . . , n } be a set of n lines in R d , k ≥ 1 be an integer, δ, ε ∈ (0, 1) and m ≥ c dk log 2 k + log 2 1 δ /ε 4 , for a sufficiently large constant c > 1 that can be determined from the proof. Let B be the output set of a call to Bi-Criteria-Approximation(L, m); See Algorithm 2. Then,
and with probability at least 1 − δ,
Moreover, B can by computed in O nd 2 log k + m 2 log n time.
Proof. Let i ∈ [ log 2 n ], and consider the ith iteration of the main "while" loop in Line 2 of Alg. 2, L be the set of lines that is computed in the (i − 1)th iteration in Line 7, S be a set of at least m lines that was randomly chosen from L in Line 2, and G ⊆ R d be the set of points that is computed in Line 4 during the ith iteration.
Let p * ∈ R d . Substituitng L = S, m = 9 |S| /10 and k = 1 in Theorem 6.8 yields that there is p ∈ G such that cost (closest (S, {p } , 9 |S| /10) , p ) ≤ 4 · cost (closest (S, {p * } , 9 |S| /10) , p * ) .
This means that, there exist p ∈ G which is a ((1 − ε)γ, ε, α, 1)-median of S, where γ = 1, ε = 1/10 and α = 4, that can be found via simple exhaustive search over every point in G. Next, recall the definition of Q k = Q ⊆ R d | |Q| = k as the family of all sets which are the union of
, where j is the jth line in L. Let F = {f 1 , . . . , f n } be the union of these functions. Substituting F * = F in Corollary 6.14 yields that the VC-diminsion of the range space that induced by F and Q k is O(dk log k). Since |S| ∈ Θ dk log 2 k + log 2 1 δ , then substituting in Corollary 6.16, d * = dk log k, γ = 1, ε = 1/10 and β = O(m 2 ), together with (16) yields that with probability 1 − δ, G itself is a (1, 4/10, 4, O(m 2 ))-median of L. Note that:
• The time it takes to compute f (Y ) = D( , Q), i.e., the Euclidean distance from to Q for every
• Defining SlowMedian to be the time it takes to compute G by a call to Centroid-Set(L), which is O(m 2 ); See Lemma 6.3.
• Noting that SlowEpsApprox is simply a random sampling of m lines at each iteration.
Using this and substituting in Theorem 6.17, α = 4, β = O(m 2 ), when F, ε and γ are defined as above, we obtain that, with probability at least 1 − δ
and the running time it takes to compute B is O nd 2 log k + m 2 log n , which proves the theorem.
Sensitivity
Our coreset is basically a sample consist of small amount of lines from a distribution over our input set of lines -a distribution that reflects the optimal clustering which we get from a pre-process in a linear time over the data. In order to get such a good and reflecting distribution, we need to estimate how much a line influences on the sum of distances in the optimal solution, and give to lines with higher such influence a higher probability to be chosen. We measure that influence by the line sensitivity.
Definition 6.19 (sensitivity) Let L be a set of n lines in R d and k ≥ 1 be an integer. We define the sensitivity of a line ∈ L by
where the sup is over every set P of k points in R d such that the denominator is positive. The total sensitivity is S *
In what follows, we will use the next theorem due to Feldman and Schulman; See Alg. 2 in [25] . 
, where the sup is over every k points c 1 , . . . , c k with corresponding weights w 1 , . . . , w k such that the denominator is positive. Then with a probability 1 − δ a function s :
can be computed in ndk
We are now ready to bound the total sensitivity for the k-median of lines.
For every ∈ L, let be the line that is parallel to and passes through the closest point to inP , and L = { | ∈ L} denote their union; See Fig. 3 . For every ∈ L and its corresponding line in
Then, S L,k ( ) is a sensitivity bound of S * L,k ( ), and its total sensitivity is
Moreover, givenP , and upper-bound for S k (L) can be computed in time
Proof. The proof is split into two parts, where in the first part we will bound S k (L) via S * k (L ), and in the second part we bound S * k (L ).
Bound on S k (L). Let P ⊆ R d be a set of k points, ∈ L and ∈ L as defined above. Let p ∈ P denote the closest point to in P (ties broken arbitrarily); See Fig. 4 . We then have,
where (21) and (22) (24) where and is a pair of parallel lines, p is the closest point in P to and x and x are the two closest points to P in and , respectively.
Next, we bound the sum of distances from the set L of projected lines to P , as follows
Where (25) holds by the same proof as (24) and (26) sinceP in an (α, β)-approximation for L.
We then get a bound on the rightmost term in (24),
where (27) holds from the definition of S * L ,k ( ) and (28) by (26) .
We now bound the term in the left hand side of (24) by
where (29) holds by the definition ofP as an (α, β)-approximation of L, and (30) since and are parallel.
Plugging (28) and (30) in (24) yields,
Let Q ∈ arg sup
such that the denominator is not zero. Consider (24), we obtain that the sensitivity with respect to a line ∈ L is
where the inequality is by (24) . Plugging P = Q in (31) yields that the desired upper bound on the sensitivity is
where the last inequality holds since α ≥ 1. Summing the last inequality over every ∈ L yields
Bound on S * k (L ). For every i ∈ [kβ], letp i ∈P denote the ith point ofP and L i ⊆ L denote the subset of lines in L that intersect atp i . The total sensitivity is then bounded by
such that the denominator is positive. Fix i ∈ [kβ]. Without loss of generality, assume thatp i is the origin of R d , otherwise, translate the coordinate system. Let
The total sensitivity is bounded by
where the last equality is by (35) . By letting w(x) = x for every
For a line that intersects the origin and a set B ⊆ S By the combination of (37) and the substitution B = P in the last equation, we obtain
Since |P ∪ −P | = 2 |P | = 2k, we can express it as the total sensitivity over every 2k points in
using (39) and plugging P = ∈L i q and 2k instead of k in Theorem 6.20 yields that a sensitivity bound
Summing this bound over every
where the first bound is by (34) and the second from (40) . Finally, from the combination of (33) with (41) we obtain
which proves the upper bound of the total sensitivity for L.
Running time. The overall time it takes to compute the distance fromP to each line in L is
Since |L| = n and by the size ofP (see (15)), we get T = O n log n · dk log k+log(1/δ) ε 4
, for some ε, δ ∈ (0, 1). By Theorem 6.20, the time it takes to compute the sensitivities
Hence, the total running time is
Together with (42) this proves the theorem.
Coreset
In this thesis, the input is usually a set of lines in R d , but for the streaming case in the next section we compute coreset for union of (weighted) coresets and thus weights will be needed.
To set our result for a finite number of input lines (offline case), we will use the folowing definitions and theorem of Feldman and Kfir [42] .
Definition 6.22 (query space [42] ) Let Y be a set called query set, P = (P, w) be a weighted set called the input set, f : P ×Y → [0, ∞) be called a kernel function, and loss be a function that assigns a non-negative real number for every real vector. The tuple (P , Y, f, loss) is called a query space. For every weighted set S = (S, u) such that C = {p1 , . . . , p m } ⊆ P , and every y ∈ Y we define the overall fitting error of C to y by
Definition 6.23 (ε-coreset [42] ) Let P = (P, w) be a weighted set. For an approximation error ε > 0, the weighted set C = (S, u) is called an ε-coreset for a query space (P , Y, f, loss), C ⊆ P , and for every y ∈ Y we have f loss (P , y) ∈ (1 ± ε)f loss (C , y).
The following theorem proves that a coreset can be computed by sampling according to sensitivity of lines. The size of the coreset depends on the total sensitivity and the complexity (VC-dimension) of the query space, as well as the desired error ε and probability δ of failure.
Theorem 6.24 ([9] ) Let ((P, w), Y, f, loss) be a query space with a VC-dimension dimension d , where f is non-negative, and let ε, δ, v > 0. Let S be a random sample from P where every point p ∈ P is sampled independently with probability s(p)/t. Assign a weight u(p) = tw(p)
then (S, u) is an ε-coreset for ((P, w), Y, f, loss), with probability at least 1 − δ.
The following states that we can compute an ε-coreset for a set L of lines and an ε ∈ (0, 1).
Theorem 6.25 Let L be a set of n lines in R d , k ≥ 1 be an integer, ε, δ ∈ (0, 1) and m > 1 be an integer such that
Let (S, u) be the output of a call to Coreset(L, k, m); see Algorithm 4. Then, with probability at least 1 − δ, (S, u) is an ε-coreset for the query space (L, Q k , D, · 1 ), where
Proof. Let b > 0 be an integer. Let B be the set that is computed in Line 2 of Alg. 4. Then by Theorem 6.18 we have that B is a (4, O (d log(n) log k))-approximation of L.
By Lemma 6.21, given B we can compute the sensitivity of each line ∈ L and the total sensitivity is then bounded by S(L, k) ∈ O dk k log(k) log n . Furthermore, by Corollary 6.14, the VC-dimension d * of the range space that is induced by L and Q k is O(dk log k).
Substituting in Theorem 6.25 the set of input lines P = L, v = 1, the VC-dimension d = d * and the total sensitivity t = S k (L) ∈ dk O(k) log(n) log k log n, yields that (S, u) is an ε-coreset for ((P, w), Y, f, loss), with probability at least 1 − δ.
Running time. By Theorem 6.18, we can compute the (α, β)-approximation of L in O nd 2 log k + m 2 log n time, and by theorem 6.21, the time it takes to compute the sensitivity of each line ∈ L is
Since the rest of the algorithm is running in a linear time to the input, we get in total
running time, and that proves the theorem.
Coreset for Streaming Data
In the previous section we show how to compute an ε-coreset for a query space(L, Q k , D, · 1 ). Next, we use the well-known streaming approach that is described in this section. It enables us to compute the coreset only on small subsets of the input n times. Hence, we use it even if all the input points are given (off-line).
In the following definition "sequence" is an ordered multi-set. The idea behind the merge-and-reduce tree that is shown in Algorithm 4 in [42] is to merge every pair of subsets and then reduce them by half. The relevant question is what is the smallest size of input that the given coreset can reduce by half. The log-Lipschitz property below is needed for approximating the cumulative error during the construction of the tree. and hlf is r-log-Lipschitz, i.e., for every ∆ ≥ 1 we have hlf(∆h) ≤ ∆ r hlf(h).
The original k-lines median coreset is for a specific problem and for non-weighted data. For simplicity and intuition, we first generalize it to any query space and only then reduce weights to non-weighted input, following the ideas in [24] . To this end, we use the following definition of a coreset scheme as an algorithm that computes coresets. Let Coreset be an algorithm that gets as input a weighted set Q = (Q, w) such that Q ⊆ P , an approximation error ε > 0 and a probability of failure δ ∈ (0, 1). The tuple (Coreset, size, time) is called a (ε, δ)-coreset scheme for (P, Y, f, loss) if (i)-(iii) hold as follows, for every ε, δ ∈ (0, 1), (i) A call to Coreset(Q , ε, δ) returns a weighted set (S, u).
(ii) With probability at least 1 − δ, (S, u) is an ε-coreset of (P, Y, f, loss).
(iii) (S, u) can be computed in time |Q| , q∈Q w(q)/ min p∈Q w(p), ε, δ time and its size is
Definition 6.30 ((ε, δ, r)-mergable coreset scheme [42] ) Let (Coreset, size, time) be an (ε, δ)-coreset scheme for the query space (P, Y, f, loss), such that the total weight of the coreset and the input is the same, i.e. a call to Coreset((Q, w), ε, δ) returns a weighted set (S, u) whose overall weight is p∈S u(p) = p∈Q w(p). Let hlf be an (ε, δ, r)-halving function for size. Then the tuple (Coreset, hlf, time) is an (ε, δ, r)-mergable coreset scheme for (P, Y, f, loss).
The following theorem states a reduction from off-line coreset construction to a coreset that is maintained during streaming. The required memory and update time depends only logarithmically in the number n of lines seen so far in the stream. It also depends on the halving function that corresponds to the coreset via hlf(·).
Moreover, the theorem below holds for a specific n with probability at least 1 − δ. However, by the union bound we can replace δ by, say, δ/n 2 and obtain, with high probability, a coreset S n for each of the n lines insertions, simultaneously.
Theorem 6.31 ([42] ) Let (Coreset, hlf, time) be a mergable coreset scheme for (P, Y, f, loss) where hlf is an (ε, δ, r)-halving function of size, r, h ≥ 1 are constants and ε, δ ∈ (0, 1/2). Let stream be a stream of items from P . Let S n be the nth output weighted set of a call to Streaming-Coreset(stream, ε/6, δ/6, Coreset, hlf); See Algorithm 5. Then, with a probability at least 1 − δ,
• (Correctness) S n is an ε-coreset of (P n , Y, f, loss), where P n is the first n items in stream.
• (Size) |S n | ∈ size (hlf(h), n, ε, δ).
• (Memory) there are at most b = hlf(h) · O(log r+1 n) items in memory during the computation of S n .
• (Update time) S n is outputted in additional t = O(log n) · time b, n, ε O(log n) , δ n O (1) time after S n−1 .
Experimental Results
The coreset construction algorithm was implemented in Python. We make use of the MKL package [54] to improve performance, but it is not required to run the system. We evaluate our system on two types of data: synthetic data generated with carefully controlled parameters, and real data of roads map from the Open Street Map Dataset [32] and the UCI Machine Learning Repository Dataset [5] . Synthetic data provides ground-truth to evaluate the quality, efficiency, and scalability of our system, while the real data allows us to examine the same parameters also in practice; See Fig. 5 . Figure 5 : Experiment Results. Graphs (a) and (b) reflects the error decreasing rate in compare to an increasing size of sample by coreset and uniform sampling. Graph (c) shows how the amount of data reuired by the merge-and-reduce coreset tree is logarithmic in the number of lines read so far in a stream. Graph (d) demonstrate how the coreset construction time decreases lineary in the number of machines in Amazon Ec2 cluster, where the number near each point is the k-means error factor computed in the cluster in compare to the error a single machine achieves.
Offline coreset, graphs (a) and (b). We took n = 10, 000 roads in Chaina from the "Open Street Map" dataset (graph (a)), where each road is a 2-dimensional segment that was stretched into an infinite line on a plane. Synthetic data of n = 10, 000 lines was generated also as well (graph (b)). At each iteration in the experiment, a sample (increasing from iteration to iteration) was taken by coreset and by the state-of-the-art competitor Random Sample Consensus (RANSAC) [28] . The k means of each sample was calculated by an EM algorithm (suggested in supplementary material) and by our constant approximation k means algorithm (that is an exhaustive search for k-means over the output of CentroidSet), and the error was measured by the sum of distances from original set of lines to the k means that were calculated on the sample. In the graphs, we can see the performance of our constant approximation algorithm on coreset versus those of the EM algorithm on the sample we got from RANSAC. We will examine one of the iterations, in order to mathematically illustrate our results strength. In Graph (a), when the sample size was m = 700 lines out of 10,000 given lines, the coreset error and variance were 1.3 and 0.16, respectively, that is an additive error of ε = 0.3, for a sample size of m = 210/ε. On the other hand, the additive error and variance of the competitor algorithm with the same sample size were 2.6 and 0.26. That means, coreset is more accurate and stable than RANSAC, and our mathematically provable constant approximation algorithm for k means works better than a standard EM algorithm also in practice. Coreset on streaming, graphs (c) and (d). Graph (c) demonstrates the size of the merge-and-reduce streaming coreset tree during stream, which is clearly logarithmic to the number of lines we read so far. To produce the main streaming experiment, we created 5 clusters consist of 2, 4, 6, 8 and 10 machines on Amazon EC2 platform [14] , and a real world of celular traffic was taken from the UCI Machine Learning Repository dataset [5] . In Chart (d), we can see how the coreset running time decreases linear to the growing number of machines in the machines cluster (parameters are written in the chart's title), where the number near each point is the k-means error factor computed in the cluster in compare to the error a single machine achieves. Note that, the decrease rate is almost linear in the cluster's machines number and not exactly, due to overhead of communications and I/O.
