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Abstract
Grahn, (1995) introduced the Conditional Least Squares estimators for the
class (I) of bilinear models. Such estimators have a variance which is diffi-
culty to derive analytically. The aim of the present paper is to consider the
conditions under which to apply the Moving Block Bootstrap to estimate the
variance and we show the weak consistency of the above bootstrap method
relatively to the sampling distribution of CLS estimators. An important con-
sequence is to select the length of the Blocks by a theoretical Influence
function.
Keywords
Bilinear model, Moving Block Bootstrap, CLS estimator
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1 Introduction
The framework of non-linear time series models offers many statistics of
interest whose sample distribution and variance estimator are very difficult to
derive. In these cases the use of a general methodology such as Bootstrap
is often recommended.
We focus our attention on a class (I) of bilinear models introduced by Grahn,
(1995). The stochastic process Xt, belonging to the class (I), is defined as:
Xt =
p∑
i=1
aiXt−i +
q∑
i=1
ciεt−i +
k∑
i=1
r∑
j=w
bijεt−iXt−j + εt (1)
where w = max(k, q) + 1 and εt is an i.i.d. White Noise with zero mean
and variance σ2 > 0. Without loss of generality, we can assume for εt a
Normal distribution.
Grahn, (1995) introduced the Conditional Least Squares (CLS) estimators
for the parameters of (1) whereas the variance of the CLS estimators, which
is very difficult to derive analytically, is not yet known.
In this paper we propose to use the Moving Block Bootstrap (MBB) (Ku¨nsch,
1989) to estimate the variance of the CLS estimators given that, under mild
conditions, they are strongly consistent and converge weakly to the Normal
distribution (Grahn, 1995). In particular we analyze two problems: the first
concerns the weak consistency for a MBB estimator of sampling distribution
of CLS estimator; the second problem is related to the selection of the block
length according to the procedure of Bu¨hlmann, (1999) with a proposed an-
alytic Influence function.
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The section 2 introduces the notations, definitions and some properties of
the MBB procedure and CLS estimators. A theoretical justification to apply
MBB variance estimator to the CLS estimators is showed in the third sec-
tion. The section 4 reports the main result about the weak consistency for a
MBB estimator of sampling distribution for CLS estimators. Finally, a simu-
lation experiment with a theoretical Influence function and some concluding
remarks are reported in section 5.
2 Definitions and properties of the Moving Block Bootstrap and the
CLS estimators
In this section we introduce briefly the MBB procedure and we report the
main results about the CLS estimators of the parameters in model (1).
It is known that Xt, in model (1), is a strictly stationary, causal and ergodic
process under some conditions on the coefficients {ai}, i = 1, . . . , p, and
{bij}, i = 1, . . . , k, j = w, . . . , r, independently from the MA coefficients
(Grahn, 1995); (Tong, 1990).
So we assume that
A0) the process Xt is driven by a 8k-th order symmetric innovation se-
quence {εt} such that ρ (Γ8) < 1.
Γ8 is a matrix defined in Grahn, (1995) and ρ(·) is the maximum
eigenvalue of Γ8.
Tn ≡ Tn(X1, . . . , Xn) is a CLS estimator for a parameter of model (1),
with n the length of the observed time series. If Tn is a CLS estimator then
it satisfies some further regularity conditions reported in Grahn, (1995). The
aim of the present paper is to estimate the variance of Tn via MBB.
Consider the blockwise bootstrap procedure with blocks of length l from the
original data. This parameter l is related to the dependence structure of the
observed data. For simplicity, we assume that n is a multiple of l and let
d = n/l.
The bootstrap sample is: X∗(j−1)l+t = XSj+t, ∀t ∈ {1, . . . , l}, ∀j ∈
{1, . . . , d}with S1, . . . , Sd, Uniform i.i.d. random variables on {0, 1, . . . , n−
l}. If we draw S1 = s1, . . . , Sd = sd we have a bootstrap sample (X∗1 , . . . , X∗n),
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T ∗n ≡ Tn(X∗1 , . . . , X∗n) is the bootstrap statistic and the bootstrap variance
estimator is σˆ2BOOT (l) = V ar∗(T ∗n), where V ar∗ denotes the variance of
T ∗n conditional on X1, . . . , Xn (Ku¨nsch, 1989).
If the statistic has a dimension m greater than one, then the MBB procedure
should be made using Yt = (Xt, . . . , Xt−m+1) (Bu¨hlmann, 2002).
Ku¨nsch, (1989) showed that nσˆ2BOOT (l) ∼ 2pihˆIF (0) where hˆIF (0) is the
estimated spectral density function at frequency 0 with respect to the Influ-
ence function of the estimator Tn. In particular the block length l is related
to the triangular spectral lag window or Bartlett spectral window.
So we have to verify that some ”regularity” conditions (A1-A4) in Ku¨nsch,
(1989) are satisfied for the estimator Tn in order to apply the MBB variance
estimator. The conditions (A1-A4) mean that, for the estimator Tn,
A1) Tn a.s.→ T (Fm), where Fm is the distribution of Yt;
A2) the Influence function, IF (y, Fm) exists ∀y ∈ Rm;
A3) n−1/2∑nt=1 IF (Yt, Fm) d→ N(0, σ2as),
where σ2as =
∑∞
k=−∞E[IF (Y0, Fm)IF (Yk, Fm)];
A4) the linearization T (Fˆm) = T (Fm) + 1/n∑nt=1 IF (Yt, Fm) +Rn,
where Fˆm denotes the empirical distribution function of dimension m
and the remainder term is Rn = op(n−1/2).
These four conditions state the existence of an Influence function for the
estimator Tn and its asymptotic variance σ2as can be estimated only by its
Influence function.
If (A0) holds then E(X8t ) < ∞ and the following results are valid for the
CLS estimator (Grahn, 1995):
B1) Tn a.s.→ T ≡ θ, with θ a parameter in model (1);
B2) n1/2(Tn−T ) d→ N(0, V 2)with V 2 the asymptotic variance of n1/2Tn.
3 Preliminary results
This section is dedicated to analyze the above ”regularity” conditions (A1-
A4) with respect to Tn to apply the MBB variance estimator. So we can state
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the following lemma.
Lemma 1 If the process Xt is defined as in (1) and (A0) holds, then the
conditions (A1-A4) are valid for the CLS estimator Tn.
Proof.
Looking at the CLS estimators in Grahn, (1995), Tn can be written as
Tn = f(Mˆm) (2)
where Mˆm is a vector, with dimension ν, of the estimated mixed moments
up to order m; so m is also the dimension of the statistic Tn in (A1); the
function f(·) is continuously differentiable in a neighborhood of Mm which
is the corresponding parameter of Mˆm. Using (B1) it is easy to show that
(A1) is valid with m up to order 4 (Grahn, (1995), Theorem 3.3 ). Since
f(·) is continuously differentiable and the Influence function exists for the
moments (Mm)i, i = 1, . . . , ν, of the vector Mm, then (A2) holds using
(2). So the Influence function of Tn is
IFTn(·, ·) =
ν∑
i=1
giIF(Mˆm)i(·, ·) (3)
where gi, i = 1, . . . , ν, are first partial derivatives of f (·) evaluated at Mm.
(A3) is true by Theorem 3.1 in Grahn, (1995).
If the condition (A4) is true, the asymptotic variance of Tn can be written as
nV arf
(
Mˆ4
)
= n
ν∑
i=1
g2i V ar
((
Mˆ4
)
i
)
+
+n
∑
i,j
i6=j
gigjCov
((
Mˆ4
)
i
(
Mˆ4
)
j
)
+ o(1) (4)
where
(
Mˆ4
)
i
is the i-th component of the vector Mˆ4.
Now, it is sufficient to prove that the remainder term
√
nRn in (A4) is op (1).
By Taylor’s expansion we have:√
nRn =
√
n
(
f
(
Mˆ4
)
− f (M4)−A′
(
Mˆ4 −M4
)
A
)
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where A = {gi} is a column vector of order ν, for i = 1, . . . , ν.
There exists a vector zˆ in a neighborhood of M4 with length less than
‖M4 − Mˆ4‖ such that f
(
Mˆ4
)
= f (M4) +A′ (zˆ)
(
Mˆ4 −M4
)
,
where ‖·‖ is the Euclidean norm and A (x) means that the first partial deriv-
atives gi are evaluated at x.
Given that Mˆ4
p→ M4 then also zˆ p→ M4. The remainder term can be
written as
√
nRn =
√
n
(
(A′ (zˆ)−A′ (M4))
(
Mˆ4 −M4
))
.
√
n
(
Mˆ4 −M4
)
converges in law to a Multivariate Normal distribution by
theorem 3.1 in Grahn, (1995). By continuity, it follows thatA′ (zˆ) p→ A′ (M4).
So we can conclude that
√
nRn
p→ 0 by Slutsky’s theorem.

This lemma assures that the asymptotic variance of Tn is completely spec-
ified by its Influence function. Besides, the lemma gives its functional form
as linear combination of the Influence function of some mixed moments up
to order 4.
4 Weak consistency
To show the weak consistency of MBB estimator of sampling distribution for
CLS estimators, we state the following theorem.
Theorem 1 If Tn is a CLS estimator, (A0) holds, E |Xt|8+δ <∞ with δ > 0
and the block length l is such that l → ∞, ln → 0 for n → ∞, then
supx∈R
∣∣∣P∗ (√n (T ∗n − T˜n))− P (√n (Tn − θ))∣∣∣ p→ 0,
where θ is a parameter in model (1) and T˜n = E∗ (T ∗n).
Proof.
By conditions of the theorem, the process Xt is geometrically α-mixing
(Doukhan, 1994). The sample vector Mˆ4 is defined by mixed moments of
Xt up to order 4. So we can reduce the proof to a generic sample moment,
Mˆ4, of order 4. Let Mˆ∗4 be its bootstrap version. By theorem 3.1 in Lahiri,
(2003), nV ar
(
Mˆ∗4
)
p→ σ2M4 , where σ2M4 is the true variance of
√
nMˆ4.
Using theorem 4.1 in Lahiri, (2003), it is easy to see that
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√
n
(
T ∗n − T˜n
)
=
√
nA′ (M4)
(
Mˆ
∗
4 − M˜4
)
+
√
nR∗n,
where M˜4 = E∗
(
Mˆ
∗
4
)
and the row vector A′ (M4) contains the first par-
tial derivatives of f (·) evaluated at M4 .
Since nV ar∗
((
Mˆ∗4
)
i
)
p→ σ2(M4)i , ∀i ∈ {1, . . . , ν} then
∥∥∥Mˆ∗4 −M4∥∥∥ p→
0, where ‖·‖ is the Euclidean norm.
Now, we have to show that
√
nR∗n = op (1).
For a suitable neighborhood of M4, defined at edges by Mˆ
∗
4 and M˜4, we
can choose a zˆ∗, which belongs to the same neighborhood, such that√
nR∗n =
√
n (A′ (zˆ∗)−A′ (M4))
(
Mˆ
∗
4 − M˜4
)
.
By condition (A0) every mixed moment in M4 is defined in a compact sub-
set K ∈ Rν . So ‖A′ (zˆ∗)−A′ (M4)‖ ≤ C ‖zˆ∗ −M4‖ given that C =
maxi,x∈K gi (x) <∞, where i = 1, 2, . . . , ν.
But ‖zˆ∗ −M4‖ p→ 0 then also ‖A′ (zˆ∗)−A′ (M4)‖ p→ 0.
Given the conditions of the theorem
√
n
(
Mˆ
∗
4 − M˜4
)
converges to a Mul-
tivariate Normal distribution in probability by theorem 3.2 in Lahiri, (2003) if
the asymptotic variance-covariance matrix of
√
nMˆ4 is not singular. It fol-
lows using (C2) in Proposition 4.3 of Grahn, (1995) from which the mixed
moments in M4 must be independent, at least, asymptotically.
An important regularity condition in theorem 4.1 of Lahiri, (2003) is that
‖A (M4)‖ > 0, that is all the first partial derivatives gi (·) must be zero
at M4 independently from the values in the same vector M4. By propo-
sition 4.3 in Grahn, (1995) the CLS estimator is, first of all, a solution of
linear system of equations. Then, if gi (M4) = 0, ∀i = 1, 2, . . . , ν and
∀M4 ∈ K, it implies that gi (·) ≡ 0. But it is impossible because the CLS
estimator must depend on the mixed sample moments and also the true pa-
rameter is the same function of mixed moments. Besides, by condition (A0)
and using theorem 3.3 in Grahn, (1995) the CLS estimator Tn has always
the convegence in law to a Normal distribution.
Finally, using the conditional Slutsky’s theorem (lemma 4.1 in Lahiri, (2003)),
we can conclude that
√
nR∗n = op (1).

This theorem gives the conditions for the weak consistency of the MBB es-
timator of sampling distribution for CLS estimators with respect to the sup
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norm. In particular, in the following we use a theoretical Influence function,
derived as in lemma 1, in relation to the MBB variance estimator.
5 Empirical results
The previous lemma 1 gives a theoretical pre-conditions to apply the MBB
variance estimator. Theorem 1 shows the weak consistency of MBB estima-
tor of sampling distribution for CLS estimator. Instead, this section shows
the use of MBB variance estimator in a Monte Carlo simulation design, with
a particular attention to the estimation of the Block length l.
Taking into account two representations of model (1) as
M1) Xt = aXt−1 + 0.3εt−1Xt−2 + εt; a = 0.5
M2) Xt = bεt−1Xt−2 + εt; b = 0.3
with εt ∼ N(0, σ2), i.i.d., σ2 = 1. The condition (A0) is satisfied. We
consider aˆ as the CLS estimator for a in (M1) and ˆbσ2 as the CLS estimator
of bσ2 in (M2).
We want to estimate their variance via MBB. In this context we compute
the block length l using a jackknife estimate of the Influence function (ljack)
(Bu¨hlmann & Ku¨nsch, 1999) and the theoretical Influence function defined
in (3)(lth). By direct calculations we get the theoretical Influence functions
without scale factors:
IFaˆ(Xt, F ) = XtXt−1− aˆ2X
2
t ;IF ˆbσ2(Xt, F ) = XtXt−1Xt−2−
ˆbσ2
3
X2t−2.
The experiment of simulation is drawn using 200 Monte-Carlo runs, 500
bootstrap replicates, two values {200, 500} as length of the observed time
series and two block lengths ljack and lth. Define σ2n = nV ar(Tn), it
is computed by 10000 Monte-Carlo runs. Let nσˆ2BOOT = nV ar∗(T ∗n),
SD ≡ SD[nσˆ2BOOT ] =
√
V ar(nσˆ2BOOT ), BIAS ≡ E[(nσˆ2BOOT − σ2n)]
and RMSE ≡ E[(nσˆ2BOOT − σ2n)2]/σ2n. The table 1 shows that the MBB
variance estimates can be considered equivalent between (ljack) and (lth).
Nevertheless the first two rows in table 1 point out a difference in term of
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Table 1: Comparison of the bootstrap variance estimation using jack-
knife Influence function (ljack) and theoretical Influence function (lth)
with the CLS estimators aˆ and ˆbσ2 in models (M1) and (M2), respec-
tively. RMSE is the relative mean square error.
CLS Estimator n σ2n l BIAS SD RMSE
ˆbσ2 200 2.1840 ljack -0.5956 1.3063 0.9399
ˆbσ2 200 2.1840 lth -0.7857 1.0299 0.7660
ˆbσ2 500 2.3637 ljack -0.4546 1.4208 0.9372
ˆbσ2 500 2.3637 lth -0.6433 1.3452 0.9368
aˆ 200 1.4538 ljack -0.3086 0.4837 0.2256
aˆ 200 1.4538 lth -0.3005 0.4997 0.2330
aˆ 500 1.5756 ljack -0.3382 0.4785 0.2182
aˆ 500 1.5756 lth -0.3277 0.4553 0.1991
RMSE because the estimator ˆbσ2 is more complex than aˆ and the estimation
of ljack is nonparametric with respect to the Influence function (Bu¨hlmann
& Ku¨nsch, 1999). It is important to note the bias has a well known effect
due to the Bartlett spectral window estimate. The use of the theoretical
Influence function has some advantages when the statistic is more complex.
Besides, from a computational point of view it gives a faster method to apply
the algorithm of Bu¨hlmann & Ku¨nsch, (1999) to estimate the block length l.
Nevertheless, there is the problem to find which moments are defined in (3)
and how to estimate the coefficients gi. A possible field of future research is
to derive a data-driven method to identify the moments in (3) and estimate
the same coefficients gi consistently.
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