We show that the problems of deciding whether an arbitrary graph has a k-regular subgraph, for some given k 3; of deciding whether a planar graph has a quartic subgraph; and of deciding whether a planar graph has a quintic subgraph, are complete for NP via logspace reductions. There are no regular planar graphs of degree greater than 5.
Introduction
Regular graphs have been extensively studied from a structural point of view (e.g., 1]) but negligible research has been done on deciding whether a given graph contains, as a subgraph (not necessarily induced), a regular subgraph of some degree di erent from 3: the only case studied in the past is that where the regular subgraph should have degree 3 (i.e., it should be cubic). The result that deciding whether a graph contains a cubic subgraph is NP-complete was attributed to Chv atal in 5], and was expanded upon in 6], where it was shown that the problem of deciding whether a planar graph of degree at most 7 has a cubic subgraph is NP-complete, and in 7], where it was shown that the problem of deciding whether a connected bipartite graph of degree at most 4 has a cubic subgraph is NP-complete. Surprisingly, no-one has studied the problem REG(k) of deciding whether a graph has a regular subgraph of some given xed degree k (greater than 3: note that a regular subgraph of degree 2 consists of a collection of cycles and the problem of deciding whether a graph contains a cycle has been shown to be complete for L via NC 1 -reductions 4]). One might suppose that the construction to show that REG(3) is NP-complete can easily be extended to show that REG(k) is NP-complete, or that the fact that REG(3) is NP-complete can easily be used to show that REG(k) is NPcomplete, for some k > 3: however, this is not so (it might be bene cial to any reader to try and verify this!). Moreover, suppose that the graph in question is planar: the well-known result that every planar graph has a vertex of degree at most 5 precludes any planar graph from having a regular subgraph of degree greater than or equal to 6. Hence, given the result of 6] mentioned above, it only makes sense to consider the problems of deciding whether a given planar graph has a regular subgraph of degree 4 or 5 (i.e., a quartic of a quintic subgraph), and there is no reason to believe, without looking at the matter further, that these problems should be NP-complete.
In this paper, we show that each of the problems mentioned above are in fact also complete for NP via logspace reductions; that is, the problems of deciding whether an arbitrary graph has a k-regular subgraph, for some given k 3; of deciding whether a planar graph has a quartic subgraph; and of deciding whether a planar graph has a quintic subgraph. The combinatorial constructions are extremely involved, perhaps surprisingly so given the similarity of the di erent problems. All unde ned notions are standard and complexity classes are written in bold type. Note that every vertex of H k (w; z 1 ; z 2 ) has degree k +2 except for w, z 1 and z 2 which have degree k, 2k and 2k, respectively. H k (w; z 1 ; z 2 ) can be visualised as in Fig. 1 . We write, for example, H k (x; y; z) to denote a copy of H k (w; z 1 ; z 2 ) with the vertices w; z 1 and z 2 renamed as x; y and z, respectively.
Lemma 1 Let (u; v) and (x; y) be distinct edges of some graph G (possibly with a common vertex). Replace the edge (u; v) with the edges (u; w) and (w; v) and replace the edge (x; y) with the edges ( for all j = 1; 2; : : :; k, as each t 1;j has degree k + 2 in G: this yields a contradiction. Hence, (x; z 1 ) and (z 1 ; z 2 ) must be edges of K 0 , as must (z 2 ; y) by the same argument.
(ii) Suppose that (x; z 1 ) is an edge of K 0 . Then by reasoning as above, either every edge of D T is an edge of K 0 or none is (where D T is the set of edges of H k (w; z 1 ; z 2 ) de ned earlier). Suppose that the former holds and that (z 1 ; s i ) is an edge of K 0 , for some i 2 f1; 2; : : :; kg. Then (z 1 ; s j ) is also an edge of K 0 , for all j 2 f1; 2; : : :; kg, which yields a contradiction. Hence, if every edge of D T is an edge of K 0 then (z 1 ; z 2 ) and similarly (z 2 ; y) are also edges of K 0 . On the other hand, if no edge of D T is an edge of K 0 then every edge of D S is an edge of K 0 , as are (z 1 ; z 2 ) and (z 2 ; y). The proofs for the cases when (z 1 ; z 2 ) or (z 2 ; y) is an edge of K 0 follow almost identically.
(iii) Follows in a manner similar to the proofs above. (iii) For each v 2 V , if the edge (u; v) is the ith edge (w.r.t. some ordering) of the m, say, edges of E incident with v in G 1 (or G) then augment the graph G 2 with a copy of the graph H k (w 1 (v; u); x 2i?1 ; x 2i ) by amalgamating (w 1 (v; u); x 2i?1 ; x 2i ) and with a copy of the graph H k (w 2 (v; u); y 2i?1 ; y 2i ) by amalgamating (w 2 (v; u); y 2i?1 ; y 2i ), where x 2i?1 ; x 2i ; y 2i?1 and y 2i are the vertices of the copy of L k;m (v) as de ned earlier: do this for every edge (u; v) of E incident with v in G 1 (all graphs augmented with G 2 are disjoint). Denote the resulting graph by (G).
A portion of the locality of some vertex v 2 V of the graph (G) can be visualised as in Fig. 3 .
Suppose that G has a k-regular subgraph K = (U; F). Consider the following sets of edges of (G).
For each u 2 U V , of degree m, say, in G, de ne F 1 (u) = fe : e is an edge of the subgraph L k;m (u) of (G)g: De ne U = fu : u 2 U 0 \ V g and F = f(u; v) 2 E : u; v 2 Ug, and set K = (U; F).
Then by the above analysis, K is a k-regular subgraph of G. As (G) can be constructed from G in logspace, the result follows.
The following is an immediate corollary of Chv atal's result that REG(3) is NPcomplete (see also 6]) and Theorem 2.
Corollary 3 The problem REG(k) is complete for NP via logspace reductions, for all odd k 3.
Note that a result analogous to Theorem 2 with k+1 replacing k +2 would be far more preferable. However, the problem lies in nding a graph with properties similar to those of L k;m (v) in which v has degree 1. Nevertheless, the following result enables us to ll in this gap. (4) is complete for NP via logspace reductions. Proof Let G = (V; E) be a graph. Replace every edge (u; v) 2 E with a copy of the graph K 1 (u; v) of Fig. 4 (all such copies are disjoint). Denote the resulting graph by G 1 : note that G 1 is triangle-free and that G 1 has a cubic subgraph if and only if G has a cubic subgraph.
Theorem 4 The problem REG
Let G 2 be the line graph of G 1 . Then G 1 has a cubic subgraph if and only if there is a collection of edge-disjoint triangles in G 2 such that every vertex of G 2 incident with some triangle is incident with exactly two such triangles (recall that G 1 is triangle-free and so every triangle in G 2 corresponds to three edges in G 1 meeting in a single vertex). ,4) is complete for NP via logspace reductions. A simple induction yields the result.
Regular subgraphs in planar graphs
As mentioned in the Introduction, no planar graph has a regular subgraph of degree 6. Thus, the complexity of the problem REG(k) restricted to planar graphs is only worth considering for k 5: denote this problem by PREG(k). By 6], PREG(3) is complete for NP via logspace reductions and so this leaves only the complexity of the problems PREG(4) and PREG(5) unresolved.
In this section we show that PREG(4) and PREG(5) are also complete for NP via logspace reductions. The technique we use is almost identical in nature to that employed in 6] where a logspace reduction from a known NP-complete problem to REG(3) was given, to yield a target graph which may or may not be planar, before it was shown how to remove all crossing points (that is, places where edges cross in a plane representation of this graph) by replacing the o ending edges with a planar graph with speci c properties. As such, the reader could well bene t from an acquaintance with 6].
Consider the logspace reduction from REG(3) to REG(4) in Theorem 4. Given a graph G, we build a graph (G) such that G has a cubic subgraph if and only if (G) has a quartic subgraph. Note that (G) need not be planar even if G is. We shall remove each crossing point in a plane representation of (G) just as we did in the proof of Theorem 4 of 6]: moreover, we shall show how to do this using logspace.
Proposition 7 Consider the graph K 4 in Fig. 6 . If K 4 is a subgraph of some graph G such that no other edges of G involve the vertices of K 4 nfu 1 ; u 2 ; v 1 ; v 2 g and if H is a quartic subgraph of G such that H and K 4 have at least one edge in common then one of three possibilities occurs: Figure 6 : The graph K 4 .
(i) e 1 and f 1 are edges of H and e 2 and f 2 are not; (ii) e 2 and f 2 are edges of H and e 1 and f 1 are not; (iii) e 1 , f 1 , e 2 and f 2 are edges of H.
Proof (Sketch) Let us explain our abbreviation in Fig. 6 . The graph in the box is abbreviated accordingly in the graph K 4 to make the gure less cluttered. Note that if any edge in any of the abbreviated subgraphs is in H then every edge of that abbreviated subgraph is in H.
Note that x and y are always vertices of H; and consequently either x 1 , x 2 and x 3 are vertices of H and y 1 , y 2 , y 3 and y 4 aren't, or y 1 , y 2 , y 3 and y 4 are vertices of H and x 1 , x 2 and x 3 aren't. In the former case, either (i) or (ii) holds and in the latter case (iii) holds.
Consider the graph L in Fig. 7 . If we remove, say, the edge e and introduce two new edges, one from a new vertex x to one end-point of e and one from another new vertex y to the other end-point of e, then we denote the resulting graph by L feg:
The graph L and its derivatives.
L fe; fg and L fe; f; gg are de ned similarly (we introduce 4 new vertices for L fe; fg and 6 for L fe; fg). The pictoral abbreviations for these graphs are also shown in Proposition 8 Consider the graph K 5 in Fig. 8 where the abbreviations are as in Proof (Sketch) After noting that x, y and z are always vertices of H, the proof is by inspection and is very similar to that of Lemma 7.
Theorem 9 The problems PREG(4) and PREG(5) are complete for NP via logspace reductions.
Proof Let G be some graph and let (G) be the graph obtained from G using the the grid representation of (G). Note that this grid representation is essentially a plane representation of (G) as we can identify vertex i on the left-hand side of the grid with vertex i on the bottom side, for all i 2 f1; 2; : : :; mg, and obtain a plane representation of (G) where exactly the same pairs of edges cross as in the grid representation of (G). Given the grid representation of (G), we must now \remove" crossing points. Note that a crossing point is de ned as a point where the vertical portion of some edge crosses the horizontal portion of some other edge in a unique point (and so edges sharing a vertical or horizontal portion are not deemed to be crossing). Consider a particular crossing point. Replace this crossing point as shown in Fig. 10 : note that the abbreviation used in Fig. 10 is that of Fig. 6 . Doing this for every crossing point results in, essentially, a planar graph which, by Proposition 7, has a quartic subgraph if and only if G has a cubic subgraph. Moreover, we can use the grid representation of (G) to complete this transformation using logspace.
The result follows similarly for REG(5) except we use the logspace reduction from REG(3) to REG(5) in Theorem 2 and Proposition 8, with the appropriate graph from 
Conclusion
Let us end with some remarks and suggestions for further research. On a general note, it should be apparent that the whole idea of looking for regular (even cubic) subgraphs in graphs with particular properties has not been developed nearly as much as one would have thought; especially when one compares this problem with some of the other graph problems in, for example, 5] and sees how vast the literature concerning these other problems is. We believe more e ort should be devoted to this pursuit. On a more speci c note, it would be interesting to improve the bounds in Corollaries 6 and 10.
Finally, let us make an observation. Looking for regular subgraphs in graphs is but a part of a more general problem. A t-( ; k; )design is de ned to be a set of points and a set of blocks with a relation of incidence between them satisfying the following conditions:
(i) every block is incident with exactly k points; (ii) every t points are incident with exactly blocks. (It is usual to identify a block with the set of points incident with it, and to require that distinct blocks are incident with distinct point sets.) The theory of designs is an extremely well-established part of combinatorics, and much work has been done with regard to the design and analysis of algorithms concerning designs 3, 2]. Note that a regular graph can be regarded as a 1-( ; 2; 3)design. As far as we know, the general problem of deciding whether a given collection of points and blocks, of size k, contains a t-( ; k; )design, for given t; k and and for some , has not been studied. Note also that the proof of Theorem 4 yields that the problem of deciding whether a given collection of blocks, of size 3, contains a 1-( ; 3; 2)design, for some , is complete for NP via logspace reductions.
