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EFFECT OF DE‐CORRELATING TURBULENCE ON THE LOW FREQUENCY DECAY OF 
JET‐SURFACE INTERACTION NOISE IN SUB‐SONIC UNHEATED AIR JETS USING A 
CFD‐BASED APPROACH 
By 
M. Z. Afsar 
Imperial College London, 180 Queen’s Gate, London, SW7, UK1 
S. J. Leib 
Ohio Aerospace Institute, 22800 Cedar Point Road, Cleveland, Ohio 44142, USA 
and 
R. F. Bozak 
National Aeornautics and Space Administration, Glenn Research Center, Cleveland, Ohio 
44135, USA 
In  this paper we extend the Rapid‐distortion theory  (RDT)‐based model derived by Goldstein, Afsar & Leib  (J. 
Fluid Mech.,  vol.  736,  pp.  532‐569,  2013)  for  the  sound  generated  by  the  interaction  of  a  large‐aspect‐ratio 
rectangular  jet with the trailing edge of a flat plate to include a more realistic upstream turbulence spectrum 
that  possess  a  de‐correlation  (i.e.  negative  dip)  in  its  space‐time  structure  and  use  results  from  three‐
dimensional Reynolds‐Averaged Navier‐Stokes (RANS) solutions to determine the mean flow, turbulent kinetic 
energy and turbulence length & time scales. Since the interaction noise dominates the low‐frequency portion 
of the spectrum, we use an appropriate asymptotic approximation for the Rayleigh equation Green’s function, 
which enters the analysis, based on a two‐dimensional mean flow representation for the jet. We use the model 
to predict jet‐surface interaction noise for a  range of subsonic acoustic Mach number jets, nozzle aspect ratios, 
streamwise  and  transverse  trailing‐edge  locations  and  compare  them  with  experimental  data.    The  RANS 
meanflow computations are also compared with flow data for selected cases to assess their validity. We find 
that  finite  de‐correlation  in  the  turbulence  spectrum  increases  the  low‐frequency  algebraic  decay  (the  low‐
frequency “roll‐off”) of  the acoustic  spectrum with angular  frequency  to give a model  that has a pure dipole 
frequency scaling. This gives better agreement with noise data compared to Goldstein et al. (2013) for Strouhal 
numbers less than the peak jet‐surface interaction noise. For example, through sensitivity analysis we find that 
there  is a difference of 10 dB at  the  lowest  frequency  for which data exists  (relative  to a model without de‐
correlation effects  included)  for  the highest acoustic Mach number case. Secondly, our  results  for  the planar 
flow  theory provide a  first  estimate of  the  low‐frequency amplification due  to  the  jet‐surface  interaction  for 
moderate aspect ratio nozzles when RANS meanflow quantities are used appropriately. This work will hopefully 
add  to noise prediction efforts  for aircraft  configurations  in which  the exhaust  systems are  tightly  integrated 
with the airframe. 
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c
∞
   =  ambient sound speed 
D
J
  =  nozzle diameter 
g   =  Green’s function 
I
ω
  =  acoustic spectrum 
k   =  turbulent kinetic energy 
1
k
  =  streamwise wavenumber 
 
l
i
  =  characteristic length scale 
M   =  acoustic Mach number  
p   =   pressure 
t   =  time 
T   =  averaging time  
U
c   =  convection velocity 
V   =  source volume 
v
i   =  velocity vector 
x   =  observer location 
y   =   source location 
α   =   turbulence intensity  
β   =   angle function 
γ   =   specific heat ratio  
ε   =  turbulence dissipation rate   
η   =  separation vector 
ρ   =  density 
θ    =   polar angle measured from jet axis 
τ   =  time delay 
ω   =  radian frequency 
ω
c
  =  convected scalar field 
∇   =  gradient operator  
  =  absolute value 
 
Subscripts 
⊥   =  transverse component  
Superscripts 
  =  time average 
'   =  fluctuating quantity  
  !   =  Favre average 
∗   =  complex conjugate 
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INTRODUCTION 
 
Jet‐surface  interaction  noise  is  a  term  that  refers  to  the  low‐frequency  amplification  of 
sound  that  occurs  when  a  high‐speed  air  jet  interacts  with  an  external  surface.  For  our 
purposes, we imagine  the interaction taking place at the trailing edge of a flat plate that is 
positioned parallel  to the oncoming flow ([1]‐[3]). At  the outset, however, we assume that 
jet‐surface  interaction  consists  almost  entirely  of  trailing‐edge  noise  in  the  test  cases  we 
consider.  Indeed  jet  flows  of  technological  interest  are  almost  always  close  enough  to,  or 
sufficiently confined by,  solid boundaries,  such  that  the  jet  flow  interacts with  the edge of 
that  boundary.  Understanding  how  this  interaction  causes  sound  to  be  generated  is  of 
considerable importance for present‐day and future aircraft that may have complex engine 
installation geometries ([4]‐[10]).  
The  noise  amplification  associated  with  jet‐surface  interaction  was  investigated 
experimentally by Scharton et al. [11] in the context of aerofoil flap noise. Figure (13) in their 
paper indicates that the trailing edge interaction effect (with the flap alligned with the airfoil) 
is  almost  10  dB  greater  than  the  jet  noise  at  the  peak  frequency  of  the  jet  noise  ninety‐
degree  spectrum.    The  Scharton  et  al.  experiment  was  at  an  acoustic  Mach  number  (
 
Ma =U
J
c
∞
  , where 
 
U
J
  is  the  jet exit  velocity and 
 
c
∞
  is  the ambient  speed of  sound) of 
about   0.5   (corresponding  to  a  jet  speed  of   550 ft s )  for  a  jet‐aerofoil  flap  configuration, 
however, Head & Fisher [12] obtained similar low frequency amplification results (see their 
Fig. 3) on a jet‐ surface interaction experiment with a more generic flat plate surface at the 
anechoic  facility  at  the University  of  Southampton.  The  noise  amplification  they  observed 
was  also  for  an  acoustic  Mach  number  of   0.5 .  In  addition,  they  performed  parametric 
studies of the near field spectra at different Mach numbers and shield separations (i.e. the 
transverse location of the plate relative to the jet centerline). 
Similar experiments were carried out by Olsen & Boldman  [13] who confirmed that  the 
presence of a leading/trailing edge from an external surface enhanced the noise produced by 
the  jet  alone  for observation points on  the  same  side  as  the  jet  flow.  This  result  has now 
become  well  known  and  confirmed  by  many  authors  since;  e.g.  Wang  ([14],  Fig.  6)  & 
Southern  ([15],  Fig.  19)  and  also more  recent  references  [16]‐[18].  Even  though much  of 
past, and some of the recent, investigations have been performed on round jets interacting 
with trailing edges  ([11], [15]‐‐[18]), Head & Fisher [12] noted that the observed results of 
noise amplification and trends with various  jet parameters were similar  to  those produced 
by a large aspect ratio rectangular nozzle.  
Experiments at  the NASA Glenn Research Center  ([1]‐[3],[19]&[20])  investigated the  jet‐
surface interaction noise (as Head & Fisher [12]) of a rectangular nozzle jet flow interacting 
with the trailing edge of an external plate.  In the experiments reported in [1]‐[3] and Zaman 
et  al.  [19],  the  power  spectral  density  (PSD)  of  the  far‐field  fluctuating  pressure    was 
measured  for unheated, high Reynolds number,  jet  flows across  a  range of  acoustic Mach 
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numbers  when  the  trailing  edge  was  positioned  above/beneath  the  flow  at  various 
axial/radial locations relative to the nozzle center line. The findings of [1]‐[3] have generally 
confirmed the trends of previous studies [11]‐[18]. In particular, at low frequencies, the PSD 
is  considerably amplified compared  to  the  free  jet,  and  that  this effect  is  greatest at  large 
polar observation angles to the jet axis (i.e. near 90
0
)—see Fig. 8 in [3] where it is illustrated 
that the jet‐surface interaction effect is between 10‐20 dB at the peak Strouhal number (see 
also  p.  16  in  Brown  [20])  relative  to  the  jet  noise    (similar  conclusions  were  reached  by 
Scharton et al. [11]).  
  Figures 6 & 7  in Head & Fisher  [12]  indicate that the trailing edge noise  ‘source’ can be 
thought of  as  an  acoustic  dipole  at  the  trailing  edge with dipole  axis  perpendicular  to  the 
plate. Note that the experimental measurements are likely to display the ideal symmetry of a 
point dipole (see Howe [21],  p. 217) at the trailing edge only in the absence of interference 
effects of the edge noise with jet noise. 
The fact that the trailing edge noise source is a much more acoustically efficient radiator 
at  lower Mach  numbers was  also  confirmed  by  Bridges  et  al.  [1].  For  example,  Fig.  12  in 
Bridges  [3],  indicates  that  the  difference  between  the  total measured  noise  (with  trailing 
edge)  and  the  isolated  jet  noise  is  greater  at  lower  acoustic Mach  numbers.  This  effect  is 
more prominent when the distance from the plate trailing edge location to nozzle exit plane 
is increased (see Fig. 8 in Bridges [3] and also p.299 & Fig. 11a in [14]). It is  also clear from 
Fig. 13 in Scharton et al. [11] that the peak jet surface interaction noise occurs at a slightly 
lower frequency than the peak jet noise. 
 In references [13], [22]&[23], and more recently in [24] (hereafter referred to as GAL), it 
was shown that mean flow effects are needed to accurately predict the amplification level of 
the far‐field sound when an external surface in placed near a jet. Any model that neglect this 
effect  (such  as  applications  of  [25])  will  never  be  entirely  predictive.  In  [20],  Brown 
developed an empirical model for jet‐surface interaction noise and extracted the noise due 
to the jet/trailing edge interaction from measurements of the total noise in various jet‐plate 
configurations using assumed dipole characteristics of the edge noise source.  Such empirical 
models may be incorporated into system‐level studies to assess the noise impact on various 
engine  installation  configurations, however,  they are unlikely  to more be general  than  the 
parameter space in which they are derived and do not give insight into the physics.  
  A  prediction  method  based  on  a  self‐consistent  application  of  the  non‐homogeneous 
Rapid‐distortion theory (RDT) was introduced in [24] and an initial application of the general 
theory to the jet‐surface interaction problem was demonstrated.   RDT is the study of small 
amplitude  turbulent  fluid motion  that, owing  to  some sort of  ‘distortion’,    evolves  linearly 
about a mean flow.   In classical RDT ([26]‐‐[33]), the upstream flow is taken to be uniform, 
which,  therefore,  allows  a  vortical  disturbance  that  is  frozen  in  the  flow  to  be  used  as  a 
boundary condition for the interaction problem  ([30], [31] and p. 569f. of [32]).  The aim of 
this  paper  is  to  further  develop  the  RDT‐based  prediction  method  of  [24]  for  the  noise 
generated  by  the  interaction  of  a  turbulent  jet  with  the  trailing  edge  of  a  flat  plate.  It  is 
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expected that sound generated by the turbulence convecting past the trailing edge exceeds 
the  non‐linear  sub‐sonic  jet  noise  (see  [34])  and  the  jet‐surface  scrubbing  noise  (e.g.  as 
formulated  by  Khavaran  [35])  in  the  test  cases  considered.  This  is  because  the  jet  noise 
source  (i.e.  the  fluctuating  Reynolds  stress)    is  quadratic  in  velocity  fluctuation,  whereas 
edge‐noise source is linear [34]. Brown ([1] , p. 7) actually indicates that since the scrubbing 
noise is blocked by the surface in the shielded location (plate between jet and observer), its 
magnitude can be assessed by comparing the measurements below to that above the plate 
(reflected location). In experiments on an axi‐symmetric round jet (fig. 10 of [1]) and non‐axi‐
symmetric jet from a rectangular nozzle [3], the data shows this difference is often less than 
5 dB  for high acoustic Mach number isothermal flow over the Strouhal number range over 
which noise amplification is observed when the trailing‐edge suitably located relative to the 
nozzle exit plane. Given that the amplification itself is of the order of 10‐20 dB (see previous 
citations), the restriction to the trailing‐edge component would seem appropriate. 
  Our  objectives  here  are  to  introduce  a  more  realistic  model  for  the  statistics  of  the 
upstream  turbulence  and  using  a  Reynolds  Averaged Navier‐Stokes  (RANS)  Computational 
Fluid Dynamics (CFD) solution to determine the mean flow and inform the source model by 
providing   the appropriate   turbulent  length scales and source amplitude. The use of RANS 
solutions also allows these flow quantities to vary with flow conditions and geometry.  The 
RANS  solutions  are  obtained  using  the  SolidWorks®  Flow  Simulation  software  [36]&[37], 
which  provides relatively  fast  solutions  for  the  geometries  of interest.  As  a  check  on  the 
quality of these results, we include comparisons with measured flow data [19] for selected 
cases.    The  modelling  approach  we  take  is  similar  to  how  modern  acoustic  analogy 
approaches  [38]  use  CFD  data,  however,  in  our  case,  only  certain  components  of  the 
upstream  turbulence  (that  enters  through  the  second‐order  transverse  velocity  auto 
covariance) appear  in  the acoustic spectrum formula. Our results show that a negative dip 
(or  ‘de‐correlation’)    in  this  quantity  directly  impacts  the  low‐frequency  algebraic  decay 
(often referred to as the ‘roll‐off’) of the edge‐generated noise to give an acoustic spectrum 
that  has  a  pure  dipole  pre‐factor  for  all  frequencies  over  which  the  sound  amplification 
occurs.  This model  generally  provides  better  agreement  with  experimental  data  than  our 
previous results. The presence of such negative regions  in the second‐order correlations of 
the  transverse  velocity  field  (i.e.  perperdicular  to  the  flow  direction)  has  been  known  for 
some time [39]&[40]. This suggests that manipulation of the upstream turbulence could be 
exploited for trailing‐edge noise control strategies that are different from existing methods 
such as  serrated edges  (see,  [41]‐‐[42] and  [43]‐‐[44]  for  leading edges) or wall  turbulence 
control methods [45].  
  Alternative approaches to jet‐surface interaction noise have used Amiet’s theory [46] as the 
starting  point  (see,  for  example,  Miller  [47]).  Other  efforts  have  focused  more  on  aerofoil 
applications  [48] using Goldstein’s (1978) RDT theory [22] to model high frequency noise at low 
Mach numbers. There have also been a number of numerical studies (Wolf et al.[49], Cheung et 
   
6 
al. [50] and Venugopal et al. [51]) in which Large‐Eddy simulations were used to predict aerofoil 
noise and jet‐surface interaction with a rectangular jet and flat plate [52]. 
The paper starts with a short review of the relevant parts of the GAL analysis used in this 
work. In Section 3, we introduce the new model for the transverse velocity correlations and 
present the corresponding formula for the acoustic spectrum. In Section 4 we illustrate some 
generic features of the model using an analytical mean flow model given by Eq. (6.55) in GAL. 
The impact of the new turbulence model on the low‐frequency roll‐off of the spectrum and 
comparions with  the model of GAL are shown. These results  illustrate  that: a)  the  far  field 
noise predictions based on the planar flow (i.e. large aspect ratio) theory are more accurate 
compared  to  our  2013  results  at  frequencies  less  than  the  peak  when  the  upstream 
turbulence de‐correlates;  and b)  this  large  aspect  ratio  theory  gives noise predictions  that 
are  reasonable  first  estimate  for  non‐planar  jet  flows  (i.e.  within  a  band  of  about   5 dB  
between  the smallest and  largest aspect  ratio nozzles). This  reduces  to  less  than   2 dB   for 
the  highest  Mach  number  considered  here  ( Ma = 0.9 )  at  the  upper  frequency  limit  of 
interaction  noise  ( St ∼ 0.5 ).  Neither  of  these  aspects  of  jet‐suface  interaction  were 
considered  by GAL.  In  Section  5 we  describe  the  SolidWorks®  RANS  solutions  used  in  this 
work and compare them with experimental data taken at NASA Glenn [19] for the mean flow 
and turbulent kinetic energy distributions near the edge of the plate.  
In  Section  6  we  present  extensive  comparisons  of  noise  predictions  with  experimental 
data using the RDT‐based model developed in this paper, with SolidWorks RANS solutions for 
the mean flow and turbulence properties. The edge‐noise data is taken to be the change in 
the measured  sound  radiation  relative  to  the  jet  noise  without  a  plate.  The  results  show 
improved prediction over Mach number and polar observation angle when the streamwise 
mean velocity component, as well as  the  local  turbulent kinetic energy and  rate of energy 
dissipation, are obtained from a RANS calculation.   Notwithstanding that the theory strictly 
applies to a planar mean flow, we use it (as above) as an approximation to a non‐planar flow 
for a  lower aspect  ratio  rectangular  jet  interacting with a  trailing edge. We, however, vary 
the  upstream  turbulence  properties  to  compensate  for  their  expected  variation  with  jet 
aspect ratio. Note that our predictions are compared mainly against acoustic measurements 
in  the  forward  arc  since,  for  the  test  cases  we  consider,  this  region  showed  the  most 
significant  sound  amplification  (i.e.   ∼10 dB   or  greater).  Hopefully,  our  work  will  add  to 
efforts  aimed  at  incorporating  Computational  Fluid  Dynamics  (CFD)‐obtained  mean  flows 
systematically  within  an  analytical  approach  for  jet‐surface  interaction  noise  (see,  for 
example [53]‐[57]).  
2. REVIEW OF THE GOLDSTEIN, AFSAR & LEIB (GAL [24]) FORMULATION 
2.1 Distinguished limit for rapidly‐distorting non‐homogeneous turbulence 
  The solution of the basic RDT equations in GAL can be used for any interaction problem 
involving  non‐homogeneous  turbulence  undergoing  rapid‐distortion  on  a  nearly  parallel 
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mean  flow.  For  the  jet‐surface  interaction  noise  problem,  for  example,  to which we  shall 
apply this theory, it is assumed that the maximum sound generated at the edge exceeds the 
(non‐linear) jet noise owing to the fact that the jet noise source strength is quadratic in the 
small velocity fluctuations (see    [34]) at the trailing edge while the ‘RDT source’  is  linear  in 
those small fluctuations.  
  To illustrate the basic scalings, we allow lengths and velocities to be non‐dimensionalized 
by 
 
D
J
 and 
 
U
J
  respectively;  time by 
 
D
J
U
J
and pressure by 
 
ρ
J
U
J
2
, where 
 
ρ
J
 and 
 
U
J
are 
flow density and velocity, respectively, at the nozzle exit and 
 
D
J
 is an appropriate reference 
length  scale  (such  as  the  nozzle  exit  equivalent  diameter  for  a  rectangular  jet).  The  flow 
Reynolds number is assumed to be large, i.e. 
 
R =U
J
D
J
v≫O(1) , where
 
ν
 
is the kinematic 
viscosity,  and  the  turbulence Reynolds number during  the distortion  is  as high as    order 1 
(i.e. 
 
R
T
=α R = O(1) ), where 
 
α ≡ | u | U
J
≪O(1)  is the turbulence intensity of the flow near 
where  the  interaction  takes  place  (i.e.  the  trailing  edge  in  our  problem)  and 
 
u
 
is  the 
magnitude  of  the  local  rms  turbulence  velocity.    This  is  the  distinguished  limit  for  non‐
homogeneous  turbulence  (representative  of  jet  flows)  undergoing  a  sudden  interaction 
([29]&[34]) 
  Physically,  this  distinguished  limit  describes  the  change  in  small‐amplitude  turbulence 
near  the trailing egde within a  time  interval shorter  than a characteristic eddy decay time, 
 
τ
int
< l | u |     (where   l   is  an  appropriate  length  scale).  As  indicated  in  [34],  the  turbulence 
Reynolds is then usually large (relative to unity) and the unsteady flow is determined by the 
invsicid  compressible  Rayleigh  equation  on  a  transversely  sheared  flow  (Eqs.  2.2  &  2.3  in 
GAL)  since  any  turbulent  shear  flow  will  be  transverely  sheared  over  the  stream  wise 
distances where RDT is valid.  
2.2 The fundamental RDT solutions 
The spatial field point is denoted by the Cartesian co‐ordinates 
 
y = y
1
, y
2
, y
3{ } = y1, yT{ }
with  transverse  co‐ordinates, 
 
y
T
= y
2
, y
3{ }   and origin  is  placed at  the  trailing  edge of  flat 
plate.  The  convective  derivative, 
 
D
0
Dτ ≡ ∂ ∂τ+U ∂ ∂ y
1
,  follows material  particles  along 
level curves of a transversely sheared mean flow, 
 
U ( y
T
) = const.  Following GAL we suppose 
that  the flow  is non‐heat conducting and  isentropic, as well as satisfying the  ideal gas  law. 
The solutions for the inviscid pressure perturbation, 
 
′p = p − p
0
 (where 
 
p
0
= constant ) and 
momentum  flux   perturbation 
 
u
i
≡ ρ ′v
i
,   (where 
 
′v
i  
denotes  the velocity perturbation)  are 
then given by integral solutions: 
        
 
′p (x,t) = −  
D
0
3g
Dt3
( y,τ | x,t) !ω
c
V ( y )
∫
−T
T
∫ (τ − y1 U ( yT ), yT )dydτ
 
,                 (1) 
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 and  
           
 
ρ ′v⊥ (x,t) = −
∂U / ∂x
i
|∇U |
 g
i
( y,τ | x,t) !ω
c
(τ − y
1
U ( y
T
), y
T
)
V ( y)
∫
−T
T
∫  dydτ  ,                  (2) 
 
where 
 
ρ ′v⊥ ≡ ρ ′vi(∂U / ∂xi |∇U |)   
 
and  T  denotes a very large (but finite) time interval.  
 
In Eq. (2),  
 
g
i
( y,τ | x,t) , defined through, 
                 
g
i
(y,τ | x,t) ≡
D
0
Dt
∂
∂x
i
D
0
Dt
+ 2
∂U
∂x
i
∂
∂x
1
⎛
⎝⎜
⎞
⎠⎟
g(y,τ | x,t)
                                 
(3) 
 
is linearly related to the Rayleigh equation Green’s function:  
 
 
L( y,τ) g( y,τ x,t) ≡
          
D
0
Dτ
∂
∂y
i
c
2 ∂
∂y
i
−
D
0
2
Dτ2
⎛
⎝⎜
⎞
⎠⎟
− 2
∂U
∂y
j
∂
∂y
1
c
2 ∂
∂y
j
⎧
⎨
⎪
⎩⎪
⎫
⎬
⎪
⎭⎪
g( y,τ x,t) = δ( y − x)δ(τ − t)
                 (4) 
 
where 
 
c
2( y
T
)   denotes  the mean  sound  speed  squared and   g( y,τ | x,t) is determined  for 
incoming wave behavior as  | y |→∞  and appropriate boundary conditions on the bounding 
surfaces   S( y)   for  integral  solutions,  Eqs.  (1) &    (2),  to hold.  The  integrals  in  these  results 
involve  the  arbitrary,  purely  convected,  quantity 
 
!ω
c
(τ − y
1
U ( y
T
), y
T
)   (satisfying 
 
D
0
!ω
c
Dτ ≡ 0 )  that  can  be  used  to  specify  the  ‘input’  within  a  boundary  value  problem 
(BVP) that seeks to determine acoustic spectrum as its ‘output’. 
The above solutions are valid  for   Ma = O(1)   subsonic Mach numbers  in un‐heated  jets. 
Heated  jets  could  be  considered  by  including  enthalpy  fluctuations  appropriately  into  the 
energy equation. However we do not pursue that here and restrict the analysis to unheated 
jet flows in which the free‐stream Mach number is zero. The solid surfaces  S( y)  bounding 
volume  V ( y)  in (3) can be finite, semi‐infinite or infinite in the streamwise direction and are 
assumed to coincide with one of the level surfaces of the mean velocity profile (since this is 
the arrangement of the simplest jet‐surface interaction experiments reported in [1]‐[3]).  
 
2.3 Green’s function splitting for input‐output problem   
The  solution  approach  simply  involves  using  the  Rayleigh  equation  to  calculate  the 
unsteady flow for a prescribed upstream state (referred as the ‘gust solution’) as well as the 
far‐field  sound  that  it  generates.  GAL  explain  how  dividing  the  Rayleigh  equation  Green’s 
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function  that  appears  in  Eqs.  (1)  &    (2)  into  two  components  as,   g = g
(0)
+ g
(s)
  where 
superscipt   
(0)
  refers  to  the  input  gust  solution  and   
(s)
is  the  (output)  scattered  field  can 
accomplish  this.  The  gust‐associated  Green’s  function  is  now  defined  on  all  space  and 
satisfies 
                              
ön
i
∂ D
0
3
g
(0)( y,τ | x,t) Dt3⎡⎣ ⎤⎦ ∂yi = 0      for  yT ∈S( y)                          (5) 
 
on  a  doubly  infinite  surface   S( y) ,  whose  outward‐drawn  unit  normal  vector  is 
 
ön( y) = { ön
i
}( y) ,  and  is  appropriate  for  defining  a  non‐radiating  input  disturbance  whose 
interaction with  a  discontinuity  of  this  surface  (e.g.,  the  edge  of  a  semi‐infinte  flat  plate) 
produces  a  downstream  response.  Then,  by  Eq.  (2),  the  corresponding  transverse 
momentum flux 
 
ρ ′v
⊥
(x,t)  associated with the gust is given by, 
                
 
ρ ′v⊥
(0)(x,t) = −
∂U / ∂x
i
|∇U |
 g
i
(0)( y,τ | x,t) !ω
c
τ −
y
1
U ( y
T
)
, y
T
⎛
⎝⎜
⎞
⎠⎟
V ( y)
∫
−T
T
∫  dydτ   (6) 
Eq.  (6)  together with  Eq.  (3)  (when  expressed  in  terms  of   g
(0)
)  then  provides  an  integral 
relation  between 
 
!ω
c
  and  the  transverse momentum  flux  perturbation, 
 
ρ ′v
⊥
(0)   , which  is  a 
physical  quantity  that  could  be measured  experimentally  or  computed  from  a  Large  Eddy 
Simulation (LES). This relation can, in principle, be inverted (using identity Eq. (1.97) in [58]) 
to solve for the Fourier transform of 
 
!ω
c
in terms of the Fourier transform of  
 
ρ ′v
⊥
(0)  .   
2.4 Relation between the 
 
!ω
c
 spectrum and measurable turbulence statistics 
As in GAL, it is assumed that  the relation between 
 
!ω
c
 and 
 
ρ ′v
⊥
(0)  in the actual flow is the 
same  as  it  would  in  an  idealized  mathematical  representation  of  a  transversely  sheared 
mean  flow 
 
U ( y
T
)   in  which  the  bounding  surfaces  present  are  doubly  infinite  in  the 
streamwise direction (i.e., where the transverse boundary conditions are completely uniform 
in
 
y
1
).  Hence  the  upstream  boundary  condition  determined  on  this  streamwise‐
homogeneous flow is assumed to be the same as that in the vicinity of trailing‐edge where 
the  distortion  actually  takes  place.  In  this  case,  as  pointed  out  by GAL,  the  unsteady  flow 
generated by Eq. (6)  (or Eq. (1) when expressed in terms of  g
(0)
) does not propagate to the 
farfield at subsonic speeds since the its streamwise Fourier transform (Eq. 4.6 in GAL) exists 
at  the  (hydrodynamic)  wavenumber, 
 
k
1
=ω U ( y
2
) ,  rather  than  propagating  acoustic 
wavenumber, 
 
k
1
=ω c
∞
(this was emphasised in [59]; see also Fig. 1 on p. 344 and p. 284 in 
[60]).  
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  GAL  used  Eqs.    (3) & (6)    to  obtain  an  approximate  relation  between  the  Fourier 
transforms of 
 
ρ ′v
⊥
(0)  and 
 
!ω
c
 that can be used to obtain a relatively simple working formula 
relating the spectrum of the convected quantity 
 
!ω
c
 to that of 
 
ρ ′v
⊥
(0)  for a two‐dimensional 
mean flow. The details are worked out in GAL (pp. 556‐558) and we simply quote their result 
to be used in our re‐analysis of the problem; hence the spectrum, 
 
           
 
S( y
2
, !y
2
;k
3
,ω; y
d
) ≡
1
2π
−∞
∞
∫ ei(ωτ−k3η3) !ωc(t, y2 , y3) !ωc(t + τ, !y2 , y3 + η3)
−∞
∞
∫ dτdη3,          (7) 
 
is related to the experimentally measurable transverse velocity spectrum  
 
 
F⊥ (x2 , !x2 y2 , !y2 ,ω ,k3) =
1
(2π )2 −∞
∞
∫
−∞
∞
∫ e
− i(ωτ−k
3
η
3
)
f⊥ (x2 , !x2 ω U ( y2 ),ω / U ( !y2 ),η3,τ )dη3dτ     (8) 
 
which depends on the statistical quantity 
 
ρ ′v
⊥
(0)
x,t( )ρ ′v⊥
(0)
!x
1
, !x
2
,x
3
+η
3
,t +τ( )  through the  
streamwise Fourier transforms 
 
 
f⊥ (x2 , !x2 k1,
!k
1
,η
3
,τ ) ≡
1
(2π )2 −∞
∞
∫
−∞
∞
∫ e
−i(x1k1− !x1 !k1) ρ ′v⊥
(0)(x,t)ρ ′v⊥
(0)( !x
1
, !x
2
,x
3
+η
3
,t +τ ) dx
1
d!x
1
,  
    (9) 
where ¥ is the time and spanwise average of   ¥ . The specific  formula for source function, 
 
S( y
2
, !y
2
;k
3
(s) ,ω , y
d
) ,  that  is  continuous  across  the  critical  level 
 
y
2
= y
d
  ,  where
 
y
d
  is  the 
location where the velocity profile is maximum if the mean flow is symmetric about 
 
y
d
, is 
 
    
 
S( y
2
, !y
2
;k
3
,ω, y
d
) =
| ′U ( y
2
) ′U ( !y
2
) |
U ( y
2
)U ( !y
2
)⎡⎣ ⎤⎦
1+
y
2
− y
d
y
d
b
0
⎛
⎝⎜
⎞
⎠⎟
1+
!y
2
− y
d
y
d
b
0
⎛
⎝⎜
⎞
⎠⎟
F⊥ ( yd , yd y2 , !y2 ,ω,k3)
E( y
2
;k
3
,ω, y
d
) E( !y
2
;k
3
,ω, y
d
)⎡⎣ ⎤⎦
∗
  
  (10) 
 
where 
 
E( y
2
;k
3
(s) ,ω, y
d
) ≡
U ( y
d
) −U ( y
2
)⎡⎣ ⎤⎦
c
2
( y
d
)
1−
| y
2
− y
d
|
y
d
b
0
⎛
⎝⎜
⎞
⎠⎟
+
ω2 U 2( y
2
) + k
3
2⎡⎣ ⎤⎦
ω2 U 2( y
2
) + k
3
2 − k∞
2
iπU 2 ( y
2
)b
0
c∞
2 ′′U y
d
 ,  (11) 
 
is an algebraic  factor determined through the GAL analysis and  ∗ is  the complex conjugate. 
The  parameter, 
 
b
0
  ,  is  a  constant  that  is  proportional  to  the  ratio  of  the  even  to  odd 
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symmetry components of the Fourier transform of 
 
!ω
c
  (see GAL, Eq. 6.42, and appendix A) 
and  is  treated  as  a  parameter  in our model.  ′′U (yd )   is  the  second derivative of  the mean 
velocity profile at  yd .  
 
2.5 Scattered solution 
The scattered part of the Green’s function solution,  g
(s)
 in the split formula accounts for the 
presence of the trailing edge and will satisfy streamwise inhomogeneous boundary and jump 
conditions  on  the  streamwise‐discontinuous  surface  present  in  the  flow.  Imposing 
appropriate boundary/jump conditions on  the plate  surface and  its downstream extension 
leads  to  a Wiener‐Hopf  problem  (Eqs.  6.6‐6.8  in  GAL)  for  the  (temporal,  streamwise  and 
spanwise)  Fourier  transform  of   g
(s)
.  This  can  be  solved  by  a  routine  application  of  the 
Wiener‐Hopf technique (e.g. Noble [61] and Crighton & Leppington [62]) and the interested 
reader is referred to GAL (pp. 550‐554 & app. B) for further details.   
2.6 Acoustic spectrum formula for jet‐surface interaction in planar flows 
For  a  two‐dimensional  jet  with  a  planar  mean  flow  but  with  a  full  three  dimensional 
turbulence spectrum, GAL [21]showed that the acoustic spectrum for jet‐surface interaction 
noise is given by the remarkably simple asymptotic result, 
 
 
Iω (x) ≡
1
2π
eiωτ
−∞
∞
∫ ps(x,t) ps(x,t +τ )dτ
                                        ≈
k∞
4π | x |
⎛
⎝⎜
⎞
⎠⎟
2
D( M ( y
2
), M ( !y
2
);θ ,ψ )S( y
2
, !y
2
;k
3
(s) ,ω , y
d
)
0
∞
∫
0
∞
∫ dy2d!y2
 (12) 
 
in  which  the  integrand  can  be  interpreted  as  the  product  of  a  source  function 
 
S( y
2
, !y
2
;k
3
(s) ,ω , y
d
) ,  which  is  the  auto‐covariance  of 
 
!ω
c
,  with  a  non‐uniform  directivity 
factor, 
 
D( M ( y
2
), M ( !y
2
);θ ,ψ ) .  The  former  can  be  approximately  related  to  upstream 
turbulence  statistics,  via.  Eq.  (10),  and  the  latter  encapsulates  the  mean  flow  interaction 
effect  and  was  derived  using  the  Wiener‐Hopf  techniqe  in  GAL  using  a  (low  frequency) 
asymptotic solution to Rayleigh’s equation when the far‐field wavenumber is asymptotically 
small,  i.e. 
 
k
∞
≪O(1) . 
 
M ( y
2
) =U ( y
2
) c
∞
  denotes  the  local  acoustic Mach  number  at  the 
position 
 
y
2
  and  the  spanwise  wavenumber 
 
k
3
(s)
= k
∞
sinθ cosψ is  found  by  applying  the 
method of stationary phase for the inverse Fourier integral in 
 
k
3
 ([24], p. 553) when  | x |→∞   
where θ  is the polar observation angle measured relative to the jet center line and ψ  is the 
azimuthal  angle  in  the  cross‐stream  plane.  The  above  result  bears  some  resemblance  to 
acoustic analogy approaches in which the acoustic spectrum can be formally interpreted as 
the product of a propagator and a  turbulence source  term. However, as opposed  to  these 
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approaches, here, only a single component of turbulence correlation function enters Eq. (10) 
at pre‐determined transverse locations, 
 
x
T
, as required by the inversion of the spectrum of 
Eq. (6)  ([24], sec. 4). 
  Note  that  the  assumption  of  a  semi‐infinite/doubly  infinite  streamwise/spanwise  plate, 
which  is  required  to  perform  the Wiener‐Hopf  analysis  analytically  to  obtain  Eq.  (12),  has 
been  assessed  by  Cavalieri et  al.  [63]  and  Bridges et  al.  [1].  Both  of whom  found  a  slight 
amplification (Fig. 9 in [1] & p. 11 & ff.) and departure in dipole symmetry  for the azimuthal 
directivity  (Fig.  14  in  [63])  when  finite‐dimension  plates  were  considered.  The  latter  was 
found  to  arise  from,  among  other  things,  the  interaction  between  the  trailing  edge  noise 
source  and  that  generated  by  the  lateral  plate  edges  [63].  Therefore,    the  level  of 
asymmetry/lobe amplification in the directivity pattern will depend on the dimensions of the 
plate. But the NASA data, to which we compare results from our model, was designed such 
that  streamwise/spanwise  plate  dimensions 
 
(L
1
, L
3
)≫ D
J
  in  which  case  any 
asymmetry/amplification effect due to lateral plate dimensions should be negligible. 
2.7 Directional structure of GAL asymptotic formula, Eq.(12) 
The directivity factor, which is given by 
 
D( M ( y
2
), M ( !y
2
);θ ,ψ ) =
M ( y
2
)M ( !y
2
)⎡⎣ ⎤⎦
3/2
(β − cosθ )
1− M ( y
2
)cosθ⎡⎣ ⎤⎦ 1− M ( !y2 )cosθ⎡⎣ ⎤⎦ 1− βM ( y2 )⎡⎣ ⎤⎦ 1− βM ( !y2 )⎡⎣ ⎤⎦
  ,      (13) 
 
is  proportional  to  Goldstein’s  ([23]  ,  Eq.  3.23)  result 
 
sin2 (θ 2) (1− M ( y
d
)cosθ )2   at  the 
point  where  the  velocity  profile  is  maximum 
 
y
2
= !y
2
= y
d
  since   β ≡ (1− sin
2θ cos2ψ )1/2 is 
unity  at 
 
ψ = ±π 2   in  the  plane  perpendicular  to  the  plate.  This  factor,  of  course,  also 
generalizes  Ffowcs‐Williams  &  Hawking’s  [25]  result  (1970,  Eq.  11),    which  possesses  a 
symmetric  cardioid  directivity  shape  with  polar  angle.  That  is,  of  the   1− cosθ = sin
2 (θ 2)  
form  in  the plane perpendicular  to  the plate where  θ   is  the polar observation angle with 
respect to the streamwise direction. Note that our result must be transformed to theirs via: 
 sin
2 (θ 2) = cos2 (π −θ 2)  owing to their co‐ordinate system shown (see p. 620 of [23]).  The 
GAL result (13) extends the Ffowcs‐Williams Hall theory to non‐uniform mean flows.  
  Commensurate with this shape for polar directivity, the azimuthal directivity was found to 
have  to  be  characterisitic  of  a  vertical  lemniscate  loop  (Howe  [64],  fig.  2.7.1  )  symmetric 
about the horizontal axis which is usual distribution for an acoustic dipole   [65]. This shape 
was also found in computational study by Wolf & Lele ([66] Fig. 13 & 14) and is shown below 
in  our  Fig.  1.  The  figure  show  the  polar  directivity  at  fixed 
 
ψ = ±π 2   and  the  azimuthal 
character  of 
 
D( M ( y
2
), M ( !y
2
);θ ,ψ )   at  various  polar  angles  where 
 
M ( y
2
) = M ( !y
2
) = Ma . 
Note  that  the arrows  indicate  increasing  jet acoustic Mach number. The  results  show  that 
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 D(θ ,ψ , Ma)  
peaks at a polar angle of  θ = 90
!    at   Ma = 0.5 . The reason for this  is that the 
the cardioid shaped curve, Eq. (13), possesses a cusp at   θ→ 0  and has the peak directivity 
(at azimuthal angle of 
 
ψ = ±π 2 radians) at 
 
cosθ = 2−1 Ma  where   Ma   is  the peak Mach 
number of  the velocity profile.  It  is,  therefore, only  for  low Mach numbers  in  the  forward 
measurement  arc  that  the  directivity  peaks  near   θ = 90
! .  On  the  other  hand,  the  polar 
directivity  at   θ = 30
!   is  about   2.7   times  greater  than  at   θ = 90
!   for   Ma = 0.9 .  This 
corresponds to, approximately, a  4dB  increase if distributed everywhere in the flow, but the 
large difference only occurs  at  the peak  velocity  location  (i.e.  at  one point  in  the  acoustic 
spectrum formula (12)).  
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Fig. 1. Properties of the Directivity factor, Eq. (13). The arrow is in direction of increasing acoustic Mach 
number,  Ma . 
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3. TURBULENCE MODELLING  
3.1 Modeling de‐correlation effects in 
 
ρ ′v
⊥
(0)
x,t( )ρ ′v⊥
(0)
!x
1
, !x
2
,x
3
+η
3
,t +τ( )  
  The  jet‐surface  interaction noise model  Eq.  (12) was  constructed  for a  two‐dimensional 
jet  with  planar  mean  flow.  Consistent  with  this  approximation,  we  suppose  that  the 
turbulence is spanwise homogeneous. The statistical quantity,  
 
 
ρ ′v⊥
(0)(x,t)ρ ′v⊥
(0)(x
1
, !x
2
,x
3
+η
3
,t +τ ) ≡ lim
T→∞
1
2T
−∞
∞
∫
−T
T
∫ ρ ′v⊥(0)(x,t)ρ ′v⊥(0)(x1, !x2 ,x3 +η3,t +τ )dtdx3             
    (14) 
that  enters  the  integrand  of  Eq.  (9)  is  both  experimentally  determinable  and  has  a  well 
established database in free round jets [67]. In this section, we construct an improved model 
compared  with  GAL  for  this  function  and  derive  an  explicit  formula  for  the  acoustic 
spectrum. Differently from [24], however, the model  we use for correlation function in Eq. 
(14) now allows for a negative dip in space separation and time delay, which we show has a 
direct impact on the jet surface interaction noise and, in principle, could provide a means to 
reduce it (we discuss this point further in Sec. 7). We, therefore, use the function based on 
the model in [38]): 
           
 
ρ ′v⊥
(0)(x
1
, y
d
,x
3
,t)ρ ′v⊥
(0)( !x
1
, y
d
,x
3
+η
3
,t +τ ) =
                            L
3
Ψ(x
1
) a
0
+ a
1
τ
∂
∂τ
+ a
2
η
1
∂
∂η
1
+ ...
⎡
⎣
⎢
⎤
⎦
⎥e
− X (η
1
,|η|,τ ;α )                      (15) 
 
where  coefficients,
 
a
n
= (a
0
,a
1
,a
2
) ,  are  empirical  parameters  and  the  decay  function 
multiplying the square brackets is defined by exponent, 
 
 
                       
 
X (η
1
,|η |,τ ;α ) = (η
1
l
1
)2 + (η
1
−U
c
τ )2 l
0
2
+ (η
3
l
3
)2 +α 2                            (16) 
 
where  α   is  a  small  positive  number, 0 ≤α <1 ,  that  governs  the  sharpness  of  the  auto‐
correlation of Eq. (15) at zero time delay and zero spatial separation and the streamwise and 
spanwise  separations  are 
 
η
1
≡ !x
1
− x
1
  and  η
3
  respectively.  The  scales 
 
l
1
  and 
 
l
3
  are 
turbulence length scales in the streamwise and spanwise directions, respectively; 
 
l
0
 , on the 
other hand, measures the moving frame streamwise length scale of the turbulence. 
Following  usual  practise  (see  [38])  we  allowΨ to  decay  in  the  streamwise  direction  in 
order  to  insure  convergence  of  the  subsequent  Fourier  transform  integrals,  we  replace 
1( )xΨ   by  i.e.   
Ψ
0
e
α−( x
1
L
1
)2
.  The  amplitude, 
1( )xΨ ,  depends  on  the  symmetric  location 
 
x
1
≡ (x
1
+ !x
1
) 2 ,  since  this  quantity  is  expected  to  be  independent  of  the  streamwise 
   
16 
coordinate  for  the nearly parallel  flow being  considered. 
 
Ψ
0
  is  expected  to  scale with  the 
transverse  component of  the mean  square  turbulence momentum  flux 
 
(ρ ′v
⊥
)2
!
, 
 
(L
1
, L
3
) are 
geometric spatial scales: 
 
L
3
being a measure of the spanwise extent of the turbulence enters 
as pre‐factor on the right hand side of (15) and the streamwise scale, 
 
L
1
, which is taken to 
be large in order to insure that Eq. (15) is relatively independent of 
 
x
1
. This is consistent with 
our representation of the upstream boundary condition described in section 2. 
As we show in Fig. 2, allowing the coefficient 
 
a
1
> 0   in Eq. (15) gives a negative (or, de‐
correlation)  region  for  the  auto‐correlation 
 
(η
3
= 0)   function  of  Eq.  (15)  which  did  not 
appear in the model used in GAL  (Eq. 6.46). As mentioned in the Introduction, the presence 
of  this  negative  region  in  the  second‐order  transverse  velocity  correlations  has  been 
measured in various turbulence experiments in the literature (e.g., Townsend [68]; p. 134  &  
Fig. 4.16 of [39] and p. 252f. of [40]).   Unfortunately, experimental data for the turbulence 
correlation  function  (14)  in a planar  jet with a  trailing edge  in  the  flow  is not available  for 
comparison with our model. However, qualitative  similarity does exist between our model 
and Gutmark & Wygnanski  [69] who indicate (on p.480 & Fig. 17) that “the negative dip in 
the lateral correlation (defined on p.480) in the two‐dimensional jet is stronger than that in 
the  axisymmetric  jet..”  .  The  jet  in  their  experiments  issued  from a  nozzle with  very  large 
aspect ratio (almost 38:1), but a very low speed flow (
 
35m s ) at room temperature. Indeed, 
Fig.  19  in  [69]  shows  that  the  normalized  level  of  de‐correlation  in  the  lateral  correlation 
function can be as large as  −0.5  at particular locations in the jet.  
 
 
                            (a). GAL model, 
 
a
1
= a
2
= 0 ,                                                  (b). Latest, 
 
(a
1
,a
2
) ≠ 0 . 
 
Fig. 2. Auto‐correlation of upstream turbulence using model Eqs. (15) &  (16) with 
 
(η
3
= 0) ,
 
(α = 0)  & 
 
l
r
= l
1
l
0
 given by caption in Fig. 5. 
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3.2 Jet‐surface interaction acoustic spectrum formula with a finite de‐correlation region 
  Substituting  the  source model  function  Eq.  (15)  in  Eqs.  (9)‐(11)    for 
 
S( y
2
, !y
2
;k
3
(s) ,ω , y
d
)  
and  inserting  this  result  in  Eq.  (12), we obtain  the  final  formula  for  the acoustic  spectrum 
used in this paper  
                            
 
Iω (x) =
1
4π | x |
⎛
⎝⎜
⎞
⎠⎟
2
1
π 2
⎛
⎝⎜
⎞
⎠⎟
l
0
l
1
l
3
U
c
L
3
Ψ
0
k∞
c∞
⎛
⎝⎜
⎞
⎠⎟
I
0
( Ma,θ ,ψ ; y
d
)                         (17) 
 
The integral 
 
I
0
( Ma,θ ,ψ ; y
d
)  is defined by 
 
                     
I
0
( Ma,θ ,ψ ; y
d
) = 4 c∞D( M ( y2 );θ ,ψ )
!Π(ω U ( y
2
),ω ,k
3
(s) )
| E( y
2
;k
3
(s) ,ω , y
d
) |2
0
Ma
∫ d M ( y2 )             (18) 
 
where 
 
D( M ( y
2
);θ ,ψ )  is equal to directivity factor (13) at 
 
M ( y
2
) = M ( !y
2
) . This result now 
depends parametrically on the transverse location of the peak of the jet velocity relative to 
the trailing edge, 
 
y
d
. Also in Eq. (18), 
 
Ma ≡U ( y
d
) c
∞
 denotes the maximum acoustic Mach 
number at  the axial  location of  the  trailing edge.  Some details of  this derivation using  the 
new model  function are given  in appendix A for completeness. The relative  location of the 
nozzle exit and the plate trailing edge  is illustrated by the schematic in Fig. 3. 
   This  result,  although  formally  similar  to GAL  (their  Eqs.  6.50 & 6.53),  has  very different 
spectral behaviour owing to the ‘de‐correlation‐dependent’ coefficient 
 
!Π(ω U ( y
2
),ω ,k
3
(s) )  , 
which in GAL is equal to
 
a
0
((ω l
0
U
c
)
2
+ χ )2 , but in our case (see derivation in App. A & Eq. 
(A.19)) is found to be: 
 
  
 
!Π(k
1
,ω ,k
3
) =
1
((ω l
0
U
c
)
2
+ χ )2
(a
0
− a
1
− a
2
) +
4
((ω l
0
U
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2
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a
1
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0
U
c
⎛
⎝⎜
⎞
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2
− a
1
ω
U
c
− a
2
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1
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⎞
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(k
1
−ω U
c
)l
1
2
⎡
⎣
⎢
⎢
⎤
⎦
⎥
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⎡
⎣
⎢
⎢
⎤
⎦
⎥
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    (19) 
 
where                                     
 
χ = χ(k
1
,k
3
) = (k
3
l
3
)2 + (k
1
−ω U
c
)2 l
1
2
+1⎡⎣ ⎤⎦ .                          (20) 
 
and α = 0   in  Eqs.  (15) &  (16).  The  impact  of  these  spectral  differences  on  the  edge  noise 
spectrum is discussed in the next section. 
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4.ACOUSTIC SPECTRUM WITH A PURELY DIPOLE‐LIKE FREQUENCY SCALING  
     The  predictions  in  GAL  were  compared  against  the  jet‐surface  interaction  experiments 
performed at NASA Glenn [3].  
 
 
 
 
 
 
 
 
 
Fig. 3 ‐ Nozzle/plate configuration (courtesy Dr. James E. Bridges, NASA Glenn Center) 
 
However it is clear from Fig. 6 in GAL, that for Strouhal numbers less than   0.15 , the purely 
positive auto‐correlation model  (i.e.  setting 
 
a
1
= a
2
= 0   in Eq.    (15))  they used over predicts 
the low‐frequency roll‐off for jet‐surface interaction noise by as much as  10 dB  (see Fig. 6d 
in GAL). 
We  can  easily  prove  why  this  occurs  by  estimating  integral 
 
I
0
( Ma,θ ,ψ ; y
d
) .  It  is  clear 
from  Eq.  (18)  that  as   ω→ 0 ,  the  dominant  contribution  to  the  integral  comes  from  the 
vicinity  of  critical  level
 
y
2
= O( y
d
) .  In  App.  B,  we  estimate  Eq.  (18)  under  this  limit  at 
 
ψ = −90!   (in which case, 
 
β = 1 and 
 
k
3
(s)
= 0 ).   Substituting Eq. (B.6)  into acoustic spectrum 
formula Eq.  (17) shows that the latter possesses the following algebraic decay rates, 
 
 
 
I
ω
(x) =
O(1),  for  a
1
= a
2
= 0 (GAL.)                 
O(ω 2 ),   for  a
0
∼ a
1
  (Present model, Eq. 16.)
⎧
⎨
⎪⎪
⎩
⎪
⎪
   (21) 
 
as  ω→ 0 .  
  These results show that the acoustic spectrum is now directly dependent on how fast the 
turbulence de‐correlates in Eq. (15). In its absence (i.e. 
 
a
1
= a
2
= 0 ) Eq. (21)  shows that the 
acoustic spectrum does not possess a low‐frequency roll‐off as such and tends to  O(1)  
(i.e. a 
constant,  see Eq.  (6.52)  in GAL). A  finite de‐correlation  region, however,  increases  the  low 
frequency ‘roll‐off’  in the prediction of Eq. (17)   and causes  it to exhibit a pre‐factor of the 
order  of   O(ω
2 ) ,  which  is  a  purely  dipole‐like  freqeuency  scaling  and  appears  to  be more 
consistent with the experimental data at Strouhal numbers greater than peak frequency and 
closer to the data for frequencies below the peak. 
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4.1 Sensitivity of model to parameters 
 
(a
1
,a
2
)  
In  Fig.  4  we  show  how  sensitive  the  magnitude  of  the  negative  dip  in  Eq.  (15)  is  to 
parameters 
 
(a
1
,a
2
)  (corresponding to a length scale ratio, 
 
l
r
= l
1
l
0
, given in the caption to 
Fig.  5)  and  in  Fig.  5  we  show  how  this  impacts  the  acoustic  spectrum. We  compare  our 
predictions  against  experimental  data  measured  at  the  shielded  location  with  the 
microphone  array below plate  [3]. Note  that  this  location  is  chosen  to  avoid  any  spurious 
acoustic  contributions  from  reflections  when  the  microphone  is  above  the  plate—see 
[3]&[20]. Moreover, we use the same Gaussian mean velocity profile (Eq. 6.55) used in GAL  
to define the jet mean velocity; the decay parameters of the profile were chosen to match 
experimental data reported  in  [19]  for the  large aspect ratio (AR) rectangular nozzle of 8:1 
(AR8).  Fig. 4 indicates that when 
 
a
1
~ a
0
 a significant negative dip appears in the correlation 
function. We have not shown the sensitivity of Eq.  (15)  to 
 
a
2
in Fig. 4, since our numerical 
experiments  indicated  it had a  small  impact. The  reason why  this  is  the case  is  clear  if we 
carry out the derivatives in (15) explicitly; i.e. for 
 
(α = 0) , 
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1
, y
d
,x
3
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3
+η
3
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                  L
3
Ψ(x
1
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1
!τ ( !τ − !η
1
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X
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!η
1
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1
+ l
r
( !η
1
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− !τ )
X
+ ...
⎡
⎣
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⎤
⎦
⎥e
− X (η
1
,|η|,τ ;0) .        (22) 
 
 
!η
1
=η
1
l
1
and 
 
!τ =U
c
τ l
0
are non‐dimensional spatial separation and time delay respectively 
and
 
l
r
= l
1
l
0
 is ratio of length scales. Since 
 
l
r
≪1 for the time‐stationary turbulence we are 
concerned with, the second term (22) will be smaller in magnitude even when 
 
a
2
~ a
0
. 
 
 
(a). Turbulence model, Eq. (15) for parameter values 
 
(a
0
,a
1
,a
2
) = (1,0.6,0) . 
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(b). Turbulence model, Eq. (15) for parameter values 
 
(a
0
,a
1
,a
2
) = (1,1.2,0) . 
Fig. 4 ‐ Normalized space‐time variation of Eq. (15) and its spatial distribution when 
 
a
1
~ a
0
 (
 
l
r
= l
1
l
0
 as in 
Fig. 5). 
 
The sensitivity of the acoustic predictions in Fig. 5 show that, for
 
a
1
∼ a
0
 (with 
 
a
2
= 0 ) in Eq. 
(15),  the  low  frequency  roll‐off  more  closely  follows  the  data  compared  to  the  GAL 
prediction. In Fig. 5, and all the following comparisons, data for the component of the noise 
associated with  the  trailing edge  is obtained  from the  total measured noise by subtracting 
the noise measured in the corresponding free jet (i.e. in the absence of a plate). Consistent 
with Fig. 4, our numerical experiments show that moderate values of
 
a
2
 do not change the 
algebraic decay of the predictions (i.e. 
 
I
ω
(x) ∼O(ω 2 )  remains as long as 
 
a
1
~ a
0
). This can 
be explained by the fact when 
 
k
1
→ω U ( y
2
) the second term in square brackets in Eq. (19), 
makes a relatively small contribution to 
 
!Π(ω U ( y
2
),ω ,k
3
(s) )  for high acoustic Mach numbers. 
In Fig. 5d we assess this numerically by considering the ad‐hoc approximation to Eq. (19), 
 
  
 
!Π(ω U ( y
2
),ω ,k
3
(s) ) ≈
1
((ω l
0
U
c
)
2
+ χ )2
(a
0
− a
1
− a
2
) +
4a
1
((ω l
0
U
c
)
2
+ χ )
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0
U
c
⎛
⎝⎜
⎞
⎠⎟
2⎡
⎣
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⎢
⎤
⎦
⎥
⎥
  (23) 
 
that neglects this term with 
 
(1 U −1 U
c
)   factor. Our calculations show that the predictions 
remain basically unaltered  to the case when the full Eq. (19) is used in the acoustic spectrum 
formula, (17); i.e. the green dot‐dashed curve in 5d is more‐or‐less identical to solid curve in 
Fig. 5b. The parameter 
 
a
2
, therefore, only appears to effect the amplitude of  
 
I
ω
(x)  through 
the 
 
(a
0
− a
1
− a
2
)  factor in (19). 
   
21 
 
          
 
 
 
 
 
 
 
 
 
 
 
            
(a). Parametric increase in 
 
a
1
with 
 
(a
0
= 1;a
2
= 0) .             (b). Eq. (17) : using turbulence model, Eq. (15). 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
(c). Parametric increase in 
 
| a
2
|with 
 
(a
0
= 1;a
1
= 0) .                    (d). Eq. (17) : using turbulence model, Eq. 
(15). 
 
Fig. 5‐ Power Spectral Density (PSD) of the far‐field pressure fluctuations at 100 equivalent diameters from 
nozzle exit (lossless in dB scale referenced to 20
 
µ  Pa ) as a function of Strouhal number for  Ma  =0.9. Plate 
trailing edge at
 
y
d
D
J
= 1.1,x
d
D
J
= 5.7 , 
 
D
J
= 2.12" ,
 
ψ = −90!  and  θ = 90
! .  Source model constants for 
GAL model are the same as their Fig. 4 and for current predictions are 
 
Ψ
0
= 0.04(ρ
∞
U
d
)2;(l
0
,l
1
,l
3
) D
J
= (0.53,0.01,0.01); L
3
D
J
= 20 , 
 
U
c
= 0.68U
d
;b
0
= 0.52  and 
 
(a
0
,a
1
,a
2
) = (0.72,0.88,−0.05) . Experimental data obtained from [3]. 
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In  Fig.  6  we  show  that  the  acoustic  spectrum  Eq.  (17)  possesses  a  dipole‐like  vertical 
lemniscate azimuthal structure, which is similar to the directivity of 
 
D( M ( y
2
);θ ,ψ )  alone in 
Fig. 1, but now it appears to be much flatter.  Here, we consider a polar angle of 90
0
 (since 
the  Bridges/Brown  measurements  indicate  that  for  the  forward  arc  the  jet‐surface 
interaction noise is greatest here) and a peak Strouhal number, which from Fig. 5b, occurs at 
about  St = 0.12  (Fig. 6a) and where the upper limit of amplification is near  St = 0.5  (Fig. 5b).  
 
            
 
 
 
  
 
 
 
 
  
 
 
 
 
 
           (a). Peak Strouhal number, St = 0.12 , in Fig. 5b.                 (b). Upper limit,  St = 0.5 , in Fig. 5b 
 
Fig. 6   PSD (dB) ofψ ‐directivity of RDT prediction Eq.  (17) at peak Strouhal number  (St) and upper  limit as 
shown in  
Fig. 5 for
 
M ( y
2
) = Ma = (0.5,0.7,0.9)  (colour coding same as Fig. 1).   Source model constants for RDT 
prediction is same as Fig. 5.  Arrow in direction of increasing Ma. 
 
It is clear in Figs. (7) ‐ (9), where the results were computed using the same parameters as 
in Fig. (5), (see figure caption for values) and the calibration was performed at  Ma = 0.9 , that 
the predictions provide a first estimate of the jet‐surface interaction noise over a wide range 
of nozzle aspect ratios ( 2:1  
to   8:1 , which we refer to as  AR2− AR8  respectively) , jet exit 
Mach numbers and observation angles. The predictions are closer to the data for the highest 
Mach numbers and at the higher end of the Strouhal number range (i.e.   St ∼ 0.4−0.5) over 
which amplification occurs.   The agreement  is closer to the data than GAL’s results  for the 
large aspect ratio  AR8 , since  
I
ω
(x) = O(ω 2 )  now acts as a pure dipole acoustic source over 
the frequency range of amplification, however, it is clear from Figs. (7) ‐ (9),  that at Strouhal 
numbers lower than the peak frequency the data appears to decay faster than  O(ω
2 ) . This 
is more evident  for  the   Ma = 0.9   jet  in  Fig.  7. Nonetheless,  the predicted noise  lies within 
 5 dB  across the range of Mach number and polar observation angle. The data shows greater 
variation with   AR   at  the  lowest  frequencies  (in  the  roll‐off  region)  than  at   St ∼ 0.4− 0.5 ) 
 M
a = 0.5
 M
a
 =
 0
.9
 
M
a =
 0.
5
 Ma = 0.9
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and, therefore, the RDT model (which striclty does not account for non‐planar flow effects) 
provides  much  better  agreement  with  data  for  Strouhal  numbers  greater  than  the  peak 
frequency (e.g. Figs. 7c & 8c). The difference between prediction and data is much larger at 
 Ma = 0.5 , which  is  not  surprising  given  that  parameters  in  the  acoustic  spectrum  formula 
(Eqs.  (17)  &  (18))  were  tuned  against  the  far‐field  noise  data  at  the   Ma = 0.9   &   θ = 90
!
measurement location.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                            (a).  θ = 90
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 (c).  θ = 60
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Fig. 7‐ RDT predictions for acoustic Mach number, Ma = 0.9 , compared to Power Spectral Density (dB) for 
various nozzle aspect ratio (AR) rectangular jets [3] at different polar observation angles where 
 
ψ = −90! .  
Plate location 
 
y
d
D
J
= 1.1,x
d
D
J
= 5.7 . Source model constants and mean flow for RDT prediction is same 
as Fig. 5. 
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!                                                                          (d).  θ = 45
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Fig. 8‐ RDT predictions for  Ma = 0.7  . Same caption as Fig. 7. 
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                                         (a).  θ = 90
!                                                                                (b).  θ = 75
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 (c).  θ = 60
!                                                                                         (d).  θ = 45
!
 
 
Fig. 9‐ RDT predictions for  Ma = 0.5  . Same caption as Fig. 7. 
 
5. REYNOLDS‐AVERAGED NAVIER‐STOKES (RANS) CALCULATIONS  
It is expected that the turbulence length scales and peak turbulent kinetic energy levels near 
the  trailing  edge  will  change  with  nozzle  aspect  ratio  and  flow  conditions  ([53]‐[56])  and 
therefore  that better  agreement with  the data  could be obtained  if  these quantities were 
allowed  to  vary with  the nozzle  geometry  and  jet  exit  conditions.  These  variations  can be 
accommodated within  the RDT model by using a RANS‐based mean  flow,  turbulent kinetic 
energy   (k)   and  rate  of  energy  dissipation (ε) to  define  the  mean  velocity  profile,  length 
scales and amplitude of the source function, 
 
S( y
2
, !y
2
;k
3
(s) ,ω , y
d
) , near the trailing edge. 
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In  this  section  we  show  results  from  three‐dimensional  SolidWorks®  Flow  Simulations 
[36]&[37] of jet flows with acoustic Mach numbers,   Ma = (0.5,0.7,0.9)  through rectangular 
jet  nozzles  of  aspect  ratios, AR = (2,4,8)   in  the  vincity  of  a  flat  plate  trailing  edge.  The 
SolidWorks® Flow Simulation automatic gridding program provides a way to mesh and solve 
the  flow  field  around  complex  geometries  and  is,  therefore,  rather  convenient  for  the  jet 
surface interaction problem and was used by Bridges & Wernet [70], amoung others. The in‐
built  solver uses adaptive grid  refinement on a Cartesian grid and  the  immersed boundary 
(IB) method to deal with complex boundaries. Futher detailes of the software can be found 
in  references  [36]&[37].  In  the  present  calculations,  the  total  number  of  grid  points  is 
approximately  2.7 !10
6 and run times of the order of  7 −8  hours on a desk‐top workstation 
were  found  ot  be  sufficient  to  obtain  the  converged  mean  flow  field.  The  surfaces  have 
adiabatic wall conditions, and the turbulence model (pp. 4‐8 of [37]) used is a modified  k − ε  
with  Lam  &  Bremhorst  [71]  damping  functions  accounting  for  wall  effects.    Further 
information  on  IB  methods  and  the  numerical  schemes  used  to  implement  them  can  be 
found in review paper by Mittal & Iaccarino [72]. 
In Fig. 10 we show the grid convergence properties of  the RANS mean axial velocity   U  
and  turbulent  kinetic  energy   k   for   Ma = 0.5   and   AR8   for  trailing  edge  location  of 
 
(xd , yd ) DJ = (5.7,1.1) . In Fig. 11, the RANS  U  and  k  are compared with hotwire data from 
Zaman  et  al.  [19]  for  the  same  aspect  ratio  ( AR8 )  and  streamwise  surface  length  of  12 
inches  (the  spanwise  length  was  over  48  inches,  or  4  feet,  and  extended  outside  of  the 
solution domain). However,  owing  to  facility  constraints  in which  the measurements were 
made,  the  flow  conditions  are  different  with  very  slightly  different  surface  offsets  and  a 
lower Mach number. The RANS results have a surface offset of 
 
y
2
D
J
= 1.05 , whereas the 
offset in the experiment is 
 
y
2
D
J
= 1.0 . Figure 11 parts (a) and (b) compare profiles of the 
mean  streamwise  velocity  and  turbulent  kinetic  energy,  respectively,  normalized  by    the 
ideally‐expanded jet exit velocity, 
 
U
J
, from the RANS and hot‐wire data. Figure 11 (c) and (d) 
shows  this  comparison  along  the  jet  centerline.  There  was  no  data  available  for  the 
centerline TKE distribution. 
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                     (a). Mean velocity, 
 
U U
J
                                              (b). Turbulent Kinetic Energy, 
 
k U
J
2
 
 
 
                                                                                                     
Fig. 10 – Grid convergence for 
 
U U
J
 and 
 
k U
J
2  
obtained by RANS SolidWorks® calculation at the 
trailing edge location,
 
y
d
D
J
= 1.1,x
d
D
J
= 5.7 , 
 
D
J
= 2.12"   of Ma = 0.5  and  AR8  nozzle. 
 
 
   
 
 
The results in Fig. 11 show that, while the shapes of the axial velocity and turbulent kinetic 
energy distributions are qualitatively  consistent,  the peak  turbulent  kinetic  energy  is over‐
predicted by about 35% compared to PIV data at the trailing edge location. These differences 
are  consistent  with  other  RANS  CFD  codes,  such  as  the Wind‐US  code  [73].  Cross‐stream 
distributions of mean axial  velocity and  turbulent kinetic energy  shown  in Fig. 12 near  the 
surface  trailing  edge  (
 
x
d
D
J
= 5.7   in  Fig.  3),  compare  favorably  with  the  experimental 
results.  Note  that  the  arrows  in  Fig.  12  are  in  the  direction  of  decreasing  magnitude. 
Notwithstanding  the  limited  amount  of  experimental  data  we  have  at  our  disposal  with 
which  to  perform  an  adequate  comparison,  the  agreement  is  good  enough  for  use  in  our 
prediction model. 
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                                    (a). Mean velocity, 
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J
                                                          (b). Turbulent Kinetic Energy, 
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                         (c). Centreline 
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J
                                                                                   (d). Centerline 
 
k U
J
2  
 
Fig. 11‐ Comparison of normalized mean flow and turbulent kinetic energy obtained by RANS SolidWorks® 
calculation at the trailing edge location,
 
y
d
D
J
= 1.1,x
d
D
J
= 5.7 , 
 
D
J
= 2.12"  , with low Mach number & 
high aspect ratio experiment reported in Zaman et al. [19], where jet Mach number is Mj = 0.22 and AR = 8 . 
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(a). 
 
U U
J
: Zaman et al. [19].                                                  (b). 
 
U U
J
: RANS calculation. 
 
                    (c). 
 
k U
J
2 : Zaman et al. [19].                                                              (d). 
 
k U
J
2 : RANS calculaton. 
 
Fig. 12‐ Comparison of Normalized mean velocity and turbulent kinetic energy obtained by RANS SolidWorks® 
calculation and experiments reported in Zaman et al. [19] for same trailing edge location as the caption in Fig. 8. 
Arrows in direction of  decreasing magnitude. 
 
 
Fig.  13  shows  values  of  the  normalized  RANS‐based  turbulent  kinetic  energy,   k   ,  and 
length  scale, 
 
L
RANS
= k
3/2
ε ,  at  the  axial  location  corresponding  to  the  trailing  edge  of  the 
plate and a transverse location at the peak of the mean axial velocity profile location at the 
center of the span for  Ma = (0.5,0.7,0.9)  and  ( AR2, AR4, AR8) . The results show that these 
normalized RANS‐based quantities decrease as the nozzle  AR  reduces for any given acoustic 
Mach  number.  On  the  other  hand,  the  variation  of  these  normalized  scales  is  relatively 
insignificant at a fixed AR  and varying Ma .  The SolidWorks mean velocity field appeared to 
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be contaminated with local flow separation regions for the   AR2  nozzle so that meaningful 
noise predictions were not possible. In section 6, therefore, we show only noise predictions 
for the  AR8  and AR4 nozzles. 
 
        
 
 
 
 
 
 
 
 
 
 
 
(a). 
 
k U
J
2                                                                                (b). 
 
L
RANS
D
J
 
Fig. 13– Variation of normalized turbulent kinetic energy and length scale obtained by RANS calculation with 
Nozzle Aspect Ratio (AR) and Acoustic Mach number (Ma). Arrows in direction of increasing Ma. 
 
6.RANS‐BASED JET‐SURFACE INTERACTION NOISE PREDICTIONS 
  We use the RANS solutions described in the last section within the RDT model in a similar 
way  to  acoustic  analogy  approaches  [38];  i.e.  by  defining  the  lengthscales  and  amplitude 
function in Eq. (17) as follows,  
 l
n
= c
n
(k 3 2 ε ),  n = 0,1 & 3  and 
 
Ψ
0
= c
Ψ
ρk , where
 
 (c
n
,c
Ψ
)
are empirical parameters. The streamwise mean flow profile,  
 
U y
2
( ) U J ,  is now obtained 
directly from the RANS calculation at the axial location corresponding to the trailing edge of 
the plate. When choosing the scaling coefficents, particular consideration was given to the 
acoustic Mach number Ma = 0.9   case  (since  the  jet‐surface  interaction has a clear  spectral 
peak at higher speeds  [1]‐[3]),  for AR8   (since  the theory  is directly applicable here) and at 
the polar angle  θ = 90
!  where the interaction noise is greatest in the forward arc.  
In  the  following set of predictions  the values  for  the  length scale parameters 
 
(c
0
,c
1
,c
3
) , 
the  amplitude, 
 
c
Ψ
,  the  convection  velocity 
 
U
c
  and  the  normalized  parameter, 
 
b
0
y
d
  are 
kept  fixed  in  all  (24  prediction  locations  for 
 
y
d
D
J
= 1.1)  cases  at  a  fixed  trailing  edge 
location, 
 
y
d
D
J
. However,  owing to expected changes in turbulence properties with aspect 
ratio, we decreased the geometric length 
 
L
3
D
J
 to account for the smaller spanwise extent 
of  the  turbulence  in  the  smaller  aspect  ratio  case.  In  particular,  we  took 
 
L
3
D
J
= 20   for 
 AR8  and  
L
3
D
J
= 10   AR4 . Moreover, the results of many numerical experiments indicated 
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that closer agreement to the data could be achieved when the de‐correlation region reduced 
with aspect ratio.  
The coefficients  for  the  source model  in Eq.  (15) are given  in Table 1 and  in Fig. 14 we 
show the normalized auto‐correlation function for Eq. (14), using models   Eqs. (15) & (16), 
corresponding  to  the  parameters 
 
(a
0
,a
1
,a
2
)   chosen  for   AR4   and   AR8 .  The  effect  is  to 
decrease  the  size  of  the  decorrelation  region  at  smaller  aspect  ratio.  The  remaining 
coefficients  in Eq.    (18) we set at 
 
(c
0
,c
1
,c
3
) = (1.4,0.021,0.022) , 
 
U
c
= 0.65U
d
  , 
 
c
Ψ
= 1.5and 
 
b
0
y
d
= 0.65 . 
 
 
Table  1  –  Summary  of  RANS  test  cases 
along with de‐correlation parameters in Eq. 
(15)  for each aspect ratio.  
 
 
 
 
 
 
(a). 
 
η
1
l
1
= 0 ,                                                                (b). 
 
η
1
l
1
= 1.0 . 
 
Fig. 14 Auto‐correlation of Eqs. (15) with 
 
(η
3
= 0)  for AR4 & AR8. 
  
 
In Figs. 15‐17 we show the RANS‐based RDT predictions for Ma = (0.5,0.7,0.9) , respectively 
for  nozzle  aspect  ratio   AR8   across  a  polar  angle  range  of   θ = (45
! ,60! ,75! ,90!)   at  the 
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AR8: Nozzle aspect ratio 8:1
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azimuthal  location  below  the  plate  (
 
ψ = −90! ).  As  we  found  earlier,  with  the  analytically 
based mean flow model, appropriate choices of the parameters 
 
(a
1
,a
2
)  in Eq. (15) provide a 
low‐frequency roll‐off that is closer to the data reported in [3]. Comparing Figs. 7‐9 with 15‐
17, shows improvement in the acoustic predictions using the RANS‐based model, especially 
for   Ma = (0.7,0.9) .  It should be remembered, however, that since the model  is based on a 
leading order asymptotic approach, it is expected to predict the dominant spectral features 
of  the  JSI  noise  only. We  have  not  explicitly  included  the  intereference  effects  associated 
with jet /JSI noise coupling (which we believe are responsible for the oscillations in the data, 
see Sec. 7). Note that the level of agreement in most cases lies within those oscillations; they 
are better at larger polar angles in the forward arc and higher Mach numbers.  
 
 
 
 
 
 
 
  
 
 
 
 
 
 
            (a).  θ = 90
!
                                                                                (b).  θ = 75
!
  
 
 
 
                                  
 
 
 
 
 
 
 
 
 
 
       (c).  θ = 60
!                                                                                     (d).  θ = 45
!
  
Fig. 15 RANS‐based RDT prediction for acoustic Mach number  Ma = 0.9  and  AR = 8compared to noise data 
[3] at different polar observation angles (
 
ψ = −90! ). Plate location 
 
y
d
D
J
= 1.1,x
d
D
J
= 5.7 . 
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Fig. 16 RANS‐based RDT prediction for  Ma = 0.7  and  AR = 8 . Plate location  
y
d
D
J
= 1.1,x
d
D
J
= 5.7 . 
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Fig. 17 RANS‐based RDT prediction for  Ma = 0.5  and  AR = 8 . Plate location  
y
d
D
J
= 1.1,x
d
D
J
= 5.7 . 
 
6.1 Noise predictions for AR4 nozzle 
  To assess the robustness of our model, in Fig. 18 we show the RANS‐based RDT predictions 
for Ma = (0.5,0.7,0.9)   for  nozzle  aspect  ratio   AR4   at  the  same  plate  location  as  Figs.  15‐17, 
 
yd DJ =1.1,xd DJ = 5.7 . Since the results in Figs. 13‐15 show that there is little polar directivity, 
we show angles, 
 
θ = (45! ,90!) , only.  Predictions using the planar mean flow approximation for 
 AR4  are quite good for   Ma = 0.9 , but there is a systematic underprediction of the measured 
edge noise with decreasing Mach number. We note  that  the  frequency band over which  the 
noise radiates  is much smaller for  lower Mach numbers. This underprediction is, perhaps, not 
unexpected since, firstly the theory applies strictly to a planar mean flow and its application to 
lower aspect ratios must be treated as a first approximation and, moreover, the parameters in 
Eq. (18) were set for  Ma = 0.9 in mind. 
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Fig. 18 RANS‐based RDT prediction for  AR = 4  (a‐c:  θ = 90
! ) and (d‐f: 
 θ = 45
! ). Same edge location as Fig. 15. 
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6.2 Variation of  trailing edge location relative to jet center‐line 
Data  in Fig. 8 of    [3] show that the edge noise  is most significant when the plate  is placed 
near the location 
 
x
d
D
J
= 5.7  for  AR4  and  AR8   nozzles.  Interestingly, this lies in the region 
near  the  end  of  jet’s  potential  core  (that  usually  lies  anywhere  between 
 
x
d
D
J
= 4 and 
 
x
d
D
J
= 10   in  the  absence  of  a  plate) which  is  thought  to  be  the  location  of  the  source  of 
maximum jet noise [38].  In Fig. 19 we show noise predictions for a trailing edge location slightly 
further  away  in  the  transverse  direction  (
 
y
d
D
J
= 1.7 )  compared  with  the  previous 
calculations. We present these result to further test the robustness of the model. Note that the 
parameters  have  all  been  kept  fixed  at  their  values  used  in  the  previous  RANS‐based 
predictions. Results are  shown for polar angles of ninety (solid curves) and forty‐five (dashed 
curves) degrees. Although, at very low frequencies (up to the peak noise) the predictions agree 
well with data, there is deterioration as the Strouhal number increases. 
Fig.  20  shows  the  ratios  of  TKE  and  length  scale 
 
L
RANS
= k
3/2
ε obtained  from  the  RANS 
calculation  with  varying 
 
x
d
D
J
at  fixed 
 
y
d
D
J
,  (a)  and  vice  versa,  (b),  to  their  respective 
values at the plate location 
 
x
d
D
J
= 5.7  and 
 
y
d
D
J
= 1.1, where all previous sound predictions 
have been perfomed. The results show that the maximum TKE level occurs for the streamwise 
location 
 
x
d
D
J
= 5.7
 
,  perhaps  explaining  the  larger  edge  noise  for  this  geometry.  The  RDT 
calculation  at  location 
 
x
d
D
J
= 3.8
 
is  also  shown  in  this  figure.  The  predictions  (with 
coefficients fixed as in table 1) are in reasonably good agreement with the data, except for the 
very  lowest frequencies where the predicted spectrum decays too rapidly owing , most  likely,  
to  the  choice  of  the  source  parameters 
 
(a
1
,a
2
) .  Overall,  the  results  in  Figs.  15‐20  are 
encouraging given that the model parameters  in Eq.  (18) have been kept  fixed over the  large 
number of test cases (40 in total, at both edge locations 
 
y
d
D
J  
in Table 1) for which we make 
comparisons. 
 
 
 
   
37 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(a). Ma = 0.9                                                                           (b).  Ma = 0.7   
 
 
 
                          
 
 
 
 
 
 
 
 
 
 
 
(c).  Ma = 0.9                                                                 (d).  Ma = 0.7   
 
 
Fig. 19 RANS‐based RDT predictions for plate location 
 
y
d
D
J
= 1.7,x
d
D
J
= 5.7  compared to data [3] at 
different polar observation angles. Solid line/dashed line is prediction at
 θ = 90
!
/ 45
! .  Solid square is data at 
 θ = 90
! , open circle, diamond, right hand triangle is 
 
θ = (75!,60!,45!)  respectively. The azimuthal angle is
 
ψ = −90! . 
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                                        (a). 
 
y
d
D
J
= 1.1                                                               (b).  
x
d
D
J
= 5.7   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                      (c).  θ=90
!                                                                        (d).  θ=60
!
  
 
Fig. 20 RANS‐based turbulence properties (a & b) for  AR = 8 , Ma = 0.9  and RDT prediction for same jet flow with 
plate located at 
 
x
d
D
J
= 3.8  and 
 
y
d
D
J
= 1.1  . Comparison made  against data in [3] at 
 
ψ = −90! . 
 
6.3 Applicability of RDT‐model for closely positioned surfaces  
In Fig. 21 we assess the capability of the RANS‐based RDT predictions for closely alligned plates 
with trailing edge at 
 
y
d
D
J
= (0.25,0.4)  and 
 
x
d
D
J
= 5.7 . For these cases we consider, Ma = 0.9  
only  and   AR8   (where  the  theory  is  directly  applicable  only).  The  polar  angle  range  is 
 
θ = (75! ,90! ,105!) .  
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Fig. 21 RANS‐based RDT prediction for  Ma = 0.9  and  AR = 8 compared to noise data [3] at  
θ = (105
!
,90
!
,75
!
)
and
 
ψ = −90! . Trailing‐egde location is 
 
x
d
D
J
= 5.7  and 
 
y
d
D
J
= 0.25 (figs. a‐c) &
 
y
d
D
J
= 0.4  (figs. d‐f). 
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Note that  the spectral  range over which noise amplification occurs  is greater  for  these cases, 
occurring  up  to   St ∼ 0.8   for   θ = 90
! .  The  predictions  in  Fig.  21  do  rapidly  decay  as   ω→ 0  
presumably because the de‐correlation parameters 
 
(a
1
,a
2
)
 
in Eq. (15) are perhaps too large at 
these very low frequencies for these particular jet‐plate configurations (the predictions in Figs. 
20c & d  also  suffer  from  the  same  issue). However,  our  aim  in  Figs.  20 &21 was  to  test  the 
robustness  of  the  model  (i.e.  how  close  the  predictions  to  data  when  the  de‐correlation 
parameters are kept fixed). Hence, in all cases, the 
 
(a
1
,a
2
)  parameters and are identical to that 
shown in table 1, with the exception of the symmetry parameter, 
 
b
0
, which was kept fixed at 
 
b
0
y
d
= 0.2   for  cases  shown  in Fig. 21. The predictions are  therefore  still  encouraging. This  is 
particularly true for 
 
y
d
D
J
= 0.25  case at  θ = 90
! . 
The results in Figs. 21  address the concerns raised by Bridges ([3], p. 2), by showing that the 
RDT‐based  jet‐surface  interaction  noise  predictions  do  compare  favorably  with  the  closely 
positioned plate conditions (at least on the shielded side); that is where the plate trailing edge 
is  very near  to  the  the nozzle  lower  lip  line  relative  to 
 
D
J
.  This  is  not  suprising because  the 
experimental data itself indicates a similar spectral shape (albeit with larger frequency range of 
amplification) to the cases considered earlier where cases in which the trailing edge was further 
away.  
7.DISCUSSION AND CONCLUSIONS 
7.1. Applicability of RDT model 
The  basic  assumption  of  RDT  is  that  the  interaction  time  of  the  turbulent  eddies  is  short 
compared to  their nonlinear  interaction  (eddy  ‘turn‐over’)  time, 
 
τ
int
≪ l
∞
| u |   (where 
 
l
∞
  is 
the  upstream  turbulence  spatial  scale  (p.  40  of    [33] &  [34]), which means  that  the  latter 
unsteadiness  (which  produces  what  we  refer  to  as  the  ‘jet  noise’)  is  being 
neglected.  However, the purely convected gust, which  is taken as the  input disturbance to 
the RDT (see Eq. (6)), is much larger than the nonlinear sources of jet noise during the time 
over  which  the  interactions  take  place.  As  we  have  shown  in  this  paper,  the  RDT model 
predicts the leading‐order spectral behaviour of the edge‐generated noise and also provides 
predictions  that are  in  reasonably good agreement with data over  the nozzle aspect  ratios 
we  have  considered  ( AR4 & AR8 )  when  the  RANS mean  flow  quantities  are  used  and  a 
model  representative  of  the  upstream    turbulence  near  the  trailing  edge  is  tuned 
appropriately.  
The model does not, however, predict the oscillations that are present in the data at low 
frequencies.  These  oscillations  are  believed to  be  due  to  interference  between  direct  and 
edge‐generated sound  (see [46] & [47]). In our case, the purely convected disturbance in a 
streamwise‐homogeneous flow (the gust solution, Eq. (6)) does not produce direct acoustic 
radiation  at  subsonic  speeds.  However,  direct  acoustic  radiation  (i.e.  the  ‘jet  noise’)  is 
produced by the non‐purely convected flow disturbances at   O(1)  acoustic Mach numbers. 
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The subsequent interference of the jet noise with the JSI noise is most likely responsible for 
the oscillations seen in the data. 
Since the total acoustic pressure in the far‐field as   | x |→∞   is given by the sum,   p
s
+ ′p , 
where  p
s(x,t)
 
is the edge‐scattered interaction noise we have considered in this paper and 
 ′p (x,t)   is  the  jet noise,  given,  for example,    by Eq.  (3.4)  in Goldstein &  Leib  [74] with  the 
fourth  component  of  the  Greek  suffixes  equal  to  zero  for  isothermal  jet,  the  far‐field 
pressure auto‐covariance,   p(x,t) p(x,t +τ )     (where the overbar denotes time average and 
 p = p
s
+ ′p ) will be given by  the  sum of  terms of  the  type  shown  in Table 2 below. Here, 
 
′T
ij
( y,τ )  is the purely fluctuating Reynolds stress.
 
 
Term in acoustic 
spectrum formula 
Statistical turbulence quantity for the sound 
source 
Order of magnitude,  
 
α ≡ | u | U
J
≪O(1)
 
JSI noise  
 
Spectrum of 
 
!ω
c
,
 
 
S( y
2
, !y
2
;k
3
,ω; y
d
) .
 
 O(α
2 )
 
JSI/jet noise 
coupling  
Gust‐Reynolds stress co‐variance tensor, 
 
!R
ij
( y,η,τ
0
) =
!ω
c
(τ − y
1
U ( y
T
), y
T
) ′T
ij
( y +η,τ +τ
0
)
 
 O(α
3)
 
Jet noise  
Reynolds stress auto‐covariance, 
 
R
ijkl
( y,η,τ
0
) = ′T
ij
( y,τ ) ′T
kl
( y +η,τ +τ
0
)
 O(α
4 )
 
 
Table 2 – Terms in the acoustic spectrum formula 
If interference effects are associated with the JSI/jet noise coupling term, its magnitude will 
depend,  at   O(1)   frequencies,  on  the  individual magnitudes  and  phases  of  both  the  edge‐
scattered & jet noise. Since Goldstein ([23] p. 611 & Eq. 2.45) indicates that 
 
!ω
c
will be nearly 
equal  to  the  vorticity  in  low  speed  flows,  the  co‐variance  tensor, 
 
!R
ij
( y,η,τ
0
) ,  must  be  a 
positive semi‐definite  function of  its arguments. Therefore,  the  interference effects will be 
important at low frequencies where the JSI noise is greatest and be more oscillatory at high 
subsonic acoustic Mach numbers where jet noise is more efficient. In Fig. 1 in Brown [1], the 
oscillations occur more at lower than at higher frequencies (i.e.  St > 0.5 ) where they are of 
the same order as the oscillations in the jet noise itself. This conclusion is the same whether 
the  observation  point  is  above  or  below  the  plate  and  also  evident  in  the  rectangular 
jet/plate experiments.  In Fig. 22a we show the change in PSD (dB) for  θ = 90
!  relative to the 
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the  jet  noise  from  experimental  data  for  three  closely‐positioned  plates  for  which 
 
y
d
D
J
= (0,0.25,0.4) .  Since  the  edge‐scattered  noise  is  much  more  efficient  at  these 
transverse locations (with streamwise location fixed at 
 
x
d
D
J
= 5.7 ), the interference effects 
owing to the coupling term are relatively small. Similarly, in Fig. 22b, we shows the same jet 
at locations further away, 
 
y
d
D
J
= (1.7,2,2.5) , where the jet noise dominates. Here again the 
oscillations are largely insignificant compared to the uncertainty in the data itself. (JSI noise 
occurs up to  St ≈ 0.2  for  
y
d
D
J
= 2.5 ). It is only, therefore, at the intermediate trailing edge 
locations  (as  in  Figs.  15  &  16)  where  the  interaction  between  the  jet  noise  and  edge‐
scattered noise is important such that oscillations become significant.  
 
 
              (a). Close‐plate locations (edge‐noise dominates)        (b). Further‐away (jet noise dominates) 
 
Fig. 22‐ Experimental data trends for  Ma = 0.9  and nozzle aspect ratio,  AR8  at   θ = 90
!   [3] with plate at 
 
x
d
D
J
= 5.7  
 
This  explanation  is  consistent  with  numerical  simulations.  The  predictions  of  Paliath  & 
Premasuthan  [52],  for  the  same  cases  that  we  use  in  this  paper  were  based  on  numerical 
simulations using LES and Ffowcs‐Williams Hawkings (FFW‐H) equation without the quadrupole 
term. The low‐frequency sound they calculated did not show any noticeable sign of oscillation. 
See  right‐hand  side  figures  in  Paliath  &  Premasuthan’s  Figs.  6‐9  and  also  Figs.  7b  &  8c  in 
Semiletov et al. [75]. 
Moreover, in a series of related papers  Wolf & Lele [76], Yu et al. [77], Wolf et al. [78] & [79] 
and  [18]  found  that  in  the  absence  of  any  linear/non‐linear  interaction,  the  predicted  polar 
directivity is cardioid shaped at low frequencies. Any departure from the cardioid symmetry in 
the  directivity  pattern  then  appears  in  either  as  asymmetry  (about  the  jet  centerline  for  the 
polar  directivity)  or  in  the  appearance  of  multiple  lobes.  These  effects  are  much  more 
pronounced in simulations where there is a high degree of non‐linearity (i.e. turbulence) due to 
 
y
d
D
J
= 0
 
y
d
D
J
= 0.25
 
y
d
D
J
= 0.40
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the wake of a  cylinder placed near  the  trailing edge. Compare,  for example,  Figs. 5b & 9b  in 
Wolf  &  Lele  [76]  in  which  polar  directivity  plots  are  shown  for  the  unsteady  flow  around  a 
cylinder  &  NACA‐0012  airfoil  plus  cylinder  at  the  vortex  shedding  frequency  respectively.  In 
their latter (Fig. 9b) the quadrupole appears to cause more asymmetry in the directivity pattern 
than the  in Fig.  (5b). Although, owing to  the  low Mach number of simulation  ( Ma = 0.3 ),  the 
dipole‐quadrupole interaction effects shown here have a small effect relative to the maximum 
SPL value the directivity lobe attains. The Strouhal number of these simulations, based on the 
cylinder diameter, is low (at  0.19 , see p. 2281 of [76]). The quadrupole interaction was further 
investigated in [78] who found that much richer asymmetry in directivity patterns arises when 
the  acoustic  Mach  number  is  higher.    For  example,  in  Fig.  32  in  [78],  the  amplification 
associated with quadrupole term in the FFW‐H equation is about 10dB (p. 531) at medium and 
high  frequencies when  the Mach number  is high  (upto   0.4   in  their  simulation).  This effect  is 
also observed in the formation of asymmetric lobes for certain polar observation angles at mid‐
frequencies (Fig 32b) when quadrupoles are included compared to the dipole‐only calculation. 
The Wolf & Lele results would, therefore, logically suggest that the asymetries in the directivity 
pattern  associated  with  the  quadrupole  in  the  FFW‐H  formulation  would  appear  at  low 
frequencies when the Mach number  is high (i.e. > 0.5 ) because the quadrupole term is   much 
more efficient at  these  speeds. Note, however,  that although  the  spectra were not  shown  in 
the simulations, it is expected that asymmetry in directivity pattern would result in oscillation in 
spectra  (since  our  calculations  have  shown  the  reverse  –  i.e.  that  a  symmetric  directivity 
pattern does not result in any spectral oscillations in the predicted sound).  
Further work by Wolf et al. [79] has shown that quadrupole sources have a significant impact 
on  amplification  and/or  asymetry  of  directivity  patterns  for  wake  interactions  within  an 
airframe configurations  (i.e. airfoil plus cylinder).  In all of  these papers,  it was  found that  the 
directivity computed by Direct Numerical Simulation  (DNS) was  re‐produced using  the FFW‐H 
equation only with quadrupole term included. The authors note (on pp. 12‐13) that their results 
indicate  that,  “even at  low  frequencies, quadrupole  sources are of paramount  importance  for 
the total noise prediction of a moderate Mach number flow with wake interaction”. 
Our analysis, on  the other hand, considers edge‐scattered noise only. We believe  that  this 
source  dominates  at  low  frequencies  and  makes  up  most  ‐  if  not  all  ‐  of  the  jet‐surface 
interaction noise bar interference effects associated with coupling term in Table 2. Note that an 
essentially similar argument is made when Amiet’s approach is used. For example, Sandberg & 
Sandham’s  first  principles  application  of  Amiet’s  theory  (Eq.  2  in  [80])  neglects  the  volume 
quadrupole term when using Goldstein's form of Lighthill’s acoustic analogy (ch. 4 of [58]). This 
is consistent with retaining the linear part of the unsteady flow as done using RDT. As expected, 
Lawrence  et  al.’s  ([17],  Fig.  14)  application  of  Amiet’s  model,  also  captures  the  gross 
amplification but not the detailed oscillation—which is consistent with our model.  
7.2 Concluding remarks  
In  this paper we have extended  the Goldstein‐Afsar‐Leib  ([24], GAL)  jet‐surface  interaction 
model  to  include  a  negative  dip  (or,  de‐correlation)  in  the  upstream  turbulence,  Eq.  (14), 
using the more general turbulence model defined by Eq. (15) & (16) for the transverse two‐
point correlation function.  This model exhibits properties of type shown in Fig. 2 (the auto‐
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correlation of Eq. (14)).  We have shown, using simple asymptotic arguments and numerical 
analysis,  that  the  presence  of  a  de‐correlation  region  (i.e.  taking 
 
(a
1
,a
2
) ≠ 0 in  Eq.  (14)) 
directly  affects  the  low‐frequency  algebraic  decay  of  the  jet‐surface  interaction  noise 
spectrum.  This  decay,  often  termed  the  low  frequency  ‘roll‐off’,  must  be   O(ω
2 )   for  the 
acoustic  field  to  be  consistent  with  a  purely  dipole‐like  acoustic  source.  A  finite  de‐
correlation is required in our model for the roll‐off to have a pre‐factor that scales as  O(ω
2 )  
at  very  low  frequencies.  The  jet‐surface  interaction  model  Eq.  (17),  based  on  the  non‐
homogeneous rapid‐distortion theory (RDT), allows the turbulence conditions to be specified 
as its upstream boundary condition through an approximate algebraic relation Eq. (10) that 
is  a  function  of  the  two‐point  time‐delayed  correlation  Eq.  (14) of  the  stationary  random 
function 
 
ρ ′v
⊥
(0)(x,t)    (transverse momentum fluctuation), which Deissler [39] and Tennekes 
& Lumley [40] explain, must become negative with increase in spatial separation and/or time 
delay  in  a  time‐stationary  turbulence  field.  In  constrast,  the  original  GAL  jet‐surface 
interaction model (Eq. 6.50 in that paper)  had 
 
(a
1
,a
2
) = 0  in Eq. (15) and thereby produced 
a spectrum that tends to  O(1)  at very low frequencies (less than peak), which is at worst 10 
dB greater than experiment (see Fig. 5b).  
  The RDT predictions also provide a first estimate of the interaction noise from more non‐
planar  lower‐aspect  ratio  rectangular  jet  nozzles  (Figs.  7‐9).  In  addtion,  we  have 
implemented  a  RANS‐based  RDT  prediction  method  in  which  (as  in  acoustic  analogy 
approaches)  we  determine  the  changes  in  length  scales  and  amplitude  of  the  transverse 
velocity  correlation  for different nozzle aspect  ratio and acoustic Mach numbers using  the 
local the turbulent kinetic energy and rate of energy dissipation values obtained from these 
solutions. This approach generally gives much closer agreement with data for AR8 (Figs.15‐
17 ) and AR4  (4:1 Aspect ratio) nozzle (see Fig. 18).  Calculations at different plate locations 
(Figs. 19 & 20) were also performed to test the robustness of the model (by keeping the de‐
correlation parameters fixed). They show good agreement at low frequencies and in the case 
of  Fig.  20d  even  at  higher  frequencies  relative  to  the  peak  jet‐surface  interaction  noise. 
Moreover, we have shown that even for the closely‐alligned flat plates (Figs. 21 & 22) that 
first‐estimate predictions  can be obtained  for  the peak  interaction noise by,  as previously, 
keeping  the 
 
a
0,1,2  
parameters  in  Eq.  (15)  fixed.  It  is  expected,  however,  that  with  further 
experimentation of 
 
a
0,1,2
 , as well as the length scales in (16), the predictions could be made 
to agree better over a much wider range of both aspect ratio and acoustic Mach number. 
Though the agreement is closer to the data than GAL’s results, it appears that in some of 
the  trailing‐edge  locations  we  have  considered  (e.g.  Fig.  7),  the  data  decays  faster  than 
 O(ω
2 )   at  very  low  Strouhal  numbers.  The  increased  rate  of  roll‐off  is  apparent  at  higher 
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Mach numbers and when 
 
y
d
D
J
~ 1   (when 
 
x
d
D
J
= 5.7 ) for the  90
!  spectrum (see Figs. 7 
& 15) and cannot be explained by the purely dipole‐like model we have constructed here. 
Any  empiricism  introduced  by  tuning  the  scales  from  the  RANS  calculation  could  be 
eliminated  by  using  experimental  or  LES  data  on  turbulence  (as,  for  example  in  [[82]). 
Alternatively, a computational optimization approach ([81]‐[83]), where the parameters are 
optimized  numerically  could  be  used.    Interestingly,  however,  the model  formula  Eq.  (17) 
appeared to most sensitive only to the parameters that determine the de‐correlation region 
and  the  spanwise  body  length  scale,  and  only  these  properties  were  changed  between 
predicitons  for  different  nozzle  aspect  ratio  ratios.  These  can,  in  some  sense,  be  justified 
theoretically  to  model  the  effect  of  spanwise  inhomogeneity  in  the  smaller  ascpet  ratio 
cases. We hope that – as in the development of the acoustic analogy approach – this work 
will  inspire efforts to analyze the structure of the turbulence near the trailing edge (e.g. to 
get a better understanding of the symmetry parameter
 
b
0
in Eq. (11)) and,  in the context of 
the model, attempts to eliminate any empirical tuning by using Large‐Eddy Simulations (LES). 
We  note  that,  particularly  for  the  smaller  aspect  ratio  jets,  that  the  spanwise  coherence 
effects  sould  also  impact  the  low‐frequency  roll‐off  of  the  jet‐surface  interaction  noise 
spectrum and would need to incorported into the model.  
 
Appendix A: construction of a turbulence model with 
 
(a
1
,a
2
) ≠ 0 in Eq. (14) 
Goldstein,  Afsar  &  Leib  [24][21]  (GAL)  derived  a  model  for  the  source  function 
 
S( y
2
, !y
2
;k
3
(s) ,ω , y
d
) , Eq. (10), that depends on the  upstream turbulence through Eqs. (8) and 
(9).  We  suppose,  therefore,  that  the  experimentally  measureable  transverse  velocity 
spectrum, 
 
F
⊥
(x
2
, !x
2
| y
2
, !y
2
,ω ,k
3
) , at  the transverse  location  
(x
2
, !x
2
) = y
d
(in co‐ordinate   x ) 
is  given  by  streamwise  Fourier  transforms  of  the  function  Eq.(15)  where
 
a
n
= (a
0
,a
1
,a
2
,...,a
n
...a
N
)   are  weighting  coefficients  that,  like  the  decay  function 
 
X (η
1
, η ,τ ;α )  , could be obtained from experiments or LES/DNS.  As in Leib & Goldstein [38] 
the decay function is taken as         
 
X (η
1
,|η |,τ ;α ) = (η
1
l
1
)2 + (η
1
−U
c
τ ) / l
0
⎡⎣ ⎤⎦
2
+ (η
3
l
3
)2 +α 2                        (A.1) 
 
where
 
η
1
≡ !x
1
− x
1
and the amplitude function 
 
Ψ(x
1
)   is a function of symmetric streamwise 
location, 
 
x
1
≡ (x
1
+ !x
1
) / 2 .  
 
A.1. Computation of Fourier transforms 
    Inserting the amplitude function 
 
Ψ(x
1
)  (defined below Eq. (16)) into Eq. (15) we find that
 
f
⊥
(x
2
, !x
2
| k
1
, !k
1
,η
3
,τ ;α )   at location 
 
(x
2
, !x
2
) = y
d
  is given by (using Eq. (9)) 
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f⊥ ( yd , yd | k1,
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3
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3
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(2π )2 −∞
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∫
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∫ e
−i(x1k1− !x1
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3
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1
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1
                 
                                                                                                                                                              (A.2) 
where 
 
D(τ ,η
1
,η
3
) is the sum of terms in Eq. (15). 
        Changing variables  in Eq. (A.2) to  
η
1
≡ x
1
− x
1  
so that   
x
1
≡ x
1
+ η
1
/ 2  and evaluating the 
Gaussian integral shows that 
 
f
⊥
( y
d
, y
d
| k
1
, !k
1
,η
3
,τ ;α )  is given by 
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∞
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where
 
k
1
  the  is  the average streamwise wavenumber, 
 
k
1
= (k
1
+ !k
1
) 2   . Now taking Fourier 
transforms of Eq. (A.2) in time delay, τ , and substituting for 
 
D(τ ,η
1
,η
3
)  from Eq. (15) gives: 
 
 
1
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(A.4)
 
 
Re‐writing  the 
 
(τ ,η
1
)   pre‐factors  as  derivatives  in 
 
(ω ,k
1
)   respectively  and  integrating  the 
remaining terms in the square brackets by parts gives the algebraic result 
 
          
 
1
2π
e−iωτ f⊥ ( yd , yd | k1,
!k
1
,η
3
,τ ;α )
−∞
∞
∫ dτ
=
L
1
L
3
Ψ
0
2π 1 2
e
α− (k
1
− !k
1
) L
1
2⎡⎣ ⎤⎦
2
(a
0
− a
1
− a
2
)− a
1
ω
∂
∂ω
− a
2
k
1
∂
∂k
1
+ ...
⎡
⎣
⎢
⎤
⎦
⎥Φ(k1,ω ,η3)
                 (A.5) 
 
since  the decay  function of  the  turbulence,   e
− X (η
1
,|η|,τ )
  is bounded  in   
(η
1
,|η |,τ )
  and where
 
Φ(k
1
,ω ,η
3
;α )now denotes the spectrum of the leading order decay function: 
 
                    
Φ(k
1
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3
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1
(2π )2 −∞
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∫ e
ik
1
η1e
−iωτ
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∞
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Introducing non‐dimensional independent variables:  
τ =U
c
τ l
0
,  
η
1
=η
1
l
1 ,  
η
2
=η
2
l
2  and 
 
η
3
=η
3
l
3  (Leib and Goldstein[38], Eqs. 25 & 26) allows the inner Fourier transform in  
η
1  to 
be evaluated using the tabulated results in Campbell & Foster [84] (result 867 on p.111): 
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d !ξ
        
(A.7) 
 
where   
ξ = η
1
l
1
l
0
− τ   and 
 
K
1
[...]   is  the modified  Bessel  function  of  the  second  kind with 
indicated arguments.  Taking Fourier transforms in 
 
η
3
: 
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where 
öΘ(ω ,k
3
;α ) is now the spanwise Fourier transform: 
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                                                                                                                                                              (A.9) 
 
that can be evaluated using Fourier transform tables ([84] ,result 917.8 on p. 125) to give 
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where     
                 
 
χ = (k
3
l
3
)2 + (k
1
−ω U
c
)2 l
1
2
+1                                                     (A.11) 
 
Differentiating under the integral sign allows further simplification of Eq. (A.10) as 
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which, again, by Campbell & Foster ([84], p.111, result 867) can be evaluated: 
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Hence  the spanwise Fourier  transform of  the  leading order  spectral  function, Eq.  (A.10),  is 
the reasonably simple result 
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with spectral function, 
                                      
 
öH χ k
1
,k
3( ),ω ;α( ) = −
∂
∂χ
αK
1
α ω l
0
U
c
( )
2
+ χ( )
1/2⎡
⎣
⎢
⎤
⎦
⎥
ω l
0
U
c
( )
2
+ χ( )
1/2
⎧
⎨
⎪
⎪
⎩
⎪
⎪
⎫
⎬
⎪
⎪
⎭
⎪
⎪
                  (A.15) 
 
that depends on 
 
(k
1
,k
3
)  only through  χ  as defined by Eq. (A.11)
. But since Abramowitz & 
Stegun ([85], p. 375) show  zK1(z)→1,   as z→ 0
 , as α → 0  the spanwise Fourier transform 
of the spectral function 
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),ω ,α )  reduces to: 
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(A.16) 
 
The  spanwise  Fourier  transform,  Eq.  (A.14),  of  the  leading  order  spectral  function 
 
öΦ(k
1
,ω ,k
3
) is algebraically very simple in the case where α→ 0  (it also corresponds to the 
a  correlation  function possessing  a  cusp on  the  axis—which has been observed  for  lateral 
correlation function of the type (14) ). We therefore focus our attention here.   
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A.2. Generalization of GAL model 
       Inserting  the  spanwise  Fourier  transform  of  Eq.  (A.5)  into  Eq.  (8)  gives  the  complete 
spectral function of the transverse momentum correlation function: 
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     After substituting Eq. (A.14) gives 
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in which coefficient, 
 
               
 
!Π(k
1
,ω ,k
3
) = (a
0
− a
1
− a
2
)− a
1
ω
∂
∂ω
− a
2
k
1
∂
∂k
1
+ ...
⎡
⎣
⎢
⎤
⎦
⎥ öH (χ(k1,ω ,k3),ω ,α )          (A.19) 
 
reduces  to  Eq.  (19)  after  differentiating  Eq.  (A.11)  and  taking  hydrodynamic wavenumber 
limit, 
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is given by 
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after Eq. (A.19) is evaluated at this limit. Note that if 
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= 0  then 
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) depends 
on
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,ω ,k
3
)   only  through   
χ(k
1
,ω ,k
3
)   and  the upstream boundary  condition  reduces  to 
the purely positive auto‐correlation example considered by GAL  (Eq. 6.48).  
        The  integral  over 
 
!y
2
  in  the  acoustic  spectrum  Eq.  (12)  can  be  performed  analytically 
since  consistent  with  our  defintion  of  the  gust  solution  being  defined  on  a  streamwise  
homogeneous flow (i.e. that is doubly infinite and satisfies Eq. (5) at all streamwise locations,
 
y
1
),  the  body  length  scale 
1
L →∞ .  Then  since  (see,  e.g.  Lighthill  [86]  p.  17) 
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 can be evaluated by integrating over the Dirac‐delta function. In order to simplify this 
result even further, however, GAL (p. 557) split 
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where the spanwise‐temporal Fourier transform is  
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and where 
 
B = O( y
d
−1)  in order that (A.22) remain dimensionless. We suppose that the ratio 
of  even  to  odd  component  is 
 
B A = y
d
b
0
= O(1)   and  fixed  at  a  particular  trailing  edge 
location, 
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d
D
J
  with 
 
b
0
  being  the  an  additional   O(1)  
parameter.  Again,  we  use  this 
approximation  in  the  present  analysis  to  simplify  the  resulting  formulae  and  since  such 
additional complication will not necessarily alter the role the de‐correlation region plays  in 
the acoustic spectrum.  
Appendix B: Approximate solution to integral Eq. (18)  
   Eq. (11) shows that 
 
E( y
2
;k
3
(s) ,ω, y
d
)expands as 
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2
= O( y
d
) ,  where 
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) , is given by 
 
 
 
N ( y
d
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U
d
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0
′′U y
d
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2
−U
d
2
   (B.2) 
in the plane perpendicular to the plate where 
 
ψ = ±π 2 and β ≡ (1− sin
2θ cos2ψ )1/2 = 1  . The 
integral in Eq. (18) then expands as  
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where
 
Ma = M ( y
d
)  and 
 
U
d
=U ( y
d
) . Inserting Eq. (B.1) into this latter integral shows: 
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      The integral in Eq. (B.4) is now  O(1 ω)  where  N = O(1) . But given that Eq. (A.11) shows
 
χ(ω U
d
,0)→1 for  ω→ 0 , the function,  
!Π(ω U
d
,ω ,0)   (using Eq. (19))  must expand as,  
 
 
 
!Π(ω U
d
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1
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   (B.5) 
 
and, therefore, integral Eq. (18) possesses algebraic decay rates 
 
 
 
I
0
( Ma,θ ,±π 2) ∼
1 ω ,  for  a
1
= a
2
= 0
ω ,   for  a
0
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⎧
⎨
⎪
⎩
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   (B.6) 
as  ω→ 0 . 
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