Abstract The statistical behavior of families of maps is important in studying the stability properties of chaotic maps. For a piecewise expanding map τ whose slope > 2 in magnitude, much is known about the stability of the associated invariant density. However, when the map has slope ≤ 2 many different behaviors can occur as shown in [?] for W maps. The main results of this note use a harmonic average of slopes condition to obtain new explicit constants for the upper and lower bounds of the invariant probability density function associated with the map, as well as a bound for the speed of convergence to the density. Since these constants are determined explicitly the results can be extended to families of approximating maps.
Introduction
Let I = [0, 1] and let P be a finite partition of I. Let T (I) denote the class of piecewise expanding transformations on I with partition P. We study statistical properties of the invariant probability density function (pdf) associated with τ in T (I). We impose two conditions on τ : 1) weak covering, which means there exists an integer K such that the union of forward images of every element of P equals I, and 2) harmonic average of slopes condition, which means that the harmonic average of the (inf of) slopes of every two adjoint intervals (except for the first and last interval) is strictly larger than 2. We use these two conditions to derive explicit constants for the upper and lower bounds of the invariant pdf as well as the constant that determines the speed of convergence to the invariant pdf. Related results were obtained in [?] , but with the assumption that the magnitude of all slopes are strictly greater than 2. Without this condition many different behaviors for approximating maps can occur as shown in [?] for W maps. For example, the acims of approximating maps can converge to a singular, absolutely continuous or a mixed measure. By W map we mean any map with a graph in the shape of letter W for which the middle vertex is a fixed point. More precisely it is a map τ : [0, 1] → [0, 1], piecewise monotonic on the partition {I 1 , I 2 , I 3 , I 4 } of [0, 1], I i = [a i1 , a i ], i = 1, 2, 3, 4, such that τ (a 0 ) = τ (a 4 ) = 1, τ (a 1 ) = τ (a 3 ) = 0 and τ (a 2 ) = a 2 . An example of a W map is shown in Figure ? ?. W maps are continuous but our considerations do not depend on continuity and we do not assume it.
It is one of the objectives of this paper to show that we can weaken the slope 2 condition using the harmonic average slope condition and establish stability of acim for some W maps.
In Section 2 we use the weak covering property and the harmonic average of slopes condition to derive an explicit bound on the number of iterations needed to obtain weak covering for any subinterval of a partition element. In Section 3 we use this result and a generalized Lasota-Yorke inequality to obtain explicit constants for the upper bound of the invariant pdf and from this we derive an explicit lower bound for the invariant pdf. We then show (Theorem ??) that we can extend our results to families of maps. We provide an example to show that the harmonic average of slopes condition is essential. For a W-shaped map example we calculate all the constants necessary to find the lower bound. In Section 4 we assume weak mixing and use our derived constants to find an explicit constant for the rate of convergence. Finding the rate of convergence of initial densities to the invariant pdf of the map is an important problem in many scientific fields. Our method depends on using equipartitions rather than partitions of the inverse images of P and, as such, in most situations, results in sharper constants. We work out an example where the results of [?] do not apply.
Notation and Preliminary Results
Let I = [0, 1] and let m be Lebesgue measure on I. We present the usual definition of a piecewise expanding map.
Definition 1 Suppose there exists a partition
. . , q} of I such that τ : I → I satisfies the following conditions:
τ (x) exist (can be infinite); 2. |τ i (x)| ≥ s i > 1 for any i and for all x ∈ (a i−1 , a i ).
If τ satisfies conditions 1-2, we say it is in T (I), the class of piecewise expanding transformations.
We will also assume that τ is weakly covering, i.e.,
Definition 2
The map τ ∈ T (I) is called weakly covering if and only if there exists a K ≥ 1 such that
Let
Suppose τ ∈ T (I) satisfies the following condition.
The number H(a, b) = Now, we prove a very simple minimax lemma with important consequences.
Lemma 1 Let z 1 , z 2 > 1 and α + β = c, where α, β > 0. Assume
The line f(α) = z 1 α is increasing while the line g(α) = z 2 (c−α) is decreasing. The min α max{z 1 α, z 2 (c − α)} occurs where the lines intersect, i.e., at
which gives
c > c .
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Remark 1 If
Lemma ?? implies Proposition 1 If τ ∈ T (I) satisfies the harmonic average of slopes condition, then for any subinterval J ⊂ I which does not contain two endpoints of partition P we have
Proof Note that
If J does not contain any endpoints of partition P, then J ⊂ I i , for some 1 ≤ i ≤ q, and
If J contains exactly one endpoint of partition P, then let m(J) = α + β, where α and β are the lengths of parts of J to the left and to the right of the partition point, respectively. By Lemma ?? we obtain m(τ (J)) ≥
Proposition 2 If τ ∈ T (I) satisfies the harmonic average of slopes condition, then for any subinterval J ⊂ I there exists a positive integer M (J) such that at least one connected component of τ M (J) (J) contains two endpoints of partition P and, automatically, the interval between them. Moreover, M (J) satisfies
where δ max = max{m(I i I i+1 ) | i = 1, 2, . . . , q − 1} and t is the smallest integer equal or larger than t.
Proof Let J be a subinterval of I. Then, Case (i): If J contains two or more endpoints of P, then M (J) = 0. In particular, this happens when m(J) ≥ δ max .
Case (ii): We assume m(J) < δ max and that J contains at most one endpoint of partition P. Let us assume that J contains exactly one endpoint of P, and this endpoint divides J into two subintervals, J 0,1 and J 0,2 . Lemma ?? implies
We can assume m(τ (J 0,1 )) ≥ 1 sH m(J). Notice that τ (J 0,1 ) is also an interval since τ ∈ T (I).
If J contains no endpoint of P, then τ (J) is again an interval, and m(τ (J)) ≥ sm(J) ≥ Thus, for an interval J that contains at most one endpoint of P, we can find an interval in τ (J), denoted by
contains two endpoints of P, we stop the iteration. Otherwise, considering τ (J 1 ), we again find an interval in τ (J 1 ), denoted by
Repeating this procedure, we can find an integer k such
two endpoints of P. Therefore, we obtain
Corollary 1 If τ ∈ T (I) is weakly covering and satisfies the harmonic average of slopes condition, then for any subinterval J ⊂ I we have
where M (J) is defined in Proposition ??.
Remark 2 Note that the weak covering property plus s H < 1 does not imply topological exactness. The simplest example would be the map τ such that
and τ restricted to each of these intervals is a tent map. An additional assumption is needed for topological exactness. See Theorem ?? and Corollary ??.
is the partition of monotonicity of τ n . Note that P = P (1) . For any g : [0, 1] → R we define its variation
where the supremum is taken over all sequences 0 = s 0 < s 1 < · · · < s K = 1. For more information about this notion, functions of bounded variation and their uses in the theory of piecewise expending maps of an interval, we refer the reader to [?].
Theorem 1 Let τ ∈ T (I) be piecewise C
1+1 (see the definition at the beginning of the next section) with s H < 1 and assume inf φ ≥ β > 0, where φ is the τ -invariant density. If τ is weakly mixing (with respect to Lebesgue measure), then there exists K 1 such that
Proof We follow the proof of a similar theorem in [?] . For the maps we consider weak mixing is equivalent to mixing and to exactness [?](all with respect to Lebesgue measure). Let χ = χ Ii /m(I i ) for some 1 ≤ i ≤ q. Since τ is exact we have P n τ χ → φ in L 1 , as n → ∞, where P τ is the PerronFrobenius operator induced by τ [?]. Thus, for any n 1 (which will be fixed later) we can find an N (n 1 ) such that for any n ≥ N (n 1 ) in every interval J of the partition P (n1) there is a point x ∈ J with P n τ χ(x) ≥ β/2. On the other hand, the Lasota-Yorke inequality implies that
for all k and some constant C. Let n ≥ N (n 1 ) and
The Perron-Frobenius operator P τ induced by τ , can be viewed as an operator on BV (I), the space of functions of bounded variation on I (or more generally on L 1 (I)). For τ ∈ T (I) it has the following representation [?]
For more detailed information about the space BV (I), operator P τ and its properties we refer the reader to [?] . An important property of P τ is that f is an invariant pdf (or a τ -invariant density) if and only if P τ f = f.
Using the representation of P τ , we have the following inequality for all
This shows that #(τ −n (x)) goes to infinity as n goes to infinity, uniformly in x. In particular we can find an N 1 such that for all x ∈ [0, 1]
Let us fix n 1 = N 1 and N 2 ≥ N (N 1 ). Then,
since at least one preimage y ∈ τ −N1 (x) belongs to an interval J / ∈ B.
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We have proved that τ N1+N2 (I i ) = [0, 1]. Choosing K 1 to be the maximum of constants N 1 + N 2 over all i = 1, 2, . . ., q completes the proof.
The following result is an immediate consequence.
Corollary 2 If τ ∈ T (I) is weakly covering, weakly mixing and satisfies the harmonic average of slopes condition, then τ is topologically exact. For any subinterval J ⊂ I we have
where M (J) is the number from Proposition ?? and K 1 is the constant from Theorem ??.
Lower bound for the invariant density
From now on we assume that our τ ∈ T (I) is piecewise C 1+1 , i.e., each τ i satisfies Lipschitz condition with a constant M i :
This means τ is a piecewise expanding, piecewise C 1+1 map of I. We introduce the following notation
where τ (a Also, let
Now, we present the following stronger version of the Lasota-Yorke inequality [?] .
Proposition 3 Let τ ∈ T (I), and satisfy the Lipschitz condition (??). Then, for every f ∈ BV ([0, 1]),
where η = max Note that we always have max
If the condition τ (0), τ (1) ∈ {0, 1} is not satisfied one uses an extension method to arrive at a similar conclusion, as done in Theorem 3.3 of [?]. For completeness, we describe the method. Let I ε = [0 − ε, 1 + ε] for some fixed small positive ε and define τ ε on I ε as follows
See Figure ? ? for an illustration. The interval [0, 1] is the attractor of τ ε . We choose ε so small that the constants s and s H are the same for maps τ and τ ε . We consider the subspace BV
. Now, we obtain inequality (??) for P τ ε on BV (I ε ). In particular it holds for f ∈ BV ε (I ε ). The constants η i are different but by the choice of ε we still have η < s H and max for f ∈ BV ε (I ε ). Thus, for f ∈ BV ε (I ε ), we obtain the inequality
It is well known (see [?] ) that (??) or (??) implies that τ admits an acim with a pdf of bounded variation. We denote this invariant density by φ. It follows from (??) or (??) that
We now consider the uniform partition P u of [0, 1] into 2([ . Now, we prove:
Lemma 2 There exists J u ∈ P u such that
Proof Suppose the conclusion is not true. Then, for each J ∈ P u , there exists a point x J ∈ J such that φ(x J ) < . Using the inequality (??), we obtain
The contradiction completes the proof. Now, we can prove the existence of the lower bound for the invariant pdf of τ . This result for individual maps is not new, see [?] , [?] or [?] . What is new are the explicit constants we obtain, which allows us to prove the existence of the uniform lower bound for the invariant densities of a family of maps.
Theorem 2 Let τ ∈ T (I) be piecewise C 1+1 and satisfy s H < 1. Then there exists β > 0 such that inf φ ≥ β, where φ is the τ -invariant density.
Proof Let S max denote the biggest value of |τ (x)| over I. Since φ is the invariant density, P n τ φ = φ for any natural number n. Lemma ?? implies that there exists interval J u ⊆ I with m(J u ) =
By Corollary (??), for each x ∈ I, we can find an integer n u ≤ M (J u ) + K and y u ∈ J u such that τ nu (y u ) = x. Therefore,
for an explicit formula) completes the proof.
The next theorem generalizes Theorem ?? to a family of maps uniformly satisfying the assumptions.
Theorem 3 Let {τ
(r) } ⊂ T (I) be a family of piecewise C 1+1 maps. The
}. We assume we can find uniform constants
Let us define
Proof Combination of previous results in the paper. We now present an example of a non-linear W-shaped map and calculate for it all the constants necessary to find the lower bound. The theoretical bound is approximately 5.53×10 −14 , while the computer simulation indicates that the lower bound is 0.54. Example 2 Let the map τ be defined as follows
9/40 ≤ x < 9/20, τ 3 (x) := −4(x − 9/16), 9/20 ≤ x < 9/16, τ 4 (x) := x 2 + 81/112x − 81/112, 9/16 ≤ x < 1.
The graph of τ is shown in Figure ? ?. We have With the aid of a computer we found the actual value N u = 8, which gives a much better, although still perhaps unsatisfactory estimate β ≥ 3.28 × 10 −6 .
Explicit convergence constants
In this section we assume that τ ∈ T (I) is weakly covering, weakly mixing, and piecewise of class C 1+1 with s H < 1. We consider the following cone:
If f ∈ C κ , using (??), we obtain
|f|dm.
Lemma ?? shows that the cone C κ is invariant under the action of the operator P τ . We now define the Hilbert metric
where we set α = 0 or β = ∞ when the corresponding sets are empty. We recall the following lemma from [?].
Lemma 4 If Θ κ is the Hilbert metric associated with the cone C κ , then for each ν < 1 and g ∈ C κν
A slight change in Lemma ?? yields:
Proof Consider the normalized function,
, which is a density function and also in C κ . Lemma ?? implies that there exists J u * ∈ P u such that
This completes the proof.
Let M (J u * ) and K 1 be as in Proposition ?? and Theorem ??. We now prove
Proof Let g(x) ∈ C κ , Lemma ?? implies that there exists J u * ∈ P u such that
2 for all x ∈ J u * . Corollary ?? implies that we can find an integer
Using Lemma ??, we obtain P N u * τ C κ ⊂ C θ1κ , where
Note that
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Using Lemma ??, we obtain ) .
Since all the constants in Theorem ?? are explicit we obtain a similar theorem for families.
Theorem 5 Let a family {τ
(r) } satisfy the assumptions of Theorem ??. We assume that all maps τ (r) are weakly mixing with uniform constant K 1 of Theorem ??. Then, Theorem ?? holds for family {τ (r) } with uniform constants Λ, b and K n .
