We introduce in this paper a new class of distributions which generalizes the linear failure rate (LFR) distribution and is obtained by compounding the LFR distribution and power series (PS) class of distributions. This new class of distributions is called the linear failure rate-power series (LFRPS) distributions and contains some new distributions such as linear failure rate geometric (LFRG) distribution, linear failure rate Poisson (LFRP) distribution, linear failure rate logarithmic (LFRL) distribution, linear failure rate binomial (LFRB) distribution and Raylight-power series (RPS) class of distributions. Some former works such as exponential-power series (EPS) class of distributions, exponential geometric (EG) distribution, exponential Poisson (EP) distribution and exponential logarithmic (EL) distribution are special cases of the new proposed model.
Introduction
In recent years, many distributions to model lifetime data have been introduced. The basic idea of introducing these models is that a lifetime of a system with N (discrete random variable) components and the positive continuous random variable, say X i (the lifetime of ith component), can be denoted by the non-negative random variable Y = min(X 1 , . . . , X N ) or Y = max(X 1 , . . . , X N ), based on whether the components are series or parallel. Some well-known lifetime distributions such as the exponential geometric (EG), exponential Poisson (EP), exponential logarithmic (EL), Weibull geometric (WG) and Weibull Poisson (WP) distributions introduced and studied by Adamidis and Loukas (1998) , Kuş (2007) , Tahmasbi and Rezaei (2008) , Barreto-Souza et al. (2011) , and Lu and Shi (2011), respectively. Let N be a discrete random variable having depends on the class of power series distributions with probability mass function P (N = n) = a n θ n C(θ) , n = 1, 2, . . . ,
where a n ≥ 0 depends only on n, C (θ) = ∞ n=1 a n θ n and θ ∈ (0, s) is chosen in a way such that C (θ) is finite and its first, second and third derivatives with respect to θ are defined and shown by C ′ (.), C ′′ (.) and C ′′′ (.), respectively. For more details on the power series class of distributions, see Noack (1950) . This family of distributions includes binomial, Poisson, geometric and logarithmic distributions (Johnson et al., 2005) . Some authors by combining the family of power series distributions with the well-known distributions, extended these distributions and proposed new distributions. For example; exponential-power series (EPS) distributions (Chahkandi and Ganjali, 2009 ), Weibull-power series (WPS) distributions , complementary exponential-power series (CEPS) distributions (Flores et al., 2011) , generalized exponential-power series (GEPS) distributions (Mahmoudi and Jafari, 2012) , extended Weibullpower series (EWPS) distributions (Silva et al., 2013) , Birnbaum-Saunders power series (BSPS) distributions (Bourguignon et al., 2012) , and exponentiated Weibull-Poisson distribution (Mahmoudi and Sepahdar, 2013) . In this paper, by combining a class of power series distributions and a linear failure rate (LFR) distribution, we will propose a new class of lifetime distributions. The family includes as special cases, the EPS distributions (Chahkandi and Ganjali, 2009 ) which this family includes the lifetime distributions presented by Adamidis and Loukas (1998) , Adamidis et al. (2005) , Kuş (2007) , and Tahmasbi and Rezaei (2008) . This family also includes the extended linear failure rate (ELF) distribution which is introduced by Ghitany and Kotz (2007) . By putting a = 0, a new compound class of distributions which is called the Rayligh-power series (RPS) distributions is produced.
We provide four motivations for the LFRPS class of distributions, which can be applied in some interesting situations as follows: (i) This new class of distributions due to the stochastic representation Y = min(X 1 , . . . , X N ), can arises in series systems with identical components, where each component has the LFR distribution lifetime. This model appears in many industrial applications and biological organisms. (ii) The LFRPS class of distributions can be applied for modeling the time to relapse of cancer under the first-activation scheme. (iii) The time to the first failure can be appropriately modeled by the LFRPS class of distributions. (iv) The LFRPS class of distributions gives a reasonable parametric fit to some modeling phenomenon with non-monotone failure rates such as the bathtubshaped, unimodal and increasing-decreasing-increasing failure rates, which are common in reliability and biological studies.
The reminder of the paper is organized as follows: In Section 2, we define the LFRPS class of distributions and outline some special cases of the distribution. We investigate some properties of the distribution in this Section 3. General expansions for the moments of the LFRPS distributions are given in this section. We focus on special cases of the LFRPS distributions in Section 4. Maximum likelihood estimation and EM algorithm are discussed in Section 5. A simulation study is performed in Section 6. In Section 7, application of the LFRPS class of distributions is given using a set data set. Finally, Section 8 concludes the paper.
New class of linear failure rate
The linear failure rate distribution with parameters a ≥ 0 and b ≥ 0 (such that a + b > 0), will be denoted by LFR(a, b) , has the following cumulative distribution function (cdf)
and the probability density function g (x) = (a + bx) exp −ax − b 2 x 2 , x ≥ 0.
Note that if b = 0 and a = 0, then the exponential distribution with parameter a, Exp(a), and if a = 0 and b = 0 then we can obtain the Rayleigh distribution with parameter b, Rayleigh(b) is obtained. Also, The failure rate function of LFR(a, b) is constant if b = 0 and is increasing if b > 0 (Sen and Bhattacharyya, 1995) .
Let X 1 , X 2 , . . . , X N be a random sample from the LFR distribution with cdf in (2). Also, let N be discrete random variable with the power series distributions with probability mass function in (1). If X (1) = min(X 1 , . . . , X N ) then the conditional cdf of X (1) given N = n is
which has a LFR distribution with parameters an and bn. Therefore, the cdf of the new class of LFR distributions is the marginal cdf of X (1) , i.e.
and we denote it with LFRPS(a, b, θ). The pdf of this class is
The survival function and the hazard rate function of the LFRPS class of distributions, are given, respectively by
and
Consider C (θ) = θ + θ 20 . Then and
The plots of this density and its hazard rate function, for different values of parameters a, b and θ are given in Fig. 1 .
which is a LFR cdf with parameters ac and bc, where c = min {n ∈ N : a n > 0}.
Proposition 2. The densities of LFRPS class can be expressed as infinite number of linear combination of density of order statistics. We know that
where g X (1) (x; n) is the density function of X (1) = min(X 1 , . . . , X n ), given by
which is the density function of LFR distribution with parameters an and bn.
Proposition 3. For the pdf in (6), we have
Proposition 4. For the hazard rate function in (7), we have
Proposition 5. The quantile ξ of the LFRPS class of distributions is given by
where
We can use this expression for generating a random data from LFRPS distributions with generating data from uniform distribution.
X 2 has the EPS distributions with parameters a and θ, with the following density function
which is introduced by Chahkandi and Ganjali (2009) .
Properties
Now, we obtain the moment generating function of LFRPS distributions.
But for an − t > 0, we have
where Φ(.) is the distribution function of standard normal distribution. Therefore
We can use M X (t) to obtain the central moment functions, E(X k ). But from the direct calculation, we have
If a ≥ 0, b > 0, from Nadarajah and Mitov (2005) , we have
where Γ (α, x) = ∞ x t α−1 e −t dt denotes the upper incomplete gamma function.
Special cases of the LFRPS distributions
In this section, we consider special cases of the LFRPS distributions.
Linear failure rate distribution
The LFR distribution is a special case of the LFRPS distributions with C (θ) = θ, a 1 = 1, and a n = 0 for n > 1. Then the density function in (6) becomes the density function of the LFR distribution. Note that the hazard function of LFR distribution is either constant or increasing.
Exponential power series distribution
If b = 0, then the density function in (6) changes to the exponential power series (EPS) density function which is introduced by Chahkandi and Ganjali (2009) and has the following density function
This distribution contains several distributions as special cases: exponential geometric distribution (Adamidis and Loukas, 1998; Adamidis et al., 2005) , exponential Poisson distribution (Kuş, 2007) , and exponential logarithmic distribution (Tahmasbi and Rezaei, 2008) .
Rayleigh-power series distribution
If a = 0, then the LFRPS distributions gives a new class for Rayleigh distribution with the following density
which we called Rayleigh power series (RPS) distribution. Note that if X follows the RPS distributions then X 2 has a EPS distributions. Also, RPS distributions is a special case of the WPS distributions and contains Rayleigh geometric, Rayleigh Poisson, Rayleigh binomial and Rayleigh logarithmic distributions as special cases.
LFR-geometric distribution
The geometric distribution (truncated at zero) is a special case of power series distributions with a n = 1 and C (θ) = θ 1−θ (0 < θ < 1). The density of the LFRG distribution is given by
where θ = 1 − α. The hazard rate function is given by
If b = 0 the density function in (8) becomes the exponential geometric (EG) density function (Adamidis and Loukas, 1998) . The hazard rate function of the EG distribution is decreasing. Adamidis et al. (2005) extended the EG distribution by putting α = 1 − θ > 0, and introduced the extended exponential geometric distribution. the EEG hazard rate function is monotonically increasing for α > 1; decreasing for 0 < α < 1 and constant for α = 1. Ghitany and Kotz (2007) introduced the LFRG distribution based on Marshall and Olkin (1997) and in fact, the function in (8) is also density function if α = 1 − θ > 0. This distribution is known to extended linear failure rate (ELFR) distribution, and its density function is decreasing if (α − 2) a 2 +αb ≤ 0, and is unimodal if (α − 2) a 2 +αb > 0. Ghitany and Kotz (2007) showed that the hazard rate function of the ELFR distribution is increasing, bathtub or increasing-decreasing-increasing. 
LFR-Poisson distribution
The Poisson distribution (truncated at zero) is a special case of power series distributions with a n = 1 n! and C (θ) = e θ − 1 (θ > 0). The density function of LFR-Poisson (LFRP) distribution is given as
and the hazard rate function of LFRP distribution is given by
If b = 0, the density function in (9) changes to the density of exponentialPoisson (EP) distribution (Kuş, 2007) . The hazard rate function of the EP distribution is decreasing, increasing, bathtub and increasing-decreasingincreasing.
LFR-binomial distribution
The binomial distribution (truncated at zero) is also a special case of the class of power series distributions with a n = m n and
where m (n ≤ m) is the number of replicas. The density function of LFRbinomial (LFRB) distribution is given by
and its hazard rate function is given as
We can find that the LFRP distribution can be obtained as limiting of LFRB distribution if mθ → λ > 0, when m → ∞. If b = 0, the density function in (10) becomes the density function of exponential binomial (EB) distribution (Chahkandi and Ganjali, 2009) . If m = 1, then the density function in (10) changes to the density of LFR distribution. 
LFR-logarithmic distribution
The logarithmic distribution (truncated at zero) is a special case of power series distributions with a n = 1 n and C (θ) = −log (1 − θ) (0 < θ < 1). The density function of LFR-logarithmic (LFRL) distribution is given by
and its hazard rate function is given by If b = 0, the density function in (11) becomes the density function of the exponential-logarithmic (EL) distribution (Tahmasbi and Rezaei, 2008) .
Estimation and inference
In this section, we discuss the maximum likelihood estimates (MLEs) of the parameters of the LFRPS distributions using a complete sample.
MLE's
Let x 1 , ..., x n be the observed values of a random sample of size n from the LFRPS (a, b, θ) distributions. The log-likelihood function for the vector of parameters Θ = (a, b, θ)
T can be written as
are given by
The maximum likelihood estimator of Θ = (a, b, θ) T is obtained by numerically solving the nonlinear system of equations U n = 0. It is usually more convenient to use a nonlinear optimization algorithm (such as the quasiNewton algorithm) to numerically maximize the log-likelihood function in (12).
For interval estimation and hypothesis tests on the model parameters, we require the observed information matrix. The 3 × 3 observed information matrix I n = I n (Θ) is obtained as
where the expressions for the elements of I n (Θ) are given in Appendix A. Applying the usual large sample approximation, MLE of Θ i.e., Θ can be treated as being approximately
. Under conditions that are fulfilled for parameters in the interior of the parameter space but not on the boundary, the asymptotic distribution of
is N 3 (0, J(Θ) −1 ), where J (Θ) = lim n→∞ n −1 I n (Θ) is the unit information matrix. This asymptotic behavior remains valid if J(Θ) is replaced by the average sample information matrix evaluated at Θ, say n −1 I n ( Θ). The estimated asymptotic multivariate normal N 3 (Θ, I n ( Θ) −1 ) distribution of Θ can be used to construct approximate confidence intervals for the parameters and for the hazard rate and survival functions. An 100(1−γ) asymptotic confidence interval for each parameter Θ r is given by 
(ii) for a given b > 0, and θ < 0, the root of g 1 (a; b, θ, x) = 0 lies in the interval:
Proof. See Appendix B.1. (14), where a and θ are the true value of the parameters. Then, (i) for a given a>0, and θ > 0, the root of g 2 (b; a, θ, x) = 0 lies in the interval:
(ii) for a given a>0, and θ < 0, the root of g 2 (b; a, θ, x) = 0 lies in the interval:
Proof. The proof is similar to the proof of Theorem 5.1. 
, where
and p ∈ (0, 1) then the equation g 3 (θ; a, b, x) = 0 has at least one root for LFRB distribution if
Proof. See the Appendix B.2.
EM-algorithm
The solution of the three non-linear normal equations in (13)- (15) is needed using a numerical method. In some cases, solving these equations is difficult; therefore, we propose the use of the Expectation-Maximization (EM) algorithm (Dempster et al., 1977) . In each iteration of this algorithm, there are two steps, called the Expectation step or the E-step and the Maximization step or the M-step. EM algorithm is a very powerful tool in handling the incomplete data problem.
For doing this, we define an hypothetical complete-data distribution with a joint density function
The E-step of an EM cycle requires the conditional expectation of (Z|X; Θ (r) ), where
x 2 )(z−1)
we have
x 2 )
The EM cycle is completed with the M-step using the maximum likelihood estimation over Θ, with the missing Z's replaced by their conditional expectations given above. The log-likelihood for the complete-data is
, where y = (x, z), are obtained by differentiation of (16) with respect to parameters a, b, and θ, as
(17) Therefore, the iterative procedure of the EM-algorithm reduces as the following equations:
The estimations of the parameters based on the EM algorithm are obtained by using these equations and we have the following theorems about the roots of equations.
Theorem 5.4. Let
Then the root of h 1 (a) = 0 is unique and lies in the interval:
Proof. See Appendix C.1.
Theorem 5.5. Let
where c 2 = n i=1ẑ
. Then the root of h 2 (b) = 0 is unique and lies in the following interval:
Proof. See Appendix C.2. In this part we use the results of Louis (1982) to obtain the standard errors of the estimators from the EM-algorithm.
The elements of the 3×3 observed information matrix I c (Θ, y) = − ∂Uc(y;Θ) ∂Θ are given by
Taking the conditional expectation of I c (Θ, y) given x, we obtain the 3 × 3 matrix
2 , c 13 = c 31 = c 23 = c 32 = 0,
.
Moving now to the computation of ℓ m (Θ; x) as
in which θ * = θe
x 2 i ) . Using (22) and (23), we obtain the observed information matrix as
The standard errors of the MLE's of the EM-algorithm are the square root of the diagonal elements of the J(Θ; x).
Simulation study
This section presents the results of a simulation study based on the assumptions given in Theorems 5.1-5.6 and Equation (24) which provides a method for calculating the standard errors of the MLEs of the EM-algorithm. The proposed EM-algorithm is considered. No restriction on the maximum number of iterations and convergence is assumed when the absolute differences between successive estimates are less than 10 −5 . Firstly, simulations have been performed in order to investigate the proposed estimator of a, b and θ of the proposed EM-scheme. We generated 1000 samples of size n = 30, 70, 100 and 200 from the LFRG and LFRP distributions for each one of the twelve set of values of (a, b, θ) . 
Data analysis
In this section, we analyze a real data set to demonstrate the performance of the LFRPS distributions in practice. The data set studied by Abouammoh et al. (1994) , which represent the lifetime in days of 40 patients suffering from leukemia from one of the Ministry of Health Hospitals in Saudi Arabia. The TTT plot in Fig. 6 states that this data posses an increasing hazard rate function and also indicates that appropriateness of LFRPS to fit this data. For this data set, we compare the results of the fits of the LFRPS, GLFR, LFR, EG, RG, Rayligh and exponential distributions, where the LFR, EG, RG, Rayligh and exponential are submodels of the LFRPS distributions and the pdf of the GLFR distribution is given by
The main reason for the use of the LFRG distribution in the LFRPS family of distributions, is that it attains the best fit to data in the class of LFRPS distributions among LFRG, LFRP, LFRB and LFRL distributions. Table  5 gives the MLEs of the parameters, the standard errors of the MLEs, a 100(1 − α) confidence intervals for the a, b and θ, -2log(likelihood), AIC, AICC, BIC, KS statistic with its respective p-value, AD and CM statistics. The AIC (Akaike Information Criterion) is given by -2log(likelihood)+2p, where p is the number of parameters index to the model. The p-value according to the KS statistic is computed approximately using the chi-square statistic. The AD (Anderson-Darling) and CM (Cramer von Mises) are given respectively by
The values of these criteria in Table 5 emphasize that the LFRG gives the best fit to the leukemia data in comparing with GLFR, LFR, EG, RG, Rayligh and exponential distributions. Plots of the estimated pdf, cdf and survival function with the qq-plot of fitted distributions are given in Fig. 7 and Fig. 8 , respectively. These plots suggest that the LFRG distribution is superior to the other distributions in terms of model fitting.
For parametric comparisons, we have used the likelihood ratio (LR) test statistics, Λ H 0 = 2(L H 1 − L H 0 ), to test the null hypotheses against the alternative one mentioned above. Table 6 gives the null hypothesis H 0 , the value of log-likelihood function under H 0 , L H 0 , the value of the likelihood ratio test statistics, Λ H 0 , the degree of freedom of Λ H 0 , df, and the corresponding p-value. From the p-values it is clear that we reject H 0 : LF R(θ = 0) at level of significance α ≥ 0.0018, H 0 : EG(b = 0) at level of significance α ≥ 0.1987, H 0 : RG(a = 0) at level of significance α ≥ 0.1844, H 0 : Rayleigh(a = θ = 0) at level of significance α ≥ 0.019 and H 0 : Exp(b = θ = 0) at any level of significance. This concludes that the LFRG distribution is the best among all distributions used here to fit the current data set. 
Conclusion
We introduce a new class of lifetime distributions called the linear failure rate-power series (LFRPS) class of distributions, which generalizes the linear failure rate (LFR) distribution and is obtained by compounding the LFR distribution and power series (PS) class of distributions. This new class of distributions contains some new distributions such as linear failure rate geometric (LFRG) distribution, linear failure rate Poisson (LFRP) distribution, linear failure rate logarithmic (LFRL) distribution, linear failure rate binomial (LFRB) distribution and Raylight-power series (RPS) class of distributions. Some former works such as exponential-power series (EPS) class of distributions (Chahkandi and Ganjali, 2009) , exponential geometric (EG) distribution (Adamidis and Loukas, 1998) , exponential Poisson (EP) distribution (Kuş, 2007) , and exponential logarithmic (EL) distribution (Tahmasbi and Rezaei, 2008) are special cases of the new proposed model.
The ability of the new proposed model is in covering five possible hazard rate function i.e., increasing, decreasing, upside-down bathtub (unimodal), bathtub and increasing-decreasing-increasing shaped. Several properties of the LFRPS distributions such as moments, maximum likelihood estimation procedure via an EM-algorithm and inference for a large sample, are discussed in this paper. In order to show the flexibility and potentiality of the new class of distributions, the fitted results of the new class of distributions and some its submodels are compared using a real data set. . Then − nx,
Therefore, g 1 (a; b, θ, x) < 0 when n a+bx (1) − nx < 0, and g 1 (a; b, θ, x) > 0 when n a+bx (n) − nx − k 1 > 0. Hence, the proof is completed. ii. If θ < 0, then, w 1 (a; b, θ, x) is strictly increasing in a and − nx > n a + bx (n) − nx,
Therefore, g 1 (a; b, θ, x) > 0 when n a+bx (n) − nx > 0, and g 1 (a; b, θ, x) < 0 when n a+bx (1) − nx − k 1 < 0. Then, for a given b > 0, and θ < 0, the root of g 1 (a; b, θ, x) = 0 lies in the following interval:
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. 
