I. INTRODUCTION
Image fusion has gained traction as a method to improve the image quality of secondary ion mass spectrometry (SIMS) images by combining the data with other sources of high resolution information. Previously used across disciplines that include medical imaging, 1,2 satellite imaging, [3] [4] [5] and remote sensing, [6] [7] [8] image fusion combines the data from two or more images, or sensors, to create an output image containing more information than any of the input images alone. 9, 10 While other methods exist to improve SIMS images by multivariate analysis 11, 12 and other statistical approaches, 13, 14 these images, especially when involving complex, biological systems, often suffer from an inherent lack of information available to analyze. Image fusion works to augment SIMS data with information acquired from complementary analytical techniques with the output image presenting chemical information with greater resolution and clarity.
When performing image fusion, there are a number of aspects of the process that, if careful attention is not given, can result in color artifacts or otherwise inaccurate results. This could include the introduction of new information that distorts or adds artificial shadowing, such as topographical and morphological information. The addition of morphological information to a SIMS image has been shown to improve the analysis of Botryococcus braunii algal colonies, 15 as long as it is not misinterpreted. Another consideration is the appearance of gray pixels when fusing through pansharpening, which is the result of signal present at a given pixel in the higher resolution, panchromatic image, but not present in the multispectral SIMS image. While gray pixels could be considered artifacts, it was previously shown that they may still represent valuable chemical information, such as the distribution of lipid molecules in cells, just with less chemical specificity. 16 Other aspects which need to be addressed include the relative intensity scales between the input images and ensuring that the input images are registered prior to fusion. 17 For image fusion to become a more widespread data processing technique for SIMS, it must be ensured that artifacts stemming from misaligned input images will not be introduced. These color artifacts are avoided by incorporating image registration, a necessary preprocessing step for performing image fusion. 8, 18, 19 Image registration seeks to determine the transform that maps one image, called the moving image, to the image space of another image, the fixed image, to the highest degree. This is accomplished by repeatedly transforming the moving image and determining the degree of similarity between it and the fixed image. The degree of similarity between the two images can be measured in terms of intensity values of pixels in the images, [20] [21] [22] a set of control points that define corresponding locations that represent the same point in physical space, 23 and objects and features that are common to both images. 18, 24 For the multimodal registration with SIMS images presented in this work, intensity based image registration is sufficient, as the input images will have similar intensity patterns. Intensity based registration is chosen over control point and region methods since SIMS images are often noisy, and thus, may not have well defined features. This would make automatic control point and feature detection difficult and unreliable, while manual identification of features by a user would introduce uncertainty.
Because registration of images is not a novel problem to be addressed, tools exist for implementing image registration to individual applications. For the work presented here, the a) Electronic mail: jgt143@psu.edu insight segmentation and registration toolkit (ITK) was chosen to provide the framework for the image registration since most of the underlying calculations and methods have already been developed and extensively tested. The end result of registration is two images which are, with confidence, of the same exact area. This means that when applying image fusion to the images, it can be said with certainty that each pair of pixels from the input images being compared are of the same chemical environment. With that, the resulting fused image preserves the chemical integrity of the data while supplementing it with complementary, higher resolution information.
Registration of two images is a process that requires careful attention to the task being performed for a number of reasons. In order to register images with the procedure outlined in this work, there must be visible features within the system being analyzed that are present in both images. Otherwise, the similarity metric would not be able to quantify the correlation between the two images. Ideally, these features would be prominent and well defined in both images; however, as the examples in this paper will show, multimodal registration is possible by using a Mattes mutual information metric. If there is little or no commonality between the images, then the pair will not be registered with any degree of accuracy.
In order to utilize image registration as a preprocessing step for multimodal image fusion with SIMS images and an image acquired with a higher resolution data source located outside of the mass spectrometer, the implementation of the ITK toolkit must first be verified to ensure that the correct registration is obtained. A copper mesh system is imaged using both SIMS and secondary electron microscopy (SEM) where the two images were acquired with a known offset. The results from the registration procedure are compared to the known offset to confirm that the correct transform has been determined by the ITK implementation. Next, a fluorescent dye is spin cast onto a slide to form a uniform thin film and is then covered with a copper mesh grid to block the film in a predictable pattern. In this case, the fluorescence microscopy image has a higher spatial resolution than the SIMS image. Fusing the fluorescence microscopy image with the chemical image of the florescent dye combines both the chemical information from the SIMS image and the high spatial resolution afforded by the microscopy image. This sample serves as an excellent model system for the experiment because there are only two chemical components, the dye and the copper grid. When fusing the chemical signal of the dye with the fluorescence signal, the same exact chemistry is being directly compared, as all fluorescent signal is due to the fluorescent dye.
The third system seeks to demonstrate the registration and fusion process when applied to a more complex, biological sample. RAW 264.7 cells are first imaged with optical microscopy, which, again, offers greater spatial resolution than a corresponding SIMS image. The microscopy image is then registered and fused with the chemical signals of phosphocholine, a major lipid component of the cell membrane, and adenine, a prominent component of the nucleus. The resulting fused image aims to improve the resolution of the chemical image to better visualize the distribution of the cell membrane and nucleus. An interesting consequence of the proper registration of the microscopy and SIMS images of RAW 264.7 cells highlights another limitation of combining multimodal images. In this experiment, the chemical distributions appear to shift throughout a SIMS 3D depth profile, which is due to nonuniform sputtering through heterogeneous samples.
II. EXPERIMENT A. SEM-SIMS image pair
A pair of images with a known offset was acquired to validate the registration algorithm that was implemented. To do this, the Bio-ToF SIMS imaging mass spectrometer described elsewhere, 25 equipped with a 40 keV C 60 primary ion source (Ionoptika, Ltd., Southampton, UK) mounted 40 off normal, was used to acquire a pair of images of a copper mesh grid, one image being a SIMS image and the other an SEM image. The raster control unit on the instrument has the capability to alter the analysis area on the sample in order to generate two images with a known offset. The analysis area of the primary beam can be deflected, or shifted in the x-and y-dimensions to generate a translation transform. In addition, the analysis area can be rotated around the center of the area in order to create a rotation transform. Finally, the field of view, or the size of the raster area, can be changed to produce a scale transform. Two or more of these transforms can be applied at the same time to generate complex transforms to validate the registration implementation.
B. Fluorescence microscopy-SIMS image pair
To create a system with distinct fluorescently active regions, a solution of the fluorescent dye, fluorescein isothiocyanate (FITC) (Fisher Scientific, Pittsburgh, PA), was prepared by dissolving 0.1 mg of the dye in 0.2 ml anhydrous toluene. The resulting solution was spin cast onto a 0.5 Â 0.5 cm indium tin oxide (ITO) coated glass shard. A 400 mesh copper grid was affixed with silver paste on top of the fluorescent film to block the dye in a regular and predictable pattern.
Fluorescence microscopy images of a characteristic feature on the grid, such as a letter or number, were acquired. A 40Â magnification was used to produce images with a field of view of approximately 120 lm. The resulting images were relief images of the grid, which blocked the dye emission from reaching the camera.
Time-of-flight secondary ion mass spectrometry (ToF-SIMS) analysis was performed with the Bio-ToF mass spectrometer using 200 shots/pixel to obtain spectra that were 256 Â 256 pixels with a field of view of 215 Â 215 lm. Mass spectral images were then generated using m/z 391, which is the
þ signal of the FITC dye.
C. Optical microscopy-SIMS image pair RAW 264.7 cells, macrophagelike cells derived from tumors induced in mice by the Abelson murine leukemia virus, were maintained in Dulbecco's modified Eagle's medium at 37 C and 5% CO 2 . After rinsing with Dulbecco's phosphate buffered saline (DPBS), cells were detached from culture flasks using a cell scraper and cultured onto ITO. These chips had been cleaned by sonication in chloroform, acetone, methanol, and purified water. RAW 264.7 cells were allowed to grow for 24 h.
After the 24 h incubation period, the cell covered ITO chips were removed from media. Cells were chemically fixed using formalin (2.5% glutaraldehyde in 0.1 M sodium cacodylate) for 15 min. After fixation, cells were washed five times in DPBS to remove excess fixing solution and then three times in Millipore water, followed by 0.015 M ammonium formate (pH 7.3). Ammonium formate was used to minimize variation from accepted cellular preparation methods which utilize this solution to remove residual salts. The samples were allowed to air dry for 10 min prior to insertion in the ToF-SIMS.
Score marks were scratched into the surface of the ITO coated glass substrate in distinct patterns before cell fixation to create points of reference for matching up areas between images. Optical microscope images were obtained of several areas near score marks at 20Â magnification with an approximately 200 Â 200 lm field of view. The images were converted to grayscale, and the color was inverted so that the cells appear bright and the background becomes black, to match the direction of the intensity scale of SIMS images.
SIMS images were then acquired using the J105 3D Chemical Imager (Ionoptika, Ltd., Southampton, UK), equipped with a 40 keV C 60 primary ion beam. Secondary electron images were taken to locate a region for which an optical image had been already obtained, matching score marks and the position of cells. Once a suitable region was found, a 3D depth profile, where each image layer was 256 Â 256 pixels with a field of view of 100 Â 100 lm, was obtained. A primary ion dose of 4 Â 10 13 ions/cm 2 was used to acquire 15 layers.
D. Image registration and using ITK
Before fusing two images, the pair must first be registered to ensure the regions in each image are exactly the same. In order to register a pair of images, ITK, which is an open source set of libraries for image analysis and, specifically, image registration, 26 was implemented into a custom data analysis software application. The implementation of the ITK libraries was developed to be suitable for registering a SIMS image with a higher resolution image for the purpose of applying image fusion. Considerations that went into the design include support for multimodality image pairs, which would be necessary for registering a SIMS image with an optical or fluorescence microscopy image, and the desire to preserve as much chemical information as possible. The ITK library provides the software support for the majority of the pipeline, such as classes describing different transforms, optimizers to quickly and efficiently determine the optimal transform, and metrics for quantifying the similarity between the two images. A complete guide for using ITK to perform image registration can be found in the ITK documentation (http://itk.org/ITK/resources/software.html), and a block diagram of the registration process, which is described in detail next, is shown in Fig. 1 .
To register a pair of images, they must be of the same resolution. If necessary, the lower resolution image is upscaled to match the resolution of the other image using bilinear interpolation. Two copies of a pair of unregistered images are then loaded from disk; a color image is first loaded to memory and then a grayscale copy of the image is created and used for the registration procedure. During the registration procedure, a metric will compare the intensities between the two images, and, as such, a single grayscale intensity value is necessary. A curvature flow smoothing filter was applied to the images before registration to remove noise that is often present in SIMS images. Isointensity contours in an image are used to perform edge-preserving smoothing, similar to that of anisotropic diffusion smoothing. 27 For registering a SIMS image with an image acquired using a different modality, three degrees of transform need to be accounted for: translation, rotation, and scale. Since the image pair is being acquired with two separate sets of instrumentation, the position and field of views will be different between the two images. In addition, depending on the physical set up of the instruments, the two images are likely to be rotated to some degree about a point in the image. Therefore, a transform which will account for all three modes of transformation needs to be used for registration, which, in ITK, is called a centered similarity transform. Additional types of distortion, such as skewing, may be possible, but were not deemed to be necessary to transform optical microscopy images with SIMS images given the instrumentation used. An initial transform specified by the user is then applied to the moving image using an interpolator to calculate the intensity values that fall between pixels in the original image and a metric is used to quantify the similarity between the transformed and the fixed images. For registration of the SEM-SIMS image pair and the optical-SIMS image pair, multimodal registration was necessary to account for the significant difference in relative intensity scales between the two images. In such a case, a Mattes mutual information metric was used to determine the degree of similarity between the two images. Mutual information metrics utilize information theory and are based on the entropy difference between two images. Entropy, here, is a measure of uncertainty in the probability distribution of grayscale intensity values throughout an image. 28 The difference in entropy between two images is the measure of mutual information, and is not limited by the images being acquired using the same modality. 27 However, for registration of the fluorescence-SIMS image pair, the images were similar enough in relative intensity that this was not necessary, and a more basic mean squares metric was used to quantify the similarity. The mean squares metric determines the average difference between intensities at each pair of corresponding pixels in two images and, thus, is a simpler and more computationally efficient method appropriate for images acquired with similar relative intensity scales. 27 The result of the similarity metric is passed to an optimizer, which determines the next set of parameters (translation, rotation, and scale) to transform the moving image, taking into account previous transforms attempted and the directions of movement that increased the metric. A gradient descent optimizer is used to seek a maximum in the similarity between the transformed and fixed images, which will indicate that the registration process has been completed. Steps are taken by the optimizer to move toward the maximum and away from local minima in order to reach convergence. The next transform is applied to the moving image, the similarity is determined, passed to the optimizer, and the process is repeated until the maximum similarity has been determined.
Once the optimal transform has been determined, the final step is to resample the original color images to produce a pair of images that are now registered. The resample filter takes the final transform, which resulted in the maximum correlation between the moving and fixed images, and applies it to the input moving image so that it is now in the same image space as the fixed image. A final step is performed to remove pixels from the fixed image, which correspond to pixels in the moving image that originated outside of the original image space, and were therefore not measured during analysis. This ensures that only information that is present in both images is retained, an important aspect since these registered images are being used for image fusion. Finally, the registered images are saved to disk.
Unfortunately, registering images with the above components is still not a straightforward, perfect process. Several aspects of the registration process are tunable, and in order to obtain reliable results, these must be monitored and optimized. In addition, there is a tradeoff between accuracy of registration and the speed of the registration process. Unfortunately, the optimal parameters and the middle ground between accuracy and efficiency are usually experiment specific and must be addressed on a case-by-case basis.
In order to successfully register two images, the maximum of the metric value must be found by the optimizer. When the optimizer calculates a local maximum, it breaks and the registration process completes with that transform. Unfortunately, the optimizer is susceptible to becoming trapped in local maxima that are not the true maximum, resulting in images that are not truly registered. One approach that has success in overcoming this problem is to input initial transform guesses. A user interface was constructed to allow the user to manually translate, rotate, and scale the moving image with respect to the fixed image. The parameters generated from this are then supplied to the registration process and used to construct the first transform passed to the optimizer. This allows the human eye to align the two images before performing registration, which significantly reduces room for error in the registration process. This also speeds up the registration process, as the optimizer is beginning at a transform that is already fairly close to convergence.
Another approach for avoiding the optimizer becoming trapped by local maxima is to adjust the step lengths taken between transforms. The registration framework allows for a maximum and a minimum step length to be specified for the optimizer, which restricts how far the optimizer will jump from one transform to the next. The larger the steps the optimizer is taking between transforms, the quicker the registration process will complete. However, if the step sizes are too large, the optimizer is likely to miss transforms, which will more accurately steer the direction of the transforms. Using too small of a step length will result in a registration attempt taking too long. A good tradeoff between accuracy and speed for registering SIMS images is a maximum step length of 0.01 and a minimum step length of 0.001 for most experiments.
If prominent features are visible to the user in both images, another strategy for avoiding local maxima is to restrict the area of the fixed image, which is compared to the moving image with the metric. Defining a region of interest (ROI) aims to reduce ambiguous signal, such as regularly repeating grid lines, which could lead to the optimizer becoming trapped by a local maximum. In addition, if a significant amount of noise is present, defining the ROI where noise is not present, or insignificant, would increase the accuracy of the registration. Finally, the speed of the registration increases as the size of the ROI decreases with respect to the full size of the fixed image. The registration framework allows a ROI to be defined for the fixed image only, and not the moving image. However, it was found that defining as small of an ROI as possible around features that are distinct, prominent, and specific greatly improved the accuracy of the registration result.
For multimodal registration, two additional parameters are introduced, which affect the accuracy and speed of image registration. As described earlier, multimodal registration involves a different metric that compares mutual information between the moving and fixed images. The metric analyzes the histograms of each image and calculates an entropy difference. Therefore, the registration framework allows for the number of histogram bins to be set, as well as the number of pixels in the images to sample and place into the histogram bins. As would be expected, the larger the number of samples used, the better the registration result, yet the longer the duration of the process. For the experiments in this work, 50 histogram bins and 10 000 pixel samples produced a sufficient tradeoff between accuracy and efficiency. However, setting the metric to analyze all pixels did not significantly slow down the registration process.
E. Image fusion
After the input images had been successfully registered, image fusion was applied to the image pair. The high resolution image was used as the panchromatic image and the SIMS image was used as the multispectral image to perform image fusion via pan-sharpening. An adapted pan-sharpening algorithm, which has been detailed and applied previously, 15, 16 was used to generate the fused images.
III. RESULTS AND DISCUSSION

A. Confirmation with a known transform
Before applying image registration to ToF-SIMS data, it must first be confirmed whether the implementation performs as expected. Mainly, it must be determined if the algorithm produces the correct transform which will register a moving image with a fixed image. To validate the registration process, a pair of SEM images of a copper mesh grid was acquired with a known rotation and scale between the two images to create a centered similarity transform.
The moving image is an SEM image while the fixed image is a SIMS image of copper (m/z 63), shown in Figs. 2(b) and 2(a), respectively. Both images are 256 Â 256 pixels. For the fixed image (SIMS), a 515 Â 515 lm field of view was used, while a 1023 Â 1023 lm field of view was used for the moving image (SEM). This created an intentional scaling of the images by a factor of 0.503. The ITK framework uses the size of the fixed image divided by the moving image when defining scale. In addition to the scale, a rotation of À15 around the center of the raster area was also applied. For registration in this experiment, denoising was applied since noise was present in between the grid lines in the SIMS image and a ROI was defined around the letters transform that was supplied. The resulting scale and angle of rotation determined by the registration procedure are well in agreement with the supplied offsets. This validates that the method is able to properly register two multimodal images, specifically where one is a SIMS image. A minimal translation was calculated (À1.49 pixels, 0.524 pixels), even though no translation was specified. However, this is likely due to the exact location of the rotation center being located between pixels. Similar results were obtained for pairs of images that contained only one of the transforms (translation, rotation, and scale), as well as translation and rotation combined. Please see supplementary material for examples of these experiments in Figs. SI-1 and SI-2.
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B. Registration and fusion of fluorescence-SIMS image pair of copper grid
To demonstrate the capabilities of the ITK registration framework as a preprocessing step for image fusion, an image pair was acquired of a fluorescent dye thin film covered with a copper mesh grid. This system was designed to fuse fluorescence information in the form of emitted light in a fluorescence microscopy image, and the chemical information of the fluorescent dye in a SIMS image. Since the microscope used to acquire the fluorescence image shines light from below to excite the dye and the camera is positioned above, what will be seen in the image is the dye fluorescing behind the grid. Similarly, when analyzed with SIMS, the dye signal at m/z 391 that is used to create the image will be present in the areas between grid lines.
A pair of images was acquired, focusing on the letter "R" in the grid, and are shown in Fig. 3 . It is clearly seen that the input images in Figs. 3(a) and 3(b) contain the same physical feature, but are not well aligned. To correct this, the images were registered using a centered similarity transform to account for the different fields of view, as well as the rotation and translation offsets between the two images. The results of the registration procedure are shown in Table II , which were obtained after 243 iterations. From visual inspection, the images in Figs. 3(c) and 3(d) appear registered. Before registering the images, the moving image-in this case, the fluorescence image in Fig. 3(b) -was manually scaled, rotated, and translated with respect to the fixed image to generate an initial estimate of the transform to supply as a starting point for the registration process. The initial estimate produced an angle of 75 and a scale of 1.88, which are both very close to the registration results. In addition, the scale returned, 2.02, agrees with the fields of view of the two images, which is known to be 215 Â 215 lm for the SIMS image and approximately 120 Â 120 lm for the fluorescence image. Given that the transform results agree with the estimated transform, the ratio of fields of view agree with the resulting scale, and visual inspection of the output images shows alignment, it is apparent that the procedure was able to successfully and accurately register the two images.
Shown in Fig. 3(e) is the result of fusing the two registered images shown in Figs. 3(c) and 3(d) . The spatial resolution of the SIMS image is limited by the focus of the primary ion beam, in this case, for a C 60 beam (about 1 lm) which limits the visual quality of the image. However, the fluorescence image is limited by the magnification power of the microscope, which results in a higher resolution image. In addition, the signal intensity of the fluorescence emission of the FITC dye is higher than the secondary ion yield of the dye. After fusion of the two images, the resulting image maintains the resolution of the input fluorescence image while combining the chemical information present in the SIMS image. The letter R which appeared blurry in the SIMS image is clearly defined in the fused image. In addition, the grid lines are well defined and contrast well with the fluorescent dye in the fused image, which is an improvement over the quality of the SIMS image. Since this system is only of one component, the fluorescence dye masked in a regular pattern, the chemical information should match exactly with the fluorescence information, which is what is observed in the fused image. The resulting fused image serves as an excellent proof of concept for registering a SIMS image with a microscopy image as a preprocessing step for image fusion.
It should be noted that for this example, the surface of the sample is not flat, as the grid was mounted on top of the spin-cast fluorescent dye. This could present an issue when comparing an optical microscopy image alongside a SIMS image, as the viewing angle is not the same for each analysis method. The light source for the optical microscope is normal to the sample surface while the primary ion beam in the mass spectrometer is angled 40 off normal. Therefore, the SIMS image will exhibit shading to some degree, which would not be present in the microscope image. The degree of shading will be dependent on the relative height differences in the sample, and in the case of the copper grid, the top of the grid bars is 18 lm above the underlying film. Given that the ion beam is angled 40 off normal, this could cause pixels to be shifted up to 15 lm in both the x-and ydimensions. This could be problematic when fusing two images, since the distributions, while registered, may not be from the same exact spatial location. However, for systems with a relatively low surface roughness, such as the RAW 264.7 cells in Sec. III C where the cell heights are 2-3 lm, this distortion will be of much less consequence.
C. Registration and fusion of optical-SIMS image pair of RAW 264.7 cells
In order to determine if the registration procedure could be used to extend the capabilities of image fusion to more relevant and interesting systems, a pair of images of RAW 264.7 cells was acquired. Similar to the previous example, microscopy was chosen as the high resolution data source to register and fuse with a SIMS image; however, in this case, optical microscopy was used. The optical microscope image, shown in Fig. 4(b) , is able to resolve the cellular membrane and, in some of the cells, the nuclear region. However, the SIMS image shown in Fig. 4(a) , which aims to map the distribution of the membrane and nucleus, cannot resolve these two features of the cells with the same precision as the optical microscope. Therefore, image fusion is implemented to combine the chemical information of the cell membrane and nucleus with the resolving power of optical microscopy. The optical image shows the cell membrane and the nucleus for each cell. In order to fuse the same chemical environment, the SIMS image of the tenth layer of the depth profile was chosen for the experiment. Etching away the previous nine layers removed the top of the cells which are not visible with optical microscopy, such that the nucleus was observed in a region antilocalized with, and within the confines of, the cell membrane.
As with the previous example, the optical image and the SIMS image were acquired using different modalities with different instrumentation. Thus, it is necessary to register the TABLE II. Results describing the centered similarity transform from registering the two images in Fig. 3 . images before performing image fusion. Again, a centered similarity transform was used to correct for the different fields of view, as well as the translation and rotation movements between the two images. To determine the transform, the total ion image from the tenth layer (not pictured; see the supplementary Fig. SI-3 ) of the SIMS depth profile was selected as the fixed image because it was more clear and of higher intensity than the SIMS image shown in Fig. 4(b) . Since the total ion image shows brighter intensity for the substrate signal than the biological signals, the grayscale optical image was inverted to match the intensity distribution. An estimated transform was generated and passed to the registration procedure as a starting point by manually scaling, rotating, and translating the moving image with respect to the fixed image. The registered images are shown transform, 0.590 and À12.8 , respectively, agreement is also observed. To visualize the success of the registration procedure, the optical image was recolored with a red hue and the SIMS image was overlaid with the recolored image, the result of which is shown in Fig. 5 . By doing so, the registration of the two images becomes very clear, as the outlines and shapes of the cells match between the optical image and the SIMS image.
The final step is to fuse the registered images to combine the spatial resolution of the optical image with the chemical information of the SIMS image. The fused image is shown in Fig. 4 (e) and clearly shows the distribution of the 1,2-dipalmitoyl-sn-glycero-3-phosphocholine (DPPC) signal around the cell membrane. In addition, within some of the cells, the adenine signal of the nucleus is observed in greater detail and resolution than in the input SIMS image.
While the resulting fused image shows a marked increase in resolution and image quality over the SIMS image, the spatial distribution of the nucleus for some of the cells does not appear to fall within the confines of the cell membrane. This appears most noticeably in the two cells at the left of the image. At first, it may seem that the registration procedure failed and that the distributions are shifted incorrectly. However, when looking back at the original SIMS image, it is seen that the nuclei for these two cells do not have clear, distinct distributions within the cell membrane signal. Instead, the adenine signal spreads out and overlaps with the DPPC signal around parts of the membrane. Interestingly, the adenine signal does not spread out further than the DPPC signal. All of this seems to suggest that the distribution in the x-and y-dimensions is not necessarily correct, which is likely due to the fact that a three-dimensional object is being imaged. The cells that show clear nuclei within the cell membrane are observed in the optical and SIMS images to be more spread out, which happens to some cells as they grow to replicate in a new area of the substrate. This would result in cells that are more flat, which would reduce the effects of imaging three-dimensional objects, and would explain why some cells show the distribution expected in layer ten of the depth profile and some do not. Regardless, the issue is not with the registration procedure. As shown in Fig. 5 , the optical and SIMS images match up very well. In fact, the distortion of the spatial distribution of materials observed may not have been noticed if image fusion, and thus image registration, had not been performed.
IV. SUMMARY AND CONCLUSIONS
Image registration has been implemented as a necessary preprocessing step for an image pair before performing image fusion. Successfully mapping the two input images to the same image space is essential for fusing images acquired with different modalities, especially when the two are from different instruments. Examples of image registration and fusion with SIMS and optical microscopy images demonstrated the ability of a registration procedure which implements the ITK registration framework. By successfully registering SIMS images with optical microscopy images, the applications of image fusion to SIMS expands to, conceivably, any external source of higher resolution data.
