This paper presents a novel feature extraction algorithm based on the local binary features for automatic target recognition (ATR) in infrared imagery. Since the inception of the local binary pattern (LBP) and local ternary pattern (LTP) features, many extensions have been proposed to improve their robustness and performance in a variety of applications. However, most attentions were paid to improve local feature extraction with little consideration on the incorporation of global or regional information. In this work, we propose a new concave-convex partition (CCP) strategy to improve LBP and LTP by dividing local features into two distinct groups, i.e., concave and convex, according to the contrast between local and global intensities. Then two separate histograms built from the two categories are concatenated together to form a new LBP/LTP code that is expected to better reflect both global and local information. Experimental results on standard texture images demonstrate the improved discriminability of the proposed features and those on infrared imagery further show that the proposed features can achieve competitive ATR results compared with state-of-the-art methods.
Introduction
Automatic target recognition (ATR) is an important and challenging problem for a wide range of military and civilian applications. Many ATR algorithms have been proposed for forward-looking infrared (FLIR) imagery which can be roughly classified into two groups, i.e., learning-based and model-based [1] . For the learningbased methods, a classifier or a subspace representation which is learned for a set of labeled training data is used for target recognition and classification [2, 3] . On the other hand, the model-based approaches involve a set of target templates or feature maps created from CAD models or a model database and then match them with observed features to fulfill the ATR task [4] [5] [6] [7] [8] . Li et al. [1] gave an excellent survey of traditional ATR algorithms, including convolution neural network (CNN), principal component analysis (PCA), linear discriminant analysis *Correspondence: guoliang.fan@okstate.edu 2 School of Electrical and Computer Engineering, Oklahoma State University, Stillwater 74078, USA Full list of author information is available at the end of the article (LDA), learning vector quantization (LVQ), modular neural networks (MNN), and two model-based algorithms using the Hausdorff metric and geometric hashing. In [9] , Patel et al. introduced an interesting ATR algorithm that was motivated by sparse representation-based classification (SRC) [10] , which outperforms the traditional ones with promising results. Recently, there are also many hybrid vision approaches that combine learning-based and model-based ideas for object tracking and recognition in visible-band images [11] [12] [13] .
As one of the learning approaches, the ATR task has also been cast as a texture analysis problem due to rich texture characteristics in most infrared imagery. Various texturelike features, including geometric, topological, and spectral features, were proposed for appearance-based ATR as reviewed in [14] . Moreover, wavelet-based PCA and independent component analysis (ICA) methods were developed in [15] . Both wavelet and Gabor features were used for target detection in [16] . A texture feature coding method (TFCM) was proposed for synthetic aperture radar (SAR)-based ATR in [17] . In this work, we are interested in the texture-based ATR approach. Particularly, http://jivp.eurasipjournals.com/content/2014/1 /23 we are focused on how to extract effective yet simple local binary pattern (LBP) operators for infrared ATR. This research is motivated by the rapid growth of the development of various LBP features and their promising results in several ATR applications, such as maritime target detection and recognition in [18] , infrared building recognition in [19] , and ISAR-based ATR in [20] .
The LBP operator was proposed by Ojala et al. in [21] , which is based on the so-called texture unit (TU) introduced by Wang and He in [22] . LBP has been proved a robust and computationally simple approach to describe local structures and has been extensively exploited in many applications, such as texture analysis and classification [23] [24] [25] [26] [27] [28] [29] [30] , face recognition [31] [32] [33] [34] [35] [36] , motion analysis [37] [38] [39] , and medical image analysis [40] [41] [42] . Since Ojala's original work, the LBP methodology has been developed with large number of extensions for improved performance. For example, Ojala et al. [43] extended the basic LBP to multiresolution gray scale, uniform, and rotation invariant patterns in order to achieve rotation invariance, optional neighborhoods, and strong discriminative capability. Tan and Triggs [32] proposed the local ternary pattern (LTP) to quantize the intensity difference between a pixel and its neighbors into three levels to further enhance the robustness to noise. LTP has been proven effectively in face recognition. Ahonen and Pietikäinen [44] introduced soft LBP (SLBP) to enhance the feature robustness in the sense that a small change in an input image causes only a small change in the feature extraction output by employing fuzzy theory. Guo et al. [45] proposed a complete LBP (CLBP), which fuses the signs (the same as the basic LBP) with the absolute value of the local intensity difference and the central gray level to improve the discriminative capability. Liao et al. [46] proposed a multiblock LBP (MB-LBP), which, instead of comparing pixels, compares local average intensities of neighboring subregions to capture not only the microstructures but also the macrostructures. Wolf et al. [47] proposed a similar scheme as [46] , called three-patch LBP (TP-LBP) and four-patch LBP (FP-LBP), which involves a unique distance function to compare local blocks (patches), instead of a single pixel as in [21] or average intensity as in [46] .
In this work, we are interested in the applicability of LBP/LTP for infrared ATR. We also take a different perspective to improve LBP/LTP features in this new context. Almost all the extensions of the basic LBP features mentioned above focus on local feature extraction in a small neighborhood. However, the local feature may not be sufficient for rotation invariant texture classification and other applications that require some information in a larger area. We will give an example shortly, where it is shown that the two local patches with entirely different gray levels may have the exact same LBP code. Therefore, we propose a concave-convex partition (CCP) scheme to involve global information (i.e., the global mean) for LBP/LTP encoding. We also introduce a simple yet effective blocking technique to further improve the feature discriminability for infrared ATR. We evaluate the newly proposed CCP technique in two standard texture databases, and we compare also our CCP-based local binary features (LBP/LTP) with the latest sparsity-based ATR algorithm proposed in [9] where we have used four implementations from SparseLab [48] and SPGL1 [49] .
The rest of the paper is organized as follows. In Section 'Brief review of LBP-based methods', we briefly discussed the basic LBP and LTP. Section 'Concave-convex local binary features' discusses the limitation of traditional LBP features and presents the new CCP scheme in detail. Section 'Experiments and discussions' reports the experimental results on two texture databases and a recent ATR database. Finally, we conclude our study in Section 'Conclusions'.
Brief review of LBP-based methods
Since its origination, there are many extensions of LBP. In this section, we only give a brief introduction of the basic LBP and one of its extensions, LTP.
Local binary pattern
The basic LBP operator is first introduced in [21] for texture analysis. It works by thresholding a neighborhood with the gray level of the central pixel. The LBP code is produced by multiplying the thresholded values by weights given by powers of 2 and adding the results in a clockwise way. It was extended to achieve rotation invariance, optional neighborhoods, and stronger discriminative capability in [43] . The basic LBP is commonly referred as LBP P,R , which is written as
where s (x) = 1 if x ≥ 0 0 otherwise, , P is the number of sampling pixels on the circle, R is the radius of the circle, p c corresponds to the gray value of the central pixel, and p i corresponds to the gray value of each sampling pixels on the circle. Figure 1 gives an example of calculating LBP code with P = 8, R = 1. In Figure 2 , three different neighborhoods with a varying number of samples P and different neighborhood radii R are shown. It should be noted that the gray value of neighboring pixels which do not fall exactly on the grid is calculated by linear interpolation of the neighboring pixels. The classical description of the rotation invariant LBP operator [43] can be defined as below: where the superscript riu2 refers to the use of rotation invariant uniform patterns that have a U value (U ≤ 2). The uniformity measure U corresponds to the number of transitions from 0 to 1 or 1 to 0 between successive bits in the circular representation of the binary code LBP P,R , which is defined as
All nonuniform patterns are classified as one pattern for LBP riu2 P,R . The mapping from LBP P,R to LBP riu2 P,R , which has P + 2 distinct output values, can be implemented with a lookup table.
Local ternary pattern
Because the gray value of the central pixel is directly used as a threshold, the LBP is sensitive to noise, especially in a smooth image region. To address this problem, Tan and Triggs [32] extended the original LBP to a version with three-value codes, which is called local ternary pattern. In LTP, the indicator s (x) as in Equation 1 is given as
where τ is a user-set threshold. In order to reduce the dimension of LTP, a coding scheme is also represented by Tan and Triggs [32] by splitting each ternary pattern into two parts: the positive part and the negative part, as illustrated in Figure 3 . Though the LTP codes are more resistant to noise, it is no longer strictly invariant to gray-level transformations.
Concave-convex local binary features
In this section, we first discuss the limitation of the traditional LBP-based operators, and then we propose a new method called CCP to improve LBP/LTP features.
Limitation of traditional LBP-based methods
Until now, most LBP extensions concentrate on how to improve the discernibility of the feature extracted from the local neighborhoods. As a result, the emphasis of such LBP-based methods is on the local features. However, is local information sufficient for rotation invariant texture classification and other texture analysis applications? Figure 4 shed some light on this issue. Figure 4a shows two 8 neighborhoods in an texture image (160 × 160). The neighborhoods (a1) and (a2) in Figure 4a have the exact same LBP code (i.e., 219), positive LTP code (145), and negative LTP code (32), although they have entirely different visual perception. That is to say, the operators LBP and LTP mentioned above cannot draw any distinction between (a1) and (a2) in Figure 4a .
For further explanation, we refer to the average gray value of the neighborhood because it is clear that the average gray value of (a1) and (a2) in Figure 4a is very different. Figure 4b gives the distribution of the average gray value for the neighborhoods (P = 8 and R = 1) which have the same LBP code (LBP 8,1 = 4). There are totally 649 neighborhoods and the maximum and minimum of the average gray value are 228.1 and 54.7, respectively. Obviously, many neighborhoods with the same LBP code have different visual perception because their average gray values differ greatly.
Most of other extensions of LBP also have the same limitation as LBP and LTP. The main reason is that such operators concentrate only on local features and the global feature of the image is neglected. Therefore, the basic LBP and most of its extensions cannot distinguish the patterns with different global intensities and with the same local features. There is little effort to address this problem directly so far. The recently proposed CLBP feature in [45] implicitly addresses this problem by involving an additional binary code that encodes the comparison between the central pixel and the global average. In this paper, we study this problem explicitly by dividing the local features into two groups to reflect the relative contrast between the local and global intensities.
Concave-convex partition
Since the neighborhoods with different visual perception may have the same binary code by the LBP-based operators, we can differentiate them from each other before computing the local binary codes. For example, we can use the bit-plane decomposition [50] to compute the local binary codes on each 1-b plane, and then integrate them together. In that case, the global information can be carried by the binary codes. The price paid by this method is the doubled feature dimensionality. Of course, there could be other methods which are able to achieve a similar effect. However, to keep the simplicity and effectiveness of the basic LBP, we propose a simple yet effective method in this paper to address the weakness. The new method is called concave-convex partition or CCP. It is known that the average gray level is a widely accepted statistical parameter for texture analysis. We also chose it to denote the gray-level variation of a neighborhood. Let μ i,j denote the average gray level of a neighborhood i, j , which is given as follows: Here, we further manifest the limitations of traditional LBP-based methods on an infrared chip. Figure 5a shows an infrared chip with a target in the center (40 × 75), and Figure 5b presents the distribution of μ i,j for all neighborhoods (P = 8 and R = 1 ) which have the same rotation invariant and uniform LBP code (LBP riu2 8,1 = 3). There are totally 347 neighborhoods in the image and the maximum and minimum of μ i,j are 580.37 and 474.57, respectively. It is also obvious that there are many local neighborhoods with different visual perception but having the same code. In order to address this problem, we introduce the CCP technique based on μ i,j as follows.
Definition of CCP
Let ω(i, j) be a neighborhood centered at pixel (i, j) in an image and μ i,j be its average gray value. Given α as a CCP threshold, if μ i,j < α, the central pixel p i,j is regarded as a concave pixel and the neighborhood ω(i, j) as a concave neighborhood. Otherwise, p i,j is regarded as a convex pixel and ω(i, j) is as a convex neighborhood. The set of all concave neighborhoods are denoted as 1 = {(i, j)|μ i,j < α}), and all convex neighborhoods are denoted as 2 = {(i, j)|μ i,j ≥ μ}. Now the key of CCP is to choose the optimal parameter α which should provide the least square error approximation to all local means:
Hence, it is straightforward to getα as the mean of all the local means μ i,j aŝ
where N I × N J is the number of local neighborhoods in the image. To speed up the computation, we further use the global mean μ to approximateα. The proposed CCP technique can be applied to nearly all LBP features and their extensions. The CCP-based feature extraction has two steps. Firstly, the local binary code of each neighborhood is computed by a LBP operator. Secondly, the codes are divided into two categories according to CCP. After that, the original feature histogram of an image is decomposed into two parts, which are called the concave histogram (the statistics of the neighborhoods where μ i,j < μ) and the convex histogram (the statistics of the neighborhoods where μ i,j ≥ μ).
It is expected that CCP-based LBP features will be enriched by incorporating the global mean. For example, Figure 4c gives the CCP-based LBP distribution of the texture image in Figure 4a , the LBP histogram (P = 8, R = 1) is decomposed into a concave one and a convex one. Figure 5c presents the CCP-based LBP distribution of the infrared chip shown in Figure 5a ; the LBP histogram that is rotation invariant and uniform (represented by LBP riu2 8,1 ) is decomposed into a concave one and a convex one. It is worth mentioning that we have tried CCP with more than two feature groups without further improvement, showing that the binary CCP is the most cost-effective one.
Dissimilarity measure
Various metrics have been presented to evaluate the dissimilarity between two histograms. As most LBP-based algorithms, we chose the chi square distance as the dissimilarity measure, which is defined as
where H = {h i } and B = {b i } (i = 1, 2, . . . , K) denote the two feature histograms, and K is the number of bins in the histogram.
Experiments and discussions
In this section, we first evaluate and compare LBP [43] , LTP [32] , SLBP [44] , and CLBP [45] Three different multiresolutions are used for the eight features tested in this work, P = 8 and R = 1, P = 16 and R = 2, and P = 24 and R = 3. To simplify the feature computation, LTP is split into two LBPs as mentioned in [32] , i.e., positive LBPs and negative LBPs. Then two histograms are built and concatenated into one histogram (shown in Figure 3 ) as the image feature, which is denoted as LTP riu2 P,R . For CLBP, we choose CLBP_S riu2 P,R /M riu2 P,R operator in the paper. We compare all eight LBP features in terms of their dimension in Table 1 where it is shown that both CLBP and CCCLBP have a significantly higher dimension than others.
Experiments on texture classification
For texture classification, we chose two commonly used textures databases, i.e., the Outex database [51] and the Columbia-Utrecht Reflection and Texture (CUReT) database [52] .
Experimental results on Outex database
For the Outex database [51] , we chose Outex_TC_0010 (TC10) and Outex_TC_0012 (TC12), where TC10 and TC12 contain the same 24 classes of textures collected under three different illuminants ('horizon, ' 'inca, ' and 't184') and nine different rotation angles (0°, 5°, 10°, 15°, 30°, 45°, 60°, 75°, and 90°). There are 20 nonoverlapping 128 × 128 texture samples for each class under each situation. For TC10, samples of illuminant inca and angle 0°in each class were used for classifier training and the other eight rotation angles with the same illuminant were used for testing. Hence, there are 480 (24 × 20) models and 3,840 (24 × 8 × 20) validation samples. For TC12, all the 24 × 20 × 9 samples captured under illumination tl84 or horizon were used as the test data. Table 2 gives the experimental results of different LBP features, where t represents the test setup of illuminant t184 and h represents horizon. It is clear that CCP can improve the LBP, LTP, SLBP, and CLBP greatly. For P = 8 and R = 1, P = 16 and R = 2, and P = 24 and R = 3, CCLBP riu2 P,R , CCLTP riu2 P,R , CCSLBP riu2 P,R , and CCCLBP_S riu2 P,R /M riu2 P,R have an averaged accuracy improvement of 12.5%, 5.2%, 7.7%, and 2.9% over their original versions, respectively.
Experimental results on CUReT database
The CUReT database includes 61 classes of textures captured at different viewpoints and illumination orientations [52] , and 92 images in each class are selected from the images shot from a viewing angle of less than 60°. To get statistically significant experimental results, N training images (N = 46, 23, 12, and 6) were randomly chosen from each class while the remaining (92 − N) images were used as the test set. The average accuracy over 23 randomly splits are listed in Table 3 . Similar conclusions observed from TC10 and TC12 can also be drawn for the The results on the two texture databases show the effectiveness of the proposed CCP technique to improve various LBP features. It is worth mentioning that without CCP enhancement, CLBP shows the best performance and LTP is the second. However, the dimension of CLBP is more than 10 times of that LTP. With CCP enhancement, CCCLBP is still moderately better than CCLTP. However, the high dimension of CCCLBP may limit its potential in real applications where multiple local features may be needed to deal with nonstationarity in an image. CCLTP has a more balanced trade-off between complexity and performance. T1   T2   T3   T4   T5   T6   T7   T8   T9   T10   V1  V2  V3  V4  V5  V6  V7  V8 V9 V10 Figure 6 , we show some infrared chips for 10 targets under 10 different views.
Experiments for infrared ATR

Comparison of LBP, CCLBP, LTP, CCLTP, SLBP, CCSLBP, CLBP, and CCCLBP
In this experiment, we randomly chose about 10% (718 chips), 20% (1,436 chips), 30% (2,154 chips), 40% (2872 chips), and 50% (3590 chips) target chips of each target class as training data. The remaining 90%, 80%, 70%, 60%, and 50% images in the dataset are set as testing data, respectively. The mean and variance of the recognition accuracy averaged by 10 trials are given in Figure 7 . It can be seen from the experimental results that
• With CCP enhancement, the accuracy improvements averaged over five training datasets of CCLBP, CCLTP, CCLBP, and CCCLBP are 23.25%, 9.22%, 11.43%, and 2.92%, respectively, compared with their original versions. A much less improvement of CCCLBP over CLBP is likely due to its high-dimension nature that may reduce the benefit of CCP.
• The experimental result also shows that eight LBP features, i.e., LBP, LTP, SLBP, CLBP, CCLBP, CCLTP, CCSLBP, and CCCLBP, are robust for infrared ATR, because they are fairly stable in 10 random trials for each case. is getting closer as training data increase. Therefore, we will further make some detailed comparisons between LTP/CCLTP and other recent sparsity-based ATR methods in the following experiments.
Recognition rates of different blocking methods
The analysis reported in [53] shows that the holistic LBP histogram is appropriate for standard texture analysis but We studied six different blocking methods, as illustrated in Figure 8 . Seg-1 denotes the whole chip without blocking. Seg-2 divides a chip into the left-right blocks. Seg-3 segments a chip into the top-bottom blocks. Seg-4 divides a chip into four quadrants that are slightly overlapped. Seg-5 segments a chip into six blocks. Seg-6 partitions a chip into nine blocks. The operator, CCLTP riu2 8,1+16,2+24,3 is chosen as the feature. A histogram CCLTP riu2 8,1+16,2+24,3 is extracted from each block and all block-wise histograms are concatenated together as a target representation. The average recognition accuracy averaged by 10 trials is shown in Figure 9 . The dimensionality and the average feature extraction time cost of each chip are given in Table 3 . The average training and recognition time cost for each segmentation method is shown in Table 4 . As seen from Figure 9 , Tables 4 and 5 , Seg-6 yields the best ATR recognition performance if we choose 10% and 20% chips as training data, and Seg-4 provides the best performance in other cases which is only slightly worse than 'Seg-6' in the 10% and 20% cases. However, the computational complexity of Seg-6 is much heavier than that of 'Seg-4'. Therefore, Seg-4 is considered the optimal blocking methods to apply the LTP/CCLTP for the infrared ATR task in this work.
Comparison of LTP/CCLTP and SRC methods
In this section, we compare the performance of LTP and CCLTP with SRC-based methods that achieved the stateof-the-art results in infrared ATR [9] . We have downloaded two SRC software packages which are SparseLab [48] and spectral projected gradient (SPGL1) [49] . These two packages support different sparse optimization algorithms. For SparseLab, we chose three sparse solutions: 'lasso', 'nnlasso', and 'OMP', which are referred to as Sparselab-lasso, Sparselab-nnlasso, and Sparselab-OMP in the following. For SPGL1, we chose one solution lasso, which is called SPG-lasso in this work. The reason we chose these four specific algorithms is mainly due to their relatively low computational load which is acceptable in the ATR experiments. To reduce the dimensionality of infrared chips, several dimensionality reduction techniques were studied in [9] where a simple 16 × 16 downsampling was shown comparable with others, including Haar wavelet, PCA, and random projection. Thus, the dimensionality of each chip is downsampled from 40 × 75 to 16 × 16 as mentioned in [9] . In addition, we randomly selected 10% (718 chips), 20% (1436 chips), 30% (2154 chips), 40% (2,872 chips), 50% (3,590 chips), 60% (4,308 chips), 70% (4,958 chips), and 80% (5,607 chips) target chips of each target class as training data. The remaining 90%, 80%, 70%, 60%, 50%, 40%, 30%, and 20% images in the dataset are set as testing data, respectively. We augment the Seg-4 blocking method with LTP/CCLTP which leads to two new feature representations denoted by sLTP and sCCLTP. The recognition accuracy of sLTP, sCCLTP, and the four sparsebased methods that is averaged by 10 trials is given in Table 6 where we also include the leave-one-out result for each method. The average training and recognition time of six methods is shown in Table 7 . As seen from Table 6 , sCCLTP is showing improved performance as the training size grows. Especially for the leave-one-out experiment, sCCLTP provides the best ATR performance. The confusion matrices of six methods corresponding to the leave-one-out experiment are shown in Figure 10 . It is shown that the sCCLTP result has only three nondiagonal entries greater than 1% (Figure 10a ), while sLTP (Figure 10b ), Sparselab-lasso (Figure 10c ), Sparselabnnlasso (Figure 10d ), Sparselab-OMP (Figure 10e) , and SPG-lasso (Figure 10f ) have 12, 9, 12, 23, and 5 nondiagonal entries greater than 1%, showing the best robustness of sCCLTP.
In order to further show the advantages of the proposed CCP methods, Figure 11 presents the curves of pose recognition accuracies vs. acceptable angle errors (up to 60°) for the leave-one-out experiment. As can be seen from Figure 11 , sCCLTP again provides the best performance. Specifically, sCCLTP can get 66% pose recognition accuracy with the angle error less than 5°, 85% with the angle error less than 10°, and more than 90% with the angle error less than 15°. On the other hand, sLTP has similar pose recognition performance as Sparselab-lasso and Sparselab-nnlasso.
Conclusions
In this paper, a new LBP-based ATR algorithm is proposed using concave-convex partition local ternary pattern (CCLTP). Based on the analysis of the limitation of traditional LBP-based methods, CCP is presented to http://jivp.eurasipjournals.com/content/2014/1/23
Figure 11
Curves of pose recognition accuracies versus threshold of acceptable angle error for leave-one-out experiment.
group local features into two categories in order to reflect the contrast between local and the global intensities. The improvement of the proposed CCLBP/CCLTP methods over LBP and LTP as well as two improved LBP features (SLBP and CLBP) is first demonstrated on two standard texture databases, and then CCLTP is further enhanced by augmenting a simple yet effective blocking scheme for infrared imagery, leading to sCCLTP which is evaluated against sLTP (block-based LTP) and four SRC-based methods on an infrared ATR database. Experimental results show that sCCLTP outperforms SRC-based methods and sLTP in terms of both recognition accuracy and pose estimation. It is worth mentioning that the proposed CCP technique can be applied to nearly all existing LBP features to improve feature discriminantability.
