Manifold learning seeks a low dimensional representation that faithfully captures the essence of data. Current methods can successfully learn such representations, but do not provide a meaningful set of operations that are associated with the representation. Working towards operational representation learning, we endow the latent space of a large class of generative models with a random Riemannian metric, which provides us with elementary operators. As computational tools are unavailable for random Riemannian manifolds, we study deterministic approximations and derive tight error bounds on expected distances.
Introduction
Manifold learning is one of the cornerstones of unsupervised learning. Classical methods such as Isomap [31] , Locally linear embeddings [29] , Laplacian eigenmaps [4] and more [30, 11] all seek a low dimensional embedding of high dimensional data that preserves prespecified aspects of data. Probabilistic methods often view the data manifold as governed by a latent variable along with a generative model that describes how the latent manifold is to be embedded in the data space. The common theme is the quest for a low dimensional representation that faithfully captures the data.
Ideally, we want an operational representation, that is we want to be able to make mathematically meaningful calculations with respect to the learned representation. It has been argued [17] that a good representation should at least support the following:
• Interpolation: given two points, a natural unique interpolating curve that follows the manifold should exist.
• Distances: the distance between two points should be well defined and informally reflect the amount of energy required to transform one point to another. • Measure: the representation should be equipped with a measure under which integration is well defined for all points on the manifold.
These are elementary requirements of a representation, but most nonlinear manifold learning schemes do not imply or provide such operations.
In the sequel we will use the following notation. We denote by Z the d-dimensional representation or latent space, which is learned from data in the observation space X. Latent points are denoted z i ∈ Z, while corresponding observations are x i ∈ X.
Embedding methods seek a low dimensional embedding z 1:N = {z 1 , . . . , z N } ⊂ Z of the data x 1:N ⊂ X. These methods fundamentally only describe the data manifold at the points where data is observed and nowhere else. As such, the low dimensional embedding space is only well defined at z 1:N . It is common to treat the low dimensional embedding space as equipped with the Euclidean metric, but this is generally a post hoc assumption with limited grounding in the embedding method. Fundamentally, the learned representation space is a discrete space that does not lend itself to continuous interpolations. Likewise, the most natural measure will only assign mass to the points z 1:N , and any associated distribution will be discrete. It is not clear how this can naturally lead to an operational representation.
Generative models estimate a set of low dimensional latent variables z 1:N along with a suitable mapping f : Z → X such that f (z) ≈ x. It is, again, common to treat the latent space Z together with the Euclidean metric. However, this assumption is unwarranted. As an example, consider the variational autoencoder (VAE) [22, 28] , which seeks a representation in which z 1:N follow a unit Gaussian distribution. Now consider a 2-dimensional latent space and the transformation g(z) = R θ z, where R θ is a linear transformation that rotates points by θ(z) = sin(π z ). This is a smooth invertible transformation with the property that z ∼ N (0, I) ⇒ g(z) ∼ N (0, I); see Fig. 1 . If the latent variables z 1:N and the mapping f is an optimal VAE, then g(z 1:N ) and f • g −1 is equally optimal. Yet, the latent spaces Z and g(Z) are quite different; Fig. 1 shows the Euclidean distances between pairs of points of the latent space before and after applying g, for samples drawn from a unit Gaussian. Clearly, the transformed latent space is significantly different from the original space. As the VAE provides no guarantees as to which latent space is recovered, we must be careful when relying on the Euclidean latent space: distances between points are effectively arbitrary, as are straight line interpolations. Ideally, we want a representation that is invariant under such transformations, but current models do not have such properties.
In this paper, we consider probabilistic latent variable models on the form x = f (z) where f is a smooth stochastic process. The latent space can then be endowed with a random Riemannian metric to ensure that the learned latent representation is operational as defined above. We consider a deterministic approximation to the random Riemannian metric, and provide tight approximation bounds for expected distances (Proposition 4.6). The approximation is good when the data is high dimensional, which is often the case in machine learning applications. The analysis justifies the use of deterministic approximations, which in turn lead to computationally tractable algorithms.
The paper is structured to first provide a short primer on (deterministic) Riemannian geometry (Sec. 2). We then extend this class of geometries to the stochastic setting (Sec. 3), and provide our main theoretical contributions (Sec. 4) that analyze to which extend stochastic manifolds are well approximated by deterministic ones. Our analysis holds for any smooth stochastic generative process, which we exemplify (Sec. 5) with Gaussian process latent variable models [24] .
Riemannian manifolds
A d-dimensional manifold M embedded in R n with d < n is a topological space in which each point x ∈ M has a neighborhood that is homeomorphic to R d [15] . We may think of M as a smooth (nonlinear) surface in space that does not self intersect or change dimensionality. At each point x ∈ M ⊆ R n we have the tangent space T x M of M at x which may be seen as a linear approximation of M near x. In Fig. 2 a 2 -dimensional manifold embedded in R 3 is shown together with part of a tangent space.
A Riemannian metric on Z is an inner product ·, · z on the tangent spaces T z Z ∼ = T z R d which varies smoothly from point to point. Here, smooth means infinitely differentiable. Such a metric may be given by a positive definite (d × d)-matrix M z which depends smoothly on z ∈ Z. The induced inner product is then v, w z = v T M z w for v, w ∈ T z R d seen as column vectors.
Consider the standard inner product between points in R n , x, x = n i=1 x i x i where x = (x 1 , . . . , x n ) and x = (x 1 , . . . , x n ). Let z ∈ Z and let ∆ 1 , ∆ 2 ∈ U ⊂ R d where U is an open ball centered at the origin such that z + U ⊆ Z. Then we can compute the inner product of ∆ 1 and ∆ 2 at z using the Taylor expansion of f . Consider the scalar product which we denote by
defines a Riemannian metric on Z induced by f which is called the pullback metric. Note that the pullback metric corresponds to the Riemannian metric on M induced by the inner product in the ambient space R n , which does not depend on the choice of parametrization f . In this way, the pullback metric avoids the parametrization issue discussed in the opening section.
Distances & interpolants. The length of a smooth curve c :
where c t = c(t) andċ t = ∂ t c(t) is the curve and its derivative, respectively. Natural interpolants (geodesics) can then be defined as length minimizing curves connecting two points. The length of such a curve is a natural distance measure along the manifold. Unfortunately, minimizing curve length gives rise to a poorly determined optimization problem as the length of a curve is independent of the parametrization. The following proposition provides remedy [15] : Proposition 2.1. Let c : [a, b] → Z be a smooth curve that (locally) minimizes the curve energy
Then c has constant velocity and is locally length-minimizing.
Integration. Given a function h : R n → R and an open subset Ω ⊆ Z we can integrate h over f (Ω) as [26] 
The quantity det(M z ) is known as the Riemannian volume measure and is akin to the Jacobian determinant in the change of variables theorem.
Relation to latent variable models. As stated in the introduction, we are concerned with latent variable models x = f (z), where f is a smooth stochastic process. The above constructions assume that f is deterministic. In this case, Riemannian geometry provides us with the tools to make the representation operational as defined in the introduction. This paper is concerned with extending Riemannian geometry to the stochastic domain in order to provide operational representations in latent variable models. To make the resulting constructions practical, we will further show how the stochastic geometry can be approximated well by deterministic geometries that lend themselves to computations.
Stochastic Riemannian geometry
In this section we establish the basic definitions in the area of random manifolds. To the best of our knowledge this is a fairly unexplored topic and in our opinion it deserves more attention. Related work has been done in the area of random fields, see for instance [1] . To illustrate the concepts the definitions are followed by some elementary examples.
We start by defining random metrics.
A random (or stochastic) Riemannian metric is a matrix-valued random field on Z whose sample paths are Riemannian metrics. We also refer to Z equipped with the random metric as a random manifold.
The stochastic Riemannian metrics considered in this paper are induced by a stochastic process f : Z → R n for some n, where Z ⊆ R d is an open subset. More precisely, f is a random field in the sense of [1] . In our examples we will have Z = R d but it is useful to keep in mind that the parametrization may not be defined on the whole of R d . Now, in order for f to induce a random metric it must satisfy some differentiability conditions. One option is to require that any sample path from f is smooth. In that case we say that f is smooth. If in addition the sample paths s : Z → R n are such that the Jacobian matrix J s has full rank everywhere, f is called a stochastic immersion. This implies that s is locally injective and that s(Z) ⊆ R n is an immersed submanifold. A stochastic immersion whose sample paths are injective is called a stochastic embedding. In this case the sample paths s : Z → R n are embedded submanifolds s(Z) ⊆ R n . As such, s(Z) has an induced Riemannian metric from the ambient space R n and this defines a stochastic Riemannian metric on Z. Another point of view of the basic objects is thus as random embedded submanifolds of R n . These submanifolds all have the same constant topology and smooth structure induced by Z and hence from an intrinsic point of view, the random aspect of these manifolds is confined to the Riemannian metric. If the conditions to be a stochastic immersion or embedding are only true with probability 1 we can modify the process by restricting to the measure 1 subset of the probability space where the requirements are fulfilled.
As in the deterministic case, the metric on Z induced by f is given by the pullback metric
where J f is the Jacobian of f . In accordance with the definition of stochastic Riemannian metrics, M is a matrix-valued stochastic process parametrized by Z.
If it exists, we may also consider the expected metric on Z which is given by the mean value
Definition 3.2. Let f : Z → R n be a stochastic immersion such that all the entries of the matrix E(M ) = E(J T f J f ) are finite smooth functions. We then refer to E(M ) as the expected metric. It defines a Riemannian metric on Z making it into a Riemannian manifold which is called the mean manifold.
Note that the mean manifold is typically not given by the mean value of f , that is the map E(f ) : Z → R n : z → E(f (z)). The expected metric has been previously studied for the Gaussian process latent variable model [32] , and the variational autoencoder [2] .
Remark 3.3. The requirement that a stochastic process f : Z → R n has smooth sample paths with probability 1 is not always straightforward to verify. An alternative assumption that is relatively easy to check is that f is differentiable in mean square, see [1] . We say that f is mean square smooth if f has mean square derivatives of any order. Let J f denote the mean square Jacobian of a mean square smooth process with smooth covariance function. The expected metric may be considered in this setting as well, assuming that E(M ) = E(J T f J f ) has full rank. The main result of this paper, Proposition 4.6, compares expected length on random manifolds to length in the expected metric. This result holds both in the smooth and mean square smooth setting. Example 3.4. A significant special case is a Gaussian process or Gaussian random field
with d ≤ n. Here, the components f i : R d → R are Gaussian processes, which means that the vector (f i (q 1 ), . . . , f i (q r )) is Gaussian for any q 1 , . . . , q r ∈ R d . In fact, that f : R d → R n is a Gaussian process means that n i=1 α i f i is a Gaussian process for all α 1 , . . . , α n ∈ R. We will be concerned with the case where the random vectors (f i (q 1 ), . . . , f i (q r )) and (f j (q 1 ), . . . , f j (q r )) are independent for i = j and all q 1 , . . . , q r ∈ R d . The distribution of (f i (q 1 ), . . . , f i (q r )) is determined by the mean function µ i :
. If k i and µ i are real analytic functions, then f i is mean square smooth. This can be seen from the criterion (1.4.9) in [1] . Moreover, for any
and E(∇f i · v) = ∇µ i · v. Hence E(J T f J f ) has full rank for example if µ = (µ 1 , . . . , µ n ) is locally injective or ∇f i has non-degenerate covariance matrix for some i.
For Gaussian processes in machine learning, see [24, 27, 32] and in particular the Gaussian process latent variable model. Example 3.5. Another special case to keep in mind which is particularly simple is a stochastic embedding f (x) = L(g(x)), where g : R d → R m a deterministic smooth injection and L : R m → R n is a random matrix with n ≤ m. Consider the case where L is given by a distribution on SO(R m , R n ), that is any sample of L has orthonormal rows. Let W be the span of the rows of L and fix coordinates on W given by the rows of L as a basis. In this way, f can be seen as a random projection of the deterministic manifold g(R d ) ⊆ R m into W . Note that if n < m, this can be viewed as random dimensionality reduction. See [7] for a survey on the topic of random projections in machine learning. In this context it is relevant to recall the Johnson-Lindenstrauss lemma. Roughly speaking, given a finite set E ⊂ R m , distances in E are well preserved by a random projection R m → R n if n is big enough. See for example [10] for background on the Johnson-Lindenstrauss lemma. In the same spirit one can show that distances along the submanifold g(R d ) ⊆ R m are well preserved under similar circumstances [3, 8, 14, 19, 23, 33] . Example 3.6. Consider a simple random manifold given by a stochastic embedding
where f i = µ i + i σ i for smooth functions µ i , σ i : R d → R and random variables i with
Then f = µ + eσ, where the product eσ is matrix multiplication and µ and σ are viewed as column vectors. Note that E(e) = 0 and E(e 2 ) = Id R n , that is E(e) is the zero matrix and E(e 2 ) the identity matrix on R n . For the Jacobian of f we get J f = J µ + eJ σ and hence
This is also the metric on R d induced by the embedding g :
The metric induced by g has been studied empirically for variational autoencoders [2] . We see in this example how the mean manifold g(R d ) ⊆ R 2n depends on both the mean value µ = E(f ) and the standard deviation map σ.
Another point of view is that f = L • g where
is the random (n × 2n)-matrix given by stacking the columns of the matrices Id R n and e side by side. This is a special case of the random manifolds considered in Ex. 3.5. In connection with Ex. 3.7 below we note that E(L T L) = Id R 2n .
Example 3.7. Recall Ex. 3.5 and random manifolds given by f = L • g where g :
has finite entries and full rank. We shall see that, similarly to Ex. 3.6, the mean manifold is essentially the manifold g(
is positive definite we can take the square roots of the eigenvalues on the diagonal of D to obtain a diagonal matrix √ D. In this case the stochastic metric is
Hence the mean manifold is induced by the embedding
, which is just the manifold g(R d ) ⊆ R m up to a change of coordinates. In contrast consider E(f ) : R d → R n , and note that E(f ) = E(L) • g. The image of E(f ) is thus the image of the embedded mean manifold
Expected length versus the expected metric
Let Z ⊆ R d be an open subset. We will now explore the topic of shortest paths on a random manifold induced by a stochastic immersion f : Z → R n with expected metric E(M ). In order to talk about expected length of curves on the random manifold we need that f is measurable when viewed as a map Ω × Z → R n , where Ω is a probability space. Here, Z and R n are endowed with the Lebesgue measure and Ω × Z with the product measure. Now let c : [a, b] → Z denote a smooth immersed curve and consider its stochastic immersion f • c in R n . We stress that c is a deterministic curve in Z, while f • c is a random curve in R n . The energy of c, defined as in Eq. 1, is a random quantity and it is natural to consider its expectation with respect to the random metric. Since the energy integrand is positive, Tonelli's Theorem tells us that the expected energy (c) is given by
This implies that a curve c with minimal expected energy over the stochastic manifold is a geodesic under the deterministic Riemannian metric E(M ). We can understand a curve with minimal expected energy in more explicit terms as follows. Let u t = E( ċ t ) and v t = 1 denote two functions over the interval [a, b];
here we use the shorthand notation ċ t = ċ t M ctċt . The Cauchy-Schwartz inequality then gives
Let l(c) = E(L(c)) denote the expected length of c. Then
Equality is achieved when u t and v t are parallel, that is when E( ċ t ) is constant. If the curve is regular in the sense that the expected speed E( ċ t ) is non-zero for all t, then we can always reparametrize c t to have constant expected speed and achieve equality in Eq. 2. Since var( ċ t ) = E( ċ t 2 ) − E( ċ t ) 2 , we see that
Assuming that the curve has constant expected speed, we then get
Minimizing expected curve energy, thus, does not always minimize the expected curve length. Rather, this balances the minimization of expected curve length and the minimization of curve variance.
Expected length in high codimension
Let Z ⊆ R d be an open subset and f : Z → R n a stochastic immersion with expected metric E(M ). Any smooth curve c : [0, 1] → Z gives rise to a random curve f • c : [0, 1] → R n . In this section we continue to examine the relationship between the expected length of random curves and the length with respect to the expected metric. More precisely, we show that length with respect to the expected metric is a good approximation for expected length in high ambient dimension n. Assuming independence of the components of f • c we could apply a version of the central limit theorem such as the Berry-Esseen theorem to this problem, see for example [12] . We found it more convenient to take a direct approach via the Taylor expansion of the norm of velocity vectors. See also [21, 5] and Chapter 27 of [9] for approximation results in the same vein.
Expected norm of high dimensional vectors
We will consider a sequence W n of random vectors in R n . This means that for each integer 1 ≤ n we have an R n -valued random variable W n . Consider the norm w n = ||W n ||. Assume that w 2 n has first and second moments and put m n = E(w 2 n ) and Σ n = n · var(w 2 n ). We say that m n is bounded away from 0 if there is a constant 0 < b such that b < m n for all n.
Definition 4.1. We call a sequence W n as above balanced if m n is bounded away from 0 and m n , n 2 µ 3 (w 2 n ) and n 2 µ 4 (w 2 n ) are bounded sequences.
Suppose that W n is balanced. We shall see that Σ n is a bounded sequence. Let Z n = n(w 2 n − m 2 n ) 2 and let X n be the indicator function for the event {Z n < 1}. We know that E(Z 2 n ) = n 2 µ 4 (w 2 n ) is bounded and need to show that nµ 2 (w 2 
Proof. We will first prove the statement assuming that m n = 1 for all n. In this case we need to show that E(
16 (x − 1) 3 be the cubic Taylor polynomial of √ x around x = 1 and note
16 (x − 1) 4 for all x ≥ 0 by Remark 4.2. Hence |w n − P (w 2 n )| ≤ (w 2 n − 1) 4 and by assumption we have E((w 2 n − 1) 4 ) = O(n −2 ). It follows that E(|w n − P (w 2 n )|) ≤ E((w 2 n − 1) 4 ) = O(n −2 ). Now consider the general case of a balanced sequence W n and let m n and Σ n denote the corresponding sequences associated to W n . Since W n /m n is balanced, E(||W n /m n || 2 ) = 1 for all n and n · var(||W n /m n || 2 ) = Σ 2 n /m 4 n , we have by above that
But m n is bounded and so the claim follows by multiplying by m n .
Remark 4.4. Suppose that W n is balanced. Since Σ n is bounded and m n bounded away from 0 we have that lim sup n→∞ Σ n < ∞ and lim inf n→∞ m n > 0. Let A, b ∈ R be such that A > lim sup n→∞ Σ n and 0 < b < lim inf n→∞ m n . Then, by Proposition 4.3,
for large enough n. In particular, if Σ n → Σ and m n → m with Σ, m ∈ R, then Eq. 3 holds for any A > Σ and 0 < b < m. In this case we also have that
and Proposition 4.3 gives some additional information concerning the rate of convergence. Note also that var(w n ) = m 2 n − E(w n ) 2 → 0 for balanced W n .
Normed sequences of independent random variables
For k ≥ 1 and a random variable Y with first moment
denote the k-th central moment. Now consider a sequence X 1 , X 2 , . . . of independent random variables and let
be the corresponding normalized sequence of vectors. We say that the sequence X 1 , X 2 , . . . has bounded moments if the moments E(X k i ) form a bounded sequence for any k ≥ 1. This implies that the central moments µ k (X i ) are bounded as well. Let w n = ||W n ||. The definition of a balanced sequence of vectors W n is motivated by this setup since, for instance, in this case
Lemma 4.5. Let X 1 , X 2 , . . . be independent with bounded moments. If m n is bounded away from 0 then
Proof. We need to show that n 2 µ 3 (w 2 n ) and n 2 µ 4 (w 2 n ) are bounded. Note that n 2 µ 3 (w 2 n ) = n 2 µ 3 (
, which is bounded. Similarly,
which is bounded as well.
Expected length of curves
Consider a sequence of stochastic processes
and assume that φ n is a stochastic immersion or a mean square smooth process on (0, 1). As in Sec. 3.1, we also assume that φ n has an expected metric and is measurable when seen as a map Ω × [0, 1] → R n , where Ω is a probability space. Furthermore, suppose that the sequence f 1 , f 2 , . . . has uniformly bounded moments in the sense that for any k ≥ 1, there is a constant C k such that |E(f i (t) k )| ≤ C k for all i and t ∈ [0, 1]. Let w n (t) = ||φ n (t)||, m n (t) = E(w 2 n (t)) and Σ n (t) = n · var(w 2 n (t)). Then sup n,t Σ n (t) < ∞. Furthermore, we assume that m n is uniformly bounded away from 0, meaning that 0 < inf n,t m n (t). Let L n denote the length of φ n in the expected metric and l n the expected length of φ n . In other words
Let sup n,t Σ n (t) < A and 0 < b < inf n,t m n (t). By Lemma 4.5 and Eq. 3, for any
In fact, due to the uniform bounds on the moments E(f i (t) k ) we have that for large enough n, m
Proposition 4.6. With sup n,t Σ n (t) < A and 0 < b < inf n,t m n (t),
for large enough n.
Proof. Since for large enough n, 0 ≤ m n (t) − E(w n (t)) ≤ A 2 /(8n · b 3 ) for all t ∈ [0, 1], integrating both sides over [0, 1] gives 0 ≤ L n − l n ≤ A 2 /(8nb 3 ). Divide by b and note that b < L n for all n.
This result implies that in high codimension we can minimize expected energy instead of minimizing expected length. A curve minimizing expected energy can be found by computing the expected metric and using standard tools from differential geometry to recover a geodesic associated with this metric. It it interesting to note that the length in the expected metric bounds the expected length from above. Consequently, by minimizing expected energy we minimize an upper bound on expected length. Such notions are standard in variational inference [6] .
Remark 4.7. Expected speed and expected length of random curves are quite natural quantities to consider. For instance, minimal expected length is an interesting candidate for a distance measure along random manifolds. What about simply taking the expectation value E(φ n ) component wise and considering the length of this curve? This seems natural enough but is not enough to capture the notion of expected length. The velocity of the curve E(φ n ) at t ∈ [0, 1] is ||E(φ n (t))||. Let t ∈ [0, 1] and assume for simplicity that E(||φ n (t)||) converges as n → ∞. By Remark 4.4, E(||φ n (t)|| 2 ) converges as well and
Also, E(||φ n (t)|| 2 ) =
Gaussian processes
We will now have a closer look at the case of Gaussian processes [27] .
Definitions
For a smooth function h :
we will use the notation
where i 1 , . . . , i j ∈ {1, . . . , d}. A Gaussian process f : R d → R is a stochastic process such that for any q 1 , . . . , q r ∈ R d , (f (q 1 ), . . . , f (q r )) is a Gaussian vector. The distribution of the vector (f (q 1 ), . . . , f (q r )) is determined by the mean function µ = E(f ) :
The function k is also known as the kernel of f . We will assume that µ and k are real analytic functions. As explained in Ex. 3.4, this implies that f is mean square smooth. For such a Gaussian process f : R d → R, the partial derivative f p i with respect to p i for i ∈ {1 , . . . , d} is a Gaussian process with mean function µ p i and kernel
see [27] . Gaussian processes f 1 , . . . , f m :
are independent for all q 1 , . . . , q r ∈ R d . A Gaussian process f :
Gaussian process for all α 1 , . . . , α m ∈ R. We will call such a process symmetric if f 1 , . . . , f m are independent and all have the same kernel.
Gaussian process latent variable models
Gaussian processes are used in machine learning in the context of Gaussian process latent variable models (GPLVMs), see [24, 27, 32] . In GPLVMs we consider a Gaussian process prior F : R d → R m which is symmetric, has zero mean and whose kernel is of a particular form, depending on finitely many hyper parameters. A common choice is a Radial Basis Function (RBF) kernel
with variance σ 2 0 and length scale l > 0. Another example is the linear covariance case where the kernel is given by the Euclidean scalar product: K(p, q) = p T q where p, q ∈ R d are seen as column vectors. In this case, the GPLVM reduces to probabilistic principal component analysis [24] . Typically, the data is assumed to be observed with additive iid Gaussian noise with variance σ 2 1 , which introduces one more hyper parameter for the model. Given a finite set of data points Y ⊂ R m we solve a maximum likelihood type problem to compute the hyper parameters of the model as well as a set of latent points X ⊆ R d corresponding to the data. This can be done for example using the software package [16] . Combined with Gaussian process regression, the result is a Gaussian process posterior f : (f 1 (p) , . . . , f m (p)) which fits the data. The process f is a symmetric Gaussian process with mean and kernel given below.
For matrices A ∈ R d×r and B ∈ R d×s with columns A = (a 1 , . . . , a r ) and B = (b 1 , . . . , b s ) we will use K(A, B) to denote the matrix given by {K(A, B)} i,j = K(a i , b j ). Assume that the data points are distinct, let N = |X| = |Y | be the number of data points and consider Y ∈ R m×N and X ∈ R d×N . Let R(X) = (K(X, X) + σ 2 1 Id R N ) and assume that R(X) is invertible. This is the case if the kernel K is positive definite in the sense that K(X, X) is positive definite, or K is semi-positive definite and σ 1 = 0. The mean µ and kernel k of the posterior process are then given by µ(p) = Y R(X) −T K(X, p) and k(p, q) = K(p, q) − K(p, X)R(X) −1 K(X, q), see [27] for details.
Let f : R d → R m be the posterior of a GPLVM. If the kernel of the prior is real analytic then so is the kernel and mean of f and hence f is mean square smooth. Let J f denote the mean square Jacobian. For p ∈ R d , the metric induced by f at p is J f (p) T J f (p), which follows a non-central Wishart distribution, see [25] .
Example 5.1. Consider a GPLVM f : R d → R m with prior kernel K(p, q) = p T q where p, q ∈ R d are column vectors. As we shall see, the expected metric is a constant matrix in this case. This means that the mean manifold is flat and that geodesics are straight lines for this choice of kernel for the prior. Let µ = E(f ) : R d → R m and note that µ(p) = Y R(X) −T X T p with notation as above. Hence E(J f ) = J µ = Y R(X) −T X T is constant. Differentiating the posterior kernel we get that the expected metric is given by
Empirical illustration
Consider the posterior process f : R d → R m of a GPLVM with f (p) = (f 1 (p), . . . , f m (p)) and its projections Φ n : R d → R n : p → (f 1 (p), . . . , f n (p)) for n ≤ m. Feeding these to a GPLVM with RBF kernel and d-dimensional latent space we obtain a Gaussian process f : R d → R m together with a sequence of N latent points X ⊂ R d . For any n ≤ m we have a Gaussian process Φ n : R d → R n given by projection onto the n first coordinates.
Let c : [0, 1] → R d be the line segment joining the first two points of X and put φ n = Φ n • c. Let l n and L n be given as in Eq. 5. Using [16] with d = 6 and N = 100 we have estimated l n and L n empirically by sampling the posterior process. Fig. 4a displays the relative error (L n − l n )/L n as a function of data dimension n. We have also included the graph of a reference function h(n) = A 2 /(8nb 4 ) for empirical estimates of constants A and b as in Proposition 4.6. The difference between (L n − l n )/L n and h(n) is plotted in Fig. 4b . This illustrates Proposition 4.6 as the theory matches the empirical study. 
Approximation of ln by Ln
Reference function h(n) (a) Plots of (L n − l n )/L n and h(n). 
Concluding remarks
Starting from the goal of learning an operational representation, we have studied a general class of generative latent variable models x = f (z), where f is a smooth stochastic process. The latent space can here be endowed with a random Riemannian metric, such that elementary operations (interpolations, distances, integration, etc.) can be defined in a way that is invariant to reparametrizations of the model.
Mathematically, this is a natural approach, but it does not lend itself easily to computations as computational tools do not exist for working with random Riemannian manifolds. In this paper we have provided a deterministic approximation to this large class of random Riemannian metrics, and provided tight approximation bounds. In particular, it is worth noting that the bound is very tight when data is high dimensional, which is the common case for machine learning. Within this deterministic approximation, we can apply standard tools for computations over Riemannian manifolds [18, 20, 13] , and thereby realize the idea of operational representation learning.
