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Abstract
In this paper, we discuss the Cauchy problem for a degenerate parabolic-
hyperbolic equation with a multiplicative noise. We focus on the existence
of a solution. Using nondegenerate smooth approximations, Debussche,
Hofmanova´ and Vovelle [8] proved the existence of a kinetic solution. On
the other hand, we propose to construct a sequence of approximations by
applying a time splitting method and prove that this converges strongly
in L1 to a kinetic solution. This method will somewhat give us not only a
simpler and more direct argument but an improvement over the existence
result.
1 Introduction
In this paper we study a quasilinear degenerate parabolic stochastic partial
differential equation of the following type
du+ div(B(u))dt = div(A(u)∇u)dt+Φ(u)dW (t) in Td × (0, T ), (1)
∗Corresponding author.
Email addresses: kzokoba@waseda.jp (K. Kobayasi), 588243-dai@fuji.waseda.jp (D. No-
boriguchi).
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with the initial condition
u(·, 0) = u0(·) in Td, (2)
where Td is the d-dimensional torus and W is a cylindrical Wiener process de-
fined on a stochastic basis (Ω,F , (Ft), P ). More precisely, (Ft) is a complete
right-continuous filtration and W (t) =
∑∞
k=1 βk(t)ek with (βk)k≥1 being mu-
tually independent real-valued standard Wiener processes relative to (Ft) and
(ek)k≥1 a complete orthonormal system in a separable Hilbert space H (cf. [7]
for example).
In the deterministic and completely degenerate case of g = 0 and A = 0, the
problem has been extensively studied by many authors [17], [22], [23], [24], [26].
It is well known that a smooth solution is constant along characteristic curves,
which can intersect each other and shocks can occur. Consequently classical
solutions do not exist in general on the whole interval [0, T ] and some weak
solution must be considered. However, it was shown that weak or distributional
solutions lack uniqueness and therefore additional conditions need to ensure
uniqueness of weak solutions.
In the deterministic case that Φ = 0 the concept of entropy solution was
introduced by Kruzˇkov [22] for a first-order scalar conservation law (i.e., A = 0)
and then extended by Carrillo [4] for a quasilinear degenerate parabolic equation.
On the other hand, the concept of kinetic solution was introduced by Lions,
Perthame and Tadmor [23] for a deterministic first-order scalar conservation
law and futher studied in [17], [26]. The relationship between entropy solution
and kinetic one will be found in [26], for example. These solutions have been
extended for quasilinear degenerate parabolic equations, see [4], [6], [19], [20],
[25], for example.
To perturb a stochastic term is natural for applications, which appears in
wide variety of fields as physics, engineering and others. There are many pa-
pers concerning first-order scalar conservation laws with stochastic forcing. The
uniqueness and the existence of entropy solution to the equations with an ad-
ditive noise (Φ independent of u) have been studied in [18], with multiplicative
noise in [2], [5], [12]. Among other things, Debussche and Vovelle [9], [10] es-
tablished the uniqueness and the existence of kinetic solutions to the equation
with multiplicative noise by using a kinetic formulation which keeps track of the
dissipation of noise by solutions. Also see [2], [21] in the case of initial-boundary
value problem.
There are a few papers concerning the Cauchy problem (1), (2) for general
degenerate parabolic stochastic equations. First, Hofmanova´ [15] proved the
uniqueness and the existence of a kinetic solution in the semilinear case: in (1)
the diffusion matrix A(u) is replaced by a matrix A(x) not depending on u but
possibly depending on x. Then, Debussche, Hofmanova´ and Vovelle [8] studied
the quasilinear case of type (1), in a similar framework as in [9], [10]. We can
also find the paper [3] on degenerate SPDEs.
We recall the proofs of the existence of kinetic solutions in the previous
papers [8], [9], [10]. In the case of hyperbolic conservation laws [9], [10] the
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authors introduced a notion of generalized kinetic solution and obtained a com-
parison theorem for any two generalized kinetic solutions, which assures us that
any generalized kinetic solution is actually necessarily a kinetic one. This re-
duction result simplifies the proof of existence since only weak convergence of
approximate viscous solutions is needed.
On the other hand, in the case of degenerate parabolic equations the com-
parison result for generalized kinetic solutions cannot be obtained. In [8] such
a result is obtained only for kinetic solutions and therefore strong convergence
of approximate solutions is needed for the proof of existence. Towards this
end a compactness argument is employed: uniform estimates together with the
Prokhorov theorem and the Skorokhod theorem yield the strong convergence of
the subsequence of approximate solutions on another probability space and the
limit becomes a martingale kinetic solution. The existence of kinetic solution is
then obtained by virtue of Gyo¨ngy and Krylov characterization of convergence
in probability ([14]). Thus, in order to obtain the existence of kinetic solutions
the authors [8] approximated the equation (1) by nondegenerate equations hav-
ing smooth coefficients one after another. However it would seem that it is not
easy to show the existence of solutions to such approximate equations.
Our purpose of the paper is to give another proof of existence of kinetic
solutions to the Cauchy problem (1), (2) and to extend slightly the existence
result of [8] by a time-splitting method. We will employ the notion of (stochas-
tic) kinetic solution used in [8]; moreover, we will frequently use the arguments
developed in [9], [10]. As was mentioned in the paper of Holden and Risebro
[16], our method is to split the effect of deterministic degenerate parabolic equa-
tion and the stochastic source term in order to construct approximate kinetic
solutions. We refer to the paper of Bauzet [1] in which the author applied time-
splitting method to a stochastic scalar conservation law in the framework of the
space of integrable functions with bounded variation.
To describe our strategy in more detail, let R(t, s)vs denote the solution of
the purely stochastic equation (10) below with the initial vs at t = s, and let
S(t−s)us denote the solution of the deterministic degenerate parabolic equation
(11) below with the initial us at t = s. Given ε > 0 let 0 = t
ε
0 < t
ε
1 < · · · <
tεNε = T be a partition of the interval [0, T ] such that the mesh size tends to 0
as ε→ 0. Consider the type of Lie-Trotter’s product formula:
vε(t) = R(t, tεn)
n∏
k=1
[
S(tεk − tεk−1)R(tεk, tεk−1)
]
u0
for t ∈ [0, T ) where n is the integer such that t ∈ [tεn, tεn+1). Then we prove that
vε(x, t) directly converges in the L1 sense to a unique kinetic solution u(x, t)
of (1), (2) as ε → 0. In order to discuss this problem in the L1 setting (not
in the BV setting) we need to choose an appropriate partition {tεn} of [0, T ];
we can not take a partition arbitrarily. It is shown in Section 3 that such
a desirable partition indeed exists. Then we prove in Section 4 that vε(x, t)
converges strongly in L1 to u(x, t) as ε→ 0 by using the technique of “doubling
of variables” ([9, Proposition 3.2]).
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We now give the precise assumptions in this paper:
(H1) The flux function B : R → Rd is of class C2 and its derivatives denoted
by b = (b1, . . . , bd) have at most polynomial growth.
(H2) The diffusion matrix A = (Aij) : R → Rd×d is symmetric and positive
semidefinite. Its square-root matrix denoted by σ is also symmetric and
positive semidefinite. We assume that σ is bounded and locally γ-Ho¨lder
continuous for some γ > 1/2.
(H3) For each z ∈ L2(Td), Φ(z) : H → L2(Td) is defined by Φ(z)ek = gk(·, z(·)),
where gk ∈ C(Td × R) satisfies the following conditions:
G2(x, ξ) =
∞∑
k=1
|gk(x, ξ)|2 ≤ C(1 + |ξ|2), (3)
∞∑
k=1
|gk(x, ξ)− gk(y, ζ)|2 ≤ C
(
|x− y|2 + |ξ − ζ|r(|ξ − ζ|)
)
(4)
for every x, y ∈ Td, ξ, ζ ∈ R. Here, C is a constant and r is a continuous
non-decreasing function on R+ with r(0) = 0.
These assumptions are the same as that of [8], but it is assumed in [8] that the
function r also satisfies the following additional condition:
r(δ) ≤ Cδα, δ < 1
for some α > 0.
This paper is organized as follows. In Section 2, we introduce the notion of
kinetic solutions to (1), (2) by using the kinetic formulation and state the main
result of existence. We construct approximate solutions to (1), (2) and give
some fundamental lemmas concerning these approximations. In Section 3 we
show that the approximate solutions are indeed defined on the whole interval
[0, T ). Section 4 is devoted to the proof of the main theorem.
2 Preliminaries and the main result
We give the definition of solution in this section. Define
f+(u, ξ) =
{
1 if ξ < u,
0 if ξ ≥ u, and f
−(u, ξ) =
{
−1 if ξ > u,
0 if ξ ≤ u.
Hereafter, we will use the notation A : B =
∑
i,j aijbij for two matrices
A = (aij), B = (bij) of the same size.
Definition 2.1 (Kinetic measure). A map m from Ω to M+b (Td × [0, T )×R),
the set of non-negative finite measures over Td×[0, T )×R, is said to be a kinetic
measure if
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(i) m is weakly measurable, i.e., for each φ ∈ Cb(Td × [0, T ) × R) the map
m(φ) : Ω→ R is measurable,
(ii) m vanishes for large ξ in the following sense:
lim
R→∞
Em(Td × [0, T )× {ξ ∈ R;R ≤ |ξ|}) = 0, (5)
(iii) for all φ ∈ Cb(Td × R), the process
t 7→
∫
Td×[0,t]×R
φ(x, ξ) dm(x, s, ξ) (6)
is predictable.
Definition 2.2 (Kinetic solution). Let u0 ∈ Lp(Ω,F0, dP ;Lp(Td)) and u ∈
Lp(Ω× [0, T ),P , dP ⊗ dt;Lp(Td)) ∩ Lp(Ω;L∞(0, T ;Lp(Td))) for all p ∈ [1,∞),
where P is the predictable σ-algebra on Ω × [0, T ) associated to (Ft). Assume
that div
∫ u
0 σ(ζ) dζ ∈ L2(Ω × Td × [0, T )) and for any φ ∈ Cb(R) the following
chain rule formula holds true:
div
∫ u
0
φ(ζ)σ(ζ) dζ = φ(u) div
∫ u
0
σ(ζ) dζ in D′(Td) a.e. (ω, t). (7)
Let n1 : Ω →M+b (Td × [0, T )× R) be defined as follows: for any φ ∈ Cb(Td ×
[0, T )× R),
n1(φ) =
∫ T
0
∫
Td
∫
R
φ(x, t, ξ)
∣∣∣∣div
∫ u
0
σ(ζ) dζ
∣∣∣∣
2
dδu(x,t)(ξ)dxdt, (8)
where δu is the Dirac measure centered at u.
Then u is said to be a kinetic solution to (1)-(2) with initial datum u0 if there
exists a kinetic measure m ≥ n1, P -a.s., such that the pair (u,m) satisfies a
kinetic formulation: for all ϕ ∈ C∞c (Td × [0, T )× R), P -a.s.,∫ T
0
∫
Td
∫
R
f±(u, ξ)(∂t + b(ξ) · ∇+A(ξ) : D2)ϕ dξdxdt
+
∫
Td
∫
R
f±(u0, ξ)ϕ(0) dξdx
= −
∞∑
k=1
∫ T
0
∫
Td
gk(x, u)ϕ(x, t, u) dxdβk(t)
− 1
2
∫ T
0
∫
Td
G2(x, u)∂ξϕ(x, t, u) dxdt+
∫
Td×[0,T )×R
∂ξϕ dm. (9)
Remark 2.1. The above definition concerning the notion of kinetic solution has
been introduced in [8]. For the advantage of kinetic solutions as well as kinetic
formulations in the stochastic case, we refer to [8], [9], [10], [15].
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We are now in a position to state our main result.
Theorem 2.1. Let u0 ∈ Lp(Ω;Lp(Td)) for all p ∈ [1,∞). Under the assump-
tions (H1), (H2), (H3), there exists a unique kinetic solution to (1), (2), which
has almost surely continuous orbits in Lp(Td). Moreover,
E‖u1(t)− u2(t)‖L1(Td) ≤ E‖u1,0 − u2,0‖L1(Td)
for all kinetic solutions u1, u2 to (1), (2) with initial data u1,0 and u2,0, respec-
tively.
Remark 2.2. The uniqueness has been proved in [8] while the existence is
obtained under the further additional assumption that for some α > 0, r(δ) ≤
Cδα, δ < 1. Namely we here obtain the existence under the same assumptions
that are assumed in order to obtain the uniqueness.
Let us now explain the construction and some properties of the approximate
solutions. We consider the following two equations: for 0 ≤ s < t ≤ T ,{
dv = Φ(v)dW (t)
v(·, s) = vs(·)
(10)
and {
∂tu+ div(B(u)) = div(A(u)∇u)
u(·, s) = us(·).
(11)
Let R(t, s) and S(t− s) be the solution operators of (10) and (11), respectively.
Namely we can write
v(t, s) = R(t, s)vs and u(t, s) = S(t− s)us.
For the SDE (10) we have
Lemma 2.1. Let vs ∈ Lp(Ω;Fs, dP ;Lp(Td)) for p ≥ 1. There exists a unique
kinetic solution v(t, s) to (10), which has a representative in Lp(Ω;L∞(s, T ;Lp(Td)))
with almost surely continuous trajectories in Lp(Td). Besides, it satisfies the fol-
lowing “strong” kinetic formulation at all t ∈ [s, T ), that is, weak in (x, t) only:
P -a.s., for all t ∈ [s, T ), for all ϕ ∈ C∞c (Td × R),
−
∫
Td
∫
R
f±(v(t, s), ξ)ϕ dξdx+
∫
Td
∫
R
f±(vs, ξ)ϕ dξdx
= −
∞∑
k=1
∫ t
s
∫
Td
gk(x, v(t, s))ϕ(x, v(r, s)) dxdβk(r)
− 1
2
∫ t
s
∫
Td
G2(x, v(r, s))∂ξϕ(x, v(r, s)) dxdr. (12)
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Proof. Let us recall the existence proof of [10, Section 4], and so vηs is a smooth
approximation of vs, Φη is a suitable Lipschitz approximation of Φ satisfying
(3), (4) uniformly, gηk and G
η are defined as in the case η = 0. Moreover, we
may assume that gηk ∈ C∞c (Td × R) and gηk = 0 for k ≥ 1/η.
In the case of no flux one can take the following approximations instead of
parabolic approximations:
dvη = Φη(v
η) dW (t),
vη(x, 0) = vηs (x),
(x, t) ∈ Td × (s, T ),
x ∈ Td.
It is shown in [7, Theorem 7.4] (also see [13, Theorem 3.15]) that the above
SDE has a unique L2(Td) valued continuous mild solution vη. Thanks to [13,
Theorem 3.2], vη is indeed a strong solution. Moreover, it is also shown in [7]
and [13] that using the Itoˆ formula and the Gronwall lemma one can obtain
E‖vη(t)‖2L2(Td) ≤ C(T )
(
1 + E‖vηs ‖2L2(Td)
)
.
Also, for p ≥ 2, by the Itoˆ formula applied to |v|p and a martingale inequality
E
(
sup
t∈[s,T )
‖vη‖p
Lp(Td)
) ≤ C(p, vηs , T ).
From now on we can proceed with the proof by the same manner as in [10,
Section 4]. However, we note that in this case the kinetic measure mη =
η|∇vη|2δvη=ξ disappears owing to no viscosity η∆vη in the approximate equa-
tion; and besides, due to the fact that vη is sufficiently regular one sees that it
satisfies the corresponding kinetic formulation without any measure. Therefore
there exists a kinetic solution v(t, s) to (10) with the kinetic measurem = 0. Fur-
thermore, by virtue of the uniqueness and reduction theorem ([10, Theorem 15,
Corollary 16]) we see that v(t, s) has a representative in Lp(Ω;L∞(s, T ;Lp(Td)))
with almost surely continuous trajectories in Lp(Td). In particular, we can re-
gard v(·, s) as a function of C([s, T );L1(Td)) P -a.s.. Let t ∈ [s, T ) and let {tj} be
a sequence in [s, T ) such that limj→∞ tj = t and P -a.s., limj→∞ v(tj , s) = v(t, s)
a.e. x ∈ Td. From the first part of the proof of Theorem 6.4 in [8], we find that
P -a.s., limj→∞ f
±(v(tj , s), ξ) = f
±(v(t, s), ξ) weakly-∗ in L∞(Td × R). This
inplies that f(v(·, s), ξ) is weakly-∗ continuous in L∞(Td × R), P -a.s.. Hence
the strong kinetic formulation at every t ∈ [s, T ) follows from the kinetic for-
mulation (7) as in [10] which has no flux and no kinetic measure by taking
appropriate test functions ϕ (see [10, equation (22)]).
Lemma 2.2. For p ≥ 2,
E‖v(t, s)‖p
Lp(Td)
≤ eK(t−s)
(
E‖vs‖pLp(Td) +KT (t− s)
)
, (13)
where K is a constant depending on p and C appearing in (3) and KT a constant
depending on T as well.
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Proof. It suffices to show the estimate for s = 0, and write v(t) = v(t, 0). Take
ϕ±n (ξ) = p|ξ|p−1(ξ)±Ψn(ξ) as a test function in (12), where Ψn is a cut off
function on R defined by Ψn(ξ) = 1 if |ξ| ≤ n, Ψn(ξ) = 0 if |ξ| ≥ 2n and
|Ψ′n(ξ)| ≤ Cn . Letting n→∞, summing (12) for f+ and for f−, we have
‖v(t)‖p
Lp(Td)
= ‖v(0)‖p
Lp(Td)
+ p
∫ t
0
∫
Td
|v(s)|p−2v(s)Φ(v(s)) dxdβk(s)
+
1
2
p(p− 1)
∫ t
0
∫
Td
|v(s)|p−2
∞∑
k=1
|gk(x, v)|2 dxds,
for almost surely, for all t ∈ [0, T ). Taking expectation and using (3) we have
E‖v(t)‖p
Lp(Td)
≤ E‖v(0)‖p
Lp(Td)
+Kt+K
∫ t
0
E‖v(s)‖p
Lp(Td)
ds,
which, together with the Gronwall inequality, yields the desired estimate.
On the other hand, Chen and Perthame [6] has already proved the well-
posedness of the deterministic anisotropic degenerate parabolic equation (11):
For each us(·) ∈ L1(Td) there exists a unique kinetic solution u(t, s) ∈ C([s, T );L1(Td))
in the sense of the deterministic version of Definition 2.2 (see [6, Definition 2.2]
and Remark 2.3 below). Besides we have for all t ∈ [s, T ) and p ∈ [1,∞],
‖u1(t)− u2(t)‖L1(Td) ≤ ‖u1(s)− u2(s)‖L1(Td), (14)
‖u1(t)‖Lp(Td) ≤ ‖u1(s)‖Lp(Td), (15)
where ui, i = 1, 2, are arbitrary kinetic solutions to (11).
To prove our existence theorem we propose to approximate the equations
(1)-(2) as follows. Let ε > 0 and let tε0 = 0, u˜
ε
0 = u0. For n ∈ N∪{0}, if tεn < T ,
define
tεn+1 := inf{t > tεn; E‖S(t− tεn)u˜εn − u˜εn‖L1(Td) > ε} ∧ (tεn + ε) ∧ T,
uεn := S(t
ε
n+1 − tεn)u˜εn, u˜εn+1 := R(tεn+1, tεn)uεn;
if tεn = T , define t
ε
n+1 = T where a∧b = min{a, b}. Then define the approximate
solutions vε and v˜ε by
vε(t) := R(t, tεn)u
ε
n for t ∈ [tεn, tεn+1) a.s.,
v˜ε(t) := S(t− tεn)u˜εn for t ∈ [tεn, tεn+1) a.s.
Set T ε = supn≥1 t
ε
n. Obviously, v
ε and v˜ε are the functions defined on [0, T ε)
such that
vε(x, tεn) = u
ε
n(x), v
ε(x, tεn+1 − 0) = u˜εn+1(x),
v˜ε(x, tεn) = u˜
ε
n(x), v˜
ε(x, tεn+1 − 0) = uεn(x).
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By virtue of Lemma 2.2 and (15) vε and v˜ε satisfy the following estimates,
respectively: for any p ≥ 1 there exists a constant C depending on p, on the
terminal T and on the initial condition u0 but not on ε such that for all t ∈
[0, T ε),
E‖vε(t)‖p
Lp(Td)
≤ C, (16)
E‖v˜ε(t)‖p
Lp(Td)
≤ C. (17)
Indeed, in the case of vε, we can calculate as follows. For any t ∈ [0, T ε) there
exists a interval [tεn, t
ε
n+1) which includes t. Then using Lemma 2.2 and (15)
repeatedly, we have
E‖vε(t)‖p
Lp(Td)
≤ eK(tεn+1−tεn)E‖uεn‖pLp(Td) + eK(t
ε
n+1−t
ε
n)KT (t
ε
n+1 − tεn)
≤ eK(tεn+1−tεn)E‖u˜εn‖pLp(Td) + eK(t
ε
n+1−t
ε
n)KT (t
ε
n+1 − tεn)
≤ eK(tεn+1−tεn−1)E‖uεn−1‖pLp(Td)
+ eK(t
ε
n+1−t
ε
n−1)KT (t
ε
n+1 − tεn−1) + eK(t
ε
n+1−t
ε
n)KT (t
ε
n+1 − tεn)
≤ · · ·
≤ eKtεn+1E‖u0‖pLp(Td) +
n∑
k=0
eK(t
ε
n+1−t
ε
k)KT (t
ε
k+1 − tεk)
≤ eKT
(
E‖u0‖pLp(Td) +KTT
)
.
Thus we obtain the estimate (16). The estimate (17) will be proved in the same
fashion.
We now derive the kinetic formulation satisfied by the approximate solutions
vε, v˜ε. Let ϕ ∈ C∞c (Td×R). vε satisfies the strong kinetic formulation at every
t ∈ [tεn, tεn+1) by Lemma 2.1: P -a.s., for all t ∈ [tεn, tεn+1),
−
∫
Td
∫
R
f±(vε(t), ξ)ϕ dξdx +
∫
Td
∫
R
f±(uεn, ξ)ϕ dξdx
= −
∞∑
k=1
∫ t
tεn
∫
Td
gk(x, v
ε)ϕ(x, vε) dxdβk(s)
− 1
2
∫ t
tεn
∫
Td
G2(x, vε)∂ξϕ(x, v
ε) dxds. (18)
On the other hand, note that v˜ε ∈ C([tεn, tεn+1);L1(Td)) as stated after the
proof of Lemma 2.2. Hence v˜ε satisfies the strong kinetic formulation at every
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t ∈ [tεn, tεn+1) (see Remark 2.3 below):
−
∫
Td
∫
R
f±(v˜ε(t), ξ)ϕ dξdx+
∫
Td
∫
R
f±(u˜εn, ξ)ϕ dξdx
+
∫ t
tεn
∫
Td
∫
R
f±(v˜ε(s), ξ)(b(ξ) · ∇+A(ξ) : D2)ϕ dξdxds
=
∫
Td×[tεn,t]×R
∂ξϕ dm
ε
n, (19)
P -a.s., for all t ∈ [tεn, tεn+1), where mεn is the associated entropy dissipation
measure on Td × [tεn, tεn+1)× R, a.s. such that mεn ≥ nε1,n and
lim
R→∞
mεn(T
d × [tεn, tεn+1)× {ξ ∈ R;R ≤ |ξ|}) = 0, a.s.,
and nε1,n is the parabolic dissipation measure on T
d × [tεn, tεn+1) × R which is
defined by (8) with u replaced by v˜ε. Letting t ↑ tεn+1 in the kinetic formulations
(18) and (19), we have
−
∫
Td
∫
R
f±(u˜εn+1, ξ)ϕ dξdx +
∫
Td
∫
R
f±(uεn, ξ)ϕ dξdx
= −
∞∑
k=1
∫ tεn+1
tεn
∫
Td
gk(x, v
ε)ϕ(x, vε) dxdβk(s)
− 1
2
∫ tεn+1
tεn
∫
Td
G2(x, vε)∂ξϕ(x, v
ε) dxds, (20)
and
−
∫
Td
∫
R
f±(u˜εn, ξ)ϕ dξdx +
∫
Td
∫
R
f±(u˜εn, ξ)ϕ dξdx
+
∫ tεn+1
tεn
∫
Td
∫
R
f±(v˜ε(s), ξ)(b(ξ) · ∇+A(ξ) : D2)ϕ dξdxds
=
∫
Td×[tεn,t
ε
n+1)×R
∂ξϕ dm
ε
n. (21)
Now take any t ∈ [0, T ε). Then there exists an interval [tεn, tεn+1) which includes
t. Summing (20), (21) over 0 to n − 1 and then summing (18), (19) for t ∈
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[tεn, t
ε
n+1), we have
−
∫
Td
∫
R
f±(vε(t), ξ)ϕ dξdx−
∫
Td
∫
R
f±(v˜ε(t), ξ)ϕ dξdx
+
∫
Td
∫
R
f±(vε(tε), ξ)ϕ dξdx +
∫
Td
∫
R
f±(u0, ξ)ϕ dξdx
+
∫ t
0
∫
Td
∫
R
f±(v˜ε(s), ξ)(b(ξ) · ∇+A(ξ) : D2)ϕ dξdxds
= −
∞∑
k=1
∫ t
0
∫
Td
gk(x, v
ε)ϕ(x, vε) dxdβk(s)
− 1
2
∫ t
0
∫
Td
G2(x, vε)∂ξϕ(x, v
ε) dxds+
∫
[0,t]×Td×R
∂ξϕ dm
ε, (22)
a.s., for ϕ ∈ C∞c (Td×R) and t ∈ [0, T ε), where we have used the notations that
mε =
∑∞
n=0m
ε
n and t
ε = tεk if t ∈ [tεk, tεk+1), k ∈ N ∪ {0}. We note that mε is
almost surely finite by virtue of the following lemma.
Lemma 2.3. For any p ≥ 0, there exists a constant C = C(p, u0, T ) ≥ 0 such
that for all ε ∈ (0, 1) the measure mε satisfies the following estimate:
E
∫
Td×[0,T ε)×R
|ξ|p dmε(x, t, ξ) ≤ C. (23)
Proof. From (18) and (19), we deduce the following type of a kinetic formulation:
−
∫
Td
∫
R
χ(vε(t), ξ)ϕ dξdx+
∫
Td
∫
R
χ(u0, ξ)ϕ dξdx
+
∫ tε
0
∫
Td
∫
R
χ(v˜ε, ξ)(b(ξ) · ∇+A(ξ) : D2)ϕ dξdxds
= −
∞∑
k=1
∫ t
0
∫
Td
gk(x, v
ε)ϕ(x, vε) dxdβk(s)
− 1
2
∫ t
0
∫
Td
G2(x, vε)∂ξϕ(x, v
ε) dxds+
∫
Td×[0,tε]×R
∂ξϕ dm
ε, (24)
a.s., for ϕ ∈ C∞c (Td × R) and t ∈ [0, T ε), where χ is an equilibrium function,
i.e., χ(w, ξ) = 1 if 0 < ξ < w, χ(w, ξ) = −1 if w < ξ < 0 and χ(w, ξ) = 0
otherwise. Since for any p ≥ 0, vε(t) and v˜ε(t) are functions of Lp+2(Td) a.s.
by virtue of (16) and (17), we can take (x, ξ) 7→ 1p+1 |ξ|pξ as a test function. We
then get∫
Td×[0,tε]×R
|ξ|p dmε(x, t, ξ)
= − 1
(p+ 1)(p+ 2)
‖vε(t)‖p+2
Lp+2(Td)
+
1
(p+ 1)(p+ 2)
‖u0‖p+2Lp+2(Td)
+
1
p+ 1
∞∑
k=1
∫ t
0
∫
Td
gk(x, v
ε(s)) |vε(s)|p vε(s) dxdβk(s)
+
1
2
∫ t
0
∫
Td
G2(x, vε(s)) |vε(s)|p dxds. (25)
Taking expectation, from the assumption (3) and the estimate (16), we deduce
E
∫
Td×[0,tε]×R
|ξ|p dmε(x, s, ξ) ≤ C,
for any t ∈ [0, T ε). Then letting t ↑ T ε, we get the conclusion by Fatou’s
lemma.
Lemma 2.4. For all p ∈ [2,∞) there exists a constant C = C(p, u0, T ) ≥ 0 such
that for all ε ∈ (0, 1) the approximate solutions vε and v˜ε satisfy the following
energy inequalities:
E sup
t∈[0,T ε)
‖vε(t)‖p
Lp(Td)
≤ C, (26)
E sup
t∈[0,T ε)
‖v˜ε(t)‖p
Lp(Td)
≤ C. (27)
Proof. We prove the lemma only in the case of vε. The case of v˜ε will be done
in a similar fashion. We can take (x, ξ) 7→ p|ξ|p−2ξ for p ≥ 2 as a test function
in (24). Then we get
− ‖vε(t)‖p
Lp(Td)
+ ‖u0‖pLp(Td)
= −p
∞∑
k=1
∫ t
0
∫
Td
gk(x, v
ε(s))|vε(s)|p−2vε(s) dxdβk(s)
− p(p− 1)
2
∫ t
0
∫
Td
G2(x, vε(s))|vε(s)|p−2 dxds
+ p(p− 1)
∫
Td×[0,tε]×R
|ξ|p−2 dmε(x, s, ξ).
After dropping the term of the non-negative measure mε, take supremum, ex-
pectation and use the assumption (3) to obtain
E sup
t∈[0,T ε)
‖vε(t)‖p
Lp(Td)
≤ E‖u0‖pLp(Td) + C
(
1 +
∫ T ε
0
‖vε(s)‖p
Lp(Td)
ds
)
+ pE sup
t∈[0,T ε)
∣∣∣∣∣
∞∑
k=1
∫ t
0
∫
Td
gk(x, v
ε(s)) |vε(s)|p−2 vε(s) dxdβk(s)
∣∣∣∣∣ .
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For the term of stochastic integral we employ the Burkholder-Davis-Gundy in-
equality, the Schwarz inequality, the assumption (3) and also the weighted Young
inequality to obtain
pE sup
t∈[0,T ε)
∣∣∣∣∣
∞∑
k=1
∫ t
0
∫
Td
gk(x, v
ε(s)) |vε(s)|p−2 vε(s) dxdβk(s)
∣∣∣∣∣
≤ CE
(
∞∑
k=1
∫ T ε
0
(∫
Td
gk(x, v
ε(s)) |vε(s)|p−1 dx
)2
ds
) 1
2
≤ CE
(∫ T ε
0
‖vε(s)‖p
Lp(Td)
(∫
Td
G2(x, vε(s)) |vε(s)|p−2 dx
)
ds
) 1
2
≤ CE
(
sup
t∈[0,T ε)
‖vε(t)‖p
Lp(Td)
) 1
2
(
1 +
∫ T ε
0
‖vε(s)‖p
Lp(Td)
ds
) 1
2
≤ 1
2
E sup
t∈[0,T ε)
‖vε(t)‖p
Lp(Td)
+ CE
(
1 +
∫ T ε
0
‖vε(s)‖p
Lp(Td)
ds
)
. (28)
Therefore the conclusion easily follows from (16).
We now give some properties of the approximate solutions vε, v˜ε and the
measure mε which follow from Lemmas 2.3 and 2.4. Taking the square of (25)
for p = 0, then expectation, we get
E
∣∣mε(Td × [0, T ε)× R)∣∣2 ≤ C, (29)
where a constant C depends on p, T , u0 but not on ε. Here we estimated the
stochastic term in the same manner as that of (28) in order to obtain (29). On
the other hand, since vε satisfies the strong kinetic formulation (18) at every
t ∈ [tεn, tεn+1), we have
E‖vε(t)− vε(s)‖L1(Td) =
∫
Td
E
∣∣∣∣∣
∞∑
k=1
∫ t
s
gk(x, v(x, r)) dβk(r)
∣∣∣∣∣ dx,
for any tεn ≤ s ≤ t < tεn+1. We estimate the right hand side of the above
equality in the same manner as that of (28) again. Consequently, noting that
tεn+1 − tεn ≤ ε, one has that for any n ∈ N ∪ {0}, tεn ≤ s ≤ t < tεn+1
E‖vε(t)− vε(s)‖L1(Td) ≤ CTε1/2 (30)
where the constant C depends on only u0, T . Moreover, from the construction
of the partition {tεn}, it is clear that
E‖v˜ε(t)− v˜ε(s)‖L1(Td) ≤ 2ε. (31)
13
Remark 2.3. Let t∗ ∈ (tεn, tεn+1). Since v˜ε ∈ C([tεn, tεn+1);L1(Td)), we have
that there exists an increasing sequence {tj} such that limj→∞ tj = t∗ and
limj→∞ v˜
ε(tj) = v˜
ε(t∗) for a.e. x ∈ Td. From the first part of the proof of
Theorem 6.4 in [8], we find that limj→∞ f
±(v˜ε(tj), ξ) = f
±(v˜ε(t∗), ξ) weakly-∗
in L∞(Td ×R). This means that the left weak-∗ limit of f±(v˜ε(t), ξ) is equilib-
rium. Clearly, f±(v˜) is at equilibrium. Therefore, according to [10, Remark 12]
the associated kinetic measure mεn in (19) has no atom on [t
ε
n, t
ε
n+1).
Remark 2.4. Since the kinetic solution u is defined as a function of Lp(Ω;L∞(0, T ;Lp(Td))),
p ≥ 1, the associated kinetic measure might have atoms if the kinetic function
f±(u, ξ) was discontinuous with respect to t. However, it is shown in [8, Corol-
lary 3.4] that there exists a representatives of u which has, in fact, surely con-
tinuous trajectories in Lp(Td). Therefore, one sees that the kinetic measure m
has no atom by the same reason as in Remark 2.3 above.
In the proof of existence in [8] a kinetic solution u is constructed first in
Lp(Ω × (0, T );Lp(Td)) ∩ Lp(Ω;L∞(0, T ;Lp(Td))) and then it is shown that u
belongs to C([0, T );Lp(Td)) almost surely. On the other hand, in the present
paper a kinetic solution will be directly constructed in C([0, T );L1(Td)).
3 The time global approximate solutions
In this section, we will show that the partition {tεn} constructed as above is
actually a finite partition of [0, T ).
Proposition 3.1. Let ε > 0. There exists a natural number M = M(ε) such
that tεM = T .
To this end, we introduce mollifiers on Td and R denoted by (ρη) and by
(ψδ), respectively, and set αη,δ = αη,δ(x, y, ξ, ζ) = ρη(x − y)ψδ(ξ − ζ). We now
need the following next two lemmas.
Lemma 3.1 (Doubling of variables for (10)). Let ε, η, δ > 0. For each u˜εn, it
holds that
− E
∫
(Td)2×R2
f+(u˜εn(x), ξ)f
−(u˜εn(y), ζ)αη,δ dζdξdydx
≤ −E
∫
(Td)2×R2
f+(uεn−1(x), ξ)f
−(uεn−1(y), ζ)αη,δ dζdξdydx
+ C(tεn − tεn−1)(η2δ−1 + r(δ)),
where C is a constant independent of ε, η, δ.
Proof. This Lemma is a special case of [10, Theorem 15] such that no flux term
appears. In particular see the estimate (35) in [10] there.
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Lemma 3.2 (Doubling of variables for (11)). Let ε, η, δ > 0. For each uεn, it
holds that
− E
∫
(Td)2×R2
f+(uεn(x), ξ)f
−(uεn(y), ζ)αη,δ dζdξdydx
≤ −E
∫
(Td)2×R2
f+(u˜εn(x), ξ)f
−(u˜εn(y), ζ)αη,δ dζdξdydx
+ C(tεn − tεn−1)(η−1δ + η−2δ2γ),
where C is a constant independent of ε, η, δ.
Proof. This is a case of a restriction of [8, Theorem 3.3] to the deterministic
equation. In a similar manner as in the proof of it we can obtain our estimate.
Note that we need only the estimate of the terms I and J which appear in
there.
Proof of Proposition 3.1. Let ε > 0. By contradiction let us assume that tεn < T
for all n ∈ N. Since {tεn} is increasing sequence, there exists some T¯ ≤ T such
that tεn ↑ T¯ as n→∞. Then {uεn : n ∈ N} is a Cauchy sequence in L1(Ω×Td).
To see this, set for η, δ > 0 and n,m ∈ N, n < m,
H±(η, δ, n,m) = E
∫
Td
(uεn(x) − uεm(x))± dx
+ E
∫
(Td)2×R2
f±(uεn(x), ξ)f
∓(uεm(y), ζ)αη,δ dζdξdydx.
Then by formulations (18) and (19)
E
∫
Td
(uεn(x)− uεm(x))± dx
= −E
∫
(Td)2×R2
f±(uεn(x), ξ)f
∓(uεn(y), ζ)αη,δ dζdξdydx
− E
∫ tεm+1
tεn+1
∫
(Td)2×R2
f±(uεn(x), ξ)f
∓(v˜ε(y, s), ζ)
× (b(ξ) · ∇y +A(ξ) : D2y)αη,δ dζdξdydxds
− 1
2
E
∫ tεm
tεn
∫
(Td)2×R2
f±(uεn(x), ξ)G
2(y, ζ)∂ζαη,δ dδvε(y,s)(ζ)dξdydx
+ E
∫
Td×[tεn+1,t
ε
m+1)×R
∫
Td×R
f±(uεn(x), ξ)∂ζαη,δ dξdxdm
ε(y, s, ζ)
+H±(η, δ, n,m).
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We use Lemmas 3.1 and 3.2 repeatedly to get
− E
∫
(Td)2×R2
f±(uεn(x), ξ)f
∓(uεn(y), ζ)αη,δ dζdξdydx
≤ −E
∫
(Td)2×R2
f±(u0(x), ξ)f
∓(u0(y), ζ)αη,δ dζdξdydx
+ Ctεn(η
−1δ + η−2δ2γ + η2δ−1 + r(δ)),
and hence we get
|H±(η, δ, n,m)|
≤
∣∣∣∣E
∫
(Td)2×R
f±(uεn(x), ξ)ρη(x − y)
{
f∓(uεm(x), ξ) − f∓(uεm(y), ξ)
}
dξdx
∣∣∣∣
+
∣∣∣∣
∫
(Td)2×R2
f±(uεn(x), ξ)αη,δ
{
f∓(uεm(y), ξ) − f∓(uεm(y), ζ)
}
dζdξdydx
∣∣∣∣
≤ E
∫
(Td)2
ρη(x− y)
∣∣∣uεm(x) − uεm(y)∣∣∣ dydx+ δ
≤ −2E
∫
(Td)2×R2
f+(uεm(x), ξ)f
−(uεm(y), ζ)αη,δ dζdξdydx + 2δ
≤ −2E
∫
(Td)2×R2
f+(u0(x), ξ)f
−(u0(y), ζ)αη,δ dζdξdydx
+ Ctεm(η
−1δ + η−2δ2γ + η2δ−1 + r(δ)) + 2δ.
Therefore one has
E
∫
Td
|uεn(x) − uεm(x)| dx
≤ −3E
∫
(Td)2×R2
f+(u0(x), ξ)f
−(u0(y), ζ)αη,δ dζdξdydx
+ Cη,δ
(
tεm+1 − tεn+1 + Emε(Td × [tεn+1, tεm+1)× R)
)
+ Ctεm
(
η−1δ + η−2δ2γ + η2δ−1 + r(δ)
)
+ 2δ,
where Cη,δ is a constant which depends on η and δ. Since Em
ε(Td×[0, T )×R) ≤
C(u0, T ) by Lemma 2.3, first letting n,m → ∞ and then letting η → 0 with
δ = ηθ, θ ∈ (1/γ, 2), yields
lim
n,m→∞
E
∫
Td
|uεn(x)− uεm(x)| dx = 0.
Set u¯ε := limn→∞ u
ε
n and
h := inf{s > 0;E‖S(T¯ + s)u¯ε − u¯ε‖L1(Td) > ε/3} ∧ T¯ /2.
Since h > 0, there exists N0 ∈ N such that for all n ≥ N0,
T¯ − h < tεn < T¯ and E‖u¯ε − uεn‖L1(Td) < ε/3.
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It follows from the L1-contraction property (14) that
E‖S(tεn+1 − tεn)uεn − uεn‖L1(Td)
≤ E‖S(tεn+1 − tεn)(uεn − u¯ε)‖L1(Td)
+ E‖S(tεn+1 − tεn)u¯ε − u¯ε‖L1(Td) + E‖u¯ε − uεn‖L1(Td)
≤ E‖S(tεn+1 − tεn)u¯ε − u¯ε‖L1(Td) + 2E‖u¯ε − uεn‖L1(Td) < ε.
Therefore by the definition of tεn+1, we must have t
ε
n+1 = (t
ε
n+ ε)∧T . However,
since tεn+1 < T by our assumption, it yields that t
ε
n+1 = t
ε
n+ε, which contradicts
that tεn ↑ T¯
4 Convergence of the approximate solutions
We start from the following Chebyshev inequality:
Lemma 4.1. Let (X,µ) be a finite mesure space and let f ∈ L1(X). Set
M = ‖f‖L1(X). Then for any λ > 0,
µ({|f | ≥Mλ−1}) ≤ λ.
Proof. Set A = {|f | ≥Mλ−1}. Assume that µ(A) > λ. Then we have
M =
∫
X
|f | dµ ≥
∫
A
|f | dµ ≥ M
λ
µ(A) > M.
This is a contradiction.
Proposition 4.1 (Doubling of variables). Let ε, ε′, η, δ > 0. Then for all t ∈
[0, T ) we have
− E
∫
(Td)2×R2
{
f+(vε(x, t), ξ) + f+(v˜ε(x, t), ξ)− f+(vε(x, tε), ξ)
}
×
{
f−(vε
′
(y, t), ζ) + f−(v˜ε
′
(y, t), ζ)− f−(vε′(y, tε′), ζ)
}
αη,δ dζdξdydx
≤ G(η, δ, ε, ε′),
where G(η, δ, ε, ε′) is nonnegative and satisfies
lim
η↓0
lim
ε,ε′↓0
G(η, ηθ, ε, ε′) = 0 (32)
for θ ∈ (1/γ, 2).
Proof. To simplify the notation we will drop the variable x of vε(x, t) and the
variable y of vε
′
(y, t). In the same way as in [8, Proposition 3.2] and [15,
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Proposition 3.2], we can obtain
− E
∫
(Td)2×R2
{
f+(vε(t), ξ) + f+(v˜ε(t), ξ)− f+(vε(tε), ξ)
}
×
{
f−(vε
′
(t), ζ) + f−(v˜ε
′
(t), ζ) − f−(vε′ (tε′), ζ)
}
αη,δ dζdξdydx
≤ −E
∫
(Td)2×R2
f+(u0, ξ)f
−(u0, ζ)αη,δ dζdξdydx
+ I + J +K + I ′ + J ′1 + J
′
2 +K
′
where
I = −E
∫ t
0
∫
(Td)2×R2
f+(v˜ε(s), ξ)f−(v˜ε
′
(s), ζ)
× (b(ξ)− b(ζ)) · ∇xαη,δ dζdξdydxds,
J = −E
∫ t
0
∫
(T)d×R2
f+(v˜ε(s), ξ)f−(v˜ε
′
(s), ζ)
× (A(ξ) +A(ζ)) : D2xαη,δ dζdξdydxds
− E
∫
[0,t]×Td×R
∫
Td×R
αη,δ dδv˜ε(s)(ξ)dxdn
ε′
1 (y, s, ζ)
− E
∫
[0,t]×Td×R
∫
Td×R
αη,δ dδv˜ε′ (s)(ζ)dydn
ε
1(x, s, ξ),
K =
1
2
E
∫ t
0
∫
(Td)2×R2
∞∑
k=1
|gk(x, ξ) − gk(y, ζ)|2 αη,δ
× dδvε′ (s)(ζ)dδvε(s)(ξ)dydxds.
I ′ = −E
∫ t
0
∫
(Td)2×R2
{
f+(vε(s), ξ) − f+(vε(sε), ξ)
}
× f−(v˜ε′ (s), ζ)b(ζ) · ∇yαη,δ dζdξdydxds,
− E
∫ t
0
∫
(Td)2×R2
{
f−(vε
′
(s), ζ) − f−(vε′(sε′), ζ)
}
× f+(v˜ε(s), ξ)b(ξ) · ∇xαη,δ dζdξdydxds,
J ′1 = −E
∫ t
0
∫
(Td)2×R2
{
f+(vε(s), ξ)− f+(vε(sε), ξ)
}
× f−(v˜ε′(s), ζ)A(ζ) : D2yαη,δ dζdξdydxds,
− E
∫ t
0
∫
(Td)2×R2
{
f−(vε
′
(s), ζ)− f−(vε′(sε′ ), ζ)
}
× f+(v˜ε(s), ξ)A(ξ) : D2xαη,δ dζdξdydxds,
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J ′2 = E
∫
[0,t]×Td×R
∫
Td×R
{
f+(vε(s), ξ)− f+(vε(sε), ξ)
}
× ∂ζαη,δ dξdxdmε′ (y, s, ζ)
+ E
∫
[0,t]×Td×R
∫
Td×R
{
f−(vε
′
(s), ζ) − f−(vε′(sε′), ζ)
}
× ∂ξαη,δ dζdydmε(x, s, ξ),
and
K ′ = −1
2
E
∫ t
0
∫
(Td)2×R2
{
f+(v˜ε(s), ξ)− f+(vε(sε), ξ)
}
×G2(y, ζ)∂ζαη,δ dδvε′ (s)(ζ)dξdydxds
− 1
2
E
∫ t
0
∫
(Td)2×R2
{
f−(v˜ε
′
(s), ζ)− f−(vε′(sε′), ζ)
}
×G2(x, ξ)∂ξαη,δ dζdδvε(s)(ξ)dydxds,
where nε1 and n
ε′
1 are the parabolic dissipation measures associated with v˜
ε and
v˜ε
′
, respectively. By similar arguments as in [8, Theorem 3.3] and [15, Theorem
3.3] we can obtain
|I| ≤ Cη−1δ, |J | ≤ Cη−2δ2γ , K ≤ C(η2δ−1 + r(δ)),
where a constant C is independent of ε, ε′, η, δ. We now show that
lim
ε,ε′↓0
|I ′| = lim
ε,ε′↓0
|J ′1| = lim
ε,ε′↓0
|J ′2| = lim
ε,ε′↓0
|K ′| = 0.
We estimate the first term of I ′ as follows:∣∣∣∣∣E
∫ t
0
∫
(Td)2×R2
{
f+(vε(s), ξ)− f+(vε(sε), ξ)
}
× f−(v˜ε′(s), ζ)b(ζ) · ∇yαη,δ dζdξdydxds
∣∣∣∣∣
≤ E
∫ t
0
∫
(Td)2×Rζ×BR
∣∣∣f+(vε(s), ξ)− f+(vε(sε), ξ)∣∣∣|b(ζ)|∣∣∇yαη,δ∣∣
+ E
∫ t
0
∫
(Td)2×Rζ×BcR
∣∣∣f+(vε(s), ξ)− f+(vε(sε), ξ)∣∣∣|b(ζ)|∣∣∇yαη,δ∣∣
≤ CR,η,δE
∫ t
0
∫
Td
|vε(s)− vε(sε)| dxds
+ Cη,δ
∫ t
0
∫
{|vε(s)|∧|v˜ε(s)|≥R/2}
(1 + |vε(s)|p+1 + |v˜ε(s)|p+1) d(Ld ⊗ P )ds,
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where BR = (−R,R), p is the polynomial exponent of b and Ld is the Lebesgue
measure on Td. It follows that
E‖vε(s)− vε(sε)‖L1(Td) → 0, as ε ↓ 0.
Indeed, we can get the above limit from the following calculation: if s ∈
[tεn, t
ε
n+1),
E‖vε(s)− uεn‖L1(Td) = E
∫
Td
∣∣∣∣∣
∞∑
k=1
∫ s
tεn
gk(x, v(t)) dβk(t)
∣∣∣∣∣ dx
≤ CE
∫
Td
(∫ tεn+1
tεn
G2(x, v(t)) dt
) 1
2
dx
≤ C
(
E
∫
Td
∫ tεn+1
tεn
(
1 + |v(t)|2
)
dtdx
) 1
2
≤ C√ε,
where we used the Burkholder-Davis-Gundy inequality, (3) and Lemma 2.4.
Moreover it is easy to see from the estimates (26) and (27) that
(Ld ⊗ P )
({|vε(s)| ∧ |v˜ε(s)| > R})→ 0, as R→∞ uniformly in ε.
Therefore by the Lebesgue convergence theorem we deduce limε,ε′↓0 |I ′| = 0. In
the same manner as above, we also get that limε,ε′↓0 |J ′1| = 0 (notice that A(ξ)
becomes bounded from the assumption (H2)). Next we estimate K
′ as follows.
Set DR = {y ∈ Td; |vε′(s)| ≤ R}. Then∣∣∣∣12E
∫ t
0
∫
(Td)2
(
ψδ(v˜
ε(s)− vε′(s))− ψδ(vε(sε)− vε′ (s))
)
×G2(y, vε′(s))ρη(x − y) dxdyds
∣∣∣∣
≤ C‖ψ′δ‖L∞(R)E
∫ t
0
∫
(Td)2
(
1 + |vε′(s)|2
)
|v˜ε(s)− vε(sε)|ρη(x− y) dxdyds
≤ CδE
∫ t
0
∫
Td
|v˜ε(s)− vε(sε)| dxds
+ CδE
∫ t
0
∫
Td
∫
DR
|v˜ε(s)− vε(sε)|R2ρη(x− y) dxdyds
+ Cδ,ηE
∫ t
0
∫
Td
∫
Dc
R
|v˜ε(s)− vε(sε)||vε′ (s)|2 dxdyds
≤ Cδ(1 +R2)Tε
+ Cδ,η
{∫ t
0
E
∫
Td
|v˜ε(s)− vε(sε)|2 dxds
} 1
2
{∫ t
0
E
∫
DcR
|vε′(s)|4 dyds
} 1
2
.
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Here we used (3) and the following inequality
E
∫
Td
|v˜ε(s)− vε(sε)| dx ≤ 2ε for s ∈ [0, T )
by our construction of the partition of [0, T ). Thanks to Lemma 2.4 we see that
the second term on the right hand of the above inequality tends to 0 as R→∞
uniformly in ε and ε′. Consequently we obtain that limε,ε′↓0 |K ′| = 0. Finally
the term J ′2 is somewhat subtle. To estimate it we set
Lε = sup
0<ε′<1
E
∫
Td×[0,T )×R
‖v˜ε(s)− vε(sε)‖L1(Td) dmε
′
(y, s, ζ).
It is easy to see that
|J ′2| ≤ Cη,δ(Lε + Lε′).
By Lemma 2.3 and the arguments in [10, Section 4.1.2] there exist m0ε ∈
L2w(Ω;Mb) and a subsequence {ε′n}, which might depend on ε, such thatmε
′
n ⇀
m0ε in L
2
w(Ω;Mb)-weak* and
Lε = lim
n→∞
E
∫
Td×[0,T )×R
‖v˜ε(s)− vε(sε)‖L1(Td) dmε
′
n(y, s, ζ),
whereMb =Mb(Td×[0, T )×R) is the space of finite measures on Td×[0, T )×R
and L2w(Ω;Mb) is the space of all weak*-measurable mappings m : Ω → Mb
with E‖m‖2Mb < ∞. Note that the sequence {ε′n} doesn’t necessarily converge
to 0. We define for a.s. the measure m0 on [0, T ) by
m0(A) = sup
0<ε<1
∫
Td×[0,T )×R
1A(t) dm
0
ε(x, t, ξ) for A ∈ B([0, T )).
In the standard terminology m0 is probably called an outer measure, but we
follow the book of Evans and Gariepy [11] in order to refer to it. Here we remark
that m0 can be considered as a weakly measurable map from Ω to the space
of finite Radon (outer) measures on [0, T ), since we may assume without loss
of generality that ε tends to 0 through a sequence. Then we define the Radon
measure ν on [0, T ) by
ν(A) = Em0(·, A) for A ∈ B([0, T )).
We claim that m0(ω, ·) is absolutely continuous with respect to ν a.s. ω. To
show this we set
N = {B ∈ Gδ; ν(B) = 0},
where Gδ is the set of all Gδ-sets of [0, T ). For each B ∈ N there exists a null
set NB ∈ F satisfying m0(ω,B) = 0 for all ω ∈ N cB. Set N = ∪B∈NNB. Since
N is a countable set, N is also null set of F such that
m0(ω,B) = 0 for all B ∈ N and all ω ∈ N c.
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Now take any A ∈ B([0, T )) with ν(A) = 0. By the regularity of the Radon
measure ν there exists A∗ ∈ Gδ satisfying A ⊂ A∗ and ν(A∗) = ν(A) = 0.
Hence A∗ ∈ N and m0(ω,A) = m0(ω,A∗) = 0 for all ω ∈ N c. Thus we have
that m0(ω, ·) << ν(·) a.s. ω.
Let Dνm
0 be the derivative of m0 with respect to ν (see [11, p. 37]). Recall
that t 7→ m0(ω, (t − r, t + r)) and t 7→ ν((t − r, t + r)) are upper continuous
by [11, p. 39] and ω 7→ m0(ω, (t − r, t + r)) is measurable thanks to m0ε ∈
L2w(Ω;Mb([0, T ))). Hence
(ω, r) 7→ m
0(ω, (t− r, t+ r))
ν((t − r, t+ r))
is F ⊗ B([0, T ))-measurable. Then
Dνm
0 = lim
k→∞
m0(ω, (t− 1/k, t+ 1/k))
ν((t− 1/k, t+ 1/k)) ν-a.e.
and it is F ⊗ B([0, T ))-measurable. By the Radon-Nikodym theorem ([11, p.
40])
m0(A) =
∫
A
Dνm
0 dν
for P -a.s., for A ∈ B([0, T )). We use Lemma 4.1 with X = Ω× [0, T ), µ = P ⊗ν
and f = Dνm
0. It is easy to compute that
ν(X) =
∫
X
|f | dµ = Em0([0, T )) =:M.
Set
Aλ = {(ω, s) ∈ Ω× [0, T ); |f | ≥ M
λ
}, λ > 0.
Thus Lemma 4.1 assures that∫
Aλ
dνdP = µ(Aλ) ≤ λ.
Then we write
Lε ≤ E
∫
[0,T )
‖v˜ε(s)− vε(sε)‖L1(Td) m0(ω, ds)
= E
∫
[0,T )
1Aλ(ω, s)‖v˜ε(s)− vε(sε)‖L1(Td) m0(ω, ds)
+ E
∫
[0,T )
1Ac
λ
(ω, s)‖v˜ε(s)− vε(sε)‖L1(Td) m0(ω, ds)
=: L1ε + L
2
ε.
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By [11, Section 1.3] and the construction of v˜ε, L2ε is estimated as follows.
L2ε = E
∫
[0,T )
1Ac
λ
(ω, s)‖v˜ε(s)− vε(sε)‖L1(Td)f(ω, s) dν(s)
≤ M
λ
∫
[0,T )
E‖v˜ε(s)− vε(sε)‖L1(Td) dν(s)
≤ M
λ
εν([0, T )).
On the other hand, in order to obtain an estimate of L1ε, set
A0 = lim
λ↓0
Aλ =
⋂
λ>0
Aλ.
Since P ⊗ν(A0) ≤ P ⊗ν(Aλ) ≤ λ for every λ > 0, it follows that P ⊗ν(A0) = 0.
By the Fubini-Tonelli theorem we have ν([A0]ω) = 0 for a.s. ω ∈ Ω, where
[A0]ω = {t ∈ [0, T ); (ω, t) ∈ A0} is the ω-section of A0. Since m0 << ν a.s., it
follows that
m0(ω, [A0]ω) = 0 a.s. ω.
By the Schwartz inequality and Lemmas 2.4 and 2.3, we have
L1ε ≤
{
E
∫
[0,T )
‖v˜ε(s)− vε(sε)‖2L1(Td) dm0
} 1
2
{
E
∫
[0,T )
1Aλ dm
0
} 1
2
≤
{
E sup
s
‖v˜ε(s)− vε(sε)‖4L1(Td)
} 1
4
{
E|m0([0, T ))|2
} 1
4
{
Em0(ω, [Aλ]ω)
} 1
2
≤ C
{
Em0(ω, [Aλ]ω)
} 1
2
.
Consequently we have
lim
λ↓0
sup
0<ε<1
L1ε ≤ CEm0(ω, [Aλ]ω) = 0.
Since
lim
ε↓0
Lε ≤ sup
0<ε<1
L1ε + lim
ε↓0
L2ε = sup
0<ε<1
L1ε,
letting λ ↓ 0 gives limε↓0 Lε = 0. This means limε,ε′↓0 |J ′2| = 0. Therefore if we
let
G(η, δ, ε, ε′) = −E
∫
(Td)2×R2
f+(u0, ξ)f
−(u0, ζ)αη,δ dζdξdydx
+ I + J +K + I ′ + J ′1 + J
′
2 +K
′,
we get the assertion of the proposition.
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Proof of Theorem 2.1. Define
F (η, δ, ε, ε′) = E
∫
Td
(vε(x, t)− vε′(x, t))+ dx
+ E
∫
(Td)2×R2
αη,δ
{
f+(vε(t), ξ) + f+(v˜ε(t), ξ)− f+(vε(tε), ξ)
}
×
{
f−(vε
′
(t), ζ) + f−(v˜ε
′
(t), ζ)− f−(vε′(tε′ ), ζ)
}
dζdξdydx.
Then by Proposition 4.1
E
∫
Td
(vε(x, t) − vε′(x, t))+ dx ≤ G(η, δ, ε, ε′) + F (η, δ, ε, ε′). (33)
We now show that
lim
η↓0
lim
ε,ε′↓0
F (η, ηθ, ε, ε′) = 0. (34)
Observe that
|F (η, δ, ε, ε′)|
≤
∣∣∣∣− E
∫
(Td)2×R2
{
f+(vε(t), ξ) + f+(v˜ε(t), ξ) − f+(vε(tε), ξ)
}
×
{
f−(vε
′
(t), ζ) + f−(v˜ε
′
(t), ζ) − f−(vε′ (tε), ζ)
}
αη,δ dζdξdydx
+ E
∫
Td×R
f+(vε(t), ξ)f−(vε
′
(t), ξ) dξdx
∣∣∣∣
≤
∣∣∣∣− E
∫
(Td)2×R2
{
f+(vε(t), ξ) + f+(v˜ε(t), ξ) − f+(vε(tε), ξ)
}
×
{
f−(vε
′
(t), ζ) + f−(v˜ε
′
(t), ζ) − f−(vε′ (tε), ζ)
}
αη,δ dζdξdydx
+ E
∫
(Td)2×R2
f+(vε(t), ξ)f−(vε
′
(t), ζ)αη,δ dζdξdydx
∣∣∣∣
+
∣∣∣∣− E
∫
(Td)2×R2
f+(vε(t), ξ)f−(vε
′
(t), ζ)αη,δ dζdξdydx
+ E
∫
(Td)2×R
f+(vε(x, t), ξ)f−(vε
′
(y, t), ξ)ρη(x− y) dξdydx
∣∣∣∣
+
∣∣∣∣− E
∫
(Td)2×R
f+(vε(x, t), ξ)f−(vε
′
(y, t), ξ)ρη(x − y) dξdydx
+ E
∫
Td×R
f+(vε(t), ξ)f−(vε
′
(t), ξ) dξdx
∣∣∣∣
=: F1(η, δ, ε, ε
′) + F2(η, δ, ε, ε
′) + F3(η, δ, ε, ε
′).
Since E
∫
Td
|v˜ε(x, t) − vε(x, tε)| dx < 2ε by virtue of the construction of the
approximate solutions, we easily get F1(η, δ, ε, ε
′) < 2ε + 2ε′. Moreover it is
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easy to see that F2(η, δ, ε, ε
′) < δ. Finally F3(η, δ, ε, ε
′) is estimated as follows;
F3(η, δ, ε, ε
′)
=
∣∣∣∣− E
∫
Td×R
f+(vε(x, t), ξ)
×
{∫
Td
f−(vε
′
(y, t), ξ)ρη(x− y) dy − f−(vε′ (x, t), ξ)
}
dξdx
∣∣∣∣
≤ E
∫
(Td)2×R
∣∣∣f−(vε′ (y, t), ξ)− f−(vε′(x, t), ξ)∣∣∣ρη(x− y) dydx
= 2E
∫
(Td)2
(
vε
′
(y, t)− vε′(x, t))+ρη(x − y) dydx
≤ −2E
∫
(Td)2
∫
R2
{
f+(vε
′
(t), ζ) + f+(v˜ε
′
(t), ζ) − f+(vε′(tε′), ζ)
}
×
{
f−(vε
′
(t), ξ) + f−(v˜ε
′
(t), ξ)− f−(vε′ (tε′), ξ)
}
αη,δ dζdξdydx
+ F1(η, δ, ε
′, ε′) + F2(η, δ, ε
′, ε′)
≤ G(η, δ, ε′, ε′) + 4ε′ + 2δ,
where G is the same function that appears in Proposition 4.1. Thus we obtain
the limit (34). Consequently we have that {vε; ε > 0} is a Cauchy sequence in
L∞(0, T ;L1(Ω × Td)) from (32), (33) and (34). Besides, by (30) and (31) we
have
E‖vε(t)− v˜ε(t)‖L1(Td)
≤ E‖vε(t)− vε(tε)‖L1(Td) + E‖vε(tε)− v˜ε(t)‖L1(Td) ≤ Cε1/2 + ε
for all t ∈ [0, T ). Therefore, {v˜ε; ε > 0} is also a Cauchy sequence and it’s limit
is the same as the limit of {vε; ε > 0}.
Once one has obtained that the approximate solution {vε} ( or {v˜ε} ) con-
verges to u in the sense of L∞(0, T ;L1(Ω× Td))-norm, one can proceed to the
same arguments as in [8, Theorem 6.4]. In particular, {vε} ( or {vε′} ) is a
Cauchy sequence in L1(Ω× (0, T ),P , dP ⊗ dt;L1(Td)), and hence the limit u is
also predictable. From Lemmas 2.4 and 2.3 there exist kinetic measures m, o1
and a positive null sequence {εn} such that
mεn ⇀m in L2w(Ω;Mb)-weak*,
nεn1 ⇀ o1 in L
2
w(Ω;Mb)-weak*,
and m ≥ o1 ≥ n1 a.s.,
where n1 is defined by (8) with the function u (for a detailed exposition we refer
the reader to [8, Theorem 6.4]). Let ϕ ∈ C∞c (Td × R). By the same way as in
the proof of [8, Theorem 6.4], we have∫
Td
∫
R
f+(vεn , ξ)ϕ(x, ξ) dξdx→
∫
Td
∫
R
f+(u, ξ)ϕ(x, ξ) dξdx a.e. ω, t
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Using the Itoˆ isometry and the dominated convergence theorem, we have
∞∑
k=1
∫ t
0
∫
Td
gk(x, v
εn)ϕ(x, vεn ) dxdβk(s)
→
∞∑
k=1
∫ t
0
∫
Td
gk(x, u)ϕ(x, u) dxdβk(s), in L
2(Ω)
by selecting a subsequence if necessary. Hence by selecting a further subse-
quence if necessary, the just above limit holds almost surely. Finally, using the
dominated convergence theorem again, we have∫ t
0
∫
Td
G2(x, vεn)∂ξϕ(x, v
εn) dxds
→
∫ t
0
∫
Td
G2(x, u)∂ξϕ(x, u) dxds, a.s.
Therefore passing to the limit in (22), we have
−
∫
Td
∫
R
f±(u(t), ξ)ϕ dξdx+
∫
Td
∫
R
f±(u0, ξ)ϕ dξdx
+
∫ t
0
∫
Td
∫
R
f±(u(s), ξ)(b(ξ) · ∇+A(ξ) : D2)ϕ dξdxds
= −
∞∑
k=1
∫ t
0
∫
Td
gk(x, u(s))ϕ(x, u(s)) dxdβk(s)
− 1
2
∫ t
0
∫
Td
G2(x, u(s))∂ξϕ(x, u(s)) dxds+
∫
[0,t]×Td×R
∂ξϕ dm,
for a.e. ω, t. Multiplying the above by ψ′(t), ψ ∈ C∞c ([0, T )), and integrating
with respect to t ∈ [0, T ), we can see that u satisfies the kinetic formulation (9).
Therefore we conclude that u is a kinetic solution to (1), (2).
Moreover, the L1-contraction property is a straightforward consequence of a
comparison result which follows from Proposition 4.1, and the fact that a kinetic
solution has almost surely continuous trajectories is inferred from [8, Corollary
3.4]. Thus the proof is complete.
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