A meshfree method for the numerical solution of the RLW equation  by Siraj-ul-Islam,  et al.
Journal of Computational and Applied Mathematics 223 (2009) 997–1012
Contents lists available at ScienceDirect
Journal of Computational and Applied
Mathematics
journal homepage: www.elsevier.com/locate/cam
A meshfree method for the numerical solution of the RLW equation
Siraj-ul-Islam a,∗, Sirajul Haq b, Arshed Ali b
a University of Engineering & Technology, Peshawar (NWFP), Pakistan
b Faculty of Engineering Sciences, GIK Institute of Engineering Sciences & Technology, Topi (NWFP), Pakistan
a r t i c l e i n f o
Article history:
Received 15 August 2007
Received in revised form 19 March 2008
Keywords:
Regularized long wave (RLW) equation
Solitary wave
Collocation method
Radial basis functions (RBFs)
Undular bore
a b s t r a c t
In this paper, we present a meshfree technique for the numerical solution of the regularized
long wave (RLW) equation. This approach is based on a global collocation method using the
radial basis functions (RBFs). Different kinds of RBFs are used for this purpose. Accuracy of
the new method is tested in terms of L2 and L∞ error norms. In case of non-availability of
the exact solution, performance of the new method is compared with existing methods.
Stability analysis of the method is established. Propagation of single and double solitary
waves, wave undulation, and conservation properties of mass, energy and momentum of
the RLW equation are discussed.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Solitary waves are wave packets or pulses, which propagate in nonlinear dispersive media. Due to dynamical balance
between the nonlinearity and dispersive effects, these waves retain a stable waveform. A soliton is a very special type of
solitary wave, which propagates without any change of its shape and velocity properties after collisions with other solitons.
There has been a class of nonlinear dispersive wave equations. One of these equations is known as the Korteweg–de Vries
(KdV) equation, which exhibits both nonlinearity and dispersion. Dimensionless form of the KdV equation is given by
∂v
∂t
+ ∂v
∂x
+ εv∂v
∂x
+ µ∂
3v
∂x3
= 0. (1.1)
The small positive parameters ε and µ are related to a small-amplitude and a long-wavelength assumption, respectively.
The right-hand side of Eq. (1.1) is not actually zero in general, but is comprised of terms of order ε2, µ2 and εµ which are
neglected in the KdV-approximation. A further restriction is that the Stokes number, S = ε
µ
is of order-one, a presumption
that formally implies that small nonlinear and dispersive effects need to be balanced.
The lowest-order relation
∂v
∂t
+ ∂v
∂x
= O(ε,µ), (1.2)
may be used to alter the higher-order terms in Eq. (1.1) without formal loss of accuracy. This point is pursued in [4] with
regard to the dispersive term ∂
3v
∂x3
. Using Eq. (1.2), the dispersive term present in Eq. (1.1) can be written as
µ
∂3v
∂x3
= −µ ∂
∂t
(
∂2v
∂x2
)
+ O(εµ,µ2). (1.3)
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Eqs. (1.1) and (1.3) lead to the following RLW version of the KdV equation,
∂u (x, t)
∂t
+ ∂u (x, t)
∂x
+ εu (x, t) ∂u (x, t)
∂x
− µ ∂
∂t
(
∂2u (x, t)
∂x2
)
= 0. (1.4)
Like the KdV equation, the RLW equation also describes a large number of physical phenomena [1,23]. Existence and
uniqueness of the solution of the RLW equation is given in [3]. Its analytical solution was found under restricted initial
and boundary conditions [3], and therefore it got interest from a numerical point of view. Several numerical methods for
the solution of the RLW equation have been introduced in the literature. These include finite-difference methods [2,3,8,23],
Fourier pseudospectral methods [13], finite element methods based on Galerkin and collocation principles [7,9,17,24,26,
27]. The first numerical method based on finite-difference method was proposed in [23], which is first-order accurate in
time. Eilbeck and McGuire [8] gave a second-order (in space and time) finite-difference method. Bahardwaj and Shankar [2]
have used a numerical method based on finite difference approximation with the quintic B-splines. Raslan [24] has used a
cubic B-spline collocation-based method to investigate the numerical solution of the RLW equation. Esen and Kutluay [9]
have used a lumped Galerkin method based on a quadratic B-spline to find the numerical solution of the RLW equation. Dag
et al. [17] have used a quintic B-spline Galerkin finite element method for the solution of the RLW equation.
In recent years, the so-called meshless methods have been extensively used to find numerical solutions of various types
of partial differential equations (PDEs). A key feature of a meshless method is that it does not require a grid and only makes
use of a scattered set of collocation points regardless of the connectivity information between the collocation points. The
RBF approximation uses the pairwise distances between points in addition to the shape parameter in the case of parameter-
dependent RBFs. Distances are easily computed in any number of spatial dimensions, thus, working in higher dimensions
does not increase the complexity of the method. Moreover, it avoids mesh-generation, which is the major problem in
the finite difference, finite element and spectral methods. One of the domain type meshless methods is given in [18] in
1990, which directly collocates radial basis functions, particularly the multiquadric (MQ), to find an approximate solution of
parabolic, hyperbolic and elliptic PDEs. Kansa’s method is recently extended to solve various ordinary and partial differential
equations including the 1-D nonlinear Burgers’ equation with the shock wave, heat transfer, shallow water equations for
tide and current simulations, the free boundary-value problems and a class of KdV equations [10–12,14,15,19–21,29–31].
Fasshauer [10] modified the Kansa method to the Hermite type collocation method for the invertibility of the collocation
matrix. The choice of radial basis functions is a flexible feature of the meshfree methods. The RBF can be globally supported,
is infinitely differentiable, and contains a free parameter, called the shape parameter, which affects both the accuracy of a
solution and conditioning of the collocation matrix. The optimal shape parameter that can produce relatively accurate results
is to be found numerically from selected random regions. But the optimal choice of the shape parameters is an open problem
which is still under intensive investigation. Many researchers have investigated the shape parameter. For instance, Carlson
and Foley [5] found that the shape parameter is problem dependent i.e. the behavior of the function to be approximated is
an important factor in choosing the optimal value of the shape parameter. They observed that for rapidly varying functions,
a small value of c should be used, but a large value should be used if the function has a large curvature (smooth function).
Tarwater [28] pointed out that by increasing the value of the shape parameter, the Root-Mean Square (RMS) of the error
dropped to a minimum and then increased sharply afterwards. Cheng et al. [6] showed that when c is very large then the
RBFs system error is of exponential convergence. But there is a certain limit for the value c after which the solution breaks
down. In general, as the value of the shape parameter c increases, the matrix of the system to be solved becomes highly
ill-conditioned and hence the condition number can be used in determining the critical value of the shape parameter for an
accurate solution.
In this paper, we develop a meshfree collocation method with different types of RBFs for the numerical solution of the
RLW equation. Conservative properties of the RLW equation related to mass, momentum and energy are also investigated.
The rest of the paper is organized as follows. In Section 2, we develop an algorithm for the numerical solution of the RLW
equation. Section 3, is devoted to stability analysis of the method. In Section 4, we present numerical analysis related to
different types of the RLW equations. In Section 5, we summarize the results.
2. Construction of the method
We consider the RLW Eq. (1.4)
∂u (x, t)
∂t
+ ∂u (x, t)
∂x
+ εu (x, t) ∂u (x, t)
∂x
− µ ∂
∂t
(
∂2u (x, t)
∂x2
)
= 0, a ≤ x ≤ b, t > 0, (2.1)
subject to the boundary conditions,
u (a, t) = γ1(t) and u (b, t) = γ2(t). (2.2)
The initial condition for the problem (2.1) is given by
u (x, 0) = f (x) , a ≤ x ≤ b. (2.3)
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The parameters ε and µ in Eq. (2.1) are positive, f (x) is a localized disturbance inside the interval [a, b] and for an infinite
region, the physical boundary conditions require u → 0 as x → ±∞. The value of the dimensionless quantity, S = ε
µ
is
called the Stokes number and it is taken 1 in order to balance nonlinear effects of the advective and dispersive terms present
in the RLW equation.
We discretize the time derivative of the RLW equation using a finite-difference formula and applying the θ-weighted,
(0 ≤ θ ≤ 1) scheme to the space derivative at two successive time levels n and n+ 1 as
un+1 − un
δt
+ θ
[(
∂u
∂x
)n+1
+ εun+1
(
∂u
∂x
)n+1]
+ (1− θ)
[(
∂u
∂x
)n
+ εun
(
∂u
∂x
)n]
− µ
δt
(∂2u
∂x2
)n+1
−
(
∂2u
∂x2
)n = 0, (2.4)
where un = u (x, tn) , tn = tn−1 + δt and δt is a time step size.
The nonlinear term in Eq. (2.4) can be approximated by using the following formula [25]:
un+1
(
∂u
∂x
)n+1
≈ un+1
(
∂u
∂x
)n
+ un
(
∂u
∂x
)n+1
− un
(
∂u
∂x
)n
. (2.5)
From Eqs. (2.4) and (2.5) we obtain
un+1 + δt θ
[(
∂u
∂x
)n+1
+ ε
{
un+1
(
∂u
∂x
)n
+ un
(
∂u
∂x
)n+1}]
− µ
(
∂2u
∂x2
)n+1
= un + δt
[
ε (2θ− 1) un
(
∂u
∂x
)n
− (1− θ)
(
∂u
∂x
)n]
− µ
(
∂2u
∂x2
)n
. (2.6)
Let xi, i = 1, , 2, . . . ,N be the collocation points in the interval [a, b] such that x1 = a and xN = b. The solution of Eq. (2.1)
can be approximated by
un (x) =
N∑
j=1
λnj ϕ
(
rj
)
, (2.7)
where ϕ is a radial basis function and rj (x) = ‖x− xj‖ represents the Euclidean norm between x and xj, where xj’s are known
as centers. The unknown parameters λj in Eq. (2.7) are to be determined by the collocation method. Therefore for each
collocation point xi, Eq. (2.7) can be written as
un (xi) =
N∑
j=1
λnj ϕ
(
rij
)
, i = 1, 2, . . . ,N, (2.8)
where rij = ‖xi − xj‖.
Eq. (2.8) can be expressed in a matrix form as
un = Aλn, (2.9)
where
A =

ϕ(r11) ϕ(r12) . . . ϕ(r1N)
ϕ(r21) ϕ(r22) . . . ϕ(r2N)
...
...
...
ϕ(rN1) ϕ(rN2) . . . ϕ(rNN)
 and λn = [λn1, λn2, . . . , λnN]T.
The matrix A can be split into two matrices Ad and Ab corresponding to N − 2 interior points and two boundary points in
the following form:
A = Ad + Ab,
where Ad = [ϕ(rij) : 2 ≤ i ≤ N − 1, 1 ≤ j ≤ N and 0 elsewhere],
Ab = [ϕ(rij) : i = 1,N, 1 ≤ j ≤ N and 0 elsewhere].
The following radial basis functions are commonly used in literature:
Multiquadric (MQ) ϕ
(
rj
) = √r2j + c2
Inverse multiquadric (IMQ) ϕ
(
rj
) = 1√
r2j + c2
Inverse quadric (IQ) ϕ
(
rj
) = 1
r2j + c2
Gaussian (GA) ϕ
(
rj
) = e−cr2j
Thin Plate Spline (TPS) ϕ
(
rj
) = r2mj log (rj) , where m = 2 in our case.
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The constant c is known as the shape parameter of the radial basis functions, which is a key factor for getting an accurate
solution. The optimal value of c is to be found numerically for each radial basis function and for each problem separately.
Using Eqs. (2.8) and (2.6), we get the following equation for the interior points of the domain set [a, b],
N∑
j=1
λn+1j ϕ
(
rij
)− µ N∑
j=1
λn+1j ϕ
′′ (rij)+ δtθ
[
N∑
j=1
λn+1j ϕ
′ (rij)+ ε
{
N∑
j=1
λn+1j ϕ
(
rij
) N∑
j=1
λnj ϕ
′ (rij)+ N∑
j=1
λnj ϕ
(
rij
) N∑
j=1
λn+1j ϕ
′ (rij)
}]
=
N∑
j=1
λnj ϕ
(
rij
)− µ N∑
j=1
λnj ϕ
′′ (rij)+ δt
[
ε (2θ− 1)
N∑
j=1
λnj ϕ
(
rij
) N∑
j=1
λnj ϕ
′ (rij)− (1− θ) N∑
j=1
λnj ϕ
′ (rij)
]
, (2.10)
where ϕ′
(
rij
) = ddxϕ (∥∥x− xj∥∥) |x=xi . and ϕ′′ (rij) = d2dx2 ϕ (∥∥x− xj∥∥) |x=xi , i = 2, 3, . . . ,N − 1.
Also from Eqs. (2.8) and (2.2), we get the following equation for the boundary points,
N∑
j=1
λn+1j ϕ
(
rij
) = γk(t), where k = 1, 2 for i = 1 ,N respectively. (2.11)
In matrix form Eqs. (2.10) and (2.11) can be written as
[Ad + Ab − µC+ θδt{B+ ε(D+ E)}]λn+1 = [Ad + Ab − µC+ δt{ε(2θ− 1)E− (1− θ)B}]λn + Fn+1 (2.12)
where B and C are N × N matrices such that
B = [ϕ′ (rij) : 2 ≤ i ≤ N − 1, 1 ≤ j ≤ N and 0 elsewhere ] ,
C = [ϕ′′ (rij) : 2 ≤ i ≤ N − 1, 1 ≤ j ≤ N and 0 elsewhere] ,
unx = Bλn, D = unx ∗ Ad, E = un ∗ B and Fn+1 = [γ1(tn+1), 0, 0, . . . , 0, γ2(tn+1)]T.
The symbol “∗” means that the ith component of the vector un is multiplied to every element of the ith row of the matrix B.
Eq. (2.12) can be rewritten as
λn+1 = L−1Rλn + L−1Fn+1, (2.13)
where L = [Ad + Ab − µC+ θδt{B+ ε(D+ E)}] and
R = [Ad + Ab − µC+ δt{ε(2θ− 1)E− (1− θ)B}].
From Eqs. (2.13) and (2.9), we can write
un+1 = AL−1RA−1un + AL−1Fn+1.
The invertibility of the matrix L cannot be proved in general [16], therefore, it is not possible to show that the scheme is
well-posed in all such cases. However, singularities in practical problems are rare.
Eq. (2.12) represents a system of N linear equations in N unknown parameters λj. This system can be solved by the
Gaussian elimination method. The collocation matrix corresponding to the TPS becomes highly ill-conditioned because of
a singularity at rii where the sets of centers and collocation points coincide. This problem does not occur in rest of the
four radial basis functions. However, in the case of TPS we use the limiting value limr→0 r4 log (r) = 0, to obtain a solvable
system. In this case of the Gauss elimination method with partial pivoting is used to solve the system of linear equations. The
approximate solution can be found from Eq. (2.7) at any point in the interval [a, b] after finding the values of the unknown
parameters λj, j = 1, 2, . . . ,N at each time level. The results of this section can be summarized in the following algorithm.
Algorithm
The algorithm works in the following manner:
1. Choose N collocation points from the domain set [a, b].
2. Choose the parameters δt and θ such that (0 ≤ θ ≤ 1).
3. Calculate the initial solution uo from Eq. (2.3) and then use Eq. (2.9) to find λn = A−1un.
4. The parameters λn+1j are calculated from Eq. (2.12).
5. The approximate solution un+1 at the successive time levels is obtained from step 4 and Eq. (2.9).
3. Stability analysis
In this section, we present the stability of the RBF approximation (2.12) using the matrix method. Eq. (2.1) can be
linearized by assuming the quantity u in the nonlinear term u ∂u
∂x
as locally constant. The error en at the nth time level is
given by
en = unexact − unapp,
where unexact, unapp are the exact and the numerical solutions at the nth time level respectively. The error equation for the
linearized RLW equation can be written as
[H+ θδtK]en+1 = [H− δt(1− θ)K]en, (3.1)
where H = [Ad + Ab − µC]A−1 and K = [B+ εE]A−1.
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Eq. (3.1) can be rewritten as
en+1 = Pen, (3.2)
where P = [H + θδtK]−1[H − δt(1 − θ)K]. The numerical scheme is stable if ‖P‖ 2 ≤ 1, which is equivalent to ρ(P) ≤ 1,
where ρ(P) denotes the spectral radius of the matrix P. From Eq. (3.1), it can be seen that the stability is assured if all the
eigenvalues of the matrix [H+ θδtK]−1[H− δt(1− θ)K] satisfy the following condition∣∣∣∣λH − δt(1− θ)λKλH + δtθλK
∣∣∣∣ ≤ 1, (3.3)
where λH and λK are eigenvalues of the matrices H and K, respectively.
When θ = 0.5, the inequality (3.3) becomes∣∣∣∣λH − 0.5δtλKλH + 0.5δtλK
∣∣∣∣ ≤ 1. (3.4)
In case of complex eigenvalues λH = ah + ibh, λK = ak + ibk, where ah, ak, bh and bk are any real numbers. The inequality (3.4)
takes the following form,∣∣∣∣ (ah − 0.5δtak)+ i (bh − 0.5δtbk)(ah + 0.5δtak)+ i (bh + 0.5δtbk)
∣∣∣∣ ≤ 1. (3.5)
The inequality (3.5) is satisfied if ahak + bhbk ≥ 0. For real eigenvalues, the inequality (3.4) holds true if either (λH ≥ 0 and
λK ≥ 0) or (λH ≤ 0 and λK ≤ 0). This shows that the scheme (2.12) is unconditionally stable if ahak + bhbk ≥ 0, for complex
eigenvalues and if either (λH ≥ 0 and λK ≥ 0) or (λH ≤ 0 and λK ≤ 0), for real eigenvalues.
When θ = 0, the inequality (3.3) becomes∣∣∣∣1− δtλKλH
∣∣∣∣ ≤ 1,
i.e.
δt ≤ 2λH
λK
and
λH
λK
> 0,
which means that either (λH ≥ 0 and λK ≥ 0) or (λH ≤ 0 and λK ≤ 0).
Thus for θ = 0, the scheme is conditionally stable.
The stability of the scheme (2.12) and conditioning of the component matrices H, K of the matrix P depend on the weight
parameter θ, the minimum distance between any two collocation points h in the domain set [a, b], and the local shape
parameter c. Cheng et al. [6] showed that when c is very large then the RBFs system error is of exponential order. But there
is a certain limit for the value c after which the solution breaks down. For the limiting value of c the condition number of
the RBFs system becomes so large that the system leads to ill-conditioning. In the case of an ill-conditioned system, the
numerical solution thus produced is not stable. Co-relation between the condition number of the matrix P and the different
values of the shape parameter c is shown in Table 4 corresponding to problem (4.1) for MQ case only. The critical value of the
shape parameter c in this case is 1.3 and the condition number of the matrix P is 1.48663× 1018. It is clear from the Table 4,
that if the values of the shape parameter c are greater than the critical value, then the solution breaks down and hence the
method becomes unstable. This phenomenon is shown in the Fig. 18, where error norm L∞ is plotted against different values
of the shape parameter c. It can be seen from Fig. 18 and Table 4 that the RBFs approximation is not very sensitive to the
values of the shape parameter c. In particular, the method can tolerate a rather wide range of values of c. The interval of
stability in this case is (0.1, 1.3). In case of the parameter free RBFs such as TPS, the stability and conditioning depend on the
weight parameter θ, the eigenvalues λH , λK and the spacing between any two collocation points.
4. Numerical tests and results
In this section we present the results of the numerical tests of our scheme for the solution of the RLW Eqs. (2.1)–(2.3) for a
single solitary wave, an interaction of two solitary waves and an undular bore. The solution must preserve the conservation
laws during propagation. The accuracy of the scheme is measured by using the following error norms:
L2 =
∥∥uexact − uapp∥∥2 =
√√√√h N∑
j=0
∣∣(uexact)j − (uapp)j∣∣2,
and
L∞ =
∥∥uexact − uapp∥∥∞ = maxj
∣∣∣(uexact)j − (uapp)j∣∣∣ ,
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Table 1
Invariants and error norms for the single solitary wave with amplitude = 0.3, and N = 800, δt = 0.1,−40 ≤ x ≤ 60
Method Time L2error× 104 L∞error× 104 C1 C2 C3
Analytical 0 0.0 0.0 3.979927 0.81046251 2.5790075
MQ 20 2.06910 0.78027 3.9798831 0.81046248 2.5790074
IMQ 20 2.06912 0.78027 3.9798725 0.81046248 2.5790074
IQ 20 2.06913 0.78027 3.9798824 0.81046248 2.5790074
GA 20 2.06911 0.78027 3.9798831 0.81046248 2.5790074
TPS 20 2.07147 0.78152 3.9798826 0.81046247 2.5790073
CBSCM1 [7] 20 2.6086 1.0299 3.979958 0.8104596 2.578999
CBSCM2 [7] 20 2.2050 0.8448 3.980016 0.8104624 2.519006
QBSCM [7] 20 0.4315 0.1321 3.979890 0.8104625 2.578999
LGM [9] 20 2.19 0.86 3.97988 0.810465 2.57901
QBGM1 [17] 20 1.9215 0.7337 3.9798832 0.8104612 2.5790031
QBGM2 [17] 20 3.5489 1.2848 3.9798830 0.8104616 2.5790043
QBSGM [26] 20 1.92 0.73 3.97989 0.81046 2.57901
CBSFEM [27] 20 3.7841 1.3993 3.97995 0.81046 2.57900
where uexact, uapp represent the exact and approximate solutions respectively and h (the minimum distance between any
two collocation points of the domain set [a, b] in the case of variable h). The value of the weight parameter θ used in the
main scheme (2.12) is taken as 0.5 for each problem.
The RLW equation possesses three conservation laws related to mass, momentum and energy given by [22] in the
following manners:
C1 =
∫ b
a
udx,
C2 =
∫ b
a
(
u2 + µ
(
∂u
∂x
)2)
dx,
C3 =
∫ b
a
(
u3 + 3u2
)
dx.
4.1. Propagation of single solitary wave
The following analytical solution of Eq. (2.1) is given in [23]
u (x, t) = 3dsech2 [k (x− xo − vt)] . (4.1)
This equation represents a single solitary wave of amplitude 3 d, velocity v = 1+ εd and k = 12
√
εd
µv
. The initial condition of
Eq. (2.1) is given by
u(x, 0) = 3dsech2 [k (x− xo)] . (4.2)
The boundary conditions are extracted form the exact solution (4.1). The values of the parameters used in the above
equations are: d = 0.1, xo = 0, ε = µ = 1 (S = 1), the number of collocation points N = 800 and δt = 0.1. The accuracy of
the new scheme is compared with those given in [7,9,17,26,27]. The solitary wave given by the initial condition (4.2) moves
to the right across the space interval−40 ≤ x ≤ 60 when the time interval is 0 ≤ t ≤ 20. The numerical tests for this case are
performed using the five radial basis functions MQ, IMQ, IQ, GA and TPS. The error norms L2, L∞ and conservation quantities
C1, C2 and C3 are computed, which are shown in the Table 1 along with the results of the previous methods for comparison.
From the numerical results given in Table 1 it is observed that throughout the simulation, the error norms L∞ remains less
than 0.8×10−4 and L2 remains less than 2.1×10−4 for each case of the RBFs. The peak of the solitary wave obtained during
the simulation is measured as 0.29998126 for each case of the RBFs. This value occurs at x = 22 when t = 20. The absolute
difference between the exact and numerical values of the peaks of the solitary wave in each case is 1.873×10−5. Solutions at
initial and different time levels are shown in Fig. 1 for each case of the RBFs. L∞-error distribution at t = 20 is shown in Fig. 2.
The maximum error occurs near the peak position of the solitary wave. During simulation it is observed that the maximum
relative percent errors of the invariant quantities C1, C2 and C3 are less than 0.0014, 0.0000049 and 0.0000078 respectively.
The most accurate results are obtained when the values of the shape parameter c = 0.4, 1, 1.2, 10 are used for the MQ,
IMQ, IQ and GA, respectively. Our results are marginally better than the cubic B-spline collocation method 1 (CBSCM1) [7],
the cubic B-spline collocation method 2 (CBSCM2) [7], the cubic B-spline finite element method (CBSFEM) [27], the lumped
Galerkin method (LGM) [9], QBGM2 [17] whereas the results given in the quadratic B-spline collocation method (QBSCM) [7],
the quadratic B-spline Galerkin method (QBSGM) [26], and the quintic B-spline Galerkin method 1 (QBGM1) [17] are slightly
better than the RBFs approximation.
Siraj-ul-Islam et al. / Journal of Computational and Applied Mathematics 223 (2009) 997–1012 1003
Fig. 1. Single solitary wave solutions.
Fig. 2. Error graph at time t = 20.
The pointwise rate of convergence in space and time are calculated by using the following formulae:
log10(
∥∥uexact − uhi∥∥ / ∥∥uexact − uhi+1∥∥)
log10(hi/hi+1)
and
log10(
∥∥uexact − uδti∥∥ / ∥∥uexact − uδti+1∥∥)
log10(δti/δti+1)
.
The term uexact is the exact solution, whereas uhiand uδtiare the numerical solutions with spatial step size hi and time step
size δti respectively. Computations are carried out with the different spatial and time step sizes to examine the point rate of
convergence in space and time for each of the MQ, IMQ, IQ, GA and TPS. In Table 2, the time step is kept fixed at δt = 0.1 and
the number of collocation points N = 50, 100, 200, 400, 800, 1000 is varied to calculate the spatial rate of convergence for
each of the RBFs approximations. It can be concluded from the Table 2 that the convergence rate decreases with the smaller
spatial step size. The L2 error norm decreases slightly whereas the L∞ error norm increases slightly by increasing the number
of collocation points N for each case of the RBFs. The convergence behavior of the MQ method in terms of the L2 error norm
versus reciprocal of number of collocation points N is shown in Fig. 3. In Table 3, the number of the collocation points is kept
fixed at N = 800 and the time step size δti = 2, 1, 0.5, 0.125, 0.1 is varied to compute the time rate of convergence for each
of the RBFs approximation. It can be noted from Table 3, that the rate of convergence increases with the smaller time step
size. The special feature of this technique is, that the accuracy of the meshfree method can be improved by keeping N fixed
while varying c and δt.
4.2. Interaction of two solitary waves
Interaction of two positive solitary waves is studied by using the initial condition
u (x, 0) = u1 + u2, (4.3)
1004 Siraj-ul-Islam et al. / Journal of Computational and Applied Mathematics 223 (2009) 997–1012
Table 2
Spatial rate of convergence at t = 20, δt = 0.1, d = 0.1, c = 0.4, −40 ≤ x ≤ 60
N L2error× 104 Order L∞error× 104 Order
MQ
50 2.08032 – 0.77163 –
100 2.07207 0.0057332 0.77428 −0.004933
200 2.07026 0.0012598 0.77843 −0.007711
400 2.06944 0.0005724 0.78022 −0.003327
800 2.06910 0.0002374 0.78027 −0.000087
1000 2.06904 0.0001315 0.78047 −0.001159
IMQ
50 2.30922 – 0.77234 –
100 2.07238 0.1561165 0.77427 −0.003603
200 2.07043 0.0013532 0.77843 −0.007713
400 2.06955 0.0006139 0.78022 −0.003327
800 2.06912 0.0002971 0.78027 −0.000087
1000 2.06906 0.0001494 0.78047 −0.001159
IQ
50 2.17000 – 0.77243 –
100 2.07285 0.0660742 0.77427 −0.003428
200 2.07028 0.0017923 0.77843 −0.007722
400 2.06945 0.0005795 0.78022 −0.003327
800 2.06913 0.0002238 0.78027 −0.000087
1000 2.06905 0.0001753 0.78047 −0.001159
GA
50 2.07785 – 0.77175 –
100 2.07214 0.0039687 0.77427 −0.004710
200 2.07027 0.0013007 0.77843 −0.007713
400 2.06963 0.0004451 0.78027 −0.003400
800 2.06911 0.0003630 0.78027 −0.000014
1000 2.06904 0.0001538 0.78047 −0.001159
TPS
50 20.3740 – 9.43467 –
100 3.69160 2.6850160 1.50714 2.646159
200 2.23135 0.7263273 0.86164 0.8066515
400 2.08855 0.0954190 0.79028 0.1247236
800 2.07147 0.0118455 0.78152 0.0160804
1000 2.06904 0.0026315 0.78111 0.0023557
Fig. 3. Convergence in space, N = number of collocation points.
where
uj = 3 Aj sec h2 [kj (x− xj)] , Aj = 4k2j1− 4k2j , j = 1, 2.
We choose the parameters a = 0, b = 120, γ1 = 0, γ2 = 0, k1 = 0.4, k2 = 0.3, θ = 0.5, x1 = 15, x2 = 35 to compare
our results with those in the literature [1,24]. These parameters give solitary waves with the amplitudes 5.333375 and
1.687502 occurring at x = 15 and x = 35, respectively. Computations are carried out up to time t = 30, time step δt = 0.1
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Table 3
Time rate of convergence at t = 20,N = 800, d = 0.1, c = 0.4,−40 ≤ x ≤ 60
δti L2error× 104 Order L∞error× 104 Order
MQ
2 726.118 – 267.875 –
1 199.718 1.8622429 74.9499 1.837561
0.5 51.2455 1.9624650 19.3179 1.955984
0.25 12.8972 1.9903722 4.86642 1.989010
0.125 3.23072 1.9971240 1.21890 1.997284
0.1 2.06910 1.9968853 0.78027 1.998990
IMQ
2 726.117 – 267.875 –
1 199.718 1.8622429 74.9498 1.837560
0.5 51.2455 1.9624650 19.3180 1.955984
0.25 12.8971 1.9903718 4.86642 1.989010
0.125 3.23074 1.9971165 1.21890 1.997284
0.1 2.06913 1.9968469 0.78027 1.998990
IQ
2 726.119 – 267.875 –
1 199.718 1.8622429 74.9499 1.837560
0.5 51.2455 1.9624650 19.3180 1.955984
0.25 12.8972 1.9903722 4.86642 1.989010
0.125 3.23072 1.9971235 1.21880 1.997284
0.1 2.06910 1.9968801 0.78027 1.998990
GA
2 726.119 – 267.875 –
1 199.718 1.8622429 74.9499 1.837561
0.5 51.2455 1.9624650 19.3170 1.955984
0.25 12.8972 1.9903726 4.86642 1.989016
0.125 3.23073 1.9971217 1.21890 1.997284
0.1 2.06911 1.9968719 0.78027 1.998990
TPS
2 726.120 – 267.875 –
1 199.720 1.8622312 74.9509 1.8375440
0.5 51.2478 1.9624162 19.3192 1.9559146
0.25 12.8995 1.9901754 4.86766 1.9887323
0.125 3.23308 1.9963315 1.22015 1.9961718
0.1 2.07147 1.9950271 0.78152 1.9964010
Table 4
Condition number versus shape parameter at t = 20, N = 800, d = 0.1,−40 ≤ x ≤ 60
c Condition number of the matrix P L∞error c Condition number of the matrix P L∞error
0.1 1.048× 10◦ 2.873× 10−3 1.1 2.169× 1015 0.78027× 10−4
0.2 1.049× 10◦ 1.035× 10−4 1.2 3.018× 1017 0.78027× 10−4
0.3 1.046× 10◦ 0.78233× 10−4 1.3 1.487× 1018 0.78027× 10−4
0.4 1.059× 10◦ 0.78027× 10−4 1.4 2.977× 1022 9.06724× 105
0.5 1.069× 10◦ 0.78027× 10−4 1.5 1.481× 1022 4.52520× 105
0.6 1.358× 10◦ 0.78027× 10−4 1.6 3.132× 1022 6.0066× 104
0.7 4.659× 10 0.78027× 10−4 1.7 6.273× 1021 3.80239× 105
0.8 7.379× 106 0.78027× 10−4 1.8 1.181× 1022 4.73981× 105
0.9 1.386× 1011 0.78027× 10−4 1.9 9.103× 1020 6.34980× 105
1.0 3.157× 1013 0.78027× 10−4 2.0 2.302× 1022 3.54976× 105
and the number of collocation points N = 1200 over the space interval 0 ≤ x ≤ 120. From the given initial condition (4.3),
the solitary waves are propagated rightwards. In this process the larger and the smaller waves unite and separate while
preserving their original shapes. Shapes of both the waves during the interaction at time t = 15 and after interaction at time
t = 30 are shown in Fig. 4 for each case of the RBFs. At t = 30, the smaller solitary wave with the amplitude 1.683307 and
peak position located at x = 77.9, larger solitary wave with the amplitude 5.331287 and peak position located at x = 100.7
are obtained. It is found that the absolute difference between amplitudes of the larger solitary wave at t = 0 and t = 30 is
2.08×10−3 and that for the smaller wave the absolute difference is 4.2×10−3 for each MQ, IMQ, IQ, GA and TPS. The values
of the shape parameter for the RBFs MQ, IMQ, IQ, GA are c = 0.5, 1.2, 1.1, 9, respectively. The plots of solutions given in
Fig. 4 overlap each other due to close proximity of the different RBFs approximations.
The interaction process can be viewed from the time-amplitude graph shown in Fig. 5. The larger solitary wave overlaps
the smaller solitary wave at time t = 12 approximately. The interaction time ends at time t = 18 approximately and the two
solitary waves have attained the original amplitudes after interaction. The quantities C1, C2 and C3 versus time are depicted
in Figs. 6–8. The conservation laws for the three quantities C1, C2 and C3 vary in the following ranges:
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Fig. 4. Interaction of two solitary waves.
Fig. 5. Amplitudes of smaller and larger solitary waves during and after interaction.
37.916427 ≤ C1 ≤ 37.916627, 120.285895 ≤ C2 ≤ 120.52323, 741.556882 ≤ C3 ≤ 744.081208 for MQ,
37.916425 ≤ C1 ≤ 37.916623, 120.285895 ≤ C2 ≤ 120.523234, 741.556882 ≤ C3 ≤ 744.081208 for IMQ,
37.916425 ≤ C1 ≤ 37.916623, 120.285895 ≤ C2 ≤ 120.523234, 741.556882 ≤ C3 ≤ 744.081208 for IQ,
37.916427 ≤ C1 ≤ 37.916627, 120.285895 ≤ C2 ≤ 120.523234, 741.556883 ≤ C3 ≤ 744.081208 for GA,
37.916426 ≤ C1 ≤ 37.916626, 120.285842 ≤ C2 ≤ 120.523234, 741.556121 ≤ C3 ≤ 744.081208 for TPS.
4.3. Wave undulation
We study the development of an undular bore from the initial condition
u (x, 0) = 0.5 uo
[
1− tanh
(
x− xc
d
)]
(4.4)
and boundary conditions:
u (a, t) = uo, u (b, t) = 0. (4.5)
In Eq. (4.4), u(x, 0) denotes elevation of the water surface above the equilibrium level at time t = 0, while uo represents the
magnitude of the change in water level centered at x = xc. For the undular bore, d represents the slope between the still
and deep water. For the sake of comparison with earlier studies of water waves [2,7,9,27], we choose the parameter values:
ε = 1.5, µ = 1/6, uo = 0.1, a = −36, b = 300, , xc = 0, δt = 0.1, number of collocation points N = 1400, gentle slope
d = 5 and steeper slope d = 2. Computations with these parameters are carried out for the RLW equation up to the time
t = 250. During the simulation it is observed that the progress of the undular bore is smooth and stable when d = 5. The
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Fig. 6. C1 quantities versus time.
Fig. 7. C2 quantities versus time.
Fig. 8. C3 quantities versus time.
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Fig. 9. Initial profile, d = 5.
Fig. 10. Undulation profile, d = 5.
well-developed undular bore at t = 0, t = 100, t = 200, t = 250 for all the five radial basis functions MQ, IMQ, IQ, GA and
TPS are shown in Figs. 9–12. The solution curves are indistinguishable because they are overlapping due to close agreement
of the different RBFs approximations. The simulation results and the graphs are in complete agreement with the previously
published papers [2,7,9,27]. The algorithm is repeated with the steeper slope d = 2, which produces stable solution and the
undulations at t = 0, t = 100, t = 200, t = 250 for each case of the given RBFs. The simulation results corresponding to
the RBFs approximations are shown in Figs. 13–16.
It is observed that the amplitudes of undulations have fast growth in the beginning of run time for d = 2, which is in
agreement with the fact that the generation of the undular bore depends on the form of the initial undulation. This can be
viewed from the progress of the leading (first) undulation throughout the simulation (t = 0 to t = 250) when d = 5 and
d = 2 as shown in the Fig. 17. Thus with steep slope, the undulations have fast growth in the beginning but later on they
decrease gradually. Amplitudes of the successive four undulations and their peak positions at t = 250 are documented in
Table 5 for MQ. Similar results are obtained for IMQ, IQ, GA, and TPS. Highly accurate results are obtained corresponding to
c = 0.4, 2, 2, 1.2 MQ, IMQ, IQ and GA, respectively.
5. Conclusion
A numerical technique based on the collocation method using five different types of RBFs, namely MQ, IMQ, IQ, GA and
TPS, has been presented for the numerical solution of the RLW equation. The efficiency of the method is tested on the
problems of propagation of the single solitary wave, interaction of two solitary waves and development of an undular bore.
The accuracy is examined in terms of the L2, L∞ error norms and the conservation quantities C1, C2 and C3. Stability analysis
is performed by the matrix method. The collocation method with the five standard radial basis functions provides high
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Fig. 11. Undulation profile, d = 5.
Fig. 12. Undulation profile, d = 5.
Fig. 13. Initial profile, d = 2.
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Fig. 14. Undulation profile, d = 2.
Fig. 15. Undulation profile, d = 2.
Fig. 16. Undulation profile, d = 2.
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Fig. 17. Development of first undulation at time t = 0 to t = 250, Gentle slope d = 5, Steep slope d = 2.
Fig. 18. Error plot versus shape parameter c for problem (4.1) at t = 20.
Table 5
Amplitudes of the undulations at time t = 250
MQ d = 5 d = 2
Position Amplitude Position Amplitude
Leading undulation 264.96 0.1779322071 265.92 0.1820388184
Second undulation 253.92 0.1533628885 254.16 0.1620930295
Third undulation 244.08 0.1324245176 244.08 0.1445693284
Fourth undulation 234.96 0.1178138797 234.72 0.1305302923
accuracy and invariance of the conserved quantities. The results obtained for the five radial basis functions are very close to
each other in terms of accuracy. The advantage of using TPS is that it is independent of the shape parameter c. The problems
presented in this paper suggest that meshfree approximation methods should be considered as one of the possible ways of
solving these kinds of nonlinear partial differential equations. Further work is required to find optimum value of the shape
parameter c theoretically.
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