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COUNTING IN HYPERBOLIC SPIKES: THE DIOPHANTINE
ANALYSIS OF MULTIHOMOGENEOUS DIAGONAL EQUATIONS
VALENTIN BLOMER AND JO¨RG BRU¨DERN
Abstract. A method is described to sum multi-dimensional arithmetic functions sub-
ject to hyperbolic summation conditions, provided that asymptotic formulae in rect-
angular boxes are available. In combination with the circle method, the new method
is a versatile tool to count rational points on algebraic varieties defined by multi-
homogeneous diagonal equations.
1. Introduction
Our main concern in this memoir is with the distribution of rational points on a class
of multiprojective varieties that we now introduce. Let d, k, n be natural numbers with
n ≥ 2. Then, whenever a0, a1, . . . , an are non-zero integers, the equation
(1.1)
n∑
j=0
aj(x1,jx2,j · · ·xk,j)
d = 0
is homogeneous of degree d in the variables xi = (xi,0, . . . , xi,n), and therefore defines a
variety V in Pn(Q)k. Its rational points are in 1-to-2k correspondence to solutions of (1.1)
in primitive vectors xi ∈ Zn+1, with each xi unique up to sign. Since the norm
|xi| = max
0≤j≤n
|xi,j |
is independent of the ambiguous sign, we may define the height of the rational point as
(1.2) (|x1||x2| · · · |xk|)
n+1−d.
Motivated by an influential set of conjectures put forward by Manin (see [10]), Batyrev and
Tschinkel [1] and Peyre [13], we seek to establish an asymptotic formula for the number
N(B) of rational points on V with xi,j 6= 0 for all 1 ≤ i ≤ k, 0 ≤ j ≤ n and height not
exceeding B. Our methods prove successful whenever n is sufficiently large, the threshold
being determined by our understanding of moments of classical Weyl sums. In this context,
let n0(d) denote the smallest even natural number with the property that for any positive
real number ε one has
(1.3)
∫ 1
0
∣∣∣ ∑
1≤x≤P
e2πiαx
d
∣∣∣n0(d) dα≪ Pn0(d)−d+ε.
The integral here has an interpretation as the number of solutions of an underlying dio-
phantine equation, and in this way one finds that the integral is bounded below by Pn0/2.
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This implies that n0(d) ≥ 2d. It is also immediate that n0(1) = 2 and n0(2) = 4, and
as an averaged version of Hardy and Littlewood’s well-known conjecture K, it is expected
that n0(d) = 2d holds for all d. The current records are
n0(3) ≤ 8, n0(4) ≤ 16, n0(5) ≤ 28, n0(6) ≤ 44,
see [18, Lemma 2.5] for d = 3 or 4, and [22] for d = 5 and 6. When d is large, one has
n0(d) ≤ 1.543 d2 (see [22]).
Theorem 1.1. Let d, k, n be natural numbers with n ≥ n0(d). Let a0, . . . , an be non-zero
integers. Then, there are a positive number δ, a non-negative number C, and a monic
polynomial Q ∈ R[X ] of degree k − 1 such that
N(B) = CBQ(logB) +O(B1−δ).
Moreover, the number C is positive if and only if the equation
(1.4) a0y
d
0 + a1y
d
1 + . . .+ any
d
n = 0
has non-trivial solutions in real numbers and in p-adic numbers, for all primes p.
The constant C is a product of local densities and coincides with the predictions stem-
ming from a formal use of the Hardy-Littlewood method. We shall make this more precise
at the very end of this paper.
The counting function N(B) is blind for points on coordinate hyperplanes because the
intersection of the union of them with V contains abnormally many points of small height.
To see this, first suppose that k ≥ 3, choose
x1 = (1, 0, 0, . . . , 0), x2 = (0, 1, 0, . . . , 0)
and xi = x2 for 3 ≤ i ≤ k − 1. Then any primitive xk ∈ Z
n+1 yields a point (x1, . . . ,xk)
on V , and there are ≫ B(n+1)/(n+1−d) such points where the height does not exceed B.
Similarly, when k = 2, choose (z1, . . . , zn) ∈ Zn primitive and
x1 = (1, 0, 0, . . . , 0), x2 = (0, z1, . . . , zn)
to find Bn/(n+1−d) points on V with height not exceeding B. When d > 1, the order of
magnitude here is still bigger than the leading term in Theorem 1.1.
Only for very few choices for the parameters d, k, n the conclusions in Theorem 1.1 are
already known. Of course when k = 1, the equation (1.1) becomes a standard diagonal
equation, and the height (1.2) reduces to the naive height. In this case, an asymptotic
evaluation of N(B) is possible by classical versions of the circle method, and there is an
established theory that has been developed in parallel with the asymptotic formula in
Waring’s problem (see Vaughan [18] and Wooley [21, 22] for an account), and to which we
have nothing to add. In contrast, all cases where k ≥ 3 seem to be the first results at all
about this family of varieties. In fact, there are remarkably few examples of multiprojective
varieties where the rational points have been counted satisfactorily with respect to the
anticanonical height (see the authors’ note [3], Le Boudec [5], and Schindler [15] for recent
efforts in a biprojective setting). For the varieties under consideration, this height is
given by (1.2). It is the geometrically most natural and the analytically most challenging
choice. Indeed, if one considers (1.1) as an affine equation and cuts out a portion of its
integral solutions by a constraint like |x1||x2| . . . |xk| ≤ X , then the underlying surface has
hyperbolic spikes where standard counting routines tend to deny service. In the special
case k = 2, d = 1, a number of devices have been developed to overcome this difficulty.
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Bump [7, Chapter 5] and Vinogradov and Takhtadzhyan [19] independently observed that
there is a natural bijection between the rational points on
(1.5) x0y0 + x1y1 + x2y2 = 0
and the cosets of SL3(Z) factored by the group of upper triangular unipotent matrices.
With this in hand, the Dirichlet series
(1.6)
∑
x,y
(x20 + x
2
1 + x
2
2)
−s(y20 + y
2
1 + y
2
2)
−s,
with the sum running over primitive solutions x ∈ Z3, y ∈ Z3 of (1.5), can be expressed in
terms of the minimal parabolic Eisenstein series for GL3, and one finds that the analytic
function defined by (1.6) extends to a meromorphic function on the whole complex plane.
In Re s > 12 its only poles are at s = 1 and s =
3
4 (see [7, Theorem 7.1]). Some mundane
analytic number theory then yields a version of Theorem 1.1 for the equation (1.5), but
with the euclidean norm used in the definition of height. This approach rests on the
observation that the biprojective variety defined by (1.5) carries a natural group structure.
A similar line of thought is present in much work related to the Manin-Peyre conjecture,
following the pivotal analysis of flag varieties by Franke, Manin and Tschinkel [10]. In the
higher degree cases of Theorem 1.1, however, an analogous theory is not available, and we
will have to turn to other methods. Thunder [17] recovered the results of Franke, Manin
and Tschinkel by using ideas from the geometry of numbers, but again it appears difficult
to apply his method to the higher degree cases in Theorem 1.1. For another method to
count primitive solutions of (1.5) see Browning [6].
It seems natural to appoach the equation (1.1) directly by the circle method. A first
attempt was made by Robbiani. He also studied the bilinear case d = 1, k = 2 and used a
version of the circle method that relies on an identity of Duke, Friedlander and Iwaniec [9],
and that Heath-Brown [11, 12] applied to the analytic theory of quadratic and cubic forms.
Robbiani’s result only covers the cases n ≥ 3, and does not easily generalise to higher
degree. A more classical approach has been engineered by Spencer [16]. His method is in
the spirit of Vinogradov’s description of the circle method. Spencer concentrates on the
equation (1.5) where the height contraint |xiyj|2 ≤ B (0 ≤ i, j ≤ 2) prevents the generating
function from immediate factorisation. This causes considerable complication in detail.
As Spencer shows, it is possible to disentangle the height condition with an appropriate
Fourier analysis. However, certain difficulties remain, and if N∗(B) denotes the function
N(B) in the special case (1.5), then Spencer only shows that N∗(B) = CB logB +O(B),
with some unspecified constant C.
In this memoir we propose another approach to problems in this class that is based on
a straightforward use of the circle method on the one hand, and on the other on a version
of Dirichlet’s method of the hyperbola in weighted setting. Once the machinery is set
up, it delivers Theorem 1.1 with great ease, and with a single treatment for all choices of
the parameters k, d and n. It transpires that the method should be widely applicable in
related contexts. With a careful use of the ideas contained in this paper, the conclusions
in Theorem 1.1 for the equation (1.5) can be refined to
N∗(B) =
33− 6ζ(2)
8ζ(2)ζ(3)
B logB +AB +O(B7/8(logB)3)
where A is a suitable real number. We do not present the details here but refer to our
forthcoming article [4]. Another class of varieties where our methods can be applied is
related to Vinogradov’s mean value theorem. While the diagonal equation (1.4) can be
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viewed as the “germ” that produces (1.1) by inserting suitable products, we now consider
a system
(1.7) al,0y
l
0 + al,1y
l
1 + . . .+ al,ny
l
n = 0 (1 ≤ l ≤ d)
with integer coefficients al,j as the germ. Then, the equations
(1.8)
n∑
j=0
al,j(x1,jx2,j · · ·xk,j)
l = 0 (1 ≤ l ≤ d)
are homogeneous in the variables xi = (xi,0, . . . , xi,n), and therefore the system defines
another variety in Pn(Q)k. As before, its rational points correspond to solutions of (1.8)
in primitive vectors xi ∈ Zn+1, with each xi unique up to sign. The height of a rational
point is now defined by (|x1||x2| · · · |xk|)n+1−
1
2d(d+1). Let N′(B) denote the number of
rational points on the multiprojective variety defined by (1.8) with height not exceeding
B and with xi,j 6= 0 for 1 ≤ i ≤ k and 0 ≤ j ≤ n. There is then a result for N′(B)
that is very similar to Theorem 1.1. Again, our method requires nearly optimal control
on a certain moment of a suitable Weyl sum. Let n1(d) denote the smallest even natural
number with the property that for any positive real number ε one has∫
[0,1]d
∣∣∣ ∑
1≤x≤P
e2πi(α1x+...+αdx
d)
∣∣∣n1(d) dα≪ Pn1(d)− 12d(d+1)+ε.
Theorem 1.2. Let d, k, n be natural numbers with n ≥ n1(d). Let al.j (1 ≤ l ≤ d, 0 ≤
j ≤ n) be non-zero integers. Then, there are a positive number δ, a non-negative number
D, and a monic polynomial R ∈ R[X ] of degree k − 1 such that
N′(B) = DBR(logB) +O(B1−δ).
Moreover, the number D is positive if and only if the system of equations (1.7) has non-
trivial solutions in real numbers and in p-adic numbers, for all primes p.
There is a widely held belief that n1(d) = d(d + 1) should hold for all d ∈ N. This
is trivial for d = 1 and well-known for d = 2 (see, for example, the discussion in [2]).
Very recently Wooley [23] proved n1(3) = 12. With the arrival of efficient congruencing in
epoque-making work of Wooley [20], early upper bounds on n1(d) due to Vinogradov and
others remain of historical value. Progress with the new methods is still ongoing, but we
now know that [22]
d(d+ 1) ≤ n1(d) ≤ 2d(d− 1) + 2.
Our proof of Theorem 1.1 begins with counting primitive solutions to (1.8) inside boxes
|xi| ≤ Xi (1 ≤ i ≤ k). Irrespective of the shape of the box, connaisseurs of the circle
method will find the task of supplying an asymptotic formula for this count fairly routine.
As a second step, one needs to express N(B) in terms of the count in boxes. More precisely,
let m ∈ Nk, and let θ(m) denote the number of primitive xi ∈ Zn+1 satisfying (1.8) and
|xi| = mi, xi,j 6= 0 (1 ≤ i ≤ k, 0 ≤ j ≤ n). Then, according to the opening paragraph of
this memoir,
(1.9) N(B) = 2−k
∑
m1m2...mk≤B1/(n+1−d)
θ(m),
and one desires to deduce an asymptotic formula for this sum from related formulae for
(1.10) Θ(X1, . . . , Xk) =
∑
mi≤Xi
1≤i≤k
θ(m)
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that are the relevant sums for the count in boxes. The transition from (1.10) to (1.9)
can be performed subject to very mild and general conditions, the actual definition of θ
being irrelevant for this part of the argument. Hence, apart from the specific applications
to problems such as those considered in Theorems 1.1 and 1.2, we provide a method to
evaluate divisor sums with weights similar to the one in (1.9). This tool should be of
some utility in the analytic theory of numbers, and certainly constitutes the most novel
feature of our analysis. Precise statements and a discussion of the underlying ideas of
the transition process from (1.10) to (1.9) are deferred to next section that can be read
independently of the rest of the paper. In Section 3 we study Weyl sums over products
in preparation for the circle method work in Section 4. Each of these sections is equipped
with a short introduction to the respective subject. In the short final section, Theorem
1.1 is deduced from the main conclusions formulated in Sections 2 and 4. Not only in
structure but up to fine detail, the proof of Theorem 1.2 is very similar and therefore
omitted.
Notation. Owing to the wide range of topics discussed in this paper, a completely
consistent notation would be in conflict with the various traditions involved. However,
most of the notation used is standard. Small italics usually denote integers, letters from
the middle of the alphabet like k, n or m, but also d are natural numbers, and j is a non-
negative integer. The letter p is reserved for primes. Capital italics N,P,B, U, V,W,X, Y
and Z are used for the main parameters, and statements involving such a parameter are
valid for its positive values exceeding 1. Real variables are denoted by small greek letters,
but also by t. These conventions apply with or without subscript whenever the symbol
does not obviously denote a function.
The letter ε always denotes a positive real number, and whenever ε occurs in a statement
it is asserted that the statement is valid for all positive numbers ε. Constants implicit in
Landau or Vinogradov symbols may depend on ε. Note that this convention allows us to
conclude from A≪ P ε and B ≪ P ε that AB ≪ P ε, for example.
We make use of vector notation frequently, with some uncommon elements now to be
described. Boldface denotes vectors, with entries written in the corresponding italic font,
and the dimension may vary from one occurrence to the next. When x = (x1, . . . , xr),
y = (y1, . . . , ys) and z = (z1, . . . , zt), we use (x,y, z) to denote the r + s + t-tuple
(x1, . . . , xr, y1, . . . , ys, z1, . . . , yt). Also, we will have to permute the entries of a vector.
Let Sk denote the symmetric group on k elements. Then, for σ ∈ Sk and x ∈ Rk, write
σx = (xσ(1), . . . , xσ(k)).
For functions H defined on Nk or [1,∞)k, we define
Hσ(x) = H(
σx).
Inequalities between vectors are to be interpreted as the system of inequalities given by
the components. Thus, for x,X ∈ Rk, the system of k inequalities xj ≤ Xj (1 ≤ j ≤ k) is
abbreviated to x ≤ X. Whenever Xj ≥ 1 for all j with 1 ≤ j ≤ k, we write
〈X〉 = X1X2 . . .Xk.
The number of divisors of n is denoted by τ(n), Euler’s totient function is ϕ(n), and
the Mo¨bius function is µ(n). The highest common factor of a and b is (a; b). We put
e(α) = exp(2πiα), and denote Riemann’s zeta function by ζ(s).
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2. The hyperbola method
2.1. The transition theorem. Not only a few problems in the theory of numbers depend
implicitly or explicitly on the asymptotic evaluation of the sum
(2.1) Υ(N) =
∑
u1u2...uk≤N
h(u).
Here the dimension k and the arithmetical function h : Nk → C are intrinsic to the
application at hand. Perhaps the most familiar cases are the divisor problems of Dirichlet
and Piltz where one chooses h(u) = 1. As we have indicated in the introductory section
of the present communication, the counting problems discussed in Theorems 1.1 and 1.2
also reduce to sums of the type (2.1). Yet, a successful treatment of the cognate box sums
(2.2) H(X1, . . . , Xk) =
∑
1≤xj≤Xj
1≤j≤k
h(x)
is often easier, in particular in cases where h(u) is the number of solutions of a certain
diophantine system. Typically, the condition on the product of the variables u1u2 . . . uk
in (2.1) will be in conflict with a direct use of the Hardy-Littlewood method for the
diophantine problem at hand.
Whenever the evaluation of the box sums is within the compass of existing technology,
one is led to the question whether suitable asymptotic formulae for (2.2) contain sufficient
information to deduce an allied formula for Υ(N). We shall provide an affirmative answer
when h takes real non-negative values only, and when the leading term in the asymptotic
formula for H(X) is a pure power of X1X2 . . . Xk. These conditions are not infrequently
met in practice, and Theorem 2.1 below should be useful in areas other than those discussed
in this paper. However, it should be noted that the conditions on h formulated in the
preamble to Theorem 2.1 have been tuned for our immediate needs. The underlying
arguments work in broader generality. For example, if the leading term in an asmptotic
formula for H(X) contains logarithms, these may be accommodated by the method now
to be described. For another development of our ideas, see Schindler [15].
We begin by introducing the class of functions h to which our theory applies. Fix
positive real numbers α, c, δ with δ < min(1, α). A set H of arithmetical functions
h : Nk → [0,∞) will be referred to as a family satisfying condition (I) with respect to
(α, c, δ) if the following holds:
(I) For any h ∈ H there is a real number ch ∈ [0, c] such that the asymptotic formula∑
x≤X
h(x) = ch〈X〉
α +O(〈X〉α( min
1≤j≤k
Xj)
−δ)
holds uniformly in h ∈ H and Xj ≥ 1 (1 ≤ j ≤ k).
Now consider a family H satisfying condition (I) with respect to (α, c, δ). Further, suppose
that the real numbers ν and D satisfy 0 < ν ≤ 1 and D ≥ 0. The set H is called an
(α, c,D, ν, δ)-family, provided the two further conditions (II) and (III) are satisfied:
(II) For h ∈ H and r ∈ N with 1 ≤ r ≤ k − 1, there exists an arithmetical function
ch,r : N
r → [0,∞) such that for any u ∈ Nr the asymptotic formulae∑
v≤V
h(u,v) = ch,r(u)〈V〉
α +O(〈V〉α|u|D(minVj)
−δ)
hold uniformly for h ∈ H , Vj ≥ 1 and |u| ≤ 〈V〉
ν ,
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(III) For all h ∈ H and σ ∈ Sk, one has hσ ∈ H .
Note that the condition (I) is symmetric with respect to the indices 1 ≤ j ≤ k whereas
(II) alone is not. However, by (III), one may apply (II) to hσ, for any σ ∈ Sk. Hence, one
may choose any r indices and sum h(x) over the corresponding variables. There is then
an asymptotic formula for this sum, similar to the one in (II). Notice also that (I) can be
interpreted as the case r = 0 of (II).
We are ready to announce the principal result of this chapter.
Theorem 2.1. Let k ≥ 2, and let H be an (α, c,D, ν, δ)-family of arithmetical functions
h : Nk → [0,∞). For any h ∈ H , let Υ(N) be defined by (2.1). There exists a positive
number η with the property that for any h ∈ H there is a polynomial Ph ∈ R[x] of degree
at most k − 2 such that the asymptotic formula
(2.3) Υ(N) = Nα
( chαk−1
(k − 1)!
(logN)k−1 + Ph(logN)
)
+O(Nα−η)
holds uniformly in h ∈ H .
The proof of Theorem 2.1 produces an explicit value for η in terms of k, α, c,D, ν and
δ, but it will not be very large, as part of the argument is based on induction on k.
Therefore no attempt has been made to record the optimal value for η that our methods
could establish.
In the next section, we begin by observing a certain rigidity within the functions ch,r
in (II). Then, in the following three sections, we collect several estimates of preparatory
character. Some of the asymptotic relations obtained here may be of independent interest.
We highlight the light-weight version of Theorem 2.1 in Theorem 2.7 below. The main
argument leading to a proof of Theorem 2.1 is presented in the closing section.
2.2. Families of arithmetical functions. We begin our discussion with a rough yet
useful estimate.
Lemma 2.2. Let H denote a family satisfying condition (I) with respect to (α, c, δ).
Then, uniformly in h ∈ H , one has h(u)≪ 〈u〉α.
Proof. This is immediate from (I), on taking X = u.
The principal observation in this section is that the functions ch,l associated with an
(α, c,D, ν, δ)-family form another such family. The following lemma makes this precise.
Lemma 2.3. Let H be an (α, c,D, ν, δ)-family of arithmetical functions h : Nk → [0,∞).
Then, for any 1 ≤ l ≤ k − 1, the set of functions ch,l : Nl → [0,∞) with h ∈ H forms an
(α, c,D, 1, δ)-family, and one has
(2.4)
∑
y≤Y
ch,l(y) = ch〈Y〉
α +O(〈Y〉α(min Yj)
−δ).
Proof. We lauch the proof with the demonstration of (2.4). In the interest of brevity, write
m = k − l. Let Z ≥ 1, and put Z = (Z, . . . , Z) ∈ Rm. Then, as a special case of (II), the
asymptotic relation
(2.5)
∑
z≤Z
h(y, z) = ch,l(y)Z
αm +O(Zαm−δ|y|D)
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holds uniformly for all y ∈ Nl with |y| ≤ Zmν . This may be summed over a box. Note
that m ≥ 1, so that whenever Y ∈ Rl satisfies |Y| ≤ Zν , one certainly has∑
y≤Y
∑
z≤Z
h(y, z) = Zαm
∑
y≤Y
ch,l(y) +O(〈Y〉
D+1Zαm−δ).
On the other hand, the sum on the left may be evaluated by (I). For Z ≥ |Y|, this yields∑
y≤Y
∑
z≤Z
h(y, z) = ch〈Y〉
αZαm +O(Zαm〈Y〉α(min Yj)
−δ).
Divide by Zαm and recall that ν ≤ 1 to conclude from the last two formulae that for
Z ≥ |Y|1/ν one has∑
y≤Y
ch,l(y) = ch〈Y〉
α +O(〈Y〉α(min Yj)
−δ) +O(〈Y〉D+1Z−δ).
With Z → ∞, the asymptotic formula (2.4) follows. In particular, this verifies condition
(I) for the family ch,l. Note that the implicit constant in (2.4) is inherited from the
conditions (I) and (II) for the family H , and is therefore uniform in h.
Next, we establish (II). It will be appropriate to adopt the notation from the previous
argument. In addition, let 1 ≤ r ≤ l − 1 and u ∈ Nr, v ∈ Nl−r. We choose y = (u,v) in
(2.5) and sum over a box for v. Then, provided that |u| ≤ Zmν , |V| ≤ Zmν , one finds
that ∑
v≤V
∑
z≤Z
h(u,v, z) = Zαm
∑
v≤V
ch,l(u,v) +O(|u|
D〈V〉D+1Zαm−δ).
Alternatively, one may use (II) to evaluate the left hand side above. When |V| ≤ Z and
|u| ≤ 〈V〉νZmν , this yields∑
v≤V
∑
z≤Z
h(u,v, z) = ch,r(u)〈V〉
αZαm +O(|u|D〈V〉αZαm(min Vj)
−δ).
One may now proceed as before: a comparison of the last two displays delivers the pre-
liminary estimate∑
v≤V
ch,l(u,v) = ch,r(u)〈V〉
α +O(|u|D〈V〉α(minVj)
−δ) +O(|u|D〈V〉D+1Z−δ),
subject to the lower bounds on Z mentioned earlier. With Z → ∞, the term on the far
right disappears, and any u satisfies |u| ≤ Zmν when Z is large enough. This gives∑
v≤V
ch,l(u,v) = ch,r(u)〈V〉
α +O(|u|D〈V〉α(minVj)
−δ)
uniformly in u. This proves (II) for ch,l in place of h, and with ν = 1. Moreover, the last
estimate is uniform with respect to h ∈ H because the implicit constant can be traced
back to the one in (II). Note the recurrent appearance of ch,r on the right hand side.
Finally, we have to check the condition (III). Let π ∈ Sl be a permutation of {1, . . . , l},
and let σ ∈ Sk be a permutation of {1, . . . , k} with σ(j) = π(j) for 1 ≤ j ≤ l. Then, by
(II), it is immediate that (ch,l)π = chσ,l, which confirms (III), completing the proof of the
lemma.
Let H be an (α, c,D, ν, δ)-family of arithmetical functions defined on Nk, and let
1 ≤ l ≤ k − 1. For h ∈ H , one may fix l of the variables and consider h as a function
on Nk−l. This process yields another family of functions with similar properties. More
COUNTING IN HYPERBOLIC SPIKES 9
precisely, choose a real number A ≥ α and consider, for any h ∈ H and w ∈ Nl, the
function
g = gh,w : N
k−l → [0,∞), y 7→ 〈w〉−Ah(w,y).
Let Hl denote the set of all these functions. Since H satisfies (III), the same is true of
Hl.
Lemma 2.4. Let H and l be as above, and suppose that A ≥ D+(k+1)α+ ν−1(1+α).
Then, for sufficiently large c′, the set Hl is an (α, c′, D, ν, δ)-family.
Proof. By Lemma 2.3, we may apply Lemma 2.2 to ch,l in place of h. This yields the
bound
(2.6) 〈w〉−αch,l(w)≪ 1.
We now proceed to show that uniformly for h ∈ H and w ∈ Nl, one has
(2.7)
∑
y≤Y
h(w,y)
〈w〉A
=
ch,l(w)
〈w〉A
〈Y〉α +O(〈Y〉α(min Yj)
−δ).
Once this is established, one obtains (I) for gh,w, with 〈w〉−Ach,l(w) in the role of ch, and
since A ≥ α, the existence of c′ is a consequence of (2.6).
For |w| ≤ 〈Y〉ν , one notes that A ≥ D to realize that the asymptotic formula (2.7) is
a weakened form of (II). Thus, it suffices to confirm (2.7) when |w| > 〈Y〉ν . In this case,
we apply (2.6) to see that
ch,l(w)
〈w〉A
〈Y〉α ≪ 〈w〉α−A〈Y〉α ≪ 1.
Similarly, by Lemma 2.2,
∑
y≤Y
h(w,y)
〈w〉A
≪ 〈w〉α−A〈Y〉α+1 ≪ 1.
Since δ ≤ min(1, α), one concludes that the two explicit terms in (2.7) are both bounded
above by O(〈Y〉α(minYj)−δ). In particular, this proves (2.7).
The proof of (II) for Hl is very similar. Let 1 ≤ r ≤ k− l− 1, and v ∈ Nr. We need to
confirm that whenever |v| ≤ 〈Z〉ν , one has
(2.8)
∑
z≤Z
h(w,v, z)
〈w〉A
=
ch,l+r(w,v)
〈w〉A
〈Z〉α +O(〈Z〉α(minZj)
−δ|v|D).
As before, we begin with the case where |w| ≤ 〈Z〉ν . Here, it suffices to recall that A ≥ D
which implies that |(w,v)|D〈w〉−A ≤ |v|D. Hence, in this case (2.8) is immediate from
(II).
When |w| > 〈Z〉ν , one uses Lemma 2.2 to deduce that
∑
z≤Z
h(w,v, z)
〈w〉A
≪ 〈w〉α−A〈v〉α〈Z〉α+1 ≪ 1,
and a similar but simpler estimation gives
ch,l+r(w,v)
〈w〉A
〈Z〉α ≪ 1.
Now (2.8) follows as above.
We have already remarked that Hl satisfies (III). The proof of Lemma 2.4 is complete.
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2.3. Preparatory lemmata. Before we may announce our first estimate, we must intro-
duce some more notation. In order to avoid repetitious comments concerning uniformity
of implicit constants, we remark that for the remainder of this chapter, these constants
will depend on an auxiliary non-negative integer j, the dimension k, the family H , and on
ε where appropriate. In particular, the constants depend on the parameters α, c,D, ν, δ.
It is relevant to note, however, that these constants will not depend on the individual
h ∈ H .
Now let
∆(k) = {t ∈ Rk : 1 < t1 < t2 < . . . < tk}, ∆
(k)(X) = {t ∈ ∆(k) : tk ≤ X}.
The next lemma evaluates the integral
Ih,j(X) =
∫
∆(k)(X)
(log〈t〉)j
〈t〉α+1
∑
x≤t
h(x) dt.
Lemma 2.5. Let H be an (α, c,D, ν, δ)-family and j ∈ N0. Then there exists a positive
number η such that for all h ∈ H and suitable real polynomials qh,j one has
Ih,j(X) = qh,j(logX) +O(X
−η).
It would be possible to compute the degree and the leading coefficient of qh,j, but this
will not be relevant later.
Proof. For k = 1, we may rewrite (I) in the form∑
x≤t
h(x) = cht
α + E(t)
where E(t) = Eh(t) is piecewise continuous and satisfies E(t)≪ tα−δ. Hence, by straight-
forward estimates, one finds that∫ X
1
(log t)j
tα+1
∑
x≤t
h(x) dt =
ch
j + 1
(logX)j+1 +Dh,j +O(X
−δ(logX)j)
in which the real number Dh,j is given by the convergent integral
Dh,j =
∫ ∞
1
E(t)t−α−1(log t)j dt.
This confirms the assertion of the lemma when k = 1. More precisely, in this case, any
0 < η < δ is admissible.
We proceed by induction and suppose that k > 1, and that the lemma has been estab-
lished for all smaller values of k. We split the set ∆(k) into k disjoint subsets. To describe
this dissection, put t0 = 1 and
(2.9) β = min(ν, δ(2D + 4k)−1).
For 0 ≤ l < k, let
∆(k,l) = {t ∈ ∆(k) : ti > t
β
i+1 (l < i < k), tl ≤ t
β
l+1}
and write ∆(k,l)(X) = ∆(k,l) ∩ ∆(k)(X). Then indeed ∆(k)(X) is the disjoint union of
∆(k,l)(X) with 0 ≤ l < k, so that we now have
(2.10) Ih,j(X) =
k−1∑
l=0
Ih,j,l(X)
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where
(2.11) Ih,j,l(X) =
∫
∆(k,l)(X)
(log〈t〉)j
〈t〉α+1
∑
x≤t
h(x) dt.
The integral Ih,j,0(X) can be computed in much the same way as in the treatment of
the case k = 1. For t ∈ ∆(k,0)(X), we define the function Eh(t) via
(2.12)
∑
x≤t
h(x) = ch〈t〉
α + Eh(t).
Then, by (I), one has Eh(t) ≪ 〈t〉αt
−δ
1 . The simple bound log〈t〉 ≤ k log |t| suffices to
confirm that for Z ≥ 1 one has∫
∆(k,0)(2Z)\∆(k,0)(Z)
(log〈t〉)j
〈t〉α+1
|Eh(t)| dt
≪
∫ 2Z
Z
∫ tk
tβk
∫ tk−1
tβk−1
· · ·
∫ t2
tβ2
〈t〉−1t−δ1 (log tk)
j dt1 . . . dtk ≪ Z
−δβk .
On summing over dyadic ranges, it follows that the integral
Dh,j,0 =
∫
∆(k,0)
(log〈t〉)j
〈t〉α+1
Eh(t) dt
exists, and that this differs from the same integral over ∆(k,0)(X) by O(X−δβ
k
). Conse-
quently, by (2.11) and (2.12),
(2.13) Ih,j,0(X) = ch
∫
∆(k,0)(X)
(log〈t〉)j
〈t〉
dt+Dh,j,0 +O(X
−δβk).
At this point, we interrupt the treatment of Ih,j,0(X) and turn to Ih,j,l(X) with 1 ≤
l < k. For t ∈ Rk, write t = (t′, t′′) with t′ = (t1, . . . , tl) and t′′ = (tl+1, . . . , tk). By
(2.9), one has |t′| ≤ |t′′|ν for all t ∈ ∆(k,l). Hence, by (II), the function Eh,l(x′, t′′) defined
through the equation
(2.14)
∑
x′′≤t′′
h(x′,x′′) = ch,l〈x
′)〈t′′〉α + Eh,l(x
′, t′′)
satisfies the bound Eh,l(x
′, t′′)≪ 〈t′′〉αt−δl+1|x
′|D uniformly in x′ ≤ t′. The strategy is now
the same as in the treatment of Ih,j,0(X). We shall sum (2.14) over x
′ ≤ t′ and insert the
result into (2.11). With this end in view, put
Rl(t) =
∑
x′≤t′
Eh,l(x
′, t′′).
This defines a function on ∆(k,l) satisfying Rl(t) ≪ 〈t′〉〈t′′〉αt
−δ
l+1t
D
l . For Z ≥ 1 we now
see that ∫
∆(k,l)(2Z)\∆(k,l)(Z)
(log〈t〉)j
〈t〉α+1
|Rl(t)| dt
≪
∫
Rl(Z)
〈t′′〉−1t−δl+1(log tk)
j
∫
∆(l)(tβl+1)
〈t′〉−αtDl dt
′ dt′′(2.15)
where
Rl(Z) = {t
′′ : Z < tk ≤ 2Z, t
β
i+1 ≤ ti ≤ ti+1 (l < i < k)}.
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We bound the inner integral by brute force. First one notes that 〈t′〉−α ≤ 1, and
consequently that 〈t′〉−αtDl ≤ t
Dβ
l+1 holds for all t
′ ∈ ∆(l)(tβl+1). Then, since the measure of
∆(l)(tβl+1) does not exceed t
lβ
l+1, we find that the inner integral in (2.15) is bounded above
by t
(D+k)β
l+1 , irrespective of the actual value of l. By (2.9), we have (D+ k)β <
1
2δ. Hence,
by (2.15),
∫
∆(k,l)(2Z)\∆(k,l)(Z)
(log〈t〉)j
〈t〉α+1
|Rl(t)| dt≪
∫
Rl(Z)
〈t′′〉−1t
−δ/2
l+1 dt
′′ ≪ Z−δβ
k/2.
Much as before, on summing over dyadic ranges, it follows that the integral
Dh,j,l =
∫
∆(k,l)
(log〈t〉)j
〈t〉α+1
Rl(t) dt
exists and differs from the same integral over ∆(k,l)(X) by O(X−δβ
k/2)). By (2.14) and
(2.11), we infer that
(2.16) Ih,j,l(X) =
∫
∆(k,l)(X)
(log〈t〉)j
〈t′′〉〈t′〉α+1
∑
x′≤t′
ch,l(x
′) dt+Dh,j,l +O(X
−δβk/2).
Let Kh,j,l(X) denote the integral on the right hand side of the previous display. Since
log〈t〉 = log〈t′〉+ log〈t′′〉, binomial expansion shows that
(2.17) Kh,j,l(X) =
j∑
r=0
(
j
r
)∫
Sl(X)
(log〈t′′〉)j−r
〈t′′〉
∫
∆(l)(tβl+1)
(log〈t′〉)r
〈t′〉α+1
∑
x′≤t′
ch,l(x
′) dt′ dt′′
in which
Sl(X) = {t
′′ : tk ≤ X, t
β
i+1 ≤ ti ≤ ti+1 (l < i < k)}.
To compute the inner integral in (2.17), we apply the induction hypothesis together
with Lemma 2.3. It then follows that this integral equals Qh,l,r(log t
β
l+1) + Fh,l,r(t
β
l+1),
with a suitable real polynomial Qh,l,r and a suitable function Fh,l,r satisfying the estimate
Fh,l,r(t)≪ t−η(l). Here, η(l) is the positive number that the induction hypothesis produces
for the family ch,l. An argument similar to the one used around (2.15) and leading to (2.16)
now shows that for there is a real number Eh,j,l,r such that∫
Sl(X)
(log〈t′′〉)j−r
〈t′′〉
Fh,l,r(t
β
l+1) dt
′′ = Eh,j,l,r +O(X
−η(l)βk/2).
From (2.17) we now deduce that there is a real number, say Eh,j,l, such that
Kh,j,l(X) = Eh,j,l +
∫
Sl(X)
j∑
r=0
(
j
r
)
(log〈t′′〉)j−r
〈t′′〉
Qh,l,r(log t
β
l+1) dt
′′ +O(X−η(l)β
k/2).
Hence, whenever 0 < η < 12β
kmin(η(l), δ), the formula (2.16) yields
Ih,j,l(X) = Eh,j,l +
∫
Sl(X)
j∑
r=0
(
j
r
)
(log〈t′′〉)j−r
〈t′′〉
Qh,l,r(log t
β
l+1) dt
′′ +O(X−η).
To compute the remaining integral here, one expands Qh,l,r(log t
β
l+1)(log〈t
′′〉)j−r as a
polynomial in log ti, l < i ≤ k. We may then rewrite this integral as a linear combination
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of integrals of the type∫
Sl(X)
(log tk)
bk · · · (log tl+1)bl+1
tk · · · tl+1
dt′′
=
∫ X
1
∫ tk
tβk
· · ·
∫ tl+2
tβl+2
(log tk)
bk · · · (log tl+1)bl+1
tk · · · tl+1
dtl+1 · · ·dtk
with bi+1, . . . , bk ∈ N0. These integrals can be computed explicitly, and are polynomials
in logX . Similarly, the integral in (2.13) is a polynomial in logX . This shows that all
Ih,j,l(X) are polynomials in logX , up to an error not exceeding O(X
−η). By (2.10), the
same is then true for Ih,j(X), completing the induction.
Lemma 2.6. Let H be an (α, c,D, ν, δ)-family and j ∈ N0. Then there exists a positive
number η such that for all h ∈ H and suitable real polynomials Qh,j one has∫
[1,X]k
(log〈t〉)j
〈t〉α+1
∑
x≤t
h(x) dt = Qh,j(logX) +O(X
−η).
For a proof, we only need to observe that for any t ∈ [1, X ]k satisfying ti 6= tl for all
i 6= l there is a unique σ ∈ Sk such that σt ∈ ∆(k)(X). Since the set of all t ∈ Rk where
at least two coordinates are equal is a set of measure 0, we may conclude that∫
[1,X]k
(log〈t〉)j
〈t〉α+1
∑
x≤t
h(x) dt =
∑
σ∈Sk
Ihσ ,j(X),
and the lemma follows from Lemma 2.5.
2.4. A mean value estimate. Our next result is a light-weight version of Theorem 2.1.
It features the real number
Vk,j =
∫
[0,1]k
(ξ1 + . . .+ ξk)
j dξ,
defined whenever k ∈ N, j ∈ N0. One may calculate this integral elementarily to obtain
the alternative expression
(2.18) Vk,j =
∑
a1+...+ak=j
(
j
a1 a2 . . . ak
)
1
(a1 + 1) · · · (ak + 1)
where the variables ai run over non-negative integers.
Theorem 2.7. Let H be an (α, c,D, ν, δ)-family and j ∈ N0. Then there exists a positive
number η such that for all h ∈ H and suitable real polynomials ph,j of degree at most
k + j one has
(2.19)
∑
xj≤X
1≤j≤k
(log〈x〉)j
〈x〉α
h(x) = ph,j(logX) +O(X
−η).
If ch 6= 0, the degree of ph,j is k + j, and its leading coefficient is αkchVk,j .
Proof. First observe that
∂
∂x
log(xy)j
(xy)α
=
−αqj(log(xy))
xα+1yα
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where qj(t) = t
j + jα−1tj−1 is a monic polynomial of degree j. Repeated use of this
identity and partial summation applied to the k sums over x produce the identity
(2.20)
∑
xj≤X
1≤j≤k
(log〈x〉)j
〈x〉α
h(x) =
∑
N ⊂{1,...,k}
αnΞN
where n = #N , where
Ξ∅ = (k logX)
jX−αk
∑
xi≤X
1≤i≤k
h(x),
and when N is a nonempty subset of {1, . . . , k},
(2.21) ΞN = X
−αm
∫
[1,X]n
qN (logX
m〈tN 〉)
〈tN 〉α+1
∑
xi≤ti
i∈N
∑
xi≤X
i6∈N
h(x) dtN ,
in which m = k − n, tN = (ti)i∈N and qN is a certain monic polynomial of degree j.
The strategy is now to prove that for any subset N of {1, . . . , k} there is a polynomial
pN = ph,N with the property that
(2.22) ΞN = pN (logX) +O(X
−η).
Once this is established, it follows from (2.20) that the asymptotic relation (2.19) holds
with some polynomial ph,j. The degree and leading coefficient can then be computed by
the following trick: for K = {1, . . . , k}, one may use (I) in the definition of ΞK to deduce
that
ΞK = ch
∫
[1,X]k
qK (log〈t〉)
〈t〉
dt+O
(∫
[1,X]k
(log〈t〉)j
〈t〉 min
1≤i≤k
tδi
dt
)
.
Since qK is monic of degree j, it follows that
ΞK = ch
∫
[1,X]k
(log〈t〉)j
〈t〉
dt+O
(
(logX)k+j−1
)
.
One may expand the logarithm, using the multinomial theorem. Then, an elementary
calculation yields
ΞK = ch
∑
a1+...+ak=j
(
j
a1 a2 . . . ak
)∫
[1,X]k
(log t1)
a1 · · · (log tk)ak
t1 · · · tk
dt+O((logX)k+j−1)
= ch
∑
a1+...+ak=j
(
j
a1 a2 . . . ak
)
1
(a1 + 1) · · · (ak + 1)
(logX)k+j +O((logX)k+j−1).
Similarly, but using (I) only as an upper bound, it is immediate that ΞN ≪ (logX)n+j
holds for all subsets N of {1, . . . , k}. Hence, by (2.20) and (2.18), the sum on the left
hand side of (2.19) equals αkVk,jch(logX)
k+j +O((logX)k+j−1). This is compatible with
(2.19) only when ph,j has degree at most k + j, and for ch 6= 0, the degree must be k + j
with leading coefficient αkVk,jch, as required to complete the proof of Theorem 2.7.
There remains the task to confirm (2.22). Two cases are easy. For K = {1, . . . , k}, the
desired expansion for ΞK follows from Lemma 2.6. Also, by (I) and the definition of Ξ∅,
one finds that
Ξ∅ = (k logX)
j
(
ch +O(X
−δ)
)
confirming (2.22) in the case where N = ∅.
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This leaves the cases where 1 ≤ n ≤ k − 1. For these n we write Ξn = Ξ{1,...,n}. Let
t = (t1, . . . , tn). By multinomial expansion, there are certain constants γr,s ∈ R such that
q{1,...,n}(log(〈t〉X
m)) =
∑
r+s≤j
γr,s(log〈t〉)
r(logX)s,
and consequently, one may rewrite the defining equation (2.21) for Ξn as
(2.23) Ξn = X
−αm
∑
r+s≤j
γr,s(logX)
s
∫
[1,X]n
(log〈t〉)r
〈t〉α+1
∑
xi≤ti
1≤i≤n
∑
xi≤X
n<i≤k
h(x) dt.
The asymptotic evaluation of Ξn is performed in a manner similar to the proof of
Lemma 2.5. However, the details are somewhat different because the two innermost sums
in (2.23) are both nonempty, so that there is at least one “long” sum xk ≤ X involved.
The partition of the set ∆(n)(X) in the argument below will therefore be different from
the arrangement in the proof of Lemma 2.5.
The first step is to sort the ti by size. This can be done by the argument used to prove
Lemma 2.6. Indeed, when σ ∈ Sn, we define σ
′ ∈ Sk by σ
′(i) = σ(i), for 1 ≤ i ≤ n, and
σ′(i) = i for n < i ≤ k. Then, as in the proof of Lemma 2.6,
(2.24)∫
[1,X]n
(log〈t〉)r
〈t〉α+1
∑
xi≤ti
1≤i≤n
∑
xi≤X
n<i≤k
h(x) dt =
∑
σ∈Sn
∫
∆(n)(X)
(log〈t〉)r
〈t〉α+1
∑
xi≤ti
1≤i≤n
∑
xi≤X
n<i≤k
hσ′(x) dt.
We now construct a dissection of ∆(n)(X). Let β be defined by (2.9), and consider the
intervals
Ii = (X
βi+1 , Xβ
i
] (0 ≤ i < n), In = [1, X
βn].
that provide a partition of [1, X ] into n + 1 subsets. By the box principle, for any t ∈
∆(n)(X), there is at least one Ii that contains none of the coordinates of t, and the
smallest such i is denoted by i(t). Once i(t) is determined, we put l(t) = 0 if t1 > X
βi(t) ,
and otherwise we take l(t) to denote the largest l with tl ≤ Xβ
i(t)+1
. Now put
∆
(n)
i,l (X) = {t ∈ ∆
(n)(X) : i(t) = i, l(t) = l}.
Note that whenever i = i(t), then all the intervals I0, . . . ,Ii−1 will contain at least one
coordinate of t. Hence, ∆
(n)
i,l (X) will be nonempty only when i + l ≤ n, and ∆
(n)(X) is
the disjoint union of these sets. We now write
(2.25) Jr,n,i,l(h) = X
−αm
∫
∆
(n)
i,l (X)
(log〈t〉)r
〈t〉α+1
∑
xj≤tj
1≤j≤n
∑
xj≤X
n<j≤k
h(x) dt.
Then, by (2.23) and (2.24),
(2.26) Ξn =
∑
σ∈Sn
∑
r+s≤j
γr,s(logX)
s
∑
i+l≤n
Jr,n,i,l(hσ).
We begin with the evaluation of Jr,n,i,0(h). Note that ∆
(n)
0,0 (X) is empty so that we may
suppose that i ≥ 1. Then, for t ∈ ∆
(n)
i,0 (X), one has t1 ≥ X
βi ≥ Xβ
n
, and (I) delivers∑
xj≤tj
1≤j≤n
∑
xj≤X
n<j≤k
h(x) = chX
αm〈t〉α +O(Xαm−δβ
n
〈t〉α).
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By (2.25) and straightforward estimates,
(2.27) Jr,n,i,0(h) = ch
∫
∆
(n)
i,0 (X)
(log〈t〉)r
〈t〉
dt+O(X−δβ
n/2).
It remains to evaluate the integral on the right hand side here. We claim that there is
a polynomial T depending only on n, i, β and r such that
(2.28)
∫
∆
(n)
i,0 (X)
(log〈t〉)r
〈t〉
dt = T (logX).
To see this, let n = u1 > u2 > . . . > ui > ui+1 = 1 be a collection of natural numbers,
and put u = (u1, . . . , ui+1). Let
Γi,u = {t ∈ ∆
(n)(X) : t̺ ∈ Iλ for uλ+2 < ̺ ≤ uλ+1 (0 ≤ λ < i)}.
By construction, ∆
(n)
i,0 (X) is the disjoint union of the Γi,u. Hence, by multinomial expan-
sion, the integral in (2.28) equals
∑
n=u1>u2>...>ui>ui+1=1
∑
a1+...+an=r
(
j
a1 a2 . . . ak
)∫
Γi,u
(log t1)
a1 · · · (log tn)an
t1 · · · tn
dt.
By definition of Γi,u, this last integral factorises into integrals over t̺ ∈ Iλ with uλ+2 <
̺ ≤ uλ+1 of dimension uλ+1 − uλ+2. A typical such integral takes the shape∫
Y β≤v1<...<vs≤Y
(log v1)
b1 · · · (log vs)bs
v1 · · · vs
dv
where s is the dimension, the b̺ are some of the a1, . . . , an, and Y = X
βλ for some λ < n.
This integral can be computed explicitly, and is then seen to be a polynomial in log Y ,
and hence also a polynomial in logX . Collecting together confirms (2.28).
By (2.27) and (2.28), we see that Jr,n,i,0(h) is a polynomial in logX , up to an acceptable
error O(X−δβ
n/2). By (III), the same is true for Jr,n,i,0(hσ).
The next case we consider is l = n. Since l + i ≤ n, this forces i = 0, and one readily
checks from the relevant definitions that ∆
(n)
0,n(X) = ∆
(n)(Xβ). Recall that β ≤ ν. Hence,
on writing x′ = (x1, . . . , xl), we deduce from (II) that∑
xj≤X
n<j≤k
h(x) = ch,l(x
′)Xαm +O(Xαm−δ|x′|D).
For t ∈ ∆(n)(Xβ) we may sum over x′ ≤ t′ to infer that∑
xj≤tj
1≤j≤n
∑
xj≤X
n<j≤k
h(x) = Xαm
∑
x′≤t
ch,l(x
′) +O(Xαm−δ|t|n+D).
This may be injected into (2.25). Then, recalling that β ≤ δ/(4n + 2D), one concludes
that
Jr,n,0,n(h) =
∫
∆(n)(Xβ)
(log〈t〉)r
〈t〉α+1
∑
x′≤t
ch,l(x
′) dt+O(X−δ/2).
By Lemma 2.3, we may apply Lemma 2.5 with ch,l in place of h to evaluate the integral
on the right hand side here. It follows that Jr,n,0,n(h) is equal to a polynomial in logX ,
up to an error not excceding O(X−η), for some suitable η > 0.
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We are left with the cases where 1 ≤ l < n. Write t = (t′, t′′) with t′ = (t1, . . . , tl) and
t′′ = (tl+1, . . . , tn). Another inspection of the relevant definitions shows that t ∈ ∆
(n)
i,l (X)
holds if and only if t′ ∈ ∆(l)(Xβ
i+1
) and t′′ ∈ ∆
(n−l)
i,0 (X). Moreover, since β ≤ ν, one may
use (II) to confirm that whenever t ∈ ∆
(n)
i,l (X), then∑
xj≤tj
l<j≤n
∑
xj≤X
n<j≤k
h(x) = ch,l(x
′)〈t′′〉αXαm +O(Xαm〈t′′〉αt−δl+1|x
′|D).
We sum over x′ ≤ t′ and recall that tl+1 ≥ Xβ
i
. This produces∑
xj≤tj
1≤j≤n
∑
xj≤X
n<j≤k
h(x) = Xαm〈t′′〉α
∑
x′≤t′
ch,l(x
′) +O(Xαm−δβ
i
〈t′′〉α|t′|n+D).
Now multiply with 〈t〉−α−1(log〈t〉)r and integrate over ∆
(n)
i,l (X). The error term above
then becomes
Xαm−δβ
i
(logX)r
∫
∆
(n)
i,l (X)
〈t〉−1|t′|n+D dt
≪ Xαm−δβ
i
(logX)r+n
∫
∆(l)(Xβi+1)
|t′|n+D dt′ ≪ Xαm−δβ
n/2.
In the last inequality, we have used again that β ≤ δ/(4n + 2D). We insert the results
into (2.25) and apply the binomial theorem to conclude that, up to an error O(X−δβ
n/2),
the expression Jr,n,i,l(h) equals
∑
r′+r′′=r
(
r
r′
)∫
∆
(n−l)
i,0 (X)
(log〈t′′〉)r
′′
〈t′′〉
dt′′
∫
∆(l)(Xβi+1)
(log〈t′〉)r
′
〈t′′〉α+1
∑
x′≤t′
ch,l(x
′) dt′.
By (2.28), the first integral is a polynomial in logX . The second integral coincides with
a suitable polynomial in logX , up to an error not exceeding O(X−η) for some suitable
number η > 0. This follows once again from Lemma 2.3 and Lemma 2.5.
To sum up the above deliberations, we have now shown that Jr,n,i,l(h) equals a suitable
polynomial in logX , up to an error not excceding O(X−η) for some suitable number η > 0,
for all revelant parameters r, n, i, l. By (III), the same is true for Jr,n,i,l(hσ), and (2.22)
for N = {1, . . . , n} now follows from (2.26). By (III) again, this confirms (2.22) for all
N . The proof of Theorem 2.7 is complete.
2.5. Away from the spikes. In this section, we discuss the contribution to the sum
(2.1) where all the variables uj are rather large. More precisely, we choose a threshold
W ∈ [1, N ]k and consider
(2.29) Υ(N,W) =
∑
w1w2···wk≤N
w>W
h(w).
When all entries of W are reasonably large, the variables of summation stay away from
the spiky part of the hyperbolic constraint 〈w〉 ≤ N , so that one would hope to handle this
sum based on the condition (I) alone. This is indeed the case. The asymptotic formula
features the polynomial
(2.30) pk(t) =
k−1∑
l=0
(−1)k+1+l
l!
tl.
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Lemma 2.8. Let H be a set of functions h : Nk → [0,∞) that satisfies the condition
(I) with respect to (α, c, δ), and suppose that the threshold satisfies 〈W〉 ≤ N1/2 and
minWj ≥ (logN)2k/δ . Then
Υ(N,W) = chN
αpk
(
α log
N
〈W〉
)
+O(Nα(minWj)
−δ/(2k)(logN)k).
The proof depends on the following combinatorial identity.
Lemma 2.9. Let k and J be natural numbers. Then for t ∈ C one has
(2.31) (1 − t)k
∑
j1+...+jk≤J
jr≥0
tj1+...+jk = 1− tJ+1
k−1∑
l=0
(J + l
l
)
(1− t)l.
When k = 1, the claim in Lemma 2.9 is the familiar evaluation of the geometric sum.
We proceed by induction and suppose that the formula is known for k − 1 in place of k.
Then the left hand side of (2.31) equals
(1− t)k
J∑
j=0
tj
∑
j1+...+jk−1≤J−j
tj1+...+jk−1
= (1− t)
J∑
j=0
tj
(
1− tJ+1−j
k−2∑
l=0
(J + l − j
l
)
(1 − t)l
)
.
Now replace l + 1 by l in the inner sum. The above then becomes
(2.32) 1− tJ+1 − tJ+1
J∑
j=0
k−1∑
l=1
(J + l− 1− j
l − 1
)
(1− t)l.
However,
J∑
j=0
(J + l − 1− j
l − 1
)
=
J∑
j=0
( l− 1 + j
l − 1
)
=
(J + l
l
)
,
as one may verify by induction on J . Now (2.31) follows from (2.32).
Proof of Lemma 2.8. We begin with an enveloping argument to reduce the evaluation
of Υ(N,W) to box sums of the type
(2.33) H(U+,U−) =
∑
U−<u≤U+
h(u).
Let Θ be a real number, J be a natural number, and suppose that 1 < Θ < 3 and
ΘJ = N/〈W〉. We shall optimize J later, but already note that permissible values of J
satisfy J ≫ logN . For j ≥ 0, let Ur,j =WrΘj, and define
Uj = (U1,j1 , . . . , Uk,jk).
Let 1 = (1, 1, . . . , 1). We consider boxes Uj < u ≤ Uj+1. This box lies inside the range of
summation u1 · · ·uk ≤ N in (2.29) whenever U1,j1+1 · · ·Uk,jk+1 ≤ N which in turn holds
if and only if |j|1 ≤ J − k. Here, and later in this proof, we write
|j|1 = j1 + . . .+ jk.
In the opposite direction, let u be a point with u > W and u1 · · ·uk ≤ N . Then, there is
a unique j ∈ Nk0 with Uj < u ≤ Uj+1. The inequalities
U1,j1 · · ·Uk,jk < u1 · · ·uk ≤ N
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imply |j|1 ≤ J . By (2.29) and (2.33), these considerations show that
(2.34)
∑
|j|1≤J−k
H(Uj+1,Uj) ≤ Υ(N,W) ≤
∑
|j|1≤J
H(Uj+1,Uj).
By the inclusion-exclusion principle, the sum H(U+,U−) can be expressed in terms of the
sum H(X) that was defined in (2.2). In the special case needed here, this strategy gives
the identity
H(Uj+1,Uj) =
∑
s∈{0,1}k
(−1)k−|s|1H(Uj+s)
whence by (I), it now follows that
H(Uj+s) = ch〈W〉
αΘα|j+s|1 +O(〈W〉α(minWj)
−δΘα|j|1).
Now put
J+ = J, J− = J − k
and study the sums
Υ± =
∑
|j|1≤J±
H(Uj+1,Uj)
that occur in the sandwich inequalities (2.34). Combining the preceding displays yields
Υ± = ch〈W〉
α
∑
|j|1≤J±
∑
s∈{0,1}k
(−1)k−|s|1Θα|j+s|1 +O
(
〈W〉α(minWj)
−δ
∑
|j|1≤J±
Θα|j|1
)
.
The obvious identity ∑
s∈{0,1}k
(−1)k−|s|1T |s|1 = (T − 1)k
allows us to rewrite this as
Υ± = ch(Θ
α − 1)k〈W〉α
∑
|j|1≤J±
Θα|j|1 +O
(
〈W〉α(minWj)
−δ
∑
|j|1≤J±
Θα|j|1
)
.
It will now be convenient to define r by minWj = Wr. Then, the error term above does
not exceed
〈W〉αW−δr Θ
αJ#{j : |j|1 ≤ J} ≪ N
αW−δr J
k.
To compute the leading term, we multiply (2.31) with (−1)k and choose t = Θα. Then
tJ
+
= Nα〈W〉−α, and one finds that
(2.35) Υ+ = chN
αΘα
k−1∑
l=0
(J + l
l
)
(−1)k+1+l(Θα − 1)l +O(〈W〉α +NαW−δr J
k).
The same argument also gives
(2.36) Υ− = chN
αΘα(1−k)
k−1∑
l=0
(J − k + l
l
)
(−1)k+1+l(Θα−1)l+O(〈W〉α+NαW−δr J
k).
We now choose J = [W
δ/(2k)
r ] so that J ≥ logN and 1 < Θ ≤ e, as required. We then
have
Θ = exp
(
J−1 log
N
〈W〉
)
= 1 + J−1 log
N
〈W〉
+O(J−2(logN)2).
Binomial expansion gives
(2.37) Θα = 1 + αJ−1 log
N
〈W〉
+ O(J−2(logN)2).
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One also has (J + l
l
)
=
J l
l!
+O(J l−1)
so that (J + l
l
)
(Θα − 1)l =
αl
l!
(
log
N
〈W〉
)l
+O(J−1(logN)l+1).
We multiply with (−1)k+l+1 and sum over l. Recalling the notation introduced in (2.30),
we then infer from (2.35), (2.37) and the preceding display that
(2.38) Υ+ = chN
αpk
(
α log
N
〈W〉
)
+O(Nα(logN)kJ−1 + 〈W〉α +NαW−δr J
k).
A simple cosmetical change in this argument, now starting from (2.36) provides the same
asymptotic formula for Υ−. Consequently, by (2.34), this formula also holds for Υ(N,W ).
Our choice for J then yields the assertion of Lemma 2.8.
2.6. The endgame. We are ready to assemble the puzzle. The contribution to the sum
(2.1) resulting from summands h(x) where all coordinates xj are “large” can be evaluated
by Lemma 2.8. The contribution from terms where all xj are “small” will not be of
significance, for obvious reasons. This leaves summands where x has small and large
coordinates simultaneously. Here the strategy is to sum over the large coordinates with
the aid of Lemma 2.8, and then sum the result over the small coordinates by an appeal to
Theorem 2.7. This is successful only if there is a huge gap between the small and the large
coordinates. One can always find such a gap, but its position will depend on x. Hence,
we will follow a strategy that is largely similar to the one used in the proof of Theorem
2.7, but there are additional combinatorial complications because summands which have
at least two equal coordinates in the vector x affect the lower order terms in Ph.
Fix an (α, c,D, ν, δ)-family H and k ≥ 2. The set H remains such a family if the
values of ν and δ shrink, and we may therefore suppose that
ν ≤ 1/(2k), δ ≤ 1/2.
Also, as in Lemma 2.4, put A = D + (k + 1)α+ ν−1(1 + α) and then define
(2.39) B = 4Ak2/δ.
Fix a parameter V ≥ 4, and suppose that N is sufficiently large for V B
k
≤ Nν to hold.
Then use the sequence
(2.40) V0 = 1, V1 = V, Vj = V
B
j−1 (2 ≤ j ≤ k), Vk+1 = N
to define the intervals
V0 = [V0, V1], Vj = (Vj , Vj+1] (1 ≤ j ≤ k).
Then [1, N) is the disjoint union of the k + 1 sets Vj. Hence, for x ∈ Nk with 〈x〉 ≤ N
there is at least one l ∈ {0, . . . , k} with xj 6∈ Vl for all 1 ≤ j ≤ k, and we may define l(x)
as the largest such l. We sort terms in (2.1) according to the value of l(x). Thus, we write
(2.41) Υl(N) =
∑
〈x〉≤N
l(x)=l
h(x)
and note that
(2.42) Υ(N) = Υ0(N) + Υ1(N) + . . .+Υk(N).
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The condition that l(x) = k is equivalent with |x| ≤ Vk, whence by (I) and (2.39) one
obtains the crude bound
(2.43) Υk(N) ≤ H(Vk, . . . , Vk)≪ V
kα
k ≪ N
α/2.
In line with the comments preceding the current discussion, in our approach to the
estimation of Υl(N) we will treat coordinates xj with xj ≤ Vl as “small”, and all xj > Vl+1
as “large”. To make this precise, let 0 ≤ l ≤ k− 1 and x ∈ Nk with 〈x〉 ≤ N and l(x) = l.
With such an x, we associate the sets
(2.44) J = {j : 1 ≤ j ≤ k, xj ≤ Vl}, Lm = {j : xj ∈ Vm}.
Then, the maximality of l(x) implies that Ll+1, . . . ,Lk are non-empty, and {1, . . . , k} is
the disjoint union of J and Lm, l < m ≤ k.
An ensemble of sets A = {J ,Ll+1,Ll+2, . . . ,Lk} with all Lm non-empty and such
that {1, . . . , k} is the disjoint union of J ,Li (l < i ≤ k) will be referred to as permissible
to the natural number l. For any x ∈ Nk with 〈x〉 ≤ N and l(x) = l the sets (2.44) form an
ensemble permissible to l that we denote by A(x). For an ensemble A that is permissible
to some l ∈ {0, . . . , k − 1}, we now define
ΥA(N) =
∑
〈x〉≤N
A(x)=A
h(x)
and then have
(2.45) Υl(N) =
∑
A
ΥA(N)
where the sum extends over all ensembles A that are permissible to l.
With (2.42) and (2.45) in hand, our initial decomposition of Υ(N) is now complete.
We proceed to deduce Theorem 2.1 in two steps, each depending on this decomposion yet
with a different choice for the parameter V . We begin with a weak form of Theorem 2.1
in which a leading term is already identified.
Lemma 2.10. Let H be an (α, c,D, ν, δ)-family. Then, uniformly for any h ∈ H ,
(2.46) Υ(N) =
chα
k−1
(k − 1)!
Nα(logN)k−1 +O(Nα(logN)k−2 log logN).
Proof. The case k = 1 follows from (I). Hence, we may assume that k ≥ 2. We choose
(2.47) V = (logN)B
with B as in (2.39) and decompose Υ(N) according to (2.42) and (2.45). By (2.43),
the summand Υk(N) is absorbed into the error term in (2.46). Next, consider the en-
semble A = {∅, {1, 2, . . . , k}} that is permissible to k − 1, and note that ΥA(N) =
Υ(N, (Vk, . . . , Vk)), in the notation introduced in (2.29). We have Vk = (logN)
Bk so
that Lemma 2.8 yields
Υ(N, (Vk, . . . , Vk)) = chN
αpk(α logNV
−k
k ) +O(N
α)
= chN
α α
k−1
(k − 1)!
(logN)k−1 +O(Nα(logN)k−2 log logN).(2.48)
Here the final line corresponds to the right hand side of (2.46). To complete the proof of
Lemma 2.10, it remains to show that for any other ensemble A that is permissible to some
l the sum ΥA(N) can be absorbed into the error term in (2.46).
22 VALENTIN BLOMER AND JO¨RG BRU¨DERN
First consider ensembles in which the set J is empty. Thus suppose that A =
{∅,Ll+1, . . . ,Lk} is permissible to l. The case l = k is discussed in (2.48) so that we
are reduced to the range 0 ≤ l ≤ k − 2. Since Ll+1 is non-empty, at least one of the xj
is contrained to Vl+1, and we temporarily suppose that this is so for x1. Any other coor-
dinate xj of an x with A(x) = A must obey the inequality xj ≥ Vl+1, and consequently,
one has the crude upper bound
ΥA(N) ≤
∑
Vl+1<x1≤Vl+2
∑
xj>Vl+1
2≤j≤k
〈x〉≤N
h(x)
= Υ(N, (Vl+1, Vl+1, . . . , Vl+1))−Υ(N, (Vl+2, Vl+1, . . . , Vl+1)).
Recall that 0 ≤ l ≤ k − 2 so that V1 ≤ Vl+1 < Vl+2 ≤ Vk. Lemma 2.8 now delivers the
bound
ΥA(N) ≤ chN
α
(
pk(α logNV
−k
l+1)− pk(α logNV
−1
l+2V
1−k
l+1 )
)
+O(Nα)
which readily implies the desired estimate
ΥA(N)≪ N
α
(
log
Vl+2
Vl+1
)
(logN)k−2 ≪ Nα(logN)k−2 log logN.
By (III), this upper bound remains valid if another index takes the special role of j = 1
in the above argument. This completes the discussion of ensembles with J = ∅.
Next, suppose that A = {J ,Ll+1, . . . ,Lk} is an ensemble permissible to l with J
non-empty. Since all Lm are also non-empty, this enforces that l ≥ 1. In view of (III),
we may suppose that J = {1, . . . , r} with some r ≥ 1. We write w = (x1, . . . , xr) and
x = (w,y) with yj = xr+j . For x with A(x) = A, one has yj > Vl+1 for 1 ≤ j ≤ k− r and
xj ≤ Vl for 1 ≤ j ≤ r. It follows that
ΥA(N) ≤
∑
|w|≤Vl
∑
〈y〉≤N/〈w〉
yj>Vl+1
1≤j≤k−r
h(w,y).
We evaluate the inner sum by applying Lemma 2.8 to the function gh,w considered in
Lemma 2.4. This yields
∑
〈y〉≤N/〈w〉
yj>Vl+1
1≤j≤k−r
h(w,y) =
ch,r(w)
〈w〉α
Nαpk−r
(
α log
NV r−kl+1
〈w〉
)
+O(NαV
−δ/2k
l+1 (logN)
k〈w〉A)
≪
ch,r(w)
〈w〉α
Nα(logN)k−r−1 +NαV
−δ/2k
l+1 (logN)
k〈w〉A.
One may now sum over w with the aid of Theorem 2.7 to deduce that
ΥA ≪ N
α(logN)k−r−1(logVl)
r +NαV
r(A+1)
l V
−δ/2k
l+1 (logN)
k.
The first term is acceptable by (2.47), and the second is O(Nα) in view of (2.39). This
completes the proof of Lemma 2.10.
In the proof of Lemma 2.10 it was possible to estimate ΥA(N) rather crudely, once the
leading term was identified in (2.48). We now build up a related argument to establish
Theorem 2.1. Let B be as defined in (2.39) and put κ = ν/(kBk). Now take V = Nκ to
obtain another decomposition of Υ(N) via (2.41) and (2.42). We shall show that for an
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ensemble A permissible to some l ∈ {0, . . . , k− 1} there is a real polynomial PA = PA,h of
degree at most k − 1 and such that
(2.49) ΥA(N) = N
αPA(logN) +O(N
α−η)
holds with some suitably small η > 0. Once this is established, we deduce from (2.41) and
(2.45) in conjunction with (2.43) that the asymptotic relation
Υ(N) = NαP ∗h (logN) +O(N
α−η)
holds with
P ∗h =
∑
PA,h
in which the sum extends over all ensembles permissible to some l ∈ {0, . . . , k− 1}. Then
P ∗h is a polynomial of degree at most k − 1, but Lemma 2.10 shows that for ch > 0 the
degree is indeed k − 1, and that the leading coefficient is as claimed in Theorem 2.1.
Further, when ch = 0, then Lemma 2.10 implies that the degree of P
∗
h does not exceed
k − 2. Consequently, the verification of (2.49) will complete the proof of Theorem 2.1.
First consider an ensemble A = {∅,Ll+1, . . . ,Lk} that is permissible to l. If l = k − 1
then Lk = {1, . . . , k} and ΥA(N) = Υ(N, (Vk, . . . , Vk)), as observed in the proof of Lemma
2.10. In contrast with the discussion in (2.48), now Vk is a fixed power of N , and Lemma
2.8 delivers the asymptotic relation
ΥA(N) = chN
αpk(α logNV
−k
k ) +O(N
α+εV
−δ/2k
k ),
as is required in (2.49). It remains to consider the case where 0 ≤ l ≤ k − 2. Then
the conditions on x in the sum defining ΥA(N) are Vm < xj ≤ Vm+1 for j ∈ Lm. For
l < m < k we use (Vm, Vm+1] = (Vm,∞)\ (Vm+1,∞) and the inclusion-exclusion principle
to obtain a representation
(2.50) ΥA(N) =
∑
V
(−1)ε(V)Υ(N,V)
where Υ(N,V) is given by (2.29), where V runs through the vectors V = (V (1), . . . , V (k))
with V (j) either Vm or Vm+1 when j ∈ Lm with m < k, and V (j) = Vk for j ∈ Lk, and
where ε(V) ∈ {0, 1} is chosen appropriately. Since V1 = Nκ, it follows from Lemma 2.8
that
Υ(N,V) = chN
αpk(α logN/〈V〉) +O(N
α−η)
holds for all V under consideration. Since all Vj with j ≥ 1 are positive powers of N ,
one notes that α logN/〈V〉 is a constant multiple of logN . Thus, any Υ(N,V) in (2.50)
satisfies an asymptotic formula of the type desired in (2.50), and so does ΥA(N). This
confirms (2.49) for ensembles in which J is the empty set.
Now let A = {J ,Ll+1, . . . ,Lk} be an ensemble permissible to l ∈ {0, . . . , k − 1}, and
suppose that J = {1, . . . , r} with r ≥ 1. As in the proof of Lemma 2.10 put x = (w,y)
with yj = xr+j . Then
ΥA(N) =
∑
|w|≤Vl
∑
y
h(w,y)
where the sum over y is constrained by 〈y〉 ≤ N/〈w〉 and yj ∈ Vm with some appropriate
m = m(j) ∈ {l + 1, . . . , k}. As in the previous argument, for m(j) < k, we resolve the
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condition yj ∈ Vm = (Vm,∞)\(Vm+1,∞) by the inclusion-exclusion principle, and rewrite
the previous expression as
ΥA(N) =
∑
|w|≤Vl
∑
V
(−1)ε(V)
∑
〈y〉≤N/〈w〉
y>V
h(w,y)
where V = (V (1), . . . , V (k−r)) runs through vectors with V (j) either Vm or Vm+1 when
j ∈ Lm with m < k, and V (j) = Vk for j ∈ Lk, and ε(V) ∈ {0, 1} is chosen appropriately.
Note that V (j) ≥ Vl+1 for all j. Therefore, Lemma 2.8 and Lemma 2.4 yield
(2.51)
∑
〈y〉≤N/〈w〉
y>V
h(w,y) =
ch,r(w)
〈w〉α
Nαpk−r
(
α log
N
〈w〉〈V〉
)
+O(Nα+εV
−δ/2k
l+1 〈w〉
A).
Now note that 〈V〉 = N̺ for some positive ̺, and hence that
log
N
〈w〉〈V〉
= (1− ̺) logN − log〈w〉.
Consequently, pk−r(α logN/〈w〉〈V〉) can be written as a polynomial in log〈w〉, with co-
efficients containing powers of logN . It is then possible to sum the equation (2.51) over
|w| ≤ Vl by Theorem 2.7, and the result over the finitely manyV. Since logVl is a constant
multiple of logN , one obtains a formula
ΥA(N) = N
αPA(logN) +O(N
α+εV
−δ/2k
l+1 V
r(A+1)
l )
in which PA is as desired, and an inspection of (2.40) shows that the error term is indeed
O(Nα−η). This completes the proof of (2.49) in all cases.
3. Weyl sums over products
3.1. Introductory comment. It is apparent that a circle method approach to count
solutions of the equation (1.1) will involve the exponential sum
(3.1) f(α) = fk(α,X) =
∑
xi≤Xi
1≤i≤k
e(α〈x〉d)
in which X ∈ [1,∞)k. The case k = 1 is that of classical Weyl sums, with an extensive
literature. Little appears to be available for k ≥ 2, forcing us to rework the most basic
theory of Weyl sums in the new context. The simplest principles will be sufficient for
our purposes. Most of our estimates may be improved, but such refinements will not be
needed here. Throughout this section vectors are of dimension k.
3.2. Approximate formulae. For q ∈ N and X as above let E(q,X) be the symmetric
function in X1, . . . , Xk that, whenever
(3.2) X1 ≥ X2 ≥ . . . ≥ Xk
holds, is defined by
(3.3) E(q,X) = qk +
k−1∑
r=1
qk−rX1 · · ·Xr.
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We also define the complete Weyl sum
(3.4) S(q, a) =
q∑
xi=1
1≤i≤k
e(a〈x〉d/q).
Only in cases where k varies this will be indicated by writing Ek or Sk.
Lemma 3.1. Whenever a ∈ Z, q ∈ N and X ∈ [1,∞)k, one has
fk(a/q,X) = q
−kS(q, a)〈X〉 +O(E(q,X)).
Proof. By symmetry, we may suppose that (3.2) holds. Now sort the xj in (3.1) into
residue classes modulo q to confirm that
f
(a
q
)
=
q∑
b=1
e
(a〈b〉d
q
) ∑
x≤X
x≡b mod q
1 = S(q, a)
k∏
j=1
(Xj
q
+O(1)
)
.
The product of all Xj/q yields the leading term while an inspection of (3.3) shows that
all other terms are bounded by E(q,X).
We now apply partial summation to evaluate f(a/q + β). This features the function
(3.5) v(β) = vk(β,X) =
∫ Xk
0
· · ·
∫ X1
0
e(β〈t〉d) dt1 . . .dtk.
Lemma 3.2. Whenever a ∈ Z, q ∈ N, β ∈ R and X ∈ [1,∞)k, one has
fk
(a
q
+ β,X
)
= q−kS(q, a)v(β) +O
(
E(q,X)(1 + 〈X〉d|β|)k
)
.
Proof. Notation is the most difficult part of the otherwise routine argument. Through-
out this proof, let S denote a subset of {1, 2, . . . , k}, and write S = {1, . . . , k}\S . As on
earlier occassions, for t ∈ [1,∞)k, let tS = (tj)j∈S . Also, for t,u ∈ [1,∞)k, let (u, t)S
be the vector (z1, . . . , zl) with
zj = tj for j ∈ S , zj = uj for j ∈ S .
In the interest of brevity, we also write
g(t) = e(β〈t〉d),
and if S consists of the r numbers s1, . . . , sr, then we put
g(S )(t) =
∂
∂ts1
. . .
∂
∂tsr
g(t).
We are ready to apply partial summation to the sums over xj in (3.1). This produces
(3.6) f
(a
q
+ β
)
= g(X)f
(a
q
)
+
∑
S 6=∅
(−1)#S
∫
W (S )
g(S )((X, t)S )f
(a
q
, (X, t)S
)
dtS
in which the sum over S runs over subsets of {1, . . . , k}, andW (S ) denotes the cartesian
product of the invervals [1, Xj) with j ∈ S . The term g(X)f(a/q) may be considered as
the formal term S = ∅ of the sum on the right.
We now apply Lemma 3.1 to all summands on the right hand side of (3.6). The leading
terms that arise reassemble to
(3.7) q−kS(q, a)
∑
S
(−1)#S
∫
W (S )
g(S )((X, t)S )〈XS 〉〈tS 〉 dtS ,
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with the summand S = ∅ to be read as g(X)〈X〉. If the formal partial integration
∫ X
0
h(t) dt = Xh(X)−
∫ X
0
th′(t) dt
is applied to all integrations in (3.5), then one finds that
v(β) = g(X)〈X〉+
∑
S 6=∅
(−1)#S 〈X
S
〉
∫
W (S )
〈tS 〉g
(S )((X, t)S ) dtS .
Hence, the sum in (3.7) is exactly the leading term on the right hand side of the formula
in Lemma 3.2.
It remains to control the error terms that arise from the use of Lemma 3.1 in (3.6). The
transition from g(X)f(a/q) to q−kS(q, a)〈X〉g(X) results in an error bounded by E(q,X),
which is acceptable. For the remaining terms, first note that for 1 ≤ r ≤ k there are
natural numbers br,j with
∂
∂t1
. . .
∂
∂tr
g(t) = drg(t)
r∑
j=1
br,j(2πiβ)
j 〈t〉
jd
t1 · · · tr
,
as one readily confirms by induction on r. Hence, by symmetry, it follows that whenever
S is non-empty, one has
g(S )(t)≪
#S∑
j=1
|β|j
〈t〉jd
〈tS 〉
.
Moreover, we note that for tS ∈W (S ) one has
E(q, (X, t)S ) ≤ E(q,X).
Hence, the insertion of the asymptotic relation from Lemma 3.1 into (3.6) is at the cost
of an error not exceeding
≪ E(q,X)
∫
W (S )
|g(S )((X, t)S )| dtS
≪ E(q,X)
#S∑
j=1
|β|j〈X
S
〉jd
∫
W (S )
〈tS 〉
jd−1 dtS
≪ E(q,X)
#S∑
j=1
|β|j〈X〉jd.
Lemma 3.2 is now immediate.
Before we continue our study of the exponential sum (3.1), we briefly estimate the
factors S(q, a) and v(β) in the leading term of the asymptotic expansion supplied by
Lemma 3.2.
Lemma 3.3. Let q ∈ N, a ∈ Z and (a, q) = 1. Then
q−kS(q, a)≪ τ(q)k−1q−1/d.
Moreover, when a′ ∈ Z, q′ ∈ N are any numbers with a/q = a′/q′, then
q−kS(q, a) = (q′)−kS(q′, a′).
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Proof. By two applications of Lemma 3.1, we see that
q−kS(q, a) = lim
X→∞
X−kfk(a/q, (X, . . . , X)),
and that this also holds with q′, a′ in place of q, a. However, the right hand side here
remains the same if a/q is replaced by a′/q′. This already confirms the second clause in
Lemma 3.3.
Turning our attention to the first clause, we note that the case k = 1 is a familiar
estimate of Hardy and Littlewood. More precisely, for d ≥ 2, it follows from Theorem 4.2
of [18] and the preceding remark that whenever b ∈ Z and r ∈ N, then
r∑
x=1
e(bxd/r)≪ r1−1/d(r, b)1/d.
When d = 1, orthogonality evaluates the sum on the left here, and the bound remains
valid. Hence, for k = 1, the proof of the lemma is complete, and for k ≥ 2 and (a, q) = 1,
we have
q−kSk(q, a) =
q∑
x2,...,xk=1
q−kS1(q, a(x2 . . . xk)
d)
≪ q1−k−1/d
q∑
x2,...,xl=1
(q, (x2 . . . xk)
d)1/d
≪ q−1/d
( q∑
x=1
(q, x)
q
)k−1
.
The desired estimate is now immediate.
We close this section with an upper bound for the integral vk(β,X) introduced in (3.5).
Let
(3.8) Vk(β) =
∫
[0,1]k
e(β〈t〉d) dt
which is the special case Xj = 1 (1 ≤ j ≤ k) of (3.5). An obvious substitution yields
(3.9) vk(β,X) = 〈X〉Vk(〈X〉
dβ).
By (3.8), one finds that
(3.10) Vk(β)≪ 1.
We now proceed to show that whenever |β| ≥ 1, then
(3.11) Vk(β)≪ |β|
−1/d(1 + log |β|)k−1.
In fact, the bound V1(β) ≪ |β|−1/d is immediate by partial integration (or explicit com-
putation of the integral when d = 1). We now proceed by induction on k. By (3.8),
(3.12) Vk+1(β) =
∫ 1
0
Vk(βt
d) dt.
In the range 0 ≤ t ≤ |β|−1/d we use (3.10) to see that these t contribute at most O(|β|−1/d)
to the integral in (3.12). With (3.11) at our disposal, it follows that
Vk+1(β)≪ |β|
−1/d +
∫ 1
|β|−1/d
|β|−1/dt−1(1 + log(|β|td))k−1 dt.
This implies (3.11) with k + 1 in place of k, completing the induction.
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We may summarise the conclusions in (3.9), (3.10) and (3.11) in the following lemma.
Lemma 3.4. Let X ∈ [1,∞)k and β ∈ R. Then vk(β,X) ≪ 〈X〉, and whenever |β| ≥
〈X〉−d, one has
vk(β,X)≪ |β|
−1/d
(
1 + log(〈X〉d|β|)
)k−1
.
3.3. Bounds of Weyl’s type. Our next goal is a crude form of Weyl’s inequality for the
sum (3.1). This will then be coupled with the results of the previous section to provide
suitable pointwise minor arc estimates. Throughout this section, we write
D = 2d−1.
Lemma 3.5. Suppose that X ∈ [1,∞)k satisfies (3.2). Let α ∈ R, a ∈ Z, q ∈ N with
(a, q) = 1 and |qα− a| ≤ 1/q. Then
|f(α)|D
k
≪ 〈X〉D
k+ε
(1
q
+
1
Xk
+
q
〈X〉d
)
.
Proof. First suppose that d = 1. Then D = 1. We carry out the sum over x1. Then,
by a familiar divisor function estimate,
f(α) ≪
∑
xj≤Xj
2≤j≤k
min(X1, ‖ αx2 · · ·xl ‖
−1)
≪ 〈X〉ε
∑
u≤X2···Xk
min(X1, ‖ αu ‖
−1).
The desired estimate now follows from Lemma 2.2 of Vaughan [18].
Next suppose that d ≥ 2 and recall that Weyl’s differencing argument produces the
inequality
(3.13)
∣∣∣ ∑
y≤Y
e(γyd)
∣∣∣D ≤ (2Y )D−d ∑
|h|<Y
∑
y∈I(h)
e(d!〈h〉yγ)
in which h = (h1, . . . , hd−1) and I(h) is the set of all y ∈ N with
1 ≤ y ≤ Y, 1 ≤ y + hj ≤ Y (1 ≤ j ≤ d− 1)
(see Vaughan [18], Lemma 2.3 and Exercise 2.8.1). We now prove by induction on k that
(3.14) |fk(α,X)|
Dk ≤ (2k〈X〉)D
k−d
∑
|h1|<X1
x1∈I1(h1)
· · ·
∑
|hl|<Xl
xk∈Ik(hk)
e
(
(d!)kα
k∏
j=1
〈hj〉xj
)
where hj ∈ Zd−1, and Ij(hj) is a certain interval contained in [1, Xj ]. In fact, the case
k = 1 is (3.13) with Y = X1, γ = α. If k ≥ 2 and (3.14) is already confirmed for k − 1 in
place of k, then one first applies Ho¨lder’s inequality to the identity
fk(α,X) =
∑
xk≤Xk
fk−1(αx
d
k, (X1, . . . , Xk−1))
to infer that
|fk(α,X)|
Dk ≤ XD
k−D
k
( ∑
xk≤Xk
|fk−1(αx
d
k, (X1, . . . , Xk−1))|
Dk−1
)D
,
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and is then in a position to apply the induction hypothesis to fk−1(αx
d
k, (X1, . . . , Xk−1)).
This yields
|fk(α,X)|
Dk ≤ XD
k−D
k (2
k−1X1 · · ·Xk−1)
Dk−Dd
( ∑
|hj |<Xj
xj∈Ij(hj)
1≤j≤k−1
∑
xk≤Xk
e(αΦ)
)D
with
Φ = (d!)k−1xdk
k−1∏
j=1
〈hj〉xj .
Here, the innermost sum over xk is again an ordinary d-th power Weyl sum. By Ho¨lder’s
inequality again, we first deduce that
|fk(α,X)|
Dk ≤ XD
k−D
k (2
k−1X1 · · ·Xk−1)
Dk−d
∑
|hj|<Xj
xj∈Ij(hj)
1≤j≤k−1
∣∣∣ ∑
xk≤Xk
e(αΦ)
∣∣∣D,
and may then apply (3.13) to arrive at (3.14), thus completing the induction.
Now consider the product
u = (d!)k
k∏
j=1
〈hj〉xj
that occurs in (3.14). With hj , xj subject to the conditions of summation in (3.14), one
has u = 0 if and only if one of the components of some hj vanishes. Hence, by (3.2), the
number of such hj , xj where u = 0 is bounded by 〈X〉dX
−1
k , and the contribution of these
terms to (3.14) amounts to O(〈X〉D
k
X−1k ) which is acceptable. For the remaining terms,
we write u = x1m and sum over x1 first. A divisor function estimate then delivers the
bound
|fk(α,X)|
Dk ≪ 〈X〉D
k
X−1k + 〈X〉
Dk+ε−d
∑
1≤m≤M
min(X1, ‖ αm ‖
−1)
in whichM = (d!)k〈X〉dX−11 . The conclusion of Lemma 3.5 is now immediate from Lemma
2.2 of [18].
In preparation for two applications of the Hardy-Littlewood method, we introduce a
dissection into major and minor arcs. From now on, we write
(3.15) P = 〈X〉.
With Q in the range 1 ≤ Q ≤ P 1/(dk), let N(Q) denote the union of the pairwise disjoint
intervals |qα − a| ≤ QP−d with a, q subject to 1 ≤ q ≤ Q, a ∈ Z and (a, q) = 1. Let
n(Q) = R \N(Q) and define M(Q) and m(Q) by
M(Q) = N(Q) ∩ [0, 1], m(Q) = n(Q) ∩ [0, 1].
Lemma 3.6. Given natural numbers d, k, let
ω = (8dk)−8, η = ω/(2Dkdk).
Then
sup
α∈n(Pω)
|fk(α,X)| ≪ P
1−η.
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Proof. By symmetry, we may suppose that (3.2) holds. There are two cases, depending
on the relative size of the Xj .
First suppose that Xk ≥ P
ω/(dk). By Dirichlet’s theorem, choose coprime integers a, q
with 1 ≤ q ≤ P d−ω and |qα − a| ≤ Pω−d. Since α ∈ n(Pω), it follows that q > Pω.
Lemma 3.5 now yields fk(α,X)≪ P 1−2η+ε.
It remains to consider the case where Xk < P
ω/(dk). By (3.2), one has X1 ≥ P
1/k, and
hence, there is a number r with 1 ≤ r ≤ k − 1 and
(3.16) Xr ≥ P
ω/(dk) > Xr+1.
We write Y = (X1, . . . , Xr) and Z = (Xr+1, . . . , Xk). Then, by (3.1),
(3.17) fk(α,X) =
∑
z≤Z
fr(α〈z〉
d,Y).
Now consider z with z ≤ Z. By Dirichlet’s theorem, there are coprime a = a(z),
q = q(z) with 1 ≤ q ≤ P d−ω and |q〈z〉kα− a| ≤ Pω−k. Note that (3.16) implies
(3.18) 〈z〉 ≤ 〈Z〉 ≤ Pω(k−1)/(dk).
Hence, for q ≤ Pω/k, it follows that q〈z〉d ≤ Pω, so that α ∈ N(Pω). This is not the case.
Consequently, we may conclude that we must have q > Pω/k, and Lemma 3.5 yields
|fr(α〈z〉
d,Y)|D
r
≪ 〈Y〉D
r+ε
(1
q
+
1
Xr
+
q
〈Y〉d
)
≪ 〈Y〉D
r+ε(P−ω/(dk) + 〈Z〉dP−ω)
≪ 〈Y〉D
r+εP−ω/(dk).
In the last line, we have used (3.18). We take the Dr-th root and then sum over z. By
(3.17), it follows that fk(α,X)≪ P 1−η. This completes the proof.
Lemma 3.7. Let d, k, ω, η be as in the previous lemma, and let s be a natural number.
Suppose that (3.2) holds. Put U = X
kω/s
k . Then
sup
α∈n(U)
|fk(α,X)| ≪ P
1−η + PU−1/(5dk).
Proof. Note that Xk ≤ P 1/k so that U ≤ Pω. Whenever α ∈ n(Pω), then Lemma
3.6 supplies a satisfactory bound. Hence, we may concentrate on the case where α ∈
N(Pω) ∩ n(U).
Recall that X1 ≥ P 1/k. Also, note that 3k4ω < 1/k. Consequently, in the current
situation, there is a number r with 1 ≤ r ≤ k − 1 and
Xr ≥ P
3k4ω > Xr+1.
Note that this implies k ≥ 2. With this new definition of r, we use the identity (3.17)
from the previous proof. The estimation now proceeds through the inequality
(3.19) |f(α)| ≤
∑
z≤Z
|fr(α〈z〉
d,Y)|,
where we use the results from the preceding section to bound fr(α〈z〉d,Y). Since α ∈
N(Pω), there is a unique pair a, q with 1 ≤ q ≤ Pω, a ∈ Z, (a, q) = 1 and α = (a/q) + β
satisfying |qβ| ≤ Pω−d. We use Lemma 3.2 with r in place of k, and with a and α replaced
by a〈z〉d, α〈z〉d. Then, by a crude use of Lemmas 3.3 and 3.4, one finds that
fr(α〈z〉
d,Y)≪ (q, 〈z〉d)1/d〈Y〉(q + q〈Y〉d〈z〉d|β|)ε−1/d + E(q,Y)(1 + 〈Y〉d〈z〉d|β|)r .
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Here, we first concentrate on the second term on the right hand side. For z ≤ Z, the upper
bound on |β| guarantees that
1 + 〈Y〉d〈z〉d|β| ≤ 1 + P d|β| ≤ 2Pωq−1.
Moreover, in the current context, we have q ≤ Pω ≤ Xj for all j ≤ r, so that (3.3) now
shows
E(q,Y)(1 + 〈Y〉d〈z〉d|β|)r ≤ 2rPωr
r−1∑
j=0
q−j
j∏
i=1
Xi.
Here, the right hand side does not exceed O(〈Y〉X−1r P
ωr), and by the definition of r this
is bounded by O(〈Y〉P−ω). We now insert the results obtained so far into (3.19) and find
that
f(α) ≪ P 1−ω + 〈Y〉qε−1/d
∑
z≤Z
(q, 〈z〉)(1 + 〈Y〉d〈z〉d|β|)ε−1/d
≪ P 1−ω +min
(
〈Y〉qε−1/d
∑
z≤Z
(q, 〈z〉), 〈Y〉dε|β|ε−1/d
∑
z≤Z
(q, 〈z〉)〈z〉dε−1
)
.
The simple estimate
(3.20)
∑
z≤Z
(q, 〈z〉) ≤
k∏
j=r+1
∑
xj≤Xj
(q, xj)≪ q
ε〈Z〉
and partial summation now show that
f(α)≪ P 1−ω + Pqε−1/d + P dε|qβ|ε−1/d
For α ∈ n(U), we have q > U or q|β| > UP−d, and the lemma follows.
3.4. A mean value estimate. The mean value (1.3) defining n0(d) may play the role
of Hua’s lemma in an investigation of diagonal forms via the circle method. We need a
similar bound for Weyl sums over products. In fact, because the number of solutions of
〈x〉 = m with x ∈ Nk is O(mε), a consideration of the underlying diophantine equations
shows that
(3.21)
∫ 1
0
|fk(α,X)|
n0(d) dα≪ 〈X〉ε
∫ 1
0
|f1(α, 〈X〉)|
n0(d) dα≪ 〈X〉n0(d)−d+2ε.
In cases where some of the Xj are considerably smaller than 〈X〉ε this estimate is insuf-
ficient for our purposes. The following lemma provides an alternative bound, free of the
unwanted ε in (3.21).
Lemma 3.8. Fix a real number σ > n0(d). Then, for X ∈ [1,∞)k one has∫ 1
0
|fk(α,X)|
σ dα≪ 〈X〉σ−d.
Proof. By symmetry, we may suppose that (3.2) holds. Recall that this implies X1 ≥
P 1/k where P is defined by (3.15). Also, let ω be as in Lemma 3.6. Now, by that lemma
and (3.21), one has
(3.22)
∫
m(Pω)
|f(α)|σ dα ≤ sup
α∈m(Pω)
|f(α)|σ−n0
∫ 1
0
|f(α)|n0 dα≪ P σ−d.
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It remains to consider the major arcs M(Pω) where one uses (3.17) with r = 1 and
Z = (X2, . . . , Xk). If α ∈ M(Pω), let a, q be the unique pair a, q with 1 ≤ q ≤ Pω,
(a, q) = 1 and α = a/q + β satisfying q|β| ≤ Pω−d. Then, by Lemma 3.2,
f(α) =
∑
z≤Z
(
q−1S1(q, a〈z〉
d)v1(β〈z〉
d, X1) +O
(
q(1 +Xd1 〈z〉
d|β|)
))
,
and for α ∈M(Pω) one has q(1 +Xd1 〈z〉
d|β|)≪ Pω. Hence, on writing
H(q, β) =
∑
z≤Z
(q, 〈z〉)min(X1, 〈z〉
−1|β|−1/d),
one now infers from Lemmas 3.3 and 3.4 that
(3.23) f(α)≪ q−1/dH(q, β) + 〈Z〉Pω ≪ q−1/dH(q, β) + P 1−1/(2k),
as is apparent from the lower bound on X1. By (3.20),
H(q, β) ≤ X1
∑
z≤Z
(q, 〈z〉)≪ Pqε.
The previous bound for f now delivers
(3.24) f(α)≪ Pqε−1/d + P 1−1/(2k) ≪ Pq−1/(2d)
uniformly for α ∈ M(Pω). Since n0(d) ≥ 2d, we may use (3.23) for 2d copies of f and
(3.24) for the rest to confirm that
|f(α)|σ ≪ (Pq−1/2d)σ−2d(q−2H(q, β)2d + P 2d−(d/k)).
The measure of M(Pω) is O(P 2ω−d). Hence, on integrating the previous inequality, we
infer that ∫
M(Pω)
|f(α)|σ dα≪ P σ−2dI + P σ−d−1/(2k)
where
I =
∑
q≤Pω
q−σ/(2d)
∫ ∞
−∞
H(q, β)2d dβ.
Now∫ ∞
−∞
H(q, β)2d dβ =
∑
zj≤Z
1≤j≤2d
(q, 〈z1〉) · · · (q, 〈z2d〉)
∫ ∞
−∞
2d∏
j=1
min(X1, 〈z〉
−1|β|−1/d) dβ.
By Ho¨lder’s inequality and (3.20), it follows that∫ ∞
−∞
H(q, β)2d dβ ≤
(∑
z≤Z
(q, 〈z〉)
( ∫ ∞
−∞
min(X2d1 , 〈z〉
−2d|β|−2) dβ
)1/(2d))2d
≪
(∑
z≤Z
(q, 〈z〉)X
1/2
1 〈z〉
−1/2
)2d
≪ (qεX
1/2
1 〈Z〉
1/2)2d ≪ P dq2dε.
Since σ > 2d, one now first confirms that I ≪ P d, and then that∫
M(Pω)
|f(α)|σ dα≪ P σ−d.
The lemma follows on combing this bound with (3.22).
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4. Multihomogeneous diagonal forms
4.1. The auxiliary theorem. In the present chapter we consider integer solutions of
equations similar to (1.1). Fix natural numbers d, k, s. Let cj ∈ Z \ {0} for 1 ≤ j ≤ s.
With xj ∈ Zk, consider the diophantine equation
(4.1)
s∑
j=1
cj〈xj〉
d = 0.
For X ∈ [1,∞)k, let Mc(X) denote the number of solutions of (4.1) with
1 ≤ |xj,r| ≤ Xr (1 ≤ j ≤ s, 1 ≤ r ≤ k),
and let M+c (X) be the number of the solutions with all xj,r positive.
Theorem 4.1. Let s > n0(d). Then, there is a positive number δ such that whenever
cj ∈ Z \ {0}, there are non-negative real numbers E(c), E
+(c) with
(4.2) Mc(X) = E(c)〈X〉
s−d +O(〈X〉s−d(minXi)
−δ|c|s+k)
and
(4.3) M+c (X) = E
+(c)〈X〉s−d +O(〈X〉s−k(minXi)
−δ|c|s+k).
Further, the number E(c) is positive if and only if the equation
(4.4) c1y
d
1 + . . .+ csy
d
s = 0
admits non-trivial solutions in R and in Qp for all primes p. Also, E
+(c) is positive if and
only if (4.4) has non-trivial solutions in Qp for all primes p, and in positive real numbers.
Note that we claim the asymptotic formulae (4.2) and (4.3) with error terms that are
uniform in c. However, we will make no attempt to estimate the leading term from below
in terms of c, as this is not required later.
We shall prove (4.3) by a straightforward application of the circle method in Section
4.3 below, and then deduce (4.2) by a combinatorial observation in Section 4.4. As is to
be expected, the constants E(c), E+(c) turn out to be the product of the singular series
and the singular integral associated with the respective counting problem. These natural
interpretations of E(c) and E+(c) can be used to establish our claims concerning positivity
of these numbers. We prepare a swift treatment of the local part of our circle method
work with a discussion of this matter in section 4.2. Once Theorem 4.1 is established, we
close this chapter with a brief treatment of primitive solutions counted by Mc(X).
4.2. Singular series and integral. In preparation for the circle method work in the
following section, we define and estimate the singular series and the singular integral for
the equation (4.1). We use the notation introduced in section 3.2. Fix a natural number
k. Throughout this section, let c1, . . . , cs be non-zero integers. Now recall (3.4) and put
Tc(q) = q
−ks
q∑
a=1
(a;q)=1
s∏
j=1
Sk(q, acj).
Then, by Lemma 3.3,
Tc(q)≪ q
1−(s/d)+ε(q, c1)
1/d · · · (q, cs)
1/d ≪ q1−(s/d)+ε|c|s/d.
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It follows that whenever s > 2d, the singular series
(4.5) S(c) = Sk(c) =
∞∑
q=1
Tc(q)
converges absolutely, and one has
(4.6) S(c)≪ |c|s/d.
Moreover, for the partial sum
(4.7) S(c,W ) =
∑
q≤W
Tc(q)
we also have
(4.8) S(c,W ) = S(c) +O(W−1/(2d)|c|s/d).
These immediate estimates already suffice within the analysis to be performed in the
next section. We now show that S(c) is a product of local densities. In fact, by the
argument underpinning the proof of Lemma 2.11 in Vaughan [18], one finds that Tc(q) is
multiplicative in q. Hence, S(c) can be written as an Euler product, and by a suitable
analogue of Lemma 2.12 of Vaughan [18], one may compute the Euler factors. This yields
(4.9) S(c) =
∏
p
Ep(c)
where
(4.10) Ep(c) =
∞∑
l=0
Tc(p
l) = lim
L→∞
pL(1−ks)Φc(p
L),
and in which Φc(q) denotes the number of incongruent solutions to
(4.11)
s∑
j=1
cj〈xj〉
d ≡ 0 mod q.
In particular, the number S(c) is non-negative.
Now suppose that the equation (4.4) has a non-trivial solution in Qp. Since (4.4) is
homogeneous, there will be a solution y ∈ Zsp with p ∤ y. By symmetry, we may suppose
that p ∤ y1. The theory of d-th power residues supplies a natural number γ with the
property that for all integers b for which the congruence c1z
d ≡ b mod pγ has a solution
with p ∤ z, the allied congruences c1z
d ≡ b mod pL are also soluble with p ∤ z, for all L > γ.
Now choose integers zj with zj ≡ yj mod pγ . Then p ∤ z1. Now put zj = (zj , 1, 1, . . . , 1).
Then, observing that zj = 〈zj〉, we infer
c1〈z1〉
d + . . .+ cs〈zs〉
d ≡ 0 mod pγ .
Let L > γ, and choose x2, . . . ,xs modulo p
L with xj ≡ zj mod pγ . There are p(L−γ)k(s−1)
choices for x2, . . . ,xs that are incongruent modulo p
L. By construction,
c1z
d
1 ≡ −c2〈x2〉
d − . . .− cs〈xs〉
d mod pγ ,
and hence there is a number z with p ∤ z and
c1z
d ≡ −c2〈x2〉
d − . . .− cs〈xs〉
d mod pL,
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It follows that any x1 with 〈x1〉 ≡ z mod pL yields a solution of (4.11), and there are
ϕ(pL)k−1 such x1 that are incongruent, modulo p
L. This proves that
Φc(p
L) ≥ ϕ(pL)k−1p(L−γ)k(s−1).
By (4.10), we conclude that Ep(c) > 0 whenever (4.4) has non-trivial solutions in Qp.
Since the product in (4.9) converges absolutely, we may conclude as follows.
Lemma 4.2. Let s > 2d. Then, for all natural numbers k, the singular series (4.5) is real
and non-negative. If the equation (4.4) admits non-trivial solutions in Qp for all primes
p, then the singular series is positive.
We now turn to the singular integral. Note that the function t−1/d(1+log t) is decreasing
on the interval t ≥ 3 . Hence when |β| ≥ 3, we infer from (3.11) that the function
(4.12) Vc(β) = Vk(c1β)Vk(c2β) . . . Vk(csβ)
obeys the inequality
Vc(β)≪ |β|
−s/d(1 + log |β|)s(k−1)
uniformly in c. Similarly, (3.10) gives Vc(β)≪ 1. Hence, for s > 2d, the singular integral
(4.13) I+(c) = I+k (c) =
∫ ∞
−∞
Vc(β) dβ
exists, and one has
(4.14) I+(c)≪ 1
uniformly with respect to c. By (4.12), we also see that whenever s > 2d and W ≥ 3 one
has ∫ ∞
W
|Vc(β)| dβ ≪W
−1.
Thus, the truncated singular integral
(4.15) I+(c,W ) =
∫ W
−W
Vc(β) dβ
compares to (4.13) through
(4.16) I+(c,W ) = I+(c) +O(W−1).
Again, these simple estimates will suffice for our purposes. The arithmetical nature of
I+(c) is the subject of the next lemma.
Lemma 4.3. Let s > 2d. Then, for all natural numbers k, the singular integral (4.13) is
real and non-negative. If the cj are not all of the same sign, then the singular integral is
positive.
Proof. The classical case k = 1 has been worked out by Davenport [8], chapters 4
and 10. Although the set-up there is slightly different from ours, Davenport’s argument
immediately delivers the conclusions announced in Lemma 4.3. Hence, we now suppose
that k ≥ 2 and take up the story at (3.8) where we substitute ν = td1t
d
2 · · · t
d
s for t1. On
writing t′ = (t2, . . . , ts), we then have
(4.17) Vk(β) =
1
d
∫
[0,1]k−1
〈t′〉−1
∫ 〈t′〉d
0
ν(1/d)−1e(βν) dν dt′.
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We may exchange the order of integration, as is most readily justified by Tonelli’s theorem.
For a compact presentation of the outcome of this manouvre, let ν > 0 and put
U (ν) = {t′ ∈ [0, 1]k−1 : 〈t′〉d ≥ ν}, ψk(ν) = ν
(1/d)−1
∫
U (ν)
dt′
〈t′〉
.
Note that ψk is integrable over (0, 1], as one readily confirms. By (4.17), we now deduce
that
Vk(β) =
1
d
∫ 1
0
ψk(ν)e(βν) dν.
By (4.12) and (4.13),
I
+(c) = d−s
∫ ∞
−∞
∫
[0,1]s
ψk(ν1) . . . ψk(νs)e(βc · ν) dν dβ
where c ·ν = c1ν1+ . . .+csνs is the standard inner product. Define t through the equation
c1t = c · ν and substitute t for ν1 in the inner integral. This produces the identity
(4.18) I+(c) = d−s
∫ ∞
−∞
∫ ∞
−∞
B(t)e(c1βt) dt dβ
where
(4.19) B(t) =
∫
B(t)
ψk(ν2) . . . ψk(νs)ψk
(
t−
c′ · ν ′
c1
)
dν ′,
and therein we put
(4.20) B(t) =
{
ν ′ ∈ [0, 1]s−1 : 0 ≤ t−
c′ · ν ′
c1
≤ 1
}
.
Note that B(t) is a compactly supported continuous function, whence by (4.18) and
Fourier’s integral theorem, we infer that I+(c) = |c1|−1d−sB(0). Since the integrand
in (4.19) is non-negative, this implies that I+(c) ≥ 0. Further, note that s > 2d implies
that s ≥ 3. Hence, if c1, . . . , cs are not all of the same sign, we can permute the indices
to arrange that c2 and c3 have opposite signs, say. It is then immediate from (4.20) that
B(0) contains a box of positive s−1-dimensional volume on which the integrand in (4.19)
is continuous and positive, whence B(0) > 0. This completes the proof of the lemma.
We close this section with a remark concerning the product I+(c)S(c). Suppose that
that c is of the form c = ac′ with a ∈ N and c′ primitive. Then, by (4.12), (4.13) and a
change of variables, one has I+(c) = a−1I+(c′). Also, an inspection of (4.9), (4.10) and
(4.11) reveals that S(c) = aS(c′) so that
(4.21) I+(c)S(c) = I+(c′)S(c′).
4.3. Positive solutions. Throughout this section we continue to use notational conven-
tions from earlier sections of this chapter as well as those from Chapter 3. The object
is to establish the asymptotic relation (4.3). We consider d, k as fixed and suppose that
s > n0(d). For any non-zero integers cj , we write
F (α) = f(c1α)f(c2α) · · · f(csα)
where f(α) is the exponential sum (3.1). Then, by orthogonality,
M+c (X) =
∫ 1
0
F (α) dα.
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We evaluate M+c (X) by the Hardy-Littlewood method. In doing so, we may suppose
that (3.2) holds (by symmetry), Also, we suppose now that (c1; . . . ; cs) = 1.
Let P be as in (3.15), and let U be the parameter introduced in Lemma 3.7. Now put
W = Us.
Let K denote the disjoint union of the intervals
{α ∈ [0, 1] : |α− a/q| ≤WP−d}
with 0 ≤ a ≤ q ≤W and (a, q) = 1. Let k = [0, 1] \ K. For a one of the sets K, k, we write
I(a) =
∫
a
F (α) dα
and then have
(4.22) M+c (X) = I(K) + I(k).
For 1 ≤ j ≤ s, consider the sets
lj = {α ∈ [0, 1] : cjα ∈ n(U)}.
Suppose that α ∈ [0, 1] is in none of the lj (1 ≤ j ≤ s). Then, for all j ≤ s, one has
cjα ∈ N(U), and this shows that there are coprime bj ∈ Z, rj ∈ N with |cjα− (bj/rj)| ≤
r−1j UP
−d and rj ≤ U . We now compare the various approximations∣∣∣α− bj
cjrj
∣∣∣ ≤ U
|cj |rjP d
.
For 1 ≤ i < j ≤ s one has ∣∣∣ bj
cjrj
−
bi
ciri
∣∣∣ ≤ U
P d
( 1
|cj |rj
+
1
|ci|ri
)
,
whence
|ciribj − cjrjbi| ≤ UP
−d(|ci|ri + |cj |rj) ≤ 2U
2P−d|c| < 1
provided only that |c| ≤ P 1/2, as we temporarily assume. Consequently, we may write
bj/(cjrj) = a/q with (a, q) = 1, for all 1 ≤ j ≤ s. Let p
ν ‖ q, with ν ≥ 1. Then, since
(c1; . . . ; cs) = 1, there is a j with p ∤ cj. But q|cjrj then implies pν |rj . It follows that
q|r1r2 · · · rs, and hence that q ≤ Us. This shows that α ∈ K, and we may conclude that
I(k) ≤
s∑
j=1
∫
lj
|F (α)| dα.
An inspection of Lemma 3.7 shows that there is a δ > 0 depending only on d, k and s,
and such that
sup
α∈l1
|f(c1α)| ≤ sup
γ∈n(U)
|f(γ)| ≪ PX−2δk .
Hence, on writing σ = s− 12 , Ho¨lder’s inequality yields∫
l1
|F (α)| dα ≪ P 1/2X−δk
(∫ 1
0
|f(c1α)|
σ dα
)1/(2σ) s∏
j=2
( ∫ 1
0
|f(cjα)|
σ dα
)1/σ
.
An obvious substitution and Lemma 3.8 yield∫ 1
0
|f(cjα)|
σ dα =
∫ 1
0
|f(α)|σ dα≪ P σ−d,
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which combines with the previous inequality to∫
l1
|F (α)| dα ≪ P s−dX−δk .
By symmetry, the same bound holds with l1 replaced by any other lj , so that may now
conclude that
(4.23) I(k)≪ P s−dX−δk .
We may now concentrate on the major arcs K. For α ∈ K, there is a unique pair a, q of
coprime integers with 0 ≤ a ≤ q, 1 ≤ q ≤ W and α = (a/q) + β satisfying |β| ≤ WP−d.
Lemma 3.2 gives
(4.24) f(cjα) = q
−kS(q, acj)v(cjβ) +O(E(q,X)(|cj |W )
k).
For the leading term on the right hand side, crude use of Lemmas 3.3 and 3.4 supply the
trivial upper bound q−kS(q, acj)v(cjβ) ≪ P , and we also have f(cjα) ≪ P . Hence, for
the difference in (4.24), we have the alternative yet trivial bound O(P ). We may now
multiply together to infer that
(4.25) F (α) = q−ks
s∏
j=1
S(q, acj)v(cjβ) +O(P
s−1E(q,X)|c|kW k).
By (3.3), whenever q ≤ W one has E(q,X) ≪ PWX−1k , and the measure of K is
O(W 3P−d). Hence, on integrating (4.25) over K, one infers that
I(K) = Sk(c,W )
∫ WP−d
−WP−d
v(c1β) . . . v(csβ) dβ +O(P
s−dW k+4X−1k |c|
k)
where Sk(c,W ) is given by (4.7). Within the integral on the right hand side, we use (3.9),
then substitute β for P kβ and recall (4.15) to recast the previous display in the form
(4.26) I(K) = Sk(c,W )I
+
k (c,W )P
s−d +O(P s−dW k+4X−1k |c|
k).
By (4.6), (4.8), (4.14) and (4.16),
Sk(c,W )I
+
k (c,W ) = Sk(c)I
+
k (c) +O(W
−1/(2d)|c|s/d).
We now define
(4.27) E+(c) = Sk(c)I
+
k (c),
and then first deduce from (4.26) that
I(K) = E+(c)P s−d +O(P s−dX−δk |c|
s+k)
holds for some sufficiently small positive δ, and further, from (4.23) and (4.22) that indeed
(4.3) is valid. Along the way we have assumed that |c| ≤ P 1/2. However, in the contrary
case, the condition that s > 2d implies that P s−dX−δk |c|
s+k ≫ P s, which shows that
again (4.3) holds, this time for trivial reasons. This completes the proof of (4.3) when c
is primitive.
Now suppose that c is not primitive, and that c = ac′ with a ∈ N and c′ primitive.
Then it is immediate that M+c (X) = M
+
c′(X), and we may apply (4.3) to M
+
c′(X) to derive
(4.3) for M+c (X) with E
+(c) = E+(c′). This establishes (4.3) in all cases. In passing
we mention that (4.27) holds also in the case where c is not primitive, as one finds from
(4.21).
All other conclusions concerning M+c (X) in Theorem 4.1 are also available. By Lemmas
4.2 and 4.3 we see that E+(c) is real and non-negative. Moreover, whenever (4.4) has
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non-trivial solutions in Qp for all primes p, and a solution in positive real numbers, then
the cj cannot all be of the same sign, and Lemmas 4.2 and 4.3 show E
+(c) > 0. Finally, if
(4.4) fails to have non-trivial solutions in some Qp, or in positive reals, then in particular
there are no solutions of (4.4) in natural numbers. Hence M+c (X) = 0, which is compatible
with (4.3) only when E+(c) = 0. This completes the proof of Theorem 4.1 for M+c (X).
4.4. The proof of Theorem 4.1 completed. It remains to establish Theorem 4.1 for
Mc(X). When d is even, an inspection of the definitions of Mc(X) and M
+
c (X) reveals
that Mc(X) = 2
ksM+c (X), and all conclusions concerning Mc(X) follow from those for
M+c (X) if we put E(c) = 2
ksE+(c).
When d is odd, a similar but more elaborate argument applies. Since −1 is a d-th
power, we have
(4.28) Mc(X) = 2
k
∑
ηj∈{1,−1}
1≤j≤s
M+
ηc(X)
where ηc = (η1c1, . . . , ηscs) is the coordinate product. Since −1 is also a d-th power
residue, modulo q, it follows from (3.4) that S(q,−a) = S(q, a), and consequently, via
(4.5), one readily confirms that S(ηc) = S(c) for all η that occur in the sum (4.28).
With the asymptotic formula (4.3) already in hand, the cognate expansion (4.2) with
E(c) = 2kS(c)
∑
ηj∈{1,−1}
1≤j≤s
I
+(ηc)
is immediate consequence of (4.28). We also see that E(c) is real and non-negative. We
already showed that S(c) > 0 holds whenever (4.4) has non-trivial p-adic solutions for all
primes p. Further, since d is now odd, the equation (4.4) has a real solution with all yj
non-zero. For this solution, put ηj = yj/|yj |. The analogue of (4.4) with ηc in place of
c has the solution (|y1|, . . . , |ys|), whence Lemma 4.3 yields I+(c) > 0. We conclude that
E(c) > 0 holds whenever (4.4) has non-trivial solutions in all Qp. If that fails, then (4.2)
implies E(c) = 0. The proof of Theorem 4.1 is now complete.
We remark that E(c) can be written in a form that is independent of the parity of d.
In fact, if d is odd, one deduces from (3.8) that
2k
∑
ηj∈{1,−1}
1≤j≤s
I
+(ηc) = I(c)
where
(4.29) I(c) =
∫ ∞
−∞
∫
[0,1]ks
e(β(c1〈t1〉
d + . . .+ cs〈ts〉
d)) dt dβ.
Note that I(c) is also defined when d is even, and in this case, an inspection of (3.8) and
(4.29) show that 2ksI+(c) = I(c). It follows that (4.2) holds for all values of d with
(4.30) E(c) = S(c)I(c).
4.5. Primitive solutions. In this section, we study the equation (4.1) in “transposed”
form. Note that Mc(X) equals the number of solutions of
(4.31)
s∑
j=1
cj(x1,jx2,j · · ·xk,j)
d = 0
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with 1 ≤ |xi,j | ≤ Xi for 1 ≤ i ≤ k, 1 ≤ j ≤ s. We require an asymptotic formula for the
number M∗c(X) of those solutions counted by Mc(X) that satisfy the additional constraints
(xi,1;xi,2; . . . ;xi,s) = 1 (1 ≤ i ≤ k).
With this in view, one may arrange the solutions of (4.31) according to the values of
li = (xi,1;xi,2; . . . ;xi,s) to infer that
Mc(X) =
∑
l≤X
M∗c(X1/l1, . . . , Xk/lk).
By one of Mo¨bius’ inversion formulae, we deduce that
M∗c(X) =
∑
l≤X
µ(l)Mc(X1/l1, . . . , Xk/lk)
where in the interest of brevity we put µ(l) = µ(l1)µ(l2) · · ·µ(lk). We now suppose that
the hypotheses in Theorem 4.1 hold, and inject the asymptotic formula (4.2) into the
preceding identity. This yields
M∗c(X) = E(c)〈X〉
s−d
∑
l≤X
µ(l)
〈l〉s−d
+O(〈X〉s−d(minXi)
−δ/2|c|s+k),
as one readily confirms. Routine estimates also show
∑
l≤X
µ(l)
〈l〉s−d
= ζ(s− d)−k + O((minXi)
−1),
so that we may conclude as follows.
Lemma 4.4. Let s > n0(d). Then there is a positive number δ
′ such that whenever
cj ∈ Z \ {0} one has
M∗c(X) = ζ(s− d)
−k
E(c)〈X〉s−d +O(〈X〉s−d(minXi)
−δ′ |c|s+k).
5. Synthesis
The scene is prepared for a swift derivation of Theorem 1.1. The starting point is (1.9),
and the strategy is to show that the function θ(m) is part of a suitable family for Theorem
2.1 to deliver Theorem 1.1. From now on, we consider a = (a0, . . . , as) as fixed, once and
for all, and suppose that the hypotheses of Theorem 1.1 are satisfied.
We begin by observing that the equations (1.1) and (4.31) become identical if one takes
s = n+1 and cj = aj−1. An examination of the definition of θ(m) and (1.10) now reveals
that Θ(X) = M∗a(X). Hence, by Lemma 4.4, there is a positive δ such that
Θ(X) = ζ(n+ 1− d)−kE(a)〈X〉n+1−d +O(〈X〉n+1−d(minXi)
−δ)
holds, and we conclude that θ obeys condition (I) with
(5.1) c = ζ(n+ 1− d)−kE(a).
Next, we check condition (II). Fix r with 1 ≤ r ≤ k− 1 and put l = k− r. With u ∈ Nr
and V ∈ [1,∞)l, we have to evaluate the sum
(5.2) Θu(V) =
∑
v≤V
θ(u,v).
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Progress depends on a diophantine interpretation of this sum that we prepare by rewriting
the equation (1.1) in a notation more suitable for the current needs. Thus we consider
n∑
j=0
cj(y1,j . . . yr,jz1,j . . . zl,j)
d = 0
and observe that θ(u,v) is the number of its solutions in primitive vectors yi, zi′ ∈ Zn+1
with non-zero coordinates and |yi| = ui, |zi′ | = vi′ (1 ≤ i ≤ r, 1 ≤ i′ ≤ l). For a fixed
permissible choice of y1, . . . ,yr we may sum over v ≤ V. One then obtains a quantity
examined in Lemma 4.4, but with l in place of k, with s = n + 1 and c = c(y1, . . . ,yr)
given by
cj+1 = aj(y1,j . . . yr,j)
d (0 ≤ j ≤ n).
Consequently, on writing
Y (u) = {(y1, . . . ,yr) : yi ∈ Z
n+1 primitive, |yi| = ui (1 ≤ i ≤ r)},
we find that
Θu(V) =
∑
(y1,...,yr)∈Y (u)
M∗c(y1,...,yr)(V).
By Lemma 4.4, we now infer that
(5.3) Θu(V) = ζ(n+ 1− d)
−k〈V〉n+1−d
∑
(y1,...,yr)∈Y (u)
E(c(y1, . . . ,yr)) + E
where
E ≪ 〈V〉n+1−d(minVi)
−δ
∑
(y1,...,yr)∈Y (u)
|c(y1, . . . ,yr)|
n+1+k.
Note that |y1,j . . . yr,j | ≤ |y1| · · · |yr| = 〈u〉. This yields
|c(y1, . . . ,yr)| ≪ 〈u〉
d.
Further, there are now more that O(〈u〉nr) elements in Y (u). It follows that
(5.4) E ≪ 〈V〉n+1−d(minVi)
−δ〈u〉nr+d(n+1+k) ≪ 〈V〉n+1−d(minVi)
−δ|u|D
where D = r(nr+ d(n+1+ k)). By (5.2), (5.3) and (5.4), we see that θ satisfies condition
(II).
For condition (III), we note that θσ = θ holds for all σ ∈ Sk by symmetry, as one
confirms from (1.1). We have now proved that the function θ alone is a (n+1−d, c,D, 1, δ)-
family where c and D are as above, and δ is a sufficiently small positive number. We may
now apply Theorem 2.1 with N = B1/(n+1−d). Then, whenever c > 0, the conclusions of
Theorem 1.1 follow from (1.9), and by (5.1) we also see that the constant C is given by
(5.5) C =
S(a)I(a)
2k(k − 1)! ζ(n+ 1− d)k
.
If c = 0, then by (5.5), we have C = 0, and by (5.1), (4.30) and Lemmas 4.2 and 4.3, the
equation (1.4) has only the trivial solution in at least one of the fields Qp or R. In this
case N(B) = 0, and the conclusions of Theorem 1.1 again follow, with the same formula
(5.5) for C. This completes the proof of Theorem 1.1, and from (5.5), (4.9) and (4.10) we
infer that C is the product of local densities that the Hardy-Littlewood method predicted.
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