In this paper, we design stable and accurate numerical schemes for conservation laws with stiff source terms. A prime example and the main motivation for our study is the reactive Euler equations of gas dynamics. Furthermore, we consider widely studied scalar model equations. We device one-step IMEX (implicit-explicit) schemes for these equations that treats the convection terms explicitly and the source terms implicitly.
Introduction
Many problems in flow physics require models that take chemical reactions into account. The reactive time scale is typically many orders of magnitude smaller than the time scale of the flow. In most situations, it is not the details of the reactions that are of interest but the flow itself. Hence, we want to accurately account for the effect that the chemical reactions have on the flow without resolving the details of the reactions themselves.
Most reactive flow problems are of the following generic form, w t + F (w) x = S(w) + ǫB(w) xx ,
where w is the vector of conserved variables; F is the non-linear flux term; B is the diffusion term in the equations and S is the (possibly non-linear) reactive source term. For simplicity, we have presented the equations in one space dimension and the generalization to multiple dimensions is straightforward. Furthermore, we will assume that (1) is inviscid, i.e., ǫ ≡ 0 throughout this paper. A prototype of (1) that frequently occurs in the modeling of reactive flows is the reactive Euler equations of gas dynamics where,
In the above equations, ρ is the density; u is the velocity; p is the pressure and the variable z is the mass fraction of the unburnt gas with z = 1 corresponding to the unburnt state and z = 0 to the fully burnt state. The total energy and internal energy are given by the ideal gas equations of state of the form, E = ρe + 1 2 ρu 2 , e = p ρ(γ − 1) + q 0 z.
The temperature T is given by T = p ρR
. The chemical reaction rate is K(T ) = Aexp( −T A T ) where A and T A are constants determined by experiments. Another constant that occurs in the above equations is the heat release energy q 0 . Note that term q 0 ρz corresponds to the chemical energy in the equation of state. This reaction model is called the Arrhenius model. The main interest of this paper is when K(T ) is very large, which introduces the stiffness in the equations.
The standard framework for simulating (1) is the method of fractional steps or operator splitting. (See [1] for details about this method.) In [2] , the authors consider a Chapman-Jouguet (CJ) detonation and reported numerical problems. Due to the numerical diffusion of the mass fraction z, the gas burnt out in the whole cell in one time step resulting in a wrong propagation speed of one cell per time step on an under-resolved mesh. This phenomena was first encountered in [3] where it was analyzed with respect to a reduced model. Various modifications of the fractional splitting methods were proposed in [2, [4] [5] [6] and other references therein to solve the problem. A recent paper in this direction is [7] . These modifications that make the fractional splitting method work in the stiff case, may increase the computational cost considerably.
Since the reactive Euler equations are quite complicated, several model problems have been introduced to mimic the numerical difficulties that is encountered. In [8] , the authors proposed the following simple scalar model as a prototype of (1), u t + au x = ν(1 − u)(u − β)u − ∞ < x < ∞, t ≥ 0.
with initial data u(x, 0) = 0, x ≥ 0, (4) u(x, 0) = 1, x < 0.
The exact solution of this problem is a linear discontinuity connecting 0 and 1 moving at the speed 1. The source term has no effect as S(0) = S(1) = 0.
The difficulty with this model problem lies in the non-linear source. The source has two stable roots are at u = 0 and u = 1 respectively and an unstable at u = β. This also implies that if we consider the ODE given bỹ
then,any initial data u 0 > β converges to 1 and u 0 < β goes to 0. Furthermore, the time scale of convergence is of the order of 1 ν . If the problem is under-resolved (see [8] ), the approximate solution either remains stationary or marches at the wrong speed of one cell per time step irrespective of the nature of the solvers for the convective step and the ODE.
Another, more realistic non-linear model is given by,
Here, the homogeneous equation is the Burgers' equation. The above equation is a specific example of a general non-linear problem given by,
Considering (6) with initial data (4) results in a shock traveling at the shock speed 0.5 given by the Rankine-Hugoniot conditions. Note that the source has no effect on the solution as it is at equilibrium at these values. But as with the advection equation, a fractional step method leads to incorrect propagation speeds. Another test case proposed in [1] is (6) with the following initial data,
In this case, the homogeneous part of (6) leads to a continuous rarefaction wave connecting 0 and 1. The role of the source term is to force data towards the stable roots 0 and 1 resulting in a competition between the spreading of the rarefaction wave due to the homogeneous conservation law and the compression due to the stiff source. This leads to a smooth profile connecting 0 and 1. It is easy to analytically determine the speed s = β via a similarity solution. This test case is very difficult to solve numerically and we have not come across any scheme which gives the right propagation speed when we consider (6) with initial data (8) on underresolved meshes. Since the numerical difficulties encountered for (6) with the fractional step methods are very similar to the difficulties with approximating the reactive Euler equations, (6) has been widely considered as a test-bed for designing schemes for the reactive Euler equations.
We will use a first-order accurate IMEX (implicit-explicit) scheme in time. An advantage with such a scheme is that it decouples the discretizations in space and time. We will use finite differences to approximate space derivatives although other stable, possibly higher order accurate, spatial schemes should work equally well. Furthermore, such a first-order scheme represent any of the stages in an additive Runge-Kutta scheme (see [9, 10] ), which in turn enables extension to high-order accuracy in time. Moreover, IMEX schemes also allows more terms than the source to be treated implicitly at the user's convenience.
In accordance with the tradition in this field we have chosen to address both the scalar model and the reactive Euler equations. As it turns out, the scalar model and the reactive Euler are quite different in their nature, which will be reflected in the numerical schemes. To emphasize this, we divide the article into two parts. Part I, concerns the scalar model problem and Part II the reactive Euler equations.
Part I: The scalar models
The main idea is to march in time with an IMEX scheme and treat the source terms implicitly and the convective terms explicitly. We approximate the spatial derivatives with central finite difference schemes, but emphasize that other spatial schemes would work equally well.
We are considering (7) in this section. Let u n i denote the numerical approximation of u(x i , t n ). Then any finite difference (finite volume) IMEX scheme for (7) can be written down as
In the linear case (3), we have f n i = au n i and for Burgers' equation, the flux is f
. This is the usual (central term + artificial diffusion) form of any finite difference (finite volume) scheme (see [11] for details). Moreover the artificial dissipation is given by the term Q n i . A particular choice is taking
or some other suitable scaling, which results in the upwind scheme for the linear equation and the Roe's scheme for the non-linear equation. Any other numerical viscosity like that of Godunov, Enquist-Osher (see [11] for the exact formulas) can also be considered. Since the scheme has an implicit part, we must solve a non-linear equation at each point. We rewrite the scheme as
(Note that this is not equivalent to the common fractional step approach since it is a one-step procedure to update the solution.) At each time step, the non-linear equation (9) is solved with the Newton's method. Accordingly, we must choose the initial guess, u * , that will be fed to the Newton solver. The naive guess is of course u n i . This is successful as long as the source is not stiff, i.e., kν 1, but in the stiff case the numerical solution remains stationary. This is shown in Figure 1 for the advection equation (3) at t = 0.5 with a = 1. Hence, with this approach we experience exactly the same difficulties of incorrect propagation speeds in the stiff/under-resolved case, as the fractional step methods mentioned in the introduction. The correct solution is a traveling wave at the speed a = 1.
The non-linear source term has 2 stable zeroes, at u = 0 and u = 1 and one unstable root at u = β. It is well-known for the Newton method, that the initial guess has to be chosen sufficiently close to the desired root. Otherwise, we may converge to the wrong root. The above numerical result forces us to conclude that the initial guess of the Newton solver solely determines the speed of the computed discontinuity. In order to devise a suitable initial guess, we take into account the fact that information can only travel with the characteristic speed (which is constant with the linear flux) and the only effect of the source term is to modify the shape of the solution of the homogeneous equation. Therefore, we can numerically solve the homogeneous equation and use it as the initial guess to the Newton solver. Hence, in addition to solving (9) and (10), we also solve
where the above is a stable finite difference (volume) scheme for the homogeneous equation. We stress that (11) is completely decoupled from (9) and (10). It will only proddeuce an initial guess to the Newton solver. Since the solution is discontinuous it will be a smeared approximation due to the artificial diffusion. However, using v n i as the initial condition directly will not work. The reason for this is the unstable root. If the initial guess is too close to β the solution might jump to the incorrect root. The cure is to choose a threshold value for v n i and force the initial guess to the Newton solver to be either 1 or 0. That is,
Now we are left to determine the threshold value γ. In the linear case any value 0 < γ < 1 will give a speed a of the discontinuity but the location of the discontinuity will differ by O(h). Hence, a naive choice is γ = 0.5 that results in the correct propagation speed of the discontinuity (see Figure 2 for numerical results). The proposed remedy with an auxiliary solution solves the linear model problem irrespective of the choice of γ. The introduction of the auxiliary problem and the thresholding of the root is the key step that makes the IMEX scheme work for arbitrarily stiff sources. Trivially, it will also work in the non-stiff case as seen in Figure 2 . (A proof of convergence for the numerical solution, will be given below.)
Burger's equation with stiff source term
Consider the non-linear model (6) with initial data (4). The exact solution is a shock with speed 0.5. We apply the same scheme and compute an auxiliary solution, apply (12) before using it as an initial guess in the Newton solver. We show the solution at t = 4 with β = 0.9 and γ = 0.5 in Figure 3 . We note that the shock location is given correctly, at x = 2 in both the stiff and non-stiff case. Again, any choice of the thresholding parameter works in this case. In the case of the nonlinear model (6) with initial data (8), we have already mentioned that the exact solution is a traveling wave moving at the speed β. In this case, taking the thresholding parameter γ = 0.5 and β = 0.9 results in a stable but incorrect solution given in the first part of Figure 4 .
In order to resolve the problem, we recall that the role of the source is to force those values below β to 0 and those above β to 1 in a time scale of resulting in a speed of β.
We are going to replicate this process. The auxiliary numerical solution gives a rarefaction wave between 0 and 1. Although, the wave speeds in general differ between the auxiliary solution and the solution with the source, we note that the source term vanishes at u = 0, 1, β. At those presice values, the auxiliary solution and the exact solution have the exact same wave speeds for all future times. Hence, by choosing the thresholding parameter γ = β for the initial guess, we precisely obtain the correct speed.
Returning to the above problem with β = 0.9, we note that the wave front should be at x = 3.6, which is achieved with γ = β. See Figure 4 for the solution.
Convergence
So far, we have outlined a numerical scheme for the scalar model equations and shown its robustness by numerical examples. However, we have not yet formally discussed any convergence properties of the proposed scheme and we continue by stating two theorems ensuring that the scalar model problems converge to a weak solution. We stress that even for the linear flux function, linear theory does not apply due to non-linearity of the source.
It is well known that any standard finite volume scheme with explicit forward Euler time stepping will converge to the entropy solution of a scalar conservation law as the mesh is refined. If one uses a standard finite volume scheme together with explicit forward Euler time stepping for (7), the approximate solutions will converge to the entropy solution by this standard theory. Note that in the limit k → 0, the stiffness parameter kν → 0 (for any large but fixed ν) and the standard convergence results apply. However, our IMEX scheme is different from a standard explicit scheme due to the implicit-explicit nature of the time stepping. None of the standard convergence results apply in this case and we will prove convergence to the entropy solution for this IMEX scheme. To the best of our knowledge, this is the first time that such a convergence proof has been provided for IMEX schemes for non-linear conservation laws. We start with the linear problem. Consider the generic linear advection equation with a non-linear source,
where we have considered a constant velocity a for simplicity. Using standard notation for finite differences given by
we rewrite the first-order IMEX scheme for (13) as,
This scheme is the upwind scheme and is the specific form of the Roe's scheme for the linear equation. Furthermore define the following piecewise constant function,
where χ j,n is the Characteristic function of the cell [x i−1/2 , x i+1/2 ) × [t n , t n+1 ) Then, we have the following convergence theorem for (14) .
Theorem 2.1 Consider the advection equation (13) with a smooth source S such that there exists a large constant C and a positive constant c 1 such that
for k ∈ {1, 2, · · · , }. Let u n i be defined by the scheme (14) and the function u ∆ be defined as above. Furthermore, we assume the following CFL condition,
and assume that the initial data u 0 ∈ H 1 (R). Then, the approximate solutions satisfy the following estimates,
where C is a positive constant and
Furthermore, we have that u ∆ → u a.e where u is the unique weak solution of (13).
We omit the proof of the estimates (17) and (18), since it is similar to the proof of the estimates in the next theorem. The above BV type estimate (18) is enough to obtain strong convergence of the approximate solutions. We move on and consider the non-linear scalar conservation law
The IMEX scheme (9) can be rewritten as
where the numerical flux
) refers to any consistent, monotone two point flux for the flux function f . We need some general results about numerical schemes for scalar conservation laws. First, following [11] , we denoteQ n i as the numerical viscosity associated with the flux G given bȳ
Next, we take the entropy function U (u) = u 2 and the associated entropy flux η(u) = s 0 u(s)f ′ (s)ds. Following [12] , the entropy potential Ψ is given by Ψ(u) = uf (u) − η(u). By [12] , the unique entropy conservative numerical flux corresponding to the above entropy functions is given bỹ
In addition to the consistency and monotonicity of G, we assume that for all n, j,Q Theorem 2.2 Consider the non-linear scalar conservation law (19) with a smooth flux f such that f is genuinely non-linear, i.e., it does not contain any piecewise linear segments and a smooth source S satisfying (15). Let u n i be defined by the scheme (20) and the function u ∆ be defined as above. Furthermore, we assume the following CFL condition,
We have the following entropy (energy) estimate ,
where C is a positive constant. Furthermore, we have the "weak" BV estimate, h n,i
In addition to the above, if we assume that max n,j |u n j | ≤ C then we have that u ∆ → u a.e as h, k → 0 and u is a weak solution of (19).
Proof Note that the hypothesis (15) on the source S are trivially satisfied by the source in (7) and the above convergence result holds for this special case. We need the following discrete chain rule,
We start by multiplying both sides of (20) by 2u
and apply the above chain rule and adding and subtracting terms to get,
By standard Cauchy inequality, we have that,
Next, denote
By consistency of the numerical flux G, we have
We need to control the term 2u
. For this, we use the entropy dissipation estimate from [12] (Theorem 5.2) for this special case. Define the numerical entropy flux as,
Then we have that
Using both the above inequalities and summation by parts in space (ignoring the boundary terms by taking data with compact support), we rewrite (24) as,
).
Using the definition of H n i and the CFL condition (21), we get that,
Next from the hypothesis (15) on the source S, there exists a large constant C and a positive constant c 1 (independent of mesh parameters) such that
Hence, we can divide the set of mesh points i into two sets I 1 and I 2 such that
Using this division and rewriting (26) we get,
where we denote different mesh independent positive constants by C. Hence and using the CFL condition, we get the bound
which proves the energy bound (22). Furthermore, by using (22), the fact that for all n, i, (Q n i −Q n i ) ≥ α and summing over all n in (25), we get that
Thus, proving the "weak" BV estimate (23). Now, by using (23) and the assumption that the approximate solutions u ∆ are bounded in L ∞ , we can appeal to the theory of compensated compactness for scalar conservation laws (for details refer to [13] ) in order to get that u ∆ → u (upto a subsequence) as h → 0. Due to the strong convergence, we can pass to the limit in both the non-linear flux and source terms in (19) and conclude that u is a weak solution of (19) Note that the proof of theorem 2.2 requires genuine non-linearity on the flux function f and doesn't apply directly to the linear advection equation. Hence theorem 2.1 is not a special case of theorem 2.2.
Remark For convergence proof in the non-linear case, we need to assume that the approximate solutions are bounded in L ∞ . This is technical in nature as we are unable to prove that such a bound holds. In addition to this, the bound is reasonable at least in the stiff case, i.e., ν >> 1 as the roots of the equation (20) will be close to 0 and 1 in this case.
Remark The CFL condition (21) is very stringent in the proof of convergence. It essentially amounts to choosing k small enough. Again, we stress that this is technical and we were able to get good numerical results by running at the standard convective CFL number given by
which is also consistent with CFL condition (16) for the linear problem.
Summary of scheme
Next, we summarize the proposed scheme for the scalar model problems.
Compute the auxiliary solution
3. Compute the initial guess to the Newton solver: The arguments and the listing of the final algorithm have all been done for the first-order IMEX scheme but it is trivial to generalize it to a high-order ARK scheme, where each stage is treated according to our solution scheme. We stress that this time-integration algorithm is completely independent of the choice of spatial approximation. Furthermore, we emphasize that the initial guess to the Newton solver only specifies the location of the wave. It does not affect the accuracy in any other aspect. Many different choices of initial guesses would lead to the same approximate solution of the stiff equation, as long as the discontinuity is at the correct location.
The auxiliary function and the construction of the initial guess to the Newton solver can be viewed as a subgrid scale model that recovers the information that is lost by taking larger time steps than the chemical time scale. Indeed, it comes at a cost. We need to carry one extra solution field, which doubles the computational work. However, this is a small price to pay to be able to march at the convective CFL. We also note that there is a considerable extra work and memory required in the methods proposed in [2, 7] . In [7] they do not even consider the nonlinear model problem with the rarefaction wave, which is considerably more difficult to solve than the shock solutions. To our knowledge the scalar model problem with rarefaction wave initial data has never been successfully computed previously.
Further numerical tests
To demonstrate that the technique is general and applicable to a wider range of problems, we change the flux to f (u) = and use the initial data (4). The Rankine-Hugoniot condition suggests a shock speed of 0.25 and in Figure 5 we show the solution at T = 4 and β = 0.4. We should find the shock at x = 1, regardless of the value of β, and indeed that is the case. As for Burgers' equation, the choice of β is not crucial to obtain the correct shock location. Hence, we continue with the initial data (8) . By the results of [14] , we should see a traveling wave at the speed f ′ (β) = β 3 . We choose β = 0.7937 such that the speed becomes 0.5. In this case the front should be at x = 2 at t = 4. This is clearly seen in Figure 5 . 
and subject to periodic boundary conditions. The equation will drive the solution towards 0 or 1. The speed of this process is . The solution becomes essentially piecewise constant and the discontinuities travel with the shock speed (or β depending on the direction of the jump).
Next, consider the proposed solution method. The auxiliary solution determines the locations of the discontinuities. It will follow the characteristic u(x, t) = β until the auxiliary solution forms a shock. Then the jump condition at the shock determines the speed shock. Hence, the true solution forms a shock front after a time t ∼ 1 ν , while the scheme will form a shock only when the homogeneous Burgers' equation has formed a shock after the time T shock . After that both the true solution and the numerical solution move the discontinuity at the shock speed. However, the error of the initial behavior gives a constant error in the numerical solution. (It will not disappear with grid refinement.) If the problem is nonstiff the error will be small and if it is stiff it is large. These effects can be observed in the computations.
Since the aim is compute solutions in the stiff case, we make the following observation. We change the initial data (29), for the auxiliary solution to The auxiliary solution with initial data given by (30), will move the discontinuity at the Rankine-Hugoniot speed immediately. The true solution with initial data (29), will move at the same speed after the time ∼ 1/ν, which is a short time if ν >> 1. In Figure 6 , we show a sequence of plots obtained with the numerical scheme. As a reference solution we have the 5000 point solution obtained with an explicit scheme, which can be considered exact. The initial data to both methods is the sine wave, (29), and the auxiliary solution is initiated with the piecewise constant data (30). We note that the 1000 point solution is indistinguishable from the explicit solution, although a ∼ 1/ν error is present in the shock location. (Note that the rarefaction wave will converge to the exact solution, since it follows the characteristic line u(x, t) = β the entire time.)
Remark In practical computations the initial data would typically be given as a piecewise constant function distinguishing only between burnt and un-burnt state. In that case the implicit-explicit scheme computes the correct solution without any errors due to initial transients.
Part II: The reactive Euler equations
The previous model problems, although challenging, have no physical meaning and we now shift our focus to the reactive Euler equations. We will restrict ourselves to one space dimension, since the generalization to multiple space dimensions is straightforward. We begin by writing the first-order IMEX scheme. We specify the following notation for the first three unknowns and fluxes in the reactive Euler equations,ũ = {ρ, ρu, E},F = {ρu, ρu 2 + p, (E + p)u},
n i be artificial dissipation terms correspoding to the unknown vectorũ and the unknown ρz respectively. The exact structure of the dissipation terms will be specified later. Then, the first-order IMEX scheme for the reactive Euler equations takes the form,
From the above scheme, it is clear thatũ n+1 i
can be obtained explicitly and it determines the flow variables at the next time step. Furthermore, we usẽ u n and z n to choose T * = T n . Given T * , (ρz) n+1 k can now be solved directly since it is a linear equation. We notice an important difference from the scalar examples where the source term depends solely on the solution variable itself, whereas for the Euler equations ρz is driven by the Euler solution in each timestep.
Next, we will discuss the choice of the artificial dissipation operator. This is the crucial step in obtaining correct propagation speeds on under-resolved meshes. Assuming that we have a stable scheme for the non-reactive Euler equations, Qũ can be determined directly keeping in mind that p (or equivalently T ) is now a function of z as well. We use the Roe scheme for our computations. To determine the dissipation required for the ρz equation in (31), we analyze stability of the linearized equation with frozen coefficients. The linearized Euler equations can be symmetrized as proposed in [15] and the resulting difference scheme takes the form,
where A is a constant symmetric matrix andū i the "frozen" value of the velocity. The tilde sign highlights that the independent variables are the linearly perturbed variables.w is the vector of the first three perturbed variables associated with the Euler equations. D signifies the operator that approximates the space derivative. We assume that it contains sufficient dissipation to stabilize the Euler part. In any case, the last equation decouples in the linear analysis and is driven only by the frozen coefficientū i . Hence, we simply have to analyze the following model to determine the linear stability properties of the full reactive Euler equations,
where K is a large constant. Its discretization becomes
First, we will consider the case K = 0. We use von Neumann analysis and make the ansatz v
. Then,
Posing the scheme asv n+1 = g(ξ)v n , the stability requirement is |g(ξ)| ≤ 1. Hence, we require ǫ = |a| 2 , which gives the well-known upwind scheme (or Roe scheme).
Next, consider the case K >> 1 and ǫ = 0 using von Neumann analysis.
In this case we see that the scheme is stable without artificial dissipation for kK > 1. However, as kK approaches 1 we need to add the standard upwind dissipation in the ρz equation. We do so by introducing the scaling function
and adding the following upwind dissipation,
Thus completing the scheme (31). This analysis reflects the fact that the source term in the mass fraction equation of the reactive Euler equations is dissipative and dissipation is proportional to the stiffness. Hence, for large time steps, we do not have to add numerical diffusion to stabilize the computations and this means that the shocks remain sharp and move with the right speed of propagation. Before we move on to the computations we make a final remark. The dependence of z in the Euler dissipation (Qũ) will actually decrease the amount of dissipation for the Euler part of the equations as well. We also stress that the effective amount of dissipation for the Roe scheme is dependent on the ratio k/h. If we take that ratio smaller, the effective dissipation will increase, which will be evident in the computations below.
Computations
To test the scheme, we use the same benchmark case as in [2, 7] . We use A = 164180, T A = 25, q 0 = 25, γ = 1.4. The initial conditions are two states. The burnt state is: ρ b = 1.6812, u b = 2.8867, p b = 21.5672, z b = 0. The unburnt state is: ρ ub = 1, u ub = 0, p ub = 1, z ub = 1. The solution is a CJ wave traveling at a speed s = 7.1247. We initiate with the discontinuity at x = 0 and compute to t = 1. n denotes the number of grid points used to discretize the x-axis.
Stiff case: The solution for n = 100 and n = 300 is shown in Figure  7 . No diffusion is added to the ρz equation. We conclude that the scheme captures the correct solution. (We mark the shock location but that curve does not represent the true solution, which has an overshoot.)
Case with less stiffness: In Figure 8 , we also show the solution with n = 1000, which is less stiff due to higher resolution.
Smaller CFL: The first cases were obtained with the same CFL ratio k/h. If we divide the CFL number by 2, the shape of the solution will change, since the effective dissipation will increase as discussed above. This is shown in Figure 8 , where the solution becomes more smeared.
Diffusion in the ρz equation: To show the effect of diffusion in the ρz equation, we have computed two examples. The first has a undivided second difference as diffusion term and the second has a larger diffusion where the undivided difference has been multiplied by 1/h. The latter is a standard upwind shock capturing scaling and it can be seen in Figure 9 that an erroneous shock appear. The behavior is very similar to what has been reported in [2, 7, 8] . However, we note that the case with the smaller diffusion term in Figure 9 , the solution is correct and hardly different from the non-diffusive case in Figure 7 .
Non-stiff case: Finally, we demonstrate that the method works in the non-stiff limit, we compute a 10000 point solution shown in Figure 10 .
Remark We have shown that we do not need diffusion in the ρz equation, but the scheme does not fail if we add a small amount of diffusion and smear the z-profile a little bit. However, if we add lots of diffusion we will see the same erroneous behavior as has been reported previously in [2, 7, 8] . For small time steps, we need diffusion in the z equation according to the von 
Conclusions
In this article, we have addressed two different types of equations with stiff source terms. The main goal was to devise a scheme that uses a time step governed by the flow and not the stiff source term. We choose an IMEX time integration scheme due to its flexibility. It allows us to treat the source implicitly and in addition, it also allows the user to treat other terms like diffusion and heat conduction implicitly. Furthermore, it is independent of the spatial discretization which makes a generalization to multiple dimensions or higher-order schemes straightforward. The IMEX scheme is not designed exclusively for the stiff case but handles the non-stiff case as well. Finally, the IMEX scheme can be viewed as a single stage in a high-order Additive Runge-Kutta scheme (see [9, 10] ) allowing for high-order approximations of the temporal derivative.
Although based on the same IMEX scheme, the scalar model and the reactive Euler equations were analyzed separately as the dynamics differ in both cases.
In Part I, the scalar model problem was studied. The key observation was that the initial guess to the Newton solver defined the location of the wave front entirely. Hence, an auxiliary numerical solution was necessary to generate the initial guess for each time step. For this scheme, we have proved that it converges to a weak solution. For a linear flux this can be further strengthened and we show convergence to the correct weak solution. For In particular we point at the successful computation with rarefaction initial data. To our knowledge, this is the first time that it has been done.
In Part II, we designed schemes for the reactive Euler equations. Since the flow equations determine the wave front, no auxiliary solution is necessary. The only precaution that has to be taken, is that the amount of artificial diffusion added to the reaction equation must not be too large. We showed with a linear analysis that no numerical diffusion is needed as long as the equation is stiff. As the solution is more resolved, i.e., the problem becomes non-stiff, we have to add numerical diffusion and the problem behaves as a standard hyperbolic equation. We have confirmed these findings with numerical computations and also demonstrated that the scheme works equally well in the non-stiff case.
Hence, this approach is cheaper, less memory consuming and simpler to code than previously proposed remedies. It is much more flexible to adopt this technique as it only requires a change of the temporal discretization scheme.
