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We theoretically investigate spin dynamics in spin-orbit-coupled materials. In the ballistic limit,
the spin lifetime is dictated by dephasing that arises from energy broadening plus a non-uniform
spin precession. For the case of clean graphene, we find a strong anisotropy with spin lifetimes that
can be short even for modest energy scales, on the order of a few ns. These results offer deeper
insight into the nature of spin dynamics in graphene, and are also applicable to the investigation of
other systems where spin-orbit coupling plays an important role.
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Introduction. Following the description of Rashba spin-
orbit coupling (SOC) in two-dimensional electron gases
(2DEGs) [1], understanding the spin dynamics in these
systems has been essential for proposing spintronic de-
vices [2] and predicting fundamental physical phenomena
[3–5]. Rashba SOC allows for the electrostatic manipu-
lation of spin states, paving the way towards non-charge-
based computing and information processing [6]. Beyond
traditional semiconductor quantum wells, 2D materials
including graphene and MoS2 monolayers have gener-
ated significant interest. In addition to their predicted
long spin lifetimes [7–11], the possibility to harness prox-
imity effects or to couple the spin and valley degrees of
freedom makes these materials interesting both funda-
mentally and technologically [12–15].
From a practical perspective, understanding spin life-
times in clean materials is a prerequisite to realizing spin-
tronic devices, since they determine the upper time and
length scales of operation. In Rashba SOC materials, the
spin lifetime is normally dictated by the Dyakonov-Perel
(DP) mechanism [16], where SOC induces spin preces-
sion of charge carriers. After many scattering events the
randomization of precession leads to dephasing and a loss
of the spin signal, such that the spin lifetime τs scales in-
versely with the momentum scattering time τp. This con-
trasts with the Elliot-Yafet (EY) mechanism [17, 18], for
which charge carriers can flip their spin upon scattering,
giving τs ∝ τp. The EY mechanism usually dominates
in disordered metals, but its contribution has been also
discussed for graphene [19].
The SOC in graphene is predicted to be small, on the
order of µeV [20–24], leading to estimates of τs in the
micro- to millisecond range [7–9]. In contrast, experi-
mental spin lifetimes range from hundreds of ps to a few
ns for non-local Hanle measurements [25–32]. Various
extrinsic mechanisms have been proposed to explain this
discrepancy, including lattice deformations [33], metal-
lic adsorbates [34, 35], or magnetic resonances [36, 37].
In experiments and theories that assume the DP or EY
mechanism, the loss of spin polarization is controlled by
momentum scattering and is applicable when τs  τp.
However, impurity scattering might cease to dominate
the spin relaxation in high-mobility materials. To date,
there is a lack of theoretical description of spin decoher-
ence in this regime, where charges can propagate ballis-
tically over long distances.
This Letter presents a study of spin dynamics in
Rashba SOC materials in the absence of momentum scat-
tering. In this regime, the spin lifetime is limited by
dephasing arising from a combination of energy broaden-
ing and nonuniform spin precession. Using graphene as
an example, we show that its particular band structure
can yield short spin lifetimes, even for modest values of
broadening and SOC. The spin dephasing is also shown
to be strongly anisotropic, and the spin lifetime exhibits
a characteristic dependence on the charge density, medi-
ated by the spin-split band structure. Taken together,
these features offer insight into the fundamental nature
of spin dynamics in ballistic graphene, and suggest ap-
proaches to control spin lifetimes by material and device
design. Beyond graphene, we briefly consider the spin
dynamics of the surface state of a 3D topological insula-
tor, and derive a temperature-dependent spin lifetime in
the ballistic limit.
Spin lifetime in clean systems. When momentum scat-
tering is negligible, a finite spin lifetime can arise from
dephasing, where an oscillating signal loses strength by
mixing with other signals of different phase or frequency.
In the presence of SOC, a charge carrier’s spin will pre-
cess around an effective magnetic field ~Beff . If ~Beff is
energy- or momentum-dependent, and if the charge car-
riers are distributed in energy or momentum, the total
spin signal will undergo dephasing and will decay. As a
simple example, consider a system whose precession fre-
quency varies linearly with energy, ω(E) = ω0 +αE, and
whose carriers occupy a Lorentzian energy distribution,
L(E) = η/[pi · (E2 + η2)], where η is the half-width at
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2half-maximum. The total spin signal is
s(t) = L(E) ◦ cos(ω(E)t) = e−αηt · cos(ω0t), (1)
where ◦ represents the convolution integral [38]. In gen-
eral, Eq. (1) shows that energy broadening plus nonuni-
form spin precession leads to a decay of the spin due to
dephasing, with a decay rate τ−1s = αη. For a continuous
energy distribution the decay is irreversible; the magni-
tude of the signal will never recover to its original value.
In reality, a finite number of charge carriers will occupy
a discrete set of energies, but this also yields irreversible
decay if the carriers are randomly distributed in energy.
The decay is not necessarily exponential, but depends on
the broadening and the variation of the precession. For
example, replacing the Lorentzian with a Fermi distribu-
tion gives a decay of ξt/ sinh(ξt), where ξ = piαkT and
kT is the thermal energy [39], while a finite bias window
yields a decay of sinc(αVSDt), where VSD is the source-
drain bias.
Band structure of graphene with SOC. As discussed
above, a nonuniform precession can lead to spin decay in
a clean system. With that in mind, we examine the band
structure of graphene in the presence of SOC. Consider-
ing a single pi-orbital per carbon atom, the tight-binding
Hamiltonian is
Hˆ = −t
∑
〈ij〉
c†i cj + iVR
∑
〈ij〉
c†i~z · (~s× ~dij)cj
+ i
2√
3
VI
∑
〈〈ij〉〉
c†i~s · (~dkj × ~dik)cj ,
(2)
where ~s are the spin Pauli matrices, t is the nearest-
neighbor hopping, VI is the intrinsic SOC, and VR is the
Rashba SOC, induced by a transverse electric field or
substrate [40]. Putting Eq. (2) into the spin+pseudospin
basis and taking the Fourier transform yields
Hˆ =

β κ 0 iγ+
κ∗ −β −iγ∗− 0
0 iγ− −β κ
−iγ∗+ 0 κ∗ β
 , (3)
where κ = −teiky·2b/3 · [1 + 2e−ikyb cos(kxa)], γ± =
VR · eiky·2b/3 · [1 + 2e−ikyb cos(kxa ± 2pi/3)], β = −VI ·
[2 sin(2kxa)− 4 cos(kyb) sin(kxa)], kx and ky are the mo-
menta along the x- and y-axes, a =
√
3/2 · acc, b =
3/2 · acc, and acc is the carbon-carbon distance [41, 42].
In Fig. 1 we plot the band structure, assuming t = 2.7
eV, VI = 2.31 µeV, and VR = 25 µeV [20–24]. Figure 1(a)
shows the conduction band over the full Brillouin zone,
with Dirac cones at the corners and trigonal warping at
higher energies. In Fig. 1(b) we plot the spin splitting
of the conduction band, which is zero at the Γ and M
points and more complex near the K and K’ points. A
zoom of this is shown in Fig. 1(c) around the K point,
indicating a nonuniform and anisotropic splitting. This
FIG. 1. (color online) Band structure of graphene with SOC.
(a) The conduction band and (b) spin splitting of the con-
duction band over the entire Brillouin zone. (c) Splitting of
the conduction band near the K point. (d) Splitting of the
conduction band near the K and K’ points for the armchair
and zig-zag directions. Inset: slice of the band structure near
the K point (bands are labeled 1 to 4).
is shown in more detail in Fig. 1(d), where the splitting
is plotted along the zig-zag and armchair directions for
the K and K’ valleys. Along the armchair direction, the
splitting increases rapidly away from the Dirac point and
saturates at a constant value. Along the zig-zag direction
the splitting does not saturate, but instead varies slowly
after the initial rise.
Spin dynamics of graphene with SOC. To understand
the connection between the band structure and spin de-
phasing, we first consider the spin dynamics in a clean
system. Starting with Hˆ|φi〉 = i|φi〉, where i and
|φi〉 are the eigenvalues and eigenvectors of Hˆ, the time-
dependent spin polarization of an initial state |ψ0〉 is
~p(t) =
∑
i
~Aii +
∑
i>j
[ ~Aij cos(ωijt) + ~Bij sin(ωijt)], (4)
where ~Aij( ~Bij) is the real (imaginary) part of
〈ψ0|φi〉〈φi|~s|φj〉〈φj |ψ0〉 and the sums run over all eigen-
states at a given momentum k. The spin polarization
consists of a constant term that depends on the polar-
ization of each band, 〈φi|~s|φi〉, and an oscillating term
whose frequencies are determined by the band splitting,
ωij = (i−j)/h¯. The weights of the oscillating terms are
determined by the spin-mediated band overlap, 〈φi|~s|φj〉.
As illustrated in Fig. 1, Hˆ depends strongly on the mo-
mentum k, and therefore so will the precession. This is
shown in Fig. 2, where we plot the weights, frequencies,
3FIG. 2. (color online) Spin dynamics in graphene with SOC.
(a) The cosine weights, (b) the sine weights, and (c) the pre-
cession frequency vs. momentum k, starting from the K val-
ley and moving along the zig-zag direction. (d)-(f) Time-
dependent spin polarization for selected values of k. The spin
is projected along the z-axis.
and spin dynamics for k along the zig-zag direction near
the K point. Since each eigenstate is polarized in the xy-
plane, we consider polarization along the z-axis to study
the precession. In Fig. 2, there are two clear regimes of
behavior. At large k, the dynamics are dominated by os-
cillations between the two valence bands (bands 1 and 2,
see the inset of Fig. 1(d)) and the two conduction bands
(bands 3 and 4). In this regime, ω21 and ω43 are nearly
identical, leading to the regular oscillation in Fig. 2(f).
At smaller k, ω21 and ω43 diverge due to the electron-
hole asymmetry induced by the intrinsic SOC, giving the
beating pattern in Fig. 2(e). As k → 0, the dominant
frequencies switch from ω21 and ω43 to ω32 and ω41. Near
the transition, the dynamics are governed by a combina-
tion of all frequencies, giving the complex precession in
Fig. 2(d).
The transition between the low- and high-k regimes
can be understood from the eigenstates of Hˆ. To il-
lustrate we consider a continuum model, Hˆ = h¯vF~σ ·
~k + λR(~σ × ~s), where vF is the Fermi velocity, ~σ are
the pseudospin Pauli matrices, and λR is the Rashba
strength. Assuming k along the zig-zag (+x) direction,
the eigenstates at large k are |φj〉 ≈ [1 νj iζj iζjνj ]T ,
where νj = −1(+1) for bands 1 and 2 (3 and 4), and
ζj = −1(+1) for bands 2 and 3 (1 and 4). The spin
polarization of each eigenstate is (0, ζj , 0) and the pseu-
dospin polarization is (νj , 0, 0). From Eq. (4), the
weights of the oscillating terms are then proportional to
〈φi|sz|φj〉 = (1 + νiνj)(1 − ζiζj). Thus, in the high-k
regime precession only occurs between eigenstates with
the same pseudospin and opposite spin, i.e., only between
the two conduction (ω43) or valence (ω21) bands. At
small k the Rashba term dominates and the eigenstates
become |φ1,4〉 ≈ [0 ∓1 i 0]T and |φ2,3〉 ≈ [1 0 0 ±i]T .
Here spin-pseudospin coupling is strong, as the spin-up
and spin-down components of each eigenstate are located
on opposite sublattices [35]. The conduction-valence
bands no longer overlap, while the overlap between bands
1 and 4 (2 and 3) dominate the spin dynamics. This in-
terband coupling, in conjunction with the broadening, is
what can yield fast spin dephasing near the Dirac point.
Spin lifetime in graphene with SOC. We can now make
some predictions about dephasing-induced spin lifetimes
in clean graphene. Based on the spin dynamics, dephas-
ing should be fast near the Dirac point and slower at
higher energies. We can also predict a strong anisotropy
in the spin lifetime. Along the zig-zag direction, the pre-
cession away from the Dirac point varies continuously
with energy, and τs should be constant. Along the arm-
chair direction the precession frequency is constant, such
that τs should diverge at high energies. For transport in
all directions simultaneously, the anisotropy should pro-
duce increased dephasing due to the mixing in k, thus
reducing τs.
To test these predictions, we turn to numerical calcu-
lations of spin dynamics in clean graphene. We compute
the time- and energy-dependent spin polarization of an
initial state |ψ0〉 as [35, 43]
~p(E, t) =
∑
k[〈ψ(t)|~sδ(E − Hˆ)|ψ(t)〉+ h.c.]
2 ·∑k〈ψ(t)|δ(E − Hˆ)|ψ(t)〉 , (5)
where |ψ(t)〉 = U(t)|ψ0〉, U(t) =
∑
j |φj〉〈φj |e−ijt/h¯,
δ(E − Hˆ) =∑j |φj〉〈φj |g(E − j), and g is a broadening
function that can be Lorentzian, a Fermi distribution,
etc. The sum represents a sample over k-space, along a
single direction or over the entire Brillouin zone, and in-
cludes both valleys. To extract τs, we examine the time
dependence of ~p(E, t) at each energy. In general, the
complex spin dynamics near the Dirac point preclude a
fit to a simple decaying cosine; instead, we define τs as
the time when the envelope of ~p(E, t) falls below e−1.
The numerical results are shown in Fig. 3(a), where
we plot τs as a function of energy, assuming Lorentzian
broadening with η = 13.5 meV and polarization along the
z-axis. Along the armchair direction, τs diverges with
increasing energy, reaching 4 µs at 300 meV. However,
near the Dirac point the dephasing limits τs to 14 ns.
Along the zig-zag direction, τs saturates to 5-6 ns with
a slightly lower value of 4 ns at the Dirac point. For
transport in all directions, dephasing is much stronger
due to the anisotropic spin dynamics, giving τs between
380 ps and 1.2 ns. A characteristic M-shape is observed,
with the high-energy downturn of τs(E) resulting from
the increased anisotropy of the spin splitting, as pictured
in Fig. 1.
The Lorentzian broadening in Fig. 3(a) highlights the
main features of the dephasing, and the magnitude coin-
cides with energy scales and defect densities that are com-
mon in experiments. However, this broadening is usually
4FIG. 3. (color online) Spin lifetime in graphene with SOC.
(a) The energy-dependent spin lifetime is strongly anisotropic.
(b) The spin lifetime can also be limited by thermal broaden-
ing or a finite source-drain bias (zig-zag direction).
energy-dependent, and η = 13.5 meV corresponds to an
inelastic scattering time of 50 fs, much shorter than the
spin precession time. Therefore, we also consider two
other sources of broadening that may occur in the ballis-
tic limit. Local and nonlocal measurements have demon-
strated that the electronic temperature Tel can be much
larger than the lattice temperature, such that thermal
broadening could dominate the spin dynamics without
electron-phonon scattering [44, 45]. In two-terminal mea-
surements a source-drain bias also serves as a source of
broadening, with transport occurring over a finite energy
window. In Fig. 3(b) we show the impact of these types
of broadening for transport along the zig-zag direction.
For Tel = 160 K (kT = 13.5 meV) or a source-drain bias
of 100 mV, τs ≈ 4 ns, similar to the Lorentzian broad-
ening. The spin dynamics are quite complex near the
Dirac point, such that the energy dependence depends
on the type of broadening and the specific definition of
τs. However, in general the quantitative features of Fig.
3(a) are independent of the type of broadening.
Discussion and conclusions. To summarize, we have
shown that the combination of energy broadening and
nonuniform spin precession leads to dephasing that dic-
tates spin lifetimes in the ballistic regime. It is important
to note that without precession there will be no dephas-
ing. As shown in Eq. (4), the spin signal consists of static
and oscillating components, and only the oscillating com-
ponents decay in time. Experimentally, spin is usually
injected in the plane and perpendicular to the transport
direction, resulting in an infinite lifetime in the ballistic
limit. Thus, for dephasing to occur, an extrinsic effect
is needed to rotate the spin polarization and allow for
precession. This suggests that non-local Hanle measure-
ments, which employ a perpendicular magnetic field [25],
bring a source of dephasing not present in two-terminal
experiments [46]. This difference may not matter for fast
momentum scattering, but could become important in
very clean samples. Fig. 3(a) showed that the spin life-
time is highly anisotropic, indicating that graphene spin-
tronic devices could be optimized with proper lattice ori-
entation, or by collimating the injected current [47]. The
anisotropy is likely washed out in most experiments, with
τp ≈ 10 fs much smaller than the typical spin precession
time (∼ 50 ps in this work). The results of Fig. 3(b) il-
lustrate the impact of hot carriers and finite bias on spin
dephasing, and suggest that these effects can impose fun-
damental limits on τs. For a source-drain bias of 100 mV
we find τs ≈ 4 ns along the zig-zag direction. From Eq.
(1), τs scales inversely with the Rashba strength and the
bias, so reducing VR to 10 µeV and VSD to 10 mV would
yield a lifetime of 100 ns. Note that due to the ballistic
transport, the spin relaxation length would be very long.
The generality of spin dephasing can also be appreci-
ated by studying the spin dynamics of the surface state
of a 3D topological insulator. In the simplest approxi-
mation, this state is characterized by a single Dirac cone
with the Hamiltonian Hˆ = h¯vF (zˆ × ~σ) · ~k. Consider-
ing thermal broadening and applying Eqs. (1) and (4),
the out-of-plane spin dynamics are pz(t) = ξt/ sinh(ξt) ·
cos(ω0t), with ξ = 2pikT/h¯ and ω0 = 2EF /h¯. This yields
a lifetime of τs = υ/T , with υ = 3.3 ps-K, giving τs = 11
fs at room temperature. Recent theoretical work on topo-
logical surface states found τs = τtr, where τtr is the
charge transport time, suggesting that the charge trans-
port properties can be read directly from the spin dy-
namics [52]. However, this may only be true in the low
temperature limit, while thermal broadening may domi-
nate the spin lifetime at higher temperatures.
To conclude, we have shown that even for reasonable
values of broadening (meV) and Rashba SOC (µeV), spin
lifetimes in clean graphene can still be very short. This
suggests that spin lifetimes in Rashba SOC materials, in
the absence of extrinsic effects, may have a fundamen-
tal limit related to the intrinsic bandstructure. While
these results were for the limiting case of ballistic trans-
port, they can offer insight into the nature of dephas-
ing and spin lifetimes in disordered systems. They could
also impact the observability of phenomena such as the
anomalous Hall effect [48]. Beyond graphene, the ap-
proach and methodology are applicable to other SOC
materials, including 2DEGs [49–51], 2D transition metal
dichalcogenides [10–12], or topological insulators [52, 53].
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