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Les dernières décennies ont été marquées par une prise de conscience mondiale sur les 
envolées du cours des énergies primaires et la multiplication des dérèglements climatiques. 
L'une des pistes de solution les plus prometteuses consiste à développer et à adopter de 
nouveaux modes de production et d'exploitation de l'énergie électrique. L'orientation du 
développement des réseaux actuels vers les réseaux plus intelligents ("Smartgrid") constitue 
une piste de solution âprement explorée par la communauté scientifique à travers la planète. 
Dans la même veine, la présente thèse est une contribution au développement et au 
déploiement des microréseaux électriques (MRE) qui sont l'implémentation à une échelle 
réduite des concepts liés aux réseaux intelligents. Basé sur une littérature scientifique très 
fournie sur le sujet, ce travail représente un défi multidisciplinaire proposant un ensemble de 
solutions éprouvées en laboratoire.  
La première contribution de cette thèse est la conception et la construction d'un prototype 
pour l'étude en laboratoire des microréseaux électriques.  Un tel équipement est un atout 
majeur dans l'étude de l'interaction entre les différentes composantes d'un réseau intelligent. 
Ce dernier a permis la mise en œuvre d'une procédure d'identification des paramètres du 
générateur diesel qui est la pierre angulaire de l'alimentation en énergie des régions isolées, 
notamment au Nord du Québec (Îles-de-la-Madeleine). En outre, cette thèse présente une 
étude détaillée du système de stockage inertiel comme solution de stabilisation à court terme 
de la fréquence du MRE opérant en mode autonome. À partir des résultats pratiques obtenus 
sur le prototype construit, elle propose des solutions améliorant  la dynamique d'injection de 





The last decades have been marked by a global awareness of the surge in primary energy 
prices and the proliferation of climate disruption. One of the most promising solutions is to 
develop and adopt new paradigms of production and exploitation of the electrical energy. 
The development of current electrical grids towards smarter networks, the smartgrid 
paradigm, is a solution track that has been fiercely explored by the scientific community 
around the world. In the same vein, this thesis is a contribution to the development and 
deployment of micro-grids, which are the implementation on a small scale of concepts related 
to smart grids. Based on a rich scientific literature on the subject, this work represents a 
multidisciplinary challenge proposing a set of proven solutions in the laboratory. Gearing up 
in this direction, the present thesis is a contribution to the development and deployment of 
Microgrids, which are the implementation on a small scale of concepts related to the 
smartgrids paradigm. Based on a rich scientific literature, this work represents a 
multidisciplinary challenge proposing a set of proven solutions in the laboratory.  
The first contribution of this thesis is the design and construction of a microgrid's prototype 
for laboratory studies and suitable for the training. Such equipment is an essential asset in the 
study of interactions between components of the microgrid that has allowed the 
implementation of a procedure for identifying the parameters of a diesel genset, which is the 
cornerstone of the power supply in remote areas, particularly in the Magdalen Islands, in 
northern Quebec. This thesis also presents a detailed study of a flywheel energy storage 
system, as a short-term stabilization solution, and proposes improvements of the grid-
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Chapitre 1 -  INTRODUCTION GÉNÉRALE 
Durant la dernière décennie, les problématiques liées à l'inflation des coûts des énergies 
primaires et la multiplication des dérèglements climatiques ont conduit à une prise de 
conscience généralisée en ce qui concerne la dégradation de l'écosystème terrestre et les 
menaces imminentes de pénurie mondiales [1, 2]. Des catastrophes nucléaires, telles que 
Tchernobyl (Ukraine, 1986) ou plus récemment Fukushima (Japon, 2011), ont conduit bon 
nombre de gouvernements à faire le choix des énergies renouvelables [3]. Ainsi, les 
problèmes de gestion optimale des ressources énergétiques ont été propulsés au centre des 
débats scientifiques et ont donné lieu à l'émergence de nouveaux paradigmes de production 
et de gestion optimale de l'énergie électrique tels que le réseau intelligent ("smartgrid")  et le 
microréseau intelligent (microgrid) [4, 5],  déployé dans une aire géographique limitée 
(bâtiment, groupe de bâtiments ou ville). 
Dans ce chapitre introductif, nous présentons les motivations socio-économiques 
(section 1.1) et le contexte scientifique (section 1.2) dans lequel s'inscrit notre thèse. Notons 
que le contexte scientifique développé dans ce chapitre est en fait une version sommaire de 
la revue de la littérature présentée dans le chapitre 2.  Cette littérature nous a permis de 
dégager la problématique qui est exposée à la section 1.3 traitant aussi des objectifs de cette 
thèse. Nous terminons ce chapitre avec les sections 1.4 et 1.5 exposant respectivement 
l'approche méthodologique et les contributions de cette thèse. 
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1.1 MOTIVATIONS SOCIOÉCONOMIQUES 
Après plusieurs décennies de quasi-stabilité,  le cours du baril de pétrole brut a connu de 
fortes volatilités provoquées par des chocs pétroliers1 successifs [6], dont l'un des plus 
marquants s'est produit en 2008 avec des conséquences encore ressenties 10 ans après. La 
Figure 1-1 présente l'évolution des cours du baril de pétrole brut de 1861 à 2014.  Cette 
courbe est annotée par Hamilton James [6] qui met en relation divers évènements socio-
économiques mondiaux marquants avec les cours du pétrole brut.  
Les corrélations observées, notamment de 1972 à 2014 sont alarmantes et démontrent la 
nécessité de développer des sources d'énergie alternatives (renouvelables) afin de s'affranchir 
                                                 
1 Modification brutale de l'offre de pétrole. 
 
Figure 1-1  Historique annoté du cours du pétrole brut de 1860 à 2014 [205] 
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des aléas du marché du pétrole. En effet, de nombreuses études et rapports [1, 2, 7]  mettent 
en évidence l'augmentation croissante des besoins en énergies primaires et l'inadéquation des 
réserves existantes et avenirs. Face à une menace imminente de pénurie mondiale, de 
nombreux traités internationaux sur le climat ont fait l'objet d'intenses négociations au sein 
de grandes institutions internationales.  
Les accords internationaux les plus populaires sont issus de la Convention-cadre des Nations 
unies sur les changements climatiques (CCNUCC, 1990-1992) qui s'est concrétisée par la 
rédaction et ratification du protocole de Kyoto (1997-2013) suivie plus récemment des 
accords de Paris (novembre 2015). Ces accords mettent en place des mécanismes 
contraignants visant la réduction des émissions des gaz à effets de serre à l'échelle mondiale 
et ont pour conséquences l'élaboration de politiques de développements durables et le soutien 
à la recherche des sources d’énergie autonomes (à faibles empreintes écologiques2). On 
assiste ainsi à une restructuration accélérée des marchés de l'électricité à travers la planète. 
En effet, les structures classiques d'exploitation des réseaux électriques sont par essence de 
grandes entreprises monopolistiques exploitant les ressources énergétiques nationales 
(rivières et fleuves, gisements miniers) afin de promouvoir l'essor social et atteindre des 
objectifs industriels. La restructuration de ce secteur consiste à redynamiser le marché de 
l’électricité en ouvrant certaines parties, principalement la production, à la concurrence 
privée. On parle ainsi de la déréglementation du secteur de l'énergie électrique pour souligner 
cette perte du monopole gouvernemental dans l'objectif de faire baisser les coûts de l'énergie 
électrique et améliorer la qualité des services. 
                                                 
2 Mode d'évaluation environnementale qui comptabilise la pression exercée par les hommes envers les 
ressources naturelles et les « services écologiques » fournis par la nature. 
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Au Québec, l'engagement politique se traduit par la promotion et l’essor des minicentrales 
de production autonomes (hydroélectricité, biomasse, diesel, éolienne, solaire, etc.). Les 
efforts consentis sont entre autres motivés par les projets de développement du Grand-Nord 
québécois, l’avènement des véhicules électriques et le besoin pour certaines grandes 
entreprises exploitant massivement de l'énergie électrique (papetière, scieries, fonderies, 
minières, etc.) de réduire ou stabiliser leurs coûts de production. Le nombre de centrales 
privées installées devrait croître à moyens et longs termes.  
La production d'énergie électrique dans les régions éloignées, non connectées au grand réseau 
de distribution d'Hydro-Québec,  a pendant longtemps fait appel à des groupes diesels (Ex. 
Îles-de-la-Madeleine, Nunavik [2]). Pour ces régions, le prix de l'énergie électrique est 
directement indexé au prix du pétrole (extraction, raffinement, transport, stockage), ce qui 
augmente le prix du kWh d'électricité produite. Par contraste, ces communautés bénéficient 
très souvent d'un fort potentiel d'énergies renouvelables (gisements éolien et/ou hydraulique, 
ensoleillement élevé) qui, exploitées de manière adéquate, vont contribuer à réduire 
drastiquement leur facture énergétique. La solution la plus viable en ce qui concerne 
l'électrification [8-11] consiste à adjoindre aux générateurs diesels existants, des sources 
renouvelables telles  que l'éolien, la microhydroélectricité ou le photovoltaïque. Le taux de 
pénétration des énergies renouvelables est ajusté pour obtenir le meilleur compromis entre la 
réduction de la charge du diesel et la robustesse (stabilité) de la production. En effet, les 
groupes diesel sont stables, mais polluants et bruyants, et les sources renouvelables ont un 
coût d'exploitation quasi nul, mais sont intermittentes et à rendement réduit. Le 
photovoltaïque est totalement inopérant la nuit, et les éoliennes doivent s'arrêter en cas de 
vents trop forts ou trop faibles. Dans la recherche menée par Rahman Md. Mustafizur et al. 
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[9], les meilleures combinaisons entre le renouvelable et les ressources existantes ont été 
étudié dans le cas particulier des communautés canadiennes non connectées aux réseaux 
nationaux. Cette étude montre l'augmentation du coût de l'électricité lorsque l'on augmente 
la part du renouvelable (vers 100%), mais, conjecture qu'un taux de pénétration de 80% de 
renouvelable permettrait de satisfaire la demande, avec une réduction de 72% du coût 
l'énergie, et 83% moins de production de CO2 par rapport à un scénario diesel-batteries. 
Au-delà du cas particulier des régions isolées, on observe une hausse des besoins en énergie 
électrique (5 à 10% par an) conduisant inévitablement à un contrôle par "délestages" dans les 
pays possédant des réseaux électriques désuets. Le délestage permet  d'éviter les 
effondrements (blackouts3) [12] des réseaux électriques surchargés. Ces situations sont  
fréquentes dans les pays d'Afrique, d'Amérique latine et d'Asie du sud, et  surviennent 
ponctuellement dans des pays où les problèmes aigus de sous-production ne sont pas courants 
comme le Brésil ou l'Inde. Les difficultés sociales dans ces régions du monde sont intimement 
liées au faible d'accès à l'énergie, et plus particulièrement au taux d'électrifications qui sont 
parmi les plus faibles au monde. La situation est empirée par une démographie galopante, 
des ressources naturelles sous exploitées et une croissance économique très en dessous de 
minima requis [13]. Dans ce contexte aussi, les microréseaux sont appelés à jouer un rôle 
prépondérant dans l'essor socio-économique [14]. Étant donnés les investissements 
colossaux requis  pour la construction de nouveaux barrages hydroélectriques (des centaines 
de millions de dollars sans compter l'impact sur l'écosystème4) ainsi que les durées requises 
                                                 
3 Le terme "blackout" est employé lorsqu'une panne électrique touche un grand nombre de clients (Ex.: blackout nord-américain de 2003, 
dont les dommages se sont élevés à près de six milliards de $ US). 
4 Le barrage de Grand Inga (RD Congo),  le plus grand barrage hydroélectrique au monde (40 GW, plus de deux fois la production du 
barrage des Trois Gorges en Chine), est envisagé sur le fleuve Congo en RDC. L'une des étapes de réalisation envisage  l'inondation 
d'une vallée entière pour former un réservoir de 22 000 hectares. La mise en œuvre du projet s'étale sur plusieurs décennies, nécessite 
des ressources humaines et financières astronomiques et se heurte à des barrières géopolitiques de toutes sortes. (cf. 
www.internationalrivers.org)   
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pour les études d'impact et leur mise en œuvre, les solutions économiquement acceptables 
s'articulent autour  du jumelage des énergies renouvelables, notamment le photovoltaïque, la 
microhydroélectricité, la géothermie et la biomasse, aux sources existantes pour 
l'électrification locale. La mise en œuvre d'un microréseau se fait à petite échelle, requiert un 
faible investissement et à l'avantage d'augmenter l'accès à l'énergie électrique. 
L'interconnexion des microréseaux offre une possibilité d'expansion progressive de cette 
solution en vue d'une plus large couverture, tout en limitant l'impact écologique lié à cette 
croissance économique.  
En somme, face à ce contexte socioéconomique, le maintien des modes de production et de 
consommation actuelles conduira inéluctablement à une pénurie dramatique des énergies 
disponibles. En effet, les ressources fossiles ne sont pas illimitées et ne se renouvellent pas 
suffisamment vite pour soutenir la demande mondiale sans cesse grandissante. Adopter de 
nouveaux modes de production et de consommation viables à long terme devient essentiel. 
1.2 CONTEXTE SCIENTIFIQUE  
Les paradigmes de production d'énergie électrique plébiscités par la production scientifique 
sont ceux liés aux Réseaux Intelligents  (RI) et aux Microréseaux (MR). Ces derniers 
permettent de tirer le meilleur des réseaux classiques d'énergie électrique,  en permettant 
entre autres l'amélioration de leur rendement et la gestion plus précise des ressources 
énergétiques [15]. Adil et Ko dans [16] montrent les relations fondamentales entre les progrès 
techniques en production et en distribution de l'énergie électrique d'une part, et les progrès 
sociologiques des villes d'autre part. Pour mettre en évidence l'intérêt des microréseaux et 
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leur apport sur le plan technicoscientifique, nous commencerons par  exposer les réseaux 
électriques classiques et leurs principales failles. 
 La Figure 1-2 montre les principales fonctions rencontrées dans le réseau électrique 
traditionnel. La production est assurée par de grandes centrales hydroélectriques ou 
thermiques (Charbon, gaz naturel ou nucléaire) dont la capacité moyenne est de l'ordre de 
plusieurs dizaines de Gigawatts. Ces centrales sont très distantes des points de consommation 
d'énergie et il faut de longues lignes de transport haute tension (jusqu'à 1 218 km pour Hydro-
Québec TransÉnergie) afin d'acheminer l'énergie produite aux points d'exploitation.  Pour 
cela, un réseau de sous-stations de transformation est employé pour aiguiller les productions 
des déférentes centrales. En bout des lignes de transport, la haute tension transportée est 
abaissée et les sections de distribution sont constituées de plusieurs transformateurs adaptant 
les niveaux de tension pour l'utilisation finale. L'utilisateur final (le client), est un acteur 
passif qui absorbe des puissances variables.   
 
Figure 1-2 Stratégie traditionnelle adoptée par les grands réseaux de production 
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Les compagnies d'électricité emploient plusieurs niveaux de supervision et de contrôle de 
type SCADA pour la supervision de la multitude des ressources employées. Il se pose deux 
problèmes techniques essentiels: 
(i) Le système ainsi construit est centralisé et rigide, donc difficile à maintenir et à 
reconfigurer (ajout d'un parc éolien par exemple).   
(ii) Il est le siège de nombreuses pertes d'énergie principalement localisées dans les 
équipements de conversion des énergies primaires, les lignes de transport, les 
différents postes de transformation et les sections de distribution.  
Ces pertes sont en majorité dues à l'effet joules résultant de la circulation du courant 
électrique dans les conducteurs ohmiques. Tel qu'illustré par la cartographie de la Figure 1-3, 
 
 
Figure 1-3 Cartographie du réseau électrique québécois [206] 
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le réseau électrique québécois est particulièrement étendu et possède de nombreuses lignes 
de transport de grande distance. Il est donc naturellement sujet à de pertes joules importantes. 
Pour mieux appréhender l'effet des pertes joules, on peut considérer la situation synthétique 
où la centrale produit des tensions triphasées de valeur efficaces llV   entre lignes, avec un 
courant de ligne lI  et une puissance totale totP . Cette situation est illustrée par le schéma 
unifilaire de la Figure 1-4 dans laquelle tous les éléments du système sont vus du primaire 
du transformateur élévateur connecté directement au générateur de centrale. Les pertes joules 
(de transformations et de transport)  jP  et la puissance totale produite par la centrale sont 
exprimées par (1.1) et (1.2) respectivement. pF  est le facteur de puissance total vu de la 
centrale. On en déduit l'équation (1.3) qui montre que les pertes Joule sont proportionnelles 
à la résistance totale en ligne TLr  et au carré de la puissance totale produite. Ainsi, les pertes 
dans le système deviennent considérables si les puissances produites sont élevées. Pour un 
réseau électrique réel, on montre que la puissance pertesP  désignant les pertes est  une fonction 
polynomiale de la puissance produite totP , dont la forme générale est donnée par (1.4), où a, 
b et c  sont des coefficients dépendant du système et des conditions de fonctionnement (jour, 
nuit, temps pluvieux, etc.). Le coefficient c permet de comptabiliser les pertes indépendantes 
de la puissance produite (magnétisation des transformateurs par exemple). En général, les 
 
Figure 1-4 Schéma simplifié d'analyse des pertes dans réseau électrique triphasé. 
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pertes dans les réseaux classiques sont comprises entre 8% et 30% [17] de la puissance 
produite et la stabilisation des tensions aux différentes barres du réseau est une préoccupation 
de premier plan. Ainsi, la compensation des réseaux est l'un des premiers postes budgétaires 
des coûts d'installation et d'entretien. Les différents paramètres et grandeurs apparaissant 
dans (1.1)-(1.4) sont indiqués dans la Figure 1-4. 
 
23J TL lP r I    avec 1 1 2TL T L Tr r r r  (1.1) 
3tot ll l PP V I F   avec  cos( )P sourceF  et  





J tot l tot
ll P
r
P P B P
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pertes tot totP aP bP c   (1.4) 
Traditionnellement, on limite les pertes dans le système en assurant une bonne compensation 
de la puissance réactive ( 0 1tot pQ F ), la production en haute tension et le transport 
en très haute tension. Cependant le facteur lB  défini dans (1.3) possède une limite inférieure 
principalement déterminée par les matériaux utilisés (cuivre des transformateurs et alliages 
d'aluminium des lignes haute tension). La technologie de transport en courant continu haute 
tension (CCHT, en anglais High Voltage Direct Current (HVDC)) permet d'éliminer 
plusieurs pertes (rayonnement, chutes de tension inductives), mais, réduire la valeur de la 
puissance transportée sur de longues distances reste le moyen le plus efficace.  
Propulsé par les progrès techniques récents, le concept de réseaux intelligents est une 
projection futuriste [18, 19] des réseaux électriques actuels. Ainsi, les systèmes actuels sont 
appelés à intégrer massivement les technologies des télécommunications et de l'informatique 
à  l'électrotechnique classique,  de manière à obtenir une optimisation globale du système 
(production, transport et exploitation). Les caractéristiques  fondamentales d'un RI sont [4]:  
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(i) l'emploi des technologies des télécommunications et des réseaux informatiques 
pour gérer une importante quantité de capteurs clairsemés à travers le réseau;  
(ii) l'automatisation plus poussée des processus de production, de transport et de 
distribution de l'énergie électrique;  
(iii) l'intégration optimale des sources renouvelables locales et des systèmes de 
stockage de l'énergie électrique;   
(iv) l'optimisation du fonctionnement des sources traditionnelles telles que 
l'hydroélectrique ou le diesel (dans les régions isolées); 
(v) l'élaboration d'interfaces et de  protocoles d'interopérabilité5.  
 
Le Tableau 1-1 dresse une comparaison des fonctionnalités des réseaux classiques et des 
réseaux intelligents. Les solutions apportées par le réseau intelligent restent liées aux grands 
réseaux de production et s'appliquent à grande échelle (pays ou continents) [19-21]. La 
transition vers les réseaux intelligents a déjà été amorcée dans plusieurs pays par le 
développement accéléré des sources renouvelables, et leur intégration aux réseaux nationaux. 
Dans [1], les prévisions montrent une part de plus en plus croissante du renouvelable dans la 
production mondiale, l'hydroélectrique, l'éolien et le solaire étant les principaux moteurs de 
cette croissance (voir Figure 1-5). La deuxième manifestation de l'évolution des réseaux 
actuels vers les exigences des réseaux intelligents peut s'observer par l'introduction massive 
des systèmes de métrage (compteurs) intelligents au niveau de la distribution électrique. Les 
compteurs intelligents forment un réseau informatique ad hoc dans lequel chaque appareil 
est à la fois un dispositif de mesure de la consommation, d'enregistrement (profil journalier 
de consommation) et un routeur6 sans fils [22, 23]. Cependant cette évolution n'est que 
                                                 
5 Ensemble de Normes et de protocoles externes permettant l'échange d'information entre des entités ou des systèmes très différents (p. ex. 
les politiques environnementales, le marché, et l'état d'opération du réseau électrique) 
6 Routeur sans fil: reçois et retransmets les données des compteurs voisins, de proche en proche, jusqu’à une station de base. 
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partielle et rencontre plusieurs obstacles incluant l'appréhension du public, spécialement 
reporté dans l'étude menée par Bertoldo et al. dans [24]. 
Un autre obstacle à l'avancée du réseau intelligent est la réticence des grands opérateurs à 
accepter sur leurs réseaux les nouvelles sources qui n'ont pas la maturité technologique des 
sources conventionnelles, vu la forte sollicitation des réseaux actuels. Cette hésitation est 
exacerbée par les risques d'effondrement qui pourraient survenir en cas d'instabilités 
additionnelles apportées par les fluctuations, parfois imprévisibles, des sources 
renouvelables. L'emploi massif des dispositifs de stockage électrique est parmi les solutions 
envisagées pour améliorer l'acceptation des nouvelles sources [25-27]. L'inertie de l'évolution 
Tableau 1-1 Comparatif des fonctionnalités d'un réseau électrique classique et d'un réseau 
intelligent 
 Fonctions Réseaux classiques Réseaux intelligents 
Production 
o Massive et localisée 
Quelques unités de grande capacité très distantes des 
exploitations. 
o Distribuée 
Un grand nombre d'unités de grande, moyenne et petite 
capacités dont certaines sont  proches des exploitations.  
o Hydroélectrique, thermique, thermonucléaire, 
à cycle combiné. 
o Classique + éolienne, photovoltaïque, hydrolienne, 
biomasse, géothermique. 
o Éloignée de l'exploitation. o Proche de l'exploitation 
Transport o Longues lignes hautes tensions (CA ou CC)  o Courtes lignes moyenne et basse tension. 
Distribution 
o Unidirectionnelle 
De la sous-station vers les clients 
o Bidirectionnelle 
Les clients sont actifs et peuvent produire de l'énergie 
pour renforcer le réseau. 
o Architecture radiale o Architecture maillée 
Supervision 
o Centralisée et exclusive: 
Des capteurs et des actionneurs disséminés dans le 
transport fournissent des informations à la base via 
un système de type SCADA. 
o Décentralisé et inclusive: 
De petits sous-réseaux (sources, transport et charges 
locales) sont supervisés et peuvent s'agréger à des 
ensembles plus grands. 
o Étendue et globale 
nécessite parfois une couverture satellitaire, ce qui 
augmente la latence et la réactivité. 
o Locale 
Emploie les NTIC (Ethernet, wifi, WiMax), protocoles 
TCP/IP, etc., assurant une bonne qualité de service avec 
des temps de latence réduits. 
Stockage de 
l'énergie électrique 
o Non viable économiquement: 
La puissance est produite à la demande dans 
l'optique de stabiliser le réseau 
o Pratiquement Indispensable  
Il faut tirer le meilleur des sources renouvelables 
(intermittentes) en stockant les excédents. 
Contrôles et 
régulations 
o Limités à la production et au transport. 
o Manuels et semi-Automatiques. 
o Omni présents, de la production à l'exploitation. 




o Risques d'instabilité et de pannes générales. 
 
o Possibilité de fonctionner en mode connecté ou 
isolé.  
o Déconnexion/reconnexion  automatique et 
transparente (plug and play) 
Les véhicules électriques sont appelés à jouer des rôles 
de plus en plus importants. 
Interopérabilité 
o Quasi inexistante: 
Relations de verticalité ou échanges très restreints 
avec les autres acteurs du marché de l'énergie.  
o Poussée au maximum: 
Prévois des interfaces d'échanges mutuels (en temps 
réel) avec les autres acteurs du marché de l'énergie. 
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des réseaux actuels vers les réseaux intelligents est surtout liée à la taille des infrastructures 
à réformer (réseaux continentaux), à la multitude d'acteurs à accorder (producteurs, 
commerciaux, politiques, consommateurs) et aux multiples institutions impliquées 
(gouvernements, régulateurs aux intérêts divers) [28]. 
Le microréseau est une modalité pratique du réseau intelligent [21, 29, 30]. Il reprend les 
principes fondateurs du réseau intelligent, notamment la convergence des technologies de 
télécommunications, de l'informatique et de la production d'énergie électrique, et se déploie 
à petites échelles (maison d'habitation, bâtiment ou groupe de bâtiments, villages/villes). Il 
est généralement construit au-delà du méga réseau de sous-stations d'un système traditionnel 
avec lequel il congénère [31-35], mais peut aussi être complètement autonome (cas d'une île 
ou d'une région éloignée difficile d'accès) [36-39]. Ainsi, le microréseau est un mini réseau 
intelligent dont la construction est axée sur les solutions applicables au niveau de la 
distribution électrique donc, plus proche des consommateurs. Poser le problème de 
l'efficacité énergétique à cette échelle revêt plusieurs avantages: 
 
(a)                                                                       (b) 
Figure 1-5 Prévisions de développement de la production d'énergie électrique mondiale 
par sources: (a) en général; (b) cas particulier des énergies renouvelables [1]  
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1.  les impacts des pannes locales sont limités à l'étendue du microréseau qui peut en 
urgence être déconnecté du réseau principal pour fonctionner de manière autonome; 
2. les ressources et les organes à contrôler sont moins nombreux, et la mise en œuvre 
d'un système de gestion de la production locale est aisée et à la portée l'opérateur du 
MR;  
3. tout acteur du MR peut être à la fois producteur et consommateur, ce qui est 
facilement réalisable à petite échelle, mais plus compliqué à grande échelle;  
4. l'énergie produite au niveau du microréseau est consommée en grande partie par les 
charges locales, ce qui réduit drastiquement la contrainte sur les lignes de transport 
longues distances et les pertes qui y sont comptabilisées; 
5. parce que proche des utilisateurs et de leurs besoins, un microréseau est flexible dans 
sa structure, la puissance installée, et même les technologies employées (p. ex. la 
distribution de l'énergie en courant continu dans certaines sections est implémentable 
sans difficulté majeure); 
6. les véhicules électriques sont de nouvelles charges dynamiques qui s'adaptent à 
merveille à la flexibilité et à la modularité des microréseaux [40], 
7. le microréseau est bâti au niveau de la distribution électrique, ce qui rend possible 
son exploitation pour appuyer les réseaux traditionnels sans modifications 
importantes de l'infrastructure existante, notamment avec un système SCADA déjà 
opérationnel; 
8. cette approche est accueillie plus favorablement par les gestionnaires de grands 
réseaux, car les problèmes de stabilités et d'hétérogénéité sont résolus au niveau local 
et chaque microréseau est vu comme un agrégat de sources présentant une interface 
unifiée. 
Cette liste non exhaustive des avantages de cette nouvelle approche fait du microréseau une 
solution d'avenir pour répondre à l'urgence de gestion responsable des ressources naturelles 
exposées à la section 1.1. La Figure 1-7 montre la relation entre les concepts fondateurs du 
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réseau intelligent et leur évolution vers le microréseau. Les fonctions essentielles que l'on 
retrouve dans un microréseau ainsi que les interrelations sont illustrées à la Figure 1-6. 
En somme, face à l'urgence et aux exigences environnementales, produire de l'énergie 
électrique en utilisant toutes les ressources locales disponibles (diesel, hydroélectrique,  
éolien et photovoltaïque) est une solution pratique apportée par le concept des microréseaux 
qui s'avère:  
 économique  (réduction des pertes en ligne),  
 rapide à mettre en œuvre et surtout, 
  possédant une charge écologique réduite par l'intégrant des ressources 
renouvelables locales.  
Un microréseau intelligent ainsi bâti peut évoluer avec les besoins de la communauté qu'il 
alimente ou s'agréger à d'autres microréseaux (ou au réseau de distribution traditionnel) pour 
former un ensemble de plus en plus grand. Quelques-unes de ces solutions sont déjà mises 
en œuvre ou sont en cours de développement par de grands producteurs d'énergie. 
 
Figure 1-6 Principales fonctions d'un micro réseau  
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1.3 PROBLÉMATIQUE ET OBJECTIFS DE LA THÈSE 
Cette thèse s'inscrit dans la problématique globale de la production optimale de l'énergie 
électrique pour faire face aux problèmes mondiaux liés à l'augmentation des cours des 
carburants fossiles. Comme précédemment observés au Québec, les microréseaux électriques 
alimentés par des microcentrales autonomes  de toutes sortes connaissent un développement 
accéléré. Afin d’adapter ces microcentrales automnes aux nouvelles ressources et ainsi 
accroître la production d’énergie électrique, ou encore d’améliorer la fiabilité, une stratégie 
très intéressante consiste à les structurer en microréseaux. Ces derniers peuvent fonctionner 
de manière autonome ou être intégrés à un plus grand réseau. Dans la présente section, nous 
exposerons les objectifs de recherche ainsi que l'approche méthodologique adoptée. 
 
Figure 1-7 Pyramide du réseau intelligent (d'après [21]) 
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La thèse contribue au développement des modèles d'analyse, de contrôle et de diagnostic des 
microréseaux de cogénération des sources d'énergie précédemment citées.  Afin de nous 
rapprocher des structures de microréseau réel, le système considéré est composé:  
 d'une mini-centrale de production hydroélectrique et d'un générateur diesel faisant 
office de sources conventionnelles; 
 de l'éolien et du solaire, qui sont des sources d’énergies renouvelables distribuées, 
destinées à renforcer la production conventionnelle;  
 d'un système de stockage inertiel permettant d'améliorer la stabilité du microréseau; 
 et de charges locales incluant des charges dynamiques telles que les véhicules 
électriques. 
Nous nous proposons dans cette recherche de développer des algorithmes de commande 
permettant: 
 d'optimiser l’opération des sous-systèmes de production pour répondre à la demande 
de la charge variable; 
 d'intégrer un mécanisme de détection dynamique de la consommation de la charge 
locale; 
 d'ajuster en temps réel la production d’énergie et la demande du réseau local, 
notamment en actionnant le stockage d'énergie. 
Le principal extrant visé est la proposition d'un exemple concret de microréseau intelligent 
qui répond aux exigences des nouveaux paradigmes d'économie d'énergie. Ceci contribuera 
à la transition vers des réseaux locaux intelligents et  autonomes, intégrant les énergies 
renouvelables et permettant un accès facile à l'énergie électrique. 
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1.4 OBJECTIFS SPÉCIFIQUES ET APPROCHE MÉTHODOLOGIQUE 
L'approche méthodologique adoptée pour cette recherche peut se résumer par le graphique 
de synthèse donné à la Figure 1-8. Le premier objectif (Objectif 1) consiste à mener une étude 
des topologies applicables aux microréseaux afin d'élaborer un plan de réalisation du 
prototype d'étude comprenant les modules microhydroélectriques, diésel, éolien et 
photovoltaïque.   L'implémentation des modules de stockage et de charges locales sera aussi 
étudiée. 
Le deuxième objectif (Objectif 2) consiste à mener une étude de chacune des composantes 
essentielles  de la structure de micro réseau choisie, principalement les générateurs et les 
modules de stockage, afin: (i) d'écrire des modèles dynamiques pour chaque sous-système, 
 
Figure 1-8 Représentation graphique de l'approche méthodologique de la thèse 
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(ii) proposer des techniques d’identification des paramètres des modèles développés, (iii) 
simuler le comportement dynamique intrinsèque de chaque sous-système, analyser les 
techniques de détection de défauts et de diagnostic applicables. 
Le troisième objectif (Objectif 3) consiste modéliser l'entièreté du microréseau et à explorer 
les méthodes de détection applicables à l'ensemble du système. Il s'agit notamment de: (i) 
modéliser et simuler le système de cogénération au complet à partir des modèles réduits de 
ses sous-ensembles, (ii)  rechercher les sources d’instabilité et proposer des moyens de 
détection et de localisation des défauts, (iii) Simuler des situations de détection et de 
localisations réalistes, puis explorer les pistes d’amélioration du système.  
Le quatrième objectif (Objectif 4) consiste à construire un prototype physique de la structure 
de microréseau retenue. Ce prototype sera la principale plateforme de validation pratique des 
théories développées et éprouvées par simulation. 
Le dernier objectif (Objectif 5) consiste à proposer des algorithmes de supervision et de 
gestion optimale de la cogénération. Les techniques de contrôle,  de supervision et de 
diagnostic les plus pertinentes et applicables au prototype construit seront testées et 
comparées aux résultats de simulations issus des modèles. 
Les objectifs 1 et 2 peuvent être abordés de manière séquentielle. Par contre les objectifs 3, 
4 et 5 font partie d'un processus dynamique consistant à modéliser, identifier les paramètres 
des modèles, obtenir des résultats de simulation et (si possible) les comparer à des essais 
pratiques, et affiner ou réajuster les modèles  développés.  
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1.5 CONTRIBUTIONS  ET ORGANISATION DE LA THÈSE 
Comme le montre la revue de la littérature, la théorie, les principes et les techniques des 
microréseaux sont abondamment documentés. Cependant, les résultats d'implémentation 
sont en général parcellaires et moins étayés. Il en est de même pour les  algorithmes et les 
programmes informatiques, ou même le matériel informatique au cœur du fonctionnement 
des microréseaux. Par les détails techniques et pratiques qu'il abordera, notamment la 
construction du prototype de microréseau,  notre travail contribuera à combler ce manque. 
Compte tenu des fulgurantes avancées dans le domaine de l'électronique embarquée, 
notamment les microcontrôleurs possédant des moteurs de calcul arithmétique avancés 
(DSP),  notre thèse vise à démontrer et à vulgariser leurs  exploitations pour l'application des 
théories développées dans le cadre des microréseaux. 
Le chapitre 2 présente l'état de l'art de "l'écosystème" des réseaux intelligents et des 
microréseaux en particulier. Il en ressort que le domaine des microréseaux dépasse le simple 
cadre de l'électrotechnique et agrège plusieurs sciences connexes, allant du concret des 
techniques d'acquisition  de signaux électriques au monde abstrait des algorithmes de 
commande et d'optimisations. Les concepts fondamentaux, l'architecture des microréseaux, 
l'agrégation de ses différentes composantes et les aspects de commandes et de supervision y 
sont abordés. 
Le chapitre 3 présente la réalisation du prototype construit pour l'étude des microréseaux.  Le 
système présenté est basé sur la suite didactique LabVolt® et propose différentes solutions 
d'émulation des sources diesel et micro hydroélectrique considérées comme génératrices du 
microréseau. Par ailleurs, un système de conversion multifonctionnel est proposé pour l'étude 
de l'injection de puissances à l'aide d'onduleurs.    
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Le chapitre 4 traite de l'identification des paramètres d'un groupe diesel, utilisé pour 
cogénérer dans le prototype proposé. En effet, du point de vue du développeur de systèmes 
d'énergie décentralisés, il est crucial de pouvoir anticiper sur certaines dynamiques ou 
contingences en exploitant des modèles numériques. Ce chapitre propose un ensemble de 
modèles à cet effet. 
Dans le chapitre 5, une étude minutieuse du stockage inertiel est effectuée. En effet, il est 
constamment indiqué à travers la revue de la littérature menée au chapitre 2 que les interfaces 
entre le microréseau et les systèmes d'énergie renouvelables font appel aux mêmes structures 
d'onduleurs et de hacheurs.  Des efforts considérables sont déployés pour explorer l'espace 
de la commande des machines, notamment la machine asynchrone actionnant la roue 
inertielle, ainsi que celui de l'injection de puissance dans le microréseau. 
À la suite aux travaux rapportés dans le chapitre 5, le chapitre 6 propose quelques pistes 
d'amélioration de la dynamique d'injection de puissance. On y étudie entre autres 
l'amélioration du régulateur proportionnel-intégral, une nouvelle génération de correcteurs,  
par la relocalisation de l'action proportionnelle et une technique d'identification en temps réel 
des paramètres des inductances de  ligne utilisés pour l'injection de la puissance dans le 
microréseau. Les résultats montrent que cette dernière proposition peut servir de base pour 
la mise au point d'algorithmes de détection rapides des défauts en cours d'établissement. 





Chapitre 2 -  REVUE DE LA LITTÉRATURE 
2.1 INTRODUCTION 
Les notions de cogénération, réseaux intelligents et microréseaux sont intimement liées. En 
effet, les récents développements technologiques en matière de production, de transport et 
d'exploitation de l'énergie électrique ont conduit à l'émergence de nouvelles sources et charges, 
notamment les véhicules électriques, devant faire partie intégrante des réseaux électriques du 
futur. Pour assurer une gestion dynamique et harmonieuse de toutes ces nouvelles ressources, 
le stockage à court et moyen termes de l'énergie électrique est généralement préconisé. Ces 
ajouts nécessaires, vu l'urgence socioéconomique précédemment présentée, ont pour finalité la 
réduction des impacts négatifs de la production de l'énergie électrique en utilisant le maximum 
de ressources renouvelables disponibles, à un endroit donné.  Dans le présent chapitre, les 
principales notions connexes à notre recherche sont présentées. La section 2.2 présente les 
concepts de réseaux intelligents et microréseaux tandis que les sections 2.3 et 2.4 définissent les 
grandes catégories et quelques architectures fonctionnelles. La section 2.5  se concentre sur l'état 
l'art en matière d'agrégation des différentes sources et de leurs comportements dynamiques.   
2.2 CONCEPTS DE RÉSEAUX INTELLIGENTS ET DE MICRORÉSEAUX 
ÉLECTRIQUES 
La notion de Smartgrid ou Réseau intelligent fait référence en premier lieu à la modernisation 
des réseaux électriques classiques. Cette modernisation a pour but ultime l'intégration optimale 
des sources renouvelables et la gestion efficace de l'énergie (produite, transportée, exploitée). 
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Suivant l'institut des ingénieurs-électriciens et électroniciens (IEEE7), le réseau intelligent est 
un grand "système de systèmes" [41] qui se décline suivant trois principales couches 
fonctionnelles (voir Figure 2-1): 
 La couche 1 regroupant les fonctions de production, transport et utilisation de 
l'énergie électrique; 
 La couche 2 regroupant les fonctions de communication et d'acheminement de 
l'information, 
 Et la couche 3 regroupant toutes les fonctions de supervision, de gestion et 
d'interopérabilité. 
"L'intelligence" du réseau électrique est assurée par les couches 2 et 3 (voir Figure 2-1): les 
politiques et les stratégies d'exploitation sont définis suivant des contraintes socio-économiques 
et environnementales (voir section 1.1). Elles sont ensuite modélisées et traduites en termes 
d'algorithmes de gestion. L'acheminement des informations est assuré par un ensemble 
d'infrastructures de télécommunications regroupées dans la couche 2. De manière panoramique, 
l'implémentation du réseau intelligent consiste à ajouter de l'automatisation à un réseau 
traditionnel de manière à obtenir l'interopérabilité, c’est-à-dire un fonctionnement coopératif 
entre différentes entités parfois abstraites (politiques, utilisateurs, environnement, marché, etc.), 
sans restriction d'accès ou de mise en œuvre. L'interopérabilité des réseaux intelligents est 
spécifiquement abordée dans les feuilles de route sur les standards d'interopérabilité [42] et 
notamment, le standard IEEE 2030 [41].  Les auteurs y présentent les principes architecturaux 
nécessaires résumés dans le Tableau 2-1. 
                                                 
7 Institute of Electrical and Electronics Engineers (IEEE): Association professionnelle constituée d’ingénieurs électriciens, d’informaticiens, 
de professionnels du domaine des télécommunications, etc. Elle possède différentes branches dans plusieurs parties du monde et a pour but 
de promouvoir la connaissance dans le domaine de l’ingénierie électrique (électricité et électronique).  
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Les principes architecturaux exposés dans le Tableau 2-1 représentent des défis technologiques 
et organisationnels qui sont relevés au quotidien par plusieurs chercheurs à travers la planète.   
Dans [21], F. Farhangi à l'instar de nombreux autres auteurs ([43, 44]), présente les 
transformations massives qu'a connue l'industrie de la production d'énergie électrique au courant 
des dernières décennies, ainsi que l'évolution vers le réseau intelligent. Partant des réseaux 
électriques traditionnels qui sont fondamentalement unidirectionnels (de la production de masse 
vers l'exploitation), l'évolution vers le réseau intelligent progresse au rythme des 
développements technologiques dans divers domaines, notamment l'électronique, les 
télécommunications et l'informatique. Étant donné que 90% des défaillances d'un réseau 
électrique traditionnel se produisent dans la distribution, la première étape de l'évolution du 
réseau électrique à commencer à ce niveau, en introduisant graduellement des équipements de 
mesure automatisés avec de nouvelles applications opérationnelles. Deux principales 
technologies sont alors citées:  
 La technologie AMR (Automatic Meter Reading) permettant la télémétrie et le 
diagnostic en temps réel basé sur l'état des infrastructures électriques; 
 
Figure 2-1 Définition des réseaux intelligents suivant trois couches fonctionnelles 
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 Et la technologie AMI (Advanced Metering Infrastructure) qui est une version 
améliorée d'AMR permettant en plus le télécontrôle des infrastructures électriques.  
 
Tableau 2-1  Principes architecturaux sous-tendant la mise en œuvre des microréseaux. 
Principe Description 
Standardisation 
Les éléments infrastructurels ainsi que leurs interrelations sont clairement définis, publiés, 
libres d'accès et maintenus dans le temps. 
Ouverture 
L'infrastructure est basée sur les technologies disponibles et accessibles à tous les acteurs 
sur une base non discriminatoire. Les développeurs des technologies ont une stratégie 
d'évolution vers une large diffusion des standards et des techniques employés. 
Interopérabilité 
La standardisation des interfaces entre les organes infrastructurels de façon à ce que: 
 Le système peut être reconfiguré pour s'adapter à une géographie, être spécifique à 
une application ou à une circonstance économique mais,     
 La reconfiguration ne doit pas empêcher la nécessité de communication entre les 
éléments de l'infrastructure. 
Sécurité 
Le système est protégé contre les accès non autorisés et les interférences avec le 
fonctionnement normal. Il doit implémenter la protection des informations et autres 
stratégies de sécurité. 
Extensibilité 
La structure n'est pas conçue avec des contraintes circonstancielles empêchant  son 
évolution au fur et mesure du développement de nouvelles technologies et applications. 
À cet effet: 
 Les données sont définies et structurées suivant un modèle d'information commun 
(CIM1);  
 La séparation entre les données et les méthodes (les fonctions) permettant des traitées 
ou des acheminer; 
 Ses composantes peuvent s'identifier se décrire aux autres entités du système. 
Évolutivité L'infrastructure peut s'étendre sans limitation fondamentale de taille. 
Gérabilité 
Les configurations des composantes doivent être accessibles à l'analyse et à l'ajustement 
en temps réel, les défauts éventuels doivent être identifiés et circonscrits. En outre, ces 
composantes doivent être contrôlables à distance. 
Mise à niveau 
La configuration, les logiciels, les algorithmes et les procédures de sécurité peuvent 
évoluer et être appliquées avec un minimum d'intervention le matériel. Ceci est un aspect 
particulier de la  gérabilité. 
Partage 
Les infrastructures mettent en commun certaines de leurs ressources, ce qui permet des 
économies d'échelle et réduit les efforts de développement. Si bien organisé, ceci émule 
l'innovation par la compétition. 
Ubiquité 
Les utilisateurs authentifiés d'un réseau intelligent peuvent avoir accès aux ressources de 
ce dernier sans barrière géographique ou de toute autre nature. 
Intégrité 
Le système opère à un niveau de disponibilité, performance et de fiabilité. Il redirige 
automatiquement l'information, continu d'opérer en cas de pannes électriques et 




Les interfaces sont logiques, consistantes et implémentent préférablement des procédures 
intuitives pour l'utilisation et la gestion intuitive de l'infrastructure. Compte tenu de la 
pléthore de variables manipulées, le système optimise la quantité d'informations et de 
choix donnés à l'utilisateur, tout en minimisant les actions qu'ils peuvent engager.  
Adapté de IEEE std. 2030 [41]; 1Common Information Model (CIM) 
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Ainsi, Les AMI contribuent grandement à l'implémentation du concept de gérabilité, de mise à 
niveau et d'ubiquité à la base des réseaux intelligents (voir Tableau 2-1). L'impact de 
l'introduction de ces technologie dans le développement des RI, cas du secteur de l'électricité 
aux États-Unis d'Amérique entre 2009 et 20012, est spécialement étudié par J. Corbett et al. 
dans [45]. J. Histock et D. Beauvais dans [4] dressent un bilan du développement des réseaux 
intelligents au canada, la collaboration entre les différents acteurs ainsi que leur déploiement à 
travers divers projets de démonstration résumés à la Figure 2-2. Cette figure illustre le 
déploiement de six principales applications de RI au Canada en 2013, notamment: 
 les infrastructures de mesurage avancé (AMI),  constituées en majorité de nouveaux 
compteurs communiquant (dits compteurs intelligents) et d'équipements connexes 
d'acheminement de l'information (modems/transmetteurs, concentrateurs, routeurs, etc.); 
 les nouvelles options tarifaires (NRO), implémentables grâce au déploiement des AMI, 
pouvant répondre à divers besoins des consommateurs en matière d’énergie 
(consommation prépayée, tarifs variables suivant le moment, l'état du réseau ou 
l'utilisation envisagée, etc.); 
 la gestion de la pointe de demande et l'augmentation des réserves opérationnelles (DR) 
consistant à diminuer la charge globale du système en reportant certaines utilisations par 
exemple (coopération entre les fournisseurs, le marché, et le consommateur); 
 rétablissement automatisé du réseau (SH) consistant au rétablissement du service et la 
reconfiguration du réseau de distribution suite à une panne (AMI adjoints à au 
déploiement de sectionneurs et de disjoncteurs télécommandés); 
 l'îlotage planifié ou formation de sous-réseaux électriques intelligents (MG) pour une 
meilleure intégration de la production ou le stockage distribué, créant ainsi des sous-
groupes autonomes au sein du réseau principal (principalement utile aux applications 
(DR) et (SH)); 
 l'asservissement de la tension et de la puissance réactive (VVC) par l'utilisation des 
automatismes de commutation de rapports (postes de transformation/distribution) et de 
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compensation (capacitives ou dynamiques) permettant de lisser les profils de tension sur 
les lignes de distribution (réduction globale des pertes d'énergie en ligne).  
Somme toute, on peut observer que le réseau intelligent regroupe toutes les technologies, tous 
les concepts, toutes les topologies et toutes les approches permettant de faire évoluer le réseau 
électrique traditionnel possédant une structure rigide, vers  un système plus flexible, 
organiquement intelligent et entièrement intégré dans lequel les processus, les objectifs et les 
besoins de tous les acteurs sont soutenus par un échange efficace de données et de services. 
Cependant, l'un des principaux freins à la réalisation totale du RI est le caractère figé et rigide 
du réseau traditionnel sur lequel il est bâti [46]. Ceci limite notamment la réalisation des 
principes d'extensibilité et d'évolutivité en ce qui concerne les infrastructures électriques. Par 
 
Figure 2-2 Développement des réseaux intelligents au canada (RNCan, extrait de [4]) 
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ailleurs, vu la multitude des acteurs, des politiques (gouvernementales) et des technologies à 
accorder, les travaux de normalisation sont ardus. Ainsi, les précédentes décennies ont vu 
émerger un nouveau paradigme appelé microréseaux intelligents (Smart micro-grids ou tout 
simplement micro-grids) reprenant à petite échelle les grands principes fondateurs du réseau 
intelligent [21, 47]. La Figure 2-3 illustre la topologie de base des microréseaux électriques. Les 
éléments principaux sont: 
 la production ou cogénération locale constituée de l'ensemble des sources locales 
disponibles (solaire, éolien, hydroélectrique, thermique, etc.); 
 le stockage de l'énergie dont le rôle est d'adoucir les profils de productions et de 
consommations locales tout en optimisant l'exploitation des ressources 
renouvelables (aménagement des réserves opérationnelles); 
 diverses charges locales qui peuvent être de type résidentielles, industrielles, 
commerciales ou tout autre consommateur de l'énergie électrique; 
 
Figure 2-3 Topologie de base d'un microréseau 
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 les dispositifs de collecte/transport de l'information et les contrôleurs automatisés 
comprenant un réseau de capteurs, reliées à des bases de données alimentant des 
processus d'automation qui agissent principalement sur la cogénération et le 
stockage; 
 des dispositifs d'interfaçage de l'énergie et des données du microréseau. 
 Ainsi, le microréseau possède toutes les ressources nécessaires (génération, transport, 
exploitation, supervision) pour fonctionner de manière autonome. Il peut au besoin être raccordé 
à un système d'énergie adjacent (grand réseau national ou réseau de microréseaux)  pour appuyer 
sa production et mettre en commun ses ressources informatiques (données et paramètres de 
fonctionnement). Les microréseaux ainsi définis ne possèdent pas de restriction de taille dans la 
mesure où ils peuvent être implémentés à l'échelle des bâtiments et être agrégés à des ensembles 
plus grands. On retrouve les notions d'évolutivité et d'extensibilité chères aux RI. En observant 
que les gouvernants ne peuvent pas s’engager dans l’adoption de nouvelles technologies sans 
validation conséquente, on peut constater que des réticences à adopter de nouvelles normes ou 
pratiques peuvent être levées par l'implémentation à petite échelle de concepts relatifs aux RI. 
Par ailleurs, de nombreux réseaux électriques autonomes à travers le monde ont longtemps été 
exploités pour l'alimentation des régions isolées. À l'instar du réseau intelligent se bâtissant sur 
de grands réseaux continentaux, les microréseaux peuvent être construits à partir des réseaux 
électriques autonomes.    
2.3 ARCHITECTURE FONCTIONNELLE DES MICRORÉSEAUX 
De manière générale, un microréseau est constitué de 5 principaux systèmes: (i) la production; 
(ii) la distribution; (iii) le stockage; (iv) la consommation et (v) l'infrastructure de supervision 
et de contrôle. De par sa description originelle, il n'existe pas d'architecture type  de microréseau. 
En effet, ce dernier est généralement bâtit sur une infrastructure existante, et suivant les sources 
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renouvelables et les technologies disponibles il peut prendre différentes formes. Cependant, la 
littérature reporte trois principales architectures [31, 48, 49] de microréseaux, classifiées suivant 
le principal mode de distribution de l'énergie électrique:  
 
Figure 2-5 Architecture générale des microréseaux électriques 
 
Figure 2-4 Architecture type d'un microréseau AC 
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 les microréseaux de type AC; où l'interconnexion se fait en courant alternatif; 
 les microréseaux de type DC; où l'interconnexion se fait en courant continu; 
 et les microréseaux hybrides possédant des sections AC et des sections DC. 
Dans tous les cas, l'interconnexion entre le microréseau et tout système adjacent (réseau national 
où autres microréseaux) se fait en courant alternatif, suivant les normes fixées par le détenteur 
de ce grand réseau. L'architecture générale des MR est illustrée à la Figure 2-5.  
2.3.1 Les microréseaux de type AC (Courant Alternatif) 
Ces structures sont spécialement étudiées dans [50-53]. Ces architectures tirent avantage de 
l'infrastructure déjà existante (disjoncteurs, transformateurs, génératrices synchrones, etc.) des 
réseaux AC classiques. Ainsi, les sources traditionnelles telles que le diesel et l'hydroélectrique 
sont directement connectées au bus principal de transfert d'énergie et constituent la base du 
microréseau. Les sources renouvelables sont intégrées graduellement pour réduire la part des 
sources les plus polluantes  (ou dispendieuses) [10] et nécessitent en général des convertisseurs 
de puissance. Dans le cas particulier du photovoltaïque [54], la  source renouvelable produit une 
puissance (tension et courant) continue qui est  traitée par des dispositifs d'électronique de 
puissance (hacheurs et onduleurs), de manière à produire des tensions et courants alternatifs 
stables et synchronisés avec la base du microréseau.  Il en de même de l'éolien où les générateurs 
sont dans la plupart des cas des génératrices synchrones ou asynchrones qui nécessitent des 
chaines de conversion AC-DC-AC pour délivrer l'énergie aux normes requises [55]. Cependant, 
certaines conceptions de convertisseurs éoliens à génératrices asynchrones auto-excitées [56] 
permettent de réduire les coûts de l'installation. Ceci se fait en général au détriment de la 
flexibilité du système.  Pareillement, aux sources renouvelables les systèmes de stockage 
nécessitent aussi des convertisseurs de puissance. Les charges locales sont compatibles avec le 
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bus principal et les structures de connexion traditionnelles sont maintenues. Il en est de même 
pour le raccordement au réseau principal qui s'opère à l'aide des disjoncteurs et des 
commutateurs électromécaniques, qui sont commandés par le système de gestion du MR.  
Un exemple d'architecture de microréseau AC est donné à la Figure 2-4. Chaque microsource 
possède un contrôleur (CMS) qui assure le fonctionnement optimal de l'équipement, effectue 
des mesures automatisées et  interprète les consignes émises par le contrôleur général du 
microréseau (CGM). Les dispositifs de stockage possèdent des structures similaires et sont gérés 
par des contrôleurs de système de stockage (CSS). Au niveau des charges, des systèmes 
automatisés de mesure (SAM) permettent de mesurer la consommation à tout instant tout en 
renseignant le CGM sur l'état du réseau. Enfin, le CGM centralise les données du MR et gère 
les échanges d'informations et d'énergie avec un système plus global (Réseau d'énergie national, 
internet). 
 
Figure 2-6 Architecture type d'un microréseau AC 
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2.3.2 Les microréseaux de type DC (Courant Continu) 
Compte tenu de la multitude d'onduleurs requis pour adapter les nouvelles technologies de 
production et de stockage au bus principal des MR AC, l'objectif principal des MR DC est de 
réduire les coûts et les pertes en supprimant les interfaces AC (Onduleurs et filtrages AC) [49].  
Par ailleurs, ces structures éliminent la nécessité de synchroniser les différentes sources et 
permettent une meilleure intégration des sources renouvelables. Les principales architectures 
des MR DC sont présentées dans  [50, 57, 58]. L'énergie est transférée à travers le microréseau 
à l'aide d'un bus courant continu. Les charges traditionnelles AC (les machines électriques par 
exemples) nécessitent des onduleurs pour adapter leurs alimentations. Il en est de même pour la 
connexion au réseau national qui doit se faire au travers d'un onduleur de grande puissance. Un 
redresseur à thyristors fonctionnant en onduleur assisté peut être utilisé à cet effet.  
 
Figure 2-7 Architecture hybride (AC possédant une sous-section DC) 
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Le microréseau DC typique est schématisé à la Figure 2-6. Même s'ils manipulent des données 
différentes par rapport aux architectures AC, on retrouve des  organes de contrôle pour chaque 
source, système de stockage et charge. "L'intelligence" est construite via un réseau de transport 
de données qui peut être de même nature que pour les MR CA. Le transfert d'énergie se fait via 
2 principaux fils (le positif et le négatif) du bus DC principal. Les lois physiques qui s'appliquent 
à ce niveau sont simples et datent de l'invention même du réseau électrique (le réseau électrique 
selon Thomas Edison8). Le système de téléphonie terrestre [59] permet de se faire une bonne 
idée de ce que pourrait être cette architecture. Les MR DC et les convertisseurs de puissance en 
général ont connu un essor fulgurant grâce aux développements en électronique industrielle et 
systèmes informatiques embarqués.  Cependant, la nécessité de reconstruction de l'infrastructure 
de transport et la redéfinition des normes sont des tâches ardues qui freinent le développement 
de ces architectures [60].  
2.3.3 Les microréseaux hybrides (AC/DC) 
L'architecture hybride permet de tirer le meilleur des architectures AC et DC. En général, des 
sous-sections entièrement DC  sont aménagées dans un MR-AC  pour agréger au mieux les 
ressources (production et stockage) de type DC. Ainsi, on évite  l'emploi d'onduleurs centraux 
de grandes puissances dont le dysfonctionnement peut paralyser le réseau tout entier. À la place, 
on dispose d'une multitude d'onduleurs de moindre capacité servant de concentrateurs. Ces 
derniers peuvent être gérés par des contrôleurs de section DC (CSDC).  La section principale 
étant de type AC, elle permet une connexion simple aux sources traditionnelles, aux réseaux 
adjacents et aux charges industrielles locales. Cette architecture est schématisée à la Figure 2-7. 
                                                 
8 Thomas Edison (né en 1847 et mort en 1931), inventeur et homme d'affaires américain qui était en faveur du développement d'un réseau 
électrique en courant continu. Il  a créé la première centrale électrique sur l'île de Manhattan, à New York. 
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On peut aussi imaginer un MR DC possédant des sous-sections AC, cependant cette solution 
s'avère moins économique [5, 48]. Il est aussi à noter que toute section DC possédant un CSDC, 
au moins une source et un système de stockage est assimilable à un MR DC fonctionnant en 
cogénération avec le MR-AC principal. Ainsi, une architecture hybride peut être conçue comme 
un agrégat constitué de microréseaux de différentes natures [61].  
2.4 AGRÉGATION DES RESSOURCES LOCALES ET STABILITÉ DE LA 
COGÉNÉRATION 
Dans un microréseau (AC, AC ou hybride), différentes ressources doivent être interconnectées 
et cogénérer de façon harmonieuse dans un réseau de distribution local. De plus, cette 
cogénération peut être considérée comme un ensemble cohérent servant à bâtir un grand réseau 
intelligent, stable, robuste et résilient. Dans la présente section, nous faisons une présentation 
sommaire des différentes ressources, leurs principales caractéristiques et leurs modes de 
cogénération. 
 
Figure 2-8 Organisation des systèmes traditionnels de production  (adapté de [63]) 
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2.4.1 Les sources traditionnelles 
Les sources traditionnelles couramment rencontrées dans les microréseaux électriques sont les 
générateurs diesel et les macro-générateurs hydroélectriques. La modélisation et la simulation 
des sources traditionnelles sont principalement traitées dans les ouvrages et les articles de 
référence axés sur la dynamique des systèmes de production et des réseaux électriques, 
notamment [17, 62-65]. La structure globale d'une unité de production illustrée à la Figure 2-8 
fait apparaitre deux sous-ensembles essentiels, chacun associé à un organe de régulation local:  
 La turbine associée à son régulateur qui contrôle la vitesse d'entrainement et la 
puissance (mécanique) produite; 
 et la génératrice associée à son régulateur qui contrôle la puissance réactive et 
régule les tensions produites. 
Les génératrices employées sont de type synchrone [64, 65] et produisent des tensions 
sinusoïdales dont la fréquence est proportionnelle à la vitesse d'entrainement. Ceci implique un 
entrainement à vitesse fixe qui est assuré par le régulateur de vitesse de la turbine. Cependant, 
 
Figure 2-9 Plan typique d'une microcentrale de génération hydroélectrique [207]  
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la nécessité de produire de l'énergie à coût réduit dans un microréseau impose de plus en plus 
l'emploi de machines à induction, plus robustes et moins coûteuse que les machines synchrones, 
pour la production à moyennes et basses puissances [66].  
2.4.1.1 L'hydroélectrique 
Les microcentrales hydroélectriques sont construites en régions montagneuses où le cours d'une 
rivière est prélevé et dirigé à l'aide d'un canal et d'une ou de plusieurs conduites forcées, dans 
lesquelles  le fluide travail (l'eau) prend de la vitesse sous l'effet de la gravité (voir Figure 2-9). 
L'énergie cinétique de l'eau est transformée en énergie mécanique d'entrainement de la 
génératrice par une turbine dont la construction dépend de la hauteur de chute. La puissance hP  
produite en régime permanent par la turbine est donnée par (2.1) où  est le rendement total et 
Tableau 2-2 Différentes technologies de turbines hydrauliques 
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théoP  la puissance théorique en Watts. ,  ,  g H  et Q  sont respectivement la densité de l'eau en 
kg/m3, l'accélération de la gravité en m/s2, la hauteur de chute en m et le débit d'eau en m3/s. Le 
rendement  est le produit des rendements de chaque étage de transformation notamment la 
conduite forcée, la turbine et la génératrice.  
 h théoP P     avec    9.81    [kW]théoP gHQ HQ   (2.1) 
La classification officielle proposée par l'Organisation des Nations Unies pour le 
Développement Industriel (ONUDI, 1984) regroupe les installations hydroélectriques en 
fonction de la puissance installée: la petite hydro (de 1MW à 10MW), la mini hydro (de 100kW 
à 1MW), la micro hydro  (de 5kW à 100kW) et la pico hydro (moins de 5 kW). Les installations 
peuvent aussi être classées en fonction de leur hauteur de chute. On distingue les petites chutes 
(H<40m), les moyennes chutes (40m<H<100m), les grandes chutes (100m<H<1km) et les très 
grandes chutes (H>1km). Les domaines de la mini et de la microhydro concernent beaucoup 
plus les petites et les moyennes chutes [67-69]. Le Tableau 2-2 résume les technologies de 
turbines couramment employées en fonction de la hauteur de chute. La vitesse spécifique donnée 
par (2.2), où TP  est la puissance en bout d'arbre et TN  sa vitesse, est déterminante dans la 
sélection des turbines hydrauliques [66, 68, 70, 71]. Des recherches actives menées pour 
 
 
Figure 2-10 Structure de contrôle d'une turbine hydroélectrique 
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améliorer et adapter les performances de ces turbines aux systèmes de basses puissances sont 
rapportées dans [69]. 
Le contrôle d'une turbine hydro consiste en général à maintenir la vitesse de rotation constante. 
La Figure 2-10 en présente le schéma synoptique.  Traditionnellement, les turbines 
hydroélectriques sont couplées à des génératrices synchrones et jouent un rôle prépondérant 
dans la régulation de la fréquence (50 ou 60Hz) des réseaux [72]. Cependant, dans le cas de la 
microhydroélectricité, le débit d'une rivière peut varier rapidement et l'absence de barrages de 
retenue pour la régulation du débit d'eau (Q) provoque des baisses de rendement si la turbine 
maintient sa vitesse. La solution consiste à faire varier la vitesse de la turbine de manière à 
assurer le maximum d'efficacité pour tous les régimes de fonctionnement [73-77]. 







  (2.2) 
 
Figure 2-11 Caractéristiques d'une turbine hydroélectrique 
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La Figure 2-11 illustre un réseau de caractéristiques puissances par rapport aux vitesses de 
rotation pour plusieurs hauteurs de chute-débit. Faire fonctionner la turbine à vitesse constante 
impose un fonctionnement sous-optimal lorsque le débit varie. Pour exploiter au mieux la 
puissance hydraulique disponible, le point de fonctionnement optimal peut être atteint en 
modifiant la vitesse de rotation, cependant la zone de cavitation doit être évitée. Cette dernière 
est une région d'opération dans laquelle il est dangereux d'utiliser la turbine [78]. En effet, les 
chutes brusques de pression aux cœurs des tourbillons se formant à l'arrière des aubes de la 
turbine entrainent des changements brusques de phases eau vapeur qui  provoquent l'érosion du 
métal constituant les turbines.  
La structure d'un système hydroélectrique fonctionnant à vitesse variable est donnée à la Figure 
2-12. La puissance est transférée de la turbine au micro réseau DC (ou section DC d'un 
 
Figure 2-12 Structure d'une source microhydro à vitesse variable 
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microréseau AC) via génératrice (à aimants permanents par exemple), un redresseur produisant 
une tension proportionnelle à la vitesse de rotation TN , et d'un hacheur permettant de contrôler 
la puissance DC extraite de l'ensemble. Les principaux paramètres de fonctionnement sont 
dirigés vers le système de commande qui contient un modèle de la turbine et peut ainsi ajuster 
en temps réel sa vitesse de rotation (en modifiant l'inclinaison des aubes par exemple) tout 
assurant le transfert de puissance requis par la supervision. Des algorithmes d'extraction de la 
puissance maximale (MPPT) sont présentés dans [79-81]. Joseph et Chelliah dans [82] 
présentent  plusieurs systèmes directement connectés à un MR-AC à base de génératrice 
asynchrone à double alimentation (GADA). 
2.4.1.2 Le diesel 
La source diesel est une combinaison compacte d'un moteur diesel, semblable à celui équipant 
les automobiles, et d'une génératrice conformément à la structure globale donnée à la Figure 
2-8. Dans une turbine diesel, l'énergie de liaison chimique d'un carburant fossile (le diesel) est 
extraite à l'aide de transformations thermochimiques, puis convertie en puissance mécanique à 
l'aide d'un mécanisme complexe construit autour d'un système pistons-bielles-manivelle [83-
 
Figure 2-13 Différents systèmes mis en œuvre dans une turbine diesel [84] 
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85]. La Figure 2-13 montre la complexité d'une turbine diesel à travers les différents systèmes 
mis en œuvre. 
La turbine diesel comporte plusieurs cylindres dans lesquels s'effectue la combustion du 
carburant (voir Figure 2-14(a)). Dans chaque cylindre, la production du couple mécanique se 
fait suivant un cycle à quatre temps: 
(1) La phase d'admission pendant laquelle de l'air frais est aspiré à l'intérieur du cylindre 
et le piston est poussé vers sa position basse; 
(2) La phase  de compression durant laquelle le piston est poussé vers sa position haute 
(par le mouvement du vilebrequin) comprimant ainsi l'air contenu dans le cylindre; 
(3) L'injection sous haute pression du combustible diesel, ce qui provoque l'auto-
inflammation du mélange et la répulsion du piston vers sa position basse; 
(4) L'échappement durant laquelle les gaz brûlés sont évacués par le piston remontant 







Figure 2-14 Production du couple dans une turbine diesel [83]: (a) Cylindres et chambres 
de combustion ; (b) profil de pression d'un cylindre; (c) profil du couple total 
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Il existe aussi des moteurs dont le cycle de production du couple comporte deux temps: à la fin 
de la phase combustion, lorsque le piston est sa position basse, toutes les soupapes du cylindre 
sont ouvertes et  l'entrée de l'air frais évacue les gaz brûlés; puis les soupapes se referment, l'air 
est comprimé par la remontée du piston et enflammée par l'injection du diesel, repoussant ainsi 
le piston vers sa position basse. Ceci impose l'ajout d'un turbocompresseur dans le circuit 
d'alimentation en air. La turbine est constituée de plusieurs pistons connectés au vilebrequin 
dont les cycles sont séquencés de manière à collecter et à maximiser la production de couple.   
La pression interne d'un cylindre est illustrée à la Figure 2-14(b) et la sommation de ces 
pressions permet de produire le couple illustré par la Figure 2-14(c). 
L'analyse détaillée de tous les phénomènes thermochimiques et mécaniques est exposée par 
Klaus et Helmut dans [83]. La puissance mécanique dP   produite par est donnée par (2.3) où 
d  est le couple mécanique de la turbine et  sa vitesse de rotation.  z  représente le nombre 
total de cylindres, oC  une constante caractéristique du type de moteur (0.4 pour deux temps et 
0.2 pour quatre temps), s  est la course du piston, D  le diamètre du cylindre et ew  est travail 
spécifique en [kJ/dm3] extrait de la combustion. Ce dernier est donné par (2.4) où HV  est le 
volume total des cylindres et eW  le travail effectif issu de la combustion. e , Bm  et uH  sont 
respectivement le rendement de la combustion, la masse de carburant injectée et la chaleur 
spécifique du mélange carburé. 










  avec  e e B uW m H   (2.4)  
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Le rendement d'une turbine diesel se situe en général en 30 et 55% [83]. Cette turbine est 
construite pour avoir un rendement optimal à charge nominale cependant,  elle est généralement 
partiellement chargée, notamment lorsqu'elle fonctionne en cogénération. Ceci conduit à une 
sous-utilisation de la turbine avec des coûts de maintenances et des coûts environnementaux 
élevés.  En effet, la combustion dans un groupe diesel partiellement chargé est incomplète et 
produit des gaz d'échappement épais chargés de résidus solides, provoquant des dépôts dans les 
chambres de combustion et le système d'échappement. Le but de la cogénération étant en partie 
de réduire la charge sur les sources traditionnelles polluantes, des stratégies sont mises en place 
pour modifier le point de fonctionnement (vitesse-puissance) d'un groupe diesel. À l'instar d'un 
moteur d'automobile, lorsque la turbine est partiellement chargée, sa vitesse est réduite pour 
adapter sa courbe de rendement. Van Maerhem et al. dans [86] présentent un prototype  de 
50 kVA (le iGenerator) fonctionnant à vitesse variable et montrent que des gains entre 20 et 
50% peuvent être obtenus. Sehwa Choe et al. dans [87] proposent un système de régulation pour 
turbine diesel générant dans microréseau DC. Une étude semblable est menée dans [88]. 
La Figure 2-15 démontre la nécessité de faire fonctionner une turbine diesel à vitesse variable 
pour un meilleur rendement. Lorsqu'opéré à vitesse fixe N  avec une charge minimale 0P  , 
la consommation en litres par kWh produit est élevée. Cependant en faisant varier la vitesse, on 
peut régulariser la courbe de consommation et la rendre quasi proportionnelle à la puissance 
produite. Pour cela, on peut utiliser: 
 une turbine à vitesse variable couplée à une génératrice à vitesse fixe moyennant une 
transmission mécanique adaptée (CVT); 
 une turbine à vitesse variable couplée à une génératrice asynchrone à double 
alimentation (GADA); 
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 une turbine à vitesse variable couplée à une génératrice synchrone connectée à un 
convertisseur d'électronique de puissance (comme pour le microhydro, voir Figure 
2-12).  
2.4.2 Les sources renouvelables 
Les technologies de production d'électricité renouvelable exploitent les flux énergétiques 
existants naturellement (vent, soleil, chaleur, marées, rivières, etc.) et les convertissent en 
puissance électrique. Cependant, les phénomènes naturels ont des constantes de temps, des 
cycles et des densités d'énergie variables et très souvent non stockables ou transportables. Pour 
exploiter de manière optimale ces sources d’énergie, les technologies de production d’électricité 
renouvelable doivent être situées dans les lieux où les flux primaires sont disponibles et peuvent 
faire appel aux techniques de contrôle les plus avancées. Pour cela, la recherche scientifique est 
très active en ce qui concerne: la caractérisation et la gestion de la ressource renouvelable 
primaire [89, 90], les moyens techniques d'extraction du potentiel énergétique renouvelable [91-
 
Figure 2-15 Caractéristiques de productions typiques d'un générateur diesel: mise en 
évidence de l'apport du fonctionnement à vitesses variables (adapté de [86]) 
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95], le contrôle de l'énergie extraite [96, 97] et l'intégration harmonieuse des sources 
renouvelables dans les réseaux de distribution électriques existants [98]. Les sources éoliennes 
et solaires photovoltaïques sont les plus exploitées et développées à travers la planète pour la 
production d'énergie électrique [1].  
2.4.2.1 Le solaire photovoltaïque 
La notion de solaire photovoltaïque fait référence à la conversion de l'énergie rayonnante du 
soleil en électricité à l'aide de panneaux photovoltaïques (PV). Lorsque la lumière du soleil 
frappe la surface d'une cellule constituant un panneau PV, l'énergie de certains photons est 





Figure 2-16 Système photovoltaïque: (a) structure et principe; (b) Illustration d'une 
d'installation [208] 
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bornes. Chaque cellule PV est constituée de deux couches de matériaux semi-conducteurs dont 
l’une absorbe la lumière et l’autre dirige le flux d'électrons (courant électrique) vers un circuit 
externe tel qu'illustré à la Figure 2-16(a).  Chaque cellule PV produit une infime énergie avec 
une tension de jonction 0.58cellV V . Des puissances élevées sont obtenues à partir 
d'agencements série (sommation des tensions) et parallèle (sommation des courants) des cellules 
élémentaires. Ainsi, les cellules PV sont regroupées en modules, et ces modules sont 
interconnectés pour former des panneaux PV et des champs PV pouvant atteindre plusieurs 
dizaines de MW (voir Figure 2-16(b)). 
La cellule PV est en général modélisée par une source de courant contrôlée phI  , une diode, une 
résistance parallèle pR  et une résistance série sR   tel qu'illustré à la Figure 2-17(a).  Le courant 
cellI  produit par la cellule est donné par (2.5).  est un facteur d'idéalité dépendant des matériaux 
utilisés [99], 
23 -11.381 10 JKK  est la constante de Boltzmann, 191.602 10 Ce  est la 
charge de l'électron et T  est la température de la cellule en Kelvin. Le paramètre 26mVTV  
pour un facteur d'idéalité 1  et une température de 300°K. satI  est le courant de saturation 
 
(a)                                                                                          (b) 
Figure 2-17 Modèles à une diode des générateurs photovoltaïques: (a) Cellule élémentaire; 
(b) Panneau constitué de plusieurs cellules.  
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de la jonction PN constituant la cellule et dépend fortement de la température [100, 101]. On 
peut écrire des formules similaires dans le cas d'un module ou d'un panneau possédant un 
groupement parallèle de pN  blocs de sN  cellules en série chacun. La tension nominale du 
panneau est fonction de sN  et le courant nominal est fonction de pN  (voir Figure 2-17(b)). 











(a)                                                                                        (b) 
Figure 2-18 Principales caractéristiques électriques d'une cellule photovoltaïque: (a) 
Courant en fonction de la tension; (b) Puissance en fonction de la tension. 
 
Figure 2-19 Structure type d'une microsource photovoltaïque 
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La Figure 2-18 représente les caractéristiques électriques typiques d'une cellule ou d'un panneau 
PV. Le courant ou la puissance extractible d'une cellule PV augmente avec le courant phI  lui-
même fonction du flux solaire en W/m2. Ces caractéristiques sont altérées par la température T  
agissant sur le matériau semi-conducteur, donc sur tous  les paramètres des modèles de la Figure 
2-17. Le point d'extraction de la puissance maximale dépend à la fois de la tension, du courant, 
de l'ensoleillement et de la température. Pour fonctionner de manière optimale, un panneau PV 
nécessite une interface d'électronique de puissance chargée de modifier le courant débité de 
manière à rester sur la caractéristique d'exploitation optimale du générateur PV.  Ainsi, le circuit 
élémentaire consistant à connecter une cellule PV à une batterie pour la recharger, à travers une 
diode de protection série, conduit à une utilisation sous-optimale de la ressource solaire. La 
structure type d'une microsource PV est schématisée à la Figure 2-19. 
2.4.2.2 L'éolien 
L'éolien utilise une turbine éolienne et des composants connexes pour convertir l'énergie 
cinétique de l'air en mouvement (le vent) en puissance mécanique, puis en électricité. Cette 
source d'énergie est de loin celle qui a suscité le plus de recherche et de développements 
technologiques dès la prise de conscience de la récurrence des crises pétrolières [1]. En fait, 
l’énergie éolienne est exploitée depuis des siècles, des célèbres moulins à vent à l'éolienne 
moderne. Les développements récents concernent tant le développement des technologies 
d'évaluation du potentiel éolien [11, 102-106], de la transformation efficace de ce dernier (par 
les turbines) [107-111], les machines électriques de conversion et autres équipements connexes 
[92, 112] et l'installation des champs d'éoliennes. Une éolienne (ou aérogénérateur) typique 
comprend principalement:  
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 Un rotor (à axe horizontal ou vertical), possédant des pâles qui permette de 
convertir le flux éolien en puissance mécanique d'entrainement; 
 Une transmission mécanique permettant d'adapter le couple et la vitesse du rotor à 
la génératrice; 
 Une machine électrique génératrice (synchrone ou asynchrone) permettant de 
convertir la puissance captée par la turbine en puissance électrique; 
 Les équipements connexes de conditionnement de la puissance produite pour 
l'adaptation à la charge ou l'intégration au réseau; 
 Un support robuste assurant l'intégrité de tout l'équipement installé.  
Chacune de ces constituantes a connu un développement important au cours des récentes 
décennies et une meilleure compréhension et des modèles mathématiques précis ont contribué 
l'augmentation du taux de pénétration éolien dans les réseaux et microréseaux actuels. Les 
principales technologies d'aérogénérateurs [93, 113-118] sont illustrées à la Figure 2-20. Les 
éoliennes à axe horizontal sont de loin les plus employées dans le monde. Cependant certains 
développements récents proposent des éoliennes à axes verticaux comme solution d'exploitation 
du potentiel éolien des milieux urbains [89, 119-121].   
La grande majorité de l'énergie éolienne mondiale est générée par de grandes éoliennes appuyant 
les réseaux électriques, tandis que les petites éoliennes fournissent l'énergie électrique 
directement aux clients. Ces turbines résidentielles peuvent aussi être raccordées  aux systèmes 
de distribution des microréseaux. Ces petites éoliennes ont des capacités inférieure ou égale à 
100 kW. La puissance produite peut être évaluée en utilisant la théorie du disque actif illustrée 
à la Figure 2-21(a).  Le rotor de la turbine est assimilé à un disque perméable modifiant l'énergie 
cinétique du vent. La présence de ce disque crée une discontinuité de pression en freinant le 
vent, extrayant ainsi l'énergie cinétique du vent. Afin d'exprimer la puissance extractible, on 
admet un flux d'air non tourbillonnant et incompressible, sur lequel on applique la conservation 
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de la quantité de mouvement et l'équation de Bernoulli. On obtient l'expression de la puissance 
mécanique extractible donnée par (2.6) où th oéP  représente la puissance contenue dans une masse 
d'air de densité 
31.225 kg/ma  traversant la surface S  avec une vitesse 1vV , sans être freinée. 
x  représente le ratio des vitesses lointaines 1vV  et 2vV , respectivement en avant et en arrière du 
disque actif. Grâce à cette théorie, on démontre que la puissance extraite du vent est une fraction 
de la puissance théorique contenue dans le vent, et cette fraction possède un maximum absolu 
de 16 27  (59.26%) connu sous le nom de limite de Betz. Ce maximum est obtenu lorsque
1 23v vV V .  La théorie du disque actif est en général conjointement utilisée  avec la théorie de 
l'élément de pale [108] illustrée à la Figure 2-21(b), qui donne une vision des mécanismes de 
mise en mouvement du rotor de l'éolienne.  
 
(a)                                                                                              (b) 
Figure 2-20 Les principales technologies d'aérogénérateurs: (a) Éolienne à axe horizontal; 
(b) Éolienne à axe vertical 


























Tmax théoP P  (2.7) 
Le vent qui attaque chaque élément de pale crée un effort tangentiel contribuant à la rotation de 
la turbine, et un effort normal agissant sur la structure portant la turbine. La vitesse du rotor est 
obtenue en appliquant le théorème de la quantité de mouvement angulaire. Les forces agissant 
sur l'élément de pale sont ensuite intégrées sur toute la pale, puis le résultat est multiplié par le 
nombre de pales (3 en général).  L'expression de la puissance obtenue à l'aide de cette théorie 
est donnée par (2.8) où pC , à l'instar du polynôme en x  dans (2.6), est le coefficient de 
puissance. Il est fonction de la géométrie de la pale et de l'angle calage des pales  et   est le 
rapport entre la vitesse de l'extrémité des pales et la vitesse du vent (vitesse spécifique de la 
turbine). ( , )pC  est en général obtenus de manière empirique à l'aide de mesures réelles ou 
 
(a)                                                                                                   (b) 
Figure 2-21 Principes de conversion de l'énergie cinétique du vent en énergie mécanique: 
(a) Théorie du disque actif; (b) Théorie de l'élément de pale 
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de simulations éléments finis. L'expression approchée donnée  par (2.9) est couramment 
employée pour analyser le contrôle par angle de calage des pales [122, 123].  
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La représentation typique du coefficient de puissance d'une turbine éolienne est donnée à la 
Figure 2-22. L'objectif principal du contrôle de la turbine est  l'extraction du maximum de 
puissance pour une large gamme de vitesses vV  du vent incident (MPPT). La dynamique de 
rotation de la turbine est donnée par (2.11) où RJ  est le moment d'inertie total de la masse 
 
Figure 2-22 Représentation graphique typique de la fonction ( , )pC  
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tournante, Rf  de coefficient de frottement caractérisant les pertes de puissance dans la 
transmission mécanique, et G  le rapport de vitesses (ou de couples) turbine-générateur. TT  et 
GenT  sont respectivement le couple de la turbine et celui de la génératrice. La puissance générée 
R GenGenP GT  est en général fixée par la charge électrique où la stratégie de gestion globale 
de l'énergie dans le microréseau (contrôle de niveau 2).   
 
1R





  (2.11) 
Un système aérogénérateur est général caractérisé par une courbe de puissance semblable à celle 
donnée par la Figure 2-23 (cas du système V110-2.0MW du constructeur Vestas). Lorsque le 
vent incident n'est pas suffisamment fort (moins de 3m/s, zone I), la turbine est verrouillée par 
des freins mécaniques pour éviter des coûts de production trop élevés (rendement trop faible). 
La production d'énergie électrique se fait dans les zones II et III. Pour des vents moyens (entre 
3 et 9m/s) la turbine est contrôlée pour obtenir un coefficient de puissance ( , )pC  maximale 
 
Figure 2-23 Courbe de puissance d'une turbine éolienne (cas du système V110-2.0MW du 
constructeur Vestas [209]) 
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de manière à extraire le maximum de puissance du vent. Dans cette région, les (16/27)ème de la 
puissance théorique n'excède pas la puissance de charge de l'éolienne et la vitesse de rotation de 
la turbine est contrôlée de manière à obtenir une vitesse spécifique opt   garantissant le MPPT. 
Dans la deuxième partie de la zone II, les (16/27)ème de la puissance théorique excède la valeur 
nominale de génératrice ou du système de conversion de puissance (redresseurs, hacheurs, 
onduleurs, transformateurs, etc.). L'angle de calage des pales est alors ajusté pour altérer le 
coefficient de puissance (freinage aérodynamique) de manière à réguler la puissance extraite du 
vent à une valeur nominale (2MW dans le cas du système V110 de la Figure 2-23).  
Pour des vents extrêmes (zone IV, au-delà de 20m/s), des freins mécaniques sont engagés pour 
stopper la production de puissance, ce qui permet de limiter les risques d'emballement et de bris 
mécaniques.  Pour des systèmes de basse puissance. La limitation de puissance de la turbine 
peut aussi se faire par décrochage aérodynamique automatique (stall control). En effet, pour des 
vitesses de vent très élevées, il se produit des turbulences en arrière des pales provoquant une 
chute brusque de force portante responsable du mouvement du rotor. Pour ces éoliennes, les 
pales sont en général légèrement torsadées pour permettre un décrochage progressif dans la 
gamme de vitesses de vent voulue. 
Les topologies des aérogénérateurs sont exposées dans [113, 124-126] et les plus employées 
sont résumées à la Figure 2-24. Les éoliennes à vitesse fixe emploient des Machines à induction 
(Induction Generator (IG)) fonctionnant en génératrice (Figure 2-24(a)) et se connectent 
directement sur le bus AC principal, via des gradateurs réduisant les pics de courants lors de 
l'arrimage de l'aérogénérateur au MR.  Ce système est simple et robuste, mais ne permet pas 
d'optimiser l'exploitation du potentiel éolien. De plus, les variations de puissance du vent sont 
transférées au MR, ce qui a des impacts sur sa stabilité. Une meilleure exploitation du potentiel 
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éolien est obtenue en utilisant des générateurs à induction à rotor bobiné (Wound Rotor 
Induction Generator (WRIG), Figure 2-24(b)). Le glissement9 de la génératrice est contrôlé par 
la dissipation d'une certaine puissance dans son circuit rotorique moyennant un rhéostat 
électronique.  La génératrice peut ainsi couvrir une certaine gamme de vitesse de rotation et 
accroitre ainsi son rendement éolien tout en minimisant les cycles de déconnexion/reconnexion. 
Cependant, le rendement est réduit à cause de la dissipation de puissance au rotor et gamme de 
vitesses couvertes reste réduite. En utilisant une génératrice à induction doublement alimentée 
(Doubly Fed Induction Generator (DFIG), Figure 2-24(c)) on récupère la puissance rotorique 
qui est retournée au MR via un ensemble de convertisseurs de puissance (Redresseur + 
Onduleur) généralement dimensionnés à 15% de la capacité de l'aérogénérateur. Ceci permet 
d'accroitre le rendement électrique et la plage de vitesses couverte par la turbine couplée au rotor 
de la génératrice. Cette structure est très employée, mais la connexion directe (ou via un 
transformateur adaptateur) de son stator au MR pose des problèmes de stabilité en cas de défaut. 
Les structures (d) et (e)  de la Figure 2-24 sont plébiscitées par la littérature et offrent une plus 
grande flexibilité de contrôle. Elles constituées de deux convertisseurs principaux: Le redresseur 
côté génératrice permet de contrôler sa vitesse et l'extraction de puissance tandis que l'onduleur 
côté MR permet de contrôler l'injection de puissance dans le bus principal AC. Pour ces 
structures, les génératrices à induction, synchrones à aimant permanent ou à rotor bobiné sont 
exploitables. Dans le cas des génératrices synchrones, l'utilisation d'un nombre élevé d'aimants 
(ou de paires de pôles) permet d'éliminer le multiplicateur de vitesse adaptant la vitesse lente de 
la turbine à celle requise par la génératrice.  
                                                 
9 Grandeur caractérisant l'écart de vitesse de rotation d'une machine à induction par rapport à la vitesse de rotation de son champ 
statorique. 




Éolienne (a)  à vitesse fixe avec générateur à induction à cage; (b) à vitesse variable de base à générateur à induction à rotor bobiné; (c) à vitesse variable à générateur à induction à double alimentation; (d) 
à vitesse variable avec convertisseurs pleine puissance et générateurs à aimant permanent ou à induction; (e) variante à vitesse variable avec convertisseurs pleine puissance et générateur synchrone à rotor 
bobiné. 
Figure 2-24 Principales topologies d'aérogénérateurs  
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2.4.3 Le stockage de l'énergie électrique 
Compte tenu de la variabilité de la production d'énergie renouvelable, le moyen le plus efficace 
de la stabilisation d'un microréseau demeure le stockage des surplus d'énergie en cas de 
surabondance (forts vents et ensoleillements élevés combinés à une basse consommation) pour 
la restituer au besoin (arrêt momentané d'une éolienne par exemple). Ceci permet d'obtenir un 
taux de pénétration élevé des énergies renouvelables. Plusieurs technologies sont traitées dans 
la littérature. La Figure 2-25 présente une classification des principales technologies de stockage 
de l'énergie électrique envisagées dans le domaine des MR. Les critères utilisés sont le principe 
physique de stockage (chimique, mécanique ou magnétique) et le temps de déstockage 
(Décharge).  
2.4.3.1 Le stockage électrochimique 
Les moyens électrochimiques, notamment les batteries sont les technologies de stockage les plus 
rependues. De manière générale, les moyens électrochimiques sont tous basés sur les 
mécanismes d'oxydoréduction (ou redox) se résumant à un gain ou une perte d'électrons suivant 
les matériaux ou produits engagés dans la réaction. Ainsi, une batterie est un équipement qui 
réunit tous les conditions et ingrédients permettant des réactions redox entretenues:  
 un conteneur  accueillant tous les réactifs; 
 des électrodes (Anode et Cathode) permettant l'exploitation de la pile;  
 deux paires de substances électrochimiques actives; 
 un électrolyte permettant les échanges d'ions entre les régions anodique et 
cathodique; 
 et un séparateur perméable aux ions qui permet d'éviter des court-circuits internes. 
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La structure générale d'une batterie est donnée à la Figure 2-26 et les principales équations 
chimiques suivant les couples redox communément employés sont résumées dans le Tableau 
2-3. Pour chaque technologie, les matériaux actifs entourant des électrodes réagissent en 
présence des ions de l'électrolyte.  Les électrons libérés au niveau de l'anode sont accélérés par 
la différence de potentiel (ddp) anode-cathode et circulent à travers le circuit externe via des 
 
Figure 2-25 Classification des technologies de stockage de l'énergie électrique 
Tableau 2-3 Principales technologies de stockage électrochimiques et équations redox 
associées [131]. 
Technologie 
Réactions chimiques Potentiels 
standard Anode (Oxydation) Cathode (Réduction) 
Plomb-
Acide 2




PbO SO 4H 2e








Li XXO Li e






+2Na 2Na 2e  





Cd 2OH Cd OH 2e  
2
2
2NiOOH 2H O 2e
                           2Ni OH 2OH
 
entre 1.0 
et 1.3 V 
XX: formule chimique d'un métal (ex. Co, Fe ou Mn pour le cobalt, le fer et le manganèse) 
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convertisseurs de puissance (hacheurs, ou onduleurs). Les électrons sont récupérés au niveau de 
la cathode par la réaction de réduction. Chaque cellule ainsi formée produit une ddp standard, 
et la batterie proprement dite est constituée d'un agencement série-parallèle des cellules 
élémentaires.  
Lorsque la batterie produit de l'énergie, les réactifs sont consommés par transformation, ce qui 
réduit le potentiel électrochimique. Pendant la recharge, les réactions chimiques s'inversent et 
les réactifs sont régénérés. Cependant, durant les cycles de charges/décharges, il se produit un 
certain nombre de réactions chimiques "parasites" (production de gaz, de cristaux ou effets 
corrosifs des électrolytes) ne contribuant pas au processus de stockage-production de l'énergie 
électrique. Ceci provoque une dégradation graduelle de l'équipement, peu importe son 
utilisation. La durée de vie d'une batterie est généralement exprimée en nombre de cycle de 
charge/décharge profonde. Par ailleurs, pour certaines technologies telles que les batteries au 
plomb, une décharge profonde est à éviter, ce qui réduit la réserve effective d'énergie  
exploitable. Ainsi, la profondeur de décharge (DoD) atteignable en utilisation normale est un 
 
Figure 2-26 Principe des batteries électrochimiques. 
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critère de choix déterminant dans le choix d'une technologie de batterie. L'état de charge de la 
batterie (SoC) est obtenu par mesure de la tension à vide de la batterie. Les caractéristiques de 
décharge produites par les manufacturiers indiquent une tension (à vide) correspondant à la 
charge complète, et une tension d'arrêt au-delà de laquelle la ddp de la batterie décline 
drastiquement dans le temps, pour un courant nominal généré.  Les caractéristiques de décharge 
des batteries dépendent aussi fortement de la température et de la pression.  
Les trois principales technologies sont données dans le Tableau 2-3. Les batteries au plomb sont 
les plus anciennes. Elles sont historiquement constituées de dioxyde de plomb (PbO2) à la 
cathode, de plomb (Pb) à l'anode et de l'acide sulfurique (H2SO4) en solution sert d'électrolyte. 
Ces batteries possèdent des temps de réponse courts, de bons rendements cycliques (entre 63 et 
90%) et un faible coût d'investissement (50 à 600$/kW) [127] et sont très employées 
(ordinateurs centraux, alimentations sans coupures, automobile, etc.). Cependant on dénombre 
peu d'applications dans les domaines des réseaux électriques à cause de leur faible durée de vie 
cyclique (près de 2000) leur forte énergie spécifique10 (25-50 Wh/Kg). De plus, leur 
fonctionnement est fortement influencé par la température ambiante et la profondeur de 
décharge. De plus, lors de la recharge, la concentration d'un mélange détonant de dihydrogène 
et d'oxygène produit par électrolyse doit être impérativement contrôlée. La recherche actuelle 
est axée sur le développement d'électrolytes permettant des décharges profondes, et améliorant 
la durée de vie, cependant l'énergie spécifique demeure un handicap de taille à l'exploitation à 
large échelle de cette technologie. 
                                                 
10 Quantité d'énergie en Wh/kg qu'une batterie peut restituer par rapport à sa masse. 
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Les batteries au lithium (Li-ion) sont constituées de cathodes faites d'oxyde de métaux, tel que 
le dioxyde de cobalt-lithium (LiCoO2), et l'anode est faite de graphite.  L'électrolyte est un sel 
de lithium dissout dans un solvant aprotique11.  Aussi rapides que les batteries au plomb, elles 
possèdent de plus grandes énergies spécifiques (75-200 Wh/Kg) avec des rendements cycliques 
pouvant aller jusqu’à 97%. Ces performances sont particulièrement utiles dans les domaines des 
véhicules électriques et de nombreux tests probants ont été effectués avec des sources 
renouvelables (éolien et solaire) [128, 129]. Cependant, les décharges profondes répétées 
raccourcissent la durée de vie des batteries. 
Les batteries au sodium-soufre (NaS) utilisent du sodium et du soufre fondu  à l'anode et à la 
cathode et un électrolyte solide cristallin d’alumine Al2O3 et d’oxyde de sodium Na2O. Pour 
maintenir l'état fondu des réactifs, les électrodes doivent être portées à des températures élevées 
(entre 300 et 350°C). Ces batteries occupent plus d'espace que les précédentes, mais deviennent 
rentables pour de grandes puissances, car elles ont une bonne densité énergétique (de 100 à 110 
Wh/kg) et des rendements avoisinant les 92 %. De très grandes puissances pouvant atteindre 
plusieurs MWh peuvent être obtenues, ce qui destine cette technologie au support des réseaux 
électriques (34 MW installés pour soutenir un parc éolien de 51MW dans le district de Tohoku 
au Japon [130]). Cependant, sa mise en œuvre à plus petite échelle (microréseaux) peut être 
difficile compte tenu du niveau d'expertise et de contrôle requis et à la grande occupation 
spatiale (150 à 300Wh/L).   
Quant aux batteries NiCd, elles utilisent de l'hydroxyde de nickel (NiO(OH)) à la cathode et du 
cadmium métallique (Cd) à l'anode. L'électrolyte est une solution alcaline à base d'hydroxyde 
                                                 
11 Solvant non acide qui ne possède pas d'atome d'hydrogène donc, qui ne peut pas ou très difficilement en perdre.  
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de potassium (KOH). Elles sont robustes, durables (de 3500 à 50000 cycles), exploitables pour 
une gamme variée de températures (de -50 à 70°C) et requièrent peu de maintenance. Cependant, 
la présence du cadmium (6%) qui est un métal hautement toxique limite son champ d'application 
aux domaines des technologies spécialisés (sécurité aéronautique et ferroviaire, appareillage 
médical). De plus, ces batteries souffrent de l'effet mémoire qui est une réduction de la capacité 
lorsque la recharge est effectuée à partir d'un état de décharge partielle. Un système de gestion 
de la batterie particulièrement performant est donc requis. 
Historiquement, les batteries électrochimiques ont été conçues pour des systèmes embarqués, 
mais leurs champs d'application stationnaire ont conduit à la mise en œuvre de nouveaux 
principes. Les batteries à flux redox mettent en œuvre des substances fluides et amovibles, 
chacune comportant un oxydant et un réducteur. Ces substances sont séparées dans des 
réservoirs distincts et un système de circulation est aménagé pour les mettre en réaction 
contrôlée telle qu'illustrée par la Figure 2-27. Durant la décharge, une réaction d'oxydation se 
produit à l'anode libérant ainsi des électrons tandis qu’à la cathode, les électrons sont absorbés 
par une réaction de réduction. Durant la recharge, les deux réactions inverses interviennent 
spontanément. L’énergie emmagasinée dépend de la taille des réservoirs, de la concentration et 
de la combinaison des deux couples redox utilisés. La puissance quant à elle est liée à la surface 
des électrodes (collecteurs) et à la cinétique des deux réactions électrochimiques. On distingue 
principalement les technologies au vanadium-vanadium (V3+/V2+ - VO2+/VO2+), au zinc-brome 
(Zn2+/Zn – Br2/Br-) et brome-polysulfure (NaBr3/NaBr - Na2S2/Na2S4). Ces batteries ont des 
rendements énergétiques de 80% en moyenne, sont robustes et fortement réactives, et admettent 
des décharges quasi complètes. De plus elles résistent aux microcycles (charges/décharges 
incomplètes), ce qui les rend entièrement compatibles avec les applications d'intégration aux 
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réseaux électriques. Cependant, elles possèdent une faible densité énergétique (65-75 pour le 
zinc-brome) et des coûts d'installation élevés. 
De manière générale, la principale limitation des batteries vient de la dangerosité ou de la rareté 
des réactifs employés. Les piles à combustible sont semblables aux batteries à flux redox, mais 
font appel aux réactifs très accessibles comme l'eau ou l'oxygène de l'air.  Dans une pile à 
hydrogène par exemple, de l'eau (H2O) et le dihydrogène (H2) sont utilisés en conjonction avec 
un électrolyte solide. Le gaz dihydrogène est produit par hydrolyse de l'eau et stocké dans des 
réservoirs, pour être ensuite "brulé" par oxydation au contact de l'électrolyte fixant les atomes 
d'oxygène contenus dans l'air. Les réactions se produisent dans des cellules à échanges de 
protons (PEMFC ou SOFC). Les électrons produits à l'anode circulent à travers le circuit externe 
et sont captés à la cathode où l'oxygène de l'air est recombiné pour produire de l'eau dans une 
réaction exothermique avec l'électrolyte. Les principales réactions et technologies de piles à 
hydrogène sont données dans le Tableau 2-4.  En prenant en compte l'électrolyse, le rendement 
 
Figure 2-27 Principe des batteries à flux redox (décharge) 
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énergétique de cette technologie se situe entre 42 et 70%. Malgré le faible rendement, leur 
robustesse et leur faible coût d'exploitation en font un moyen de stockage exploitable à petite et 
moyenne échelles sans impacts environnementaux notoires.  
2.4.3.2 Le stockage électromagnétique 
Il s'agit de moyens de stockage de l'énergie électrique sous forme de champ magnétique induit 
ou de champ électrostatique. Dans un système SMES (Supraconducting Magnetic Energy 
Storage), le stockage se fait à l'aide d'un courant continu circulant dans un bobinage fait de 
matériaux supraconducteur, maintenu  sous température cryogénique (inférieures à -150°C). 
Lorsque le courant continu est supprimé et la bobine refermée sur elle-même, le courant continu 
est maintenu dans la bobine par auto-induction. Compte tenu de la résistance quasi nulle de la 
bobine supraconductrice, l'énergie peut ainsi être conservée sur une longue durée. L'équation 
fondamentale des systèmes SMES est donnée par (2.12) où L  est l'inductance proportionnelle 
au carré du nombre de spires de la bobine, et I  le courant de charge atteint.  
Tableau 2-4 Principales technologies de piles à hydrogènes (d'après [131]) 
Technologies Réactions anodiques et cathodiques Domaines d'application 
AFC 
2 22H 4OH 4H O 4e   




22H 4H 4e  
+
2 2O 4H 4e H O  
Production électrique distribuée 
SOFC 
2
2 2O ( ) H ( ) H O( ) 2es g g  
2
21/2O ( ) 2e O ( )g s  
Stockage d'énergie, Production électrique 
distribuée 
PEMFC 
2H ( ) 2H 2eg   
2 21/2O ( ) 2H 2e H Og  
Alimentation de secours, Production 
électrique distribuée à petite échelle 
DMFC 
3 2 2CH OH H O CO 6H 6e  
2 23/2O 6H 6e 3H O  
Transport et systèmes embarqués 
 






SMESE LI   (joules) (2.12) 
Dans les systèmes de stockage à super-condensateurs (SES, Supercapacitor Energy Storage), 
l'énergie est conservée sous forme électrostatique. Chaque cellule capacitive à la même 
constitution qu'une batterie standard (voir Figure 2-26) sauf qu'ici, le stockage/déstockage n'est 
pas basé sur des réactifs redox. À l'application d'une ddp aux bornes de la cellule, l'énergie est 
stockée par la distribution des ions de l’électrolyte vers les surfaces des électrodes, sous 
l'influence du champ dérivant de cette ddp. Il se crée ainsi deux zones de charges d’espace 
séparées par un vide de quelques nanomètres. La fonction diélectrique (isolant) du condensateur 
est assurée par les molécules du solvant de l’électrolyte, dont la rigidité diélectrique limite la 
 
Figure 2-28 Systèmes de stockage électromécanique: (a) hydroélectrique pompé; (b) 
air comprimé; (c) roue inertielle.  
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ddp admissible par la cellule. Ainsi, des capacités de quelques Farads, pour des tensions 
dépassant rarement 6V sont obtenues. Comme pour les batteries, différentes tensions nominales 
et capacités sont obtenues par un agencement série/parallèle des cellules.  L'équation 
fondamentale des systèmes à super-condensateurs est donnée par (2.13) où C  est la capacité 




SESE CU  (joules) (2.13) 
En observant les expressions (2.12) et (2.13), on constate que l'état de charge (SoC) des 
dispositifs électromagnétiques est aisément obtenu par la mesure de la tension ou du courant 
produit. Les SMES et SES ont une durée de vie quasi illimitée (plus de 105 cycles) et peuvent 
atteindre des profondeurs de décharge de pratiquement 100% sans risque majeur. Des 
rendements allant jusqu’à 90% (convertisseurs de puissance compris) peuvent être obtenus, 
cependant ces technologies sont exploitables uniquement pour du stockage à court terme (charge 
et décharge complète de moins d'une seconde sous charge nominale). Ceci limite le champ 
d'application à la stabilisation transitoire des réseaux électriques. 
2.4.3.3 Le stockage électromécanique 
Les technologies de stockage électromécaniques tirent avantage de la maturité des technologies 
traditionnelles de conversion électromécanique s'articulant autour des machines électriques.  On 
distingue le stockage hydroélectrique pompée, par air comprimé et par roue inertielle. 
Hydroélectrique pompée est de l'hydroélectrique traditionnelle (voir 2.4.1.1) fonctionnant en 
circuit fermé entre un réservoir en amont et un réservoir en aval. Durant le déstockage, le 
réservoir en amont est vidé via une conduite forcée et un groupe turbine/alternateur produisant 
de l'énergie électrique. Durant le stockage, le réservoir en aval est vidé par une pompe 
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hydraulique pour recharger le réservoir supérieur. La Figure 2-28(a) illustre cette technologie 
de stockage. La capacité du stockage dépend de la taille des réservoirs et la puissance nominale 
est fonction de l'altitude du réservoir en amont. Ces systèmes sont robustes, durables et de 
grandes capacités (de 1 à 3000 MW) peuvent être atteintes avec des rendements pouvant aller 
jusqu’à 85 % [131]. Au-delà des contraintes de dimensions (emplacement et taille des 
réservoirs), de tels systèmes ont un coût d'installation pratiquement équivalent à celui des 
centrales hydroélectriques classiques. 
De même que le stockage hydroélectrique, le stockage à air comprimé (CAES) s'appuie sur une 
technologie classique avec des capacités comparables. Il s'agit ici d'actionner un compresseur 
qui pressurise une caverne souterraine d'une capacité donnée. L'air ainsi comprimé est 
récupérable pour suralimenter une turbine à gaz naturel actionnant un générateur électrique. Les 
gaz brulés circulent dans un échangeur pour préchauffer l'air frais sorti de la caverne. La Figure 
2-28(b) illustre les CAES.  Ces systèmes ont été traditionnellement utilisés pour le démarrage à 
froid de grandes centrales nucléaires et sont de plus en plus envisagés dans les réseaux 
intelligents, notamment pour exploiter localement le gaz naturel dont le transport demeure 
problématique. La possibilité de stocker de l'air sous la forme liquide dans des conteneurs 
appropriés rend cette technologie applicable à petite échelle. Le stockage hydroélectrique et le 
stockage par air comprimé sont des systèmes lents qui ont des temps de réaction 
(stockage/déstockage) pouvant aller de quelques minutes à plusieurs heures et sont 
généralement employés comme générateurs de secours. 
Le stockage à roue inertielle est moyen de stockage rapide de vitesse comparable à celles des 
systèmes électromagnétiques (section 2.4.3.2). L'énergie est stockée en accélérant en rotation 
une roue, particulièrement lourde et résistante aux forces centrifuges, de manière à lui donner 
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une énergie cinétique cinE  exprimée en joules par (2.14). Toute friction est évitée en maintenant 
les parties en rotation en suspension par des supports magnétiques, le tout dans un conteneur 
sous vide. Ce système est illustré à la Figure 2-28(c). La puissance servant à accélérer ou à 
freiner la roue est contrôlée par une série de convertisseurs de puissance:  
 Pour accélérer la roue, la puissance est extraite du réseau et dirigée vers le moteur 
actionnant la roue, dont la vitesse augmente. 





cin rE J   (joules) (2.14) 
 Ainsi, la mesure de la vitesse de rotation donne une bonne indication sur l'état de charge du 
système. Plusieurs unités peuvent fonctionner en parallèle pour augmenter la capacité de 
stockage, chaque unité possédant un contrôleur du stockage. Ces systèmes peuvent atteindre un 
rendement de 90%, subir des décharges profondes et avoir une longue durée de vie (près de 107 
cycles). Par ailleurs, de très grandes puissances peuvent être atteintes en quelques fractions de 
seconde ce qui en fait un moyen de stockage utilisé pour la stabilisation des réseaux et des 
microréseaux. 
2.5 CONTRÔLE, SUPERVISION ET DIAGNOSTIC DES MICRORÉSEAUX 
Le Fonctionnement harmonieux d'un microréseau repose en grande partie sur les performances 
de ses structures de contrôle. Les onduleurs (sources ou stockage) parsemés à travers le MR sont 
les principaux actionneurs du système. Les principales variables contrôlées sont les tensions 
distribuées et la fréquence dans le cas des MR-AC ou simplement la tension (ou le courant) DC 
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distribué dans le cas des MR DC. Les différentes stratégies de contrôle mises en place ont pour 
principaux objectifs [132]: 
 
Figure 2-29 Le trois niveaux de contrôle hiérarchique d'un microréseau (adapté de [132]) 
 
Figure 2-30 Principe du transfert de puissances en deux sources AC 
  71 
 
 
 la régulation de la tension et de la fréquence pour les deux principaux modes de 
fonctionnement (modes isolé et connecté); 
 la réparation de la charge entre les différentes ressources énergétiques et leur 
fonctionnement coordonné; 
 la synchronisation (et la resynchronisation en cas de rupture) avec le RI principal; 
 le contrôle des flux d'énergie entre les différentes composantes du MR d'une part, 
et entre le MR et le RI d'autre part; 
 le fonctionnement optimal et la minimisation des coûts. 
 Compte tenu l'hétérogénéité d'un MR intégrant des ressources énergétiques et charges de 
différentes technologies (sources conventionnelles et renouvelables, stockages, charges 
statiques et dynamiques)  une pléthore de techniques de contrôle ont été développées et sont 
applicables à différents niveaux de construction d'un MR.  La classification et normalisation des 
techniques de contrôle est une tâche ardue activement traitée par la littérature [41].  Le consensus 
tend vers une classification à trois couches ou niveaux de contrôle : le contrôle primaire (niveau 
1), secondaire (niveau 2) et tertiaire (niveau 3). La Figure 2-29, adaptée de [132], illustre  le  
contrôle hiérarchique des MR. Des structures similaires sont exposées dans [133-136].  
2.5.1 Le contrôle primaire 
Le Contrôle primaire assure la fiabilité microréseau en régulant les échanges de puissances entre 
les composantes actives (microsources, stockages, compensateurs, etc.). Les boucles de 
contrôles primaires sont basées sur les relations fondamentales liant la puissance active et la 
fréquence d'une part, ainsi que celle liant la puissance réactive et la tension d'autre part.  En 
effet, dans les réseaux AC traditionnels, une sous-production de puissance active (resp. 
puissance réactive) produit une chute de fréquence (resp. chute de tension).  Ces 
interdépendances sont mises en évidence par la Figure 2-30 représentant le transfert de 
puissances entre une microsource et le bus AC principal, les deux étant reliés par une ligne de 
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transport résistive-inductive. L'analyse de ce schéma débouche sur l'écriture des relations (2.15) 
et (2.16) exprimant respectivement la puissance active iP   et la puissance réactive iQ  transférées 
par la microsource  i .  Dans la littérature classique, on néglige l'effet résistif des lignes de 
transport et on montre que le déphasage i  entre la microsource et le réseau peut être utilisé pour 





cos( ) sin( ) sin( )R ii i i i i i i
VEV
P R E V XE P
R X X





cos( ) sin( ) cos( )R ii i i i i i i
VEV V
Q X E V RE Q
R X X X
 (2.16) 
Ainsi, le contrôle primaire produit les consignes de puissances (ou de tensions/fréquence) aux 
différentes microsources. Ces dernières possèdent chacune un ensemble de boucles de 
régulation internes chargées de réaliser avec rapidité et précision les consignes reçues. Le 
contrôle primaire peut alors être centralisé, c’est-à-dire géré par une unité de calcul central,  ou 
décentralisé. Dans ce dernier cas, chaque microsource héberge une partie de la logique de 
contrôle primaire. Le contrôle centralisé tire avantage de la flexibilité d'un réseau de 
communication (Ethernet12, RS-48513) et de la puissance de calcul d'un ordinateur central, mais, 
ce dernier peut causer une panne générale en cas de dysfonctionnement. Le contrôle 
décentralisé, plébiscité par la littérature,  est quant à lui basé sur les chutes de fréquence et de 
tensions qui sont liées aux transferts de puissances (Droop Control). La fréquence du système 
dans un MR-AC étant une grandeur globale pouvant être surveillée par chaque microsource, elle 
est un moyen de communication implicite. Il en est de même de la tension au point de couplage 
                                                 
12 Protocole de réseau local à commutation de données définis par une norme internationale (ISO/IEC 8802-3). 
13 Spécification électrique pour des systèmes multipoints couramment utilisé pour l'automatisation distribuée en industrie. 
  73 
 
 
commun (pcc), ce qui permet d'obtenir un système évolutif (plug and plug14) et résiliant (robuste 
aux pannes).   
Le "Droop Control" consiste à imposer des caractéristiques ( )i iP f  et ( )i iQ g V  à chaque 
microsource (ou système de stockage). Ainsi, chaque élément contribue à stabilité globale 
suivant ses capacités et le degré de sollicitation du MR (la charge globale). Ce fonctionnement 
est illustré par la Figure 2-31. Une figure similaire peut être construite pour le cas des échanges 
de puissances réactives. Chaque microsource produit une puissance active GiP  (resp. réactive
 GiQ ) qui est liée à la capacité maximale du générateur. Dans le cas présenté à la Figure 2-31, la 
puissance requise par la charge passe de 1LP  à une valeur 2 1L LP P .  
                                                 
14 Un équipement "Plug and Play" est immédiatement reconnu et intégré au contrôle global dès  son branchement au bus principal.  
 
Figure 2-31 Illustration du contrôle primaire pour un microréseau à deux sources alimentant 
une charge locale 
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Pour maintenir la stabilité de la production et une répartition adéquate de la charge totale,   
chaque microsource réajuste sa production suivant la chute de fréquence imposée par cette 
dernière. Pour les sources conventionnelles basées sur la machine synchrone, la chute de 
fréquence suite à une augmentation de la charge se fait automatiquement tandis que pour les 
sources renouvelables basées sur les onduleurs, le contrôle primaire produit les références de 
vitesse  et de tension E  aux contrôleurs internes suivant les relations données par (2.17). PiD  
et QiD  sont des paramètres de contrôle primaires qui sont définis à partir de la variation 
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Dans l'équation (2.17) les grandeurs *  et de tension *E  représentent les consignes produites 
par le contrôle secondaire décrit à la section 2.5.2. La dynamique du contrôle primaire ainsi que 
plusieurs améliorations du contrôle par chute de fréquence/tension sont précisément étudiées 
par A. Bidram et A. Davoudi dans [132]. 
2.5.2 Le contrôle secondaire 
La stabilisation par le contrôle primaire distribué se fait au prix de petites variations de tensions 
et de fréquence (voir Figure 2-31). Le contrôle secondaire a pour rôle de rétablir  les grandeurs 
nominales de la fréquence et de la tension en agissant sur la référence du contrôle primaire. 
Lorsque le système fonctionne en mode isolé, les standards de fréquence ( 60Hzreff  ou 
2 377rad/sref reff  en Amérique du Nord)  et de tension ( 120 VrefE  pour le réseau de 
distribution BT au Canada) sont imposés. Lorsque le MR fonctionne en mode connecté, les 
références de sont fixées par le contrôle tertiaire (voir 2.5.3). Le contrôle secondaire prend aussi 
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en charge la transition douce entre les modes connectés et non connectés [136] en 
resynchronisant le MR au besoin.  
Pour annuler les erreurs de fréquence et de tension, le contrôle secondaire est modélisable par 
des boucles comportant des correcteurs Proportionnel-Intégral (PI). Les équations (2.18) et 
(2.19) représentent les dynamiques de contrôle de la fréquence et de la tension respectivement. 
PK , IK , PEK  et IEK  sont les paramètres de contrôle. 
* et *E sont les variations à 
appliquer au contrôle primaire pour rétablir la fréquence et la tension nominale du système. 
Dans (2.18), s  est une déviation de fréquence qui est imposée pour en mode connecté, pour 










PE E IE EE K K d  (2.19) 
 Avec ref  et  E refE E  
Le contrôle secondaire est généralement implémenté de manière centralisée dans un ordinateur 
de contrôle qui reçoit toutes les informations utiles d'un réseau de capteurs bâti sur le MR.   
 
Figure 2-32 Contrôle hiérarchique des microréseaux 
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2.5.3 Le contrôle tertiaire 
Le contrôle tertiaire permet d'optimiser le fonctionnement de l'ensemble du MR en prenant en 
compte les considérations économiques. Il permet de réguler les échanges d'énergie entre le MR 
et le réseau global en mode connecté. La boucle de contrôle tertiaire est construire au-dessus de 
la boucle de contrôle secondaire et lui fournit les références de tension et de fréquence en mode 
connecté. En effet, en mode connecté, la fréquence et la tension au pcc sont fixées par le réseau 
et les échanges de puissances active et réactive sont contrôlés à travers la fréquence (ou l'angle 
interne) et la tension du bus AC principal d'après les formules fondamentales (2.15) et (2.16).  
Les correcteurs tertiaires sont de type PI et leurs expressions sont données par (2.20) et (2.21). 
Tout comme le contrôle secondaire, le contrôle tertiaire est centralisé et est implémenté dans un 
système de supervision. Les références de puissances sont issues de calculs économiques 
impliquant des algorithmes d'optimisation multi objectifs et des systèmes experts15 employant 




ref PP P IP PK K d    avec  
ref




ref PQ Q IQ QV K K d  avec  
ref
Q G GQ Q   (2.21) 
Le contrôle hiérarchique des MR est illustré par la Figure 2-32. On observer que sur le plan 
global, le contrôle d'un MR est fait d'une imbrication de boucles d'asservissement, les boucles 
externes fournissant les références des boucles internes. Le réglage des contrôleurs obéit au 
principe de découplage temporel. En effet, pour garantir la cohérence de l'ensemble, il est 
impératif d'avoir une hiérarchie des temps de réponse des boucles de contrôles, le contrôle 
primaire étant plus rapide que le contrôle secondaire, lui-même plus rapide que le contrôleur 
                                                 
15 Logiciel capable de répondre à des questions, en effectuant un raisonnement à partir de faits et de règles connues. 
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tertiaire. Ainsi, le contrôle secondaire peut être dimensionné en considérant le contrôle tertiaire 
assez lent pour admettre ses sorties constantes, et les contrôles primaires assez rapides pour 
considérer leur action instantanée. Ceci réduit considérablement les efforts de détermination des 
gains proportionnels et intégral apparaissant dans (2.18) et (2.19).  
2.6 CONCLUSION  
Dans le présent chapitre, nous avons présenté une revue de la littérature de "l'écosystème" des 
Microréseaux électriques (MR). Dans un premier temps, ce nouveau paradigme a été positionné 
par rapport à la notion de Réseau Intelligent (RI), abondamment étudié dans la littérature 
scientifique. Il a été entre autres observé que le MR est une modalité pratique du RI. Ainsi, les 
principales architectures et constituantes des MR ont été abordées. Il est bâti proche du 
consommateur final, fait appel à un ensemble très hétérogène de composantes (générateurs 
classiques, énergies renouvelables, dispositifs de stockages et charges dynamiques) le tout bâti 
sur un réseau de capteurs et d'échanges d'information. L'ensemble fonctionne de manière 
cohérente suivant une logique de commande généralement déclinée dans la littérature par une 
structure de contrôles imbriqués à trois niveaux, le niveau 1 engageant les dynamiques les plus 
rapides liées aux tensions et aux courants, le niveau 2 traitant des logiques liées à plus d'une 
constituante du MR (générateurs, stockage, ou consommation)  et le niveau 3 s'occupant des 
dynamiques à long terme basées sur le fonctionnement global et l'optimisation économique. Les 
fonctionnements intrinsèques des différentes composantes ont été présentés et donnent un 
ensemble d'informations utiles à la construction du prototype de laboratoire pour l'étude des 





Chapitre 3 -  PROTOTYPE PROPOSÉ POUR L'ÉTUDE EN 
LABORATOIRE DES MICRORÉSEAUX 
3.1 INTRODUCTION 
Un microréseau (MR) est un ensemble d'équipements de production, de transports et 
d'exploitation de l'énergie électrique fonctionnant de manière cohérente et coordonnée. Ceci 
implique la présence d'au moins deux niveaux de contrôle (niveaux 1 et 2, voir section 2.5) 
permettant une gestion optimale des échanges d'énergies. Les structures d'interconnexion sont 
choisies en fonction de la nature de l'énergie électrique distribuée (alternative ou continu [31]). 
Dans la présente thèse, le microréseau AC a été retenu pour l'étude en laboratoire. En effet, bon 
nombre d'études techniques de la dernière décennie [48, 54, 138, 139] recommandent 
l'implémentation des MR  alternatifs (AC) triphasés ou monophasés pour tirer avantage de la 
maturité des technologies employées dans les systèmes de distribution actuels. Ainsi, le réseau 
de distribution du futur comportera tous les dispositifs lui permettant d'être autonome, c’est-à-
dire pouvoir assurer une alimentation locale sans coupure, en cas de panne majeure sur le grand 
réseau de sous-stations de transformation [20, 140]. Ceci passe par l'intégration massive des 
sources nouvelles de production  telles que l'éolien et le solaire photovoltaïque, en vue d'une 
cogénération locale avec les sources traditionnelles d'énergie, notamment le diesel et la 
microhydroélectrique.  
Pour mener à bien des projets d'intégration des énergies renouvelables, il est avantageux de 
pouvoir effectuer des essais en laboratoire des différentes logiques de contrôle envisagées. Les 
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évolutions fulgurantes qu'ont connues les domaines de l'informatique et des télécommunications 
durant la fin du siècle dernier ont permis d'accroitre l'accessibilité aux modèles électriques de 
pratiquement toutes les composantes d'un réseau électrique. Cependant, les modèles 
mathématiques sont généralement bâtis suivant de nombreuses approximations et sont le plus 
souvent appliqués pour mettre en évidence des phénomènes précis, dans des situations précises. 
Par ailleurs, les systèmes de conversion sont en général eux-mêmes basés sur l'application de 
modèles et de principes mathématiques (linéarisation, découplage, transformations de Park, 
phaseurs, etc.). Pour tester avec efficacité l'impact d'une source renouvelable sur un réseau 
électrique, il est nécessaire de disposer d'une réplique réelle d'un MR pouvant reproduire ses 
principales faiblesses, notamment sa faible réserve de mouvement (inertie). La littérature fait 
état de nombreuses plateformes de développement à travers le monde, construites pour des 
objectifs de développements divers [141, 142].  Le système présenté dans [142], isolation de la 
sous-station de Senneterre au Québec, capacité de 31 MW avec des lignes de 120 kV opérées 
par Hydro-Québec, donne un bon aperçu de ce que peut être un système d'expérimentation 
grandeurs nature. Cependant, un tel système est délicat à paramétrer et peu flexible quant à la 
nature des tests envisageables. Des systèmes réduits à l'échelle d'un laboratoire permettent plus 
de flexibilité et peuvent efficacement être exploités aussi bien à des fins de recherches que de 
formation [143]. 
Dans le présent chapitre, nous présentons la principale plateforme de tests pratiques conçue pour 
la mise en œuvre des solutions proposées dans la présente thèse.  Le système est bâti dans le 
laboratoire d'efficacité énergétique et énergie de l'UQAT, et est destiné à être intégré au 
simulateur de centrale hydroélectrique d'Hydro-Québec [144]. La section 3.2 présente 
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l'architecture du prototype, la section 3.3 expose en détail ses différents modules et la section 
3.4 présente un récapitulatif en images du prototype construit. 
3.2 ARCHITECTURE RETENUE POUR LE PROTOTYPE 
Le prototype de microréseau est essentiellement bâti pour effectuer des tests d'interfaçages entre 
les sources traditionnelles et les sources renouvelables et leurs actions sur une charge locale. 
Les sources traditionnelles possèdent en fin de ligne des machines électriques (Génératrices 
synchrones pour la plupart) et les sources renouvelables par des onduleurs. Le système construit 
est en grande partie basé sur les éléments de la suite didactique EMS8013 de LABVOLT® 
[145]. C'est un ensemble qui contient quatre systèmes d’entrainement permettant d'investiguer 
sur différentes techniques associées à la production et l'utilisation de l'énergie électrique. Tous 
les modules composant ce système sont constitués d'interfaces semi-ouvertes, pour offrir à 
l'apprenant (ou au chercheur) un aperçu du composant physique,  et s'insèrent dans une station 
de travail mobile standard offrant tout le confort et la facilité d'expérimentation. Par ailleurs, 
chaque machine tournante est fixée sur un chariot mobile et possède une grande variété d'options 
de couplages mécanique à d'autres machines du même système. Ces dernières possèdent de 
grandes inerties (comparativement à leurs dimensions) permettant d'émuler sans artifice 
particulier les machines de production de centrales. Le système est représenté à la Figure 3-1. 
La génération conventionnelle est représentée par les sous-ensembles émulateur de générateur 
microhydroélectrique (MHE) et micro source diesel. Chaque générateur possède un disjoncteur 
principal capable d'assurer les fonctions basiques de protection et de commutation de la 
microsource. Un connecteur d'extension est aménagé pour une connexion ultérieure du 
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simulateur de centrale hydroélectrique d'Hydro-Québec. Le sous-système émulant la génération 
MHE possède une capacité nominale de 1.5 kVA et est explicité à la section 3.3.3.  
La source diesel quant à elle est particulière et possède très peu de modèles dynamiques 
électriques. Pour avoir un système le plus réaliste possible, notamment pour un fonctionnement 
en mode autonome, un générateur diesel triphasé du commerce a été choisi et spécialement 
aménagé pour l'étude. Les détails sur ce module sont donnés à la section 3.3.1. 
Comme observé dans la revue de la littérature, le module de stockage inertiel et les sources 
renouvelables ont en commun leur interface avec le microréseau. Ces derniers sont à base 
d'onduleurs échangeant de l'énergie active avec un bus courant continu (DC). L'interface avec 
 
Figure 3-1 Synoptique global du prototype de microréseau pour les expérimentations en laboratoire 
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la ressource primaire (volant d'inertie, énergie solaire ou vent) possède une structure adaptée à 
chaque source, cependant ces technologies font abondamment appel aux interfaces 
d'électronique de puissances et échangent de l'énergie avec le lien DC servant de source à 
l'onduleur connecté au réseau. L'étude du système stockage ainsi que celui des sources 
renouvelables peut être unifié au niveau de l'interfaçage avec le MR. Les productions 
renouvelables quant à elles, peuvent être émulées par des injections de puissances côté DC, avec 
des profils à adéquats. 
La collecte des données est effectuée au travers des modules d'acquisition EMS9063 (adapté 
aux armoires de LabVolt), mais aussi à l'aide des différentes interfaces d'électronique de 
puissance connectées. En effets, ces derniers possèdent au minimum des capteurs de courants et 
de tensions pouvant être utilisés pour estimer différentes grandeurs électriques (puissances et 
fréquence du MR par exemple). Les télécommunications n'étant pas critiques à l'échelle d'un 
laboratoire, des liaisons courtes (RS232, RS485 ou USB) ont été retenues pour les échanges de 
données entre les différents modules intelligents et l'ordinateur de développement/supervision.  
  83 
 
 
3.3 STRUCTURE DES DIFFÉRENTES MICROSOURCES 
3.3.1 La microsource diesel 
La microsource diesel est construite autour d'une génératrice diesel de Voltmaster®. Il est 
équipé d'un moteur diesel monocylindre de pouvant produire 7.2 hp avec une vitesse nominale 
de 3600 rpm [146]. Son régulateur est de type mécanique à masses mobiles: deux masses 
solidaires du vilebrequin et retenues par des ressorts sont soumises aux forces centrifuges et 
actionnent l'arrivée de carburant dans les injecteurs du moteur. Les paramètres du régulateur 
sont réglés en usine et inaccessibles à l'ingénieur. Cependant ces derniers sont requis pour l'étude 
de l'intégration d'un tel équipement dans un MR. Une solution à ce problème est proposée au 
chapitre 4. Observons aussi que l'emploi d'un tel moteur impose l'utilisation d'une génératrice 
synchrone à une paire de pôles.  
La génératrice synchrone, fermement couplée au moteur diesel est a rotor bobiné à balais. Cette 
dernière est couplée à un régulateur de tension basé sur un redresseur à thyristor. Ce dernier est 
de type statique autoamorcé. La Figure 3-2 présente une vue de la plaque signalétique de la 
génératrice et une photographie du régulateur de tension. Comme constaté pour le régulateur de 
 
Figure 3-2 Photographie de la plaque signalétique(a) et du régulateur de tension (b). 
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vitesse, le régulateur de tension est un second élément compact dont les paramètres doivent être 
identifiés pour l'étude de la cogénération (voir chapitre 4). 
Les aménagements effectués sur la génératrice diesel pour les travaux d'identification présentés 
au chapitre 4 ont essentiellement consisté en l'ajout: 
 d'un capteur de vitesse, 
 d'un capteur de débit d'air; 
 d'un capteur de débit de carburant; 
D'autres ajustements ont consisté en l'augmentation du standard de sécurité pour une 
exploitation optimale en laboratoire. Une autre amélioration a consisté à rajouter un ensemble 
de charges résistives constituées d'éléments chauffants, ainsi que des contacteurs de contrôle 
pour en commuter les valeurs. Vu la position de ce dispositif additionnel (sous le moteur), un 
ventilateur a été ajouté pour évacuer la chaleur et éviter les surchauffes en cas d'utilisation 
prolongée. Le résultat est présenté à la Figure 3-3. 
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3.3.2 Le simulateur d'Hydro-Québec 
Hydro-Québec a entrepris en 2006 la construction d’un simulateur de centrale hydroélectrique 
au sein de son centre de formation à Rouyn-Noranda en Abitibi-Témiscamingue (Québec) [147]. 
Une structure à trois étages pouvant accueillir plusieurs travailleurs a été construite à cet effet. 
Ladite structure est principalement constituée de (voir Figure 3-4): 
 un bassin supérieur (étage supérieur) d'une capacité de 3,186 m3 (soit 3.18 T d'eau),  
représentant le  bassin de retenue d'eau; 
 
(1) Moteur Diesel + régulateur de vitesse (7.2Hp) (8)  Ventilateur de refroidissement (charges locales) 
(2) Génératrice synchrone (5 kVA) (9)  Banc de résistances ajustables (charges locales) 
(3) Capteur de vitesse (génératrice tachimétrique) (10)  Support à roulettes 
(4) Capteur de débit d'air (alimentation en air) (11)  Éléments chauffants (résistances) 
(5) Réservoir à carburant (12)  Boîtier de raccordement électrique (120V/208V) 
(6) Armoire de contrôle (appareillage de mesure et de 
commandes automatiques) 
(13)  Régulateur de tension 
(7) Batterie (Démarrage électrique)  
Figure 3-3 Présentation du sous-module diesel 
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 d'une conduite forcée d'environ 5.13 m de longueur et 25 cm de diamètre, reliant le 
bassin supérieur à la bâche spirale située dans l'étage inférieur; 
 d'un groupe turboalternateur comportant toutes les principales structures de contrôle, 
notamment le système de vannage, rencontré dans un hydrogénérateur; 
 
Figure 3-4 Aperçu du projet de simulateur d'Hydro-Québec 
 
Figure 3-5 Schéma synoptique du simulateur d'Hydro-Québec 
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 un aspirateur dirigeant l'eau issue de la turbine vers le bassin inférieur dont la capacité 
est d'environ 5,165 m3; 
 un bassin intermédiaire situé dans l'étage intermédiaire, permettant une simulation de 
l'évacuateur de crue; 
 et d'un système de pompage permettant le recyclage de l'eau dans le simulateur.  
Parmi ces composantes, l'alternateur triphasé constitue l’une des pièces maitresses de ce projet. 
En effet,  il doit avoir une puissance de l'ordre de 5 kVA, être fabriqué sur mesure et posséder 
des caractéristiques électriques semblables (en pu) à celle d'une centrale grandeur nature. 
 Le schéma synoptique du simulateur donné à la Figure 3-5. Ce dernier rend compte de manière 
détaillée des différents systèmes et de leurs interactions. Entre autres, on peut  observer trois 
principales boucles de contrôle: (i) le régulateur de vitesse; (ii) le régulateur de tension et (iii) 
le recyclage de l'eau. Ce système est en cours de construction et est destiné à cogénérer avec le 
prototype de MR construit, pour servir de plateforme d'études et de formation. Pour néanmoins 
effectuer des tests avec une partie hydrogénératrice incluse dans le MR, une option d'émulation 
a été choisie telle qu'exposée à la section suivante. 
3.3.3 L'émulateur de microcentrale hydroélectrique 
Pour reproduire en laboratoire le comportement dynamique d'une microturbine hydroélectrique, 
nous avons opté pour un agencement physique constitué d'un moteur à courant continu couplé 
à  une génératrice synchrone (voir Figure 3-1). Les éléments EMS8507 (Génératrice synchrone) 
et EMS8501 (Machine à Courant Continu (MCC)). Le couplage des deux machines est illustré 
à la Figure 3-6(a). La MCC est alimentée à partir d'une source d'alimentation fixe 120V/25A via 
un hacheur de puissance 4 Quadrants de la firme Gemini Controls [148]. Le modèle 12M8-
41000 a été sélectionné pour la présente application compte tenu de l'accessibilité de ses 
différentes composantes. La Figure 3-6(b) en présente un aperçu. 
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Le convertisseur de puissance est configuré pour produire un courant d'induit conforme à la 
consigne de couple produite par l'ordinateur de supervision (voir Figure 3-6(a)). Ce dernier 
exécute en temps réel le modèle numérique de turbine hydroélectrique. Il s'agit notamment de 
la circulation d'eau et de la production de couple. Ce choix technique a été largement inspiré des 
récents développements dans le domaine des boucles de simulation "Hardware-in-the-Loop" 
 
Figure 3-6 Émulation de l'hydroélectrique: (a) Principe de fonctionnement; (b) aperçue de 
l'électronique de commande   
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(HIL [149, 150]), comportant des organes physiques (donc purement analogiques), largement 
employées pour évaluer les algorithmes de commandes avancées. 
Le schéma HIL du module d'émulation de microcentrale hydroélectrique est détaillé à la Figure 
3-7. Dans la partie simulée (espace virtuel), l'algorithme de génération des références de courant 
(ou de couple) se fait en temps discret et chaque nouvelle mesure de vitesse est comparée avec 
la référence 
*
m . L'erreur ainsi calculée est par le correcteur PID qui contrôle le vannage
16 g . pT
est la constante de temps de l'actionneur des vannes (vérin ou bras motorisé) et pR  est le gain 
statique du contrôleur. La dynamique de production de la puissance mécanique à partir de la 
position g  des vannes directrices (cas classique de la turbine Françis, voir section 2.4.1.1)  est 
représentée par un bloc du premier ordre à phase non minimale ayant pour paramètre wT , 
représentant la constante d'accélération de la colonne d'eau dans la conduite forcée. Ce modèle 
est amplement exploré par Kundur dans [65].  La consigne de couple (à produire par la MCC) 
                                                 
16 Degré d'ouverture  des vannes d'admission d'eau dans la turbine 
 
Figure 3-7 Modèle HIL de fonctionnement de l'émulateur d'hydrogénérateur 
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est obtenue en divisant la puissance mccP  issue du modèle de la turbine par la vitesse mesurée. 
La relation proportionnalité mccK  existant entre le couple et la vitesse d'une MCC permet  d'en 
déduire la consigne de courant 
*
di  à appliquer à partie physique via le module de puissance (voir 
Figure 3-6(b). Notons qu'une mise à l'échelle est éventuellement nécessaire entre les deux 
espaces (virtuel et physique)  pour obtenir un ensemble cohérent. En effet, les paramètres de 
turbine sont généralement adimensionnels, c’est-à-dire rapportés à une base donnée (système 
par unité ou pu). 
En ce qui concerne la partie physique, elle est essentiellement constituée de la dynamique de 
production du couple à partir de la référence de courant, et de la dynamique des masses 
tournantes (rotors couplés des machines). L'électronique de puissance est réglée pour obtenir un 
temps de réponse le plus court possible avec des marges de stabilités acceptables, et on peut 
l'assimiler à un système du premier ordre possédant un gain statique mccK  et une constante de 
temps HT .  Cette dernière est limitée par la marge de stabilité voulue et la fréquence de 
modulation PWM du hacheur 4-quadrants employé.  Dans la dynamique mécanique, D  
représente de coefficient de friction total et TJ  est l'inertie totale du système tournant. Ces 
paramètres sont aisément identifiables   par un essai de ralentissement17. La vitesse mécanique 
m  est périodiquement échantillonnée par l'espace virtuel (voir Figure 3-7).  
Notons que le succès de la méthode HIL passe par la sélection d'un lien de communication 
suffisamment rapide et fiable entre l'ordinateur hébergeant le modèle et le dispositif 
                                                 
17 La masse est accélérée à une vitesse N0 puis libérée de toute contrainte extérieure. Le profil de la vitesse lors du 
ralentissement permet d'obtenir les paramètres d'inertie et de frictions.  
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d'échantillonnage-interfaçages numérique/analogique.  Pour le présent prototype, un lien RS232 
en conjonction avec l'environnement de simulation Matlab-Simulink® a été utilisé. Comme 
d'autres nombreuses publications sur le sujet, les articles de Santi [151] et Kralev [152] 
expliquent clairement comment fonctionne une telle combinaison. Le lien RS232 est 
généralement utilisé en mode asynchrone et nécessite dans son câblage 3 signaux: (i) 
transmission des données (TxD),  (ii) réception des données (RxD) et (iii) la référence (GND) 
des signaux précédents.  Des vitesses de transmission de 230 400 Bd (18), peuvent être atteintes 
pour des liaisons physiques de moins de 2 m. En temps réel, on peut donc transmettre et recevoir 
57 nombres à virgule flottante (au format IEEE-754 sur 32 bits),  chaque dix millisecondes 
(moins d'un cycle de 60Hz). Ceci laisse assez de la place pour transférer les informations de 
vitesse, tensions (phases a, b et c), courants (phases a, b et c) et toute autre information utile 
(température, etc.). Notons aussi que le lien RS232 est "full-duplex19". 
3.3.4 L'émulateur du système de stockage inertiel 
Le stockage inertiel fait partie de la famille des systèmes de stockage électromécaniques exposés 
au chapitre 2 (section 2.4.3.3).  Ce module est conçu pour rétablir en des temps aussi brefs que 
possible, l'équilibre des puissances entre productions et consommations. Plusieurs structures 
sont proposées dans la littérature [153-155], et les structures plébiscitées sont basées  sur 
l'emploi d'une machine asynchrone interfacée au MR par une chaine de conversion AC-DC-AC 
encore connu sous le nom de convertisseur "back-2-back" [126]. La suite didactique 
LabVolt 8010 [156] possède un ensemble de modules exploitables pour la mise en œuvre de 
l'émulateur de stockage inertiel tel que schématisé à la Figure 3-8.  
                                                 
18 Le baud (Bd) est l'unité de mesure de la rapidité de modulation en transmission numérique. C'est l'inverse de la durée en secondes du plus 
court élément du signal transmis via une ligne de communication série. 
19 Dans un système en full-duplex, les deux parties peuvent transmettre simultanément et de manière asynchrone des informations. 
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Dans la Figure 3-8, le système de stockage inertiel est construit quasiment "brique par brique". 
Ceci peut être avantageux, notamment en situation d'apprentissage, pour connaissance profonde 
de chaque composante du système. Cette suite dispose d'un logiciel d'interfaçage très pratique 
nommé LVDAC-EMS regroupant de nombreux outils d'acquisition, d'affichage (tableaux et 
graphiques), de traitement (séries de Fourier, phaseurs et analyses spectrales) et aussi de 
commande (génération de commandes suivant un profil). Cependant, les composantes de 
puissance (transformateurs, onduleurs et machines)  possèdent une capacité nominale de 
200VA.  Par ailleurs, la multitude des boucles de contrôle nécessaires pour faire fonctionner 
adéquatement un système de stockage inertiel provoque très vite une inflation du nombre de 
composantes à loger dans l'armoire LabVolt et le tout peut devenir très vite ingérable. Par 
exemple, la technique classique de contrôle vectoriel des onduleurs fait appel à près de huit 
 
Figure 3-8 Ébauche d'émulation du stockage inertiel à partir des éléments de suite didactique 
LabVolt® 
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contrôleurs PI, impliquant l'emploi de huit modules 9034 avec la connectique et les réglages 
adéquats, ces derniers étant par ailleurs analogiques (potentiomètres). Enfin, les modulateurs 
PWM (modules 9029) son fait pour générer des signaux PWM de 2 kHz maximum, ce qui limite 
sérieusement les performances envisageables avec ce système. Bien que le schéma de la Figure 
3-8 soit une manière "détournée" d'exploitation de la suite didactique de LabVolt®, il montre 
néanmoins difficulté qu'on peut avoir à construire un système de stockage inertiel ouvert et 
hautement reconfigurable, que ce soit du point de vue matériel ou logique (boucles de contrôles). 
Travaillant sur ces aspects, Festo Didactic ® (nouveau développeur des suites didactiques 
LabVolt) propose des solutions plus compactes, cependant de faible puissance et  très peu 
ouverts (possibilité d'exploration détaillée des composantes). 
Inspirés de la méthode HIL employée pour l'émulateur de l'hydrogénérateur (voir section 3.3.3),   
les premiers travaux concernant ce composant ont consisté à remplacer l'ensemble analogique 
par un système numérique analogue tel que représenté à la Figure 3-9. Par rapport à l'idée de 
départ illustrée à la figure 8. On peut observer que fondamentalement, les modulateurs PWM 
analogiques et les contrôleurs PID ont été embarqués dans carte de commande. Pour cet élément 
central, des solutions techniques très élaborées sont proposées par plusieurs manufacturiers dont 
les plus célèbres sont Analog Devices, Texas Instruments, STMicroelectronics, ON 
Semiconductor, Microchip Technology, Renesas Electronics, Freescale et bien d'autres. Notre 
choix a été guidé par le coût, la flexibilité (interfaces disponibles), la rapidité (nombre 
d'opérations par seconde), la simplicité de mise en œuvre (outils de développement), 
l'accessibilité (distributeurs), l'ouverture (disponibilité de l'information) et la popularité 
(communauté des utilisateurs). Notre choix s'est porté sur les cartes de développements de la 
firme STMicroelectronics proposant une gamme variée  de microcontrôleurs spécialement 
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aménagés pour le calcul numérique et le contrôle des machines [157, 158]. Il existe une 
littérature abondante sur ce processeur, l'information est accessible plusieurs applications 
universitaires sont accessibles via la plateforme IEEE-explore®20, une des libraires digitales les 
plus fournies au monde. Les DSP TMS320f [159] de la firme Texas instruments sont aussi 
populaires, mais, les ressources de développements pour ces derniers sont moins abondantes et 
très généralement propriétaires. 
La carte de développement choisie pour embarquer la structure de contrôle est basée sur le 
microcontrôleur STM32f407. Celle-ci est non-propriétaire (conception accessible et 
éventuellement modifiable par le grand public) et compatible avec de nombreux outils de 
                                                 
20 Site Web: https://ieeexplore.ieee.org/Xplore/home.jsp 
 
Figure 3-9 Amélioration de l'émulateur de stockage inertiel à l'aide d'un système embarqué 
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développement "Open Source21" ou sous licence GNU22, tel que la suite Eclipse et le module 
GNU-ARM [158]. Ce microcontrôleur à faible coût est basé sur un cœur RISC23 
ARM Cortex-M4 fonctionnant sur 32 bits et dont la vitesse d'exécution peut atteindre 210 
DMIPS24. Le cœur Cortex-M4 comprend une unité de calcul la virgule flottante (FPU) qui prend 
en charge toutes les opérations DSP via un ensemble très complet d'instructions spéciales telles 
que les MAC (Multiply And Accumulate), très utiles pour l'accélération du filtrage numérique et 
des transformées discrètes de Fourier (FFT). Il intègre également des mémoires (FLASH et 
RAM) et une vaste gamme d'entrées/sorties et d'interfaces périphériques, dont certains sont 
dédiés aux systèmes de l'électronique de puissance et à la commande des machines électriques 
(CAN, CNA, PWM, décodeurs de vitesse, etc.) [159, 160]. Cadencée à 168MHz (fréquence 
interne)  cette puce est particulièrement fourni en interface de communications telle que l'UART 
(dédié au RS232 et RS485) et l'Ethernet ISO/IEC 802-3 à haut débit (dédié aux LAN et WAN).  
La notoriété des processeurs basés sur les cœurs  Cortex-M a poussé les développeurs de 
MathWorks® (producteur des outils Matlab/Simulink) à produire des supports pour la 
compilation et le déploiement matériel sur des plateformes ouvertes et à faible coût [161].  
Très spécifiquement, le processeur STM32f407 possède trois convertisseurs analogique-
numérique haute vitesse (jusqu'à 7 Méga-échantillons/seconde) exploitables via 24 entrées 
analogiques multiplexées. Des échantillonnages et conversions de deux lignes peuvent se faire 
en parallèle, ce qui est requis par exemple pour l'acquisition d'une tension (ou d'un courant 
                                                 
21 La désignation Open Source (code source ouvert) s'applique aux logiciels, et s'étend maintenant aux œuvres de l'esprit, respecte des critères 
précisément établis par l'Open Source Initiative regroupant un ensemble de possibilités de libre redistribution, d'accès au code source et de 
création de travaux dérivés. 
22 Licence publique générale qui fixe les conditions légales de distribution d'un logiciel libre. 
23 Reduced Instruction Set Computer (RISC): processeur à jeu d'instructions réduit construit suivant un type particulier d'architecture matérielle 
se caractérisant par un jeu d'instructions restreint, et des instructions aisées à décoder et rapide à l'exécution.  
24 Le Dhrystone's Mega Instructions per Second (DMIPS), est une unité de mesure de la valeur moyenne de nombre d'instructions exécutées 
par seconde 
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triphasé).  Les résultats des conversions sont des nombres (entiers ou fractionnaires) de 12-bits, 
soit une précision de 3.3/212 = 0.806 mV. Ce processeur peut matériellement prendre en charge 
la conversion d'une série d'échantillons et le transfert direct par trames de ces données vers la 
mémoire RAM, principal espace de travail. L'unité centrale de traitement (CPU) peut ainsi 
exécuter d'autres routines (les communications par exemple) durant ces conversions. Les 
différents calculs liés au contrôle de niveau 1 (voir 2.5.1) sont déclenchés par une interruption 
de fin de transfert. Le CPU met en pause toutes ses opérations en cours et exécute l'algorithme 
de commande numérique qui se résume à: (i) mettre à l'échelle le résultat des conversions afin 
de remettre les grandeurs dans leurs unités d'origine (par exemple traduire en rad/s ou rpm pour 
la vitesse) et éventuellement effectuer des conversions trigonométriques (transformations de 
Park); (ii) comparer les mesures aux références et calculer les sorties des correcteurs PI, (iii) 
Construire le signal de commande requis pour la correction et éventuellement, effectuer des 
transformations trigonométriques inverses (Inverses de Park); (iv) et mettre à jour les registres 
 
Figure 3-10 Fonctionnement de l'émulateur de stockage inertiel 
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des modules de modulation PWM. Cette modulation se fait de manière automatique grâce à des 
interfaces dédiées, les Timers, qui prennent en charge tout ce qui concerne la production 
proprement dite des signaux de gâchette des IGBTs (6 par modules 8837).  Ces timers sont 
configurés pour produire un signal PWM de fréquence 20 kHz et sont aussi munis d'entrées 
asynchrones (Break_In) permettant de neutraliser les signaux de gâchette en cas de défaut 
prolongé (court-circuit d'un bras d'onduleur par exemple). Les circuits analogiques et 
numériques sont donnés en Annexe 1. 
La structure de la Figure 3-9 est certes améliorée, mais reste limitée à des échanges modestes 
de puissances (0.2 kW) entre le MR et la roue inertielle.  Pour aller au-delà (2 kW et plus), de 
nouveaux modules de puissances ont été construits tel qu'illustré par le dessin de la Figure 3-10. 
La conception est basée sur des IGBT de puissance RJH60F5 de la firme Renesas Electronics. 
Ces derniers ont un pouvoir de blocage de 600V et peuvent conduire 40A à 100°C (et 80A à 
25°C). Chaque bras d'onduleur possède deux IGBT (un côté H et un côté L) et l'onduleur est 
constitué de trois bras (A, B et C). Des circuits amplificateurs et isolateurs ont été construits 
pour chaque bras d'onduleur afin d'assurer à la fois l'adaptation des niveaux de tension de la 
commande (de 3.3V du DSP aux 15V requis par les IGBTs) et pour assurer une isolation 
galvanique (isolation des neutres) tout en maintenant de bonnes performances de commutation. 
Le circuit de commande est ainsi protégé contre des pics électriques (ou électromagnétiques) 
qui sont récurrents et pratiquement inévitables dans les circuits de puissance qui commutent de 
forts courants à grande vitesse (20 kHz). L'interface de commande est bâtie autour  du driver 
IR2113 et de l'optocoupleur HP2431 (voir schéma en annexe 1.3). La connexion entre le module 
onduleur et la carte de commande a été construite pour être entièrement compatible avec les 
modules LabVolt.   
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Chaque module occupe un volume de 1500 cm3 (15cm 20cm 5cm) et deux modules ont été 
construits et montés sur un même support pour servir d'onduleur complet. Les éléments de 
fabrications sont donnés à l'annexe 1 et les photographies du système construit à la section 3.4. 
Le système de conversion de puissance ainsi construit est assez puissant pour contrôler la grande 
inertie de l'assemblage électromécanique (8507-8503) illustré sur le synoptique global de la 
Figure 3-1. La Figure 3-10 récapitule le principe de l'émulateur de stockage inertiel. Notons que 
dans le cas présent, il ne s'agit pas d'un système HIL dans la mesure où toute la logique de 
contrôle est embarquée dans le microcontrôleur/DSP et le PC hôte est utilisé pour la  compilation 
du code source et programmation de la puce (phase de développement) et pour génération des 
consignes et l'acquisition des données (phase d'essais et fonctionnement). En effet, le lien RS232 
ne possède pas une bande passante (fréquence de communication maximale) assez large pour 
soutenir le flot constant de données (réelles de 32 bits) nécessaire pour un fonctionnement en 
temps réel, notamment en ce qui concerne les boucles de courants (voir chapitres 5 et 6).  
La machine asynchrone (8503) est employée pour accélérer ou ralentir le rotor de la machine 
synchrone (8504). Cette dernière n'est connectée à aucune source et n'oppose aucune résistance 
au mouvement ( 0gsT ) et seule son inertie est utilisée pour augmenter la capacité de stockage 
de l'ensemble. D'après [145], la machine asynchrone possède 4 pôles au total et son inertie est 
20.107 kg.mmJ   et celle de la machine synchrone est 
20.097 kg.mgJ  , soit un total 
sensiblement égal à  
20.204 kg.mtotalJ J  . Ce dispositif peut donc stocker jusqu’à 
3.624 kJ d'énergie cinétique. En libérant cette énergie avec une puissance constante de 2 kW, le 
système est complètement déchargé après 1.81 secondes (en théorie), ce qui implique que le 
système est fait pour du stockage à très court terme. 
  99 
 
 
3.3.5 L'émulation des différentes sources renouvelables 
Les sources renouvelables sont caractérisées par leurs caractères fluctuants (cas de l'éolien) ou 
intermittents (cas du photovoltaïque). Dans la revue de la littérature (voir section 2.4.2), 
notamment les travaux de revues [92, 124], on observe qu'une éolienne comporte un générateur 
(asynchrone ou synchrone) fonctionnant généralement à vitesse variable, et un panneau 
photovoltaïque produit une tension continue et sa puissance est contrôlée via un hacheur 
dévolteur pour en extraire le maximum d'énergie (système MPPT).   
En ce qui concerne la source éolienne, l'émulateur de stockage inertiel peut être réadapté sans 
grande modification matérielle. En effet si l'on observe le couplage des machines utilisées (voir 
Figure 3-10), la machine synchrone sert uniquement de masse inertielle et ne produit aucun 
couple sur le système en rotation. En alimentant cette dernière via un variateur de vitesse, 
l'Altivar 71 de Schneider Electric par exemple, on peut produire un couple ( gT ) contrôlé à partir 
 
Figure 3-11 Exploitation d'un bras d'onduleur pour émuler un système de production 
photovoltaïque 
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de l'alimentation secteur et émuler ainsi la production de couple d'une turbine éolienne. Dans ce 
cas l'algorithme implémenté pour le contrôleur de l'onduleur (côté machine asynchrone) sert 
essentiellement à réguler la vitesse de rotation m  en fonction de la puissance DER g mP T    
que l'on veut extraire vers le lien DC. L'onduleur côté réseau est toujours commandé pour 
réguler la tension du lien DC (voir chapitre 5 à la section 5.3.3.2). 
En ce qui concerne l'émulation d'une source photovoltaïque, les trois bras d'onduleurs côté 
machine peuvent être reconfigurés (par la logique de commande) pour fonctionner en hacheurs 
 
Figure 3-12 Simulateur de l'hydrogénérateur d'Hydro-Québec (en construction) 
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survolteurs indépendants. À partir de sources d'alimentations DC variables, on peut 
efficacement émuler le panneau solaire tel qu'illustré par la Figure 3-11. La source DC peut être 
contrôlée par un ordinateur exécutant un profil particulier de génération photovoltaïque. La 
commande du bras d'onduleur utilisé est reconfigurée de manière à bloquer en permanence le 
transistor HT  tout en commandant le transistor LT . La mesure du courant et de la tension de la 
source variable permet de mettre en œuvre un contrôle de type MPPT.  Les injections de 
puissances perturbent la tension du lien DC et l'onduleur côté réseau rétabli la référence (
400Vdcv ) en modifiant la puissance injectée dans le MR. 
3.4 RÉALISATIONS PRATIQUES 
Dans la présente section, nous donnons un récapitulatif en images des résultats obtenus pour la 
construction du prototype en vue de l'étude  des microréseaux électrique. La Figure 3-12 
 
Figure 3-13 Assemblage des machines tournantes: Émulateurs de la microcentrale 
hydroélectrique et de la microsource éolienne 
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présente un état des lieux de la construction du simulateur d'Hydro-Québec. Au regard des 
descriptions données à la section 3.3.2, bien des travaux sont encore en cours, d'où l'idée 
d'émuler cette partie par l'ensemble électromécanique de la suite LabVolt dont une photographie 
est donnée à la Figure 3-13. Le principe de l'ensemble hydrogénérateur est exposé à la section 
3.3.3. La flexibilité de couplage entre ces machines permet de tester plusieurs effets 
électromécaniques (grande inertie, technologie de conversion ou autre). Par ailleurs l'ensemble 
des Machines LabVolt offre des niveaux de sécurité facilitant l'exploitation de l'ensemble dans 
le cadre de l'enseignement. 
Le système convertisseur de puissance à deux onduleurs est celui qui a retenu le d'attention. Il 
a été fabriqué compact, mais assez ouvert pour rendre ses différentes composantes discernable 
et accessible par l'apprenant, le chercheur ou le développeur. La Figure 3-14 en donne un aperçu 
durant la phase de développement. L'interface graphique représente le calibrage des entrées 
analogiques, opération effectuée durant le développement. L'organisation en modules distincts 
(alimentation, distribution de l'alimentation, carte DSP, etc.). Un afficheur graphique et un 
 
Figure 3-14 Système de convertisseurs à deux onduleurs (en phase de développement)  
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clavier à quatre touches ont été ajoutés pour des commandes manuelles. En effet, le système a 
été conçu pour être connecté à un ordinateur hôte (voir Figure 3-10) cependant, le DSP exécute 
entièrement les algorithmes de contrôles et peut absolument fonctionner de manière autonome 
une fois programmé.   
 
Figure 3-15 Système de convertisseurs à deux onduleurs (Version de Janvier 2019) 
 
Figure 3-16 Système de convertisseurs à deux onduleurs (détails de l'étage de puissance) 
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Le système convertisseur entièrement constitué est présenté à la Figure 3-15. Globalement on 
dispose de deux plateaux: (i) le plateau au-dessus comprend l'alimentation générale (un bloc de 
type ATX25), un distributeur d'alimentation produisant entre autres des tensions isolées pour les 
différents capteurs, le contrôleur principal (carte DSP) comprenant les périphériques de 
communication (USB/RS232) et l'interface Homme-machine (afficheur, boutons, avertisseur 
sonore); (ii) et le plateau à la base comprend tous les circuits de puissances.    
La Figure 3-16. Présente une vue détaillée du plateau de base. À ce niveau, on retrouve aussi la 
carte analogique traitant tous les signaux issus des différents capteurs (tensions et courants, AC 
et DC). Chaque signal passe par un filtre passes et le résultat est mis à l'échelle et un décalage 
constant est éventuelle ajouté (signaux alternatifs) pour les adapter à l'intervalle [0, 3.3V] requis 
par les entrées analogiques du DSP. Ces signaux sont acheminés au plateau du dessus via un 
câble terminé par un raccordement normalisé DB-25. Pour rester compatible avec le système 
LabVolt, le raccordement avec le MR externe se fait via des connecteurs bananes26. Un 
disjoncteur magnétothermique est utilisé pour protéger le système des surintensités, suivi d'un 
contacteur servant d'élément de contrôle. Les trois inductances de 5mH@4A sont utilisées pour 
atténuer les bruits de commutation issus de l'onduleur 1. Le lien DC est filtré par huit 
condensateurs de 1000μF/450V chacun, connecté en série/parallèle de manière à obtenir une 
capacité totale de 2000μF/900V. Cette section comprend aussi des circuits de protection contre 
les surtensions, notamment un hacheur de freinage avec commande à hystérésis et un Crowbar27 
à thyristor pour les surtensions extrêmes. L'onduleur 2 est identique à l'onduleur 1 et peut à la 
                                                 
25 C’est le format d’alimentation à découpage utilisé dans les ordinateurs PC de type Pentium II et postérieurs. Ce bloc fournit les tensions de 
sorties +5 V, −5 V, +12 V, −12 V et +3,3V. Le réseau électrique à l'entrée est connecté en permanence, avec parfois un interrupteur de sécurité 
pour la maintenance. 
26 À l'aide de cet outil électrotechnique, on peut connecter rapidement des fils à des bornes femelles adaptées (alimentation électrique, point de 
test, entrée d'instrument de mesure). 
27 Protection extrême contre les surtensions provoquant un court-circuit de l'alimentation, ce qui provoque le déclenchement immédiat du 
disjoncteur ou la fusion du fusible immédiatement en amont.  
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fois servir pour la commande des machines (émulation de stockage inertiel et de production 
éolienne, voir section 3.3.5) ou pour la commande de panneaux solaires (jusqu’à trois sources, 
voir Figure 3-11) suivant la stratégie de commande appliquée. 
3.5 CONCLUSION 
Défini comme le déploiement à petite échelle d'un Réseau Intelligent, le microréseau électrique 
(MR) s'impose comme le meilleur atout pour l'intégration accrue des sources d'énergies 
renouvelables. Dans le présent chapitre, un prototype de MR construit à l'échelle d'un laboratoire 
a été présenté. Ce dernier est basé sur les composantes électromécaniques (machines) de suite 
didactique LabVolt. Le schéma synoptique du MR a été présenté et ses différentes constantes 
(émulateurs de sources traditionnelles, renouvelables et de stockage) ont été explicitées. En ce 
qui concerne les sources traditionnelles, un générateur diesel du commerce a été spécialement 
aménagé pour l'étude et pour l'émulation de la source hydroélectrique, le couplage d'une 
Machine à Courant Continu (MCC) avec une Génératrice Synchrone (G.Sync.),  le tout contrôlé 
suivant la méthode Hardware-In-the-Loop (HIL) a été employé. Pour l'émulation du stockage 
inertiel et des sources renouvelables (éolien et photovoltaïque), un système de conversion de 
puissance de topologie "back-to-back" axée sur deux onduleurs a été construit. Le prototype de 
MR ainsi construit est destiné à être raccordé au simulateur de centrale hydroélectrique en cours 
de construction au centre de formation d'Hydro-Québec à Rouyn-Noranda.  Le prototype ainsi 
construit est fonctionnel et sera exploité en partie ou en totalité pour valider les travaux avenir. 
Notons aussi que ce dernier est modulaire et évolutif, donc ouvert à diverses améliorations, 




Chapitre 4 -  TECHNIQUE D'IDENTIFICATION DE LA SOURCE 
DIESEL 
4.1 INTRODUCTION 
L'identification, l'analyse de stabilité, et la commande d'un système de cogénération faisant 
intervenir des générateurs diesel, passe par la modélisation de ses principales composantes. 
Cependant, plusieurs paramètres nécessaires à la caractérisation d'un groupe diesel ne sont en 
général pas disponibles. Pour combler ce manque, le présent chapitre propose une nouvelle 
approche permettant d'estimer les paramètres en boucle fermée d'un groupe diesel usuel. Les 
modèles dynamiques de la turbine diesel, de la génératrice synchrone ainsi que les différents 
régulateurs (vitesse et tension) sont présentés. L'efficacité de la procédure d'identification et des 
modèles proposés est démontrée par des comparaisons entre les simulations et les données 
expérimentales obtenues pour un groupe diesel de laboratoire dont les caractéristiques 
nominales sont 6,5 kVA/60-Hz, avec un moteur diesel monocylindre de 7,2 hp.  
4.1.1 Généralités sur la cogénération avec le Diesel 
Conformément aux nouvelles politiques visant à promouvoir les techniques de production 
électrique plus respectueuses de l'environnement, les projets de centrales de cogénération 
intégrant à la fois les sources d'énergie renouvelables et les sources conventionnelles sont parmi 
les solutions les plus viables [162-164]. Ils sont particulièrement recommandés pour la 
production en régions isolées. Ces dernières sont généralement alimentées par des sources diesel 
ou micros hydroélectriques nécessitant un fonctionnement continu avec d'importantes réserves 
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(de carburant ou d'eau). Compte tenu de leur accessibilité et de leur robustesse, les Générateurs 
Diesel (GD) sont les sources conventionnelles les plus couramment utilisées.  
Afin de réduire la consommation de carburant et les émissions des moteurs diesel, des éoliennes 
(WT) ou des panneaux solaires sont de plus en plus ajoutés aux centrales électriques isolées 
existantes. Lorsqu'utilisés comme sources uniques, les GDs sont bien connus pour leur stabilité 
et leur robustesse. Cependant, des instabilités peuvent apparaître lorsqu'ils sont connectés dans 
une structure de cogénération avec d'autres sources d'énergie, notamment fluctuantes, telles que 
le l'éolien ou le photovoltaïque [164]. Par ailleurs, le risque d'instabilité augmente avec le niveau 
de pénétration de ces sources renouvelables. Un modèle de prévision efficace du GD classique 
peut contribuer efficacement à améliorer la fiabilité d'un MR, en particulier lorsqu'il fonctionne 
en mode isolé. Dans [165] et [166], les effets du taux de pénétration de l'énergie éolienne, ainsi 
que les solutions de régulation pour les centrales éoliennes/diesel sont investigués. Les solutions 
proposées sont à base de contrôleurs PID classiques, la complexité du GD conduisant à 
l’utilisation de modèles réduits et linéarisés. Les auteurs ont entre autres démontré le fort impact 
de la variabilité du vent sur la réponse transitoire du système global. Cependant, il reste un vide 
à combler en ce qui concerne l’identification du GD avec ses boucles de régulation (fréquence-
tension). 
Le présent chapitre est principalement motivé par le fait qu'en pratique, un groupe électrogène 
diesel est généralement une structure très compacte. Dans un tel contexte, le séparer en ses 
composants pour appliquer les procédures d'identification classiques n'est généralement pas 
envisageable [167-169]. Le reste de ce chapitre s'organise comme suit: dans la section 4.2, le 
schéma fonctionnel d’un GD typique est présenté en mettant l’accent sur ses deux sous-
ensembles principaux (mécanique et électrique). Une vue d'ensemble du processus 
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d'identification des paramètres est également abordée. La conception des tests permettant 
d'appliquer le processus d’identification ainsi que l'estimation des paramètres sont élaborés à la 
section 4.3. Enfin, la section 4.4 traite des résultats obtenus à l'aide du prototype exposé au 
chapitre 3. 
4.2 MODÉLISATION DU GÉNÉRATEUR DIESEL  ET ÉNONCÉ DU PROBLÈME 
D'IDENTIFICATION 
Le schéma fonctionnel du GD est présenté à la Figure 4-1 [85, 166, 170]. Il se compose de deux 
parties essentielles: (a) le moteur diesel (b) la génératrice synchrone. Ces composantes 
principales sont reliées par la transmission mécanique solidaire du vilebrequin actionnant les 
pistons du moteur. La fréquence électrique ef  du GD est liée à la vitesse mécanique m   par 
(4.1), où p   est le nombre de paires de pôles du générateur. Ainsi, la fréquence électrique est 
déterminée par la vitesse de rotation du moteur diesel. Le fonctionnement à fréquence nominale 
(1pu) est obtenu au moyen d'un régulateur de vitesse lié au moteur. En ce qui concerne 
l'électrique, la Génératrice Synchrone (G.Sync) convertit l'énergie mécanique fournie par le 
moteur en énergie électrique. Le fonctionnement à tension constante (1pu) de la G.Sync est 




ef p   (4.1) 
4.2.1 La turbine diesel et son régulateur de vitesse 
La Figure 4-2 montre un modèle simplifié à même d'adéquatement représenter l'essentiel du 
comportement dynamique du couple ou de la puissance d'une turbine diesel. Les principaux 
phénomènes pris en compte sont: (a) l'actionnement de l'alimentation en carburant, (b) la 
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combustion proprement dite (production de couple mécanique) et (c) l'équilibre des couples 
moteur et résistants au niveau du vilebrequin.  
L'actionneur d'alimentation est modélisé par une fonction de transfert de premier ordre ( )aG s  
possédant un gain statique unitaire (puisque le système PU est utilisé) et une constante de temps
 aT . La production du couple du moteur est modélisée par un délai temporel 
csTe  représentant 
le temps moyen entre l'actionnement du débit de carburant Bm  et sa répercussion sur la 
transmission mécanique. Pour pouvoir écrire un modèle d'état de la partie mécanique, ce délai 
a été linéarisé en utilisant une approximation de Padé d'ordre 1 du bloc combustion tel que donné 
par (4.2). On écrit alors le modèle d'état de la turbine donné par (4.3), où la variable d'état x  
est liée à l'alimentation en air du moteur et p  est l'opérateur de la dérive par rapport au temps. 
La forme matricielle compacte correspondante est donnée par (4.4) où la matrice d'état 1( )MA  
et la matrice de commande 1( )MB   de la partie mécanique permettent une analyse poussée du 
 
Figure 4-1 Structure d'un générateur Diésel 
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fonctionnement en boucle fermée de turbine en utilisant les outils de l'algèbre linéaire. On peut 
en outre observer que les variables Bm  et m  sont physiquement mesurables à l'aide de 
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gT  (4.3) 
 1 1 1 1( ) ( ) ( )M M gp X A X B T    et   1 mY  (4.4) 
 
Figure 4-2 Modélisation de la turbine diesel par des fonctions de transfert 
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4.2.2 Le générateur synchrone (G.Sync) 
Le générateur synchrone (G.Sync) convertit la puissance mécanique produite par le moteur 
diesel en puissance électrique. Dans la majorité des GD du commerce, la liaison mécanique est 
un ensemble compact difficile d'accès. Cela limite le nombre de tests standard possibles 
(standard IEEE-115[168]) pouvant être effectués pour identifier les paramètres de la génératrice. 
Il faut donc choisir avec soin les paramètres dont l’action est prédominante dans le 
comportement transitoire des éléments mesurables tel que la tension terminale. Les équations 
de tensions terminales et d'excitation rotorique de la G.Sync sont données par (4.5)-(4.7). Ces 
équations sont écrites dans le référentiel stationnaire de Park développé dans [64, 65]. ar   et fr  
sont respectivement les résistances statorique et rotorique, di  et qi  sont respectivement les 
composantes direct (axe d) et en quadrature (axe q) du courant statorique tI  débité par la 
machine, d   et q   sont les flux direct et en quadrature correspondants,  m  est la vitesse 
mécanique (rotorique) et n  est la vitesse de base en radians par seconde. Comme 
précédemment, ()p  est l'opérateur dérivé par rapport au temps.  Les équations (4.5)-(4.7) sont 
écrites en employant le système "par unité" (pu) permettant d'obtenir des valeurs normalisées et 
adimensionnelles des grandeurs électriques [168, 171], le temps restant exprimé en secondes. 
La tension terminale tV  et le coutant terminal tI  sont déterminés par (4.8). En régime permanent, 
la tension de l'axe d (resp. Axe q) est créée par le flux de l'axe q (resp. Axe d). 
 
1
( )d a d m q d
n
v r i p  (4.5) 
 
1
( )q a q m d q
n
v r i p  (4.6) 
 
1
( )f f f f
n
v r i p  (4.7) 
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 avec 2 2t d qV v v  et 
2 2
t d qI i i  (4.8) 
Comme on peut le voir dans la norme std.421.5 [169], la fonction de transfert donnant la tension 
d'axe q est en général la seule prise en compte lorsque le générateur est intégré dans une boucle 
de régulation de tension. Cela s'explique en partie par le fait que l'excitateur, principal dispositif 
de contrôle de la tension de champ  fv , commande également le flux d'axe d, qui lui-même lié 
à la composante d'axe q de la tension terminale. Dans la présente modélisation, seuls les 
paramètres transitoires liés au flux d'axe d (notamment la tension  qv ) sont pris en compte. Cette 
approximation convient particulièrement aux générateurs de petites et moyennes puissances, 
pour lesquelles il n’est pas facile de mettre en évidence les dynamiques subtransitoires avec des 
essais pratiques. De plus, l'environnement extrêmement bruyant (vibrations, émissions 
acoustiques et électromagnétiques) du GD affecte fortement la précision des mesures.  
Un modèle adéquat permettant d'identifier les paramètres avec des tests dynamiques est obtenu 
en définissant des paramètres opérationnels [168]. L'idée principale est la mise en relation des 
principales quantités terminales de la G.Sync. Les transitoires du flux statorique d  dans l'axe 
d  sont dus à l'action combinée de la tension de champ fv  et du courant terminal  di  tel que 
donné par les expressions (4.9)-(4.11), où ( )dx s  et ( )G s  sont les paramètres opérationnels de 
l'axe d . dx  est la réactance transitoire  et doT  la constante de temps transitoire d'axe  d . 
L'expression (4.12) donnant les transitoires  de la tension terminale tV  est obtenue en écrivant 
(4.6) en termes de variables et des paramètres transitoires. L'influence du courant terminal qi  
peut être éliminée en considérant uniquement les tests dans lesquels le courant est nul dans l'axe 
q (délestage ou enclenchement de charges réactives par exemple). Le modèle de bloc de la 
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G.Sync est illustré à la Figure 4-3. Le test d'identification est mené pour 1pum  (vitesse 
d'entrainement régulée). Ainsi, le comportement transitoire de la génératrice est décrit par les 
équations (4.13) et (4.14) ainsi que l'équation de sortie (4.15). Ces équations sont connectées 
aux équations du régulateur de tension via f fE v  et tV . 





















   ( ) ( )t q a q m f d dV v r i G s v x s i  (4.12) 
 1 1
1

















  (4.14) 
 2 1t t t m d dV x i  (4.15) 
 
4.2.3 Le régulateur de tension 
Le régulateur de tension contrôle le courant d'excitation via la tension de champ de la G.Sync 
pour maintenir les tensions produites à une valeur de référence fixe ( 1 putV ). Dans la grande 
majorité des générateurs diesel de moyenne et faible puissance, cet équipement est constitué 
d’un redresseur à thyristors et est moulé dans un boîtier en céramique. La tension produite par 
la génératrice est mesurée comparée à la référence, et l’erreur calculée est utilisée par des circuits 
de correction afin d'ajuster le niveau d'excitation. D'après les recommandations du standard 
IEEE 421.5 [169], le système d'excitation statique de type ST1A a été choisi comme étant le 
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plus approprié pour notre installation de laboratoire. Un schéma simplifié est présenté à la Figure 
4-3. Les fonctions spéciales telles que le stabilisateur de puissance ou les limiteurs de courant 
(ou de tension de champ) ont été ignorées. Nous considérons donc que le système transitoire 
n’empiète sur aucune limite pendant l’analyse. La constante de temps du capteur de tension est 
également négligée en admettant un traitement quasi instantané des signaux. Le bloc de 
réduction du gain transitoire (TGR: Transient Gain Reducer) permet la compensation du délai 
introduit par la commande des thyristors et renforce les marges de stabilité en boucle fermée. 
Ceci se fait en réglant le rapport C BT T du compensateur avance-retard  ( )cG s .  Le redresseur à 
thyristors est modélisé par une fonction de transfert de premier ordre possédant un gain statique 
AK  et une constante de temps AT .  Si le redresseur utilisé est suffisamment rapide, la présence 
du TGR  ( )cG s  n'est pas critique pour la stabilité de l'AVR.  
En se basant sur le diagramme de la Figure 4-3, les équations régissant les transitoires AVR sont 
données par (4.16)-(4.18). En couplant les équations du régulateur aux équations de la 
génératrice, on obtient le modèle d'état de la partie électrique du générateur diesel donné par 
 
Figure 4-3 Sous ensemble électrique de la génératrice diesel 
  115 
 
 
(4.19). Cette équation montre que la variation du courant terminal di   est la principale source 
d'excitation des transitoires du sous-ensemble électrique, en particulier dans le cas d'une charge 
réactive où tout se passe dans l'axe d ( 0qi ). Dans la forme condensée (4.20), 2X  est le vecteur 
d'état électrique, E  le vecteur de paramètres électriques à identifier, 2A  et 2B  sont 
respectivement la matrice d'état et la matrice d'entrée électrique.  
 2 2 2
1
( ) B C t
B B
T T
p v v V
T T
  (4.16) 
 2
1
( ) A CAf f t
A A A B
K TK
p E v E V
T T T T
 (4.17) 
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di  (4.19) 
 2 2 2 2( ) ( ) ( )E E dp X A X B i        et       2 tY V  (4.20) 
 
Notons ici que la dynamique propre de la G.Sync se limite à la réaction transitoire l'axe d car 
nous admettons que pour une machine de petite taille, le subtransitoire est trop rapide pour avoir 
un impact notoire. De plus, dans le cas spécifique du diésel, le rapport signal/bruit est trop faible 
pour que cette identification soit représentative. Nous faisons la même approximation pour ce 
qui est de la dynamique de l'axe q qui est sensiblement du même  ordre que le subtransitoire 
d'axe d. 




4.2.4 Le problème d'identification 
La première partie du processus d’identification consiste à déterminer des modèles 
mathématiques capables de reproduire le comportement dynamique du générateur diesel. Ceci 
a été présenté dans les sections précédentes en subdivisant le système en deux parties 
essentielles: l'électrique et la mécanique (voir Figure 4-1). Dans la procédure découplée 




consiste en une estimation séparée des paramètres mécaniques M (4.21) et électriques E (4.22)  
de ces modèles. 
 
T
M a c d P IT T T D H K K  (4.21) 
 
T
E d d do A B C R Ax x T T T T T K  (4.22) 
 
 
Figure 4-4 Organigramme de la boucle d'identification. 
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La procédure d'identification est illustrée par l'organigramme de la Figure 4-4. L'algorithme 
d'estimation proposé dans ce travail s'inspire en grande partie des travaux de Wamkeue et al. 
exposés dans [172]. Deux tests sont réalisés pour effectuer l'identification complète: le premier, 
consiste à délester ou enclencher une charge purement résistive, tandis que le second consiste à 
délester ou enclencher une charge purement réactive (capacitive ou inductive). Conformément 
aux analyses précédentes, le délestage ou l'enclenchement d'une charge purement résistive 
permet de provoquer des transitoires de puissance active agissant directement sur la partie 
mécanique (turbine et régulateur de vitesse). De même le délestage ou l'enclenchement d'une 
charge purement réactive  provoque uniquement des transitoires de puissance réactive agissant 
sur l'excitation de la génératrice via le régulateur de tension, sans affecter la partie mécanique. 
Les modèles d'état permettent une implémentation aisée des modèles susmentionnés dans 
l'environnement Matlab/Simulink.  
4.3 LES TESTS D'IDENTIFICATION 
La présente section expose en détail les tests sélectionnés pour l’identification des paramètres 
du générateur diesel en prenant en compte les développements précédents. 
4.3.1 Délestage d'une charge purement résistive 
Lorsque le générateur est connecté à une charge purement résistive, la puissance par cette 
dernière ainsi que toutes les pertes électriques sont fournies directement par la turbine diesel. Le 
couple résistant (en pu) appliqué sur l'arbre du moteur diesel est donné par (4.23), où g  est 
l'efficacité de la G.Sync indiqué sur sa plaque signalétique. Puisque la vitesse d'entrainement 
est régulée, la vitesse mécanique initiale 0 1pum . 






T  (4.23) 
Si le disjoncteur principal est ouvert, la turbine subit un échelon négatif (suppression) de couple. 
Cette excitation peut être appliquée au modèle de moteur diesel précédemment développé. Les 
transitoires de vitesse sont ainsi calculés et utilisés pour l'identification des paramètres, comme 
indiqué par la procédure de la Figure 4-4. Le mode de régulation secondaire (voir section 2.5.2) 
de la turbine est obtenu en mesurant les vitesses avant et après le délestage. S'il n'y a pas 
d'augmentation de vitesse, le régulateur fonctionne en mode isochrone. Si au contraire il y a une 
légère augmentation de vitesse (ce qui est généralement le cas, voir Figure 4-5), l'analyse du 
régime permanent montre que le gain du régulateur de vitesse est donné par (4.24). En valeur 
numérique, le coefficient de frictions D  est très petite comparée au gain proportionnel PK  du 
correcteur. Par ailleurs, en notant que le délai de combustion 
cT  est lié à l'intervalle entre les 
 
Figure 4-5 Illustration de la réponse de la vitesse au délestage d'une charge résistive.  
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phases de combustion, sa valeur numérique peut être approximée par (4.25), où N  est la vitesse 
du moteur en tr/min et n le nombre total de cylindres. 
  
 







   (4.24) 
 30cT nN  (4.25) 
4.3.2 Délestage d'une charge purement réactive 
Lorsqu'une charge purement réactive est connectée à la G.Sync, son couple électromagnétique 
goT  est nul et la partie mécanique n'intervient pas dans la dynamique de la tension terminale. 
Par ailleurs, la vitesse d'entrainement de la génératrice maintenue à 1pu par la boucle de 
 
Figure 4-6 Dispositif expérimental utilisé pour l'identification du générateur diesel 
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régulation de vitesse. La détermination du régime permanent d'une G.Sync est explicitée dans 
le standard IEEE115 [168]. On en déduit les conditions initiales (avant le délestage) sont 
données par (4.26) où 1 pour une charge capacitive et 1 pour une charge inductive. 
Lorsque le disjoncteur principal est ouvert (délestage), il se produit un échelon de courant 
terminal dans l’axe d. Les réactions à cet échelon de courant sont simulées et  utilisées dans la 
boucle d’identification de la Figure 4-4. 
 
1pu;  1pu;  0;   
0;    ;        
mo to qo do
to to do




I I I I
x
 (4.26) 
4.4 VALIDATIONS PRATIQUES DE LA PROCÉDURE ET DES TESTS PROPOSÉS 
Dans la présente section, nous examinons les résultats de l'identification par les techniques 
précédemment proposées. Le dispositif expérimental et les principaux points de mesures sont 
illustrés à la Figure 4-6. Les tests sont effectués sur un générateur diesel du commerce 
réaménagé pour les besoins de l'expérience (insertion des différents capteurs). Les valeurs 
nominales du système sont indiquées dans le Tableau 4-1.  
Tableau 4-1 Paramètres du générateur diesel et bases utilisées pour la conversion en pu. 
Diesel engine Generator base values 
horsepower 7.2 hp Sbase  = 6500 VA 
Isbase  = 25.5 A 
Vsbase  = 169.7 V 
Zsbase  = 6.65  
Lsbase  = 17.65 mH 
base  = 377 rad/sec. 
mbase  = 377 rad/sec. 
Vfbase  = 361.1 V 
Ifbase  = 18 A 
Zfbase  = 20.1 
baseNm 
Rated speed 3600 rpm 
construction 
1 cylinder, flyweights based 
speed governor  
Synchronous generator 
power 6.5 kVA / 5 kW 
voltage 3- phase 208 /120 V 
Frequency  60 Hz 
Efficiency  93.6 % 
Voltage regulator 
Static, half wave controlled rectifier based. 
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La vitesse du moteur diesel est mesurée à l'aide d'une petite génératrice tachymétrique montée 
directement à une extrémité de l'arbre Turbine-Alternateur. Les tensions et courants triphasés 
sont mesurés pour faciliter l'extraction des grandeurs électriques instantanées. Le courant 
terminal efficace permet l'évaluation des conditions initiales (voir section 4.3.2). Tout d'abord, 
le délestage de la partie résistive (ouverture de K2) a été effectué afin d'obtenir les paramètres 
mécaniques puis, le délestage de la partie capacitive (ouverture de K1) a été effectué pour 
l'identification de la partie électrique. 
Tableau 4-2 Résultats de l'estimation en pu et en SI 
Parameters Values 
Egine torque ipdate delay Tc = 16.7 ms - 
Speed Governor gain KP = 16.863 pu 368.73 (SI) 
Actuator time constant Ta = 0.141 s - 
Air/fuel efficiency time constant Td = 0.141 s - 
Damping coefficient D = 0.0003 pu 0.0068 Nms 
Engine Rotor inertia H = 1.1257 pu 0.103 Kgm2 
 
 
Figure 4-7 Transitoires de vitesse résultant d'un délestage résistif 
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4.4.1 Estimation des paramètres mécaniques 
Durant tout le test, le disjoncteur K1 reste ouvert (voir Figure 4-6). Le générateur est démarré 
et une charge résistive (triphasée étoile) de 4.1pu lui est appliquée (fermeture de K2). La 
puissance active est  0.244pugoP . Ainsi, le couple résistant initial évalué en utilisant (4.23) 
est  0.261pugoT . Le disjoncteur K2 est alors ouvert et la vitesse du moteur est enregistrée à 
Tableau 4-3 Paramètres estimés pour la partie électrique 





xd     [pu] 0.9330 0.857 
x'd    [pu] 0.0917 0.08 
T'do [s] 0.2830 0.207 
Voltage regulator 
TA    [s] - 0.0001 
TB    [s] - 20.0 
TC   [s] - 0.40 
KA  [pu] - 200 
 
 
Figure 4-8 Transitoires de tension suite au délestage d'une charge capacitive. 
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l'aide de l'oscilloscope numérique. La Figure 4-7 montre le résultat obtenu. On peut observer 
que le générateur analysé possède une fréquence propre d’environ 0,85Hz et que les transitoires 
de fréquence ont un dépassement de 1,8%. Le processus d'identification est réalisé à l'aide de la 
fonction de minimisation avec contraintes ("fmincon ()") de la boîte à outils optimisation de 
Matlab®. Le vecteur de paramètres minimisant l'erreur d'estimation est donné dans le Tableau 
4-2. Les conversions en unités SI permettent de vérifier la vraisemblance des résultats obtenus. 
4.4.2 Estimation des paramètres électriques 
Pendant le test de délestage de la charge réactive, le disjoncteur K2 reste ouvert (voir Figure 
4-6). Le générateur est démarré avec une charge capacitive en étoile de 2.1pu. La puissance 
réactive mesurée avant le délestage est   0.477puo tg oQ I . Le disjoncteur K1 est ensuite 
ouvert et les tensions aux bornes de la G.Sync sont enregistrées. Les résultats obtenus sont 
présentés à la Figure 4-8 et les paramètres identifiés sont montrés au Tableau 4-3. La 
comparaison avec quelques paramètres fournis par le manufacturier montre une bonne 
adéquation. Par ailleurs, les paramètres obtenus pour le régulateur de tension correspondent aux 
paramètres typiques donnés dans le standard IEEE 421 [169] utilisé pour la modélisation. 
4.5 CONCLUSION 
Dans le présent chapitre, la modélisation du système générateur diésel a été abordée. Des 
modèles mathématiques ont été proposés et ensuite, les comportements transitoires ont été 
analysés. Il a été démontré que des essais de délestage de charge bien choisis peuvent mener 
une identification des paramètres du système diesel, fonctionnant en boucle fermée (avec tous 
ses régulateurs). En conséquence, des tests de délestage de charges purement résistives et 
purement réactives ont été élaborés. Les comparaisons entre les données estimées 
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expérimentalement et celles obtenues du fabricant (spécifications techniques) du système sous 
étude ont démontré la bonne précision du processus d'estimation proposé. Une extension des 
travaux peut porter sur l’étude de l'identification lorsque l'axe q est pris en compte comme dans 




Chapitre 5 -  MODÉLISATION ET COMMANDE DU SYSTÈME 
DE STOCKAGE INERTIEL 
5.1 INTRODUCTION 
Au cours des dernières décennies, les politiques environnementales adoptées par la plupart des 
pays industrialisés ont conduit à la décentralisation des installations de production et à 
l'intégration de sources d'énergie renouvelables, telles que le solaire et l'éolien, qui sont 
intrinsèquement fluctuantes [138, 173, 174]. Le nombre croissant des sources en réseau et 
l'hétérogénéité des charges électriques sont une source supplémentaire de fragilité dans les 
réseaux électriques actuels [173]. En conséquence, les exigences de production d'énergies 
intelligentes et décentralisées ont conduit à de nouveaux paradigmes de réseaux électriques, tels 
que les microréseaux (MR), suscitant un grand intérêt dans la communauté scientifique. 
Les MR intègrent les ressources énergétiques distribuées (générateurs diesel, microturbines, 
piles à combustible, photovoltaïques, dispositifs de stockage et charges) dans un sous-système 
unifié pouvant fonctionner de manière autonome ou cogénérer avec un réseau plus grand. Ainsi, 
le problème de l'équilibre entre l'offre et la demande d'énergie peut être résolu à petite échelle 
en choisissant les solutions de stockage d'énergie appropriées [138]. Les principales 
améliorations découlant de l'incorporation de dispositifs de stockage d'énergie sont les 
suivantes:  
 l'exploitation efficace des quantités d'énergie qui seraient autrement gaspillées, et 
l'exploitation maximale du potentiel de production locale;  
 la fiabilité accrue de l'approvisionnement en énergie;  
 la réduction des émissions grâce à une gestion optimale de l'énergie;  
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 et une meilleure utilisation des lignes de transport. 
Bien que les MR soient une application à petite échelle du concept de réseau intelligent, ils ne 
possèdent pas l'inertie (réserve d'énergie cinétique) naturellement élevée d'un réseau continental 
[173]. Pour pallier à cette faiblesse, le dispositif de stockage employé doit réagir quasi 
instantanément pour rétablir l'équilibre des puissances dans le MR. Dans une grande majorité 
d'études portant sur la stabilité dynamique des MR, le système de stockage d'énergie inertiel 
(FESS, voir section 2.4.3.3) est plébiscité pour améliorer la stabilité [154, 155, 175, 176]. Dans 
le présent chapitre, la modélisation et la simulation du stockage inertiel sont traitées. Dans la 
5.2, le principe du stockage inertiel et son rôle dans la régulation de la fréquence du MR sont 
présentés. La section 5.3 présente les différents modèles employés ainsi les structures de 
contrôles qui en découlent. Les sections 5.4 et 5.5 présentent les principaux résultats de 
simulation et expérimentaux menant aux conclusions dégagées à la section 5.6. 
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5.2 STOCKAGE D'ÉNERGIE ET CONTRÔLE DE LA FRÉQUENCE 
5.2.1 Synoptique du microréseau 
L'interconnexion ainsi que les flux d'énergie entre les différents composants d'un MR typique 
sont illustrés à la Figure 5-1. La production diesel est particulièrement rependue dans les régions 
éloignées en raison de sa stabilité et de sa simplicité d'installation. Les autres sources  (éolienne, 
hydraulique et solaire) sont renouvelables et certaines d'entre elles, notamment l'éolien et le 
solaire, se caractérisent par leur intermittence. Pour affiner le profil de puissance, les systèmes 
de stockage d'énergie à volant d'inertie sont utilisés. Le stockage inertiel à un rendement élevé 
et est capable de commuter quasi instantanément entre les états charge et générateur (décharge) 
[155, 174].  
 
Figure 5-1 Structure simplifiée d'un microréseau AC 
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Les charges du MR sont les infrastructures résidentielles et industrielles dont la  consommation 
est variable dans le temps. Les paramètres de fonctionnement (tension, fréquence, vitesse, 
couple, puissance, température, etc.) sont contrôlés par le système de gestion de l'énergie du 
microréseau (Microgrid Energy Management System (MEMS)). Il évalue en temps réel les 
besoins en énergie dans le MR et produit des commandes permettant un fonctionnement stable 
du système (fréquence et tension constante). 
5.2.2 Équilibre des puissances et nécessité  du stockage d'énergie  
Dans un MR, des générateurs synchrones (G.Sync) des groupes diesel et des microcentrales 
hydroélectriques sont directement connectés au bus alternatif principal (voir Figure 5-1). Ces 
générateurs fonctionnent au synchronisme et fixent la fréquence du système. Ainsi, la 
dynamique de la vitesse (ou de la pulsation) du bus AC principal est caractérisée par l’équation 
dynamique donnée par (5.1) où GG iP P , LL iP P , et SS iP P  sont respectivement 
les puissances instantanées totales  des sources, des charges et du stockage inertiel. TJ  est le 
moment d'inertie équivalent de toutes les G.Sync synchronisées au bus principal.  
 
2
     
2 2
e eT T
G L S G L S
d d EJ J
P P P P P P
dt dt
  où  
2
e eE  (5.1) 
Lorsque la production est contrebalancée par la charge (fonctionnement normal), le système de 
stockage maintient sa charge et n'absorbe (ou ne produit) aucune puissance, donc 0SP . Il 
s'ensuit que la dérivée ed dt  de la pulsation électrique est nulle, donc e  est constant. 
En cas de baisse soudaine de la production électrique, causée par exemple par la chute de la 
production éolienne, la pulsation du système diminue puisque les générateurs restants se 
trouvent instantanément surchargés. Le régulateur de vitesse embarqué dans chaque groupe 
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générateur classique (voir section 2.4.1) augmente le débit de fluide actif (carburant diesel ou 
eau) pour établir un nouvel équilibre production-charge. Ce processus de régulation de la 
fréquence peut prendre de quelques secondes à quelques minutes, au cours desquelles la 
fréquence du système fluctue dans de grandes proportions en raison de la faible inertie des 
machines engagées dans le MR [173]. En surveillant la fréquence du bus AC principal, le 
MEMS surveille l’évolution de la pulsation (ou de la fréquence) et actionne le dispositif de 
stockage inertiel pour éviter les déviations extrêmes de fréquence pouvant déclencher les relais 
de protection [177, 178]. Une analyse similaire peut être réalisée dans le cas d'une surgénération 
soudaine. 
L'objectif du MEMS est de produire la puissance donnée par (5.2), via le dispositif de stockage, 
de manière à maintenir la pulsation électrique constante en tout temps. Ceci nécessite un système 
de stockage le plus rapide possible, c’est-à-dire pouvant suivre à la trace la consigne du système 
de supervision. 
 S G LP P P  (5.2) 
Dans certains cas, de graves perturbations peuvent entraîner un dépassement de capacité du MR: 
tous les générateurs disponibles dans  le système, y compris le stockage, ne suffisent pas pour 
rétablir l'équilibre de puissance active à terme. Dans une telle situation, le FESS n'étant pas un 
dispositif de stockage à long terme laisse néanmoins suffisamment de temps au MEMS pour 
appliquer des actions d'urgence telles que le démarrage d’un générateur (diesel) supplémentaire 
ou le délestage de charges non essentielles.  
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5.3 MODÉLISATION ET CONTRÔLE DU VOLANT D'INERTIE  
5.3.1 Principe  
L'énergie est stockée dans la masse en rotation d'un volant d'inertie. La Figure 5-2 montre la 
structure générale d'un système de stockage inertiel connecté à un MR. La masse inertielle est 
entraînée par un moteur/générateur électrique, généralement de type machine à induction, et la 
densité d'énergie stockée volE  est donnée par (5.3). 
2( )r ml  est la contrainte radiale 
appliquée sur la masse en rotation,  étant la densité du matériau la constituant, m  la vitesse 
de rotation et l  le rayon de la trajectoire du volume élémentaire considéré [154, 179]. Le 
coefficient FK  est un facteur de forme lié à la géométrie de la masse. En combinant la masse et 
la densité volumique, l’énergie maximale stockable  est donnée par (5.4) où V  est le volume du 
volant et J  son moment inertie. 
 0.5vol F rE K  (5.3) 
 
Figure 5-2 Structure type d'un système de stockage inertiel 




max max max max
1 1
         
2 2
k R k F rE J E K V  (5.4) 
Les opérations de stockage et de déstockage d'énergie sont liées à l'accélération et à la 
décélération de la masse en rotation. La dynamique de la partie mécanique du système de la 
Figure 5-2 est donnée par (5.5). 𝑇𝑚  est le couple de la machine à induction, et 𝑇𝑅  le couple 
résultant des pertes (par frottements) qui peuvent être minimisés grâce à l'utilisation de 
roulements magnétiques [179]. La masse peut donc être maintenue en lévitation sous vide pour 
minimiser au maximum les pertes, donc 𝑇𝑅 ≈ 0. Il s'en suit que l'on peut contrôler la quantité 
d'énergie stockée en modifiant la puissance transmise à machine à induction via l'interface 






          
2








 Si 0mP , 0kdE dt  et la masse emmagasine de l'énergie en accélérant; 
 Si au contraire  0mP , 0kdE dt  et la masse restitue de l'énergie emmagasinée en 
décélérant; 
 Si  0mP , on a 0kdE dt  et l'énergie est conservée en maintenant la vitesse de 
rotation constante. 
 La mesure de la vitesse rotation m  permet d'estimer l'état de charge du dispositif. 
5.3.2 Modèle dynamique de la machine à induction 
La machine à induction est généralement à cage d’écureuil en raison de son faible coût et de sa 
robustesse [154]. Pour un contrôle précis du couple moteur mT   (ou de la puissance mécanique 
 mP  correspondante), ses équations dynamiques sont écrites dans un référentiel de Park (repère 
dq). Les équations de flux et de tension sont données par (5.6) et (5.7) respectivement. s  
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représente la vitesse de rotation du référentiel de Park choisi. 
T
s sd sq
  et 
T
r rd rq  sont respectivement les flux statorique et rotorique. De même 
T
s sd sqI i i   
et 
T
r rd rqI i i  sont respectivement les vecteurs de courants statorique et rotorique. 
T
s sd sqV v v  est le vecteur de tensions statoriques appliquées à la machine. Les paramètres 
aR , AR , sL , rL  et mL  sont respectivement la résistance par phase des bobinages statoriques, la 
résistance par phase de la cage rotorique, les inductances propres par phase au stator et au rotor 
et l'inductance de magnétisation. Les circuits équivalents correspondants aux équations (5.6) et 















  (5.6) 
0 0 00 0 0
0 0 00 0 0
0 0 00 0 0 0
0 0 00 0 0 0
sd sd sdsa sd
sq sq sqsa sq
rd rd rds rA







Figure 5-3 Circuit équivalent de la machine à induction dans référentiel de Park 
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Étant donné que les courants rotoriques 
T
r rd rqi i i  sont non mesurables en pratique (barres 
de cuivre encastrées dans le rotor de la machine),  ils ne sont pas d'une importance particulière 
du point de vue du contrôle de la machine. Ces grandeurs sont donc éliminées par substitutions 
mathématiques: l'équation (5.6) permet dans premier temps d'écrire ces courants en fonction des 
flux rotoriques et des courants statoriques. Les flux statoriques sont ensuite écrits en fonction 
des courants statoriques et des flux rotoriques tel que donné par (5.8).   Le paramètre  est 
appelé facteur de fuite et le terme sL  représente l'inductance statorique transitoire. L'utilisation 
de (5.8) dans de l’équation des tensions (5.7) permet d'écrire l'équation d'état de la machine à 
induction donnée par l'équation (5.9). Cette dernière est plus instructive du point de vue contrôle. 
sg  est la vitesse de "glissement" entre les champs statorique et rotorique. Les constantes de 
temps de la machine sont explicitées par (5.10) où aT , sT  et rT  sont respectivement les 
constantes de temps d'armature, statorique et rotorique. 
1rd rd sdm
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Le couple électromagnétique eT  produit par la machine est donné par (5.11) où ppn  représente 
le nombre de paires de pôle de la machine. Ce couple actionne la vitesse de la masse inertielle 





m em s s
n
T T I J  (5.11) 
Le modèle de la machine asynchrone dans le référentiel stationnaire   est obtenu en posant
0s   dans (5.9) et en remplaçant les indices d et q par α et β respectivement. Il en découle le 
modèle d'état donné par (5.12) où toutes les grandeurs électriques sont sinusoïdales. Ainsi, tous 
les vecteurs définis par leurs composantes suivant les axes α et β tournent à la vitesse synchrone 
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5.3.3 Modèles du convertisseur de puissance 
La structure du convertisseur de puissance est illustrée à la Figure 5-4. Il est constitué de deux 
onduleurs bidirectionnels de tension  connectés par une liaison continue possédant un 
condensateur de filtrage dcC  de valeur élevée. Chaque onduleur a son propre système de 
commande. L'onduleur côté machine gère le flux d'énergie entre la roue inertielle et le bus 
  135 
 
 
continu en fonction des consignes de puissance émises par le système de supervision du MR, et 
le convertisseur côté réseau gère les flux d'énergie entre le bus continu et le MR via la régulation 
de la tension aux bornes du condensateur dcC .  
Lorsqu'une consigne positive de puissance (c'est-à-dire une commande de stockage) est émise 
par le MEMS, la puissance d'accélération de la machine est extraite du bus continu et la tension 
du condensateur tend à baisser. Pour contrer cette chute de tension, l'onduleur côté réseau 
absorbe de la puissance du MR et au final, la puissance d'accélération est extraite du MR. Pour 
une consigne négative (c’est-à-dire une commande de déstockage), la puissance de freinage de 
la machine tend à augmenter la tension de la liaison continue et l'onduleur côté réseau réagit en 
transférant cette puissance de freinage vers le réseau. Ainsi, le l'onduleur côté machine est le 
convertisseur maître et l'onduleur côté réseau fonctionne en suiveur. 
 
Figure 5-4 Le convertisseur de puissance bidirectionnel. 
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5.3.3.1 Commande du convertisseur côté machine 
La roue inertielle étant principalement contrôlée par le couple (ou la puissance) de la machine à 
induction (voir équation (5.5)), les techniques de contrôle direct du couple (DTC) et de contrôle 
vectoriel par orientation des flux (FOC) sont les plus employés. Ces derniers sont 
particulièrement abordés dans [154, 180].  
(a) La commande DTC 
L'algorithme DTC [181] est basé sur l'expression du couple électromagnétique donnée par 
(5.11). Le courant statorique peut être réécrit en fonction du flux rotorique à partir de (5.8) tel 




 représentent les amplitudes des flux statorique et rotorique, 
et  l'angle entre ces vecteurs. Par ailleurs, suivant les relations de tension de la machine 
asynchrone écrites dans le référentiel stationnaire (αβ), on peut écrire (5.16) montrant que le 
flux statorique peut être contrôlé par la tension d'alimentation.     
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  (5.16) 
Dans (5.15), l'amplitude du flux rotorique 
r
 possède une constante de temps rT   très élevée 
et paraît constante à l'échelle quasi instantanée de la dynamique du flux statorique. La 
commande DTC consiste à ajuster en temps réel le vecteur flux statorique s  de manière à 
produire le couple 
*
eT  imposé par la commande externe (régulateur de vitesse). Les états discrets 
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de commutation  de l'onduleur (constitué de 6 transistors)  permettent la réalisation de 8 vecteurs 
de tensions sV  tels qu'illustrés par la  Figure 5-5.  On a ainsi deux vecteurs nuls ( 0u   et 7u )  et 
six vecteurs actifs ( 1 6u u ) délimitant le plan six secteurs ( 1 6s s ). Les tensions produites par 
l'onduleur en fonction des états aS , bS  et cS  des bras de commutation (transistors en série) 
s'obtiennent par la relation matricielle donnée par (5.17). On peut en déduire l'équivalent dans 
le référentiel stationnaire donné par (5.18). 
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Figure 5-5 Vecteurs de tension produits par le DTC en fonction de l'état de l'onduleur 
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 Les états de commutation (
T
abc a b cS S S S ) de l'onduleur sont sélectionnés 
dépendamment de la position courante du flux statorique et du sens d'évolution que l'on souhaite 
lui imposer. Ainsi, la sélection se fait de manière à assurer la rotation du flux à la vitesse 































































































































































Figure 5-6 Organisation standard d'une commande DTC 
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synchrone  s , tout en réduisant l'écart observé entre les flux et couple (
ˆ
s  et 
ˆ
eT ) calculés et 





eT ) . Pour éviter des commutations excessives, des 
comparateurs à hystérésis sont utilisés tel que le montre l'implémentation générale de la 
commande DTC donnée à la Figure 5-6. La sortie  du comparateur de flux produit une valeur 
booléenne permettant d'augmenter ( 1) ou de réduire ( 0 ) l'amplitude du flux observé. 
La sortie T  du comparateur de couple produit trois états permettant d'augmenter ( 1T ), de 
réduire ( 1T ) ou de maintenir ( 0T ) le couple observé. La combinaison des informations 
de contrôle 
T
T  et de la position instantanée du vecteur flux observé permet de 
sélectionner l'état de l'onduleur pour obtenir le résultat désiré. La table commutation donnée par 
le Tableau 5-1 permet de maintenir le flux sur une trajectoire circulaire en régime permanent, 
tout en assurant des réactions rapides aux transitoires de couple [182].  
Tel que montré par la structure de la Figure 5-6, la commande DTC est une structure simple 
nécessitant peu d'informations sur les paramètres internes de la machine (résistances et 
inductance), ce qui la rend très attractive en pratique. Cependant, malgré les bonnes 
performances et sa simplicité de mise en œuvre, le DTC possède néanmoins deux inconvénients 
majeurs  [180]: 
 il est impossible d'annuler les erreurs en régime permanent à cause des comparateurs à 
hystérésis; 
 et la fréquence variable de commutation de l'onduleur produit un spectre complexe du 
couple généré augmentant les risques de résonances torsionnelles au niveau de l'arbre 
de la roue d'inertie. 
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(b) La commande vectorielle 
La commande vectorielle consiste à contrôler directement le flux rotorique et du couple 
électromagnétique [154, 180]. L'idée principale est de transformer l'expression de couple 
donnée par (5.11) pour que la machine à induction soit commandée comme une machine à 
courant continu possédant une excitation indépendante. Pour cela, on écrit les équations 
fondamentales de la machine (5.7) dans un référentiel synchrone dq choisi de manière à aligner 
le vecteur de flux rotorique 
T
r rd rq  suivant l'axe d. Ainsi, on a
 0     rq r rd . Il en résulte l'expression du couple donné par (5.20), montrant que  
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     (5.20) 
Cette orientation appliquée aux équations d'état de la machine données par (5.9) conduit aux 
fonctions de transfert données par  (5.21) et (5.22) où s  est la variable complexe de Laplace. 
On observe que le module du flux rotorique r  est proportionnel au courant statorique d'axe 
d en régime permanent. Les courants statoriques sdi  et sqi  dans les deux axes sont directement 
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,  cd sd s m sqv v L i       et    cq sq s m sdv v L i  (5.23) 
Pour un fonctionnement à flux constant, la dérivée du flux rotorique est nulle. L'angle s   utilisé 
pour la transformation de Park permettant d'orienter le flux rotorique tel que voulu est alors 
obtenu en réécrivant l'équation du flux rotorique d'axe q. On en déduit la vitesse synchrone s  
l'angle s  correspondant tel que donné par (5.24). Ceci correspond à la méthode indirecte 
d'orientation du flux rotorique (IFOC) qui a pour inconvénient majeur de dépendre de la 
constante de temps rotorique rT  qui peut varier au cours du fonctionnement. 
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s sq m mref




     et     s sdt  (5.24) 
Le vecteur de couple rotorique  peut aussi être estimé en utilisant les équations simples de la 
machine dans le référentiel   et en utilisant l'angle de ce dernier pour effectuer les 
transformations de Park. Ceci correspond à la méthode directe d'orientation du flux rotorique 
(DFOC) basée sur l'estimation du flux dont les équations fondamentales sont données par (5.25) 
où ˆ ˆ ˆ
T
r r r  représente le flux rotorique estimé. L'angle estimé 
ˆ
s  peut s'obtenir par, 
(5.26)  mais cependant, l'application directe de cette expression comporte des risques 
d'instabilité numérique (division par zéro). On préfère utiliser une boucle de détection à 
verrouillage de phase pour obtenir l'orientation de référentiel de Park tel que développé à la 
section 5.3.6.    
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Le contrôle vectoriel du couple de la machine est schématisé à la Figure 5-7. En régime 
permanent, toutes les grandeurs sont constantes et l'on emploie des correcteurs PI 
(proportionnel-intégral) pour contrôler la magnétisation et le couple via les courants dans 
chaque axe. Le courant de référence 
*
sdi  commandant la magnétisation est produit par le 
correcteur de flux.  Ceci permet une meilleure précision quant à l'exploitation (5.20) permettant 
d'obtenir la référence 
*
sqi  en fonction du couple 
*
mT   désiré. Les régulateurs de courants 
 
Figure 5-7 Structure de la commande vectorielle de la machine asynchrone 
  143 
 
 
permettent de produire les tensions de contrôle cdv  et cqv  devant être produits par l'onduleur. 
On en déduit les tensions statoriques dans chaque axes à partir de (5.23), permettant de 
compensé le couplage entre les axes d et q introduit par la transformation αβ-dq. Un modulateur 
de largeur d'impulsions fonctionnant à fréquence PWMF  fixe permet de produire les signaux de 
commutations nécessaires à  la production des tensions désirées. Les courants absorbés par la 
machine sont traités par l'estimateur de flux pour détecter l'angle nécessaire aux transformations 
de Park. 
(c) Contrôle de l'énergie emmagasinée  
Les commandes de stockage et de déstockage proviennent en général d'une boucle externe de 
gestion globale de l'énergie (niveau 2, voir section 2.5.2). Cette gestion peut être centralisée ou 
distribuée. Dans les deux cas, la fréquence du bus AC principal est la variable à réguler (voir 
section 5.2.2). Lorsque la gestion centralisée est utilisée, l'unité de supervision du microréseau 
analyse l'écoulement des puissances dans le système et actionne les unités de stockage pour 
produire les actions de stabilisation requises. Chaque unité de stockage reçoit alors une consigne 
de puissance de supervision supP . Cette référence de puissance, à produire ou à absorber, est 
convertie en consigne de couple en utilisant la vitesse de rotation de masse tournante tel que 
donné par où 1( )moyi  représente la valeur moyenne du courant injecté par l'onduleur dans le lien 
DC (voir Figure 5-4). On observe que ce courant possède le même signe que le couple de 







T  (5.27) 
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Lorsque contrôle décentralisé du stockage est utilisé, chaque dispositif de stockage inertiel 
observe (ou mesure) en temps réel la fréquence de son point de raccordement (pcc) et produit 
une puissance de correction sP  pour contrer toute variation de fréquence. Puisqu'aucune 
coordination n'est utilisée, chaque dispositif réagit suivant une caractéristique  intrinsèque liant 
la chute de fréquence e  observée à la puissance de correction à produire. Ainsi, chaque 
dispositif de stockage observant la chute de fréquence réagit suivant sa capacité maximale et 
une correction locale produisant le couple de référence 
*
eT   d'accélération ou de freinage de la 
roue inertielle est calculée en conséquence. Les principales structures de contrôle des dispositifs 
de stockage inertiel sont illustrées à la Figure 5-8. 
 
Figure 5-8 Stratégies de gestion du stockage inertiel: (a) gestion centralisée; 
(b et c) gestion distribuée et schéma d'analyse correspondant 
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Chaque contrôleur local utilise une rétroaction locale dont le gain RK  permet de régler la 
contribution du dispositif stockage en question. La structure simplifiée de la Figure 5-8(c) 
permet d'analyser l'action de ce dispositif. La fonction de transfert en boucle ouverte est donnée 
par (5.28) où PK  et IK  représentent les gains proportionnel et intégral du correcteur. Un réglage 
simple consiste à utiliser le zéro du correcteur pour compenser le pôle dominant du convertisseur 
de puissance. Ce dernier est lié à la fréquence de coupure 1c PT   de la boucle de contrôle 
de couple. La fonction de transfert en boucle fermée ( )bfG s  correspondante montre que le 
paramètre RK  définit le gain tandis que IK  permet de définir la vitesse de réaction.  Le gain 
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5.3.3.2 Contrôle de l'onduleur côté réseau 
De la même manière que pour le contrôle côté moteur, cette commande est construite à l'aide 
d'une transformation DQ synchronisée avec le réseau. Du point de vue de la sortie de l'onduleur 
côté réseau (voir Figure 5-4), l’ensemble du microréseau est vu comme un générateur synchrone 
possédant une inductance de fuite fL  en série avec une résistance  statorique fR . On peut 
considérer que les tensions de phases du lien alternatif sont dérivées du vecteur flux virtuel  
T
DQ
g gD gQ . Le référentiel DQ côté réseau est dirigé suivant le phaseur tournant du flux 
virtuel 
T
g g g . La dynamique des courants
T
g gD gQI i i  injectés par l'onduleur 
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dans le MR est donnée par (5.30) et (5.31) dans les référentiels stationnaire et synchrone 
respectivement. Ces équations sont similaires aux équations d’états obtenus pour la machine 
(voir section 5.3.2). Il s’ensuit des schémas similaires de contrôle. 
1 1
  
g g g g
g f g f o g o
f f
d dI dI d
V R I L V I V
dt dt dt T L dt
  (5.30) 
1 1
DQ DQ
g gDQ DQ DQ DQ
g g g o g g
f f
dI d
I J I V J
dt T L dt







Le contrôleur côté réseau sert essentiellement à gérer les flux de puissances entre le MR et bus 
DC interne. L'équivalence de puissance réelle ou active de part et d'autre de cet onduleur permet 
de lier la puissance active échangée avec le MR avec le l'énergie accumulée dans le bus DC.  En 
effet, l'écriture de l'équation du nœud de courant au niveau du condensateur de filtrage dcC  (voir 
Figure 5-4) permet d'écrire l'équation dynamique (5.33) liant le carré de la tension du bus DC 
2
dc dcv e , avec la puissance active gP  débitée par l'onduleur (5.34). mP  est la puissance extraite 
de l'onduleur relié au moteur asynchrone. L'onduleur échange aussi de la puissance réactive avec 
le MR donnée par (5.35). De (5.33), on peut écrire la fonction de transfert donnée par (5.36) où 
 
Figure 5-9 Principe de la régulation de tension du bus DC 
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( )s  est influencé par la puissance  mP  considérée comme une perturbation extérieure modifiant 
l'énergie dcE  que l'on souhaite contrôler. On en déduit la structure de régulation de la tension 
dcv  donnée par la Figure 5-9. 
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La référence ainsi que la mesure de tension du lien continu sont élevées au carré pour obtenir la 
structure définit par (5.33). Les entrées du comparateur sont inversées conformément à la 
relation de transfert (5.36). L'erreur de régulation v est traitée par le correcteur PI qui produit 
la référence de puissance 
*
gP  à échanger pour réduire cette dernière. Ainsi, la boucle de 
régulation de puissance opère une estimation en temps réel de la puissance mP  échangée avec 
la partie mécanique. En effet, en régime permanent on doit avoir 0dcde dt , donc un dcv  
constant. Pareillement à la commande de la machine, il existe deux principales techniques de 
commande de l'onduleur côté réseau: La commande directe de puissance (DPC) et la commande 
par orientation de la tension (ou du flux virtuel) du MR (VOC ou VFOC). 
(a) Commande directe des puissances injectées (DPC) 
Un estimateur de flux virtuel basé sur l'expression (5.30) est construit à partir de mesure des 
courants débités et une estimation de la tension du MR ou de l'onduleur dans le référentiel 
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stationnaire. L'équation d'estimation est donnée par (5.37), où ˆoV  est calculé à l'aide de (5.38)
. 
T
ABC A B CS S S S  sont les états de l'onduleur définit par une table de commutation comme 
pour le DTC. L'intégrateur inclus dans l'estimateur de flux à l'avantage d'éliminer 
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La tension générée par l'onduleur dépend de la position du flux virtuel ˆ g  et du sens de 
correction 
T
PQ P Q  désiré pour les puissances. Pour limiter la fréquence de 
commutation, des comparateurs à hystérésis sont utilisés pour traiter les sorties d'erreurs de 
puissances 
T
PQ P Q  tel que défini par (5.39) et (5.40) où PH  et QH  les bandes 
d'hystérésis (ou erreurs absolues) définies pour les puissances. Les , ,P Q P Q  sont des 
opérations de mémorisation de la sortie précédente du comparateur tandis que , 0P Q  et 
, 1P Q  commandent respectivement une diminution ou une augmentation de puissance 
produite. Ainsi, l'action de régulation consiste à produire l'un des huit états possibles ABCS  de 
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Dans le cas de l'injection de puissance dans un réseau, le flux n'est pas créé par les courants 
injectés et une observation plus précise l'angle du flux virtuel doit être effectué pour éviter des 
transitoires excessifs (débordement des limites des comparateurs). Pour cela, les tables de 
commutations employées sont basées sur une division de l'espace en 12 sections de 30° 
chacune (au lieu de 60° comme pour le DTC). Plusieurs tables de commutation sont proposées 
dans la littérature [182, 183], dont celle de Azzidin et al. [183] reprise dans le Tableau 5-2 .     
Tableau 5-2 Table de commutation pour la commande DPC (adaptée de [183]) 
Action de 
correction 
Secteurs (position du flux virtuel) 
P  Q  1 2 3 4 5 6 
0 0 1u  2u  3u  4u  5u  6u  
0 1 2u  3u  4u  5u  6u  1u  
1 0 6u  1u  2u  3u  4u  5u  
1 1 3u  4u  5u  6u  1u  2u  
 
x A B Cu S S S  
1 100u ; 2 110u ; 
3 010u ; 4 011u ; 
5 001u ;  6 101u  
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Comme pour le DTC, la commande DPC à l'avantage de nécessiter peu de réglages et d'opérer 
une commutation implicite de l'onduleur grâce à sa table de commutation.  Cependant, elle 
possède aussi les mêmes désavantages que le DTC notamment, la fréquence de commutation 
variable (dépendant des puissances échangées) et des niveaux de bruits en général plus élevées 
que les techniques basées sur une commutation explicite par modulateur de largeurs 
d'impulsions. Par ailleurs, le DPC nécessite des périodes d'échantillonnage très courtes (de 
l'ordre de microseconde) ce qui augmente la contrainte sur leur implémentation en temps réel. 
Des FPGA capables d'exécuter des opérations en parallèle et possédant des CAN (convertisseurs 
analogiques-numériques)  particulièrement rapides sont les plateformes les mieux adaptées 
[184], mais cependant manquent de flexibilité.  
(b) Commande vectorielle des puissances injectées 
Les puissances sont réécrites dans le référentiel synchrone DQ côté réseau et on a les expressions 
données par (5.41). En orientant le flux virtuel  g   dans la direction de l'axe D, on a gD g  
et 0GQ  , les puissances active et réactive instantanées injectées par l'onduleur côté réseau se 
simplifient tel qu’exprimé par (5.42) et (5.43).  L'angle de transformation αβ-DQ est obtenu à 
l'aide du calculateur de flux virtuel basé sur l'équation (5.37), on a (5.44). Cependant cette 
expression peut poser des problèmes de stabilité numérique (risque de division par zéro, et forte 
influence des erreurs d'estimation). On préfère employer une boucle de détection de phase (PLL) 
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En écrivant les dynamiques des courants (5.31) dans le référentiel synchrone côté réseau, on a 
les fonctions de transfert données par (5.45). ( )cDV s  et ( )cQV s  sont les équivalents fréquentiels 
des tensions de commande découplée du filtrage coté réseau tel qu’explicité par (5.46) et (5.47)
. Par ailleurs, on peut aussi obtenir les équations dynamiques liant les puissances aux tensions 
en utilisant (5.31) et (5.43). On a alors les expressions données par (5.49) et on en déduit les 
fonctions de transfert et les expressions de commandes données par (5.50) où 
T
PQ P Q
représente le vecteur de commande de puissances découplées. On observe qu'a flux virtuel g  
constant, les puissances ont des dynamiques identiques aux courants. Les réglages des 
correcteurs de courant et de puissance obéissent aux mêmes critères. Par ailleurs, les puissances 
peuvent être directement calculées dans le référentiel αβ sans avoir recours à la transformée de 
Park des courants mesurés. 
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 (5.47) 
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 (5.49) 
( ) ( ) ( )
( ) ( ) ( )
g f P
g f Q
P s G s s
Q s G s s
  avec 
1( )
( )
P PQ oQ g g f g gP L
Q
Q PQ oD f g g
K v L Qs
s K v L P
 (5.50) 
 
(a) mesures, estimations, transformations et modulation; (b) stratégie de contrôle à travers les courants; 
(c) contrôle direct par régulateurs de puissances 
Figure 5-10 Commande vectorielle de l'onduleur côté réseau  
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La Figure 5-10 présente les principales options de commande vectorielle de l'onduleur côté 
réseau. La partie commune (Figure 5-10(a)) est constituée de l'interface de puissance et des 
blocs d'estimation et de détection de l'angle du flux virtuel obtenu par calcul direct à partir de la 
mesure de tension du réseau, ou estimée à partir des courants débités par l'onduleur. Le calcul 
des puissances est effectué dans le référentiel stationnaire et la rétroaction peut être en courant 
ou en puissance. Dans le premier cas, on a la structure de contrôle représentée à la (Figure 
5-10(b)) où les courants mesurés sont dans un premier temps convertis dans le référentiel 
synchrone et ensuite comparés aux courants de références issus des puissances de références 
provenant des boucles externes (voir Figure 5-9). Un correcteur PI est utilisé sur chaque axe 
pour réduire et annuler l'écart entre la référence et la mesure.     
Dans l'option de rétroaction (directe) en puissances (voir Figure 5-10(c)), les puissances 
calculées sont directement comparées aux références puissances et des correcteurs PI sont 
employés pour corriger les écarts observés. Dans chaque cas, la tension * * *
T
DQ
o oD oQV v v que 
doit produire l'onduleur est convertie dans le référentiel stationnaire, puis dans le référentiel 
naturel (abc), et modulé pour séquencer la commutation des transistors de l'onduleur. Une 
porteuse triangulaire de fréquence fixe est utilisée à cet effet, ce qui permet d'obtenir une 
composition spectrale prévisible. Le réglage des différents correcteurs PI et d'autres aspects liés 
à l'implémentation digitale des structures exposées ci-dessus sont abordés dans les sections 
suivantes. 
5.3.4 Réglage des contrôleurs de courants (contrôleurs internes) 
Comme exposé précédemment, les contrôleurs utilisés dans les référentiels synchrones (dq côté 
machine et DQ côté réseau) sont de type Proportionnel-intégral (PI). Ces derniers sont utilisés 
pour asservir les courants (produits ou absorbés) par les déférents onduleurs. Puisqu’écrites dans 
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le référentiel synchrone, les grandeurs manipulées sont constantes en régime permanent, ce qui 
permet une annulation de l'erreur de poursuite et un contrôle précis. Tous les contrôleurs de 
courants peuvent être analysés suivant le schéma de contrôle unifié donné à la Figure 5-11.  
La mesure du courant de l'onduleur traité est obtenue par échantillonnage et traitements 
numériques pour obtenir l'équivalent dans les repères synchrones ( dq  ou DQ ). Le courant de 
référence *i   est issu d'une structure de contrôle externe (tension, flux ou  puissances) et est 
comparé à mesure. L'erreur obtenue est traitée par ce correcteur, de fonction de transfert  ( )PIG s
, qui produit la tension de contrôle
* cv . Cette dernière est l'équivalent dans le référentiel 
synchrone de la tension que l'onduleur doit produire pour réduire l'erreur
* i i i . ( )sysG s  
représente la fonction de transfert liant la tension de l'onduleur au courant produit par ce dernier. 
Suivant les analyses précédentes, cette dernière est du premier ordre pour un lissage inductif.  
La fonction de transfert ( )MG s  réunit tout ce qui est lié à l'échantillonnage et aux différents 
calculs numériques. Ces traitements entrainent des délais et du filtrage par décimation (les 
données inter-échantillons sont ignorées)  modélisés par une dynamique du premier ordre à gain 
unitaire et possédant une constante de temps MT . Cette dernière représente le pôle dominant des 
 
Figure 5-11 Structure unifiée des boucles d'asservissement des courants 
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Pour régler le régulateur de manière à assurer réponse rapide avec une marge de stabilité 
conséquente, l'analyse de la fonction de transfert en boucle ouverte ( )boG s   donnée par (5.54) 
est utilisée. L'équivalent harmonique obtenu en posant s j   est donné par (5.55). Cette 
expression rend compte de l'amplification et du retard angulaire induit par la chaine directe pour 
toute composante harmonique du courant de pulsation  . Le module et la phase de la fonction 
de transfert ( )boG j  sont données par (5.56) et (5.57) respectivement. 
 
1
( ) ( ) ( ) ( )
1 1
I
bo PIx sys M P sys
I sys M
sT
G s G s G s G s K K
sT sT sT
    (5.54) 
 
1





K K j T
G j G j

















1 1 1( ) tan ( ) tan ( ) tan ( ) 90bo I sys MT T T  (5.57) 
 Suivant les critères de stabilité de Bode, la marge de phase M  est définie comme l'écart entre 
la phase en boucle ouverte ( )bo  et la phase critique (-180°) pour une pulsation de coupure
 c , elle-même correspondant à un gain en boucle ouverte unitaire ( ( ) 1bo cG j ). La 
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pulsation de coupure c  détermine la rapidité de la boucle d'asservissement. On a ainsi 
l'expression (5.58) où 0M  est un indicateur du degré de stabilité: plus cet angle est élevé, 
plus la boucle de courant est stable. On en déduit l'expression du produit c IT  donné par (5.59)
. L'égalité ( ) 1bo cG j  permet d'obtenir l'expression du gain proportionnel (5.60). 
 1 1 1180 ( ) tan ( ) 90 tan ( ) tan ( )c c I c sys c MM T T T   (5.58) 















On peut obtenir des expressions simplifiées en observant que le produit  c sysT  est en général 
très grand. En effet, la boucle de contrôle est conçue pour être rapide ( c  élevé) et le système 
possède en général une forte constante de temps ( sys f fT L R  avec 0fR ). Donc, 
1tan ( ) 90c sysT  et on en déduit (5.61). Il en ressort le critère de choix de la pulsation de 
coupure c donnée par (5.62) pour garantir la stabilité. Par ailleurs, on peut noter que le terme 
2
1c sysT  et le reporter dans (5.60) pour obtenir (5.63). 
 1
tan( )
tan tan ( )          
1 tan( )
c M
c I c M c I
c M
M T
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La procédure unifiée de réglage des correcteurs PI des boucles de courants est donc la suivante : 
1. À partir des paramètres du système (filtrage AC ou armature de la machine asynchrone), 
déterminer le gain et la constante de temps sysK  et  sysT ; 
2. Évaluer la constante de temps dominante des processus d'acquisition et de calculs: on 
peut par exemple prendre 2M sT T  où sT  est la période d'échantillonnage du contrôleur; 
3. Fixer la marge de phase voulue ( 60M  par exemple), et choisir la pulsation c  
respectant la condition de stabilité (5.62).  Au besoin, réduire M   pour obtenir plus de 
rapidité ( c  plus élevé) ; 
4. Calculer le produit c IT  et le gain proportionnel PK  à l'aide de (5.61) et (5.63); 
5. En déduire le gain intégral à l'aide de (5.64). 
5.3.5 Design des boucles de contrôle externes 
Les régulateurs PI externes peuvent être conçus en utilisant la même procédure que pour les 
courants. Cependant, il faut s'assure d'avoir c ccour ext  : les boucles de courant doivent 
avoir un temps de réponse très court par rapport aux boucles externes. Ainsi l'hypothèse de la 
réponse quasi instantanée des boucles de courant peut être faite. Ces boucles sont alors 
remplacées par des fonctions de transfert du premier ordre, à gains unitaires et  constantes de 
temps  1c cT .   On emploie la structure d'analyse de la Figure 5-12.  
 
Figure 5-12 Analyse des boucles externes. 
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On peut appliquer la procédure précédente en remplaçant MT  par cT  et les éléments calculés 
sont ceux du contrôleur externe. En général, on obtient de bons résultats pour 
20c cext cour  et on doit choisir une période d'échantillonnage plus faible pour la boucle 
externe  2s cextT T . 
5.3.6 Obtention de l'angle du flux virtuel  
(a) Détection de l'angle par une boucle de verrouillage de phase (PLL) 
La structure de la boucle de verrouillage de phase est donnée à la Figure 5-13. Cette structure 
comporte un correcteur PI qui doit être réglé pour obtenir une détection stable et rapide de l'angle 
du flux virtuel obtenu par intégration de la tension du MR, ou de son estimée, dans le référentiel 
αβ. Pour analyser la détection de l'orientation du vecteur tournant de flux g , on admettra que 
ce dernier possède les composantes explicitées par (5.65). Si ˆ  est l'angle estimé par la PLL, 
la transformée de Park du flux virtuel est donné par (5.66). En écrivant le rapport des 
composantes dans le référentiel de Park, on obtient une approximation de l'erreur 
d'asservissement de l'angle  tel que donné par (5.67),  et le correcteur PI a pour rôle essentiel 
 
Figure 5-13 Schéma d'analyse de la détection d'angle à l'aide d'une PLL. 
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d'annuler cette erreur. En régime permanent, l'angle ˆ  est nécessairement tel que 0gQ







 (5.65)  
 
ˆ ˆ ˆcos( )cos( ) sin( )sin( ) cos( )
  
ˆˆ ˆ sin( )cos( )sin( ) sin( )cos( )
gD g gD g
gQ ggQ g
  (5.66) 
 




Le correcteur PI dont l'expression générale est donnée précédemment (voir éq. (5.51)) produit 
la déviation de pulsation  qui, additionnée à un  une pulsation nominale gg  (377 rad/s) 
donne une estimation de la vitesse de rotation du vecteur  g . L'intégration de cette estimation 
permet d'obtenir l'orientation ˆ  du flux. L'ajout de gg  permet de garantir un verrouillage 
(annulation de l'erreur) sur l'harmonique fondamental et non sur un harmonique. Les fonctions 
de transfert apparaissant dans la Figure 5-13 sont détaillées par (5.68) , la fonction de transfert 
en boucle ouverte qui en découle par (5.69) et son équivalent harmonique par (5.70). 
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  et  
1 1( ) tan ( ) tan ( ) 180I dT T  (5.71) 
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Comme pour les régulateurs de courants, on commence par exprimer la marge de phase M  tel 
que donné par (5.72) et on en déduit l'expression du produit c IT  donnée par (5.73), ainsi que le 
critère de choix (5.74) de la pulsation de coupure c . Cette dernière est fonction de  M   et de 
la constante de temps dominante des calculs et mesures dT  inclus dans la boucle. Les gains 
proportionnel et intégral sont obtenus par (5.75). Ainsi, régler le correcteur de la PLL se résume 
à: (i) évaluer la constante de temps dT ; (ii) Fixer la marge de phase M  voulue et en 
conséquence, choisir la pulsation de coupure c ; (iii) évaluer le produit c IT  et (iv) déterminer 
les gains proportionnel et intégral ( PK  et IK )  du correcteur.  
 
1 1( ) 180 tan ( ) tan ( )c c I c dM T T  (5.72) 
 1
tan( )
tan( tan ( ))
1 tan( )
c d































Notons cependant que l'expression utilisée pour le calcul de l'erreur  est rigoureusement la 
tangente  de l'écart de phase (voir équation(5.67)). Dépendamment des conditions initiales (ou 
des transitoires), il est possible que la PLL se verrouille en opposition de phase (  au lieu 
de ) tel qu'illustré par la Figure 5-14. Dans ce cas on obtient 0gD  et il faut corriger l'angle 
estimé pour accélérer la convergence. Donc après avoir effectué la transformation de Park: 
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 Si 0gD , on a ˆ 2  et la convergence est naturellement accélérée vers 
le point d'équilibre ˆ ; 
  Si au contraire 0gD , on a ˆ 2 , la convergence s'accélère vers les 
points d'équilibres secondaires ˆ  et pour remédier à cela il faut: (i) 
effectuer une translation d'angle ˆ ˆ sgn( )gQ  où sgn(.)  représente la 
fonction "signe de", (ii) effectuer gD gD  (voir Figure 5-14). 
Le calcul de l'erreur par la formule (5.67) à l'avantage d'accélérer naturellement la convergence 
lorsque l'erreur  est élevée, car le gain en boucle ouverte devient élevé. Pour éviter toute 
instabilité due au dépassement de la marge de gain, on peut ajouter une petite constante au 
dénominateur du rapport gQ gD  tel que montré par (5.76). 
 
Figure 5-14 Correction l'erreur garantissant la bonne orientation du vecteur de flux. 












G  (5.76) 
(b) Obtention implicite de l'angle pour la commande vectorielle 
Les transformées directe et inverse de Park peuvent s'exprimer  sous forme matricielle tel que 
donné par (5.77) où 
T
X x x  est une grandeur électrique quelconque devant être 
exprimé dans le référentiel du flux dont l'angle est . On observe que la connaissance de cet 
angle proprement dit n'est pas requise, mais juste son cosinus et son sinus (C  et S ). On peut 
obtenir directement ces grandeurs à partir du vecteur flux estimé dans le référentiel  tel que 
donné par (5.78). On obtient ainsi un moyen robuste de synchronisation instantanée avec le 
réseau, peu importe ses variations de phases. Notons que l'estimateur de flux est constitué de 
filtres passe-bas améliorant drastiquement le rapport signal/bruit.   
   
D D
Q Q
x xC S x x C S
x xS C x x S C
















  avec  2 2
g g g
 (5.78) 
5.3.7 Implémentations numériques des systèmes de contrôles 
Les structures de contrôles données précédemment doivent être transposées en programmes 
exécutables par des processeurs de signaux (DSP).  Pour ce faire, les équations dynamiques de 
contrôle, notamment les intégrateurs d'estimation du flux et les différents correcteurs PI doivent 
être discrétisés, c’est-à-dire réécrites en termes de variables échantillonnées. Les techniques de 
conversion sont exposées dans [185]. Pour la présente étude, nous utilisons la transformation 
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bilinéaire consistant à obtenir les fonctions de transfert discrètes ( )H z  par substitutions dans la 
fonction de transfert analogique ( )H s  tel qu'exposé par (5.79). z  est la variable fréquentielle 
discrète et sT  la période d'échantillonnage du processeur. Cette transformation convertit tout 
système analogique stable en une série numérique convergente, tout en permettant une grande 
flexibilité quant au choix de la période d'échantillonnage.  
 
espace analogique espace numérique
2 1
1
( ) ( )s
zs
T z
H s H z   (5.79) 
5.3.7.1 L'estimateur de flux par intégration numérique 
Lorsque l'on intègre la tension du MR ou son estimée dans le référentiel  (voir (5.37)), on 
obtient une grandeur sinusoïdale comportant un décalage constant dû à condition initiale tel que 
montré par (5.80). En effet, l'intégration numérique est obtenue par accumulation (sommation 
discrète)  et l'angle initial  o  n'étant pas connu d'avance, on a systématiquement une constante 
qui s'ajoute à l'intégration ce contrevient à une loi fondamentale: une tension sinusoïdale est 
induite par un flux lui-même sinusoïdal. Ainsi, le flux virtuel obtenu par intégration pure de la 
tension est physiquement inconsistant. 
0
partie sinusoïdale décalage constant
( ) cos( )      ( ) ( ) sin( ) (0)
(0) 0         ( ) sin( ) sin( )
t
g
g g g o g g g o g
g
g g
G G g o o
g g
V
v t V t t v d t
V V
t t
  (5.80) 
Pour obtenir une estimation sans erreur du flux virtuel, une opération simple consiste à extraire, 
à l'aide d'un filtre  passe-bas, la moyenne de l'intégrale pour la retranchée de manière à obtenir 
uniquement la partie sinusoïdale tel qu'exprimé par (5.81). On peut faire le même 
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développement pour l'axe  . Les estimations ainsi obtenues par filtrage sont purement 
sinusoïdales cependant, on observe des erreurs d'amplitudes et de phases. Le rapport entre 
l'intégration exacte et celle obtenue par filtrage pour la pulsation g  du réseau est donné par 
(5.83). On en déduit l'expression (5.84) donnant la correction à apporter à l'intégrale filtrée g  
 
Figure 5-15 Intégration d'une grandeur sinusoïdale: (a) Illustration vectorielle; (b) schéma 
d'implémentation 
 
Figure 5-16 Simulation comparée de l'intégration ordinaire et de l'intégration par filtrage puis 
correction 
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à fin d'obtenir l'intégrale exacte (en phase et en amplitude) g . Le complexe j  est écrit sous 
sa forme matricielle pour obtenir une implémentation simple dans le référentiel cartésien  
tel qu’explicité par (5.85). La Figure 5-15 illustre  l'implémentation cette technique d'intégration 
par filtrage avec post-correction. La Figure 5-16 montre une implémentation Simulink à l'aide 
de fonctions de transfert permettant de valider l'expression (5.85). On observe notamment la 
concordance des amplitudes et de phases, puis l'élimination de la partie constante. 
 
Intégrale Moyenne de l'intégrale
1 1 1 1
     
1 1 1
g g g g g g
T
v v v Tv
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En appliquant la transformation bilinéaire à la fonction de transfert du filtre passe-bas (5.86) , 
on obtient l'équation de récurrence (5.88)  exploitable dans un programme DSP.  Cette opération 
est effectuée dans les deux axes: G  ou G  et Gv v ou Gv v . Le terme k  
représente la temporalité discrète. La constante de temps T  doit être choisie assez faible pour 
obtenir une élimination rapide de la constante d'intégration, tout en respectant la condition 
10 sT T  pour une convergence rapide de l'équation (5.88). On complète le filtrage numérique 
avec la correction donnée par (5.85). 








( )       ( )







H s H z
sT T T T T z v z
 (5.86) 
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 (5.87) 
















5.3.7.2 Les correcteurs PI 
Pour la discrétisation des correcteurs PI nous employons la formule générique (5.89)  où ( )U Z  
et ( )Y Z  représentent respectivement les signaux numériques d'entrée et de sortie du correcteur. 
Cette expression fait intervenir les gains PK  et IK  dont le réglage a été précédemment exposé. 
Par transformation bilinéaire, on détermine l'équation de récurrence du correcteur PI donné par 
(5.91). Dans les cas où l'action de commande doit être bornée, on complète l'équation de 




2 2 ( )





T z P I s I s PI
PI P PI
K K T K T K zK Y z
G s K G z
s U zz
  (5.89) 
Tableau 5-3 Paramètres du système pour les simulations et la validation pratique 
Paramètres Valeurs Paramètres Valeurs 
autres paramètres 
Moteur à induction (Labvolt ®) 
 Y-208V/60Hz, 2 kW, 1770 rpm,  = 80% 
Tension entre lignes  Vll 208/60 Hz Rés. statorique Ra 0.6 Ω 
Ind. de filtrage AC   Lf 5 mH Rés. rotorique   RA 0.7 Ω 
Rés. totale série.   Rf 0.17 Ω Ind. de fuite statorique     La 66.2 mH 
Cap. totale du LCC      Cdc 2000 μF Ind. de fuite rotorique      LA 66.2 mH 
Rés. de fuite du LCC   Rdc 56 kΩ Ind. de magnétisation  Lm 945 mH 
Tension de réf.  LCC   Vdc* 420 V Inertie totale du rotor  Jr 0.3  kgm2 
Freq. de modulation        fPWM 10 kHz Paires de pôles   npp 2 
abréviations: Résistance (Rés.); Inductance(Ind.); Lien Courant Continu (LCC);  
 




1 1( ) ( ) ( ) ( )
2 2
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 (5.93)  
5.4 MISE EN ŒUVRE ET SIMULATIONS MATLAB/SIMULINK 
5.4.1 Implémentations Matlab/Simulink 
Le système de stockage précédemment analysé a été simulé à l'aide des outils Matlab/Simulink. 
La grande inertie de la roue a été implémentée via les  paramètres mécaniques de la machine. 
Les principaux paramètres utilisés sont indiqués dans le Tableau 5-3. Chaque sous-système est 
dans un premier temps simulé séparément pour s'assurer de sa stabilité,  puis des simulations 
d'ensemble sont effectuées pour mettre en évidence les interactions entre les  différents sous-
systèmes. L'implémentation finale dans un DSP fonctionnant de manière autonome étant visé, 
les algorithmes de contrôle sont implémentés entièrement à l'aide de scripts Matlab facilement 
convertibles en C/C++ ou tout autre dédié aux processeurs employés. Dans simulations pour les 
sous-systèmes de contrôle côté machine, de contrôle côté réseau et leur mise ensemble sont 
séquentiellement abordées dans les sections suivantes. 
5.4.1.1 Sous-système de contrôle de la machine/roue inertielle 
Le modèle Simulink de validation de la commande DTC est donné à la Figure 5-17. Le modèle 
est constitué de trois blocs essentiels implémentant les algorithmes de commandes développés 
aux sections précédentes. Les seuls paramètres requis par la commande DTC sont le nombre de 
paires de pôles, le flux et la vitesse nominale obtenus à partir du Tableau 5-3. Le code 
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d'initialisation de la simulation est donné à l'annexe 3. Le bloc DSP est un bloc de script Matlab 
écrit de manière à faciliter le transfert vers tout autre outil de compilation et de programmation 
de DSP. Ce code est donné en annexe 4.  Conformément aux exigences de la commande DTC, 
le script s'exécute à la fréquence la plus élevée possible. Un pas de simulation constant de 1 μs
a été choisi pour l'exécution du modèle soumis à la consigne de commande décrite par le Tableau 
5-4. Le scénario se résume à envoyer une commande de stockage de 2kW durant un dixième de 
seconde, suivi d'une commande de déstockage de 1 kW durant deux dixièmes de secondes. Entre 
ces commandes, le dispositif reçoit la consigne de maintenir son énergie (aucun échange de 
puissance). La vitesse initiale du dispositif de stockage est fixée à 100 rad/s, soit 955 rpm. Les 
principales grandeurs électriques et mécaniques sont enregistrées et affichées aux Figures 5.18, 
5.19 et 5.20.     
 
Figure 5-17 Modèle Simulink pour la vérification de la commande DTC côté machine 




Dans la Figure 5-18, on peut observer que la commande DTC maintien le flux à un niveau 
quasi-constant de 0.425 Wb qui est la valeur nominale. Des pics sortants de la bande d'hystérésis 
(
310  [Wb]h ) peuvent être observés aux moments des transitions de la consigne tel que 
pointé aux environs de l'instant t = 0.2 s, cependant, la consigne est rétablie en moins d'une 
milliseconde. La trace du couple montre un suivi quasi parfait de la consigne, obtenu à l'intérieur 
du script DSP en utilisant la relation (5.27). On peut observer entre autres  que la commande 
 
Figure 5-18 Dynamique interne de la commande DTC: mesures et références du flux et couple 
Tableau 5-4 Scénario de commande pour la simulation de la conversion côté moteur. 
Temps t [s] 0 0.2 0.20 0.3 0.30 0.6 0.60 0.8 0.80 1.0 
Consignes  Psup [kW] 0.01 0.01 2.0 2.0 0.0 0.0 -1.0 -1.0 0.0 0.0 
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DTC permet d'obtenir un établissement rapide du couple (moins de 1 ms), sans aucun 
débordement. Cependant, ce dernier est essentiellement fluctuant et reste dans la bande 
d'hystérésis définit à  
310  [Nm]Th  pour la simulation. 
Les échanges de puissances ainsi que l'évolution de la vitesse de rotation sont présentés par la 
Figure 5-19. La vitesse montre que la machine (couplée à la roue inertielle) subit  une 
accélération à couple quasi constant, suivi d'un maintien et d'une décélération. L'état de charge 
du dispositif est directement lié à la vitesse de rotation par la relation fondamentale 
2( ) 0.5K m mE J  exprimée en Joules. La vitesse initiale de 100 rad/s n'est pas recouvrée à la 
fin de la simulation à cause des différentes pertes liées par exemple à la non-exploitation du 
 
Figure 5-19 Dynamiques des variables externes: Puissances (consigne et lien 
DC) et vitesse de rotation de la roue 
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courant de la résistance statorique dans l'estimateur de flux. Ces pertes peuvent s'observer dans 
le graphique des puissances où la puissance obtenue sur le lien DC est comparée à la consigne. 
L'écart de puissance observé est proportionnel au courant absorbé par l'onduleur. Ce dernier est 
extrêmement fluctuant à cause de la commutation (
T abc
dc abc si S I ).  
 
Figure 5-20 Dynamiques des tensions et des courants statoriques. 
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Enfin, la Figure 5-20 montre l'évolution des tensions et des courants. Les grandeurs 
fondamentales des tensions de phases sont extraites par filtrage pour être affichées. L'onduleur 
produit des niveaux de tension discrets ( 1 3,  2 3 dcV ) générés suivant la table de 
commutation (voir Tableau 5-2) implémentée dans le code DSP. Les ondulations de tensions 
sont filtrées par le bobinage inductif de la machine, ce qui permet d'obtenir des courants 
triphasés sinusoïdaux. Les amplitudes de ces courants sont indirectement contrôlées à travers le 
maintien du couple.  Il en résulte des réactions quasi instantanées. Notons cependant que ces 
performances s'obtiennent au prix d'une commutation excessive difficile à concrétiser avec des 
IGBTs réels (fréquences pouvant aller jusqu'à quelques dizaines de kHz).   
Les simulations précédentes ont été reprises avec une commande vectorielle précédemment 
analysée. Pour cela, un bloc supplémentaire effectuant la modulation SV-PWM est ajouté et le 
 
Figure 5-21 Modèle Simulink pour la vérification de la commande vectorielle côté machine 
  173 
 
 
modèle Simulink résultant est présenté à la Figure 5-21. Les différents régulateurs ont été réglés 
et discrétisés suivant les procédures  exposées à la section 5.3.7 et le code exploité dans le bloc 
DSP est présenté à l'annexe 5. 
Le code DSP est écrit de manière à simuler la routine d'interruption permettant les calculs et la 
mise à jour périodique des variables de contrôle. Une période d'échantillonnage de 200 μs a été 
utilisée pour la régulation des courants. Les résultats obtenus pour les flux et les couples sont 
présentés à la Figure 5-22. Avec les paramètres des contrôleurs PI calculés, on observe un suivi 
quasi parfait des variables de références. 
 
Figure 5-22 Dynamiques des Flux et des couples obtenus avec l'algorithme de commande 
vectorielle 




Figure 5-23 Dynamiques des puissances et de la vitesse de rotation 
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Compte tenu des fréquences de commutations plus faibles, le couple mesuré est plus fluctuant  
que dans le cas de la commande DTC où ces fluctuations sont directement bornées. Des résultats 
semblables sont obtenus pour la dynamique de la vitesse de rotation (voir Figure 5-23), avec 
cependant une tendance plus poussée à l'autodécharge (décroissance de la vitesse) lorsque la 
consigne de puissance s'annule. Ceci est le résultat d'un suivi moins strict du couple de référence 
associé aux pertes de commutation de l'onduleur.    
Les courbes de puissances de la Figure 5-23 montrent un caractère moins chaotique de la 
puissance brute observée sur le lien DC. Ceci montre que la commande vectorielle permet de 
réduire le courant efficace absorbé par les capacités de filtrage du lien DC, ce qui permet de 
réduire les pertes dynamiques responsables de l'échauffement parfois destructeur de ces 
composants. Les dynamiques des tensions et des courants présentées à la Figure 5-24 montrent 
des capacités de filtrage similaires avec un profil de commutation plus harmonieux grâce à la 
commutation à fréquence fixe du modulateur PWM employé. La commande vectorielle offre 
donc d'excellentes performances avec des exigences matérielles réduites, notamment en ce qui 
concerne les capacités de filtrage et la vitesse de commutation. 
5.4.1.2 Sous-système de contrôle côté réseau 
Les analyses effectuées à la section 5.3.3.2 et les constats de la section précédente montrent que 
côté réseau, la commande directe de puissance peut être implémentée au travers de la commande 
vectorielle, en considérant les fonctions de transfert des puissances (voir Figure 5-10(b)). Cette 
technique a été employée pour évaluer l'algorithme de contrôle côté réseau. Le modèle Simulink 
est présenté à la Figure 5-25. Le scénario utilisé côté machine est reporté ici pour d'injection de 
puissance dans le lien DC, simulant ainsi la dynamique de l'onduleur côté machine. Le bloc 
"microréseau" est constitué d'une source de tension triphasée de 208V / 60Hz. Les filtrages côté 
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DC et AC sont remplacés par leurs modèles respectifs. La référence de tension du lien DC est 
fixée à 400V appliquée au bloc DSP qui contient le code de régulation de tension. Par ailleurs, 
les courants triphasés côté sont utilisés par le bloc DSP pour estimer les puissances échangées. 
 
Figure 5-26 Dynamiques des échanges de puissances côté réseau 
 
 
Figure 5-25 Modèle Simulink pour l'évaluation de l'algorithme de contrôle coté réseau 
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La puissance réactive de référence est maintenue nulle pour obtenir un facteur de puissance 
unitaire. Le code DSP est donné en annexe 5. 
Les résultats de simulations sont semblables avec ou sans mesure directe de la tension du réseau. 
Dans chaque cas le flux virtuel est évalué et utilisé pour générer les tensions de contrôle. La 
Figure 5-26 présente la dynamique des puissances échangées avec le MR lorsque l'on injecte de 
la puissance dans le lien DC. On observe des réactions rapides et précises du système onduleur-
DSP permettant le transfert quasi instantané de la puissance  vers le réseau. Par ailleurs, le 
découplage des puissances est quasi parfait dans la mesure où la puissance active injectée peut 
varier dans grandes proportions sans impact sur la puissance réactive dont la moyenne reste 
verrouillée sur la référence nulle imposée.  
Les principales grandeurs côté DC (entrée de l'onduleur) sont présentées par la Figure 5-27. De 
plus, on peut observer un bon suivi de la référence, la commutation permettant l'établissement 
 
Figure 5-27 Dynamique des puissances et de la tension côté continu 
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de la puissance moyenne en moins de 10 ms. Durant le scénario, la tension mesurée sur le bus 
DC possède un pic maximum de moyen de 0.5% pour une variation de puissance de 2kW. La 
référence est rétablie en moyen de 10 ms, le temps que l'onduleur met pour réguler l'échange de 
puissance avec le MR.   
La    montre la dynamique des tensions et des courants côté MR. L'action de l'onduleur se résume 
à changer de manière quasi instantanée l'amplitude et la phase de la tension générée de manière 
à produire les courants triphasés permettant les transferts de puissances voulus. L'injection de 
courant est donc implicitement contrôlée par les boucles de puissance active et réactive.  
5.4.1.3 Mise ensemble des deux sous-systèmes 
Le modèle Simulink utilisé pour évaluer le système global est présenté à la Figure 5-29. Les 
algorithmes de contrôle sont implémentés de manière séparée dans les blocs DSP1 et DSP2, 
 
Figure 5-28 Dynamique des tensions et des courants côté réseau 
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mais peuvent  être exécutés par le même composant physique effectuant du multitâche 
séquentiel ou parallèle.  Le scénario utilisé pour les sous-systèmes séparés est une fois de plus 
appliqué au système global et principales courbes sont affichées à la Figure 5-30. 
 Les courbes montrent que le système répond avec précision aux demandes de charge/décharge 
supP  de puissance issues du contrôleur de niveau supérieur. Le modèle montre entre autres que 
la tension du bus DC est maintenue stable, avec des pics de variations ne dépassant pas 1% de 
la valeur de référence. Les puissances actives et réactives produites au niveau du réseau restent 




Figure 5-29 Modèle Simulink  du système de stockage complet 




Figure 5-30 Dynamique des grandeurs électriques et de la vitesse de rotation pour le modèle assemblé du système de stockage 
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Notons cependant que l'algorithme DSP2 agissant en réaction aux injections de puissances 
issues de l'action du DSP1, leurs temps de réponse s'additionnent. Une amélioration consiste à 
insérer une proaction dans le DSP2 en lui appliquant la référence de puissance supP  en addition 
à la puissance de référence issue du régulateur de tension DC inter-onduleurs. Les résultats 
obtenus sont représentés à la Figure 5-31. On peut observer augmentation globale de la rapidité 
du dispositif et une réduction des perturbations de la tension du lien DC. Ainsi, des puissances 
élevées peuvent transférées durant des temps très courts, de façon absolument transparente.    
5.5  VALIDATIONS EXPÉRIMENTALES DES ALGORITHMES DE CONTRÔLE 
Pour la mise en œuvre expérimentale du système de stockage inertiel, les algorithmes de 
contrôle contenus dans les blocs DSP1 et DSP2 de la Figure 5-29 ont été traduits en utilisant le 
 
Figure 5-31 Améliorations apportées par l'ajout d'une ligne de proaction de puissance sur 
l'onduleur coté réseau 
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module Matlab-Coder®   et adaptés pour être compilés à l'aide des outils de développements 
pour systèmes embarqués (GNU ARM et Eclipse). Le processeur est une STM32F407 de la 
firme STMicroelectronics,  possédant une unité de calcul à virgule flottante avec une capacité 
de 210 méga-instructions par seconde, lorsque cadencée à 168Mhz. Ce processeur possède entre 
autres tous les périphériques nécessaires à l'acquisition simultanée des signaux analogiques 
(tensions, courants et vitesse) et à la génération des 12 lignes de commandes PWM (6 par 
onduleur)  et la circuiterie de sécurité associée (insertion des temps morts et protection contre 
les surintensités). Il possède aussi plusieurs interfaces RS232 à haut débit servant aux échanges 
avec le PC hôte. Notons que la firme Texas-Instruments offre aussi plusieurs produits du même 
calibre, notamment les processeurs TMS320f283xx  pouvant servir pour le présent travail. Un 
aperçu du dispositif expérimental est donné à la Figure 5-32. 
Pour mettre en situation la structure de stockage construite, la maquette expérimentale illustrée 
par la Figure 5-33 a été utilisée. La microgénération (hydroélectrique ou Diesel) est émulée par 
un assemblage électromécanique de machines synchrones de LabVolt ((1)-(2), voir chapitre 3). 
L'énergie de cet ensemble est issue du secteur 208/60Hz (d'Hydro-Québec) et contrôlée par un 
variateur de vitesse de 4 kW (l'Altivar 71 de Schneider Electric) permettant de réguler la 
pulsation électrique 377 rad/se .  Les paramètres du variateur de vitesse sont ajustés pour 
simuler le comportement dynamique d'une microsource à forte inertie. La tension produite est 
utilisée pour alimenter un banc de résistances de 1kW/208V via un interrupteur statique 
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permettant des commutations rapides et précises. Le dispositif de stockage inertiel construit est 
connecté à cette micro-alimentation (en parallèle avec la charge)  pour appuyer la stabilisation 
de fréquence. L'assemblage de machines ((3)-(4)) constitue la partie électromécanique du 
 
Figure 5-32 Aperçue du dispositif expérimental. 
 
Figure 5-33 Dispositif expérimental pour l'analyse de l'impact du stockage inertiel. 
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stockage inertiel. Observons que la machine (4) est simplement utilisée comme masse inertielle 
.Les consignes sont émises à partir de la plateforme Matlab à l'aide du lien RS232 et les données 
échantillonnées par le  processeur de contrôle sont récupérées par le même lien et affichés à 
l'aide des outils graphiques de Matlab. 
Le test consiste à commuter rapidement la charge résistive avec et sans action du stockage 
inertiel afin d'évaluer d'analyser la stabilisation de fréquence.   Les principales courbes 
enregistrées sont présentées à la Figure 5-34. Les évolutions de la fréquence avec et sans 
Stockage inertiel (SI) montrent que cette dernière sujette à de grandes perturbations si le SI est 
 
Figure 5-34 Évolution (a) de la fréquence avec et sans Stockage inertiel (SI), (b) puissances avec SI 
désactivé et (c) stockage avec SI activé. 
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désactivé. Les perturbations de la fréquence peuvent durer plusieurs secondes. Les courbes de 
puissances sans SI (Figure 5-34(b))  que le générateur est seul à répondre à la demande de 
puissance de la charge. Ce dernier agissant lentement, ne peut pas compenser de déficit de 
puissance. 
 Lorsque le SI est activé, les courbes de puissances de la Figure 5-34(b) montrent que le 
dispositif de stockage répond quasi instantanément pour appuyer le générateur et la fréquence 
du générateur reste quasi-constante. En effet, l'appel de puissance est amorti par le stockage et 
l'impact sur le générateur est pratiquement inexistant.  Dans ce cas, on peut observer que le 
contrôleur actionnant le dispositif de stockage estime en temps réel le déficit de puissance dans 
le microréseau (écarts avec la référence) et agit en suiveur pour en minimiser l'impact sur la 
fréquence. 
5.6 CONCLUSIONS 
Ce chapitre avait pour points saillants les principaux défis d'ingénierie rencontrés lors de 
l'implémentation d'une solution stockage inertiel. Les relations existantes entre l'équilibre des 
puissances et la pulsation d'un microréseau AC ont été analysées. Il en ressort qu'un microréseau 
possède des réserves de rotation moindres, compte tenu de la faible inertie des génératrices 
synchrones connectées. Ainsi, il a été constaté qu'en fonctionnement autonome les variations de 
fréquences peuvent être très élevées et provoquer des déclenchements intempestifs des relais de 
sécurité. 
Les charges et décharges du dispositif inertiel sont basées sur l'accélération ou décélération d'une 
masse tournante couplée à une machine électrique. Les principales composantes d'un dispositif 
de stockage ont été présentées et modélisées. Partant des modèles développés des structures de 
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contrôle ont été dégagées. L'interface d'électronique de puissance, constituée de deux onduleurs 
séparés par un lien courant continu, a été présentée et les structures de contrôle associées ont été 
analysées. En ce qui concerne le contrôle de la masse tournante, la commande directe du couple 
(DTC) et la commande vectorielle ont été envisagées, et simulées à l'aide des outils 
Matlab/Simulink. Il a été constaté que ces deux commandes ont des performances semblables, 
la commande vectorielle présentant l'avantage d'être facilement implémentable au moyen des 
processeurs de signaux usuels, et d'être moins perturbatrice pour le lien DC.  
Concernant l'interface côté réseau, le contrôle direct de puissance a été analysé et une nouvelle 
stratégie de régulation des puissances injectées dans le microréseau a été proposée. Cette 
dernière permet un meilleur découplage entre les puissances actives et réactives injectées. Des 
stratégies unifiées de réglage des multiples contrôleurs PI intervenant dans les structures de 
contrôles ont été développées et validées par les simulations.  
Enfin, Une validation globale de la conception a été effectuée en laboratoire en utilisant un 
microréseau minimal constitué d'un émulateur de microturbine, d'une charge résistive et du 
dispositif de stockage inertiel construit. L'analyse de la réponse à une forte perturbation 
impulsionnelle de la consommation nous a permis de confirmer l'action régulatrice du dispositif 




Chapitre 6 -  ÉTUDE DE L'INTERFAÇAGE DES 
MICROSOURCES DANS LE MICRORÉSEAU 
6.1 INTRODUCTION 
L’intégration des sources d’énergie renouvelables (RES), le stockage de l’énergie (ES) et la 
compensation sont les points clés du développement des MR. La Figure 6-1 illustre 
l'organisation générale d'un dispositif d'intégration d'une source renouvelable dans un MR. 
Premièrement, l'énergie primaire (panneaux solaires, génératrices synchrones ou asynchrones 
d'éolienne ou de microcentrale hydroélectrique) est convertie en énergie électrique à l'aide d'un 
onduleur ou d'un hacheur. La puissance ainsi extraite est disponible sous forme continue. Cette 
dernière est ensuite traitée par une structure d’onduleur qui régule l’injection de puissance par 
le biais de nombreuses boucles de contrôles. À la fin de cette chaîne de conversion, un filtrage 
alternatif (AC) permet de bloquer les harmoniques hautes fréquences générées par la 
commutation des transistors constituant l'onduleur. La structure du stockage inertiel analysé 
dans le chapitre précédent en est un exemple. 
 
Figure 6-1 Structure généralisée d'injection de puissance dans un microréseau AC 
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Suivant la structure de commande utilisée, l'onduleur connecté dans un MR peut assumer trois 
rôles principaux [53]: maître ou principal, support générateur de tension et support générateur 
de puissances. Les onduleurs maîtres fonctionnent de manières autonomes, fixant ainsi la 
fréquence d'alimentation et le niveau de tension au point de connexion tel que le ferait générateur 
synchrone d'une source traditionnelle (voir chapitre 4). L'onduleur de support est une source 
contrôlée par une boucle de niveau 2 (voir section 2.5.2)  pouvant ajuster les transferts de 
puissances (PQ) en fonction des niveaux de tension-fréquence (Vf*) souhaités, ou pouvant 
ajuster les niveaux de tensions-fréquence (Vf) en fonction des transferts de puissances (PQ*) 
souhaités. Dans le premier cas (PQ contrôlé par Vf*) l'onduleur de support est assimilable à une 
source de courant (générateur-PQ), tandis que  dans le deuxième cas (Vf contrôlé par PQ*) il 
peut être assimilé à une source de tension (générateur-Vf). Ainsi, le dispositif de stockage 
inertiel étudié au chapitre précédent est une source-PQ. Le synchronisateur (détecteur d'angle) 
un élément clé de l'onduleur de support qui doit rester synchronisé avec le bus AC du MR qu'il 
alimente [53, 186, 187].  
Dans le présent chapitre seuls les onduleurs de support sont considérés dans la mesure où un 
générateur conventionnel équipé d'une génératrice synchrone est utilisé en tant générateur 
maître (diésel ou microhydroélectrique). Des pages qui suives, nous traitons dans un premier 
temps de la conception de contrôle d’un onduleur de support, avec pour objectif principal de 
proposer des modifications permettant d’améliorer son comportement dynamique. Dans un 
deuxième temps nous proposons une procédure d'identification en temps réel des paramètres 
d'un filtre du premier ordre, pouvant être appliqué aussi bien du côté continu qu'alternatif de 
l'onduleur. 
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6.2 DESCRIPTION DU SYSTÈME ET MODÉLISATIONS 
6.2.1 Description 
La Figure 6-2 illustre la structure typique d'un onduleur triphasé de support d'un MR. Le bus 
CC situé à l'entrée de l'onduleur principal est alimenté par le courant de sortie iDER de source 
d'énergie. Fondamentalement, la structure de commutation de l'onduleur peut être vue comme 
une source de tensions alternatives contrôlées, en série avec plusieurs composantes hautes 
fréquences constituantes des bruits de commutation. Les états de commutation Sabc sont régis 
par la stratégie de modulation du vecteur tournant de tension Vinv généré. La technique SVM 
[188, 189] permet de minimiser la production d'harmoniques et garantit une restitution fidèle du 
fondamental produit par les boucles de contrôles. De plus, en choisissant une fréquence de 
commutation assez élevée (quelques dizaines de kHz), les bruits de commutation sont aisément 
éliminés par des filtres passifs du premier ordre.  
En mode générateur-PQ, le vecteur  Iinv  des courants injectés est contrôlé pour obtenir le 
transfert des puissances souhaitées. Pour le support Vf, c'est le vecteur de tensions de sortie Vo 
qui est contrôlé en fonction des puissances et l’onduleur en série avec l’ensemble du filtre AC 
est considéré comme une source de tension contrôlée.  
 
Figure 6-2 Système générateur-PQ pour le support d'un microréseau 




Les modèles dynamiques des onduleurs utilisés pour l'intégration au réseau sont  exposés dans 
la littérature [153, 190]. Lorsque l'onduleur est destiné à être contrôlé par des régulateurs 
linéaires (PID), la dynamique du système peut être réduite à celle du condensateur de la liaison 
DC et du filtre AC la sortie de l'onduleur. Ces dynamiques sont résumées par les équations 
différentielles données par (6.1)-(6.3). Les équations liées à la dynamique des filtres AC ((6.2) 
et (6.3)) sont écrites dans le référentiel stationnaire (αβ), et on a un total de cinq équations 
dynamiques. Du côté du réseau, l'onduleur échange des puissances actives et réactives (Po et 
Qo)  respectivement exprimées par (6.4) et (6.5). Ainsi, la dynamique de la tension du 
condensateur de filtrage continue dcv  est liée aux variables d'état du filtre de sortie oV  et invI  
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o inv inv inv inv invQ Q v i v i  (6.5) 
En réorganisant et en utilisant les transformées de Laplace, les équations (6.1)-(6.3)  sont 
réécrites sous forme de fonctions de transfert du premier ordre données par (6.6)-(6.8), où s 
représente la variable de Laplace. dcK , 1fK  et 2fK  sont explicités dans (6.9) et représentent 
les gains statiques des différentes fonctions de transferts, tandis que dcT , 1fT  et 2fT  explicités 
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dans (6.10) sont leurs constantes de temps. Notons que dans (6.6), la dynamique de la tension 
du filtrage DC a été linéarisée en utilisant le carrée de la tension 
2
dc dce v , ce qui formalise la 
relation entre la puissance convertie et la dynamique de la tension à l'entrée de l'onduleur. Le 
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6.3 CONTRÔLE DES ÉCHANGES DE PUISSANCES  
Comme indiqué dans l'introduction, les onduleurs de support sont conçus pour fonctionner en 
parallèle et en synchronisme avec diverses ressources distribuées. Ainsi, le dispositif de 
synchronisation est une partie essentielle du système de contrôle. Les structures couramment 
 
Figure 6-3 Modèle dynamique de l'onduleur connecté au microréseau 
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utilisées sont basées sur le célèbre et largement exploité principe  de la boucle à verrouillage de 
phase (PLL). Cette dernière permet la détection en temps réel de l'angle grid  de tension du MR  
au point de couplage commun (pcc) et le contrôle de l'onduleur est effectué dans le référentiel 
synchrone dq. Les différentes grandeurs intervenant dans le contrôle sont obtenues des mesures 
à l'aide des transformées de Park. Malgré leur précision, les structures à base de PLL posent des 
problèmes de stabilité lorsqu'elles sont utilisées dans des MR autonomes où les distorsions 
harmoniques et à des déséquilibres de phases peuvent être critiques.  
La synchronisation des systèmes d'onduleurs récents repose sur le principe de l'intégrateur 
généralisé de second ordre (SOGI)  associé à une boucle à verrouillage de fréquence (FLL). 
Leur fonction de filtrage du second ordre permet l'extraction des tensions fondamentales du MR 
à travers les distorsions, l'angle  grid  est moins influencé par les imperfections du MR. Le 
contrôle basé sur les synchroniseurs SOGI-FLL [191, 192] est entièrement effectué dans le 
référentiel stationnaire αβ et les transformées de Park ne sont pas nécessaires. Par conséquent, 
nous supposons que le système de synchronisation produit une estimation précise grille  de la 
pulsation du réseau. 
Les premières boucles de commande (une pour chaque axe α et β) permettent de lier le courant 
invI   au profil de référence 
*
invI  émis par un contrôleur externe (PQ ou Vf). Le contrôleur 
classique de courant est donné à la Figure 6-4. Comme pour le chapitre précédent, on observe 
que le filtre AC possède la constante de temps dominante de la boucle. Par conséquent, d'autres 
processus impliqués (mesures et modulation SVM) agissent quasi instantanément par rapport 
au filtre. Le vecteur d'erreur de poursuite i  est traité par le contrôleur PR principal et 
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éventuellement par plusieurs autres compensateurs d'harmoniques (GRH (s)). Les fonctions de 
transfert des contrôleurs PR et des compensateurs d'harmoniques (HC) sont respectivement 
donnés par (6.12) et (6.13). Le gain proportionnel PcK  est utilisé pour ajuster la réactivité de la 
boucle. La partie résonante 1( )RG s   est l'équivalent de l'intégrateur dans le référentiel dq de Park 
[193]. En effet, 1( )RG s  possède un gain très élevé, réglé par le gain RcK , pour la composante 
fréquentielle de pulsation grid . Plus ce gain est élevé, plus l'erreur de poursuite de la boucle est 
faible, mais une certaine limite doit être respectée pour maintenir une certaine marge de phase. 
Le paramètre 1 1 permettant d’ajuster la sélectivité (ou largeur de bande 1) de la partie 
















1 1 2 2
1
2
( ) ( )
2
grid grid
PR Pc R Pc
grid grid
s s
G s K G s K
s s



















s h s h
 (6.13) 
 
Figure 6-4 Boucle conventionnelle de contrôle de courant par régulateur PR. 









Puisque les courants de référence ne contiennent que les signaux fondamentaux désirés, les 
références harmoniques sont toutes nulles, et le bloc de compensation amplifie sélectivement 
les harmoniques contenues dans i  pour produire une tension de compensation  ohV , 
contribuant au rejet des perturbations.  
Dans (6.12), on peut observer que les zéros de 1( )PRG s  sont plus proches de l'origine que ses 
pôles, ce qui signifie qu'ils ont des effets notoires sur la réponse du contrôleur. En effet, ils 
induisent des comportements dérivés parasites, provoquant de forts pics de dépassements dans 
les courants injectés. De plus, puisque les zéros de la fonction de transfert en boucle fermée sont 
presque identiques à ceux de la fonction en boucle ouverte, le contrôle du courant peut être 
excessivement réactif aux variations brusques des références de courants, ou aux éventuels 
bruits de hautes fréquences de la chaine de mesure. Ceci rends ardu le réglage du contrôleur PR. 
Une méthode systématique de réglage est proposée dans [194]. 
 
Figure 6-5 Régulation du courant avec relocalisation de l'action proportionnelle (RPA) 
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6.4 AMÉLIORATION PROPOSÉE POUR LE CONTRÔLEUR 
Les analyses de la section précédente ont montré que le contrôle PR classique pour la régulation 
des courants injectés peut présenter une réactivité excessive. Dans la présente section, nous 
proposons une amélioration obtenue en relocalisant l'action proportionnelle (RPA) sur la ligne 
de rétroaction. La structure de contrôle RPA proposée est donnée à la Figure 6-5.  
La relocalisation de l'action proportionnelle modifie la réponse du filtre et l'action "intégrale" 
de la partie résonante du contrôleur  minimise l'erreur de poursuite à la fréquence de résonance. 
La fonction de transfert en boucle fermée du filtre AC contrôlé par le RPA est donnée par (6.15)
. Observant que le gain du filtre 1fK  est généralement élevé (inverse de la résistance, voir 
expressions (6.9)), la dynamique du filtre contrôlé par la partie proportionnelle est en grande 
partie dictée par le gain PcK , comme indiqué dans (6.16). On peut ainsi amoindrir l’influence 
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La fonction de transfert en boucle ouverte du contrôleur de courant est donnée par (6.17). La 
partie résonante ne présentant pas de déphasage à la pulsation de résonance grid , on peut 
observer que les zéros dans la fonction de transfert en boucle fermée seront supprimés, ce qui 
permet d'obtenir des réactions de contrôle plus douces et de bonnes capacités de rejet des bruits 
dans la boucle. La fonction de transfert complexe à la résonance en boucle fermée est donnée 
par (6.18) où RK  est le gain et R  la pulsation à la résonance. 










































   (6.18) 
En générale, des valeurs de gain résonantes élevées sont nécessaires pour accélérer la réponse 
du système, cependant il convient de rappeler que les valeurs accessibles sont limitées par les 
périodes de modulation SVM ainsi que les constantes de temps des circuits de mesures. Pour 
les applications de support en tension (voir section 6.1), deux contrôleurs imbriqués RPA 
peuvent être utilisés, les boucles de tensions externes possédant des temps de réponse supérieurs 
aux réponses des boucles internes des courants (condition de découplage). Des résultats de 
simulation obtenus avec le RPA proposé sont présentés dans la section suivante. 
6.5 RÉSULTATS DE SIMULATIONS POUR LE CONTRÔLE PR-RPA 
La présente section présente les résultats de la simulation pour système représenté à la Figure 
6-2. Dans l'environnement Matlab/Simulink®. Pour reproduire autant que possible les réactions 
du système réel, les composants de la bibliothèque SimPowerSystems ont été utilisés. Comme 
pour les travaux du chapitre précédent, les structures de contrôles ont été entièrement 
discrétisées et codées à l'aide d'un bloc fonction unique représentant le DSP. Ainsi, le 
comportement d'un DSP permet d'évaluer l'impact des différentes hypothèses de conception 
(impact de la modulation par exemple). Une modulation SVM de 20 kHz est utilisée pour 
commander le bloc onduleur et les calculs DSP sont déclenchés toutes les deux périodes SVM 
(10kHz). Le modèle Simulink est illustré à la Figure 6-6 et les paramètres utilisés sont regroupés 
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dans le Tableau 6-1. Les performances d'injection de puissances PQ, à la fois en boucle ouverte 
et en boucle fermée, sont présentées. 
6.5.1 Scénario de simulation 
Tout d'abord, les deux algorithmes (classique et RPA proposé)  exposés précédemment ont été 
réglés pour obtenir un temps de stabilisation de 10 ms, sans saturation (débordement d'indice de 
modulation [188]) du module SVM. Le premier test consiste à connecter directement le point 
de test "PQ_ref" et l'entrée du signal d'alimentation "Sref" du bloc "DSP", pour une commande 
Tableau 6-1 Paramètres utilisés pour la simulation de l'injection de puissance 
Symbols Parameters definition Values Units 
Cdc,  
Rdc 






















Vdc DC-link constant voltage 400 V 
VgridN, 
FgridN 
Nominal grid voltage (three-phase) 






Base Voltage for fixed point Q15 (16-
bits) DSP scaling 
600 V 
Ibase 
Base current for fixed point (16-bits) 
DSP implementation 
20 A 
Sbase Vbase x Ibase 12 kVA 
Fbase 
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directe en boucle ouverte des références de puissances. Ainsi, des comparaisons entre les 
différents algorithmes sont effectuées.  
Le second test consiste à ajouter une boucle de contrôle externe PQ afin d’annuler l'erreur de 
puissance observées en boucle ouverte. Par conséquent, l'entrée "Sref" du bloc "DSP" a été 
connectée à la sortie de l'intégrateur, tel qu'indiqué sur le modèle de la Figure 6-6. Pour chaque 
test, l'excitation comprend un échelon de puissance active de 3 kW à t = 1 s, suivi d'un échelon 
de puissance réactive de 2 kVAR à t = 2 s. 
 
 
Figure 6-6 Modèle Simulink pour la simulation de l'injection de puissances 
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6.5.2 Comparaison entre le contrôle classique et le RPA 
La Figure 6-7 montre les courbes de puissances comparées. Comme envisagé dans la section 
6.4, les résultats obtenus avec le schéma RPA sont meilleurs à ceux de l'algorithme classique. 
En effet, des dépassements prononcés d'environ 8% sont obtenus avec le PR classique, alors que 
des transitions plus douces des puissances actives et réactives sont obtenues avec le PR avec 
RPA proposé. L'algorithme classique a particulièrement tendance à provoquer des saturations 
du bloc SVM produisant les tensions de correction. Les deux régulateurs assurent un contrôle 
découplé des puissances actives et réactives, avec des temps de stabilisation presque identiques. 
Les écarts observés entre les références et les mesures sont induits par les différentes pertes du 
 
Figure 6-7 Comparaison du contrôle de puissances entre le PR classique et PR-RPA 
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filtre AC1 et peuvent être annulés par une simple boucle de contrôle de puissance de niveau 
supérieur, à base d'intégrateurs. 
Les courants injectés obtenus pour les deux structures de commandes sont représentés à la 
Figure 6-8. On peut voir que les deux algorithmes permettent un suivi efficace des courants de 
référence calculés à l'intérieur du "bloc DSP", à la différence que pour la technique proposée, 
les écarts sont moins prononcés aux instants d'application des échelons de puissances. 
6.5.3 Contrôle de la puissance en boucle fermée algorithme (RPA proposé) 
De légers écarts ayant été observés avec les tests en boucles ouvertes, des intégrateurs 
correcteurs ont été utilisés pour leur annulation. Les résultats sont représentés à la Figure 6-9. 
 
Figure 6-8 Comparaison des courants débités par les deux algorithmes dans les deux cas 
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Du fait de l'action des intégrateurs, les transitions de puissances sont plus fluides avec des temps 
de stabilisation d'environ 30 ms. Une telle vitesse de réponse rend ce système apte à être 
valablement utilisé en tant qu'interface réseau pour un système de stockage inertiel (voir chapitre 
5), qui doit échanger des puissances importantes dans des temps très courts.  
6.6 IDENTIFICATION EN TEMPS RÉEL DE L'INDUCTANCE D'INTERFAÇAGE 
Comme le rapporte la littérature (voir chapitre 2), presque toutes les ressources renouvelables 
sont connectées au bus CA principal via des onduleurs dont le rôle principal est de contrôler les 
transferts d’énergie électrique. Tous les onduleurs connectés agissent comme des injecteurs de 
courant alternatif, synchronisés avec le bus AC principal et fournissant de la puissance 
 
Figure 6-9 Contrôle en boucle fermée en employant le PR-RPA 
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supplémentaire nécessaire pour alléger la production des sources traditionnelles. Ainsi, chaque 
onduleur est équipé d’un ensemble de boucles de contrôle permettant d'assurer la stabilité 
globale (tension et fréquence) du système MR [58].  
La Figure 6-10 donne un aperçu de l’importance de l’étude du comportement des onduleurs 
impliqués dans une MG et justifie la littérature intensive traitant de son contrôle et de son 
fonctionnement [53, 96, 195, 196]. Les travaux de présente thèse, notamment le chapitre 5 et le 
présent chapitre,  donnent des détails sur les différents types d'onduleurs utilisés dans les MR, 
de leurs boucles de régulations et de leurs modes de fonctionnements. Une structure simplifiée 
d'un inverseur supportant un réseau est illustrée à la Figure 6-2. Conformément à de nombreuses 
études axées sur les onduleurs [96], le MR est assimilé à une source de tension alternative. Un 
synchroniseur (PLL ou SOGI-FLL) est utilisé pour produire de manière permanente des 
 
Figure 6-10 Illustration de l'importance de l'interfaçage par onduleurs dans les microréseaux AC  
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informations clés (par exemple, la pulsation, l'amplitude et l'angle de la tension) pour le 
fonctionnent un harmonieux. 
Le filtrage de la tension du lien continu et ainsi que celui des courants injectés est un aspect qui 
nécessite une attention particulière. Dans la structure généralisée présentée à la Figure 6-2, 
l'action primaire de filtrage des courants alternatifs est assurée par de simples inductances de 
lissage en série sur chaque ligne de raccordement au MR. Cette structure est de loin la plus 
simple à concevoir et permet d’excellentes performances lorsque des modulateurs PWM de 
10kHz et plus sont utilisés. Pour des puissances plus élevées, les fréquences de commutation de 
l'onduleur doivent être réduites et des structures LCL sont mieux adaptées, cependant de 
nombreuses difficultés liées à la résonance harmonique doivent être traitées. Dans les deux cas, 
la conception des injections de courant est étroitement liée aux caractéristiques électriques des 
inductances (et leurs résistances internes). Cependant, il existe peu de références traitant de la 
variabilité des paramètres de ces filtres et de leur estimation en temps réel, parallèlement à 
l'algorithme de contrôle proprement dit. En effet, les caractéristiques des inductances de lissage 
sont variables pendant le fonctionnement de l'onduleur et dépendent fortement de la valeur 
efficace du courant qui les traverse [197].  
Les estimations des inductances séries sont particulièrement abordées dans [197] (cas filtre LCL 
monophasé) et [198] (filtre L), ainsi certaines références y figurants, dans le cas de 
raccordements monophasés. Les techniques proposées reposent toutes deux sur des mesures 
rapides des courants et des tensions d’ondulation de l'inductance aux instants de commutations 
de l’onduleur. Bien que ces travaux aient donné des résultats probants en pratique [197], les 
auteurs relèvent néanmoins que l'estimation obtenue est très sensible aux bruits et erreurs de 
mesures. Dans la présente section, le filtre de Kalman étendu (EKF) est utilisé comme estimateur 
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d'état et des paramètres permettant d'obtenir en temps réel les paramètres du filtrage en série. La 
conception proposée tire parti de la prise en compte des bruits du système et des incertitudes de 
modélisation.  
6.7 THÉORIE ET ÉNONCÉ DU PROBLÈME D'IDENTIFICATION 
6.7.1 Modèle unifié des systèmes 
Le système étudié est repris à la Figure 6-11 et les paramètres ciblés sont les paramètres des 
filtres de bus continu ( ,dc dcR C ) et ( ,f fR L ) de la liaison AC. Ce système régi par les filtres 
Tableau 6-2 Définition des paramètres selon le filtre considéré 
Subsystem x   u   sysT   sysK   
DC-bus filter 
2





























i g L iv v  
 
 
Figure 6-11 Représentation du système sous étude  
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passe-bas côté courant continu et côté courant alternatif. Les deux peuvent être modélisés par 
l'équation dynamique générique du premier ordre donnée par (6.19). Les paramètres et les 
variables utilisés sont fonctions du filtre considéré et sont résumés dans le Tableau 6-2. 
L'intégration discrète de l'équation (6.19) permet d'écrire l'équation récursive pour 
l'implémentation digitale donnée par (6.20). Les paramètres a  et b  sont explicités par (6.21), où 
sT  est la période d'échantillonnage utilisée pour intégrer le modèle dynamique. 
 
( ) 1




x t u t
dt T T
 (6.19) 
 1k k kx ax bu  (6.20) 






    et     (1 ) sysb a K  (6.21) 
Dans (6.20), les paramètres a  et b  sont liés aux valeurs des composants constitutifs des filtres 
et peuvent varier pendant le fonctionnement du système. Les inductances sont particulièrement 
sensibles à la saturation de leur noyau magnétique et la capacité des condensateurs peut diminuer 
avec le temps, entraînant des dysfonctionnements difficiles à identifier moyennant les outils de 
diagnostic standards. En identifiant en temps réel les valeurs des paramètres définis en (6.21), 
les valeurs des composants peuvent être récupérées afin d'adapter le contrôle ou de prédire les 
défaillances en cours d'établissement dans le système. Le filtre étendu de Kalman (EKF) [199] 
une piste d'accomplissement de cette tâche. 
6.7.2 Le filtre étendu de Kalman 
Fondamentalement, un filtre de Kalman (KF) estime les variables d'état cachées d'un système 
dynamique en utilisant une structure de retour d'état discret [200, 201]. L'un des atouts du KF 
réside dans le fait qu'il est issu d'une représentation discrète d'un système dynamique 
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généralement représenté sous forme d'équation de récurrence. Pour généraliser la procédure, 
considérons le modèle d'état discret générique donné par (6.22). 
 1
( ) ( )
( )
k k k k
k k k
x A x B u w
y C x
 (6.22) 
avec E Tk k kQ w w   et  E
T
k k kR  (6.23) 
kx , ku  et ky  sont respectivement le vecteur d’états (de dimensions n), le vecteur d’entrée  (de 
dimensions m) et le vecteur de mesures (de dimension l). ( )A , ( )B  et ( )C  sont 
respectivement la matrice de transition d'état, la matrice d'entrée et la matrice de mesure 
dépendant du vecteur  (de dimensionnel z) des paramètres du système. kw  et kv  sont 
respectivement le vecteur des bruits de modélisation et le vecteur des bruits de mesure. La 
théorie du KF est basée sur la nature gaussienne à moyenne nulle avec des matrices de 
covariance données par (6.23) pour ces variables stochastiques.  
Lorsque les paramètres contenus dans  doivent être identifiés à l'aide du KF, ils sont ajoutés 
au vecteur d'état du système. Ceci permet d'écrire un nouveau système de temps discret, 
forcément non-linéaire, donné par (6.24). Par conséquent, l'identification des paramètres du 
système de départ définit par (6.22)  corresponds à une estimation de l'état d'état du système 
augmenté donné par (6.24). k  est un bruit aléatoire uniforme ajouté pour explorer l'espace des 
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L'estimation d'état du système discret (6.24) est effectuée de manière récursive en utilisant une 
procédure en deux étapes:  
1- la correction moyennant la nouvelle mesure ky  via les équations (6.25) - (6.27):  
 | 1 | 1 | 1
T
k k k k k k k kS H P H R  (6.25) 
 
1
| 1 | 1
T
k k k k k kK P H S  (6.26) 
 | 1 | 1
| 1 | 1 | 1
ˆ ˆ ˆ( )k k k k k k k
k k k k k k k k
K y h
P P K H P
 (6.27) 




ˆ ˆ( , )k k k k
wkT






















F  (6.29) 
Dans ces équations, / 1
ˆ
k k  l'estimée du vecteur d'état augmenté obtenue à partir de la dernière 
itération et ˆk   sa valeur corrigée compte tenu de la nouvelle mesure ky . De la même manière, 
est la covariance de l'erreur d'estimation / 1k kP   est obtenue à partir de l'itération précédente et 
sa valeur corrigée kP  est calculée compte tenu de la nouvelle mesure. Les matrices / 1k kH  et kF  
résultent de la linéarisation du système non-linéaire (6.24) dans le voisinage du point de 
fonctionnement ˆ k . Elles sont obtenues à partir de (6.29) avec ( )h  et ( , )kf u  définies dans 
(6.24). Le gain kK , aussi appelé gain de Kalman, est calculé à partir de (6.26) et permet de 
minimiser les éléments diagonaux de la matrice de covariance des erreurs  d'estimation kP .  
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En pratique, les matrices de covariances ,  wk kQ Q  et kR  sont maintenues constantes et 
permettent d’ajuster le filtre en fonction des incertitudes du modèle et de l’exactitude des 
capteurs. Comme nous pouvons le constater, lorsque le système à identifier est d'ordre élevé,  
pour un nombre élevé de paramètres ou d'états inconnus par exemple, la technique 
d'identification par EKF implique de nombreuses opérations matricielles complexes qui peuvent 
être difficiles à implémenter dans un algorithme de contrôle DSP. Cependant, pour les systèmes 
du premier ordre à l'instar de (6.19), les expressions peuvent être précalculées et implémentées 
à l'aide d'opérations DSP usuelles.  
6.8 ESTIMATION DES PARAMÈTRES DE FILTRES À L'AIDE DU FILTRE DE 
KALMAN ÉTENDU (EKF) 
Dans la présente section, l'application l'estimateur EKF à l'équation discrète du filtre (6.20) est 
élaborée. Les paramètres a  et b  sont ajoutés au la variable d'état kx , et le système augmenté est 
donné par (6.30). Les matrices / 1k kH   et kF  utilisées pour évaluer le gain de Kalman sont donnés 
par (6.31).  Les expressions de de projection temporelle et de correction  données par (6.25)-
(6.28) sont ensuite exécutées en boucle afin d'extraire en temps réel les estimées ˆka  et 
ˆ





k k k k k
k k k ak
k k bk
k k k












F   (6.31) 
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L'algorithme débute par une première estimation à priori 0|0 0|0 0|0 0|0
ˆˆ ˆ ˆ 
T
x a b . Les 
paramètres initiaux sont en général obtenus à partir des données du fabricant. La matrice de 
covariance d'erreur initiale 0|0P  est une matrice diagonale où chaque élément (sur la diagonale) 
représente le carré estimé de l'erreur à priori. Cette matrice se développe (mise à jour des 
éléments) d'itération en itération, cependant elle demeure symétrique et définie positive. Le flot 
de fonctionnements de la partie identification utilisant l'EKF est illustré par le diagramme de la 
Figure 6-12. Cette procédure peut être facilement mise en œuvre à l'aide des processeurs de 
signaux les plus élémentaires. Toutefois, les goulots d'étranglement restent les calculs matriciels 
impliqués dans la procédure de correction. L'ordre réduit du présent système permet une mise 
en œuvre allégée par le développement préalable des expressions matricielles. À partir de la 
définition (6.21) des paramètres du système discret, une estimation instantanée de sysT  et sysK  























Figure 6-12 Flot d'exécution de l'identificateur à base de filtre de Kalman Étendu (EKF) 
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Dans la présente application, nous faisons l'hypothèse que les bruits de commutation se 
superposant aux mesures est de type gaussien. Ceci n'est évidemment pas garanti en pratique vu 
la non-linéarité du système étudié cependant, nous faisons une approximation simplificatrice de 
la procédure pour l'implémentation digitale qui se justifieront par la stabilité et la vraisemblance 
des résultats obtenus.   
6.9 RÉSULTATS DE LA SIMULATION 
Dans la présente section, un exemple de simulation de l'identification en temps réel du filtre AC 
d'un onduleur connecté à un MR ex exposé. L'accent est mis sur l'implémentation concrète de 
l'algorithme présenté dans la section précédente. Ainsi, le système est construit à l'aide des 
modules de l'environnement Matlab/Simulink qui possède comme exposé dans les chapitres 
précédents de puissants outils d'intégration de scripts DSP. 
1.1.1 Configuration du modèle et scénario de simulation 
Le modèle Simulink utilisé est présenté à la Figure 6-13. Le bloc "Microgrid" permet de générer 
un système de tension triphasé, comme le ferait un MR usuel. Le bloc nommé "PDER" est utilisé 
pour simuler une injection de puissance dans le MR. Les équations dynamiques des réactances 
Tableau 6-3 Paramètres de simulation pour l'évaluation de l'estimateur de paramètres 
























 PLL-based phase detection 
 Current injection control in dq-frame using standard PI 
 DC-voltage regulation using standard PI 
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de lignes côté alternatif et des condensateurs de filtrage côté DC sont mises en œuvre dans les 
blocs "L_filter" et "DC_bus" respectivement. 
Le script DSP de contrôle numérique du système est mis en œuvre à l'aide d'un bloc de fonction 
Matlab ("contrôle") qui agit comme une véritable puce DSP en échantillonnant les signaux du 
système (tensions et courants), en effectuant des calculs de correction, et en émettant les signaux 
de contrôle nécessaires (Tensions de référence de l'onduleur). L’identification des paramètres 
inductances de lignes est implémentée à l’aide du deuxième bloc fonction nommé "EKF". Pour 
joindre les deux, des ports supplémentaires produisant des variables internes de l'algorithme de 
contrôle ont été ajoutés. Cette structure nous permet montrer graphiquement la juxtaposition des 
deux processus, mais en pratique, les deux processus sont intégrés dans le même flot 
d'exécution. Les principaux paramètres de simulation sont répertoriés dans le Tableau 6-3. 
 
 
Figure 6-13 Modèle Simulink pour l'évaluation de l'algorithme d'identification. 
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1.1.2 Test effectué et résultat obtenu 
Pour l'exécution du script d'identification, un pas d'échantillonnage de 1 ms a été choisi. Afin 
de vérifier la robustesse de l'algorithme, une injection soudaine de puissance passant de 1 kW à 
5 kW (à t = 0,25 s) a été appliquée durant le processus d'identification. La référence de puissance 
réactive est maintenue nulle et l'axe q n'est pas impacté par les tests. Les graphiques  obtenus 
pour l'axe d sont illustrés à la Figure 6-14. 
La  Figure 6-14(a) représente l'estimée du courant injecté  superposé  aux mesures. On observe 
que l'estimateur extrait efficacement la moyenne à l'intérieur des bruits de mesure, 
principalement générés par les commutations de l'onduleur. Les Figure 6-14(b et c) montrent le 
gain statique et la constante de temps identifiés par rapport aux valeurs prédéfinies, calculées à 
partir du Tableau 6-3. Bien que des pics de déviation soient observés lorsque le système est 
 
Figure 6-14 Résultats d'identification mesures Vs estimées: (a) courbes de puissances; 
(b) Constante de temps; (c) gain statique. 
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soumis au changement brusque de puissance, les valeurs prédéfinies sont convenablement 
extraites par l'estimateur EKF. On observe cependant que la précision est moins bonne pour 
l'estimation du gain statique. Ceci peut être dû aux erreurs introduites par la linéarisation du 
système ou à l'assimilation des bruits du système à une distribution gaussienne. Comme indiqué 
dans la littérature [202-204], un filtre de Kalman Uncented (UKF) peut être utilisé pour une 
meilleure intégration de la statistique du bruit, cependant au coût de calculs supplémentaires 
(calcul de la racine carrée d'une matrice). Notons néanmoins que  les résultats obtenus dans la 
présente simulation sont tout à fait satisfaisants lorsqu'il s'agit d'utiliser les valeurs identifiées 
comme indicateurs de défaut dans une procédure de diagnostic en temps réel. 
6.10 CONCLUSION 
Dans le présent chapitre, une structure améliorée du système d'injection de puissances dans un 
MR a été exposée. En analysant la structure classique du contrôleur PR, il a été démontré que 
leurs fonctions de transfert possèdent dans le plan complexe des zéros plus proches de l'origine 
les pôles, ce qui les rend très réactifs perturbations et bruits hautes fréquences. L’amélioration 
proposée consiste à déplacer l’action proportionnelle (RPA) vers une réaction interne. Le RPA 
proposé a été évalué à l'aide de simulations DSP et des comparaisons avec la structure PR 
classique ont été exposées. Les observations révèlent que le RPA proposé répond aussi 
rapidement que le PR classique, cependant  avec un dépassement amoindri, ce qui le rend 
particulièrement robuste aux bruits de mesures. Ce résultat est obtenu au prix d'un gain résonant 
plus élevé ce qui dédie cette méthode aux DSP double précision. 
Une implémentation simple du filtre de Kalman étendu (EKF) a aussi été présentée dans 
l'optique d'identifier en temps réel les paramètres de tout filtre du premier ordre, à l'instar de du 
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filtrage capacitif côté DC, ou du filtrage inductif côté AC d'on onduleur connecté au réseau. En 
effet, il a été démontré que les systèmes d’injection de puissance habituels sont principalement 
constitués de deux filtres de premier ordre. L'élaboration de l'EKF pour l'estimation en temps 
réel des paramètres a été exposée et évaluée à l'aide de simulation sur un onduleur injectant de 
la puissance active dans un MR. Les courbes obtenues démontrent une bonne estimation des 
paramètres à travers les bruits de commutation de l'onduleur.  Ces résultats montrent également 
que la technique présentée convient peut efficacement être exploitée dans une procédure de 




Chapitre 7 -  CONCLUSIONS GÉNÉRALES 
Le développement des réseaux actuels vers des réseaux plus intelligents ("Smartgrid") constitue 
une piste de solution âprement explorée par la communauté scientifique à travers la planète. 
Dans la même veine, la présente thèse se propose de contribuer au déploiement de microréseaux 
(MR) présentés dans la littérature comme une modalité pratique  du smartgrid, en proposant un 
prototype pour l'étude en laboratoire des microréseaux intelligents, répondant aux exigences des 
nouveaux paradigmes d'économie d'énergie. Sur cette base, les objectifs spécifiques ont été 
définis et exposés au chapitre 1 de ce rapport. L'étude bibliographique a été rapportée au chapitre 
2 et les fonctions essentielles à mettre en œuvre ont été dégagées: 
 La production traditionnelle assurée par un module diesel et un module hydroélectrique; 
 Le stockage de stabilisation à court terme assuré par une roue inertielle contrôlé à l'aide 
d'une interface d'électronique de puissance; 
 La production renouvelable éolienne et photovoltaïque; 
 Et plusieurs structures de contrôles. 
7.1 PRINCIPALES CONTRIBUTIONS 
La présentation du prototype construit exposée au chapitre 3 à montrer qu'au moyen 
d'équipements standard un dispositif d'étude viable pour les MR peut être produit. La conception 
proposée est basée sur la suite didactique LabVolt® déjà disponible dans les laboratoires de 
génie de l'Université du Québec en Abitibi-Témiscamingue (Qc, Canada). 
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Les travaux menés conjointement avec la construction de ce prototype ont permis entre autres 
d'aménager un générateur diesel du commerce pour l'analyse et l'estimation de ses paramètres 
dynamiques, éléments clés de l'exploitation de tout modèle dynamique (chapitre 4).  
Les développements présentés au chapitre 5 ont montré qu'un dispositif de stockage inertiel peut 
être construit moyennant les outils de développements standards. Ces travaux ont conduit à des 
implémentations et des essais concluants de plusieurs algorithmes décrits dans la littérature. 
Ainsi, des contrôleurs de puissances aussi performants que ceux rapportés par la littérature ont 
été construits et testés à l'échelle du laboratoire. 
Dans cette lancée, des améliorations portant sur le comportement dynamique des onduleurs  
injectant de la puissance dans le MR ont été proposées au chapitre 6. Ces travaux ont été 
principalement motivés le constat de la convergence matérielle observée en ce qui concerne 
l'interface (les onduleurs) des sources nouvelles. En effet, dans leur quasi-totalité, elles sont 
raccordées au MR-AC à travers la même logique de fonctionnent: La régulation de la tension 
du lien DC interne actionnant les échanges de puissances actives. Les réactances connectant les 
onduleurs au MR sont essentielles pour la qualité de l'injection de puissance. Ainsi, une 
technique d'identification en temps réel basés sur l'estimateur non linéaire de Kalman (Extended 
Kalman Filter) a été proposée.  
7.2 RETOMBÉS SCIENTIFIQUES 
La présente thèse a donné lieu aux articles scientifiques suivants: 
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of the IEEE Industrial Electronics Society, Washington, D.C., USA, Oct 21-23. 
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the IEEE Industrial Electronics Society, Beijing, 2017, pp. 6375-6379. 
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7.3 PERSPECTIVES ET TRAVAUX FUTURS 
Les travaux présentés dans le présent document s'inscrivent dans une dynamique permanente de 
développement et d'innovation.  Le développent d'un outil logiciel de contrôle centralisé de 
niveau 3 tel que décrit dans la revue de la littérature est une suite logique au présent travail. En 
outre, le raccordement effectif du prototype construit au simulateur de centrale hydroélectrique, 
en cours de construction dans les laboratoires d'Hydro-Québec (Rouyn-Noranda, Qc, Canada), 
constitue une autre perspective pouvant déboucher sur le déploiement de plateformes de 
recherche et d'enseignement permettant le développement de compétences spéciales dans le 
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Annexe 1: Circuits électroniques  
A 1.1  Circuits des capteurs de tensions et de courants 
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A1.3 Circuits de puissance (Drivers + Thyristors)  
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Annexe 2: Acétates de réalisation des circuits imprimés 
A 2.1 Carte analogique (capteurs et conditionnement) 
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% Moteur asynchrone ----------------------------------------------------- 
Ra = 0.55;   RA = 0.6;          % Ohm 
La = 3.54e-3; LA = 3.54e-3;     % Henry 
Lm = 52.36e-3;                  % Henry 
Jtot = 0.3;                     % Kg*m^2 
Dtot = 0.0005;                  % Nms 
npp = 2;                        % paires de pôle 
VsN = 120; 
wsN = 377; 
Psi_sN = VsN*sqrt(2)/377; 
  
% Autres paramètres  
Ls = La + Lm; Lr = LA + Lm; 
sig = 1 - (Lm^2)/(Ls*Lr);   % Sigma 
Ts = Ls/Ra; 
Tr = Lr/RA; 
Ta = sig*Ts*Tr/(Tr+(1-sig)*Ts); 
sigLs = sig*Ls; 
  
% Modulateur + Oduleur -------------------------------------------------- 
Vdc_ref = 400;      % Volts 
Fpwm = 20e3;        % Hz 
Tpwm = 1/Fpwm; 
  
% Boucles de courants 
Ts = 4*Tpwm; 
  
% Système 
Tsys = sigLs/Ra; 
Ksys = 1/Ra; 
  
Mphi = 30*(pi/180); 
wc = 0.5/(Ts*tan(Mphi)); 
wcTI = tan(Mphi + atan(wc*Ts)); 
a = sqrt((1+(wc*Ts)^2)*(wcTI^2)/(1+wcTI^2)); 
KPc = wc*(Tsys/Ksys)*a; 
KIc = wc*KPc/wcTI; 
  
% Boucles de courants/Puissances (côté réseau) 
Rf = 0.17; 
Lf = 5e-3; 
  
% Système 
Tsys  = Lf/Rf; 
Ksys = 1/Rf; 
  
Mphi = 30*(pi/180); 
wcpq = 0.5/(Ts*tan(Mphi)); 
wcTI = tan(Mphi + atan(wcpq*Ts)); 
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a = sqrt((1+(wcpq*Ts)^2)*(wcTI^2)/(1+wcTI^2)); 
KPpq = wcpq*(Tsys/Ksys)*a; 
KIpq = wcpq*KPc/wcTI; 
  
% Boucles de Tension (côté réseau) 
Cdc = 2000e-6; 
Rdc = 56e3; 
Tp = 1/wcpq; 
  
% Système 
Tsys  = Rdc*Cdc/2; 
Ksys = Rdc; 
  
Mphi = 60*(pi/180); 
wcvdc = 0.5/(Tp*tan(Mphi)); 
wcTI = tan(Mphi + atan(wcvdc*Tp)); 
a = sqrt((1+(wcvdc*Tp)^2)*(wcTI^2)/(1+wcTI^2)); 
KPvdc = wcvdc*(Tsys/Ksys)*a; 
KIvdc = wcvdc*KPvdc/wcTI; 
  
% Paramètres ------------------------------------------------------------ 
params1 = [Ts sig Ls npp Psi_sN wsN Ra KPc KIc Lm Lr RA]; 
params2 = [Ts Rf Lf KPpq KIpq Rdc Cdc KPvdc KIvdc]; 
 
 
Annexe 4: Code DSP pour le convertisseur côté machine 




persistent nTs nTsf... 
           Vsdq Vcdq errIx ... 
           MagPsir MagTe Te_ref Psir_ref ... 
           Theta ... 
           Psisx wx Idx Isd_ref 
            
  
% Initialisations ------------------------------------------------------- 
if isempty(nTs) 
    nTs = 0; nTsf = 0; 
    Vsdq = [0; 0]; Vcdq = [0; 0]; 
    errIx = [0; 0]; Theta = 0;   
    MagPsir = 0.45; MagTe = 0; Te_ref = 0; Psir_ref = 0.45; 
    Psisx = [0.45; 0]; wx = 100; Idx = 0; Isd_ref = 0; 
end 
  
% Extraction paramètres ------------------------------------------------- 
npp = param(4); 
PsiN = param(5); 
wmN = param(6)/npp; 
sig = param(2); 
Ls = param(3); 
Ra = param(7); 
KPc = param(8); 
KIc = param(9); 
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Lm = param(10); 
Lr = param(11); 
RA = param(12); 
Tr = Lr/RA; 
  
% Regul flux 
wc = 100; 
Ts = 1e-3; 
if t >= nTsf 
    nTsf = nTsf + Ts; 
     
    KPf = wc*(Tr/Lm)/sqrt(2); KIf = wc*KPf; 
%     KPf = 50; KIf = 800; 
    a = (KIf*Ts/2)+KPf; b = (KIf*Ts/2)-KPf; 
    errF = Psir_ref - MagPsir; 
    Isd_ref = Isd_ref + a*errF + b*Idx;     
    Idx = errF; 
end 
  
% Boucles internes ------------------------------------------------------ 
Ts =  1/10000; 
if t >= nTs 
    nTs = nTs + Ts; 
     
    % Couple et flux de référence 
    Te_ref = Psup/wm; 
    Psir_ref = PsiN; 
    if wm > wmN 
        Psir_ref = (wmN/wm)*PsiN; 
    end 
     
% xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx     
    % Courants 
    Clrk = (2/3)*[1 -1/2 -1/2; 0 sqrt(3)/2 -sqrt(3)/2]; 
    Prk = [cos(Theta) sin(Theta); -sin(Theta) cos(Theta)]; 
    Is_dq = Prk*Clrk*Is; 
     
    % Vitesse et angle 
    gWs = (Lm/Tr)*(Is_dq(2)/max([MagPsir 1e-3])); 
    Ws = npp*wm + gWs; 
    Theta = Theta + Ts*Ws; 
    while abs(Theta)>2*pi 
        Theta = Theta - sign(Theta)*(2*pi); 
    end     
     
    % Flux 
    MagPsir = (1-Ts/Tr)*MagPsir + (Ts/Tr)*(Lm*Is_dq(1)); 
     
    Kpsi = (3*npp/2)*(Lm/Lr)*MagPsir; 
    MagTe = Kpsi*Is_dq(2); 
% xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx 
  
    % ----------- Autre methode -------------------------- 
%     Clrk = (2/3)*[1 -1/2 -1/2; 0 sqrt(3)/2 -sqrt(3)/2]; 
%     Prk = [cos(Theta) -sin(Theta); sin(Theta) cos(Theta)]; 
%     Vs_ab = Prk*Vsdq; 
%     Is_ab = Clrk*Is; 
%     Es = Vs_ab - Ra*Is_ab; 
%      
%     Te = 0.01; 
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%     Psisx = (1-Ts/Te)*Psisx + Ts*Es; 
%     Psis = Psisx - (1/((npp*wm)*Te))*[0 -1; 1 0]*Psisx; 
%     Psir = (Lr/Lm)*(Psis - sig*Ls*Is_ab); 
%      
%     % pll 
%     wc = 2000; KPpll = wc; KIpll = wc^2; 
%     Prk = [cos(Theta) sin(Theta); -sin(Theta) cos(Theta)]; 
%     Psir_dq = Prk*Psir; 
%     if Psir_dq(1) < 0 
%         Psir_dq(1) = - Psir_dq(1); 
%         Theta = Theta - sign(Psir_dq(2))*pi; 
%     end 
%     err = Psir_dq(2)/(Psir_dq(1)+1e-6); 
%     wx = wx + Ts*(KIpll*err); 
%     Ws = wx; 
%     Theta = Theta + Ts*(KPpll*err + wx); 
%     while abs(Theta)>2*pi 
%         Theta = Theta - sign(Theta)*(2*pi); 
%     end 
%       
%     % Courants 
%     Prk = [cos(Theta) sin(Theta); -sin(Theta) cos(Theta)]; 
%     Is_dq = Prk*Is_ab; 
%     MagPsir =  sqrt(Psir'*Psir); %Psir_dq(1);  
%     Kpsi = (3*npp/2)*(Lm/Lr)*MagPsir; 
%     MagTe = Kpsi*Is_dq(2); 
     
    % ----------------------------------------------------- 
    % Régulateurs de courants 
%     Isd_ref = Psir_ref/Lm; 
    Isdq_ref = [Isd_ref; Te_ref/max([1e-3 Kpsi])]; 
    a = KIc*(Ts/2)+KPc; b = KIc*(Ts/2)-KPc; 
    errI = Isdq_ref - Is_dq; 
    Vcdq = Vcdq + a*errI + b*errIx; 
    errIx = errI; 
    Vsdq = Vcdq + (sig*Ls*Ws)*[0 -1; 1 0]*Is_dq; 
     
    % Limitation 
    MagVs = sqrt(Vsdq(1)^2 + Vsdq(2)^2); 
    VsMax = Vdc/sqrt(3); 
     
    if MagVs > VsMax 
        Vsdq = (VsMax/MagVs)*Vsdq; 
        Vcdq = Vsdq - (sig*Ls*Ws)*[0 -1; 1 0]*Is_dq; 
    end 
end 
  
% Sorties --------------------------------------------------------------- 
Clrk = [1 0; -1/2 sqrt(3)/2; -1/2 -sqrt(3)/2]; 
Prk = [cos(Theta) -sin(Theta); sin(Theta) cos(Theta)]; 
Kv = 2/Vdc; 
Vso = Clrk*Prk*Vsdq; 
V_ref = Kv*Vso; 
info = [MagPsir MagTe Te_ref Psir_ref]; 
 
 
Annexe 5: Code DSP pour le convertisseur côté réseau 
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persistent nTspq nTsv... 
           errVdc Pref Qref ... 
           Vo_ab Psigx Vggx pq kPQ errpq ... 
           Cos Sin Psig Vgg ... 
           MagVg 
           
% Initialisations ------------------------------------------------------ 
if isempty(nTspq) 
    nTspq = 0; nTsv = 0; 
    errVdc = 0; Pref = 0; Qref = 0; 
    Vo_ab = [0; 0]; Psigx = [0; 0]; Vggx = [0; 0]; pq = [0; 0]; 
    kPQ = [0; 0]; errpq = [0; 0]; 
    MagVg = 0; Cos = 0; Sin = 0; Psig = [0; 0]; Vgg = [0; 0]; 
end 
  
% Extraction paramètres ------------------------------------------------ 
Rf = param(2); 
Lf = param(3); 
KPpq = param(4); 
KIpq = param(5); 
KPvdc = param(8); 
KIvdc = param(9); 
  
% Autres paramètres 
wgg = 377; 
J = [0 -1; 1 0]; 
  
% Commutateurs d'options 
SansCapt = 0; 
  
% Regulation de Tension 
Ts =  1/5000; 
PMax = 20e3; 
if t >= nTsv 
    nTsv = nTsv + Ts; 
     
    a = (KIvdc*Ts/2)+KPvdc;  
    b = (KIvdc*Ts/2)-KPvdc;  
    err = (Vdc)^2 - (Vdc_ref)^2;     
    Pref = Pref + a*err + b*errVdc;     % Correcteur PI 
    errVdc = err;     
    if abs(Pref) > PMax                 % Contrainte physique 
        Pref = sign(Pref)*PMax; 
    end 
end 
  
% Boucles internes ------------------------------------------------------ 
Ts =  1/10000; 
pq_ref = [Pref; Qref]; 
if t >= nTspq 
    nTspq = nTspq + Ts; 
     
    % (1) Traitement des mésures  
    Clrk = (2/3)*[1 -1/2 -1/2; 0 sqrt(3)/2 -sqrt(3)/2]; 
    Ig_ab = Clrk*Ig;        % courants mésurés 
    Vg_ab = Clrk*Vg;        % tensions mésurées 
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    % (2) Estimateur de flux  
    if SansCapt == 1 
        Vgg = Vo_ab - Rf*Ig_ab;     % estimation de la tension 
    else 
        Vgg = Vg_ab;                % acquisition directe 
    end 
     
    wc = 1000; 
    a = (2-wc*Ts)/(2+wc*Ts); b = Ts/(2+wc*Ts); 
    Psigx = a*Psigx + b*(Vggx + Vgg);     % filtre intégrateur 
    Vggx = Vgg; 
    Psig = Psigx - J*(wc/wgg)*Psigx;      % correction 
    if SansCapt == 1 
        Psig = Psig - Lf*Ig_ab;           % compensation 
    end 
     
    MagPsi = sqrt(Psig'*Psig) + 1e-6;               % |Psi_g| 
    Cos = Psig(1)/MagPsi; Sin = Psig(2)/MagPsi;     % orientation 
    MagVg = MagPsi*wgg;                             % |Vg| 
    KPQ = max([1 (3/2)*MagVg]);                     % KPQ = (3/2)Psi*wg 
     
    % (3) Calcul des puissances  
    Pg = (3/2)*wgg*(Psig(1)*Ig_ab(2) - Psig(2)*Ig_ab(1)); 
    Qg = (3/2)*wgg*(Psig(1)*Ig_ab(1) + Psig(2)*Ig_ab(2)); 
    pq = [Pg Qg]'; 
     
    % (4) Correcteurs PI discrets  
    a = (KIpq*Ts/2)+KPpq;  
    b = (KIpq*Ts/2)-KPpq;  
    err = pq_ref - pq; 
    kPQ = kPQ + a*err + b*errpq;            % correction des puissances 
    errpq = err; 
     
    VoDQ = kPQ - J*(Lf*wgg)*pq;                 % découplage 
    VoDQ = [0 1; 1 0]*VoDQ/KPQ + [0; MagVg];    % calcul des tensions 
     
    % (5) Limitation de la modulation 
    VoMax = Vdc/sqrt(3); 
    Vo = sqrt(VoDQ(1)^2 + VoDQ(2)^2); 
    if Vo > VoMax 
        VoDQ = (VoMax/Vo)*VoDQ; 
        kPQ = KPQ*([0 1; 1 0]*(VoDQ - [0; MagVg])) + J*(Lf*wgg)*pq; 
    end     
     
    % (6) Transformée inverse ---------------------------------------- 
    Vo_ab = [Cos -Sin; Sin Cos]*VoDQ; 
end 
  
% Sorties --------------------------------------------------------------- 
Clrk = [1 0; -1/2 sqrt(3)/2; -1/2 -sqrt(3)/2]; 
V_mod = Clrk*Vo_ab; 
V_ref = (2/Vdc)*V_mod; 
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