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The Hubbard model is a prototype for strongly correlated electrons in condensed matter, for molecules and
fermions or bosons in optical lattices. While the equilibrium properties of these systems have been studied in
detail, the excitation and relaxation dynamics following a perturbation of the system are only poorly explored.
Here, we present results for the dynamics of electrons following nonlinear strong excitation that are based on a
nonequilibrium Green functions approach. We focus on small systems—“Hubbard nano-clusters”—that contain
just a few particles where, in addition to the correlation effects, finite size effects and spatial inhomegeneity can
be studied systematically.
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1 Introduction
Strongly correlated quantum systems and materials e.g., [1] are of rapidly growing relevance in many fields of
physics and chemistry. Especially the out-of-equilibrium dynamics are of great current interest in solid-state,
atomic and molecular physics, in nanoelectronics, quantum transport etc.. In all these fields, the availability of
intense and coherent radiation, combined with ultra-short laser pulses, has triggered many key experiments that
allow one to investigate matter under extreme nonequilibrium conditions where strong correlations and nonlinear
effects occur simultaneously [2]. Examples are the photoionization of multi-electron atoms and molecules [4, 5],
the many-body dynamics of particles in optical lattices [6] or quantum interference effects in Mott insulators [7].
From the theory side such systems pose particular challenges since quantum, spin and strong correlation
effects have to be treated selfconsistently under situations far from the ground state or from thermodynamic equi-
librium. Among the approaches that are capable to handle such problems we mention time-dependent density
functional theory and density operator methods, e.g., [8, 9, 10]. Recently, the nonequilibrium Green function
(NEGF) approach has attracted particular attention. During the past 15 years it has been successfully applied
to a variety of many-body systems in nonequilibrium, including the optical excitation of electron-hole plas-
mas in semiconductors [13, 14], nuclear collisions [15], dynamics of laser plasmas [11, 12] and the problem of
baryogenesis in cosmology [16]. More recently, NEGF methods have also been applied to finite spatially inho-
mogeneous systems, including the carrier dynamics and carrier-phonon interaction in quantum dots and quantum
wells [17, 18, 19, 20], molecular transport in contact with leads, e.g., [21, 22] or small atoms, e.g., [23, 24, 25].
For a recent overview on NEGF applications to inhomogeneous systems, see Ref. [26].
Applications of NEGF methods to small Hubbard clusters have been presented not long ago [27, 28] and
showed the great potential of this method. The physical features that could be explored include the relaxation
dynamics, the excitation spectrum and, in particular, the relevance of double excitations [29, 30]. At the same time
NEGF simulations exhibited serious conceptual problems that are related to unphysical damping effects [27] and
computational difficulties that limited the spectral resolution and the duration of the nonequilibrium propagation.
We could recently solve (or at least, substantially weaken) both problems by invoking the generalized Kadanoff-
Baym ansatz (GKBA) of Lipavski et al. [31]. In order to test the quality of the second Born GKBA approach
we concentrated on a one-dimensional (1D) Hubbard cluster containing just two sites and two electrons because
here comparisons with available exact diagonalization methods are possible, cf. [10, 32]. The goal of the present
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2 M. Bonitz, S. Hermanns, and K. Balzer: Hubbard nano-cluster dynamics
Fig. 1 Left: Schematic view of the excitation dynamics of two electrons in the two-site Hubbard system, starting from the
ground state (gs) of hamiltonian Hˆ0. For t > 0, we switch to the new hamiltonian Hˆ2 = Hˆ0 + Hˆ1, cf. Eqs. (1) and (2).
Right: The four energies of the perturbed hamiltonian versus interaction parameter U .
manuscript is to briefly discuss these results and extend them to larger systems as well as to 2D Hubbard clusters
and to further discuss the capabilities of the NEGF approach in application to Hubbard nano-clusters.
2 The Hubbard model and its nonlinear excitation dynamics
As outlined above, we are interested in the dynamical behavior of a finite quantum system beyond the regime of
linear response. To this end, we consider a Hubbard model at half-filling with hopping amplitude T and on-site
interaction U . The initial hamiltonian, for times t < 0, reads
Hˆ0 = −T
∑
<s,s′>
∑
σ=↑,↓
cˆ†s,σ cˆs′,σ + U
∑
s
nˆs,↑ nˆs,↓ , (1)
where s and s′ label the discrete sites, and < s, s′ > indicates nearest-neighbor sites. Further, nˆs,σ = cˆ†s,σ cˆs,σ
denotes the density operator, and the energy (time) is measured in units of T (the inverse hopping rate T−1).
Generally, we study the chain for open boundary conditions but this is irrelevant for the special case of two sites.
At time t ≥ 0 the system is strongly perturbed by an instantaneous change of the energy of site “0” [27, 2],
which leads to the perturbation,
Hˆ1 = 0 θ(t)
∑
σ=↑,↓
nˆ0,σ . (2)
The resulting change of the spectrum is sketched in Fig. 1 for the simplest case of two electrons in a two-site
Hubbard cluster. For t > 0 and arbitrary real values of the parameter 0, the perturbed system Hˆ0 + Hˆ1 will
initially show a depopulation of the site 0 followed by an accumulation of density on the second. Subsequently,
also the density on the remaining site(s) will change with time and, finally, all occupations will start to oscillate.
In the case of 0  1, the population change is expected to be small, such that the dynamics should be well
characterized by the linear response properties of the chain. For 0 & 1, however, we expect nonlinear effects to
become crucial.
To verify these qualitative predictions for the time dynamics, a computational study is indispensable. As
a reliable theoretical tool we will use nonequilibrium Green functions theory which we briefly outline in the
following section.
3 Nonequilibrium Green Functions
To describe the electron dynamics of the Hubbard nano-cluster following the rapid change of the hamiltonian,
the central quantity is the one-particle nonequilibrium Green function defined on the complex Keldysh contour
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C, e.g., [26],
gσss′(t, t
′) = −i〈TC cˆs,σ(t) cˆ†s′,σ(t′)〉 (3)
= θC(t− t′) gσ,>ss′ (t, t′) + θC(t′ − t) gσ,<ss′ (t, t′) ,
with the site indices s, s′ and the spin projection σ which attains the values σ =↑, ↓ (we assume that there are no
spin-dependent contributions to the hamiltonian). Here and below we use atomic units with ~ = 1. Further, the
operator TC accounts for contour ordering of the times t and t′, and 〈. . .〉 means averaging in the grand canonical
ensemble. From the NEGF all relevant observables can be computed. In particular, the density matrix follows
from the time-diagonal components, ρσss′(t) = −igσ,<ss′ (t, t). In the site-diagonal case this quantity contains the
expectation value of the density operator, ρσss(t) = 〈nˆs,σ(t)〉 introduced above whereas the off-diagonal elements
are related to transition amplitudes between different sites. In a similar manner the NEGF yields probability
currents, mean energies and other relevant quantities, e.g., [26].
Due to the two-time dependence of the Green function, a systematic treatment of dynamic correlation effects
is possible where interactions, quantum and spin effects as well as coupling to a (possibly strong) external field is
properly taken into account. The NEGF formalism provides the basis for a theory that maintains the conservation
laws [40] and allows for a systematic construction of approximations via Feynman diagrams.
Let us now consider the equations of motion for the nonequilibrium Green functions (3)—the Keldysh-
Kadanoff-Baym equations (KBE) [40, 26],(
−i ∂
∂t
δss¯ − hσss¯(t)
)
gσs¯s′(t, t
′) = δC(t− t′)δss′ +
∫
C
dt¯ Σσss¯(t, t¯)g
σ
s¯s′(t¯, t
′) , (4)
where g simultaneously obeys the adjoint equation with t ↔ t′, and summation over the repeated site index s¯
is implied on the left and right sides. In the present case of Hubbard clusters, the single-particle hamiltonian
hσss′ contains the kinetic energy term of Eq. (1) and the perturbation Hˆ1. The two-particle hamiltonian of Eq. (1)
is accounted for by the one-particle self-energy Σσss′(t, t
′) appearing on the right hand side of the equation (the
selfenergy contains a time-diagonal part—the Hartree-Fock selfenergy—that can be taken out of the integral
and a time non-local “correlation” part that gives rise to the collision integral). Note that, in Eq. (4), the time
arguments are defined on the Keldysh contour meaning that the functions g and Σ possess an internal matrix
structure depending on how the time arguments are positioned on the contour C, for details see Ref. [26]. For
the following it is sufficient to note that the simulations yield, among others, the correlation functions gσ,≷ss′ (t, t
′)
which determine all relevant time-dependent observables, as discussed above.
The KBE are—in principle—exact equations of motion of the many-body system would the selfenergy be
exactly known. This is the case only for a limited number of models. In general, therefore, one has to resort
to many-body approximations for the self-energy. Due to the existence of diagram expansions, this can be done
in a systematic and conserving way with the remarkable property that the approximations remain fully valid in
nonequilibrium, including slow and rapid processes as well as weak and strong excitation. The simplest ap-
proximation is the Hartree-Fock (HF) approximation where correlations are neglected entirely. It is commonly
expected that this is a reasonable approximation for weak coupling, i.e., in the present case, for U  1. Nev-
ertheless, we will see below that even for small U , in some nonequilibrium situations correlation effects may
play a crucial role, in particular, for the long-time behavior. Among the higher order selfenergies we mention
the second(-order) Born (2B), GW or T-matrix approximations [8]. In this paper we will focus on the second
order Born approximation. For the treatment of Hubbard nano-clusters in higher order approximations we refer
to Ref. [28].
The solution of the KBE (4) is now routine, e.g., [8, 33, 26] and references therein. After preparing a correlated
initial state e.g., [34, 35] the system is propagated in the two-time plane by computing the NEGF as a function
of both time arguments. Due to the time-memory structure of the collision integral in Eq. (4) the NEGF at all
times and for all values of the site and spin indices has to be stored in memory [36]. Here substantial advances
could be recently achieved via sophisticated program structure and parallelization [24, 25]. Nevertheless, the
computational requirements for the KBE solutions exhibit an unfavorable cubic scaling with time [32]. Clearly,
this limits the duration of propagation in nonequilibrium as well as the accuracy and resolution of the computed
energy spectra that are obtained from a Fourier transform (time integral over the whole simulation).
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To overcome this limitation, we have recently developed solutions of the KBE in the single-time limit. This
is achieved by applying the generalized Kadanoff Baym ansatz (GKBA) [31, 32], where the two-time functions
appearing in the collision integral of Eq. (4) are “reconstructed” from their values on the time-diagonal according
to
g
σ,≷
ss′ (t, t
′) = −gσ,retss¯ (t, t′) ρσ,≷s¯s′ (t′) + ρσ,≷ss¯ (t) gσ,advs¯s′ (t, t′) , (5)
where summation over s¯ is implied and we denoted ρσ,<s¯s′ (t) = ρ
σ
s¯s′(t), and ρ
σ,>
s¯s′ (t) = 1 ± ρσs¯s′(t), where “+”
(“-”) refers to bosons (fermions). For an explicit expression for Σσss′(t, t
′) as a functional of the NEGF and for
the corresponding collision term, see, e.g., Ref. [10]. Finally, the two-time retarded and advanced propagators
gσ,retss′ (t, t
′) and gσ,advss′ (t, t
′) are computed in Hartree-Fock approximation rendering the ansatz highly efficient,
g
σ,ret/adv
ss′ (t, t
′) = ∓iθC(±[t− t′]) exp
(
−i
∫ t
t′
dt¯ hσHF(t¯)
)∣∣∣∣
ss′
. (6)
Here, hσHF(t) denotes the single-particle time-dependent Hartree-Fock hamiltonian. We emphasize that the re-
construction of the greater and lesser components of the Green function with real t and t′ is sufficient as long as
the method of adiabatic switching is applied to generate the correlated initial (ground) state by time propagation,
for details see [32]. The quality of the GKBA has been tested before for macroscopic spatially homogeneous
systems [37]. There it was found that the GKBA retains the conservation laws of the original two-time approx-
imation for the selfenergy [8, 38]. Furthermore, it was found that this ansatz is a very good approximation to
the full two-time solution if the exact propagators gret/adv(t, t′) are being used and the results remain satisfac-
tory with the Hartree-Fock propagators [13]. The use of damped propagators that include imaginary selfenergy
contributions, on the other hand, violates total energy conservation and leads to an overall worse performance
[39]. Our recent results for lattice systems confirm these observations and indicate that the second Born-GKBA
(2B-GKBA) with HF propagators provides an excellent description of Hubbard nano-clusters up to moderate
couplings of the order U ∼ 1. We underline that the scaling with the simulation time Ts was found to improve to
O (T 2s ) [10]—a noticeable gain for the desired long relaxation studies compared to full two-time simulations.
4 Numerical Results
We now apply our NEGF results within the 2B-GKBA approximation to the nonlinear excitation of a small
Hubbard cluster. In the following, we consider the case of a strong nonlinear perturbation with 0 = 5.0 and
resort to the zero-temperature limit β →∞. Initially, at t = 0, the system is prepared in the ground state of Hˆ0.
Following Ref. [2], the response of the Hubbard chain with respect to the time-dependent electron density on the
first site (s = 0) is quantified by computing
γσ(t) = 〈nˆσ0 〉(t)−
1
t∗
∫ t∗
0
dt¯ 〈nˆσ0 (t¯)〉 , (7)
γσ(ω) =
∫ t∗
0
dt γσ(t) e−iωt , (8)
where 〈nˆσ0 〉(t) = −igσ,<00 (t, t). With the definition (7) we remove a (possibly large) average contribution to the
density from the time-dependent observable 〈nˆσ0 〉(t) (resulting in a large zero-frequency peak in the spectrum,
see, e.g., Fig. 3). The time t∗ indicates a finite propagation time used in the numerics and is chosen sufficiently
large such that it only affects the basic width of the peaks in γ(ω) but not their position. Furthermore, due to the
spin symmetry obeyed by Eq. (2), we have γ(ω) = γ↑(ω) = γ↓(ω).
In Fig. 2 we show the time dependence of the occupation 〈n0〉 and the double occupation
〈
n↑0n
↓
0
〉
of site “0”
computed from the solution of the KBE using the second Born approximation and the GKBA (for a comparison
with the results from exact diagonalization, we refer to Ref. [2]). For both quantities, one observes a periodic
time dependence that is characterized by several frequencies. With respect to the spectrum, the double occupancy
shows to be more mono-chromatic compared to the single occupancy. Additionally, one notices that the double
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Fig. 2 Time-dependent density on site “0” caused by the excitation of the 2-site Hubbard cluster with the hamiltonian Hˆ1,
Eq. (2) for a strength of 0 = 5.0, at half filling (N = 2) for U = 0.5. The lower figure shows the time evolution of the
double occupancy on site “0”. The whole simulation has a duration of 500T−1.
occupancy partially assumes slightly negative values (crossing the dashed line) which is unphysical but does not
seem to influence the stability of the propagation algorithm negatively. For a recent discussion of this issue we
refer to Ref. [3]. To better understand the dynamics, we show the Fourier-transformed results in Figure 3. The
dashed (thick) curves depict the response γ(ω) (Gaussian fits of it) for a two-site chain (L = 2) at different
repulsive interaction strengths U according to Eq. (8). The quasi-non-interacting system (U = 0.01, black curve)
exhibits two peaks—one at ω0 = 5.385 and one at 2ω0 = 10.770. Interestingly, for U > 0, the energetically
lowest peak at ω0 splits into two separated peak structures where the right steadily gets a smaller spectral weight.
With further increase of U the difference of the spectral weights of the two structures vanishes, cf. Figure 3 for
U = 1.5. In contrast, the peak at 2ω0 changes only weakly with U with an monotonically increasing spectral
weight for U ≤ 1.5. The transition energies are plotted again in Fig. 4 over a broader range of interaction
strengths U . There, the positions of all transitions have been averaged by Gaussians over all contributing peaks,
see Fig. 3.
To understand the spectrum [2], we recall that we are studying a switch between two time-independent hamil-
tonians given by Eqs. (1) and (2) that occurs instantaneously at time t = 0, without any ramp function. In general,
the initial state (the ground state of Hˆ0) will not be an eigenstate of the new hamiltonian, Hˆ2 = Hˆ0 + Hˆ1, for
t > 0, but can be expressed as a superposition of the eigenstates of the latter. Consequently, the nonequilibrium
dynamics of the system are governed by the transition frequencies between the eigenstates of Hˆ2 which should
show up in the spectrum γ(ω).
Figure 1 b) shows the eigenenergies in the asymmetric chain with 0 = 5.0 as a function of U , and the thin
vertical lines indicate the associated excitation frequencies which can be exited from the groundstate with 0 = 0,
which is explained in the following. From an analysis of the exact eigenstates of the two hamiltonians Hˆ0 and
Hˆ2 it is known that there is finite overlap only between the ground state of Hˆ0 and the states A, C and D of
Copyright line will be provided by the publisher
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Fig. 3 Nonlinear density response spectra , Eq. (8), of site “0”, γ(ω) = γ↑(ω) = γ↓(ω), for a two-site chain at 0 = 5.0 and
half-filling computed from the NEGF within 2B-GKBA. The dotted lines represent the calculated data while the shaded areas
under the full lines are Gaussian fits. The lower (upper) part of the resulting spectra is plotted in the upper (lower) figure for
four representative interaction strengths U . In the lower figure, the peak for U = 0.01 has been amplified by a factor of 100
for better visibility.
Hˆ2 (all being singlets), cf. the sketch in Fig. 1 a). The vanishing overlap with the eigenstate B (the triplet
with Sz = 0, [41]) is responsible for the fact that we do not observe transitions involving state B in the density
response. In terms of the wave function, the dynamics of the system for t > 0 is therefore,
|Ψ(t)〉 = cA e−iEAt|A〉+ cC e−iECt|C〉+ cD e−iEDt|D〉 , (9)
with |X〉 being the eigenstates of Hˆ2 (having energy EX) and cX = 〈X|gs〉 denoting the expansion coefficients
with respect to the ground state |gs〉 of Hˆ0. Moreover, it is easily shown [2] that the excited state D is a doubly-
excited state relative to the ground state A, whereas the states B and C are singly-excited states. With the same
argument, state D is furthermore also a doubly-excited state relative to the ground state (gs) of Hˆ0. We note
that, in the NEGF formalism we do not have direct access to the N -particle states, nevertheless the characteristic
frequencies are captured by the spectra (spectral function, propagators) or the associated time dynamics of the
relevant observables such as the site occupation. Thus it is obvious that the peaks in the Fourier transform of the
density response, cf. Fig 3, should within the approximation coincide with the transitions in Hˆ1. Indeed, we find
the approximations of the transitions ωAC, ωCD in the upper part of Fig. 3 and of ωAD in the lower part.
Let us now analyze the role of correlation effects. This can be easily done by turning off correlations in the
NEGF scheme entirely by neglecting the collision integral, i.e., by retaining in the selfenergy only the time-
diagonal Hartree-Fock contribution. The corresponding results are shown in Fig. 4 by the (blue) squares. The
analysis shows that the transition with the highest energy difference A ↔ D is missing in the HF solution
because double excitations are generally not included in any time-dependent Hartree-Fock calculation [29]. In
contrast, the two transitions A ↔ C and C ↔ D are of one-electron character, however, only the transition
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Fig. 4 Comparison of the exact transition frequencies ωAC, ωCD and ωAD (black solid lines, Ref. [2]) to the results obtained
in HF (blue, squares) and 2B+GKBA (red, dots). The thin (blue and red) lines are linear fits to the data points according to the
formulas given in the text. The error bars indicate the width of the peaks and arise from the finite simulation duration (finite
time interval in the Fourier transform).
A↔ C is observed. The reason is that the function γ(ω)—combined with the excitation (2)—only probes energy
differences between states that are populated already at time t = 0. As mentioned above, however, the state D
is never populated in HF. For this reason, the splitting of the low energy peak around ω = 5.4 observed in the
2B-GKBA simulations, cf. Fig. 3, is completely missing in a HF simulation. Inspection of the HF curves in Fig. 4
shows, besides the curve corresponding to the transition A↔ C, a second line close to the second Born transition
A ↔ D. This appears to be in conflict with the analysis of double excitations given above. However, there is a
simple explanation: by performing a linear fit to the two HF frequencies we obtain ωHFAC = −0.355U + 5.385
and ωHFAD = −0.710U + 10.770 = 2ωHFAC . This means, the observed frequency around ωAD is just the second
harmonics of the frequency ωAC.
In contrast to the HF approximation, NEGF-simulations with second-order self-energy are able to reproduce
double excitations, as was shown in Refs. [29, 30]. Therefore, the present 2B+GKBA calculations capture the
transition ωAD and, accordingly, also ωCD. The fact that the transition A ↔ D is not the second harmonic of
A ↔ C, as in the HF case, is readily verified by making an analogous linear fit through the simulation points
with the result [2] ω2BAC = −0.928U + 5.385 , ω2BCD = 0.483U + 5.385 , ω2BAD = −0.385U + 10.770 . The
difference between ω2BAD and the second harmonic of ω
2B
AC grows with U as ω
2B
AD − 2ω2BAC ≈ 1.27U .
Finally, we note that our 2B+GKBA simulations reveal also another feature of small Hubbard clusters—the
possibility of finite double occupations of a given site. The corresponding time-dependent results are included
in the lower part of Fig. 2. The dynamics of the double occupation 〈nˆ↑i nˆ↓i 〉(t) was computed according to the
formula [28] 〈nˆ↑i nˆ↓i 〉(t) = −iU−1
[∫
C d3Σ(13)G(31
+)
]
ii
, which is essentially the diagonal element of the two-
particle correlation function. We observe a similar oscillatory time-dependence as for the single occupations
(upper part of the figure). The carrier frequency (highest frequency) is the same in both quantities. However, the
Copyright line will be provided by the publisher
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Fig. 5 Nonlinear density response spectrum (low-energy part) of site “0”, γ(ω), for a 2D Hubbard cluster with 2 × 2 sites
at half filling (N = 4) and U = 0.5 for the same excitation conditions as in Fig. 1. Besides the 2B-GKBA data we show
results from exact diagonalization and from HF-simulations. Note that for the first peak, the exact and the 2B-GKBA results
lie exactly on top of each other and that in the HF case there is no splitting of the two upper peaks.
oscillations of the double occupations are much less modulated, except for the already mentioned slight violation
of positivity. Apart from this, the results are in good agreement with the exact data.
Thus, our second order Born (2B+GKBA) results give a correct picture of the main features of the spectrum
of the two-site Hubbard cluster, even in the case of strong nonlinear excitation. Obviously, the treatment of
correlations on this level is only an approximation, and we should expect increasing deviations for growing U .
This can be clearly seen in Fig. 5 where we included also results from exact diagonalization (full black lines).
While the two lower frequencies ωAC and ωCD are very well reproduced by 2B+GKBA, the upper mode ωAD
is only rather accurate for U . 1.5. Additionally, it is obvious that it exhibits an incorrect slope with U : while
the exact result shows an increase of the frequency with U the Born approximation yields a decrease [2]. To
reproduce the correct behavior, obviously, higher order correlation contributions are essential.
5 Conclusion and Outlook
This paper was devoted to Hubbard nano-clusters—finite lattice systems of electrons that are well suited to study
correlation effects in quantum systems in combination with out-of-equilibrium behavior following an external
excitation. Here we concentrated on the dynamics of the system triggered by imposing a strong external potential
at time t = 0, which results in a pronounced nonequilibrium particle distribution across the sites. A similar
scenario, where both electrons were artificially placed on the same site initially, was studied before using NEGF
[28] in order to test the method and different approximations. The authors of that reference observed unphysical
relaxation behavior—a strong damping in the system that is not present in the exact solution. Our approach that
uses, in addition to the second Born approximation, the GKBA does not exhibit these problems which is quite
encouraging. A similar observation of the suitability of the second Born approximation with the GKBA was
reported in Ref [10] where our results behave favorably over a very long time whereas density matrix results of
Akbari et al. [9] experienced instabilities and other serious problems. The origin of this improved behavior is the
use of undamped HF propagators, c.f. Eq. (6), which does not alter the (second) order of the correlation effects
but improves the width of the peaks in the spectrum which is essential for finite systems.
Besides the favorable physical behavior of our approximation in the time evolution of Hubbard nano-clusters
we note that our NEGF approach has a very attractive scaling with the number of particles which will allow us to
approach substantially larger systems in the near future [42]. As a first illustration we show the density response
of a 2D cluster with 2 × 2 sites at half filling (N = 4) for the same excitation conditions as used above. For
this (still small) system we have exact diagonalization results available that allow to gauge the quality of our
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results. The results are shown in Fig. 5. The low-energy part of the spectrum contains three peaks where the
lowest one has only a low occupation. When U is increased the two upper peaks both split in two. This splitting
is not observed for U = 0, and it is missing in Hartree-Fock for all U , i.e., it is a correlation effect. In contrast,
our 2B-GKBA results correctly reveal the splitting of both peaks and also show the correct trend of increasing
splitting when U is increased (not shown). We generally observe that the lower (higher) peak of each doublet is
reproduced very (slightly less) accurately (compare to the exact data in Fig. 5).
We performed an additional series of simulations for larger systems that fully confirmed the feasibility of larger
clusters. We studied the required CPU time to simulate from N = 8 to N = 32 sites. Exact diagonalization
results were only available for N ≤ 8. This is caused by the exponential scaling of this method, i.e., the CPU
time scales as O
(
(Nb)
N · Ts
)
, where Nb is the basis dimension. Alternatively, we applied multiconfiguration
time-dependent Hartree-Fock simulations (MCTDHF) [43, 44] that scale like O (MN · Ts), where M is the
number of time-dependent orbitals, making the scaling independent of the basis size but still suffering from the
exponential scaling withN . In striking contrast, our 2B-GKBA nonequilibrium Green functions simulations scale
as O (N4b · T 2s ), completely independent of the number of particles. This gives us confidence that substantially
larger systems can be treated by our method [42].
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