Abstract-We propose a genetic programming based approach for generating prototypes in a classification problem. In this context, the set of prototypes to which the samples of a data set can be traced back is coded by a multitree, i.e. a set of trees, which represents the chromosome. Differently from other approaches, our chromosomes are of variable length. This allows coping with those classification problems in which one or more classes consist of subclasses. The devised approach has been tested on several problems and the results compared with those obtained by a different genetic programming based approach recently proposed in the literature.
Introduction
Classification is a very important task in the machine learning context. In the most common case, the problem implies a supervised training phase in which a set of data samples, each labeled with the name of the class it belongs to, is provided to the system. From such data, classification rules, decision trees, or mathematical functions can be inferred and afterwards employed to classify unknown data. Many methods have been proposed for solving classification problems [1] and many of them are based on mathematical theories. The probability-based methods, for instance, have been founded on Bayesian decision theory [2] .
In the last years several modern computational techniques have been introduced for developing new classifiers [3, 4] . Among others, evolutionary computation techniques have been also employed. In this field, genetic algorithms [5, 6] and genetic programming [7, 8] have mostly been used. The former approach encodes a set of classification rules as a sequence of bit strings. In the latter approach instead, such rules, or even classification functions, can be learned. The technique of Genetic Programming (GP) was introduced by Koza [8] in 1987 and has been applied to several problems like symbolic regression, robot control programming, classification, etc. GP based methodologies have demonstrated the ability to discover underlying data relationships and to represent these relationships by expressions. GP has already been successfully used in many different applications [9, 10, 11] . Although genetic algorithms have often been used for dealing with classification problems, only recently some attempts have been made to solve such problems using GP [12, 13, 14, 15] . In [13] , GP has been used to evolve equations (encoded as derivation trees) involving simple arithmetic operators and feature variables, for hyper-spectral image classification. In [12] , GP has also been employed for image classification problems, adding exponential functions, conditional functions and constants to the simple arithmetic operators. In [15] , an interesting method which considers a c-class problem as a set of c twoclass problems has been introduced. In all the above quoted approaches, the number c of classes to be dealt with is used to divide the data set at hand in exactly c clusters. Thus, these approaches do not take into account the existence of subclasses within one or more of the classes in the analyzed data set.
We present a new GP based method for determining the prototypes in a c-class problem. In the devised approach, the prototypes describing samples belonging to c different classes, with c > 2, consist of logical expressions. Each prototype is representative of a cluster of samples in the training set and consists of a set of assertions (i.e. logical predicates) connected by Boolean operators. Each assertion establishes a condition on the value of a particular feature of the samples in the data set to be analyzed. The number of expressions is variable and may be greater or equal to the number of classes of the problem at hand. In fact, in many classification problems a single class may contain a variable number of subclasses. Hence, c expressions may not be able to effectively classify all the samples, since a single expression might be inadequate to express the characteristics of all the subclasses present in a class. The devised approach, instead, is able to automatically finding all the subclasses present in the data set, since a class can be represented by a variable number of logical expressions. The length of a single expression, i.e. the number of predicates contained in it, is also variable. Each expression may represent either a class or a subclass of the problem. The proposed method works according to the evolutionary computation paradigm.
The set of prototypes describing the classes makes up a single individual of the evolving population. Each prototype is encoded as a derivation tree, thus an individual is a multitree (i.e a list of trees). Given an individual and a sample, classification consists in attributing the sample to one of the classes (i.e. in associating the sample to one of the prototypes). The recognition rate obtained on the training set when using an individual is assigned as fitness value to that individual. At any step of the evolution process, individuals are selected according to their fitness value. At the end of the process, the best individual obtained, constitutes the set of prototypes to be used for the considered application. Our method for automatic prototyping has been tested on three publicly available databases and the classification results have been compared with those obtained by another GP based approach [16] . In this method individuals are also represented by lists of trees, but expressions involve simple arithmetic operators and constants. Differently from our approach, the number of expressions making up an individual is a priori fixed.
The paper is organized as follows: Section 2 reports a formalization of data classification; Section 3 illustrates the approach used to classify the data; in Section 4 the implementation of the evolutionary approach is presented, while Section 5 reports the experimental results. Finally, Section 6 is devoted to the conclusions.
Data Classification
In the data classification context a set of objects to be analyzed is called data set, and each object is called sample and represented by X = (x1, . .. , xe) with X E S, where S is the universe of all possible elements characterized by e features and xi denotes the i-th feature of the sample. A the value of a feature. The terminal symbol $ has been introduced to delimit different logical expressions within the phenotype of an individual. Summarizing, the genotype of each individual is seen as a list of derivation trees whose leaves are the terminal symbols of the grammar defined for constructing the set of logical expressions, i.e. the prototypes. The set of logical expressions making up the phenotype of an individual is obtained by visiting each derivation tree in depth first order and copying into a string the symbols contained in the leaves. In such string, the first logical expression derives from the first tree in the list, the second one derives from the second tree in the list and so on. Since the grammar is non-deterministic, to reduce the probability of generating too long expressions (i.e. too deep trees) the action carried out by a production rule is chosen on the basis of fixed probability values (shown in the last column of Table 1 ). Moreover, an upper limit has been imposed on the total number of nodes contained in an individual, i.e. the sum of nodes contained in each tree. Examples of chromosomes are shown in Fig. 1 .
The interpreter is implemented by an automaton which computes Boolean functions. Such an automaton accepts as input an expression and a sample and returns as output the value true or false depending on the fact that the expression matches or not the sample.
Training Phase and Fitness Function
The system is trained with a set containing Ntr patterns. The training set is used for evaluating the fitness of the individuals in the population. This process implies the following steps:
1. The assignment of the training set samples to the expressions belonging to each individual is performed.
After this step, ni (ni > 0) samples have been assigned to the i-th expression. Note that each expression for which ni > 0 is associated with a cluster. In the following these expressions will be referred to as valid. The expressions for which ni = 0 will be 
Mutation
The mutation operator is independently applied to every tree of the chromosome C with probability Pm More specifically, given a tree Ti, the mutation operator is applied by randomly choosing a single nonterminal node in T1 and then activating the corresponding production rule in order to substitute the subtree rooted under the chosen node. It is important to note that if the chromosome C contains ni nonterminal nodes and Pm is the mutation probability, the probability of mutating each single node of C is equal to pm/n.
The effect of the mutation depends on the nonterminal symbol chosen. In fact, this operation can result either in the substitution of the related subtree, causing a macromutation, or in a simple substitution of a leaf node (micromutation). For instance, considering the grammar of Table  1 , if a node containing the symbol D is chosen, then the whole corresponding subtree is substituted. In the pheno- 2b 'b ofc o generated subtree. If, instead, the symbol X is chosen, only a leaf of the tree is substituted, causing, in the phenotype, the substitution of a single digit with one of those in the right side of the rule.
Experimental Results
Three data sets have been used for training and testing the previously described approach. The sets are made of real data and are available at UCI site [1 8] with the names IRIS, BUPA and Vehicle (see Table 2 ). IRIS This is the well known Anderson's Iris data set [19] .
It consists of 150 samples characterized by four features representing measures taken on iris flowers of three different classes, equally distributed in the set. The four features are sepal length, sepal width, petal length and petal width.
BUPA The BUPA liver disorders data set consists of 345 samples distributed in two classes of liver disorders. Six features characterize each sample.
Vehicle The samples of this data set are images of 3D objects (vehicles). The data set is made of 846 samples distributed in four classes. Each sample is described by a vector of 18 features.
In order to use the grammar shown in Table 1 where -x and vi, respectively represent the mean and the standard deviation of the i-th feature computed over the whole data set.
Each dataset has been divided in two parts, a training set and a test set. These sets have been randomly extracted from the data sets and are disjoint and statistically independent. The first one has been used during the training phase to evaluate, at each generation, the fitness of the individuals in the population. The second one has been used at the end of the evolution process to evaluate the performance of our method. In particular, the recognition rate over the test Table 3 : Values of the basic evolutionary parameters used in the experiments. set has been computed using a classifier implemented by choosing the best individual generated during the training phase. For the sake of comparison, at each generation, the best individual in the population has been considered and the obtainable recognition rates on both training set and test set, have been evaluated. The values of the evolutionary parameters, used in all the performed experiments, have been heuristically determined and are summarized in Table 3 . The performance of the proposed classification scheme has been evaluated by a 10-fold cross validation procedure: the data set has been divided in ten parts, alternatively used as test set. For each given test set ten runs have been performed with different initial population, but keeping unchanged all the other parameters. Hence, 100 runs have been performed for each data set. Such protocol has been used for comparing our results with those reported in the literature.
In a learning process, in most cases, when the maximum recognition rate is achieved, the generalization power, i.e. the ability of obtaining the same rate on a different data set (the test set), may not be the best. In order to investigate such ability for our system, the recognition rates on training and test set have been taken into account for the different considered data sets. In Figure 2 such recognition rates, evaluated every 50 generations, in a typical run for the BUPA and Vehicle data sets, are displayed. It can be observed from the figure that, in the experiments carried out, the recognition rate increases with the number of generations both for the training set and for the test set. The best recognition rates occurring in both cases nearby generation 250. Moreover, the fact that the difference between the two recognition rates tend to increase when that on the training set reaches its maximum, suggests that the use of a validation set could further improve the classifier performances.
The proposed approach has been compared with another GP based approach [16] in which an individual consists of a set of expressions (i.e. prototypes) involving simple arithmetic operators, constants and feature variables. Each ex- Bibliography
