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Abstract
The search of sharp estimates for the constants in the Bohnenblust–Hille inequality, besides its challeng-
ing nature, has quite important applications in different fields of mathematics and physics. For homogeneous
polynomials, it was recently shown that the Bohnenblust–Hille inequality (for complex scalars) is hy-
percontractive. This result, interesting by itself, has found direct striking applications in the solution of
several important problems. For multilinear mappings, precise information on the asymptotic behavior of
the constants of the Bohnenblust–Hille inequality is of particular importance for applications in Quantum
Information Theory and multipartite Bell inequalities. In this paper, using elementary tools, we prove a quite
surprising result: the asymptotic growth of the constants in the multilinear Bohnenblust–Hille inequality is
optimal. Besides its intrinsic mathematical interest and potential applications to different areas, the mathe-
matical importance of this result also lies in the fact that all previous estimates and related results for the last
80 years (such as, for instance, the multilinear version of the famous Grothendieck theorem for absolutely
summing operators) always present constants Cm’s growing at an exponential rate of certain power of m.
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1. Preliminaries. The history of the problem
The multilinear Bohnenblust–Hille inequality (1931 [4]) asserts that for every positive integer
m 2 there exists a sequence of positive scalars (Cm)∞m=1 (it is easy to see that Cm  1 for all m)
such that
(
N∑
i1,...,im=1
∣∣U(ei1 , . . . , eim)∣∣ 2mm+1
)m+1
2m
 Cm sup
z1,...,zm∈DN
∣∣U(z1, . . . , zm)∣∣ (1.1)
for every m-linear mapping U :CN ×· · ·×CN →C and every positive integer N , where (ei)Ni=1
denotes the canonical basis of CN and DN represents the open unit polydisk in CN . The original
constants obtained by Bohnenblust and Hille are
Cm = mm+12m 2m−12 .
Making m = 2 in (1.1) we recover Littlewood’s 4/3 inequality (1930 [15]). In the last 80 years,
very few (but important) improvements for the constants Cm have been achieved:
• Cm = 2m−12 (Kaijser [13] and Davie [6]),
• Cm = ( 2√π )m−1 (Queffélec [19] and Defant and Sevilla-Peris [9]).
It is important to stress that, although the constants have been improved along the decades,
absolutely no information on the precise asymptotic behavior of the optimal constants was pre-
viously obtained in the literature.
Besides their intrinsic mathematical interest, the Bohnenblust–Hille inequality and Little-
wood’s 4/3 theorem are extremely useful tools in many areas of Mathematics, just to cite some:
Operator theory in Banach spaces, Fourier and harmonic analysis, or analytic number theory.
Moreover, the multilinear Bohnenblust–Hille inequality also has its applications in Quantum In-
formation Theory. For instance, the exact growth of Cm is related to a conjecture of Aaronson
and Ambainis [1] about classical simulations of quantum query algorithms (as stated at a lec-
ture delivered by A. Montanaro in January, 2012 at the ICMAT, Madrid, Spain). Moreover, since
the Bohnenblust–Hille inequality gives a control of the operator norm (usually intractable) by
an p-norm, it is of potential use in the study of multipartite Bell inequalities and XOR-games
(see [12]). We refer the interested reader to the monographs [2,14,18].
More recently a new proof (both for complex and real scalars) of the multilinear Bohnenblust–
Hille inequality was presented in [8] and this approach, although very abstract, allowed the
calculation of new and sharper constants (see [17]). However all the possible constants derived
from this approach were calculated by means of recursive formulae, and the expression of these
constants as closed formulae seems to be, in most cases, an impossible task. The polynomial
version of Bohnenblust–Hille inequality, due to its different nature, presents worse constants
and only in 2011 the long standing problem on the hypercontractivity of the constants for the
polynomial Bohnenblust–Hille inequality was settled in [7], i.e., the authors proved that (for the
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polynomial Bohnenblust–Hille inequality and C > 1 so that
Cm
Cm−1
= C
for all m 1. The hypercontractivity of the polynomial Bohnenblust–Hille inequality is applied,
for example, to prove that the n-dimension Bohr radius Kn satisfies
Kn 
√
logn
n
.
This result is a decisive generalization of a result of Boas and Khavinson [3].
Notwithstanding the eight decades of existence of the Bohnenblust–Hille inequality, even
simple questions on the constants involved and, of course, the optimal asymptotic behavior of
the constants is still unknown. From the previous estimates we have
• Cm/Cm−1 =
√
2 ≈ 1.4142 (Kaisjer [13] and Davie [6]),
• Cm/Cm−1 = 2√π ≈ 1.1284 (Queffélec [19] and Defant and Sevilla-Peris [9]).
A very recent numerical study [16], presented the possibility of improving the above results
(now including the case of real scalars as well) to
lim
m→∞
Cm
Cm−1
= 21/8 ≈ 1.1090,
but this estimate could not be formally proved.
Since the beginning of the theory, in 1930, with the first estimates for the constants of the
Bohnenblust–Hille inequality, until the last days, with the recent upper estimates for the con-
stants, it seems to remain no doubt that the sequence formed by the optimal constants (Kn)∞n=1
tends to infinity. However, as a matter of fact, we must say that we do not know any work which
proves that the sequence (Kn)∞n=1 tends to infinity. In fact, to the best of our knowledge, even
simple problems are open:
Problem 1. Is the sequence (Kn)∞n=1 strictly increasing?
Problem 2. Is there an L ∈ [0,∞] so that
lim
m→∞
Km
Km−1
= L? (1.2)
Problem 3. Is the sequence (Kn)∞n=1 subexponential?
Very recently it was shown [10] that (in the real case) K3 > K2. Also in [10] it was shown
that (in the real case)
Km  2
m−1
m
for all m and that for m = 2 this value is sharp.
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complex scalars. As a consequence we can conclude that if such L in (1.2) exists, no matter how
the sequence of optimal constants behaves (even if the sequence is non-increasing, for example),
then
L = 1.
In fact we also have, as a corollary, essentially a positive solution for Problem 2 since in view
of the subexponentiality of the best constants Km, only a quite pathological behavior of the
sequence (Kn)∞n=1, with certain jumps or strange fluctuations, would imply the non-existence of
the limit (1.2).
More precisely, in this note we provide a family of constants, (Cm)m∈N, satisfying the
Bohnenblust–Hille inequality with the best possible asymptotic growth, i.e.,
lim
m→∞
Cm
Cm−1
= 1.
As a consequence, we conclude that the optimal constants in the Bohnenblust–Hille inequal-
ity have an optimal behavior, asymptotically speaking. For the sake of completeness, the details
on how to achieve the aforementioned result on the optimal constants are presented in Ap-
pendix A.
As we mentioned before, for real scalars the Bohnenblust–Hille inequality is also true; for a
very long time the best known constants in this setting seemed to be Cm = 2m−12 . For m = 2 we
have C2 =
√
2, which is known to be optimal. Thus, it is possible that this absence of improve-
ments for the case of real scalars is motivated by a general feeling that the family Cm = 2m−12
was a good candidate for being optimal. However, as we shall see, these constants are quite far
from the optimality.
From now on, the letters X1, . . . ,Xm shall stand for Banach spaces and BX∗ represents the
closed unit ball of the topological dual of X. By L(X1, . . . ,Xm;K) we denote the Banach
space of all continuous m-linear mappings from X1 × · · · × Xm to K endowed with the sup
norm.
If 1  p < ∞, a continuous m-linear mapping U ∈ L(X1, . . . ,Xm;K) is called multiple
(p;1)-summing (denoted by U ∈ Π(p;1)(X1, . . . ,Xm;K)) if there exists a constant Km  0 such
that
(
N∑
j1,...,jm=1
∣∣U(x(1)j1 , . . . , x(m)jm )∣∣p
) 1
p
Km
m∏
k=1
sup
ϕk∈BX∗
k
N∑
j=1
∣∣ϕk(x(k)j )∣∣ (1.3)
for every N ∈ N and any x(k)jk ∈ Xk , jk = 1, . . . ,N , k = 1, . . . ,m. The infimum of the constants
satisfying (1.3) is denoted by ‖U‖π(p;1).
An important simple reformulation of the Bohnenblust–Hille inequality shows that it is equiv-
alent to the assertion that every continuous m-linear form T : X1 × · · · × Xm → K is multiple
( 2m
m+1 ;1)-summing, and the constants involved are the same as those from the Bohnenblust–Hille
inequality. Thus, in this article, we shall be dealing with the Bohnenblust–Hille inequality in the
framework of multiple summing operators.
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Ap :=
√
2
(
Γ ((p + 1)/2)√
π
)1/p
, (1.4)
where Γ denotes the classical Gamma Function. These constants shall appear soon in Theo-
rems 1.1 and 1.2; they are related to the Khinchine inequality and appear in [11], where the
optimal constants of the Khinchine inequality are obtained. More precisely, Khinchine’s in-
equality asserts that for all 0 < p < ∞, there are constants Rp and Sp so that, regardless of
the sequences (an)∞n=1 in 2, we have
Rp
( ∞∑
n=1
|an|2
) 1
2

( 1∫
0
∣∣∣∣∣
∞∑
n=1
anrn(t)
∣∣∣∣∣
p
dt
) 1
p
 Sp
( ∞∑
n=1
|an|2
) 1
2
. (1.5)
For p > p0 with 1 < p0 < 2 so that
Γ
(
p0 + 1
2
)
=
√
π
2
the constants Ap in (1.4) are the best constants Rp satisfying (1.5). From (1.5) and from the
monotonicity of the norms of Lp it is obvious that (Ap)pp0 is non-decreasing, but unfortunately
this information shall be not sufficient to prove the monotonicity of the constants that we obtain
for the Bohnenblust–Hille inequality.
The following results (inspired in [8] and in estimates from [11]) were recently proved in [17]
by the third and fourth authors:
Theorem 1.1. For every positive integer m and real Banach spaces X1, . . . ,Xm,
Π
( 2m
m+1 ;1)(X1, . . . ,Xm;R) = L(X1, . . . ,Xm;R) and ‖.‖π( 2mm+1 ;1)  CR,m‖.‖
with
CR,2 =
√
2,
CR,3 = 2 56 ,
CR,m = CR,m/2
A
m/2
2m
m+2
for m even and
CR,m =
(C
R, m−12
A
m+1
2
2m−2
m+1
)m−1
2m ·
(C
R, m+12
A
m−1
2
2m+2
m+3
)m+1
2m
for m odd.
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Π
( 2m
m+1 ;1)(X1, . . . ,Xm;C) = L(X1, . . . ,Xm;C) and ‖.‖π( 2mm+1 ;1)  CC,m‖.‖
with
CC,m =
(
2√
π
)m−1
for m ∈ {2,3,4,5,6},
CC,m = CC,m/2
A
m/2
2m
m+2
for m > 6 even and
CC,m =
(C
C, m−12
A
m+1
2
2m−2
m+1
)m−1
2m ·
(C
C, m+12
A
m−1
2
2m+2
m+3
)m+1
2m
for m > 5 odd.
Also, and very recently, there were even obtained non-trivial lower bounds for these Cm’s in
the case of real scalars (see [10]).
In this article we shall prove that the asymptotic behavior of the above constants (or slight
variations of those constants) is the best possible. As a corollary we are able to prove that
the asymptotic behavior of the best constants satisfying the Bohnenblust–Hille inequality is
optimal. This result (the optimality of the asymptotic growth of the best constants in the
Bohnenblust–Hille inequality) seems quite surprising since all the constants involved in all sim-
ilar results in the theory of multiple summing operators grow at an exponential rate. In fact,
this is the case of the previous estimates of the constants of Bohnenblust–Hille inequality from
[6,9,13,19] and also the case of the multilinear generalization (for multiple summing operators)
of Grothendieck’s theorem for absolutely summing operators. More precisely, the scalar-valued
multilinear Grothendieck theorem [5] states that for every positive integer m, every continuous
m-linear operator U : 1 × · · · × 1 →C is multiple (1;1)-summing and
‖U‖π(1;1) 
(
2√
π
)m
‖U‖.
Similar results, which can also be found in [5] (called coincidence results), always present con-
stants that, as we mentioned earlier, grow exponentially following the pattern of certain power
of m; this is one of the reasons why we consider the optimality of the asymptotic growth of the
constants in the Bohnenblust–Hille inequality quite a surprising result.
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In this section we shall see that the limits of the terms that appear in the previous sections are
related to Euler’s famous constant γ . Let us recall that γ is classically defined as
γ = lim
m→∞
(
m∑
k=1
1
k
− logm
)
≈ 0.5772,
and it is still not known (since its first appearance in 1734 in Euler’s De Progressionibus Har-
monicis Observationes) whether this value is algebraic or transcendental.
The results and calculations given in this section are part of the essential tools that shall
be used to prove the main result of this article. First of all, and by using the classical known
properties of the Gamma Function, we obtain
lim
x→0
(
Γ ( 12 − x)
Γ ( 12 )
)1/x
= 4eγ ,
and, thus,
lim
x→0
(
Γ ( 32 − x)
Γ ( 32 )
)1/x
= 4eγ−2
which gives
lim
m→∞
(
Γ ( 3m+22m+4 )
Γ ( 32 )
)m
= 16e2γ−4,
obtaining
lim
m→∞
[
2m/4 ·
(
Γ (
2m
m+2 +1
2 )√
π
)(m+2)/4]
=
√
2
e1− 12 γ
.
From [11] it is known that for 1 < p0 < 2 so that
Γ
(
p0 + 1
2
)
=
√
π
2
we have
Ap =
√
2
(
Γ ((p + 1)/2)√
π
)1/p
,
whenever p0  p < 2 (numerical calculations estimate p0 ≈ 1.8474). So, since
lim
2m = 2 > p0,m→∞ m + 2
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lim
m→∞
(
A
m/2
2m
m+2
)−1 = e1− 12 γ√
2
≈ 1.4402. (2.1)
Analogously, it can be checked that, for m odd,
lim
m→∞
(
A
(m+1)/2
2m−2
m+1
)(−1)·m−12m = lim
m→∞
(
A
(m−1)/2
2m+2
m+3
)(−1)·m+12m = e 12 − 14 γ
21/4
≈ 1.2001 (2.2)
and thus
lim
m→∞
(
A
(m+1)/2
2m−2
m+1
)(−1)·m−12m (A(m−1)/22m+2
m+3
)(−1)·m+12m = e1− 12 γ√
2
≈ 1.4402. (2.3)
3. The proof
From (2.1) and (2.2) we have (for both, the real and complex settings) that
lim
n→∞
C2n
Cn
= e
1− 12 γ√
2
(3.1)
and
lim
n→∞
C2n+1
(Cn)
2n
2(2n+1) .(Cn+1)
2n+2
2(2n+1)
=
(
e
1
2 − 14 γ
21/4
)
.
(
e
1
2 − 14 γ
21/4
)
= e
1− 12 γ√
2
.
In other words, for large values of n we have the following equivalences
C2n ∼
(
e1− 12 γ√
2
)
Cn,
C2n+1 ∼
(
e1− 12 γ√
2
)
(Cn)
n
2n+1 (Cn+1)
n+1
2n+1 ,
as well from Theorem 1.1, Theorem 1.2, (2.1) and (2.2) we have the next asymptotical identities:
C2n
C2n−1
∼ Cn
(Cn−1)
n−1
2n−1 (Cn)
n
2n−1
∼
(
Cn
Cn−1
) n−1
2n−1
(3.2)
and
C2n+1
C2n
∼ (Cn)
n
2n+1 (Cn+1)
n+1
2n+1
Cn
∼
(
Cn+1
Cn
) n+1
2n+1
. (3.3)
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)∞n=1 converges, it is bounded by some constant C > 1. Let, for n ∈N,
Dn := Cn+1
Cn
.
We have strong numerical evidence that the sequence (Cn)∞n=1 is non-decreasing, but since a
formal proof seems to be an unpleasant task, we shall use a slight perturbation argument to
complete the proof.
• FIRST CASE: Suppose that (Cn)∞n=1 is non-decreasing.
In this case Dn  1. Thus
C >
C2n
Cn
=
2n−1∏
j=n
Dj Dn  1 (3.4)
for every n.
Now we show that (Dn)∞n=1 is convergent and that its limit must be 1. We split its proof into
four claims. The first one of these claims is an almost trivial statement, and we spare the details
of its proof to the interested reader (for the proof, use (3.2), (3.3) and (3.4)):
Claim 3.1. The sequence (Dn)∞n=1 satisfies the following asymptotical equalities:
(1) D2n−1 ∼ √Dn−1,
(2) D2n ∼ √Dn.
The second of the claims is a crucial tool in order to prove that (Dn)∞n=1 converges to 1:
Claim 3.2. Let K > 1. Suppose that there exists m0 such that n > m0 implies 1Dn < K . Then
there exists m1 m0 such that n > m1 implies 1Dn < K5/8.
Proof. From (1) in Claim 3.1 we know that limn→∞ D2n−1√
Dn−1
= 1. Given ε > 0 satisfying ε <
K
1
8 − 1 there exists n0 > m0 + 1 such that n > n0 implies
D2n−1√
Dn−1
< (1 + ε) < K1/8.
Therefore
D2n−1 < K1/8
√
Dn−1 < K5/8. (3.5)
In a similar fashion, by (2) in Claim 3.1, there exists n1 > m0 + 1 such that n > n1 implies
D2n√ < (1 + ε) < K1/8
Dn
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D2n < K
1/8√Dn < K5/8. (3.6)
Let n2 = max{n0, n1} and m1 = 2n2 +1. It is follows from (3.5) and (3.6) that n > m1 implies
1Dn < K5/8. (3.7)
To see this let n > m1 and let q be a positive integer such that n = 2q if n is even and
n = 2q − 1 if n is odd. Now if n is odd we have 2q − 1 = n > m1 = 2n2 + 1, and therefore
q > n2 > n0 and it follows from (3.5) that
Dn = D2q−1 < K5/8.
And if n is even we have 2q = n > m1 = 2n2 + 1, and it follows from (3.6) that
Dn = D2q < K5/8. 
Claim 3.3. Let L > 1. Suppose that there exists m0 such that n > m0 implies 1Dn < L. Then
there exists m2 m0 such that n > m2 implies
1Dn <
√
L. (3.8)
Proof. From Claim 3.2, with K = L, we know that there exists a positive integer m1 so that
1Dn < L5/8 for all n > m1. Using again Claim 3.2, this time with K = L5/8, we can assure
the existence of a positive integer m2 such that
1Dn <
(
L5/8
)5/8
for all n > m2. Since ( 58 )
2 < 12 we have (3.8). 
A recursive application of the above result together with the upper bound in (3.4) allows us to
obtain a better upper bound (which approaches 1) as n goes to infinity:
Claim 3.4. Let C be an upper bound for (Dn)∞n=1 in Eq. (3.4). For every non-negative integer s
there exists a positive integer n0 (depending on s) such that n > n0 implies
1Dn < C2
−s
.
Proof. We argue by induction on s. The case s = 0 is Eq. (3.4). Suppose that the result holds
for some s  0. Then there exists n0 such that n > n0 implies 1Dn < C2
−s
and, by Claim 3.3,
there exists m1 > n0 such that
1Dn <
(
C2
−s )1/2 = C2−(s+1) ,
whenever n > m1. 
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limn→∞ Dn = 1. In fact, let ε > 0; let s0 be a positive integer such that C(2−s0 ) < 1 + ε and the
result follows from Claim 3.4.
• SECOND CASE: Suppose that (Cn)∞n=1 fails to be non-decreasing (although we have strong
numerical evidence that this case does not occur).
In view of the limits (2.1) and (2.3) we know that there is a constant D (probably very close
to 1.44) so that one can replace the constants Cm (for m 7 for the case of complex scalars and
m 4 for real scalars) by
Cm = DCm/2
for m even and
Cm = D(Cm−1
2
)
m−1
2m (Cm+1
2
)
m+1
2m
if m is odd. Hence
Cm
Cm/2
= D
for m even and
Cm
(Cm−1
2
)
m−1
2m (Cm+1
2
)
m+1
2m
= D
for m odd. Thus
C2n
C2n−1
= DCn
D(Cn−1)
n−1
2n−1 (Cn)
n
2n−1
= Cn
(Cn−1)
n−1
2n−1 (Cn)
n
2n−1
=
(
Cn
Cn−1
) n−1
2n−1
and
C2n+1
C2n
= (Cn)
n
2n+1 (Cn+1)
n+1
2n+1
Cn
=
(
Cn+1
Cn
) n+1
2n+1
.
By a simple induction process we conclude that (Cn)∞n=1 is increasing and repeat the argu-
ment from (3.4). In fact the argument is quite simplified since we now have equalities instead of
asymptotic equalities. We thus conclude that for these new sequence of constants we have
lim
n→∞
Cn+1
Cn
= 1.
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Appendix A. On the optimal constants of the Bohnenblust–Hille inequality
Now we show that even without assuming that the sequence (Cn)∞n=1 in Section 3 is
non-decreasing, we can obtain important bits of information on the optimal constants of the
Bohnenblust–Hille inequality.
A.1. The optimal constants of the Bohnenblust–Hille inequality are subexponential
We shall prove that given any constant C > 1, there is a positive integer N0 so that
l N0 ⇒ Cl < Cl.
Let C > 1 and ε > 0 be so that
1 + ε < C.
Since
lim
n→∞
Cn+1
Cn
= 1,
there is an N such that
nN ⇒ Cn+1
Cn
< 1 + ε := A < C.
So, by induction, we conclude that
CN+l < CNAl (A.1)
for all positive integer l. Since
CNA
l
CNCl
=
(
CN
CN
)(
A
C
)l
and A < C, there is an N0 so that
l N0 ⇒
(
CN
CN
)(
A
C
)l
< 1.
We thus have
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and we complete the proof.
A.2. The asymptotic behavior of the optimal constants of the Bohnenblust–Hille inequality is
optimal
Let (Kn)∞n=1 be the best constants of the Bohnenblust–Hille inequality. If limn→∞
Kn
Kn−1 = L
then we can conclude that L = 1.
• First case: L < 1.
For a given 0 < ε < 1, there is an N0 so that
n > N0 ⇒ Kn
Kn−1
< 1 − ε.
Using induction we conclude that
KN0+l < KN0(1 − ε)l
for all l and thus
lim
n→∞Kn = 0,
a contradiction, since Kn  1 for all n.
• Second case: L > 1.
We shall show that there is a sufficiently large N so that KN > CN (which is a contradiction).
Given a sufficiently small ε > 0, there is an n0 so that
n > n0 ⇒ Cn
Cn−1
< 1 + ε
2
:= A and Kn
Kn−1
> 1 + ε := B.
Hence
Cn0+l < AlCn0 ,
Kn0+l > BlKn0
for all l. So we have
Kn0+l
Cn0+l
>
BlKn0
AlCn0
=
(
B
A
)l
Kn0
Cn0
428 D. Diniz et al. / Journal of Functional Analysis 263 (2012) 415–428and since B
A
> 1 it follows that
lim
l→∞
(
B
A
)l
Kn0
Cn0
= ∞.
We conclude that there is an L so that
(
B
A
)L
Kn0
Cn0
> 1
and thus
Kn0+L
Cn0+L
> 1,
which provides the contradiction we needed.
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