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Abstract. – We consider the dephasing of an one-electron state in a quantum dot due to
charge fluctuations in a biased quantum point contact coupled to the dot capacitively. The
contribution to the dephasing rate due to the bias depends on temperature and bias in the same
way as shot-noise in the point contact at zero frequency, but do not follow the |t|2(1 − |t|2)
suppression.
Recently, it became possible to measure the phase and hence also the coherence of resonance
electron transmission through a (pinched) quantum dot (QD) [1, 2, 3, 4]. Experiments of this
type are performed using Aharonov-Bohm rings loaded by a QD in one of its arms, the ring
being imbedded in a two- or four-terminal configuration. The conductance of such a system
contains a term oscillating with magnetic flux Φ threaded trough the ring and this term is
sensitive to the phase of the transmission amplitude tQD through the QD.
If the transmission through the QD is coherent one can calculate G from the Landauer
formula in terms of the transmission through the ring T . The transmission amplitude tQD
through a pinched QD is small (it is true even for resonance transmission, since generically
the QD is asymmetric) and for small tQD one finds |T |
2 = |T |20 + Re{a
∗tQD exp(2πiΦ/Φ0)},
where Φ0 is the flux quanta. The two terms correspond to the non-oscillating and oscillating
parts of G in the two-terminal configuration. The first is the transmission trough the ”free”
arm and the second is due to the interference between the (multiple) electron paths in the
”free” and ”loaded” arms. The effective ”amplitude” a is responsible for the geometry of the
ring outside the QD and of the external contacts to the ring. When the temperature T = 0 all
energy depending transmission amplitudes has to be calculated at the Fermi energy ǫF and for
T 6= 0 one has to average over thermal energies near ǫF . The phase of transmittance trough a
QD in an Aharonov-Bohm ring was analyzed in papers [5, 6] and also in connection with the
”phase slippage” [7].
When the coherence of the electron states in the QD is destructed due to interaction with
some ”environment” the amplitude tQD has to be replaced by its average < tQD > with
respect to states of the ”environment”. The destruction of coherence is not necessary related
to inelastic scattering [8] and this is why we call it ”dephasing”.
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One source of such a dephasing can be the capacitive coupling between the QD and a
quantum point contact (PC) which is close in space to the QD [9, 10]. Charge fluctuations
in the PC create a fluctuating potential at the QD and modulate the electron states in the
QD. This modulation being random in time dephases the states in the QD and destructs the
coherence of the transmission through the QD.
The charge fluctuations in the PC depend on whether the PC is in equilibrium or supports
a current due to an applied bias V . Hence one can expect that the visibility of the ring
conductance oscillations with flux will change with current in the PC.
The aim of this work is to calculate the dephasing time of a state in a QD induced by its
capacitive coupling to a PC. We will be interested mainly in the additional contribution to
the dephasing rate which is due to the current in the PC. To simplify the problem we consider
dephasing in an isolated QD not coupled to leads and coupled capacitively to a PC.
To make things more transparent assume only one state in the QD with energy ǫ0 and only
one channel in the point contact with coordinate x along the channel and an effective one
dimensional barrier potential U(x). For simplicity we assume the PC to be symmetric with
respect to x = 0 (the maximum of the barrier).
The Hamiltonian of the QD is HQD = ǫ0 c
+c, where c is an operator removing one electron
from the QD state.
The Hamiltonian of the PC is (h¯ = 1)
HPC =
∫
dxψ+(x)
[
−
1
2m
d2
dx2
+ U(x)
]
ψ(x) =
∑
k
ǫk[a
+
k ak + b
+
k bk]. (1)
Here ψ(x) is the electron field operator, which can be presented as [11]
ψ(x) =
∑
k
[akχk(x) + bkφk(x)], (2)
where χk(x) and φk(x) are scattering states radiated from the left and right ohmic contacts a
and b and belonging to the same energy ǫk and ak, bk are the corresponding electron operators.
The scattering states have the following properties (k > 0)
χk(x) = L
−1/2{exp(+ikx) + rk exp(−ikx)}, for x→ −∞,
χk(x) = L
−1/2tk exp(+ikx), for x→ +∞, (3)
rk and tk being the reflection and transmission coefficients defined by the potential barrier
U(x) and L is some normalization length. Similar equations can be written for φ(x) = χ(−x).
The Hamiltonian of the interaction between the QD and PC, assumed to be weak, is
Hint = c
+c W ≡ c+c
∫
dx δU(x)ψ+(x)ψ(x). (4)
If one combines HPC + Hint one can see that δU(x) is the average change of the barrier
potential U(x) due to one electron occupying the QD state when < c+c >= 1. This change is
localized near the squeezing of the PC x = 0. If one combines HQD +Hint one can see that
W is the change of the QD state energy ǫ0 due to the interaction of the electron in the QD
with the electron density in the PC.
The dephasing of the QD state is described by the relaxation of the average state amplitude
< c(t) >, where c(t) = exp(+iHt)c exp(−iHt) is the amplitude in Heisenberg representation
with the total Hamiltonian H = HQD +HPC +Hint.
The Heisenberg amplitude equation of motion is
(d/dt)c(t) = i exp(+iHt)[H, c] exp(−iHt) = −i[ǫ0 +W (t)]c(t), (5)
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with
W (t) = exp(+iHt)W exp(−iHt). (6)
Eq.(5) demonstrates that W (t) is indeed the time depending modulation of the energy level
ǫ0. Solving this equation and averaging one finds
< c(t) >=
〈
c(0) exp(−iǫ0t)Tt exp
{
−i
∫ t
0
dtW (t)
}〉
, (7)
where Tt means time ordering. We decouple the average in Eq.(7) approximating the time
ordered exponent by a Gaussian exponent and obtain
< c(t) >=< c(0) > exp(−iǫ0t) exp(−Φ(t)), (8)
where
Φ(t) =
1
2
∫ t
0
dt′
∫ t
0
dt′′K(t′ − t′′), (9)
and K(t) is the quantum correlator of the level modulation
K(t) =
1
2
[< W (t)W (0) > + < W (0)W (t) >]. (10)
We also approximate W (t) defined in Eq.(6) by
W (t) = exp(+iHPCt)W exp(−iHPCt) (11)
neglecting the influence of the QD on the fluctuations in the PC. With this approximation the
average in Eq.(10) reduces to the average with respect to the state of the PC (in equilibrium
or with current) which plays now the role of an environment. This last approximation means
that we have in mind an experimental situation when the current in the QD used to measure
its linear conductance G is small while the current in the PC can be relatively large.
The correlator K(t) decays in time with some time scale τc which is the correlation time of
the QD state energy modulation. For large t≫ τc one find from Eq.(8)
< c(t) >=< c(0) > exp(−iǫ0t) exp(−t/τϕ) (12)
with
1
τϕ
=
1
2
∫ +∞
−∞
dtK(t). (13)
Hence the average amplitude of the QD state decays. Note that under same conditions the
population of the QD state is constant < c+(t)c(t) >=< c+(0)c(0) >, since Hint commutes
with the number of electrons in the QD c+c. Same is true for the energy of the QD ǫ0c
+c.
This means that the decay of < c(t) > with the time constant τϕ is indeed dephasing and not
energy relaxation or escape from the QD.
Using Eq.(4) and Eq.(2) one finds the energy modulation in terms of scattering states
W =
∑
k,k′
[a+k ak′Ak,k′ + b
+
k bk′Bk,k′ + a
+
k bk′Ck,k′ + b
+
k ak′C¯k,k′ ] (14)
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with integrals describing the interaction between the QD and the PC
Ak,k′ =
∫
dxδU(x)χk(x)
∗χk′ (x), Bk,k′ =
∫
dxδU(x)φk(x)
∗φk′(x),
Ck,k′ =
∫
dxδU(x)χk(x)
∗φk′ (x), C¯k,k′ =
∫
dxδU(x)φk(x)
∗χk′ (x) = C
∗
k′,k. (15)
Using Eq.(14) one can find (similar to the calculation [12] of the current correlator in a PC)
< W (t)W >=
∑
k,k′
exp[i(ǫk − ǫk′)t]×
{nak(1− n
a
k′)|Ak,k′ |
2 + nbk(1− n
b
k′)|Bk,k′ |
2 + nak(1− n
b
k′)|Ck,k′ |
2 + nbk(1− n
a
k′ )|C¯k,k′ |
2}, (16)
nak and n
b
k being the occupation numbers for states with energy ǫk in the left and in the right
ohmic contacts of the PC a and b respectively,
na,bk = [exp[−(ǫk − µa,b)/T ] + 1]
−1, (17)
where µa,b are the electrochemical potentials in the ohmic contacts a, b and V = −(µa−µb)/e
is the applied voltage between a and b (assuming e > 0).
The spectral density of the QD level modulation can be calculated using Eq.(10) and Eq.(16)
as follows
S(ω) =
1
2π
∫ +∞
−∞
dt exp(iωt)K(t) =
1
2
∑
k,k′
δ(ǫk − ǫk′ + ω)×
{nak(1− n
a
k′)|Ak,k′ |
2 + nbk(1− n
b
k′)|Bk,k′ |
2 + nak(1− n
b
k′)|Ck,k′ |
2 + nbk(1− n
a
k′)|C¯k,k′ |
2}+
{ω → −ω}. (18)
To simplify the spectral density assume that the squeezing in the PC (i.e. the barrier U(x))
is described by only one length scale d, the energy spacing between the thresholds for different
channels in the PC being ∆ǫ ≃ 1/md2 ≪ ǫF . With this assumption the scale in k for the
coefficients A,B,C and C¯ is d−1. Assume also that the bias in the PC and the temperature
are small in the sense that eV, T ≪ ∆ǫ. One can see that with these assumptions the relevant
frequencies ω are much smaller than the inverse of the time of flight through the PC and that
the main contribution come from states close to the Fermi level. Since |ǫk−ǫk′ | ≃ vF |k−k
′| ≃ ω
(where vF is the Fermi velocity) one finds that for ω ≪ vF /d≪ ǫF the relevant |k−k
′| ≪ d−1
and one can replace in the coefficients A,B,C and C¯ the momenta k and k′ by kF . After this
replacement we just skip the momenta in the notation and note that |C|2 = |C¯|2.
Changing summation over k > 0 to integration over ǫk and introducing a function [13]
F (ω) =
∫ ∫
dǫdǫ′[δ(ǫ − ǫ′ + ω) + δ(ǫ− ǫ′ − ω)]nǫ(1 − nǫ′) = F (−ω) (19)
one finds the explicit expression for the spectral density
S(ω) =
L2
8π2v2F
[(|A|2 + |B|2)F (ω) + |C|2(F (ω + eV ) + F (ω − eV ))], (20)
Subtracting the equilibrium part of the spectral density (corresponding to V = 0) we find the
spectral density of the QD energy modulation due to the current
SV (ω) = λ[F (ω + eV ) + F (ω − eV )− 2F (ω)], (21)
where we defined a coupling constant λ = (L2/8π2v2F )|C|
2.
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According to Eq.(21) the spectra of the QD energy modulation due to nonequilibrium charge
fluctuations in the PC is the same as the shot-noise spectra in the PC [12, 13]. The typical
modulation frequencies are determined by the energy window near ǫF where the electron fluxes
from the left and right ohmic contacts a and b of the PC do not compensate, i.e. ω ≃ eV/h¯
for high bias eV ≫ T and ω ≃ T/h¯ for low bias eV ≪ T . One can check that for low enough
temperature and bias T, eV ≪ ∆ǫ these frequencies are indeed smaller than the inverse time of
flight. These frequencies also define the correlation time of the QD level modulation τc ≃ ω
−1.
However the amplitude of the energy modulation determined by the coupling constant λ
depends on the transmittance through the PC in a way very different from that of the shot
noise, which is proportional to |t|2(1− |t|2). To see it we can rewrite the coupling constant in
terms of changes in r and t introduced by the perturbation δU(x) to the potential U(x). Using
the representation of the Green function for the Schro¨dinger equation with potential U(x) in
terms of scattering states
G(x, x′) = (mL/ikt)χ(x>)φ(x<), (22)
where x> and x< are the larger and the smaller of x and x
′, and also the properties of the
scattering states (for a symmetric barrier)
χ∗(x) = r∗χ(x) + t∗φ(x), (23)
one can find
λ = (8π2)−1|r∗δt+ t∗δra|
2 = (8π2)−1|r∗δt+ t∗δrb|
2, (24)
where δra and δrb are the changes of r for waves coming from ohmic contacts a and b and t is
the change in t.
Let see how the coupling constant depends on the barrier in the PC. If the barrier U(x)
is infinite (|t|2 = 0) the functions χ and φ do not overlap and it follows from Eq.(15) that
|C|2 = 0 and λ = 0. Same can be obtained from Eq.(24) since zero transmittance of an infinite
barrier can not be changed by a final perturbation and hence from t = 0 it follows that δt = 0.
It means that what matters for the nonequilibrium dephasing in the QD is not the applied
bias in the PC, but the current. In case of an infinite barrier applied bias does not change the
electron density and its fluctuations in the ohmic contacts a and b.
If there is no barrier (|t|2 = 1), i.e. the quantum point contact is replaced by a quantum
wire, χ and φ are plane waves and one finds from Eq.(24) and Eq.(15)
λ =
1
8π2
|δra|
2 =
1
8π2
|δrb|
2 =
1
8π2v2F
∣∣∣∣
∫
dxδU(x) exp(i2kF )
∣∣∣∣
2
. (25)
In terms of the spectral density using Eq.(21) the nonequilibrium contribution to dephasing
rate can be written as
τ−1ϕ = πSV (0) = 2πλ[F (eV )− F (0)]. (26)
One can easily estimate that this contribution τ−1ϕ ≃ λeV/h¯ for high bias eV ≫ T and
τ−1ϕ ≃ λ(eV )
2/T h¯ for low bias eV ≪ T . The dependence of the dephasing time on bias and
temperature follows the shot-noise spectral intensity for zero frequency [12]. Note that h¯/τϕ
is much smaller than the rms average modulation of the QD level < (δǫ0)
2 >1/2≃< W 2 >1/2
because of the effect of dynamical narrowing, i.e. < (δǫ0)
2 >1/2 τc ≪ 1. The last inequality is
valid because of λ≪ 1.
The limiting expressions for λ demonstrates that in spite of the fact that the dephasing is
originated by the same charge fluctuations that are responsible for shot noise, the dephasing
rate does not follow generally the intensity of shot noise which is proportional to |t|2(1− |t|2).
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A similar calculation of the equilibrium part of modulation spectra results in
S0(ω) = 2(µ+ λ)F (ω), (27)
where
2µ = (L2/8π2v2F )[|A|
2 + |B|2] = (8π2)−1[|r∗δra + t
∗δt|2 + |r∗δrb + t
∗δt|2]. (28)
A cutoff at the time-of-flight frequency vF /d has to be introduced to this spectra, but the
equilibrium contribution to the dephasing rate defined by S0(0) is independent on this cutoff
and equal to τ−1ϕ = 2π(µ+ λ)T . (Note that when the thermal current noise at zero frequency
is calculated in this way it is in agreement with the d.c. conductance according to the Nyquist
theorem).
If the QD is not pinched and the electron in state ǫ0 has a finite escape rate to the leads Γ
the dephasing rate competes with this rate. For zero dephasing the (nonaveraged) transmission
amplitude tQD contains a resonant factor −i/[(ǫF − ǫ0) + iΓ]. Due to dephasing this factor is
replaced in the averaged amplitude < tQD > by∫
∞
0
dt exp[−Γt− Φ(t) + i(ǫF − ǫ0)t]. (29)
Generally the factor Eq.(29) defines a non Lorentzian line-shape but in the case of dynamical
narrowing < (δǫ0)
2 >1/2 τc ≪ 1 it reduces to −i/[(ǫF − ǫ0) + i(Γ + h¯/τϕ)] just adding the
dephasing rate to the escape broadening.
Recently the problem of dephasing was also addressed in an unpublished paper of Aleiner,
Wingreen and Meir [14] using a different approach.
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