Explicit Runge-Kutta methods for initial value problems with oscillating solutions  by Calvo, M. et al.
ELSEVIER Journal of Computational nd Applied Mathematics 76 (1996) 195-212 
JOURNAL OF 
COMPUTATIONAL AND 
APPLIED MATHEMATICS 
Explicit Runge-Kutta methods for initial value problems 
with oscillating solutions 
M. Calvo *, J.M. Franco, J.I. Montijano, L. Rfindez 
Departamento Matemhtica Aplicada, Universidad e Zaragoza, 50009 Zaragoza, Spain 
Received 10 November 1994; revised 23 July 1996 
Abstract 
New pairs of embedded Runge-Kutta methods pecially adapted to the numerical solution of first order systems of 
differential equations which are assumed to possess oscillating solutions are obtained. These pairs have been derived 
taking into account not only the usual properties of accuracy, stability and reliability of the local error estimator to adjust 
the stepsize of the underlying formulas but also the dispersion and dissipation orders of the advancing formula as defined 
by Van der Houwen and Sommeijer (1989). Three nine-stage mbedded pairs of Runge-Kutta methods with algebraic 
orders 7 and 5 and higher orders of dispersion and/or dissipation are selected among the members of a family of pairs 
depending on several free parameters. Some numerical results are presented to show the efficiency of the new methods. 
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1. Introduction 
In recent years, several papers proposing Runge-Kutta (RK) type methods for the numerical 
solution of ODEs with oscillating solutions have been published. Among them we may mention 
the pioneer paper of Brusa and Nigro [1], in which for the first time the phase-lag property was 
introduced as a tool to analyze the behaviour of a method for the numerical solution of ODEs with 
oscillating solutions. Moreover, these authors derived a third order implicit RK method with suitable 
phase-lag properties to be used in structural dynamics. 
Next, Van der Houwen and Sommeijer in a number of papers [10-12] introduced a precise 
theoretical framework to analyze the behaviour of numerical methods for oscillatory problems. Thus, 
for RK methods, by using the linear test problem y'----imy, o~ E ~ and a fixed stepsize h they 
defined the dispersion (or phase-lag) error as the error in the phase of the numerical solution and 
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the dissipation (or amplification) error as the error in the numerical damping. Since these errors 
can be written in terms of the product coh--v, if the dispersion (resp. dissipation) error is O(v q+l ), 
(v ~ 0) the method is said to be dispersive (resp. dissipative) of order q. A similar study was 
also carried out for RK Nystrrm methods with respect o the usual test equation for second order 
oscillatory problems: y" ÷ ~2y = 0. As these authors pointed out, methods with higher orders of 
dispersion are suitable for long time integration of oscillating solutions because the stepsizes can be 
chosen larger than in conventional methods and moreover the global errors show a more favourable 
propagation along the integration interval. 
Runge-Kutta schemes with low-dispersion and dissipation have been also considered by Hu et al. 
(see [6] and the references cited therein) in connection with the numerical solution of differential 
equations arising in computational ccoustics. As remarked by these authors, in many CFD applica- 
tions RK schemes have the advantage of their low storage requirements and relative large stability 
limits. However, for computing acoustic waves the stability alone is not sufficient and nondissipative 
and nondispersive properties are of critical importance. Due to this fact several RK methods with 
four, five and six stages and low-dispersion and dissipation properties have been proposed in [6] for 
computation of acoustic waves. 
A remarkable fact is that almost all RK formulas with higher dispersive and/or dissipative orders 
proposed in the last years have been designed to be used with a fixed stepsize. To our knowledge, 
only two exceptions have appeared in the literature. First, a recent paper of Sideris and Simos 
[9] which considers variable stepsize RK methods, with phase-lag orders four or six, based on 
a modification of the classical RK Fehlberg pair 3(4). Secondly, a paper of Sharp et al. [8] in which 
several pairs of diagonally implicit RK NystrSm methods are obtained with the aim to be used in the 
numerical solution of second order ODEs with oscillating solutions with a wide range of frequencies. 
However, since it is well known that all practical codes for the numerical solution of ODEs have 
the possibility to vary the stepsize at each step to get a more accurate and efficient integration, it
seems clear that practical methods for oscillating solutions should also include such a reliable local 
error estimate to adjust the stepsize according to a given tolerance. Such error estimate is obtained 
usually from a pair of RK formulas as shown in [2, 5]. 
On the other hand, let us remark that most explicit RK pairs of higher orders presented in the last 
years have been obtained taking as starting point a family of pairs depending on several parameters 
and then selecting an optimal pair attending the properties of accuracy, stability and a reliable error 
estimate. The approach of this paper follows this way in the construction of a family of pairs but 
differs from the standard approach in the sense that, to select optimal pairs, we have taken into 
account not only the above properties but also the dispersion and/or dissipation properties which, 
as remarked above, play an important role in the numerical integration of problems with oscillating 
solutions. In this way new methods have been obtained that share the good accuracy and stability 
behaviour typical of most high order RK methods, together with the advantages derived from the 
accuracy of the phase-lag and dissipation properties for oscillating solutions. 
The paper is organised as follows: In Section 2 we summarize some properties on the dispersion, 
dissipation and algebraic orders of RK methods which are relevant to our study. In particular, 
simple sets of conditions on the coefficients of the RK formula for given orders of dispersion and 
dissipation are presented. In Section 3 we describe briefly the construction of a family of embedded 
pairs with nine stages depending on five free parameters and we discuss how to choose these 
parameters in order to achieve the highest phase-lag and/or dissipation orders. As a consequence 
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of this study dissipative and/or dispersive optimal order methods are derived. Finally, in Section 4, 
some conclusions on the numerical performance of these methods are presented. In particular, by 
testing the behaviour of the new selected pairs with a wide variety of oscillating problems we have 
found as numerically optimal a pair which is dispersive of order 10 and dissipative of order 9. In 
addition, numerical comparisons between codes based in the new optimal pair and the higher order 
pairs of Fehlberg [4], and Prince and Dormand [7] are also presented. 
2. Dispersive, dissipative and algebraic order conditions of RK methods 
We consider a first order initial value problem 
y '= f ( t ,y) ,  y(to)= Yo, tE[to, te,d], (2.1) 
which is assumed to possess an oscillatory solution y= y(t) and where f (t ,  y) is sufficiently smooth 
in a neighbourhood of this solution (t, y(t)); t E [to, tend]- 
Let A = (aij) E ~×s, b = (bi) E R ~ and b* = (b*) E ~ be the coefficients of a RK pair of formulas 
with s stages written in terms of the usual Butcher's notation. For a given approximation Yn to the 
solution of (2.1) at t,, y(t,), this pair of formulas produces two new approximations Yn+l and * Yn+l 
to y(t,+l), (t,+l = tn + h,), of orders p and p* < p, according to 
s 
Yn+l = Yn + hn ~bj f ( tn  + cjh., Yno), 
j=l  
(2.2) 
s 
y,+~ = y, + h, ~-~b* f ( t ,  + cjhn, Yn,j), (2.3) 
j=l  
s where c i = Ej=I aij, i = 1,... ,a and 
s 
Yn,j= yn +hnEa j i f ( tn  +cihn, Yn, i), j=  l , . . . ,s.  (2.4) 
i=1 
In the remainder of this paper we restrict our considerations to explicit methods. Then A is a lower 
triangular matrix and the stages Y,j can be computed explicitly from (2.4). 
Denoting by yn(t)= y(t;t , ,y,)  the local solution of y '=  f (t ,  y) at the point (t,,yn), the formula 
(2.2), (2.4) has algebraic order p if lYn+l --y,(t,+l )l = O(hp+~) holds for all f sufficiently smooth. 
The conditions to be satisfied by the coefficients (A,b) of the formula (2.2), (2.4) for a given order 
p can be found e.g. in [2] and have the form 
bTfbj = 1/yj, j = 1,...,Np, 
where ~j = ~j(A)E ~s are polynomic functions on the coefficients a,-j of the method, 7/ are fixed 
positive integers and Np the number of independent equations to be satisfied for a given method to 
have order p. 
In our study we are interested in an embedded pair of formulas (2.2)-(2.4) with nine-stages 
and orders 7 and 5, respectively. Since both formulas share the same matrix A, the algebraic order 
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conditions on the coefficients of the pair will be 
bT~j = 1/Tj, j = 1,...,N7, N7 -- 85, (2.5) 
for the solution of order seven and 
,T 
b ~j=l /7  j, j= I , . . . ,Ns ,  N5=17, (2.6) 
for the solution of order five with b, b* and ~j E R 9. 
The RK pair will be applied in local extrapolation mode. This means that the integration advances 
with the higher order formula (2.2), (2.4), while the lower order approximation Y*+1 given by (2.3) 
is used only to control the local error in the current step and to monitor the variable stepsize in 
the usual way (see e.g. [5, 7]). In view of these remarks the analysis of the phase and dissipation 
properties of the method will be referred to the higher order formula (2.2), (2.4). 
Following [10] we introduce next the so called dispersion and dissipation errors of the RK formula 
(A, b) defined by (2.2), (2.4) by testing it with linear homogeneous scalar equations y '= icoy, where 
i--x/Z] -, m is a real constant and assuming that the formula advances with a fixed stepsize h=hn. It is 
worth to remark that Van der Houwen and Sommeijer have shown in [11] that for the inhomogeneous 
test equation y' = i~y + c exp(i~Opt), (~p ¢ ~o) with a nonresonant periodic forcing term and over 
long integration intervals, the error introduced by the homogeneous component of the numerical 
solution is the more important source of error whereas the error in the inhomogeneous component 
does not increases. As a consequence of this fact, our study will be restricted to linear homogeneous 
test equations. 
For the homogeneous test equation the numerical solution provided by (2.2), (2.4) is 
Y,+I = R(iv)y,,  
where v = he~ and 
R(iv) = 1 + ivbT(I -- ivA)- le,  (2.7) 
with e = (1 , . . . ,1 )TE~ s. On the other hand for the exact solution we have y ( t ,+ l )= eiVy(t,). 
A comparison of the factors R(iv) and e iv associated to the numerical and the exact solutions leads 
to the following: 
Def in i t ion  2.1. The RK formula (2.2), (2.4) (and also the pair of formulas) is said to be 
- Dispersive of order q if ~b(v) := v - arg(R(iv)) = O(vq+l), (v ~ 0). (2.8) 
- Dissipative of order r if ~(v) := 1 - IR(iv)l -- O(v r+l), (v --+ 0). (2.9) 
In addition, the functions q~(v) and ~(v) are called the dispersion and dissipation error functions. 
It must be noticed that for an explicit method with s stages A s -  0, and therefore R(iv) is a 
polynomial in v of degree ~<s which can be written in the form 
S 
R(iv) = ~/~j( iv)  j, (2.10) 
j=O 
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where flj are real scalars given by 
flo =1,  ~j=bTAJ-le (j>~l). (2.11) 
To derive the conditions to be satisfied by the //j for a given order of dissipation note that 
~(v)[1 + ]R(iv)]] = 1 - IR(iv)[ 2 is an even function of v and therefore its power series expansion 
around the origin has the form 
co(v)[1 + ]R(iv)l ] = Do + D2 v2 + D4 V4 q- • • • (2.12) 
with Do = 0. Moreover, it follows from (2.10) that 
[R(iv)[Z=R(iv)R(-iv)= ( -1 )  t /~2t_k/~k(-- 1) k V 2l , 
1=0 = 
where /~j = 0, j > s. Then, the coefficients Dj are given by Do = 0, and 
2l 
O2l = (- -  1)l+l Z fl21-kflk(-- l)  k- (2.13) 
k=0 
As a consequence of (2.9),(2.12) we can state the following: 
Property 2.2. The explicit RK formula (2.2), (2.4) is dissipative of order r = 2r '+  1 /f and only if 
the coefficients Dzj 9iven by (2.13) satisfy 
O 2 . . . . .  Dzr, = O, Ozr,+2 ¢ 0. 
Moreover, l (Ozr ,+2 ) is the coefficient of the leading term of the error dissipation a(v) in (2.9). 
Concerning the order of dispersion a study of the power series expansion of the function ~b(v) in 
terms of the coefficients flj leads to the following: 
Property 2.3. The explicit RK formula defined by (2.2),(2.4) is dispersive of order q = 2m if the 
linear homogeneous functionals C2j+I = C2j+l(/~o,... ,/~2j+l), (j~>0) defined by 
2j+1 (_l)ifl i (2.14) 
C2j+1 = C2 j+ l ( /~o , . . .  , f l2 j+ l )  = iv( -1)  j Z (2j + 1 - i)!' 
i=0 
satisfy 
C 1 = C 3 . . . . .  C2m_ 1 = O, C2m+l -¢ O. (2.15) 
Moreover, if the constant C2m+1 ~ O, it is the coefficient of the leadin9 term of the error of 
dispersion (o(v) in (2.8). 
Proof. Collecting separately the real and imaginary parts of R(iv) in (2.10) we have 
R(iv) =A(v 2) + ivB(v2), 
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where A and B are polynomials in v 2 of degrees ' = [s/2] and s" = [(s + 1)/2] - 1, respectively, 
and their coefficients are given in terms of i j  by 
S 1 S I t  
A(v 2) = Z (-1)J izjV 2j, vB(v 2) = Z (-1)Jizj+I vzj+l. (2.16) 
j=0 j=0 
Then, the dispersion error function (2.8) can be written as 
~b(v) = v - arctan \ A(v2 ) / ,  
which is clearly an odd function of v. Thus, the method is dispersive of order 2m if 
(vB(v2)) (v # 0) v-arc tan  A(v2 ) / Cv 2m+l ' O,C 
which in view of fl0 = 1 is equivalent to 
A(v:) sin v - vB(v z) cos v ~-- CY  2m+l . (2.17) 
Substituting the power series of A,B, sin v, cos v into the left-hand side of (2.17) we get 
A(v 2) sin v - vB(v 2) cos v = ~ C2t+lv 2t+1, 
l/>0 
with the coefficients C2j+1 given by (2.14). Then the method is dispersive of order 2m if (2.15) 
holds and C = C2m+1. 
Note that conditions (2.15) on the l j  exhibit a remarkable simplicity: each coefficient C2j+I is, 
apart of its sign (=( -1 ) J ) ,  a sum of all possible terms of type (-1)tiff in! with l + m = 2j + 1. 
In particular, for the first orders of dispersion we have 
Order 2: 
Order 4: 
Order 6: 
C1 =t0-11 =0, 
0 
(i0 i2 i4 ) ( i l l  i3 i5) 
c5= E+T. ,+T. ,  - =0. 
Further, it must be noticed that the conditions on the l j  given in the Property 2.3. are equivalent to 
those obtained by Van der Houwen and Sommeijer in [13, Theorem 2.1]. 
On the other hand, if i j=  i/j!, ( j=O,  1,. . . ,p) and ip+l ~ 1/(p+ 1)! with p - -2p ' ,  then 
C1 = C3 . . . . .  C2p,-1 = 0 and C2p,+1 ~ O, which implies that the order of dispersion is exactly 2p'. 
However if p = 2p' - 1 is odd, we have C1 = C3 . . . . .  C2p,-1 = 0, since C2p,+l can be written as 
a function of i2p, and i2p,+l, in this case the order of dispersion can be ~>2p' for suitable values 
of these parameters. 
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Next we restrict our attention to the class of methods that will be considered in the next section. 
They have nine stages and algebraic order seven, therefore flj = l / j ! ,  j<~7 and flj = 0 for j~> 10, 
consequently 
D2 = D4 = D6 = 0, 
D8 = (-1)5 [2 (f18 - 1 )1 ,  
D10=( -1)6[  2 (1 )  ( l )  1 1 -10-~-2 f19--~, l +2  f18-~ ~ • 
(2.18) 
This implies that all methods will have order of dissipation >~ 7. Further if f18 and fi9 have the values 
1 1 
f18 = 8.I' f19 -- 10(8!)' (2.19) 
then D8 = D10 = 0 and D12 ~ 0 and the they have order of dissipation 11 which is actually the 
highest attainable order within this class of formulas. 
For the dispersion properties of our methods we have C1 = C3 = C5 = C7 = 0 and they have at least 
order of dispersion 8. They will attain a higher order if there exists k~>4 such that C2j+1 = 0, for 
k>~j>~4. The calculation of these coefficients can be done easily taking into account hat if fit = 1/l! 
for l = 0,. . . ,  7. Clearly, C2j+l(fl0,...,/32j+1) = 0, for j = 0,. . . ,  3 and therefore for these methods we 
have 
---[-C9~-- (f18- 1 )  - (f19- 1 ) ,  
1(1)  1 (1 )  1 1 
-e l  1 ~-- ~I.I r8 - 8.1 -2.1 f19-~. - ~6~.v -t- 11~, 
-[-C13 = ~.1 
1 1 1 1 + - - + - -  
3! 10! 12! 2! 11! 13!" 
3. Derivation of RK pairs with higher orders of dissipation and dispersion 
We start constructing a nine-stage family of pairs of explicit RK formulas with algebraic orders 
seven and five. This means that we have at our disposal the parameters of the lower triangular matrix 
A E E9×9, and the vectors bE ~9 and b* E ~9, which satisfy the 85+ 17 order equations (2.5),(2.6). 
Since the process which leads to the construction of this family is very similar to the one used by 
the authors in [3] to obtain RK triples, some technical details will be omitted. 
First, to simplify this set of equations we assume that A satisfies the well known simplifying 
assumptions [2] 
Ae2 = a32e3, Ac ~ 1 2 1 3 5(c - c~e2), Ac 2 = ~(c - c~e2), (3.1) 
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where e = (1, 1,..., 1) w E ~9, 12 = (Ci) =Ae,  ej E ~9 is the vector with components (ej)~ = 6ij (6ij is 
the Kronecker delta) and u2= u.u ,  where u.  v is the componentwise product of vectors u and v, 
i.e. (u .  v)i = uivi. 
In addition to (3.1) it will be assumed also that the vector b = (bi) satisfies the equation 
bTA = b T - (b . c) T. (3.2) 
With the above conditions, it is found after some calculations that the 85 conditions of the seventh 
order solution are equivalent to b2 = b3 = 0, 
bTc j = l / ( j  ÷ l), j=0 , . . . ,6  (3.3a) 
and 
(b.  c)TAe3 = O, (b.  c)TAc 3 = 1/24, (b.  c2)TAc 3 = 1/28, 
(b. c2)TA3c = 1/168, (b .  e)VAc 4 = 1/35, (3.3b) 
(b .  c)TA2c 3 = 1/140, (b.  c)'rA2e3 = O. 
Similarly, the simplifying assumptions (3.1) allow to reduce the fifth order conditions (2.5) to 
b*=b*=O,  and 
(b*)rc j = 1/( j  + 1), j = 0 .... ,4, (3.4) 
and 
(b*)TAc 3 = 1/20, (b*)TAe3 = 0. (3.5) 
After these reductions in the algebraic equations of the order conditions, a closer examination of the 
simplifying assumptions (3.1), (3.2) and the remaining order conditions (3.3)-(3.5) shows that the 
components ci of the vector c satisfy 
c1=0,  c2=~c3, c3=~c4, c9=1.  
In order to construct our RK pairs we have taken c4, Co, c7, c8 and b* as free parameters, then it 
can be seen that the remaining coefficients c5, aij, bi and b*(i ¢ 4) can be determined successively 
by using the order equations and the simplifying assumptions, resulting that all equations are finally 
satisfied. Since this calculation involves lengthy algebraic manipulations its details will be omitted 
here. It must be remarked that as it is usual in the construction of RK pairs, the value of b* is used 
to tune appropriately the two formulas of the pair. 
In conclusion, for each set of values of the parameters c4, c6, c7, c8, b* we have a RK pair of 
formulas of algebraic orders seven and five whose coefficients can be computed explicitly. Moreover 
the coefficients which appear in the dispersion and dissipation order conditions /38 and f19 given by 
~8 = ~8(C4, C6, C7, C8) = bVAVe, f19 = ~9(C4, C6, C7, C8) = b TA8e, 
turn out to be rational functions of the free parameters c4,c6,c7,c 8 (its explicit expressions are too 
lengthy to be reproduced here). Our next task consists in selecting appropriately the values of the 
free parameters c4, c6, c7, c8 so that the higher order formula be dispersive and/or dissipative with the 
highest possible order. 
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Since all advancing formulas of the above family have algebraic order seven their order of disper- 
sion is ~> 8 and their order of dissipation /> 7. Now we may attempt to increase ither the dispersion 
or dissipation orders or else both at the same time. First, if we want to get dispersive formulas with 
the highest possible order we should choose f18 and //9 SO that the coefficients C9 and Cll of qS(v) 
given by (2.16) vanish, i.e. 
1 1 
f18 - 41580' //9 - -  498960' (3.6) 
with these values we have C13 ¢ 0 and D8 ¢ 0, and we would get RK pairs with advancing formulas 
which are dispersive of order 12 and dissipative of order 7. 
As noted above, //8 and //9 a re  nonlinear functions of the free parameters c4, c6, c7, c8 and the 
question arises whether the nonlinear equations in the free parameters given by (3.6) possess real 
solutions in the practical range of values of these parameters. It is found numerically that there exist 
an infinite set of solutions and then we have proceed by choosing C4, C6, C7, C8 SO that satisfy (3.6) 
subject to the following constraints: Firstly, to minimize the l" ]z-norm of the coefficients of the 
elementary differentials in the leading term of the local error expansion of the formula (2.2), (2.4). 
Secondly, that the higher order formula of the pair possess a large stability interval, particularly 
around the imaginary axis. Thirdly, that the estimate * ]Y,+I-Y,+I] given by the pair provide a reliable 
stepsize policy. In this way we have obtained a RK pair denoted by RK[7(5),12,7], corresponding 
to the values of the parameters 
571729 2879565 4 9 1 
C4 = 6076041' c6 --  653911-----~' c7 ~- 5 '  C8 = ~'  b4~ = 4"  (3.7)  
A second possibility is to look for methods with the highest order of dissipation. In this case the 
methods hould be such that the coefficients D8 and D10 of v 8 and v 1° in the dissipation error function 
given by (2.18) vanish, i.e. //8 and //9 take the values (2.19). There are four parameters c4, c6, c7, c8 
to make//8 and//9 satisfy (2.19). We have to proceed as in the above case, arriving at the following 
values for the parameters: 
1329760 603240 3 8 . 1 
c4 - 10500709' C6 --  1059769' C7 = 4 '  6"8 = 9 '  b4 = 4 ' (3.8) 
and the corresponding RK pair will be denoted by RK[7(5),8,11]. 
Finally, if we want to increase both orders of dissipation and dispersion we may choose /~8 and 
/~9 so that vanish simultaneously the leading terms in the dispersion and dissipation errors. This is 
accomplished by 
1 1 
//8 - 40320' / /9 -  362880' (3.9) 
and with these values both orders are exactly 10 and 9, respectively. As in the above cases, by using 
the freedom in the parameters c4, c6, c7, c8 to minimize the leading coefficients of the local error, the 
values of these parameters are 
1 13 7 91 1 
C4 = 7 '  C6 = ~'  C7 = 9 '  6'8 --  lO0 '  b~ = ~, (3.10) 
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Table 1 
Method Leading term Leading term 
dispersion error dissipation error 
RK[7(5),12,7] -1.0278 x10 -8 v 13 7.5156 x l0  -7  V 8 
RK[7(5),10,9] 2.5052 xl0 -7 v 11 -2.7557 xl0 -7 v 10 
RK[7(5),8,11] 2.7557 x l0  -7  V 9 6.8893 xl0 -8 v 12 
DOPRI8(7) 3.6039 x l0  -9  v 9 -2.9649 x10 -s v l° 
RKF8(7) 4.0660 x10 -7 v 9 3.6729 x l0 -7 v 10 
and the method is denoted by RK[7(5),10,9]. The Butcher's array of the coefficients of this pair is 
given in the Appendix. 
To end this section we present some additional features of our new methods. First of all we show 
in Table 1 the leading terms of the dispersion and dissipation error functions of the new methods 
and their corresponding for the higher order solutions of Felhberg [4] (RKF 8(7)) and Prince and 
Dormand [7] (DOPRI 8(7)) pairs given in powers of v ---- hco. 
As can be seen the three new methods compare favourably with Felberg's method. However, the 
pair of Prince and Dormand has smaller error constants, particularly for the dispersion error, this 
means the new methods will be comparable only for small values of v. 
On the other hand, we have compared the dispersion (O(v)) and dissipation (~(v)) error functions 
of our three methods on a finite range of values of v. To illustrate the behaviour of these functions 
we show in Figs. l(a) and (b) the graphs of the logarithm of these functions in terms of v for v~<4 
(the approximate limit of stability region on the imaginary axis). As can be seen in these figures, if 
both dispersion and dissipation are considered for the selection of the most convenient formula, the 
RK [7(5), 10, 9] is probably the best choice. 
Finally, as far as the stability of the new methods is concerned, let us note that the choice of 
the available parameters of the new pairs was carried out taking into account he stability behaviour 
of the higher order formula, particularly around the imaginary axis. In Fig. 2 we show the sta- 
bility regions of the new methods. It follows from these figures that the stability region of the 
RK [7(5), 10, 9] method contains the larger stability interval on the imaginary axis. Moreover, as 
can be seen in [7] this interval is also larger than the corresponding to RKF8(7) and DOPRI8(7) 
methods. 
4. Numerical results 
To test the efficiency of the new methods in the numerical solution of problems with oscillating 
solutions we have compared the behaviour of variable stepsize codes based on these formulae with 
similar codes based on the well known higher order pairs of Fehlberg RKF8(7) [4] and of Prince 
and Dormand of orders 8 and 7 [7]. Although Fehlberg and Prince and Dormand pairs have higher 
algebraic orders than our pairs we have chosen them as a reference test because they are widely 
employed in high precision calculations and the conclusions derived from these comparisons can be 
more useful for people interested in practical computation. 
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When undertaking a comparison between methods it is obviously very important the criterion 
to be used in this comparison. Thus, in some numerical tests carried out in [10], a compari- 
son between several methods has been based exclusively on their ability to locate a certain zero 
of a given component of the numerical solution or else in finding the number of zeros in a 
given interval. In our opinion, such a test reveals only a particular feature of the numerical so- 
lution provided by the method as it is the capability to stay in phase. Therefore we have decided 
to employ the usual test based in the comparison of the numerical and theoretical solutions on 
the grid points (which are defined by the numerical method for each given tolerance) whenever 
an analytical expression for its solution is known or a comparison on previously selected points 
otherwise. 
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Fig. 2. Stability regions. 
As test problems we have considered several model and nonmodel problems with linear and 
nonlinear oscillations and different dimensions, here we present only some numerical results of four 
problems: 
Problem 4.1. The linear homogeneous model problem is given by 
(o  10) 
- lO  y, y (O)= , 
in the interval [0, 1000], whose exact solution is y( t )= (cos(10t),sin(10t)) T. 
Problem 4.2. The linear nonhomogeneous problem with a periodic forcing term 
0 
Y ' - - ( -~00 10) Y+ (99s in t ) '  Y (0 )=( l l l )  ' 
in the interval [0, 1000]. The exact solution is y(t) = (~o(t), q¢(t))T with qg(t) = cos(10t) + sin(10t) + 
sin t. 
Problem 4.3. The linear homogeneous system with dimension 50 which arises in the spatial dis- 
cretization of a first order hyperbolic equation (see [10] for a complete description of the problem), 
given by 
0 -1  
y l  1 . . . 
__  - -  , ,  " ,  • 
2Ax 1 0 
-1  4 
' 
where Ax = 1/50 and y(0) -- (yj) with yj = s in (n jAx)  2. This problem is considered in the interval 
[0, 33.509996948] and its numerical solution is tested only at the end point of the interval. 
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Problem 4.4. We consider a spatial discretization of the first order hyperbolic system 
Ov ~v Ou Ou Ov Ou 
oZ+U x- Tx = o, 0 t  +uyx  - 
with the initial and boundary conditions 
v(O, t )=u(O, t )=O,  t>0,  v(x ,O)=O,  u (x ,O)=a(x) ,  0<x<l .  
Here the initial and boundary conditions have been chosen so that the problem has the solution 
v(x, t) = a(x) sin(o~t), u(x, t) = a(x) cos(~ot), 
with a(x) = x(x - 1 ). 
Let xi = iAx ,  i=  1 , . . . ,N ,  with NAx= 1 be an spatial equidistant grid on [0, 1]. We approximate the 
spatial derivatives by using second order symmetric differences at internal grid points and one-sided 
differences at the boundary point x = 1. Putting vj(t) = v(xj, t) and uj(t)  = u(xj, t) we arrive to the 
following system of differential equations: 
l VlU2 Ull)2 
vl -- 2A~ + ~ + COUl, 
t . U j - -1  - -  Uj+I 1)j--1 -- Vj+I + COUj, ( j  = 2, 3 . . .  ,N  - 1), 
v+ = vj -2Ax uj 2Ax 
t UN--2 -- 4UN--1 -}- 3UN VN-2 -- 4VN-1 + 3VN 
VN = VN 2Ax - UN 2Ax + OOUN, 
t UlU2 UlI)2 
u l - -  2A~ + ~ oovl, 
t " Uj- - I - -Uj+I /)J-X - -  VJ+I ogvj, ( j=2 ,3 . . . ,N -  1) 
uj = vj -2-Ax uj 2Ax 
with 
! UN_ 2 - -  4U~v_~ + 3UN VN--2 - -  4VN--1 -'k 3VN 
UN = 1)N 2Ax -- uN 2Ax - (D1)N" 
the initial conditions 
vj(0) = 0, uj(0) = a(xj),  j = l , . . . ,N .  
Due to the special solution considered here the analytical solution of the discretized problem is also 
known in advance and this fact makes easier to check numerically the behaviour of the methods. 
To make the numerical comparisons independent of the implementations we have started with a 
well tested code similar to DOPRI8 [5], and we have modified it by substituting the pair of Prince 
and Dormand by the new pairs constructed in the previous section and changing the stepsize control 
according to the algebraic orders of the new formulae. All computations have been carried out in 
double precision (15 digits) in an ALPHA AXP system of the University of Zaragoza. 
Our first aim was to investigate numerically, in the context of our family of RK7(5) pairs, 
whether the code with the optimum pair RK[7(5), 12, 7] with highest order of dispersion performed 
better than the code with highest order of dissipation RK[7(5), 8, 11] or else the code with the 
more equilibrated ispersion-dissipation pair RK[7(5), 10, 9]. Then, we have computed for a given 
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tolerance (usually in the range 10-J, j = 3 . . . .  ,10) the logarithm of the max. norm of the global 
error (Le) over the whole integration interval and the computational cost measured by the number of 
function evaluations (NFCN) for several problems test. In this way we may plot, for each method, 
a polygonal joining the points (NFCN, Le) obtained for all tolerances and the computational cost 
required to get a given max. global error is clearly displayed. 
In Figs. 3(a) and (b) we have plotted the efficiency ctLrves for the three methods and the Problems 
4.1 and 4.2, respectively. As can be seen in these graphs the code which uses the pair RK[7(5), 
10, 9] is clearly superior to the other pairs. This fact is also supported by other numerical ex- 
periments not presented here. In view of these results we may conclude that the pair RK[7(5),10, 
9] is the most convenient method for problems with oscillating solutions, particularly at stringent 
tolerances. 
After this selection within our family of methods, we have compared the numerically optimal 
new pair RK[7(5), 10, 9] with the well-known RKF8(7) and DOPRI8(7). The tests employed have 
been the same as above and in Figs 4(a) - (c)  we show the efficiency curves of the three methods 
for the Problems 4.1-4.3, respectively. A first noticeable fact that follows from the above graphs 
is that the new method performs better for all tolerances than the other classical pairs although it 
has a lower algebraic order. In addition this difference becomes, in many cases, more significant at 
stringent tolerances. 
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Finally, in Figs. 4(d) and (e) we present the numerical results obtained with RK[7(5), 10,9], 
DOPRI8(7) and RKF8(7) for the Problem 4.4. These results have been computed at ten d = 20 with 
09 = 10 and values of the discretization parameter N = 10, 20. The information displayed in this figures 
reveals again a satisfactory performance of the pair RK[7(5),10,9] which compares favourably with 
DOPRI8(7) and RKF8(7) pairs. 
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5. Conclusions 
We have constructed a family of RK pairs with nine stages and algebraic orders seven and five 
depending on five parameters. We have selected within this family three optimal pairs attending the 
criteria of accuracy, stability, reliability of stepsize estimator and the orders of dispersion and/or 
dissipation. 
Taking into account the results of an extensive set of numerical experiments, we have found that 
the new pair denoted by RK[7(5), 10, 9], which is dispersive of order 10 and dissipative of order 
9, is the most efficient among the three selected pairs. 
Finally, a comparison of the new pair with the well-known pairs RKF8(7) and DOPRI8(7) has 
shown its efficiency for the numerical solution of first order differential systems with oscillating 
solutions. Thus, we may conclude that the new method is very convenient for the numerical solution 
of this kind of problems. 
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