The maximum k-plex problem is intended to relax the clique definition with maximum cardinality. It helps people understand the structures of networks by considering them a problem of graph clustering; therefore, it is a useful model for social network analysis. In this paper, we propose a swap-based heuristic algorithm for the maximum k-plex problem. Starting with a randomly selected solution, we use three types of swap operators to enlarge our current solution in different situations. The results of experiments conducted on various graphs from two benchmarks demonstrated that our proposed algorithm achieved desirable performance on specific graphs compared with other algorithms.
I. INTRODUCTION
A k-plex S in a simple undirected graph G = (V , E), in which V is a set of vertices and E is a set of edges, is a vertex subset of V such that every vertex in induced subgraph G[S] has a degree of at least |S| − k. The model k-plex is defined as a degree-based relaxed model for identifying cohesive subgroups in social networks. Given graph G and a fixed positive integer of k, find a k-plex of maximum cardinality in G. This maximum k-plex problem is defined as follows.
Maximum k-Plex Problem Input: A graph G = (V , E), an integer k ≥ 2 Output: A vertex subset S ⊆ V of maximum cardinality, such that S is a k-plex Research on cohesive subgroups has improved for decades. Such subgroups can be used to study interpersonal relationships among social networks. When this issue is translated into a graph problem, the problem can be explained through scientific analysis. To study related problems, several models have been created to solve such problems by detecting different graph features, such as k-clique [10] , k-clan [2] , [13] and k-core [17] . The k-plex model we discussed in this paper is also used to solve such problems by judging the extent to which the degrees of all vertices in G are greater than a fixed number in order to determine the level of aggregation of the The associate editor coordinating the review of this manuscript and approving it for publication was Geng-Ming Jiang.
subset. Next, the largest k-plex in the graph G must be found; this is the problem discussed in this paper.
When k equals 1, the maximum k-plex problem is simplified to the popular maximum-clique problem, the decision version of which was among Karp's 21 NP-complete problems organized by Johnson et al. [9] . The maximum k-plex problem is often referred to as a clique relaxation model, as proposed by Pattillo et al. [15] . Other clique relaxation models include the k-defective clique proposed by Yu et al. [19] , quasi-clique proposed by Brunato et al. [5] , and k-club proposed by Bourjolly et al. [4] , which are defined by relaxing the edge number, edge density, and pairwise distance of vertices in an induced subgraph, respectively.
Members of a k-plex have at least |S| − k neighbors inside the group, that is, at most k-1 nonneighbors inside the group. A k-plex defines a clique for k = 1 and relaxes the familiarity requirement for k > 2. Therefore, k-plexes with low k values closely resemble the cohesive subgroups found in real-life social networks.
The concept of a k-plex was first introduced by Seidman et al. [18] in the context of social network analysis. Confirmed by Balasundaram et al. [3] , the maximum k-plex problem is NP-complete for any fixed positive integer k by performing a reduction from the maximum clique. It was shown that unless P = NP, the maximum k-plex problem cannot be approximated to a ratio greater than n −1 in polynomial time for any > 0.
Many researchers have studied k-plex problems and proposed their own methods. Researchers have found the computational complexity of the maximum k-plex problem by developing an exact algorithm. They have used exponential time to determined the optimal solution. Balasundaram et al. [3] proposed a branch-and-cut algorithm and formulated the maximum k-plex problem as an integer program. McClosky et al. [11] and Moser et al. [14] have proposed exact combinatorial algorithms for k-plex detection.
Some researchers have developed heuristic algorithms to find acceptable solutions in a relatively short time. They have their advantages and disadvantages, but these studies have provided reference for future generations. Both Gujjula et al. [7] and Miao et al. [12] have used the GRASP [16] method to generate a solution. Zhou and Hao [20] developed a frequency-driven multi neighborhood tabu search algorithm and obtained effective results. The exact and heuristic approaches may complement each other, and together they can enlarge the classes of problem instances that can be solved effectively.
The maximum k-plex problem is related to another interesting problem: the maximum bounded-degree-d problem.
If the maximum degree of a graph is d, then we call this graph bounded-degree-d. If we can find a k-plex of size s in a graph G, then we must be able to find a bounded-degree-(k − 1) set of the same size s in the complement graph of G. In other words, the maximum k-plex problem is equivalent to a maximum bounded-degree-(k −1) problem. Chang et al. [6] presented a branch-and-reduce algorithm for the maximum bounded-degree-d problem when d = 1.
With this feature, we do not have to solve the maximum k-plex problem directly; that is, we can change the method. By solving the maximum bounded-degree-(k − 1) problem, we can obtain the solution of the maximum k-plex problem. We can use this feature to solve the maximum k-plex problem to obtain a large solution in our method. Thus, a problem can be solved from different aspects, and a diversified solution can be developed.
In this paper, we propose a swap-based heuristic algorithm (SBHA) for the maximum k-plex problem. The difference between our algorithm and other k-plex methods presented in previous studies is that we first turn the graph into a complement graph and search for bounded-degree-(k − 1). Through this type of transformation, we achieved results that have not been achieved in the past.
Our algorithm first finds an initial solution by randomly selects vertices until this solution is maximal. Next, we perform an initialization and classify the vertices to prepare for the swapping of vertices. Subsequently, we iteratively call one of two swap functions. One involves a intensification step; it comprises two swap operators and either maintains the size of our solution or increases it. The other involves a is diversification step, which reduces the solution to break the deadlock and obtain a better solution. We run the diversification step only when the intensification step cannot be implemented.
To determine how our method compares with two other methods, we implemented our heuristic algorithm to find the maximum k-plex on the second DIMACS graphs, the most commonly used benchmark to compare results related to cohesive groups between two methods. We also compared the methods on randomly generated graphs for k = 2, 3, 4, 5.
The rest of this paper is organized as follows. Section II provides the concepts used in this work. Section III presents our SBHA. Section IV presents and analyzes the experimental results and Section V presents our conclusion.
II. PRELIMINARIES
The symbol V denotes the vertex set of G of size n. The symbol E denotes the edge establish of G. We assume G = (V , E) is a simple undirected graph and select a positive integer k. We define (G) to be the maximum degree of G. Then, a graph G is bounded-degree-d if and only if (G) ≤ d. With this feature, we can define the maximum bounded-degree-d set problem as follows:
We solve the maximum k-plex problem by solving a maximum bounded-degree-(k − 1) problem, and we assume d = k −1. That is, we discuss a k-plex when k = 2, 3, 4, 5; specifically, we discuss bounded-degree-d when d = 1, 2, 3, 4.
The swap-based algorithm relies on the p-swap operator for p ≥ 0. Assume S is a bounded-degree-d set. The p-swap operator swaps one vertex from V /S into the current solution S and p vertices from S out of the current solution. We use S * ← S⊕ p-swap to denote the new solution obtained by applying a p-swap to S.
To determine the value of p for each vertex in V /S, we must count the two types of neighbors of this vertex. We define these applications as follows:
Definition 1: (Optional degree O S ) Given a graph G = (V , E) and a bounded-degree-d set S, the optional degree of a vertex v i in V is the number of its adjacent vertices v j in S; that is,
The deletion degree of a vertex v i in V \ S is the number of its adjacent vertices v j in S whose optional degree O S equals d; that is, 
III. PROPOSED METHOD
This section details the overall concept and each step of our proposed method.
A. GENERAL PROCEDURE
The general scheme of the proposed algorithm is shown in Algorithm 1.
The SBHA for the maximum k-plex problem consists of several functions: including Initial_Solution(), Initialization(), Classification(), Intensification() and Diversification(). These functions are integral in this algorithm. Each function is described subsequently.
The main principle of this algorithm is that several exchanging actions are performed in a short period. When the number of exchanges performed is higher, the possibility of finding the maximum solution is increased; when the newly found solution is superior to the existing solution, the new one is recorded. It is not be replaced until the next superior solution is determined. Thus, we can ensure that our solution gradually increases throughout the search process.
To ensure a rapid and efficient search, in addition to an excellent algorithm, the execution of the program requires a good data structure to support it. In the program, we use the adjacency list to store the edges of the graph to achieve good 
15 return S storage efficiency; the increase and decrease in vertices and edges in the graphs are also relatively rapid. In our SBHA, the inputs are a graph G = (V , E) and a positive integer; the algorithm constantly searches for the maximum k-plex until the stop condition is reached. The stop condition can be a limit on running time, a total number of iterations, a number of iterations without improvement, or a combination of these. Users may choose whichever stop condition they prefer. In our algorithm, we use the running time limit as a stop condition, and the algorithm does not terminate before the time limit.
We first use the input to enter Initial_Solution() to generate a maximal initial solution that matches the definition of bounded-degree-d.
After obtaining initial solution, we enter a for loop to perform the vertex exchange in the initial solution to obtain a better solution. We limit the number of iterations of the for loop to Iters max , if it exceeds the limit, the program terminates the swap operators and restarts with a new initial solution. Many parameters and arrays must be reset in Initialization() before each swap in the for loop.
After the initialization process is complete, the vertex in the V \ S is classified in classification(). We divide these vertices into three vertex subsets for subsequent swaps. If we have a suitable vertex after classification, we can enter the intensification step, in which we use Intensification() to determine whether the current solution can be increased. If this is possible, the new maximum solution is added to S. If there is no suitable vertex to enter the intensification step, the program enters Diversification() to perform another swap and seek more opportunities to obtain maximum solutions. After a swap is completed, the next swap begins again from the initialization. In Figure 2 , the flow chart described our algorithm step by step in detailed. We also use the tabu search technique to help us avoid unnecessary swaps. In special cases, a few vertices may constantly be swapped; this reduces the chances of other vertices being exchanged. This situation is a waste of time and reduces the possibility of finding a larger solution. Therefore, we give each vertex a tabu value to prevent a few vertices from taking up a majority of running time. Usage is detailed in later sections.
The following sections detail each function and explain the algorithms to illustrate our method.
B. INITIAL SOLUTION
In our approach, we start with the Initial_Solution() function. The purpose of this function is to create an appropriate initial solution that can be used for the subsequent steps. This solution is not required to be optimal, as long as it is maximal. This is because our current solutions are mainly expressed in the intensification and diversification steps. The Initial_Solution() function is responsible for rapidly and randomly providing a k-plex that meets the definition and cannot be expanded further.
An essential goal of this function is to ensure the randomness of the initial solution because we perform rapid and continual swaps to obtain the maximum k-plex. If the initial solution is only selected for certain vertices, it is likely to cause local optimization. That is, when we search for the maximum k-plex, the program only performs exchanges for a few sections of the diagram instead of finding a complete solution for the entire graph. Opportunities to obtain a better solution are missed.
The concept of this function is as follows. Assume vertex set C is a set that may be added to initial solution, and start with C = V . We randomly select vertices from vertex set C until C is empty. If the selected vertex adds to the current solution and the solution still satisfies the definition of boundeddegree-d, then it is added to the current solution S. Otherwise, we discard it and find the next vertex. To determine whether a vertex satisfies the definition after its addition to the current solution, we use the values of O S and D d S . We randomly select a vertex v ∈ C, and we may encounter one of two conditions.
At the end of function, the initial solution is guaranteed to be maximal, and speed and randomness are ensured. The pseudocode of generating an initial solution is presented in Algorithm 2. Although initialization is a relatively simple step, it is crucial that each iteration is initialized to execute the swap operator again. Without initialization, data inheritance and data reading can cause problems. During initialization, we recalculate the values of O S (v i ) and O S (v j ) for all vertices v i ∈ V and v j ∈ S. We also reset the vertex set NS 0 , NS 1 , NS 2 and set the tabu value of all vertices to 0.
Algorithm 2 Finding Initial Solution

D. CLASSIFICATION
During swapping, we must choose a vertex from V \ S to join the current solution. Choosing a vertex directly from the entire vertex set is inefficient and wastes substantial time; therefore, we must classify this vertex set before we swap it. After obtaining the initial solution and completing the initialization, we classify the vertices in V \ S. Through classification, we can determine which type of swap these vertices can use and which vertices must be swapped in the intensification and diversification steps. Similar to the initial solution step, the classification step is based on the values of O S and D d S . These two values affect the vertex and are assigned to one of three vertex sets: NS 0 , NS 1 , or NS 2 .
If a vertex in V \ S can be added to the solution directly without deleting any other vertex, this vertex can enlarge our solution; therefore, so we add this vertex to NS 0 . If we add a vertex in V \ S to the solution but another vertex must be deleted to satisfy the definition of bounded-degree-d, we add this vertex to NS 1 . If the addition of a vertex requires the deletion of two or more vertices, we add it to NS 2 . The formal rules are as follows, for all v ∈ V \ S.
The pseudocode of the classification step is presented in Algorithm 3, where S is the current solution and NS 0 , NS 1 , and NS 2 are the vertex subsets in V \ S. Note that when NS 0 is empty that is no any node can do 0-swap condition. Hence there is no more node can be added that is maximal.
Algorithm 3 Classification
After the classification step, we execute intensification, which is the most critical part of this algorithm.
E. INTENSIFICATION
We use the swap operator to change the size of the current solution. If the appropriate vertex exists, then we enter the intensification step. The swap operator in the intensification step only maintains the size of the solution or increases it; it cannot reduce the size of the current solution. To obtain a larger solution, we intend to prioritize this step. Increasing the number of intensification steps increases the maximum value, thus increasing our goal.
Each swap operator selects one vertex from V \S to join the current solution. To meet the definition of bounded-degree-d, the neighbors of the vertex are deleted or retained according to the features of the vertex. The number of neighbors that must be deleted is assumed to be p. If we want to add a vertex to the current solution, we must execute p-swap. Specifically, when a vertex v is added to the current solution and when p neighbors connected to v are removed, a swap action is completed.
In this step, we provide two swap operators. The first is 0-swap, which can be used when no vertices must be removed from the current solution. We can directly add one vertex to the solution and increases the size of the solution by one.
The second is 1-swap, which simultaneously adds one vertex and removes one vertex to maintain the size of the solution.
To determine whether to enter the intensification step and which swap must be applied, we use the vertex sets NS 0 , NS 1 , and NS 2 , which are classified from V \ S in the classification step. When NS 0 and NS 1 are not empty, we enter the intensification step to conduct swapping. Then, if NS 0 is not empty, we perform the 0-swap operator. If NS 0 is empty, NS 1 must not be empty; therefore, we perform the 1-swap operator. This is the main concept of intensification.
According Figure 3 , vertex v can be added to solution S directly. In Figure 4 (a), to add v to S, we must delete one of v 1 , v 2 , or v 3 . In Figure 4 (b), to add v to S, we must delete v 1 because v 1 ∈ S and O S (v 1 ) = 2.
The pseudocode of one intensification iteration is presented in Algorithm 4, where S is the current k-plex and NS 0 , NS 1 , NS 2 are the vertex subsets in V \ S. ← S⊕ 1-swap 9 return S * or 1-swap. We advance to the diversification step to address this situation. We use p-swap(p ≥ 2) to destroy the structure of the current solution, add a selected vertex to S from NS 2 , and delete p neighbors of this vertex to decrease the size of the solution. Although the solution becomes smaller, the deleted vertices create possibilities for other vertices to join the solution; then, 0-swap and 1-swap can be used to determine another maximum solution. We iterate between the intensification and diversification steps until the required solution is obtained. An example of p-swap (p ≥ 2) is provided in Figure 5 . We must consider an essential rule when deleting neighbors. If we select a vertex v in NS 2 , we must delete the vertices u first, for which u ∈ N (v) ∩ S and O S (u) = d. After deleting these vertices, if the number of deletions is insufficient, we continue to delete the neighbors of v in S until the definition of bounded-degree-d is satisfied.
To According to the previous discussion, we can determine the value of p as follows:
Here, we provide some examples of p-swap. Assume d = 2 and gray vertices belong to the current solution S. In Figure 5 (a), to add v to S, we must delete v 1 first and subsequently randomly delete v 2 , v 3 , or v 4 . In Figure 5(b) , to add v to S, we must delete v 1 , v 2 , and v 3 .
The pseudocode of one diversification iteration is presented in Algorithm 5. 
Algorithm 5 Diversification
G. TABU SEARCH
To avoid revisiting recently examined solutions, we use a tabu list to record the vertices dropped from the current solution to exclude them from consideration for a number of consecutive iterations. According to the swap type, each application of swap removes one or more vertices from the current solution. We define t as the tabu value, which ensures that a dropped vertex is not reconsidered for at least t iterations. Each dropped vertex u is maintained in the tabu list for the next t iterations.
Suppose the p-swap exchanges vertex v i ∈ V \ S and its k adjacent vertices in S. For each vertex in S, the corresponding tabu value t is set as follows.
Finally, the tabu list is more useful when the number of candidate vertices for the swap is limited because a dropped vertex u has a high probability of being readded to the solution if this is not prohibited. However, if numerous candidate vertices exist, the probability of a dropped vertex being reselected immediately is low. Thus, the tabu search is more useful for graphs of limited size than for large graphs.
IV. EXPERIMENTAL RESULTS
This section presents the performance of our swap-based algorithm. First, we present the test of our algorithm against several benchmarks. Second, we present a comparison of our proposed algorithm with other methods. Third, we provide an analysis of the data and causes of results.
A. BENCHMARKS
We used two benchmarks to test our program and executed 62 graphs where k = 2, 3, 4, 5, 6, 7, 8, 9 . The test graphs were obtained from two sources: (a) the second DIMACS Implementation Challenge Benchmark [8] , and a (b) selfmade randomly generated graphs. The details of the benchmark are as follows:
1) The second DIMACS Implementation Challenge Benchmark.
We selected 32 graphs from this benchmark. The maximum number of vertices was 3000, and the maximum number of edges was 5 million. These graphs comprised real-world graphs and random graphs. The DIMACS graphs are commonly used as a testbed for evaluating clique and k-plex algorithms. Most graphs in the second DIMACS are dense. These are available from http://dimacs.rutgers.edu/archive/challenges/. 2) Self-made random generation graph.
We used a C++ program to randomly generate the graph. By inputting the number of vertices and the density of the edges, we could obtain the desired graph; the edges of the graph were selected completely at random. We generated a graph for |V | = 400, 800, 1600, and we set density d = 0.1, 0.3, 0.5, 0.7, 0.9 (the density of clique was 1.0). This type of graph enabled us to understand the correlation between our algorithm and the density and number of vertices of a graph. By executing our algorithm on this type of graph, we could determine the mechanisms underlying the effects of different densities and numbers of vertices on the result. Because the original DIMACS graphs were proposed for clique problems, we used their complement graphs to test our SBHA.
B. EXPERIMENTAL ENVIRONMENT
All experiments reported in this paper were conducted on a 64-bit Windows 7 computer with an Intel Core i7-2600 CPU(3.40 GHz) and 8 GB RAM. The proposed swap-based algorithm was implemented in C++ and compiled in g++.
Certain parameters must be set before execution. The maximum number of iterations Iter max was set to 10,000. The tabu value was set as described in Section 3.7. The stop condition was set to 3 minutes. To obtain a more accurate result, we executed the swap-based algorithm 20 times to solve each graph for each k.
C. THEORETICAL TIME COMPLEXITIES
We use adjacency list to store information nodes and edges. When deleting node v, we need to find v in the neighbor list of each neighbor of node v and delete v. So the time complexity of deleting a node is O( (G) * |S * |). Add v to just push the neighbor node set of v neighbors into v, which takes O( (G)) time.
For algorithm 2, Select nodes from the entire input graph Every node has to confirm his deletion degree, which takes O(|V | * |S * |) time. The most cost of algorithm 3 is calculating the deletion degree of each node. That is to find the number of neighbors belonging to S * and their neighbors also belong to S * . the time overall complexity of algorithm 3 is O(|V | * |S * |). 
D. COMPUTATIONAL RESULTS
We present the computational results obtained by the swapbased algorithm for 62 hard graphs. For each graph in the tables, the following information is included: the |V | column shows the number of vertices in the original graph;
|E| column shows the number of edges in the original graph; d column shows the density of the graph, for which d = 2 * |E|/(|V | 2 − |V |); and the SBHA column shows the maximum k-plex size generated by our algorithm followed by how many seconds were required to find the maximum. We compared our SBHA with two other methods. One was the greedy randomized adaptive search procedure (GRASP). It uses an exact algorithm as a base to improve and develop the ncnt-GRASP algorithm to find a satisfactory initial solution; it is subsequently combined with an iterative peel-branchand-cut algorithm to determine the maximum k-plex and obtain a result. The other is frequency-driven tabu search (FD-TS), which uses two transformation operators to locate high-quality solution, and a frequency-driven perturbation operator to escape and search beyond the identified local optimum traps. These two methods have unique advantages and disadvantages. We present the data of these two methods and our method, including the size of the maximum k-plex and the execution time for each graph. In most of the graphs, our algorithm, GRASP, and FD-TS obtained the same k-plex maximum size; therefore, we focused our comparison on the time cost. Tables 2, 3 , 4, and 5 demonstrate that our algorithm obtained competitive results on the set of second DIMACS graphs. Specifically, our algorithm consistently reached the most optimal previously known solutions for several graphs: MANN_a9, MANN_a27, MANN_a45, and MANN_a81. However, our algorithm had a slow processing time for some graphs brock400_1, brock400_2, hamming10-4. Our algorithm outperformed GRASP in every instance, and compared with FD-TS, our algorithm's results were superior for most of graphs. Tables 10, 11 , 12, and 13 demonstrate that our algorithm achieved competitive results on the set of self-made randomly generated graphs. The SBHA achieved superior solutions to GRASP for all densities and numbers of vertices. When the density was set to 0.9 and 0.7, our algorithm outperformed FD-TS; when the moment density was less than 0.7, FD-TS performed superiorly.
We ran more trials than other studies have. In addition to k = 2, 3, 4, 5, we experimented with k = 6, 7, 8, 9. The experimental data revealed that the size of the solution increased when k was increased, which corresponds to the features of the k-plex. Moreover, the running time exhibited no clear relationship with k. The results on the second DIMACS graphs for k = 6, 7, 8, 9 are presented in Tables 6, 7 , 8, and 9; the results on the self-made graphs are presented in Tables 14, 15 , 16, and 17. In Figures 6, 7, 8, 9 , and 10, bar charts show the advantage of our algorithm. In Figure 6 and 7 shows that our results were superior to those of GRASP and FD-TS fir all MANN series graphs because the graphs in this series have high densities ranging from 0.93 to 0.99. All the graphs in the MANN series were run in 1 second with our algorithm, whereas other methods required tens of seconds. The results of our algorithm for this series were preferred.
FIGURE 8.
Results of SBHA, GRASP, and FD-TS on randomly generated graph with |V | = 400 and density equal to 0.9. The y-axis is the running time to obtain the maximum solution, for which shorter run times are preferred.
FIGURE 9.
Results of SBHA, GRASP, and FD-TS on randomly generated graph with |V | = 800 and density equal to 0.9. The y-axis is the running time to obtain the maximum solution, for which shorter run times are preferred.
FIGURE 10.
Results of SBHA, GRASP, and FD-TS on randomly generated graph with |V | = 1600 and density equal to 0.9. The y-axis is the running time to obtain the maximum solution, for which shorter run times are preferred. Figure 8 , 9, and 10 presents our algorithm's superiority in high-density graphs when density is 0.9. For nearly all graphs for each k, our algorithm outperformed the other tested methods. The experiments run on different graphs against several benchmarks demonstrated that our algorithm achieves more desirable performance in dense graphs compared with other algorithms.
V. CONCLUSION
In this paper, we present the SBHA with the 0-swap and 1-swap operators in the intensification step and VOLUME 7, 2019 p-swap (p ≥ 2) operator in the diversification step to obtain a larger maximum k-plex.
The effectiveness of the proposed algorithm was confirmed through computational experiments against one popular benchmark, namely the second DIMACS Implementation Challenge Benchmark, and one randomly generated graph. By comparing the data with the results of other methods, we observed that the SBHA exhibited good performance in high-density graphs.
Our future work will try to develop a superior method for selecting which vertex in V \ S should be swapped in and which vertex in S should be swapped out. For vertices that are swapped in, which vertices are added from V \ S could determine which vertices in S are to be deleted. Through swapping out a vertex, it is possible to add more new vertices. Selecting feasible vertices can enhance the possibility of increasing the size of the maximum solution.
