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Abstract
An increasing number of phasor measurement units (PMUs) are being deployed in
power systems in order to enhance the situational awareness and, in the near future,
we expect that many networks will be extensively equipped with PMUs. These devices
provide accurate and synchronized voltage/current phasors (called synchrophasors) at
a reporting rate up to 60 measurements-per-second, which is a signiﬁcantly different
type of information with respect to the commonly-used voltage/current magnitude
and power measurements of remote terminal units (RTUs). The large availability of
synchrophasor measurements might improve existing power-system functions or even
disrupt the status quo of several automation processes.
Power-system state estimation (SE) is a functionality that might largely beneﬁt from
the use of synchrophasor measurements (the power-system state consists of the set of
nodal phase-to-ground voltage phasors at all network buses). Best current practice
consists in estimating the network state every few tens of seconds (or even minutes) by
using asynchronous measurements of RTUs. A measurement infrastructure exclusively
composed of PMUs allows SE to become a linear and not iterative process that uses a
set of phase-aligned synchrophasor measurements and is characterized by a refresh
rate of tens of estimates-per-second and sub-second time-latency. This is what we call
real-time SE.
PMUs are commonly associated with transmission systems, but are gaining consider-
ation also in the context of distribution networks in order to implement fast control
schemes due to the presence of highly-volatile distributed generation and for fault
location purposes. Therefore, SE may become a future functionality of distribution
management systems (DMSs). The estimated state can be exploited by several DMS
functions, such as voltage control, congestion management and even fault manage-
ment.
Even if SE is a well-established power-system function, it still deserves research in
view of the proliferation of PMUs. Indeed, a relevant change of the measurement
infrastructure leads to modiﬁcations of the SE algorithms. Moreover, improvements in
terms of accuracy, computational time and time-latency are required in order to make
SE suitable for a wide range of applications, from control to fault management.
In this dissertation, we ﬁrst describe in detail the advantages of using exclusively
synchrophasor measurements for the most common SE algorithms, i.e., weighted least
squares (WLS), least absolute value (LAV) and Kalman ﬁlter (KF). Then, we propose
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new methodologies that improve the accuracy and/or computational performance of
WLS and KF. The results of the three above-mentioned SE algorithms are compared via
numerical simulations and also by using measurements provided by PMUs installed in
two real power-systems. Finally, we illustrate a fault location method that is based on
the SE theory.
We developed two methods for the on-line estimation of the process-model uncer-
tainties used by the KF, because power-system operating conditions are continuously
varying. Our goal is to improve the estimation accuracy by effectively ﬁltering the
measurement noise. We designed a heuristic method for quasi-static conditions and a
rigorous method that is also able to deal with step changes of the system state. The
former is fast and suitable for real-time implementation, whereas the latter has a sig-
niﬁcantly higher computational burden. A performance assessment involving KF and
WLS is conducted for both transmission and distribution networks.
Zero-injections represent equality constraints in the SE problem. The information
associated with zero-injection buses is precious and can be exploited in a particularly
efﬁcient manner for the speciﬁc case of linear WLS. We propose a method based on
LQ-decomposition that strictly satisﬁes the equality constraints while reducing the
state-vector dimension by the number of constraints. Therefore, the computational
time is signiﬁcantly reduced for networks that include a large number of zero-injection
buses. Moreover, the proposed method preserves the structure of the linear WLS
equations and makes the problem less ill-conditioned.
An important contribution of this dissertation consists in the validation of the the-
oretical ﬁndings via real-scale experiments. We deployed PMUs at every bus in a
sub-transmission network and a distribution feeder, both located in Switzerland. First,
we demonstrate the practical feasibility of running SE at high refresh-rate (50 estimates-
per-second) and low time-latency (below 70ms). Second, for the two case studies we
compare and discuss the results of WLS, LAV and KF by using real synchrophasor
measurements.
Applications related to fault management have stringent accuracy and timing require-
ments. We intend to prove that PMU-based real-time SE exhibits unique accuracy,
refresh rate and time-latency, which satisfy the requirements of fault location and,
potentially, protective relaying. We propose a fault detection and faulted-line identiﬁ-
cation method based on WLS-SE. Although it requires a massive deployment of PMUs,
this method works for any network and fault type as well as in presence of large amount
of distributed generation. Provided that the PMU cost will drop in the coming years,
the proposed approach is particularly interesting for distribution networks where fault
management can be largely improved.
Keywords: smart grid, power system state estimation, synchrophasor, phasor mea-
surement unit (PMU), linear state estimation, dynamic estimation, weighted least
squares, least absolute value, adaptive Kalman ﬁlter, measurement noise covariance
matrix, process noise covariance matrix, covariance estimation, step processes, pos-
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itive deﬁnite, zero injection, equality constraints, normal equation, ill-conditioned
problem, phasor data concentrator, fault location, protective relaying.
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Résumé
Un nombre croissant de “phasor measurement units (PMUs)” vont être déployés dans
les réseaux électriques, aﬁn d’améliorer le monitoring et, dans un futur proche, nous
pensons que plusieurs réseaux seront en grand partie équipés avec des PMUs. Ces
dispositifs fournissent des mesures de phaseurs de tension et de courant, appelés “syn-
chrophaseurs”, qui sont précises, synchronisées, très fréquentes (jusqu’à 60 mesures
par seconde). Ce type de mesure est considérablement différent des mesures fournies
par “remote terminal units (RTUs)” consistant en des amplitudes de tension et de
courant ainsi que des puissances. Une vaste pénétration de PMUs peut améliorer les
fonctionnalités existantes ou même changer radicalement le principe de nombreux
systèmes d’automation.
L’estimation d’état des réseaux électriques peut bénéﬁcier de l’utilisation des synchro-
phaseurs (l’état d’un réseau électrique est composé par les phaseurs de tension entre
phase et terre dans tous les nœuds). Actuellement, l’état du réseau est estimé chaque
dizaine de secondes (ou même chaque minute) en utilisant les mesures asynchrones
des RTUs. Au contraire, si nous utilisons une infrastructure de mesure composée ex-
clusivement par des PMUs, l’estimation d’état devient un algorithme qui possède
les caractéristiques suivantes : linéaire et non itératif ; taux de rafraîchissement de
quelques dizaines d’estimations par seconde ; temps de latence inférieur à une se-
conde. Nous appelons celui-ci un estimateur d’état en temps réel.
Les PMUs sont souvent associées aux réseaux de transmission, mais il y a un intérêt
croissant de les installer aussi dans les réseaux de distribution, aﬁn de contrôler les
instabilités causées par la génération distribuée et de localiser les défauts. C’est pour-
quoi l’estimation d’état pourrait devenir une future fonctionnalité des “distribution
management systems (DMSs)” modernes. L’état estimé pourra être utilisé par diffé-
rentes applications, comme le contrôle de la tension, le contrôle des congestions des
lignes, et aussi pour la gestion des défauts.
Bien que l’estimation d’état soit une fonctionnalité consolidée dans le domaine des
réseaux électriques, l’avènement des PMUs introduit des nouveaux sujets de recherche.
Des modiﬁcations doivent être apportées aux algorithmes d’estimation d’état et une
considérable amélioration de précision et prestations computationnelles est néces-
saire, aﬁn d’élargir la gamme des applications qui peuvent utiliser l’état estimé (du
contrôle à la gestion des défauts).
Dans cette thèse, premièrement nous décrivons les avantages à utiliser les synchropha-
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seurs par les algorithmes d’estimation d’état les plus communs, comme la méthode
des moindres carrés pondérés (MMCP), la méthode des moindres valeurs absolues
(MMVA) et le ﬁltre de Kalman (FK). Ensuite, nous proposons des nouvelles méthodes,
aﬁn d’améliorer la précision et la prestation computationnelle du MMCP et du FK.
Nous comparons les résultats des trois estimateurs mentionnés ci-dessus, soit avec
des simulations numériques, soit en utilisant des mesures prises par des PMUs ins-
tallées dans deux réseaux électriques réels. Enﬁn, nous présentons une méthode de
localisation de défauts qui est basée sur la théorie de l’estimation d’état.
Nous avons développé deux méthodes pour l’estimation des incertitudes du modèle
de processus utilisé par le FK ; ils permettent de mettre à jour fréquemment les pa-
ramètres du modèle de processus, aﬁn de suivre les conditions opérationnelles du
réseau qui changent en continu. L’objectif est d’atteindre une meilleure précision de
l’état estimé, grâce à un ﬁltrage efﬁcace du bruit de mesure. Une méthode heuristique
a été développée pour fonctionner en régime permanent ou légèrement variable et
une méthode rigoureuse a été développée pour suivre l’état du réseau aussi pendant
une variation soudaine. Le premier est plus rapide et prêt à une implémentation en
temps réel, tandis que le temps computationnel exigé par la deuxième méthode est
beaucoup plus élevé. Nous avons effectué une évaluation des performances du FK et
du MMCP avec des réseaux de transmission et de distribution.
Les injections-nulles ajoutent des contraintes d’égalité dans le problème d’estima-
tion d’état. Cette information est précieuse et peut être exploitée par le MMCP li-
néaire. Nous proposons une méthode basée sur la décomposition-LQ qui satisfait
les contraintes d’égalité et, en même temps, réduit la dimension du vecteur d’état
par le nombre des contraintes. C’est pourquoi, cette méthode baisse considérable-
ment le temps computationnel dans le cas d’un réseau qui a beaucoup de nœuds
à injection-nulles. De plus, la structure des équations du MMCP est préservée et le
conditionnement du problème est amélioré.
Une contribution très importante de cette thèse consiste à valider les résultats théo-
riques avec des expériences réelles. Nous avons déployé des PMUs dans chaque nœud
de deux réseaux en Suisse : un réseau de sub-transmission et un feeder de distribution.
Premièrement, nous visons à démontrer la faisabilité d’implémenter un estimateur
d’état qui donne une estimation chaque 20 millisecondes et qui a une latence en des-
sous de 70 millisecondes. Deuxièmement, nous comparons et discutons les résultats
de MMCP, MMVA et FK qui utilisent les mesures réelles des PMUs.
Les besoins opérationnels des applications pour la gestion des défauts sont très stricts
en termes de précision et de timing. Nous voulons démontrer que l’estimation d’état
basée sur les PMUs possède les caractéristiques nécessaires pour être utilisée pour
la localisation des défauts et, potentiellement, comme relais de protection. Nous
avons développé une méthode capable de détecter un défaut et d’identiﬁer la ligne
correspondante. Cette méthode est basée sur la théorie de l’estimation d’état avec
le MMCP. Malgré qu’elle nécessite un déploiement massif des PMUs, cette méthode
fonctionne pour tous les types de réseau et de défaut, même en présence d’une grande
viii
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quantité de génération distribuée. A condition que le coût des PMUs baisse dans les
prochaines années, cette approche est particulièrement intéressante pour les réseaux
de distribution dans lesquels il y a encore une marge d’amélioration signiﬁcative dans
la gestion des défauts.
Mots clefs : réseau électrique intelligent, estimation d’état linéaire, synchrophaseur,
phasor measurement unit (PMU), méthode des moindres carrés pondérés, méthode
des moindres valeurs absolues, ﬁltre de Kalman, matrice de covariance du bruit de
mesure, matrice de covariance du bruit du processus, estimation des matrices de
covariance, injections-nulles, contraintes d’égalité, localisation de défauts, relais de
protection.
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Static estimator: state estimator that computes the system state by using only the
incoming set of measurements at a time-step k.
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ity density function of the system state in two stages: ﬁrst, it predicts the state from
time-step k − 1 to time-step k by exploiting a process model; then, it compute the
estimated state by using the incoming measurements at time-step k. Thus, unlike
static estimators, a dynamic estimator uses also the information contained in the
previous state-estimate.
Tracking estimator: static estimator that uses the incoming measurements at a time-
step k to update the previous estimate at time-step k − 1, instead of fully executing the
iterative estimation from a ﬂat-start initialization at every time-step.
Robust estimator: state estimator with high breakdown-point. The breakdown-point
is the smallest number of bad data that can lead state estimation to an incorrect
solution. Note that the breakdown point is highly inﬂuenced by the measurement
redundancy; indeed, a poor redundancy limits the number of bad data that the estima-
tor can reject.
Real-time state estimator: state estimator characterized by high refresh-rate and low
latency.
Hybrid state estimator: state estimator that uses both SCADA measurements pro-
vided by RTUs and synchrophasor measurements provided by PMUs.
Conventional or SCADA measurements: measurements provided by RTUs, which
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typically consist of voltage/current magnitudes and power ﬂows/injections.
Synchrophasor: accurate and time-synchronized phasor measured by PMUs.
Critical measurement: measurement whose loss makes the network unobservable.
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measurement residual (deﬁned as the difference between the raw and the estimated
measurement) corresponding to a leverage measurement remains small even in pres-
ence of a large error.
Pseudo-measurement: measurements with large uncertainties that represent predic-
tions typically based on historical data or forecasts.
Virtual measurement: measurements with very small uncertainties that are used to
approximate the exact information associated with zero-injections.
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Context and Motivation
In general, the state of a power system refers to the minimum set of independent vari-
ables from which all the power-system quantities (voltages, current/power ﬂows/in-
jections, etc.) can be computed. This is why the state fully deﬁnes the power-system
operating conditions. In this dissertation, the state always refers to the so-called static
state that is typically deﬁned as the set of nodal phase-to-ground voltage phasors at all
network buses. We do not treat the estimation of the dynamic states that consist in the
state variables of the generator machines, such as rotor speed and angle.
The knowledge of the state is fundamental in the operation of the transmission system
as it is required by several functions, such as security control and economic dispatch.
Therefore, the procedure that infers the power-system state has to be accurate and
reliable.
Until the 1970s, the power-system state was computed by means of a load-ﬂow cal-
culation that used the raw measurements of voltages and powers [1]. This procedure
had several weaknesses: for instance, it was vulnerable to missing measurements and
the presence of measurement errors affected dramatically the load-ﬂow solution. To
overcome these limitations, Schweppe proposed to combine load-ﬂow and statistical
estimation theory and introduced state estimation (SE) in power systems [2, 3, 4]. SE
consists in solving an optimization problem that processes the raw measurements
and a network model1 with the aim of determining the most likely estimate of the
power-system state, which is called estimated state [5, 6]. Intuitively, SE evaluates how
well the measurements ﬁt the constraints given by the network model. Provided that
the network is observable2 and there is sufﬁcient measurement redundancy3, the state
1The network model consists of the combination of network topology and electrical parameters of the
network components.
2A network is observable if all the state variables can be uniquely computed for a given set of measure-
ments and network topology [7].
3Measurement redundancy is deﬁned as the ratio between the number of measurements and the
number of state variables; a sufﬁciently high redundancy is fundamental to guarantee the beneﬁts of SE,
such as the ability to identify measurement and network-model errors.
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Figure 1 – Typical structure of an EMS.
estimator is able to ﬁlter the measurement noise, tolerate measurement losses, identify
bad data4 in the measurement set [8, 9, 10] and determine network-model errors
[11, 12, 13]. The foregoing properties of SE allow the system operator to obtain an
estimated state that is more reliable than the raw measurements as well as to compute
quantities that are not directly measured by a meter.
In the last decades, SE has become a core situation-awareness component for power-
system operators [14, 15, 16]. As depicted in Fig. 1, the SE solution constitutes the
essential input of several functions of modern energy management system (EMS). An
EMS is located at every power-system control center and helps the grid operator to
optimally and securely manage the electrical assets. The EMS includes a supervisory
control and data acquisition system (SCADA) that collects telemetered measurements
from various devices, such as remote terminal units (RTUs), and provides the measure-
ments to the state estimator.
Moreover, the increasing penetration of distributed energy resources at medium and
low voltage levels is calling for monitoring and control also in distribution systems.
Therefore, SE may become a standard functionality of distribution management sys-
tems (DMSs). The estimated state can be exploited by several DMS functions, such
as voltage control, congestion management and even fault management as we will
explain later in this dissertation.
Traditionally, SE is supplied with measurements provided by RTUs that consist of
voltage/current magnitudes and power ﬂows/injections, which are commonly called
4A bad datum or bad measurement is deﬁned as a measurement that contains a gross error. This
can be due to several causes, such as malfunctioning telecommunication, meter failure, erroneous
wire-connection or software bug.
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conventional measurements or SCADA measurements. The availability of this type
of measurements has lead to the development of state estimators with the following
characteristics:
1. The estimation algorithm is non-linear and iterative due to the non-linearity
of the function that links power and current-magnitude measurements to the
voltage state-variables;
2. The refresh-rate is in the order of tens of seconds or minutes due to the low
acquisition-rate of RTUs and the high-computation time of the SE algorithm;
3. RTU measurements are usually not time-stamped or are time-stamped with poor
accuracy (not sub-second); in the former case, they are time-stamped in the
SCADA by inferring the delay added by both RTU processing and telecommuni-
cation network. Therefore, the time-skew between measurements can introduce
signiﬁcant and unknown errors in the estimated state;
4. One of the buses has to be chosen as the the reference bus for the voltage phase-
angle that is ﬁxed to an arbitrarily selected value (usually equal to zero) at this
bus.
Concerning the SE methods, the most widely-used algorithm in power-system SE is the
weighted least-squares (WLS).The success of the WLS has been driven by its statistical
properties and low computational complexity that have eased the development of
efﬁcient techniques (e.g., the fast-decoupled version [17]) and have enabled the use of
sparse matrix tools.
Nowadays, the increasing deployment of phasor measurement units (PMUs) enables
the incorporation of phasor measurements in power-system SE. PMUs provide ac-
curate and time-stamped phasors, called synchrophasors, at a typical reporting rate
of 30, 50 or 60 measurements per second [18]. Note that PMUs measure magnitude
and phase-angle of voltage/current phasors and, thus, they are capable of directly
measure the power-system state. The synchronization is usually provided by the global
positioning satellite (GPS) system, but can be also disseminated with dedicated com-
munication protocols characterized by jitter below 100ns. The PMU technology is
experiencing a fast evolution triggered by the hardware-cost reduction and by the
increasing requirements of several power-system applications [19].
The voltage and current synchrophasors provided by PMUs can be included in the
measurement set to enhance the SE performance; a state estimator that uses both
conventional and PMU measurements is typically called hybrid state estimator [20, 21,
22, 23, 24, 25]. However, the improvement is still limited if SCADA measurements are
necessary to achieve the network observability or to ensure a sufﬁcient measurement
redundancy.
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As PMUs start populating the network, in some portions of the grid the observability
and redundancy requirements are matched only with PMUs [26, 27, 28]. The fact that
the state of these portions of the grid can be estimated by using exclusively synchropha-
sor measurements leads to a remarkable improvement of the SE performance [29, 30].
The main beneﬁts for SE relying only on this type of measurements are listed here
below:
1. When only voltage and current phasors are used, the equations linking mea-
surements and state variables, called measurement model, are linear. Therefore,
we can employ linear SE that is characterized by lower computational time, in-
creased numerical stability and no approximations in the measurement model.
For instance, it is well known that the linear WLS (LWLS) is not iterative as the
estimated state is given by the solution of an exact quadratic problem;
2. Each synchrophasormeasurement is time-stamped and its phase-angle is aligned.
Hence, the measurements can be phase-aligned at the data collection point, even
if they are received at different time-instants. This ensures a superior accuracy of
the SE solution as the set of measured phasors is coherent with respect to time;
3. The very high PMU reporting-rate leads to a SE process characterized by high
refresh-rate and low latency, which is typically called real-time SE (RTSE);
4. As PMUs directly measure the phasor phase-angle, we do not need to choose
a reference bus where the voltage phase-angle is ﬁxed. All the phase-angle
measurements are processed at the same time by the state estimator [31].
Besides, a PMU measures the phasors in each of the three phases, so that we can
use three-phase SE. The advantage consists in the possibility to account for network-
parameter asymmetries and for imbalances in the network operating-conditions.
Thanks to the linearity of the measurement model and the high refresh-rate, two
alternative SE techniques can be reconsidered for power-system SE: the least absolute
value (LAV) [32] and the Kalman ﬁlter (KF) [33]. WLS and LAV belong to the category
of static estimators, i.e., estimators that exploit only the information contained in the
incoming set of measurements. The KF is a dynamic estimator because, in addition to
the incoming measurements, it also makes use of the so-called process model that is a
mathematical representation of the time-evolution of the power-system state. To avoid
confusion throughout the dissertation, we clarify that static and dynamic estimators
will be used to estimate only the static state of the power-system (voltage phasors at all
network buses) and not the dynamic states (state variables of the generators).
The LAV estimator applied to linear SE with PMUs has been thoroughly investigated in
[34, 35, 36]. The results prove that the LAV is competitive with the LWLS in terms of
accuracy and computational time.
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Regarding the KF, most of the contributions have investigated various versions of non-
linear KF, which are described in Section 1.4.2. The classic linear version of the KF is
typically called discrete KF (DKF). However, from the best of our knowledge, the topic
of DKF based on PMUs is tackled only in [37].
In this dissertation, we present and demonstrate the advantages of using a measure-
ment infrastructure exclusively composed of PMUs for linear power-system SE. Indeed,
in the near future we expect to have an increasing number of networks that are ob-
servable with synchrophasor measurements. Particular attention is dedicated to the
DKF that has been proposed in many different versions in the literature. We focus on
the validation of the persistent process-model and on the estimation of its uncertainty
(i.e., the error covariances); we also provide an extensive performance assessment
of the DKF with respect to the LWLS. Another important and original contribution
of this dissertation consists in the presentation of the SE results obtained in two real
power-systems equippedwith PMUs, which allow us to validate the theoretical ﬁndings
in real-scale experiments. Finally, we prove that the outstanding characteristics of
PMU-based SE in terms of accuracy, refresh rate and latency can fulﬁll the stringent
requirements dictated by fault-location and even protections schemes. This peculiarity
might set the foundations for a new category of protection systems.
Dissertation outline
This dissertation is organized as follows.
In Chapter 1, we introduce the linear SE problem that uses only synchrophasor mea-
surements provided by PMUs. First, we describe the typical features of the linear
measurement model that links phasor measurements and state variables. In particular,
we illustrate the procedure to derive the measurement matrix and the measurement-
noise covariance matrix. Then, we illustrate the formulation and characteristics of
three algorithms that are commonly used for linear power-system SE: LWLS, LAV and
DKF.
Chapter 2 is entirely dedicated to the study of the DKF applied to power-system SE.
We propose two methods for the estimation of the time-varying uncertainties of the
process-model. The ﬁrst is a heuristic method that continuously assesses the process-
noise variances in order to maintain an effective ﬁltering action in changing network
operating-conditions, although it exhibits signiﬁcant error during step changes. The
second method, called prediction-error covariance estimation (PECE), consists in a
convex optimization problem that is able to cope with step-processes. The adequacy
of the persistent process-model is statistically validated. We also theoretically prove
and numerically validate the better accuracy of the DKF with respect to the LWLS,
provided that a correct process-model is employed.
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In Chapter 3, we discuss the problem of LWLS-SE with linear equality constraints
associated with zero-injection buses. In particular, we propose a method based on LQ-
decomposition that strictly satisﬁes the equality constraints and reduces the dimension
of the state vector. We demonstrate the performance improvement of the proposed
method with respect to other well-known approaches to handle zero-injections via
numerical simulations.
In Chapter 4, we describe the implementation of RTSE in two real power systems: a
sub-transmission network and a distribution feeder equipped with PMUs. We brieﬂy
describe the adopted measurement infrastructure, then we thoroughly analyze and
compare the SE results provided by the LWLS, LAV and DKF. These real-scale experi-
ments allow us to validate the ﬁndings of Chapters 1, 2 and 3 as well as to assess the
RTSE performance in real power networks.
In Chapter 5, we propose a new method based on LWLS-SE for fault detection and
faulted-line identiﬁcation. We conducted extensive tests by considering different
network conﬁgurations and fault types as well as with a large amount of generation.
We evaluated both accuracy and time-latency performance of the proposed approach.
Finally, in Chapter 6 we provide the main outcomes of this dissertation and possible
directions for future research.
Original Contributions
The list of the original contributions of this dissertation is given in the following.
1. Included in Chapter 2 – We consider a persistent process-model (already used for
DKF-SE of power-systems) that is characterized by time-varying and unknown
uncertainties. Then, we propose a heuristic method that estimates the process-
noise variances used by the DKF from a set of previous state-estimates. This
method is conceived to maintain an effective ﬁltering action in different network
operating-conditions that include quasi-static conditions but not step changes
in the system state. It is straightforward to implement and the user needs to set
a single parameter that is the number of previous state-estimates. Additionally,
it is designed to be computationally fast so that it is suitable for deployment in
real-time embedded hardware. It is worth pointing out that, although we test the
proposed heuristic method only in power-system SE, it can be also used in other
application ﬁelds as long as the assumptions hold.
2. Included in Chapter 2 – We propose a method, called prediction-error covari-
ance estimation (PECE), that, in addition to effectively ﬁlter the measurement
noise in quasi-static conditions, is able to follow the state during step changes.
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The measurement model is assumed to be linear, known and time-invariant.
The PECE method consists in a convex optimization problem that infers the
prediction-error covariances from a set of previous innovations and is proved to
have a unique solution. Thanks to a set of constraints, the inferred prediction-
error covariance matrix is always positive semi-deﬁnite, which ensures the DKF
numerical stability. As for the heuristic method of point (1), the user needs to set
a single parameter that is the number of previous innovations. With respect to the
heuristic method, the PECE method is based on a rigorous theory and is able to
cope with step-varying processes, but it has a signiﬁcantly higher computational
burden. To the best of our knowledge, no other method proposed in the literature
relying on the same assumptions is able to achieve the accuracy performance of
the PECE method in both quasi-static conditions and during step changes. The
PECE method can be applied also in other domains as long as the assumptions
hold.
3. Included in Chapter 2 – We present an extensive performance assessment of
the methods proposed in points (1) and (2) with respect to the classic LWLS via
numerical simulations. We assume that the measurements are affected only
by random noise and no systematic errors are present. We generated several
scenarios considering a transmission networks and a distribution feeder in quasi-
static conditions and when step changes in the state variables occur. We showed
that the DKF outperforms the LWLS in terms of accuracy when the network is
in quasi-static conditions. During a step change in the system state, the DKF
employing the PECE method of point (2) is able to accurately track the state,
whereas the DKF employing the heuristic method of point (1) experiences a
delay. The computational time of the DKF employing the heuristic method
is comparable with the LWLS one for the adopted case studies (medium size
networks), whereas the PECE method is computationally more expensive.
4. Included in Chapter 2 – Making reference to a DKF employing the heuristic
method of point (1), we statistically validate the adequacy of the persistent
process-model via numerical simulations. Moreover, we theoretically prove
and numerically validate the better accuracy of the DKF with respect to the LWLS,
provided that a correct process-model is employed.
5. Included in Chapter 3 – In the context of LWLS-SE with linear equality con-
straints associated with zero-injection buses, we propose a method based on
LQ-decomposition that strictly satisﬁes the equality constraints and reduces
the number of state variables, thus reducing the computational time. Other ad-
vantages of this method consist in making the problem less ill-conditioned and
in preserving both the structure of the LWLS normal equation and the positive
semi-deﬁniteness of the coefﬁcient matrix.
6. Included in Chapter 4 – We validate the theoretical ﬁndings via real-scale exper-
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iments. We installed PMUs at every bus in two real power-systems consisting
of a sub-transmission network and a distribution feeder. Network observability
and a high redundancy level are achieved by using exclusively synchrophasor
measurements. We describe the ﬁeld implementation comprising sensor and
PMU installations, telecommunication network, phasor data concentrator and
RTSE. We demonstrate the feasibility of running RTSE at high refresh-rate (50
estimates-per-second) and low time-latency (below 70ms). Then, the funda-
mental contribution consists in the presentation and detailed discussion of the
results of different linear SE algorithms (LWLS, LAV and DKF) for the two case
studies.
7. Included in Chapter 5 – We propose a fault detection and faulted-line identiﬁ-
cation method based on LWLS-RTSE that uses synchrophasor measurements.
It does not need any model of loads/generators and has no prior knowledge of
the fault type and of the neutral connection, even though it requires that a PMU
is installed at every bus. We assume that every PMU measure the voltage and
current-injection phasors at the respective bus. We evaluated the faulted-line
identiﬁcation accuracy by conducting extensive tests including different network
conﬁgurations and fault types as well as large amount of generation. We also
computed the time-latency and we demonstrated that PMU-based RTSE can
satisfy the requirements of fault location and, potentially, protective relaying.
Therefore, it may theoretically combine the execution of protection and fault-
location functions that are usually separated processes. The proposed approach
is particularly interesting for distribution networks where fault management can
be largely improved.
8
1 Theory on PMU-based power-
system state estimation
In this chapter we introduce the formulation of the PMU-based state estimation problem.
First, we describe the characteristics of the linear measurement model that links the
phasor measurements to the state variables. Second, we illustrate the formulation
and features of static and dynamic algorithms that we use in this dissertation: linear
weighted least squares (LWLS), least absolute value (LAV) and discrete Kalman ﬁlter
(DKF).
1.1 Linear Measurement Model
The main ingredient of a power-system state estimator is the measurement model
that is the function linking the state variables with the measurements. In this dis-
sertation, we assume to use only PMU synchrophasor measurements; therefore, the
measurement model becomes linear and exact provided that the phasors of both state
variables and measurements are expressed in rectangular coordinates. In most of the
literature on power-system SE and also in this dissertation, the state variables are the
bus-voltage phasors in the entire network. It is worth mentioning that current ﬂows
have been used as state variables in distribution system SE [38]; in general, also bus
current-injections or branch voltages can be used, or even a mix of them, provided
that they are independent state variables.
Let us consider a three-phase power-system composed of a set of buses S with car-
dinality s = |S| and a set of branches D with cardinality d = |D|1. The triplet of the
three phases is P = {a, b, c}. The network state is denoted by x ∈ Rn, where n = 3 · 2s
is the cardinality of the set of state variablesN . The state is composed of the real and
imaginary parts of the bus phase-to-ground voltage phasors in every phase (a, b, c) at
1The operator | | denotes the cardinality of a set.
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every bus i ∈ S:
x = [Va,b,c1,re , . . . ,V
a,b,c
i,re , . . . ,V
a,b,c
s,re ,V
a,b,c
1,im, . . . ,V
a,b,c
i,im , . . . ,V
a,b,c
s,im]
T (1.1)
where
Va,b,ci,re = [V
a
i,re, V
b
i,re, V
c
i,re]
(1.2)
Va,b,ci,im = [V
a
i,im, V
b
i,im, V
c
i,im]
are, respectively, the real and imaginary parts of the voltage phasor at bus i ∈ S in
the three phases a, b and c. Note that we have not chosen any reference bus for the
voltage phase-angle as it is directly measured by PMUs [31]. All the voltage phase-
angle measurements are processed simultaneously by the state estimator together
with the other measurements; therefore, the state estimator can identify errors also in
phase-angle measurements, given a sufﬁcient level of redundancy.
Let us deﬁne three sets of measurements: M1 is the set of buses where PMUs measure
phase-to-ground voltage phasors,M2 is the set of buses where PMUs measure current-
injection phasors, andM3 is the set of branches where PMUs measure current-ﬂow
phasors. Then, the complete set of phasor measurements M with cardinality m = |M|
is assumed to be composed of:
• 3 ·m1 bus phase-to-ground voltage phasors, wherem1 = |M1|;
• 3 ·m2 bus current-injection phasors, wherem2 = |M2|;
• 3 ·m3 current-ﬂow phasors, wherem3 = |M3|;
Therefore, the measurement vector z ∈ Rm is equal to:
z = [ zV , zIinj , zIﬂow ]
T (1.3)
where
zV = [V
a,b,c
1,re , . . . ,V
a,b,c
i,re , . . . ,V
a,b,c
m1,re,V
a,b,c
1,im, . . . ,V
a,b,c
i,im , . . . ,V
a,b,c
m1,im
] i ∈ M1
zIinj = [ I
a,b,c
1,re , . . . , I
a,b,c
i,re , . . . , I
a,b,c
m2,re, I
a,b,c
1,im, . . . , I
a,b,c
i,im , . . . , I
a,b,c
m2,im
] i ∈ M2 (1.4)
zIﬂow = [ I
a,b,c
1,re , . . . , I
a,b,c
i,re , . . . , I
a,b,c
m3,re, I
a,b,c
1,im, . . . , I
a,b,c
i,im , . . . , I
a,b,c
m3,im
] i ∈ M3.
In the remainder of this dissertation, the bus phase-to-ground voltage is simply called
voltage and the bus current-injection is simply called current-injection, where not
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Load or
Generator
branch
Iflow, sending Iflow, receiving
Iinjection
bus # i bus # h
Figure 1.1 – Convention employed for current injections and ﬂows with positive sign.
otherwise speciﬁed. Moreover, Fig. 1.1 shows the current directions that are assumed
to have positive sign. The convention employed for the current injections is as follows:
the positive sign denotes a current entering in a bus. Concerning the current ﬂows,
the positive sign denotes a current exiting from a bus. On each branch there are two
current ﬂows at both ends; if we consider a generic branch between buses # i and #h
where i < h, we call sending-end current ﬂow the current ﬂow departing from the
bus with the smallest index (bus # i) and receiving-end current ﬂow the current ﬂow
departing from the bus with the largest index (bus #h).
The linear measurement model that relates the measurements to the state variables is
z = Hx+ v (1.5)
whereH is a m× n matrix called measurement matrix and v is the measurement noise.
The measurement noise is assumed to be white and Gaussian:
p(v) ∼ N(0,R) (1.6)
whereR is the measurement noise covariance matrix.
1.1.1 The measurement matrixH
The linearity of the measurement model makesH an exact matrix linking the measure-
ments with the state variables, whereas in conventional non-linear SE the matrixH is
a Jacobian matrix. Besides,H does not depend anymore on the state variables, so that
it remains constant in time with no need to update it at every time-step. It needs to
be recalculated only in case of changes in the network topology or in the composition
of the measurement set. Indeed, the elements ofH are calculated from the network
topology and the electrical parameters of the network components, such as transmis-
sion lines and transformers. In Appendix A.1, we provide the derivation of the blocks
ofH related to three type of measurements: voltage phasors, current-injection phasors
and current-ﬂow phasors.
In addition to the aforementioned real-time phasor measurements from PMUs, in this
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dissertation we will also consider pseudo-measurements and zero-injection buses.
Details are given in what follows.
Pseudo-measurements are, typically, nodal power-injection measurements consist-
ing in predictions based on historical data or forecasts; therefore, the uncertainty
associated with pseudo-measurements is large. To maintain the linearity of the mea-
surement model, power-injection pseudo-measurements at a bus can be transformed
in an equivalent current-phasors by assuming to know the voltage at that bus. Even if
the voltage is not directly measured, we can assume that it is close to 1 per unit (pu)
in normal operating conditions. This procedure has been already proposed in the
literature, e.g., [38].
Zero-injection buses are network buses characterized by an injected power strictly
equal to zero, which is, for instance, the case of interconnection substations. In linear
SE, zero-injections are treated as current phasors with real and imaginary parts equal
to zero. As this information contains no error, it constitutes a set of equality constraints
that can be added to power-system SE. In the literature there are several methods
to include equality constraints in SE. This subject is treated in Chapter 3 with focus
on linear SE. A simple yet approximated way to include equality constraints in SE is
to convert the constraining equations in additional measurements with very small
uncertainties, so-called virtual measurements [39, 40].
It is important to point out that in this dissertation we make a clear distinction between
virtual measurements and pseudo-measurements, whereas in the literature virtual
measurements are often considered as a particular type of pseudo-measurements.
Virtual measurements approximate the exact information linked to zero-injections
and pseudo-measurements are predictions characterized by large uncertainties that
are typically based on historical data or forecasts.
1.1.2 The measurement noise covariance matrixR
In this dissertation, we assume that the measurement noise covariance matrix R is
diagonal, which implies that there is no correlation between measurements (i.e., the
measurements are independent and identically distributed).
This is a common assumption in power-system SE, although there are cases where
this correlation is not negligible and accounting for that in the matrixR can lead to
an improvement of the SE accuracy. For example, this is the case of single-phase
measurements that are derived from three-phase multifunction meters [41], or when
weuse pseudo-measurements that can be correlated between each other [42]. Whereas,
we assume that:
• the measurements are provided by different sensors installed in every phase;
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• the cross-talk interferences between nearby sensors are negligible;
• the measurements in every phase are treated separately and not merged in a
single-phase measurement.
Besides, it has been demonstrated that the correlation between the multiple channels
of the same PMU can be neglected without affecting the SE accuracy [42].
Each diagonal entry ofR is the variance of a measurement, which includes the cumu-
lative uncertainty of both sensor and PMU. In this dissertation, a sensor refers to an
electrical device that transforms the input voltage or current signal taken from the elec-
trical network into signals that can be acquired by instruments or meters. Examples
of sensors are potential and current transformers (PTs and CTs), capacitor dividers or
Rogowsky coils. In the context of PMU-based SE, the sensor interfaces the network
voltage and current signals with a PMU.
The measurement uncertainty introduced by sensor and PMU is generally character-
ized by a component associated with a random effect (uncertainty of type A) and a
component associated with a systematic effect (uncertainty of type B). The deﬁnitions
of error and uncertainty are given in the Guide to the expression of uncertainty in
measurement (GUM) [43], and brieﬂy recalled here below.
A measurement result is always affected by an error that has two components called
systematic and random. Note that the measurement error cannot be known exactly.
The GUM deﬁnes the two error components as follows [43]:
Random error presumably arises from unpredictable or stochastic temporal
and spatial variations of inﬂuence quantities. The effects of such variations, here-
after termed random effects, give rise to variations in repeated observations of
the measurand. Although it is not possible to compensate for the random error
of a measurement result, it can usually be reduced by increasing the number of
observations; its expectation or expected value is zero.
Systematic error, like random error, cannot be eliminated but it too can often
be reduced. If a systematic error arises from a recognized effect of an inﬂuence
quantity on a measurement result, hereafter termed a systematic effect, the effect
can be quantiﬁed and, if it is signiﬁcant in size relative to the required accuracy of
the measurement, a correction or correction factor can be applied to compensate
for the effect. It is assumed that, after correction, the expectation or expected value
of the error arising from a systematic effect is zero.
Then, the uncertainty of a measurement result represents the lack of exact knowledge
of the measurand. The measurement result can be corrected from the recognized
systematic effects, but it is still only an estimate of the value of the measurand, because
of the uncertainty arising from random effects and from imperfect correction of the
systematic effects.
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In the GUM, the uncertainty components are grouped into two categories based on
their method of evaluation, type A or type B evaluation, that is used to obtain the
uncertainty characterizing a random or systematic effect, respectively. Both types of
evaluation are based on probability distributions and the uncertainty components
resulting from either type are quantiﬁed by variances or standard deviations.
Therefore, the estimated variance characterizing an uncertainty component obtained
from a type A evaluation is calculated from series of repeated observations and is
the statistically estimated variance, and the estimated standard deviation is called a
type A standard uncertainty. The type A evaluation estimates the expected value and
the variance of a random quantity as the arithmetic mean and the square root of the
experimental standard deviation of the observations, respectively.
For an uncertainty component obtained from a type B evaluation, the estimated
variance is evaluated using available knowledge (not from repeated observations),
and the estimated standard deviation is called a type B standard uncertainty. The
latter is evaluated by scientiﬁc judgment based on all of the available information,
such as previous measurement data, experience, manufacturer’s speciﬁcations (e.g.,
instrument accuracy-class2), calibration certiﬁcates, etc.
If no information is available on the uncertainty distribution, one may assume that
a normal distribution was used to calculate the quoted uncertainty, and recover the
standard uncertainty by dividing the quoted uncertainty by a coverage factor for the
normal distribution, which is usually 3.
The type A uncertainty of a voltage or current measurement result accounts for the
random noise introduced by grid phenomena (e.g., thermal effects, converters), sensor
and A/D converter of the PMU. This noise, and thus the uncertainty, is highly depen-
dent upon the grid, the type of employed sensor and the PMU hardware/software.
Note also that, given multiple measurements of a certain quantity, it is also not trivial
to separate the noise from the variations of this quantity. To remove the quantity’s
variations, one should make the difference between two or more measurements of the
same quantity taken from distinct meters. From the analysis of actual PMU data, the
distribution of the type A uncertainty can be considered Gaussian [44].
The type B uncertainty of a sensor is speciﬁed by its class by means of the Standard
IEC 61869 that gives the maximum magnitude and phase-angle errors. For instance,
for CTs and PTs one should make reference to [45] and [46], respectively. Sometimes
the sensor’s calibration certiﬁcates are available so that the systematic effect can be
compensated. As stated in the GUM, in this speciﬁc case we can assume that the
expected value of the error arising from the sensor’s systematic effect is zero. The type
2The accuracy class is a designation assigned to a measurement instruments the errors of which
remain within speciﬁed limits under prescribed conditions of use
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B uncertainty of a PMU is commonly derived by its total vector error (TVE) that is
deﬁned in [47]. When separate values for the magnitude and phase-angle errors are
given, then these values are considered; otherwise, we need to make assumptions on
how the TVE is distributed between voltage magnitude and phase-angle (e.g., [40]). If
we assume a normal distribution, the type B uncertainty can be calculated by dividing
the uncertainty by a coverage factor, typically equal to 3.
The total uncertainty of a measurement is the sum of the type A and type B uncer-
tainties of sensor and PMU. This uncertainty, expressed as a variance, composes the
generic diagonal element of the measurement noise covariance matrixR.
The uncertainty of the instrumentation measuring voltage or current is commonly
given in terms of magnitude and phase-angle. In the linear measurement model
presented in 1.1, the phasor measurements are expressed in rectangular coordinates;
thus, we need to project the uncertainty from polar to rectangular coordinates. To this
end, we use the procedure reported in [48, Chapter 6.4]. The ﬁnal formulas used to
perform the projection are recalled here below.
Let us assume to have a voltage-phasor measurement expressed in terms of magnitude
V and phase-angle δ, and the corresponding uncertainties σV and σδ, respectively. The
variances of the projected real and imaginary parts of the voltage phasor are
σ2Vre = V
2e−2σ
2
δ
[
cos2 δ
(
cosh(2σ2δ )− cosh(σ2δ )
)
+sin2 δ
(
sinh(2σ2δ )− sinh(σ2δ )
)]
+σ2V e
−2σ2δ
[
cos2 δ
(
2 cosh(2σ2δ )− cosh(σ2δ )
)
+sin2 δ
(
2 sinh(2σ2δ )− sinh(σ2δ )
)]
(1.7)
σ2Vim = V
2e−2σ
2
δ
[
sin2 δ
(
cosh(2σ2δ )− cosh(σ2δ )
)
+cos2 δ
(
sinh(2σ2δ )− sinh(σ2δ )
)]
+σ2V e
−2σ2δ
[
sin2 δ
(
2 cosh(2σ2δ )− cosh(σ2δ )
)
+cos2 δ
(
2 sinh(2σ2δ )− sinh(σ2δ )
)]
. (1.8)
In the literature, the measurement uncertainty is calculated in different ways: (1) as
a constant value [6, Chapter 7.2], [24], (2) as a percentage of the measured quantity
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[49, 50], or (3) as a combination of the two [51, 23].
In the works presented in this dissertation, we will always specify the assumptions
on the measurement uncertainty. Based on these assumptions,Rwill be considered
time-variant or -invariant.
1.2 Linear weighted least squares
The WLS estimator is a static estimator as it does not exploit any time-variant de-
pendency of either the measurements or the state variables. It minimizes the sum of
the squared residuals weighted by the measurement variances, a residual being the
difference between the measurement and the ﬁtted value obtained with the model.
The WLS relies on the following assumptions:
1. The measurement noise is Gaussian-distributed with mean value equal to zero.
2. The measurements are uncorrelated, so thatR is diagonal.
3. MatrixH is of full rank, which means that the network is observable. Speciﬁcally:
(1)m ≥ n, which is a necessary condition for the network observability, and (2)
rank(H) = n.
Given the linear measurement model in (1.5) and deﬁning the estimated state as x̂, the
LWLS residual is deﬁned as
r = z−Hx̂ . (1.9)
We use the hat “̂” to denote estimated quantities throughout the dissertation. The
LWLS consists in solving an unconstrained optimization problem that minimizes the
following objective function:
min
x̂
J(x̂) =
1
2
rTR−1r (1.10)
that, asR is assumed to be diagonal, can be also written as
min
x̂
J(x̂) =
1
2
m∑
i=1
r2i
Rii
. (1.11)
The solution of this optimization problem reduces to the well-known normal equation
(NE):
Gx̂ = HTR−1z (1.12)
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whereG is the so-called gain matrix:
G = HTR−1H . (1.13)
Equation (1.12) is a system of linear equations of the well-known formAx̂ = b, where
A is the coefﬁcient matrix and corresponds toG, and b corresponds toHTR−1z. The
NE is usually solved by Cholesky factorization asG is positive deﬁnite. Therefore,G
does not need to be inverted. The covariance matrix of the estimated state is given by
cov(x̂) = G−1 . (1.14)
It is also interesting to give the relation between measurements z and estimated-
measurements ẑ, which is given by the following expression:
ẑ = Hx̂ = HG−1HTR−1z = Kz (1.15)
The row entries ofK (so-called hat matrix) indicate the local redundancy of every mea-
surement. For instance, a large diagonal element (relative to the off-diagonal elements)
implies that the estimated value of a measurement is almost entirely determined by its
measured value, i.e., the local redundancy is poor.
The residual vector is linked to the measurement-error vector e = z − Hx by the
so-called residual sensitivity matrix S, which represents the sensitivity of the residuals
to the measurement errors:
r = z− ẑ = (I−K)e = Se (1.16)
The matricesK and S can be checked to identify critical and leverage measurements,
which are both deﬁned in what follows.
A critical measurement is deﬁned as a measurement whose loss makes the network
unobservable, i.e., decreases the rank ofH. A critical measurement appears in parts of
the network characterized by low local redundancy. Several topological or numerical
methods for the observability analysis and the identiﬁcation of critical measurements
have been proposed in the literature, e.g., [52, 53].
A leverage measurement is deﬁned as a measurement characterized by a structure
of the measurement equation that is different from that of the other measurements
[54]. Speciﬁcally, the row of H corresponding to a leverage measurement has very
different (smaller or larger) entries compared to the other rows. This creates a kind of
insensitivity of the state estimator with respect to this measurement, i.e., the residual
of a leverage measurement remains small even in presence of a large measurement
error. Leverage measurements can be identiﬁed with various methods proposed in the
literature, e.g., [55].
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Both critical and leverage measurements have very small (identically zero for critical
measurements) residuals even when the measurements are affected by a large error,
which means that the corresponding diagonal element of S is very small (identically
zero for critical measurements). Therefore, the effects of critical and leverage measure-
ments are similar, the main difference lying in the fact that the elimination of leverage
measurement does not lead to a loss of network observability.
As it is known, the WLS is vulnerable to bad data as they lead to biased estimates.
Therefore, the WLS solution needs to be given to a bad-data processor that detects,
identiﬁes and removes bad data. A widely-used method for bad-data processing is
the largest normalized residual test (LNR) [8, 6]. First, the residual vector is computed
using (1.9), then its covariance matrix is calculated as
cov(r) = Ω = R−HG−1HT = RS (1.17)
and the normalized residual of the ith measurement is
rNi =
|ri|√
Ωii
. (1.18)
The normalized residuals are Gaussian-distributed as ∼ N(0, 1). Therefore, the LNR
test detects the presence of bad data when the LNR exceeds a statistical threshold,
usually 3 or 4. In this case, the measurement with the LNR is ﬂagged as bad data and
the SE is re-computed without using this measurement. We repeat the procedure until
nomore bad data are detected. The LNR test can reliably identify only a single bad-data
or multiple non-interacting bad-data (i.e., simultaneous bad-data whose residuals
are not correlated). In presence of multiple interacting bad-data (i.e., simultaneous
bad-data whose residuals are correlated), the hypothesis testing identiﬁcation method
is proven to have superior performance [9, 6].
1.3 Least absolute value
The LAV belongs to the category of robust estimators3, because it possesses an intrinsic
bad-data rejection capability and has no need to employ a separate bad-data processor
[32]. The LAV is the most employed robust estimator in power-system SE, as it can be
made computationally efﬁcient by exploiting the power system’s properties. Despite
its desirable bad-data rejection property, the LAV has two main shortcomings: the
computational time is not competitive with that of the WLS, and the algorithm remains
vulnerable against leverage measurements (see Section 1.2 for the deﬁnition of leverage
3A robust estimator is an estimator with high breakdown-point, i.e., the smallest number of bad data
that can lead to an incorrect SE solution. Note that the breakdown point is highly inﬂuenced by the
measurement redundancy; indeed, a poor redundancy limits the number of bad data that the estimator
can reject.
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measurements). However, these weaknesses can be alleviated when the measurement
model is linear thanks to the use of PMUs [34]. The remarkable improvements of the
LAV performance are listed here below:
• the LAV computational time becomes comparable to that of the LWLS, especially
when bad data are present;
• the LAV optimization problem reduces to a linear-programming problem;
• the vulnerability to leverage measurements can be eliminated by strategic scaling
of the measurement matrix without affecting the SE solution.
The LAV is an optimization problem that minimizes the sum of the absolute values of
the residuals:
min cT |r| (1.19)
subject to: z −Hx̂ = r
where c is a vector of ones. Note that the LAV does not require the measurement noise
covariance matrix R. The computation of the R entries is not trivial, as shown in
Section 1.1.2.
In [34], the optimization problem (1.19) is re-arranged as an equivalent linear pro-
gramming problem. The procedure is recalled in what follows. First, the problem is
formulated as
min c¯T |r¯| (1.20)
subject to: M¯r¯ = z
r¯i ≥ 0 i = 1, ..., 2n+ 2m
where
c¯T = [02n 12m] (1.21)
r¯ = [xa xb ra rb]
T
M¯ = [H −H Im − Im] .
In (1.21), 02n is a 1× 2n vector of zeros, 12m is a 1× 2m vector of ones, Im is a m×m
identity matrix, xa and xb are 1× n vectors, and ra and rb are 1×m vectors. Finally, we
can compute the estimated state and the residual as
x = xTa − xTb (1.22)
r = rTa − rTb .
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1.4 Dynamic linear estimation via discrete Kalman ﬁlter
The SE accuracy can be further enhanced by ﬁltering the measurement noise. This
can be accomplished by using dynamic SE. We recall that dynamic SE models the
time-evolution of the physical process by means of a process model. Dynamic SE
consists in computing the probability density function of the system state in two steps:
the prediction step, also called time update, exploits a process model to predict the
state; the estimation step, also called measurement update, introduces the incoming
measurements to compute the estimated state. Hence, a sort of memory is introduced
in the state estimator, because it also employs prior information contained in the state
estimates of the previous time-steps.
1.4.1 General process-model and discrete Kalman ﬁlter
Let us consider a general process model consisting in the following discrete-time
time-variant linear equation [56]:
xk = Akxk−1 +Bkuk +wk (1.23)
where
• k is the time-step index;
• x ∈ Rn is the system state;
• u ∈ Ruc is a set Uc of known controllable variables and uc = |Uc|;
• w ∈ Rn is the process noise;
• A is an n×nmatrix, called state-transitionmatrix, that links the state at time-step
k − 1with the state at time-step k;
• B is an n× uc matrix that links the state with the controllable variables;
The process noisewk is assumed to be a Gaussian-white sequence:
p(wk) ∼ N(0,Qk) (1.24)
whereQk is the process noise covariance matrix. Note that the matricesAk,Bk andQk
are, in general, time-variant.
In standard theory of dynamic state estimators, it is also assumed that the process
noisewk in (1.23) and the measurement noise vk in (1.5) are uncorrelated:
E[wkv
T
k ] = 0 . (1.25)
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One of the most common dynamic estimators is the KF. The DKF is the linear KF
resulting from the linear process and measurement models deﬁned in (1.23) and (1.5),
respectively.. The DKF relies on the following assumptions:
1. The process and measurement models are linear;
2. The process and measurement noises are Gaussian-distributed with mean value
equal to zero, as denoted by (1.6) and (1.24), respectively;
3. The process and measurement noises are uncorrelated, as denoted by (1.25);
4. MatrixH is of full rank, which means that the network is observable. Speciﬁcally:
(1)m ≥ n, which is a necessary condition for the network observability, and (2)
rank(H) = n.
The DKF recursive equations are given here below [56]:
Prediction step
x̂k|k−1 = Akx̂k−1|k−1 +Bkuk (1.26)
Pk|k−1 = AkPk−1|k−1ATk +Qk (1.27)
Estimation step
Lk = Pk|k−1HT (HPk|k−1HT +Rk)−1 (1.28)
x̂k|k = x̂k|k−1 + Lk(zk −Hx̂k|k−1) (1.29)
Pk|k = (I− LkH)Pk|k−1 (1.30)
where x̂k|k−1 is the predicted state given the knowledge of the process prior to time-step
k, Lk is the Kalman gain, x̂k|k is the estimated state given zk, and I is the identity matrix.
Finally,Pk|k−1 andPk|k are the covariance matrices of the prediction and estimation
errors, respectively. Note thatH lacks of the subscript k, because it is time-invariant
except for sporadic changes in the network topology.
From (1.26)–(1.30), it is clear that the KF optimality strongly depends on the selection
of the correct values ofQk andRk. We will thoroughly discuss the assessment of the
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process-model uncertainty in Chapter 2.
After the prediction step, we can also deﬁne the innovation yk and its covariance matrix
Tk as
yk = zk −Hx̂k|k−1 (1.31)
Tk = HPk|k−1HT +Rk . (1.32)
The innovation plays an important role in Kalman ﬁltering as it is used to check the
optimality of the ﬁlter as well as for bad-data detection/identiﬁcation.
1.4.2 Historical notes on Kalman ﬁlter in power-system state estimation
In this section, we present in a chronological order some relevant contributions that
deal with power-system state estimation via KF. Other works that are inadvertently
missed constitute equally important contributions.
Since 1960 when R. Kalman presented the KF in his famous work [33], the research on
KF applied to power-system SE has been limited to few contributions. In principle,
the KF can provide an estimation accuracy better than the WLS, but this goes at the
expense of a higher algorithm complexity. Speciﬁcally, some of the problems related to
the KF implementation are listed here below:
1. the need of a process model that matches the power-system state dynamics that
we are interested to track, which is not trivial to be determined and may involve
the deﬁnition of several parameters;
2. the development of complementary applications becomes more challenging. For
instance, a bad-data processor has to take into account that a large residual can
be due not only to a measurement error, but also to a sudden state-change that
violates the process model;
3. the higher computational time does not facilitate real-time implementation.
In 1970, Schweppe mentioned the possibility to use a process model already in his ﬁrst
work [2] and shortly after Debs and Larsonn dedicated an entire paper to power-system
SE via KF [57]. They propose a linear KF that employs a linear process model and a DC
load-ﬂow approximation4 for the measurement model. The employed process model
4The DC load-ﬂow approximation consists in assuming loss-less lines (resistance equal to zero)
and voltages equal to nominal values of 1 pu at every bus. Therefore, losses and reactive-powers are
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is the well-known random-walk process-model denoted by
xk = xk−1 +wk (1.33)
where the only parameter to be set is the process-noise covariance matrix Qk. This
matrix is assessed by an a-priori direct search that is known to be a neither robust nor
optimal approach as the simulated scenarios cannot take into account all the operating
conditions. The KF and WLS results are compared as a function of the process-noise
covariance matrix and of the time-resolution of the measurements. This contribution
remained a sporadic attempt and KF was rapidly abandoned in favor of the WLS.
Nishiya et al. [49] propose a method that is able to discriminate between three anoma-
lies, i.e. occurrence of bad data, changes in network conﬁguration and sudden state-
variations. It consists in examining the innovation of a non-linear version of the KF,
so-called extended KF (EKF), that uses (1.33) as process model. In particular, the skew-
ness of the distribution of the innovation sequence is an indicator of the presence
of bad-data. Then, if the normalized innovations of the power-ﬂow measurements
exceed a certain threshold, a change in the network conﬁguration is suspected and
the network topology is re-estimated. Otherwise, the large values of the normalized
innovations are attributed to a sudden state-variation.
Da Silva et al. [51] propose an EKF that tracks the state of power systems operating
under quasi-static conditions. They use the general process-model of (1.23) where
A and B are assessed on-line by means of the Holt’s linear exponential smoothing
method presented in [58], whereas Q is kept constant. Nevertheless, the authors
suggest adaptive estimation of Q for improved performance. It is shown that the
KF looses track of the state trajectory when a sudden change occurs. In this case,
the advice of the authors is either to disregard the prediction or to use more frequent
measurements. In addition, a bad-data processing algorithm based on both innovation
and residual vectors is proposed.
In [59], the authors present an EKF that incorporates short-term load forecasting based
on artiﬁcial neural network to obtain a realistic process model. The estimation step is
iterative as they include second-order terms in the approximation of the non-linear
measurement function. The scheme for anomaly identiﬁcation proposed in [49] is
used.
The EKF proposed in [60] incorporates a weight exponential-function in order to
increase the robustness of the ﬁlter. It includes second-order terms in the EKF as in
[59]. The performance is shown in presence of the three anomalies mentioned in [49].
The Authors of [61] explored a process model based on the load-ﬂow equations. The
disregarded and the voltage phase-angles are linearly related to active powers. See [1, Chapters 9.7 and
14.5] for further details.
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EKF performance are assessed by employing the DC load-ﬂow approximation. In [62],
this approximation is not employed in order to include also the voltage magnitude
in the state vector by using active- and reactive-power measurements. They use an
iterated version of the EKF called iterated EKF.
In what follows, we present the recent works on power-system SE via KF and it is worth
pointing out that all of them assume to have PMU data in the measurement set.
In [63] and [64], Jain and Shivakumar evaluate the impact of using PMU phasor mea-
surements in combination with SCADA measurements on the estimation accuracy
of an EKF state estimator. They employ the process model proposed in [51]. Later in
2009, they also published a literature review on tracking and dynamic SE techniques
[65]. A tracking estimator is a static estimator that uses new measurements to update
the past estimate instead of fully executing the iterative estimation from a ﬂat-start5
initialization at every time-step [66, 58].
The Authors of [50] propose to use an unscented KF [67], which is a KF that is able to
deal with highly non-linear models and does not need the computation of the Jacobian
matrices. They use the scheme for anomaly identiﬁcation proposed in [49] and they
employ the process model proposed in [51]. Due to the fact that Q is kept constant,
it is shown that the unscented KF estimation performance is degraded as soon as a
sudden state-change occurs, because the consequent state variation is not taken into
account in the process model. Once the anomaly is detected, the authors recommend
to increase Q or Pk|k−1, as was already suggested in [51]. Another alternative is to
re-initialize the state vector with a static estimator.
The Authors of [37] propose a two-stage KF: a DKF uses only PMU phasor measure-
ments to estimate the static state, i.e., voltage magnitudes and phase-angles; the
estimated static-state is passed to an EKF that estimates the dynamic state, i.e., the gen-
erator speeds and rotor-angles. The DKF is a novel adaptive KF (AKF) with inﬂatable
noise variances. The AKF with inﬂatable noise variances inﬂatesR and/orQ in case of
measurement errors and/or unexpected state-variations, respectively. It employs the
persistent model already proposed in [57]. The method is tested in fault condition and
in presence of bad-data.
In [68] a mixed-integer programming formulation of a distribution state estimator
based on PMUs is presented. The process model is the one used in [51] where the
parameters, includingQ, are determined by trial-and-error. Then, they propose a new
formulation of the estimation step that is capable of simultaneously discarding pre-
dicted values whenever sudden state-changes are detected. The method is applicable
5A ﬂat-start means that all voltage phase-angles are set to zero and all voltage magnitudes are set
to 1 pu. This is a typical initial guess in iterative procedure (e.g., load ﬂow or SE) as it is close to the
power-system state in normal operating conditions where the voltage magnitudes are close to the rated
values and the voltage phase-angle differences are small.
24
1.4. Dynamic linear estimation via discrete Kalman ﬁlter
only if the state variables are the same as the measurement quantities. Therefore, indi-
rect voltage phasor measurements at buses without PMUs are calculated via voltage
and current measurements of adjacent buses by using the line parameters.
In [69], a real-time simulator (RTS) is used to test and compare three non-linear KFs:
EKF, unscented KF and cubature KF. Indeed, they use both SCADA and PMU mea-
surements. The cubature KF, invented by the authors of [70], is designed to handle
high-dimensional non-linear problems under the Gaussian assumption of the noise
distributions.
1.4.3 PMU-based state estimation via discrete Kalman ﬁlter
Many contributions cited in the previous Section 1.4.2 focused on how to improve the
approximation of model non-linearities and on the deﬁnition of new process models
aiming at accurately represent the power-system time-behavior. These issues are no
longer a concern when we consider state estimators based exclusively on PMUs.
The measurement model is linear (see Section 1.1) and the state is estimated every 20
ms with reference to a 50 Hz system. The ﬁrst observation is that it makes no sense
to predict the state for such a short-time period. Thanks to the high-resolution PMU
measurements, the power-system can be considered to be in quasi-static conditions
during normal operation. We can assume that the state does not change signiﬁcantly
from one time-step to the other, so that a good approximation of matrixA in (1.23) is
the identity matrix. In addition, the power-system inputs are usually not controllable
from the SE perspective, thus, we can remove the controllable inputs u in (1.23). There-
fore, the process model already proposed in [57, 37] is suitable for these conditions
and is recalled here below:
xk = xk−1 +wk . (1.34)
This model is the autoregressive integrated moving average – ARIMA (0,1,0), also called
persistent model or random-walk. A remarkable advantage of using this process model
is that it requires the setting of a single parameter, i.e.,Q.
The linearity of both the process and measurement models enables the use of the
DKF. In the following, the DKF equations that were given in Section 1.4.1 for a general
process model are presented for the persistent process-model:
25
Chapter 1. Theory on PMU-based power-system state estimation
Prediction step
x̂k|k−1 = x̂k−1|k−1 (1.35)
Pk|k−1 = Pk−1|k−1 +Qk (1.36)
Estimation step
Lk = Pk|k−1HT (HPk|k−1HT +Rk)−1 (1.37)
x̂k|k = x̂k|k−1 + Lk(zk −Hx̂k|k−1) (1.38)
Pk|k = (I− LkH)Pk|k−1 (1.39)
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2 Adaptive Kalman ﬁltering for the
on-line estimation of the process-
model uncertainties
In this chapter, we deal with the on-line estimation of time-varying uncertainties as-
sociated with the process-model used by a discrete Kalman ﬁlter (DKF). We present a
heuristic method that assesses the process-noise variances from the previous estimates
and we statistically validate the adequacy of the persistent process-model in quasi-static
conditions. Then, we deﬁne a convex optimization problem that is able to cope with step-
processes by inferring the prediction-error covariances from a set of previous innovations;
indeed, this method is called prediction-error covariance estimation (PECE). The two
above-mentioned methods are tested in the context of power-system state estimation,
but they can be applied also in other domains as long as the assumptions hold.
2.1 Introduction
In Chapter 1 we explained how the assumption of a measurement infrastructure fully
based on PMUs leads to the deﬁnition of two linear models:
• Persistent process-model (1.34)
xk = xk−1 +wk (2.1)
where p(w) ∼ N(0,Qk) in whichQk is, in general, time-variant.
• Measurement model (1.5)
zk = Hxk + vk (2.2)
whereH is time-invariant and p(v) ∼ N(0,Rk), whereasRk is, in general, time-
variant.
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Then, we gave the corresponding DKF equations in (1.35)–(1.39), which involve the
deﬁnition of the covariance matrices of the measurement noiseR and of the process
noiseQ. The KF optimality depends upon the proper assessment of both covariance
matrices. Indeed, a well-known challenge in the application of the KF to real systems
is the identiﬁcation of the parameters of the stochastic-error distributions.
R represents the uncertainties associated with the measurements. As presented in
Section 1.1.2, these uncertainties consist of systematic and random errors. The random
errors may come from different sources, such as thermal noise and converters, whereas
the systematic errors are mainly introduced by the sensors, such as PTs and CTs. It
is known that, typically, the systematic errors of voltage and current measurements
in power systems are predominant. However, in this section we assume to have the
calibration certiﬁcates of the sensors so that we can neglect the systematic errors,
as explained in Section 1.1.2. Therefore, the diagonal elements of R represent the
variances of the random errors that are assumed to have a Gaussian-white distribution.
Besides,R is diagonal as we neglect the correlations between measurements for the
reasons mentioned in Section 1.1.2.
Q represents the process-model uncertainties associated with each state variable. The
assessment ofQ is complicated as the power-system state is continuously moving. In
the literature dealing with KF-based power-systems SE (see Section 1.4.2),Q is usually
ﬁxed to a certain value assessed from historical data, which is typically the largest value
that allows the process model to remain valid even in worst case scenarios. This can be
a very sub-optimal procedure, because it cannot adapt to the continuously-changing
operating conditions of the network. For instance, if we set a very large value ofQ, the
process model is never violated and the KF never looses track of the system, but the
KF becomes essentially a LWLS; therefore, we do not exploit the ﬁltering capability of
the KF as we use it in a very sub-optimal way. Especially in our case where we use the
persistent process-model, every variation of the power-system state is attributed to the
process noise and, thus, is reﬂected in the process-noise covariance matrix. Therefore,
we need to use an AKF that performs an on-line assessment of the process-model
uncertainties. This is a quite challenging task and, indeed, it is still a research subject
in many different domains, especially in the area of automatic control.
Another hidden hypothesis is that the process noise has to be smaller than the mea-
surement noise in order to allow the KF to effectively ﬁlter the measurement noise.
If it is not the case, it is logical to think that the measurements are already very close
to the optimal estimate achievable and, again, the KF cannot do much better than a
WLS. Indeed, when the process noise is larger than the measurement noise, the entries
of Q are larger than those of R and it is known that the KF solution approaches the
WLS one as Q → ∞ [57]. The aforementioned hypothesis is satisﬁed thanks to the
high time-resolution measurements of PMUs, which allows us to consider the power
system to be in quasi-static conditions, except for sporadic events, such as changes of
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network conﬁguration, load inrushes, faults or load/generator disconnections.
In this chapter, we present two methods that continuously-estimate the process-model
uncertainty in order to adapt it to different power-system operating conditions. Our
goal is to enhance the SE accuracy by ﬁltering the measurement noise. The resiliency
against bad data and network-model errors is not treated in this chapter.
In Section 2.2, we provide the literature review on the assessment of the KF covariance
matrices.
In Section 2.3, we formally prove the better accuracy of the KF over the WLS if the
process model is correct.
In Section 2.4, we present a heuristic method for the assessment ofQ that was ﬁrstly
proposed in [71] and further investigated in [72]. This method is effective in terms of
estimation accuracy when the network is in quasi-static conditions and is suitable for
real-time applications as the computation ofQ takes less than a millisecond.
In Section 2.5, we present a more sophisticated method that is able to track sudden
changes of the system state. It consists in a constrained convex optimization problem
that has the computational time as main drawback.
2.2 Literature review on the estimation of the Kalman ﬁlter
covariances
In the early 1970’s, Mehra [73] classiﬁed into four categories the methods for the
estimation of the KF covariances: Bayesian [74, 75], maximum likelihood [76, 77, 78],
correlation [79, 80, 81, 82, 83, 84, 85, 86, 87, 88], and covariance matching [89].
The Bayesian andmaximum-likelihood estimationmethods are characterized by a high
level of complexity and are usually employed for the case of time-invariant systems. As
observed in [78], a relevant advantage of these approaches is that they can be applied
also when measurements are available at irregular intervals, which is quite common in
real applications.
Correlation techniques estimate the measurement and process-noise covariance ma-
trices by exploiting the sample autocorrelation functions of the innovations at different
lags. In [79, 80, 82, 83, 84, 85, 86, 87], the authors consider only time-invariant systems,
whereas [81] extends the problem formulation to time-variant systems. However, as
remarked in [73] and shown in [81], the correlation methods provide sound results
mainly for time-invariant systems. In [83], the authors propose a least-squares opti-
mization problem based on the correlations between the innovations; this method
is able to ensure the positive semi-deﬁniteness of both R and Q, which is essential
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to guarantee the KF numerical stability and, thus, the accuracy of the solution (see
Section 2.5.2). Then, a follow-up of this paper is presented in [86], where the authors
present new conditions for the uniqueness of the covariance estimates as well as
an optimal weighting to be used in the least-squares objective to ensure minimum
variance in the estimates. The work presented in [88] deals with adaptive estimation
of both R and Q for time-variant models. The method is based on the correlation-
innovations approach and includes an approach to ensure the positive deﬁniteness of
the covariance matrices.
Covariance-matching methods consist in adaptive algorithms that, at every sampling
step, assess the KF parameters directly from the past state estimates. They are par-
ticularly effective in case eitherR orQ is known, as stated in [73]. Myers and Tapley
[89] use a direct estimation of bothR andQ from their sample covariances at every
sampling step.
Correlation and covariance-matching techniques need ad-hoc procedures in order to
ensure the positive semi-deﬁniteness of the estimated covariance matrices, which is
not guaranteed by the method itself. The authors of [89] use an approximated coun-
termeasure to ensure positive diagonal elements of the covariance matrices, which
consists in replacing the estimated diagonal elements with their absolute values. Simi-
larly, in [88] the positive deﬁniteness of the estimatedR andQ is ensured with further
processing of the two matrices after their estimation; therefore, also this method is ap-
proximated. An effective way to ensure the positive semi-deﬁniteness of the estimated
covariance matrices is to solve a constrained optimization problem, as in [83].
In the context of power systems, very few papers deal with the evaluation of the KF
process-model uncertainty. The value ofQ is usually assumed to be constant, which
leads to a non-adaptive ﬁlter that could have very poor estimation accuracy with
respect to a ﬁlter whose stochastic parameters are frequently updated. In [37], the
authors formulate an optimization problem that is only able to inﬂate the process-
noise variances when a step-variation in the power-system state occurs. The authors
mention that the inﬂatedQ could be decreased by employing an exponential decay
with time constant to be deﬁned by the user.
2.3 Estimationaccuracy: Kalmanﬁlter vs. weighted least squares
The content of this section is based on [72]. The accuracies of KF vs. WLS are theo-
retically compared as explained in what follows. To formally quantify this difference,
it is useful to recall that the KF process makes use of all the available measurements,
past and present, whereas the WLS algorithm uses only measurements of the current
time-step. The former should intuitively perform better, provided that the process
model hypotheses that underlie the KF are correct. The following theorem formalizes
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this aspect. It states that the estimation error with the KF algorithm is always less than
the estimation error with the WLS algorithm, the difference being given equal to the
mean square difference between the two methods:
Theorem 1. Assume that the true (unknown) state xk satisﬁes the process model in
(2.1). Assume that the system parameters are known. Let x̂k,WLS and x̂k,KF be the state
estimates obtained at time-step k with the WLS and KF algorithms, respectively. Then,
denoting E as the expected value operator,
E
[
‖xk − x̂k,WLS‖2
]
= E
[
‖xk − x̂k,KF ‖2
]
+ E
[
‖x̂k,WLS − x̂k,KF ‖2
]
(2.3)
Proof. First of all, by standard KF theory, e.g., [90], the estimation of the non-
observable state is equal to its conditional expectation, given the sequence of measure-
ments, i.e.,
x̂k,KF = E[xk|Fk] (2.4)
where Fk the σ-ﬁeld generated by all measurements up to and including time-step k.
Second, consider theHilbert space of randomvectors (with values inRn) equippedwith
the inner product 〈V,W〉H  E[
∑n
i=1 ViWi]. It is requested to show that the random
vector xk − x̂k,KF is orthogonal,1 in the sense of this Hilbert space, to all random
vectorsW that are Fk-measurable (i.e., that are a function of the measurements up to
time k; in this context, the initial conditions of the estimation algorithms are assumed
to be known and non-random). Note that what needs to be shown is that:
E
[
〈W,xk〉
]
= E
[
〈W, x̂k,KF 〉
]
(2.5)
with 〈W,xk〉 =
∑n
i=1Wixk,i.
To prove (2.5), observe that, for any (real-valued) random variable U that is measurable
with respect to Fk, it can be written that E[U |Fk] = U and further [90]:
E[Uxk,i|Fk] = UE[xk,i|Fk] = U x̂k,KF,i
Note that such a U can be any non-linear real-valued function of (z1, . . . , zk). Take
expectations on both sides and use the fact that the expectation of the conditional
expectation is the same as the original expectation (law of total expectation [90]) and
obtain
E[Uxk,i] = E[U x̂k,KF,i] (2.6)
Consider now any Fk-measurable random vector W, apply (2.6) to U = Wi for all
1We remind here that when two vectors are orthogonal, their inner product is equal to zero.
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coordinates i and sum over i; then it becomes
E
[
n∑
i=1
Wixk,i
]
= E
[
n∑
i=1
Wix̂k,KF,i
]
(2.7)
which shows (2.5) as required and it means that
E
[
n∑
i=1
Wi( x̂k,i − x̂k,KF,i)
]
= E[〈W,xk − x̂k,KF 〉] = 0 (2.8)
namelyW and xk − x̂k,KF are orthogonal.
Now observe that both x̂k,WLS and x̂k,KF are Fk-measurable because they are de-
rived from the measurements. Therefore, the previous result can be applied to (2.3)
then follows from Pythagoras’s equality. (QED)
Final remark: The theorem applies as long as the process model in (2.1) holds. This
explains why it is important to verify the adequacy of the process model.
2.4 New heuristic method for the on-line assessment ofQ
The content of this section is based on [71] and [72]. The original contributions are the
following:
1. The formulation of a new heuristic method for the on-line assessment ofQ [71],
which is conceived to be deployable in real-time embedded hardware;
2. A comparative assessment of the performance (accuracy and computational
time) of the DKF and the LWLS estimators [72] via numerical simulations on a
transmission network (New England 39-bus system) and a distribution feeder
(IEEE 123-bus test feeder);
3. The numerical proof of Theorem 1 [72];
4. The numerical validation of the correctness of the persistent process-model
when the process-noise covariance matrix is assessed via the heuristic method of
point 1 [72].
2.4.1 Analytical formulation
The method described here below assesses the diagonal elements of Q by using a
moving window composed of the previousN estimated states. The estimated value of
Q is denoted by Q̂.
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The idea behind the formulation of this method is the following. In quasi-static con-
ditions the sample variance of the last N state estimates aims at representing the
process-model uncertainty, although the latter tends to be overestimated as we will
show in Section 2.5.2. Instead, when the state changes monotonically (increasing or
decreasing), the diagonal values ofQ increase and the method is able to rapidly (but
not instantaneously) increase Q̂. Hence, the method is able to react to quick variations
of the system state.
Note that the proposed method is based on the fact thatQ is not supposed to change
dramatically from one time-step to the other; therefore,Q should be updated more
frequently than the system-state dynamics that we want to track. Indeed, we make
reference to PMU-based state estimators characterized by a refresh rate of 50 estimates-
per-second in order to accurately track most of the grid-state changes (except for large
steps, as illustrated in Section 2.5).
The analytical formulation of the proposed method is given here below. At time-step k
and denoting the state estimate with x̂, the procedure to estimateQk consists in the
following steps:
• The ith element of a vector g ∈ Rn is computed as the sample variance of the ith
elements of the lastN estimated states:
gi = var[x̂k−1|k−1,i, . . . , x̂k−N |k−N,i] (2.9)
• Then, the elements of g constitute the diagonal of the estimatedQk:
Q̂k = diag(g). (2.10)
Matrix Q̂ is diagonal and, in general, the diagonal elements are different from each
other. The larger N , the larger the entries of Q̂. Parameter N can be determined by
pre-tuning as we do in Section 2.4.2.
This method is simple and straightforward to implement. In Section 2.4.2 we show
that it also provides a good estimation accuracy although, being heuristic, it remains
sub-optimal. Additionally, it is not speciﬁc for power-system SE and can be applied
also to other ﬁelds.
2.4.2 Simulations and results
In this section, we evaluate the SE accuracy via the procedure described here below:
1. The network true state and the true values of the measurements are computed
each 20 ms via a load-ﬂow calculation;
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2. The measurements used in SE are generated by adding Gaussian-white random
noise to the true quantities computed in step #1 (we assume to have no systematic
errors as stated at the beginning of this chapter);
3. The estimated state is computed by using the network model, the measurements
and, in case of dynamic estimators, also a process model;
4. The SE accuracy is obtained by comparing the estimated state with the true state
computed in step #1.
Further details on the simulation procedure are given in the following sections that
present the testing results for a transmission network and a distribution feeder. It is
important to mention that the results shown in this section are obtained by removing
the ﬁrst 500 time-steps from the original simulation. The reason is that the KF initial
state is usually set to an arbitrary value (e.g., a ﬂat-start) that might be far away from
the true state. Therefore, the KF is characterized by an initial phase in which the state
estimate approaches the true state. In this initial stage, we set a constant and high
value ofQ in order to accelerate the approach. AfterN time-steps, the value ofQ used
by the DKF is assessed by the heuristic method described in Section 2.4.1. After 500
time-steps, the effects of this initial phase are negligible as we use values ofN that are
much lower than 500.
Transmission network
We consider the New England 39-bus system; as the network is balanced, the direct
sequence is estimated. A schematic of the network and themeasurement conﬁguration
are shown in Fig. 2.1. The network data can be found in [91, Appendix A]. We assume
that bus #31 is the connection point of the system to an external network so that the
voltage at bus #31 is not ﬁxed. The equivalent circuit of the external network is modeled
with a ﬁxed voltage source in series with a short-circuit impedance, which are called
SB and Zsc in Fig. 2.1, respectively. The voltage source SB represents the slack-bus
in the load-ﬂow calculation.The value of Zsc is computed by assuming a rated voltage
of 380 kV, a short-circuit power of 50GVA. The base power is 100MVA. The network
is assumed to be in quasi-static conditions, which means that the network state is
moving slowly and no sudden changes are present.The active powers and the voltage
magnitudes at the generator buses are ﬁxed to the values speciﬁed in [91, Appendix A].
In order to reproduce realistic time-series, the load active/reactive powers come from
real power measurements provided at 50 measurements-per-second by PMUs installed
in the 125-kV sub-transmission network of Lausanne, Switzerland. The values of these
real power measurements are adapted to the values speciﬁed in [91, Appendix A]. As an
example, Fig. 2.2 shows the time-evolution of the active and reactive powers absorbed
by the load at bus #4. Note that the simulation time is 30 s that corresponds to T = 1500
time-steps, because the PMU reporting-rate is 50 measurements-per-second.
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Figure 2.1 – Network topology of the New England 39-bus system together with the
adopted measurement conﬁguration.
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The PMU placement shown in Fig. 2.1 ensures the full-network observability, i.e.,
matrix H has full rank. There are 19 buses equipped with PMUs that measure the
nodal-voltage phasor and the current-injection phasor at the respective bus. We also
exploit the 12 zero-injection buses as virtual measurements that consist in null values
with small uncertainty. The total number of measurements ism = 100 and the state
dimension is n = 78 so that the redundancy level is about 1.3. This small redundancy
is chosen in order to have a quite large estimation uncertainty on the nodal voltages
that are not directly measured. As a consequence, the SE accuracy improvement due
to the DKF noise ﬁltering is more pronounced and the DKF results are signiﬁcantly
better than the LWLS ones. As the redundancy level increases, the difference between
the DKF and LWLS results becomes smaller. A comparison between the DKF and
LWLS accuracies for different measurement types and redundancy levels is provided
in Tab. 2.1.
The measurement noise is assumed to be a Gaussian-white sequence where the covari-
ance matrixR is diagonal, time-invariant and known. These hypotheses are justiﬁed
by the following considerations:
• the noise mean-value is considered to be zero as we assume to compensate
the systematic errors of the sensors by using their calibration certiﬁcates, as
explained in Section 1.1.2;
• R is considered to be diagonal, because the measurements are assumed to be
uncorrelated for the reasons presented in Section 1.1.2;
• R is approximated as a time-invariant matrix, because the random-noise charac-
teristics do not change signiﬁcantly when the power system is in normal operat-
ing conditions2.
The standard deviations of the real and imaginary parts of voltage and current measure-
ments are assumed to be 0.001pu. We also performed tests whereRwas time-varying
as the noise standard-deviations were calculated as a percentage of the measured
values; however, the SE results were similar to those presented in what follows.
The SE numerical results for the transmission network case are presented and dis-
cussed in the following. First of all, we perform a tuning of parameterN that is used
to assess Q (see Section 2.4.1). We run the same simulation composed of T = 1500
time-steps with different values of N and we compute the root mean square error
2This assumption may not be valid when some particular event occurs, such as a fault, where the
voltage and current magnitudes can vary dramatically. Further research is needed to examine these cases.
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Figure 2.3 – RMSE of the DKF as a function of the parameterN .
(RMSE) of the DKF estimates as follows:
RMSE =
√√√√ 1
T + n
T∑
k=1
n∑
i=1
(xestk,i − xtruek,i )2 . (2.11)
Fig. 2.3 shows thatN = 30 provides the best accuracy for this speciﬁc case; this value
is used for the simulations in this section.
Assuming to have the perfect knowledge of the measurement model (i.e., of H and
R), the KF optimality depends on how accurate the process model is. More precisely,
we need to verify that the covariance properties of the model do hold. To this end,
we deﬁne the ith element of the vector of the normalized state-estimate residuals at
time-step k as
rNx,i =
x̂k|k,i − x̂k−1|k−1,i√
Qk−1,ii
(2.12)
and we check whether these residuals are uncorrelated. Fig. 2.4 shows the time
evolution of the residuals and the sample auto correlation functions (ACFs). For
brevity, we show only the plots related to the real part of the voltage at bus #37 where
the largest estimation error is observed, but similar results are obtained for the other
state variables. We observe the time evolution of the residuals to check whether the
stationarity assumption is satisﬁed, which is the case. A more formal veriﬁcation is
to analyze the sample ACFs. The latter are computed by considering the ﬁrst ∼√T
lags, where we recall that T = 1500 is the number of simulation time-steps. If the
residuals are uncorrelated, the ACFs should be within the noise margins ±1, 96/√T
with 95% of probability [92]. The noise margins are the two straight lines in the ACF
plot of Fig. 2.4. It can be seen that the above-mentioned condition is fulﬁlled; therefore,
the normalized residuals of the state estimates are uncorrelated and the DKF process
model can be considered to be accurate. Note that the sample ACF is a statistically
distributed quantity. The fact that, in few cases, the ACFs are slightly beyond the
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Figure 2.5 – RMSEs of the DKF and LWLS at each bus.
noise margins does not violate the validity of the result and the numerical proof of the
statistical correctness of the process model.
Fig. 2.5 shows the RMSE of the voltage magnitude V and phase-angle δ at each bus;
it can be seen that the DKF errors are, on average, signiﬁcantly smaller than those of
the LWLS. Fig. 2.6 shows the RMSE of the voltage magnitude and phase-angle at each
time-step. The DKF accuracy is better during the entire simulation. Fig. 2.7 shows
the time evolution of the voltage magnitude and phase-angle at bus #37. This ﬁgure
reﬂects the results presented in Figs. 2.5 and 2.6: the DKF is able to effectively ﬁlter
the measurement noise and to closely track the true state, whereas the LWLS state
estimates are characterized by a much larger variance.
We also make a comparison with a DKF that uses a matrixQ that is constant in time
and is diagonal with all the entries equal to a valueQd (called DKFQ sampling). In Fig. 2.8,
we plot the RMSE of DKFQ sampling as a function ofQd = 1÷ 10−16. We also display the
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The true value and the values estimated by DKF and LWLS are displayed.
RMSEs of the LWLS and of the DKF that uses a value ofQ assessed continuously with
the heuristic method of Section 2.4.1 (called DKFQ assessed), which are straight lines as
they are independent ofQd. The curve of the DKFQ sampling approaches the LWLS for
large values ofQd and has a minimum inQd = 10−9. The RMSE of the DKFQ assessed is
close to this minimum. Therefore, in this speciﬁc case, the DKFQ assessed is, on average,
as accurate as a DKF that uses the best constant value ofQ obtained from an extensive
search. The advantage of the DKFQ assessed consists in being able to adapt its process
model uncertainty to changing operating conditions as it can dynamically change the
value ofQ.
Finally, we verify whether the quantitative conclusion of Theorem 1 in Section 2.3
numerically holds. Intuitively, this has to be the case in view of the results of Fig. 2.8.
Fig. 2.9 shows the left- and right-hand sides (LHS and RHS, respectively) of (2.3). The
LHS and RHS are close to each other, which means that the equality is in expectation.
The expectations are estimated by empirical averages; therefore, a small discrepancy
is expected. In Fig. 2.9, the contributions of the two terms of the RHS of (2.3) are also
shown; the contribution of the second one is predominant, which proves that the DKF
is applied correctly.
It is worth clarifying that the above-presented results refer to the measurement con-
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Figure 2.9 – Numerical validation of Theorem 1. We show the LHS vs. RHS of (2.3). The
separate contribution of the two terms of the RHS is also shown.
Table 2.1 – RMSEs of the DKF and LWLS for different measurement conﬁgurations.
Network RMSELWLS RMSEDKF RMSELWLS/ RMSEDKF
Conf. 1 9.4 · 10−4 1.8 · 10−4 5.2
Conf. 2 1.9 · 10−4 8.0 · 10−5 2.4
Conf. 3 1.6 · 10−4 7.6 · 10−5 2.1
Conf. 4 1.5 · 10−4 7.2 · 10−5 2.1
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ﬁguration depicted in Fig. 2.1. It is interesting to how the SE accuracy of the DKF
and LWLS estimators changes as a function of the chosen measurements. To this end,
Tab. 2.1 presents the RMSEs of the two state estimators for different measurement
conﬁgurations that are listed here below:
• Conﬁguration 1: the one depicted in Fig. 2.1;
• Conﬁguration 2: voltage and the current-injection measurements at all the buses
but zero-injection buses;
• Conﬁguration 3: voltage measurements at all the buses and current-ﬂow mea-
surements at the sending side of every line;
• Conﬁguration 4: voltage measurements at all the buses and current-ﬂow mea-
surements at the sending and receiving sides of every line.
As the redundancy level augments, the DKF keeps being more accurate than the LWLS,
but the ratio between the LWLS and DKF errors decreases. The advantage of using a
DKF for reducing the measurement noise is stronger for low redundancy levels.
Distribution feeder
In this section, most of the simulation conditions and results are the same as for the
transmission network presented in the previous section. Therefore, the reader can
make reference to the section on the transmission network for the deﬁnitions and
explanations of repeated items.
We employ the IEEE 123-bus test feeder [93]. The power absorptions/injections are
assumed to be different in the three phases and mutual coupling between phases is
present; therefore, SE is performed in the three-phase domain. A schematic of the
network and the measurement conﬁguration are shown in 2.10. We assume that the
network has a rated voltage equal to 15 kV and the line parameters correspond to the un-
balanced conﬁguration #602 speciﬁed in [93]. The value of the short-circuit impedance
Zsc is computed by assuming a short-circuit power of 300MVA and a resistance-to-
reactance ratioRsc/Xsc = 1/10. The base power is 10MVA. A photovoltaic (PV) plant
and a mini-hydro plant are placed at buses #92 and #112, respectively, and inject only
active power into the grid. The active/reactive powers absorbed by loads as well as the
active power injected by generators come from real power measurements provided
at 50 measurements-per-second by PMUs installed in the 20-kV distribution network
of the Swiss Federal Institute of Technology of Lausanne (the french name is École
Polytechnique Fédérale de Lausanne – EPFL), Switzerland. Fig. 2.11 shows the time
evolution of the aggregated active and reactive powers absorbed by all the loads and
the active power injected by a PV and a mini-hydro plants. Note that the PV injection
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Figure 2.10 – Network topology of the IEEE 123-bus test feeder together with the
adopted measurement conﬁguration. This topology is obtained by setting the switch
positions speciﬁed by the benchmark and is composed of 121 buses.
is characterized by quick variations that generate fast changes in the state variables as
we will observe later in this section.
SE exploits the information related to the 35 zero-injection buses as virtual mea-
surements and uses the real-time phasor measurements provided by 51 PMUs. The
locations of zero-injection buses and PMUs are given in Fig. 2.10 and ensure the
full-network observability (i.e.,H has full rank). The total number of measurements
is m = 822 and the state dimension is n = 726, which results in a redundancy level
of about 1.2. The noise characteristics are the same given in the transmission net-
work section, but we decrease the standard deviation of the current measurements
from 0.001pu to 0.0001pu, because the base value of the current is quite large for this
network.
For the above-described 123-bus test feeder, the result of a pre-tuning of parameter
N shown in Fig. 2.12 is thatN = 30 provides the best DKF accuracy; this value will be
used in the simulations presented in the following.
Fig. 2.13 shows the time evolution of the residuals deﬁned in (2.12) and the sample
ACFs in each phase of bus #61 where the largest estimation error is observed (similar
results are obtained for the other state variables). We observe that the residuals are
uncorrelated and the correctness of the DKF process model is veriﬁed.
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Figure 2.11 – Time evolution of the absorbed/injected powers of loads/generators.
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Figure 2.13 – Normalized residuals of the estimates of the real part of the voltage at bus
#61. Left plot: time evolution of the residuals. Right plot: sample ACFs of the residuals.
Fig. 2.14 shows that, on average, the DKF errors are much smaller than those of the
LWLS. In Fig. 2.15, it is interesting to observe that the DKF-RMSE time evolution
exhibits some peaks corresponding to the quick changes of the PV power injection (see
Fig. 2.11b), which result in fast changes of the system state as depicted in Fig. 2.16.
However, the DKF is able to recover quite rapidly thanks to the inﬂation ofQ operated
by the heuristic method proposed in Section 2.4.1. Fig. 2.17 shows the time evolution
of the element ofQ corresponding to the real part of the voltage at bus #92 in phase a.
Comparing Figs. 2.16 and 2.17, it is evident that this element ofQ is inﬂated when fast
changes of the corresponding state variable occur; then, during periods when the state
variable varies smoothly, the corresponding element ofQ decreases as expected.
As for the transmission network case, Fig. 2.18 shows that the DKFQ assessed is, on
average, as accurate as a DKF that uses the best constant value of Q obtained from
an extensive search. However, we recall that the advantage of assessing Q at each
time-step is that the DKF can closely track the system state in different operating
conditions, as shown in Figs. 2.16 and 2.17.
Finally, Fig. 2.19 veriﬁes that (2.3) related to Theorem 1 in Section 2.3 numerically
holds. For lack of space, only the ﬁrst 40 buses are shown, but the results are similar for
the remaining set of buses.
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Figure 2.14 – RMSEs of the DKF and LWLS at each bus. The maximum RMSE among
the three phases is shown.
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Figure 2.15 – Time evolution of the RMSEs of the DKF and LWLS.
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Figure 2.16 – Time evolution of the voltage magnitude V and phase-angle δ at bus #92
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Table 2.2 – Average computational time in milliseconds.
Network n m LWLS DKF
39-bus network 78 100 0.29ms 0.39ms
123-bus feeder 726 822 42ms 73ms
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Figure 2.17 – Time evolution of the element ofQ corresponding to the real part of the
voltage at bus #92 in phase a.
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Figure 2.19 – Numerical validation of Theorem 1 for buses #1–40. We show the LHS vs.
RHS of (2.3). The separate contribution of the two terms of the RHS is also shown.
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Computational-time
The SE computational-times for the transmission network and the distribution feeder
are inferred by using MATLAB 2014b that runs in an Apple MacBook Pro with a 2.5-GHz
CPU and 16-GB RAM. In both case studies, we assumed R to be time-invariant so
that the gain matrix G of the LWLS estimator is also time-invariant. Therefore, G
could be inverted only once and, at every time-step, the computation of the LWLS
solution reduces to a simple matrix multiplication. However, for the computational-
time assessment we considered the general case in which R is time-variant and we
solved the LWLS NE at every time-step.
Tab. 2.2 shows the computational times in milliseconds of the LWLS and DKF estima-
tors for the New England 39-bus system and 123-bus test feeder. It can be seen that the
LWLS is faster than the DKF, but both computational times are below 100 ms, which
is compatible with real-time applications. In order to achieve a SE refresh-rate of 50
estimates-per-second, the state estimators can be pipelined. It is worth mentioning
that if, as mentioned before, the LWLS gain matrix were computed only once, the LWLS
computational time would be order of magnitudes lower. The time employed to esti-
mateQ via the heuristic method is always much smaller than the computational time
of the DKF equations; therefore, the computational burden added by the proposedQ
assessment method is negligible.
2.5 Newprediction-error covariance estimationmethod (PECE)
for step-varying processes
The content of this section is based on [94].
The AKF presented in the previous Section 2.4 was able to provide satisfactory results
when the system is in quasi-static conditions. Similarly, the methods presented in the
literature review in Section 2.2 are conceived to estimate the stochastic parameters of
time-invariant or slow-varying processes. However, these methods have some delay
in tracking the state during step variations, which are common in power systems
as they are associated, for instance, with the connection/disconnection of different
components (mainly loads, generators and transmission lines). Still needed is a KF able
to ﬁlter the measurement noise and to track sudden step-variations with minimum
delay. In this section, we propose an AKF that addresses this problem by using a
new method for inferring Pk|k−1; this method is called prediction-error covariance
estimation (PECE). Nevertheless, our proposed AKF is not speciﬁc for power-system SE
only, actually it can be applied to every process where Assumptions #1–3 introduced in
Section 2.5.1 hold.
The analytical formulation of the PECE method is given in Section 2.5.1. In Sections
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2.5.2 and 2.5.3 we provide a performance assessment for the case of ideal processes
and for power-system SE, respectively. The PECE method is compared with the method
presented in [89], with our heuristic method presented in Section 2.4 and with the
LWLS.
Let us consider a system described by the persistent process-model in (2.1). The
process noise should be able to account for step variations. To this end, we enable the
covariance matrixQk to be time-varying and unknown. In contrast, the measurement
model is assumed to be linear, known and time-invariant. Hence, it can be deﬁned
as in (2.2) whereH andR are time-invariant. We also assume that the system is fully
observable, i.e.,H has full rank. In the following we provide the DKF equations given
in Section 1.4.3 where H and R lack of the subscript k as they are assumed to be
time-invariant:
Prediction
x̂k|k−1 = x̂k−1|k−1 (2.13)
Pk|k−1 = Pk−1|k−1 +Qk (2.14)
Measurement update
Lk = Pk|k−1HT (HPk|k−1HT +R)−1 (2.15)
x̂k|k = x̂k|k−1 + Lk(zk −Hx̂k|k−1) (2.16)
Pk|k = (I− LkH)Pk|k−1 (2.17)
We also recall the innovation and its covariance matrix under the aforementioned
assumptions:
yk = zk −Hx̂k|k−1 (2.18)
Tk = HPk|k−1HT +R . (2.19)
As it is known, the KF estimate is optimal if we use the optimal Kalman gain L that
depends on matrices Pk|k−1, H and R. The matrix Pk|k−1 contains the uncertainty
of the process noiseQ. Assuming the knowledge ofH, the literature dealing with KF
parameters estimation proposes several methods to infer the correct R and Q (see
Section 2.2), but most of these methods are suitable for time-invariant or slow-varying
systems. However, some systems are characterized by sudden and unpredictable
state-steps. In these cases, given a certain process model, the Kalman gain has to be
updated.
Our goal is to develop an AKF that ﬁlters effectively the measurement noise during
quasi-static conditions and is also able to track step-variations of the system state. We
consider a process that can be modeled as (2.1) with constant or slow-varyingQ and
48
2.5. New prediction-error covariance estimation method (PECE) for step-varying
processes
that exhibits state step-variations that violate the process model. AssumingH andR
are known and time-invariant, the goal is to keep tracking the state in spite of these
violations. We exploit the knowledge of the sample covariance matrix of the past and
current innovations (1.31) in order to estimate the prediction-error covariance matrix
Pk|k−1, from which follows the name PECE method. Hence, we automatically update
the Kalman gain before the measurement update. The PECE method consists in a
constrained convex optimization problem based on maximum-likelihood estimation
that ensures the positive semi-deﬁniteness ofPk|k−1.
2.5.1 Analytical formulation
The PECE method applies to cases where the following assumptions hold:
Assumption 1. The process model is the linear and time-variant persistent model
described by (2.1). Speciﬁcally, we consider the general case in which the process-noise
covariance matrixQk is unknown and changes as a function of time. Furthermore, we
are interested in the case where the system state is characterized by step variations
that violate the process model.
Assumption 2. The measurement model is linear, known and time-invariant. We
assume to have the perfect knowledge of both the measurement matrix H and the
measurement-noise covariance matrixR.
Assumption 3. The system is assumed to be fully observable by using a number of
measurements equal to or higher than the number of states: m ≥ n and matrixH has
full rank.
IfQk were known, the prediction-error covariance matrixPk|k−1 would be computed
iteratively from (2.14) and all the other quantities of interest would derive from (2.15)–
(2.17). However, this is not possible because of Assumption #1. The objective of PECE
is to provide an estimate ofPk|k−1 from the measurements, without direct estimation
ofQk. The procedure is given in the following.
Given Assumption #1, the KF prediction equation is given by (2.13). In order to quickly
react to step-variations of the system state, the PECE method takes advantage of the
innovation y that contains the new information brought by the measurements at each
time-step. In what follows, the PECE method’s algorithm is presented in four steps.
• Step 1. At time-step k, after the computation of the predicted state x̂k|k−1 by
means of (2.13) and when the new measurement set zk is available, the innova-
tion yk is calculated by using (2.18).
• Step 2. In static conditions, the innovations represent a white Gaussian sequence
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with covariance matrixT∞, deﬁned as
T∞ = HP∞HT +R. (2.20)
where P∞ is the value of Pk|k−1 as k → ∞. An approximation of T∞ is the
sample innovation-covariance matrix Ĉk, which is calculated at time-step k by
considering a moving-window composed ofN time-steps as
Ĉk = cov(yk,yk−1, ...,yk−N+1) (2.21)
As it is known, for stationary processes the sample covariance tends to the true
one asN increases. In non-stationary conditions, the true innovation-covariance
matrix varies at each time-step andwe denote it asTk. Thus, given the knowledge
of thematricesH andR (Assumption #2), we can re-write (2.20) as (2.19), recalled
here below:
Tk = HPk|k−1HT +R. (2.22)
Given the KF prediction equation (2.13), when the state has a sudden change,Tk
changes as well. The sample matrix Ĉk follows the variations of the true matrix
Tk, because the innovations incorporate the information of the measurements.
The PECE method exploits this feature in order to quickly react to the state
changes, as explained in the following steps.
• Step 3. EstimatePk|k−1 from the innovation samples, using maximum likelihood
estimation, as described in Theorem 3 below. This provides the estimate P̂k|k−1,
which is symmetric and positive semi-deﬁnite; using (2.15), this estimate is used
to calculate the Kalman gain L that is updated at every time-step. In quasi-static
conditions, L remains fairly constant. When a state step-variation occurs, the
KF prediction equation (2.13) is inaccurate, causing an increase of P̂k|k−1 and
consequently of L. Therefore, the KF trusts the measurements more than the
predicted state, which is the right action to take in order to quickly react to the
state variation.
Estimation ofPk|k−1. A natural method for estimatingPk|k−1 would consist in replac-
ing in (2.22) the matrixTk by the sample innovation-covariance Ĉk computed in Step
2 and solving forPk|k−1 (note that matricesH andR are known, by Assumption #2).
However, this process, in general, will not produce a semi-deﬁnite matrix. A more
adequate and more generally applied method is a ML estimation that can guarantee
the positive semi-deﬁniteness ofPk|k−1.
The estimation procedure uses the following optimization problem:
min
Σ
{
− log
[
det(Σ)
]
+ trace(ΣE)
}
(2.23)
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subject to: Σ real symmetric andΣ  0
In −Σ  0.
In this optimization problem (i) the optimization variable is the n× n, real matrixΣ,
assumed to be symmetric, (ii) In is the identity matrix of size n, (iii)E is a known and
ﬁxed matrix and (iv) the notation Σ  0 means that Σ is positive deﬁnite and the
notation In −Σ  0means that In −Σ is positive semi-deﬁnite.
Theorem 2. The optimization problem (2.23) is a convex problem; it has one unique
optimal solution Σ̂.
The proof is given in Appendix A.2. Note that problem (2.23) is a MAXDET problem
for which there exists efﬁcient software. Problem (2.23) is modeled and solved with
YALMIP employing the sdpt3 solver [95, 96].
We can now describe the estimation procedure. First perform a QR-decomposition of
the matrixR−
1
2H and obtain
R−
1
2H = V
(
U
0m−n,n
)
(2.24)
whereU is an upper triangular, real n× nmatrix, 0m−n,n is the null rectangular matrix
of dimensions (m− n)× n andV is an orthogonal matrix of dimensionsm×m. Note
thatU is invertible becauseH andR are full rank.
Second, let Êk be the square matrix of dimensions n× nmade of the ﬁrst n rows and
columns ofVTR−
1
2 ĈkR
− 1
2V:
Êk =
(
VTR−
1
2 ĈkR
− 1
2V
)
(1 :n, 1:n) (2.25)
Theorem 3. The maximum likelihood estimate of Pk|k−1 based on the observation of
the innovations is equal to
P̂k|k−1 = U−1
(
Σ̂−1 − In
)
U−T (2.26)
where Σ̂ is the optimal solution of the problem (2.23) withE replaced by Êk. The matrix
P̂k|k−1 is symmetric and positive semi-deﬁnite.
The proof is given in Appendix A.3.
2.5.2 Simulations and results for ideal processes
In this section, we evaluate the accuracy of the PECE method by considering ideal
processes where the time evolution of the system state is controlled so that the true
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value of every parameter of the process is known. The purpose is to verify whether
the ability of the PECE method to track step-variations of the system state is not at the
expense of its accuracy when there are no steps3. For this purpose, we ﬁrst consider a
process without step-variations in the system state and then study a process where we
add a step to the state variables. For all the cases treated in this section, we assumeR
to be diagonal and constant:
R = rIm (2.27)
where r is a scalar and Im ∈ Rm×m is the identity matrix.
The two case studies are described in detail here below:
• Base case: the process consists in a random walk as (2.1) withQ that is diagonal
and constant:
Q = qIn (2.28)
where q is a scalar and In ∈ Rn×n is the identity matrix. We have tested the two
possible conditions that can occur, i.e., q/r < 1 and q/r > 1.
• Base case plus steps: it consists in the same random walk processes of the base
case plus state step-variations of intentionally large amplitudes that violate the
process model.
It is worth observing that this section proves the effectiveness of the PECE method for
generic physical processes, as it can be applied to every process, as long as Assumptions
#1–3 of Section 2.5.1 hold.
The PECE method is compared with two other covariance-estimation methods:
• The method of Myers and Tapley [89], which will be called Myers henceforth in
this chapter. In [89], the assessment of bothQ andR is discussed. Whereas, we
assumeR is known, so that onlyQ has to be estimated. The formulation of the
Myers method is recalled in Appendix A.4;
• Our heuristic method proposed in Section 2.4, which will be called heuristic
henceforth in this chapter.
Three DKFs that use the three considered methods (PECE, Myers and heuristic) are run
3Indeed, a simple way to track state step-variations would be to always overestimate the value ofQ, as
the heuristic method proposed in Section 2.4 does (see Fig. 2.20). Obviously, the ﬁltering effectiveness is
compromised when no steps are present. Another way would be to inﬂateQ only when the step occurs,
as it is proposed in [37]. The problem is what value ofQ should be set before and after the step.
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in parallel. We assume that the DKFs have the knowledge ofR, but they do not know
Q.
The PECE, Myers and heuristic methods use a moving-window composed ofN time-
steps in order to assess the respective covariance matrices. It is important to recall that
the PECE method usesN innovations to inferPk|k−1, whereas the Myers and heuristic
methods use N state estimates to infer Q. In Section 2.5.2, we assess the inﬂuence
of N on the SE accuracy. The PECE method uses a moving-window composed of
N = 5000 time-steps, as it has been found to be an effective trade-off between ﬁltering
performance and fast tracking of state step-variations. Also the moving-window length
employed by Myers method is assumed to beN = 5000 time-steps. We chooseN = 30
for heuristic method, because it does not need a large moving-window length to
estimateQ (see Section 2.4.2).
Base case
Let us consider a multi-dimensional state x ∈ Rn, with n = 6. The process and
measurement equations are
xk = xk−1 +wk−1
zk = xk + vk
w ∼ N(0,Q)
v ∼ N(0,R)
in whichR andQ are deﬁned as in (2.27) and (2.28), respectively. First, we consider
the case where q/r < 1, with r = 10−7 and q = 10−10. As a consequence, the true
value of the KF prediction-error covariance matrix isP∞ = 3.21 · 10−9In. Note that the
important parameter is the ratio q/r. Indeed, different values of r and q resulting in the
same ratio lead to similar results.
The estimated state x̂ and thematrixQ, which are used in the threeDKFs, are initialized
by using the initial conditions listed here below:
1. The state vector is initialized to x0 = 1 (where 1 is a vector of ones), which is
different from the true state.
2. For the ﬁrst 15 000 time-steps, we useQ = q0In. To help the convergence of the
initial state x0 towards the true one, we set a high value of q0 = 10−5.
Fig. 2.20 shows the time evolution of the third diagonal element ofPk|k−1 estimated by
the three methods and its true value (the other diagonal elements exhibit an analogous
behavior). The time evolution of the RMSEs are shown in Fig. 2.21 for these three DKFs
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Figure 2.20 – Base case, q = 10−10. Time evolution of the third diagonal element of
Pk|k−1 (the other diagonal elements exhibit an analogous behavior): true and estimated
values.
plus a DKF that uses the exact value of Q denoted as DKFQ exact. At time-step k, the
estimation error vector ek is deﬁned as the difference between the estimated and the
true state:
ek = x̂
est
k − xtruek . (2.29)
Note that the RMSE accounts for the errors of all the six state variables. Until the
15 000th time-step, the three DKFs use a large value of Q equal to 10−5In, so that
the estimation errors are the same for every DKF and remain large. Afterwards, the
process covariances start to be assessed and the errors of the three DKFs decrease,
thus reﬂecting the behavior of thePk|k−1 estimates. As visible in Fig. 2.20, thePk|k−1
inferred by the PECE method converges to the true value ofPk|k−1 in about 10 000 time-
steps, which corresponds to twice the moving-window lengthN = 5000. Afterwards,
thePk|k−1 estimates oscillate around the true value ofPk|k−1 (see the enlarged part of
Fig. 2.21) and the estimation errors become similar to those of the DKF that uses the
exact value ofQ. The convergence of the Myers method is much slower and thePk|k−1
estimates takes a longer time to converge to the true values, i.e., hundreds of thousands
of time-steps. However, the estimates are characterized by smaller variations compared
to the PECE method (see Fig. 2.20). The heuristic method’s convergence phase lasts
few time-steps, because it uses a small moving-window lengthN = 30. Then, it tends
always to overestimate the value ofPk|k−1. As a consequence, the measurement noise
is not ﬁltered effectively, which leads to signiﬁcant estimation errors.
Let us now consider the case in which q/r > 1, with r = 10−7 and q = 10−6. The
corresponding true value ofP∞ is 1.09 · 10−6In. Fig. 2.22 shows the time evolution of
the third diagonal element ofPk|k−1 for this case (the other diagonal elements exhibit
an analogous behavior). The Myers and PECE methods estimate its precise true value,
whereas the heuristic method provides again larger variances. It can be noted that the
PECE method estimates immediately the correct value ofPk|k−1, whereas the Myers
method takes 5 000 time-steps to approach it. However, the estimation errors of these
three DKFs are almost equal to those of the DKF that uses the exact value of Q. We
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Figure 2.21 – Base case, q = 10−10. Time evolution of the RMSEs.
do not show the RMSEs for this case, because they are indistinguishable and oscillate
between 0.2 · 10−3 and 1.6 · 10−3. These results are caused by the predominance of the
process noise, making simple its estimation from the samples. This case is not of high
interest, because the process model has a limited inﬂuence on the KF solution. Indeed,
the simple processing of the measurements leads to state estimates very close to the
optimal ones.
Base case plus steps
Let us consider the same process of the Base Case, with r = 10−7, q = 10−10, and x0 = 1.
For this case, we wait until the convergence phase is ﬁnished (time instant 0), and
1 000 time-steps later we simulate a state step-variation of amplitude 10−2, which is
signiﬁcantly larger than the process-noise standard deviation. By the time the state
change occurs, we expectPk|k−1 to increase, because the assumed persistent model in
(2.1) is no longer accurate. Note that, as the step is applied to every state variable, they
become correlated. In order to show the effect of the estimated off-diagonal elements
of Pk|k−1 on the state estimates, we add a further DKF, called PECEdiag. The latter
uses the PECE method in which the variableΣ of the optimization problem (2.23) is
diagonal.
Fig. 2.23 shows the time evolution of the third diagonal element ofPk|k−1 estimated by
the four DKFs when the step occurs, and Fig. 2.24 shows a further zoom of Fig. 2.23
(the other diagonal elements exhibit an analogous behavior). The trend of the off-
diagonal elements ofPk|k−1 is highly dependent on the speciﬁc simulation parameters.
Their effect is evident by comparing the behavior of the DKF estimates given by the
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Figure 2.22 – Base case, q = 10−6. Time evolution of the third diagonal element of
Pk|k−1 (the other diagonal elements exhibit an analogous behavior).
PECE and PECEdiag methods. The DKF that uses the Myers method has a remarkable
delay in inﬂating Pk|k−1 and consequently in tracking the system state during and
after the step, as is visible from the RMSEs in Fig. 2.25. This behavior is typical of the
covariance-estimation methods that inferQ by exploiting only the knowledge of the
past state estimates. It is known thatQ inﬂuences the state estimates, and vice versa,
as a closed-loop, therefore both take several time-steps to increase. At the time of the
step, the heuristic method had smaller errors because it overestimates the value ofQ,
as we have seen for the base case. Shortly after the step, the heuristic method inﬂates
Q rapidly, so that the estimation errors decrease in only a few time-steps. Unlike the
other two methods, the PECE method uses the past innovations and the innovation at
the current time-step that already contains the information brought by the upcoming
set of measurements. Then, it updates the value of Pk|k−1 before the measurement
update. Indeed, the PECE method is the only one able to increase Pk|k−1 exactly by
the time the step occurs (i.e, with no delay) as shown in Fig. 2.24. This characteristic
enables the PECE method to immediately react to state step-variations. Fig. 2.25 shows
that the estimation errors of the DKF that uses the PECE method are the smallest, both
exactly when the step occurs and shortly afterwards. In Fig. 2.25, it is also evident
that the DKF that uses the PECE method reacts faster than the DKF that uses the
PECEdiag method. Therefore, the estimated off-diagonal entries of P̂k|k−1 improve the
state-tracking capability.
Finally, we consider a case in which q/r > 1 (r = 10−7 and q = 10−6) and a state
step-variation is present. The step-variation is of amplitude 1 and occurs at the 1 000th
time-step. Note that the step amplitude is larger than the case where q/r < 1, because
a step amplitude of 10−2 would be comparable to the process noise. Fig. 2.26 shows
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Figure 2.23 – Base case plus steps, q = 10−10 (a step occurs at the 1 000th time-step).
Time evolution of the third diagonal element ofPk|k−1 (the other diagonal elements
exhibit an analogous behavior).
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Figure 2.24 – Base case plus steps, q = 10−10 (a step occurs at the 1 000th time-step).
Further zoom of Fig. 2.23 close to the step-variation that occurs at the 1 000th time-step.
time-step
990 1000 1010 1020 1030 1040
R
M
SE
0
0.002
0.004
0.006
0.008
0.01
DKF - heur
DKF - Myers
DKF - PECE
DKF - PECE diag
Figure 2.25 – Base case plus steps, q = 10−10 (a step occurs at the 1 000th time-step).
Time evolution of the RMSEs.
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Figure 2.26 – Base case plus steps, q = 10−6 (a step occurs at the 1 000th time-step). Time
evolution of the third diagonal element ofPk|k−1 (the other diagonal elements exhibit
an analogous behavior).
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Figure 2.27 – Base case plus steps, q = 10−6 (a step occurs at the 1 000th time-step). Time
evolution of the RMSEs.
the time evolution of the third diagonal element ofPk|k−1 estimated by the heuristic,
Myers, PECE and PECEdiag methods (the other diagonal elements exhibit an analogous
behavior). As in the case where q = 10−10, the PECE and PECEdiag methods increase
Pk|k−1 as soon as the step occurs, whereas the heuristic andMyers methods react with a
delay of one time-step. Indeed, only the PECE and PECEdiag methods are characterized
by limited errors during the step, as shown in Fig. 2.27. Note that, again, the accuracy
of the PECE method is better than that of PECEdiag, due to the effect of the estimated
off-diagonal elements ofPk|k−1.
Inﬂuence of parameterN on the SE accuracy
The only parameter that has to be set in the PECE method isN , speciﬁcally the number
of previous innovations used to calculate the sample innovation-covariance matrix in
(2.21). In this section, we present the inﬂuence ofN on the SE accuracy considering
both the base case and the base case plus steps in which q/r < 1. As already explained
for the base case, q/r < 1 is the case of interest where the noise ﬁltering can be effective.
The investigation involves the PECE and Myers methods. Unlike in the simulations
related to the base case and base case plus steps, where the RMSEs was calculated at
each time-step, here we show the RMSE that takes into account all the errors of the
T considered time-steps. Besides, we show the median value of the RMSEs obtained
in 10 different simulations. It is worth mentioning that we wait until the convergence
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(a) Base case (q = 10−10 , r = 10−7).
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(b) Base case plus steps (q = 10−10 , r = 10−7).
Figure 2.28 – RMSEs as a function ofN for the PECE and Myers methods. In the base
case, the RMSE is computed considering 2 000 time-steps. In the base case plus steps,
the RMSE is computed considering the 30 time-steps after the state step-variation.
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Figure 2.29 – Base case, q = 10−10, r = 10−7, N = 100. Time evolution of the 2nd
diagonal element ofPk|k−1 and of the associated 2nd element of the state vector: true
state and state estimated by the DKF that uses the Myers method. This ﬁgure shows
the numerical stability problems of the Myers method.
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phase is ﬁnished before performing this assessment.
Fig. 2.28a shows the RMSEs as a function ofN for the base case. The RMSE is computed
by considering T = 2000 time-steps. The PECE method degrades the estimation accu-
racy as we consider a smaller number of innovations. The innovations are affected by
the measurement noise that is not effectively ﬁltered if a small number of innovations
is used. The RMSEs of the Myers method remains quite stable and smaller than that of
the PECE method forN > 500. Note that the use of a smaller value ofN also leads to
a faster convergence of the Myers method to the true value ofPk|k−1 compared with
Fig. 2.20. However, the accuracy of the Myers method drops for small values ofN (i.e.,
N = 20 and N = 100) due to the fact that the positive semi-deﬁniteness of Pk|k−1 is
not guaranteed by the Myers method. As a consequence, the KF numerical stability
might be compromised and the KF solution sometimes diverges from the true state.
This phenomenon is visible in Fig. 2.29 where N = 100: the state estimated by the
DKF that uses the Myers method loses track of the true state in many occasions, e.g.,
when negative diagonal elements ofPk|k−1 are estimated (i.e., at time-step 5.7 · 104).
For the ideal case considered in this section, signiﬁcant estimation errors related to
this problem occur only forN < 300.
Fig. 2.28b shows the RMSEs as a function ofN for the base case plus steps. The RMSE
is computed by considering the T = 30 time-steps after the state step-variation. As
expected, the PECE method outperforms the Myers method in the period following the
step. In contrast with the base case, the smallerN is, the smaller the errors are, because
the last innovations have a higher weight in the computation of the sample covariance
(2.21).
2.5.3 Simulations and results for power-system state estimation
The effectiveness of the PECE method is here proven in the context of power-system SE
via the procedure presented in Section 2.4.2. We use the New England 39-bus system
and we consider the network operating conditions described in Section 2.4.2, except
for the time evolution of the reactive power absorbed by the load at bus #4. Speciﬁcally,
in order to show the behavior of the PECE method when a state step-variation occurs,
we simulate a sudden drop of 90MVAR of the reactive power at bus #4, which can be
caused, for instance, by the disconnection of a shunt reactor. This event is shown in Fig.
2.30. In Fig. 2.31, we highlight the fact that the drop affects two time-steps as a result
of the response to transients of the phasor-estimation algorithm of the PMU (see [97]
for further details). The reactive-power drop produces step-wise perturbations in the
state variables, which are similar to those of the base case plus steps in Section 2.5.24. It
4We would like to clarify that the results do not change if we simulate a sudden variation of the active
power only or of both active and reactive powers simultaneously, because the covariance assessment
methods do not depend on what state variables experience the step-variation.
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Figure 2.30 – Time proﬁles of the active and reactive power at bus #4. A drop of about
90MVAR of reactive power occurs at 600 seconds.
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Figure 2.31 – Time proﬁle of the reactive power at bus #4: zoom close to the 90MVAR
step-variation.
is well-known that in transmission networks the reactive power mainly inﬂuences the
voltage magnitude; as we express the state in rectangular coordinates, both real and
imaginary parts of the voltage are affected.
The network schematic and the measurement conﬁguration are depicted in Fig. 2.1 in
Section 2.4.2. We recall that the measurement conﬁguration ensures the full-network
observability, i.e., matrixH has full rank (Assumption #3 of Section 2.5.1 holds).
The measurement noise is assumed to be a Gaussian-white sequence where the co-
variance matrixR is known, time-invariant and diagonal. Further explanations can be
found in Section 2.4.2. The standard deviations of both the real and imaginary parts of
the measurements are assumed to be 0.33% of the full scales of the sensors.The voltage
sensors’ full scales are assumed to be equal to the rated voltage; the current sensors’
full scales are assumed to be equal to twice the largest value of the current-injection
magnitude at the respective bus in the considered simulation period. From the above-
mentioned hypotheses, the linear measurement model is known and time-invariant
(Assumption #2 of Section 2.5.1 holds).
Moreover, we use the process model given in (2.1) for the reasons already given in
Section 1.4.3 (Assumption #1 of Section 2.5.1 holds).
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Accuracy performance analysis
In the following we analyze the accuracy performance of ﬁve state estimators, i.e.,
four DKFs that use the Myers, heuristic, PECE and PECEdiag methods, and the LWLS.
As in Section 2.5.2, the heuristic method uses N = 30, whereas the PECE, Myers and
PECEdiag methods use N = 5000. The inﬂuence of parameter N on the SE accuracy
for the speciﬁc application of power-system SE is presented later in this section.
The ﬁrst part of the simulation consists in an initial phase of 300 seconds (correspond-
ing to 15 000 time-steps as for the base case in Section 2.5.2) inwhichwe keep a constant
value ofQ for the considered DKFs and their estimated states converge from a ﬂat-start
initialization towards the true state. For brevity, the initial phase is not shown in this
section.
The time evolution of the RMSEs of the ﬁve considered state estimators is given in Fig.
2.32; it is composed of three sub-ﬁgures: Fig. 2.32a shows the entire simulation, Fig.
2.32b shows a portion of the simulation where the network is in quasi-static conditions,
and Fig. 2.32c shows the portion of the simulation close to the state step-variation. The
RMSEs of the Myers method exhibit high sporadic spikes that are clearly visible in Fig.
2.32a. This numerical stability issue of the Myers method has already been described
at the end of Section 2.5.2 (in particular, see Fig. 2.29), and it is due to the fact that the
Myers method does not ensure the positive semi-deﬁniteness ofPk|k−1. Note that the
smallerN , the worse the numerical stability issue.
Fig. 2.32b shows the RMSEs when the network is in quasi-static conditions, i.e., the
load powers are varying smoothly with no steps of signiﬁcant amplitude. The errors of
the four DKFs are comparable except for the occasional spikes of the Myers method,
whereas the LWLS errors are about three times larger on average. We can observe that,
unlike in the base case in Section 2.5.2, the accuracy of the heuristic method is just
slightly worse than that of the other DKFs.
Fig. 2.32c shows the RMSEs during and after the step-variation. The LWLS keeps
the same estimation accuracy, because at every time-step it relies only on the mea-
surements taken at that time-step. The KF, instead, uses also the past information to
compute the system state. As soon as the step occurs,Pk|k−1 should be adapted in or-
der to attribute a lower weight to the predicted state with respect to the measurements.
In other words, the KF behavior should approach that of the LWLS. The Myers and
heuristic methods detect the occurrence of the step with a time-step delay, because
they use only the state estimates. Therefore, they are characterized by large estimation
errors when the step occurs. After the step, the heuristic method recovers the correct
state tracking faster than the Myers method. The PECE method is the only one that has
a peak of the errors comparable to the one of LWLS. Indeed, it estimates the newPk|k−1
by using the innovations before the measurement update, so that the information
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brought by the measurements at the time of the step is already taken into account in
the Kalman gain. The accuracy of the PECEdiag method is signiﬁcantly worse than that
of the PECE method, proving the importance of using a full matrix in the optimization
problem (2.23). These results conﬁrm those obtained for the base case in Section 2.5.2.
The reactive power step-variation affects mainly the real part of the voltage phasors
at bus #4 and at the neighbor buses. Fig. 2.33 shows the time evolution of the real
part of the voltage phasor (in pu of the rated voltage) at bus #4: the true value and the
value estimated by the considered state estimators. It reﬂects the estimation errors
shown in Fig. 2.32c. It is worth mentioning that some of the state variables estimated
by the Myers, heuristic and PECEdiag methods go even on the opposite direction of the
true state variation. For instance, this undesired behavior occurs with the Myers and
heuristic methods for the real part of the voltage phasor at bus #31, as shown in Fig.
2.34. This is due to the incorrect value ofPk|k−1 estimated by these methods when the
step occurs. These wrong estimates are other possible equilibrium points of the power
system far from the true ones. Note that this behavior was observed also in [37].
Inﬂuence of parameterN on the SE accuracy
This section shows the inﬂuence of parameter N on the SE accuracy. This study
is carried out separately for the network in quasi-static conditions and during the
step-variation. In the ﬁrst case, we consider the 100 seconds prior to the step. In the
second case, we consider the 2 seconds following the step-variation. For both cases,
we compute the RMSE for all the time-steps contained in the considered time-window
and we show the median value of the RMSEs obtained in 10 different simulations.
The RMSEs as a function of N are shown in Figs. 2.35a and 2.35b for the system in
quasi-static conditions and during the step-variation, respectively. The accuracy of
both the PECE and Myers methods are examined.
Concerning the system in quasi-static conditions, the estimation accuracy of both
the PECE and Myers methods degrades asN diminishes. However, it can be seen that
the accuracy of the PECE method is much better than that of the Myers method for
all the considered values ofN . This is mainly due to the numerical stability problem
of the Myers method that we have previously discussed in the accuracy performance
analysis.
As expected, also the study on the step-variation reveals that the PECE method out-
performs the Myers method for all the considered values ofN . The accuracies of both
methods decrease asN decreases, which indicates an opposite trend with respect to
the results of the ideal case in Section 2.5.2. Regarding the Myers method, the reason
lies in more signiﬁcant numerical stability problems. Instead, the worsening of the
PECE method’s accuracy asN decreases is due to the increasing effect of the measure-
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(a) Entire simulation.
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(b) Zoom of Fig. 2.32a during quasi-static conditions.
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(c) Zoom of Fig. 2.32a on the state step-variation.
Figure 2.32 – Time evolution of the RMSEs.
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Figure 2.33 – Time evolution of the real part of the voltage at bus #4 that is the bus
where the reactive power step-variation occurs.
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Figure 2.34 – Time evolution of the real part of the voltage at bus #31: true and estimated
values.
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Figure 2.35 – RMSEs as a function ofN for the PECE and Myers methods. For case (a)
where the network is in quasi-static conditions, the RMSE is computed considering the
100 seconds prior to the step. For case (b) where the network state has a step-variation,
the RMSE is computed considering the 2 seconds following the step.
ment noise on the sample covariance matrix (2.21). Indeed, we have observed that the
small peak of the errors of the PECE method close to the step-variation has the same
amplitude irrespectively of the value ofN , whereas the errors after the step are highly
affected by the measurement noise. The latter is not effectively ﬁltered if a small value
ofN is set.
In conclusion, the PECE method guarantees a better accuracy than the Myers method
for all the considered values ofN in both quasi-static conditions and during the state
step-variation.
Computational-time performance assessment
The remarkable estimation accuracy of the PECE method comes at the expense of
the computational time. The latter is almost entirely devoted to solving the convex
optimization problem of (2.23) that depends only on the state dimension n. We can
instead neglect the time used to compute the sample covariance matrix (2.21), so that
the computational time is not function of N . Fig. 2.36a shows the computational
time of the PECE method as a function of n. Each value is an average over 100 simu-
lations. These results are obtained by solving the optimization problem (2.23) with
YALMIP employing the sdpt3 solver implemented in MATLAB 2014b [95, 96]. The
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laptop is an Apple MacBook Pro with a 2.5-GHz CPU, 16-GB RAM. The increase of the
computational time shown in Fig. 2.36a is exponential as the y-axis is in logarithmic
scale.
On the contrary, the computational time of the Myers and heuristic methods is signif-
icantly affected by the parameter N . Figs. 2.36b and 2.36c show the computational
time of these methods, as a function of the state dimension n; the three curves refer
to three values of N , i.e., 100, 1 000 and 10 000. Both methods are considerably faster
than the PECE method. In particular, the Myers method is characterized by a computa-
tional time that increases exponentially as a function of n, and it remains below 100
milliseconds for the considered values of n. The heuristic method is the fastest one
with a computation time always below 10 milliseconds.
2.6 Conclusions
In this chapter we compare the performance of the LWLS and DKF algorithms in terms
of accuracy and computational time. This analysis is carried out by employing the
following assumptions: (1) there are no systematic-errors, only random Gaussian-
white noise is present; (2) the linear measurement-model is known; (3) we use only
high time-resolution measurements from PMUs; (4) there are no bad-data and network
model errors, thus, the SE accuracy is directly linked to the capability of reducing the
measurement noise.
The ﬁrst part of this chapter is dedicated to the deﬁnition and testing of a new heuristic
method for the assessment ofQ that is used in a DKF. The DKF employs the persistent
process-model deﬁned in (2.1). This method estimates Q based on the knowledge
of the previous N state estimates. The method is straightforward to implement and
the only parameter that needs to be set is N that requires a tuning stage. The case
studies consist in the New England 39-bus system and the 123-bus test feeder that are
assumed to be in quasi-static operating conditions. The theory predicts that DKF is
more accurate than the LWLS as long as the process model is correct. We statistically
validated the adequacy of the persistent process-model used in combination with the
proposed heuristic method that infersQ. Then, we showed that the DKF outperforms
the LWLS in terms of accuracy, but the LWLS is faster in terms of computational time.
However, both of themare able to estimate the system state in less than 100ms for these
case studies and are suitable for RTSE of networks of similar size. We observed that
the proposed heuristic method is fast and able to adaptQ to the changing operating
conditions of the network. We also noticed that the improvement of the DKF results
with respect to the LWLS results is particularly pronounced when the redundancy level
is low.
In the second part of this chapter, we proposed a new method, called prediction-error
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Figure 2.36 – Computational time as a function of n. For the Myers and heuristic
methods, multiple curves refer to different values of N.
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covariance estimation (PECE), for the assessment of Pk|k−1 that is suitable for SE
of step-varying processes where the process-noise covariances are time-varying and
unknown. It relies on the knowledge of a linear and time-invariantmeasurementmodel
and was tested for a persistent process-model. The PECE method correctly estimates
the value of Pk|k−1 for a process characterized by constant noise-covariances, and
tracks the system state even during large step-variations. To the best of our knowledge,
no other method proposed in the literature relying on the same assumptions is able to
achieve such accuracy performance. The PECE method makes use of a constrained
convex optimization problem that computesPk|k−1 from the innovations and ensures
the positive semi-deﬁniteness ofPk|k−1. Only parameterN has to be set, which is the
number of previous innovations that are used to computePk|k−1. We tested the PECE
method for ideal cases and for DKF-SE of the New England 39-bus system where a
large step-variation of the system state is simulated. We also give a comparison with
the SE results of a LWLS, a DKF that use a value ofQ assessed by the heuristic method
presented in Section 2.4.1 and a DKF that use a value of Q assessed by the method
presented in [89]. On one hand, the PECE method is faster than the other two methods
in tracking state step-variations. On the other hand, it is computationally expensive
for high-dimensional systems. It is also important to highlight that the PECE method
estimates the full matrix Pk|k−1, and we showed that the correct assessment of the
off-diagonal entries ofPk|k−1 plays an important role in the proper tracking of state
step-variations. Future research will focus on a more general process model.
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3 Linear state estimation with zero-
injection equality constraints via
LQ-decomposition
In this chapter, we discuss the problem of linear power-system state estimation with
linear equality constraints associated with zero-injection buses. Speciﬁcally, we focus on
the linearweighted-least-squares algorithm. We present variouswell-known approaches
to handle zero-injections; then, we propose a method based on LQ-decomposition that
strictly satisﬁes the equality constraints and reduces the dimension of the state vector.
We demonstrate the performance improvement of the proposed method in terms of
numerical stability and computational efﬁciency via numerical simulations conducted
on the 39-bus New England test system.
3.1 Introduction
The content of this chapter is based on [98]. The presence of zero-injection buses
is common in power systems. These buses are characterized by an injected power
strictly equal to zero, which is the case of interconnection substations. Power-system
SE can exploit zero-injections as an information that contains no error. Therefore, SE
becomes a constrained optimization problem where zero-injections are the equality
constraints.
Making reference to a WLS state estimator, a simple yet approximated way to include
equality constraints is to convert the constraining equations in virtual measurements
[39, 40]. The latter are deﬁned in Section 1.1.1 as additional measurements with very
small uncertainties. This method is approximated as it cannot strictly satisfy the
zero-injection equalities. Besides, the main drawback of this approach is that the
coefﬁcient matrix1 in the WLS NE may become poorly conditioned due to the disparity
1The coefﬁcient matrix refers to the matrix that contains the coefﬁcients of the variables in a set of
linear equations.
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of weights assigned to real-time measurements, virtual measurements (associated
with zero-injections) and pseudo-measurements (associated with historical data or
forecasts) [99, Chapter 22]. In Section 1.1.1 we clearly state the difference between
virtual measurements and pseudo-measurements.
Alternatively, zero-injection equality constraints can be strictly satisﬁed by employ-
ing the method of Lagrange multipliers. However, in this case the state dimension
increases and, in general, the modiﬁed coefﬁcient matrix becomes not positive deﬁnite
[100, 101]. The positive deﬁniteness of the coefﬁcient matrix is important to enhance
the computational speed of the SE solution; with reference to the WLS, asG is positive
deﬁnite, it can be decomposed in Cholesky factors so that the NE can be solved in an
efﬁcient way by forward/backward substitution.
Every approach that introduces the zero-injection information modiﬁes the NE coefﬁ-
cient matrix and its condition. As the ill-conditioning of this matrix is a well-known and
important problem, in the following we summarize the relevant techniques that have
been proposed in the literature to alleviate this issue. In the context of non-linear WLS-
SE, several approaches are described and compared in [102, 54] [6, Chapter 3]. The use
of QR-decomposition (QRD) applied to the WLS NE considerably enhances the numeri-
cal stability at the expense of matrix sparsity and computation time [103, 104, 102, 105].
A comparative study focusing on numerical stability, computational efﬁciency, and
implementation complexity is given in [102]. In [6, Chapter 3] various approaches are
tested against different sources of ill-conditioning. The authors of [106] propose an
iterative method to satisfy the zero-injection equality constraints.
Note that all the above-mentioned methodologies were conceived for non-linear
iterative WLS-SE. When the measurements set contains only synchrophasor measure-
ments provided by PMUs, the SE problem becomes linear. Power-system linear SE
was ﬁrstly proposed in [29] and further investigated recently, e.g., [26, 72]. The mea-
surement matrix linking measurements and state variables is exact (not a Jacobian),
state-independent and constant in time. Consequently, the equality constraints associ-
ated with zero-injections are linear as well. As it is known, a constrained optimization
problem that has only linear equality constraints can be solved for a set of variables re-
duced by the number of constraints. The problem becomes an unconstrained problem
in a smaller number of variables.
In this chapter, we propose a method based on LQ-decomposition (LQD) to solve the
problem of LWLS-SE with linear equality constraints, which has the following features:
1. the state dimension is reduced by the number of linear equality-constraints
imposed by zero-injections;
2. the computation time is considerably decreased;
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3. the numerical stability is improved;
4. the equality constraints are strictly satisﬁed;
5. the structure of the WLS NE is preserved;
6. the coefﬁcient matrix remains positive-deﬁnite.
It is worth pointing out that the LQD of a generic matrixW corresponds to the QRD
ofWT . As the the NE structure is maintained, no extra modiﬁcations are required in
the implementation of already-developed techniques, such as the widely used LNR
method for bad-data processing [8]. The proposed method is compared with other
well-known techniques that were initially introduced for handling zero-injections in
non-linear WLS.
3.2 Linear State Estimation with Linear Equality Constraints
Let us consider a power-system with s buses and c zero-injection buses. We assume to
have a measurement infrastructure composed exclusively of PMUs that provide real-
time phasor measurements of nodal-voltages, nodal-current injections and current
ﬂows.
First, we recall the LWLS problem that uses real-time measurements from PMUs and
pseudo-measurements, without considering zero-injections. We provide again the
LWLS unconstrained optimization problem deﬁned in Section 1.2 by making explicit
the presence of x:
min
x
J =
1
2
(z−Hx)TR−1(z−Hx) (3.1)
resulting in the well-known NE:
Gx = HTR−1z (3.2)
where these vectors and matrices are deﬁned in Section 1.2. We recall that x ∈ Rn, z ∈
R
m includes only real-time measurements and pseudo-measurements,R is diagonal
and positive deﬁnite, andG = HTR−1H. Given that the network is observable,H is full
rank andG is positive-deﬁnite. Therefore,G can be decomposed in Cholesky factors
so that the NE can be solved in an efﬁcient way by forward/backward substitution.
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The presence of w zero-injection buses adds p equality constraints2 to the problem in
(3.1):
min
x
J =
1
2
(z−Hx)TR−1(z−Hx) (3.3)
subject to: Cx = 0
whereC is the p×nmeasurementmatrix related to the vector i0 of the current injections
at the zero-injection buses, which is obviously a null vector 0.
Assumption 1. The network is fully observable with the combination of real-time
measurements, pseudo-measurements and zero-injections.
This assumption implies thatm+ p > n, but not necessarily thatm > n. Therefore, the
network can also be unobservable by considering only real-time measurements and
pseudo-measurements.
Note that H and C are exact matrices (i.e., not Jacobians). They are also constant
in time as they do not depend on the network state, but only on the network model
(i.e., network topology and electrical parameters). Therefore, H and C need to be
recomputed only if a change in the network model occurs.
On the contrary, we letR to be time-variant. However, ifRwere assumed to be time-
invariant, the formulations of the methods treated in this chapter would not change
and the computational performances would be enhanced. The case of a time-invariant
R is discussed in Section 3.3.2.
In what follows, we describe three methods that deal with zero-injection equality
constraints in the context of LWLS-SE:
1. NE including virtual measurements, called VM ;
2. NE with constraints, called NE/C ;
3. NE derived from LQD, called LQD, which is the proposed method.
It is worth pointing out that the VM and NE/C methods have been widely discussed in
the literature and we simply reformulate them for linear SE in Sections 3.2.1 and 3.2.2.
Then, in Section 3.2.3 we present the proposed method based on LQD.
Finally, in Section 3.2.4 we recall the well-known QRD that improves the condition of
the coefﬁcient matrix in the NE.
2Speciﬁcally, p = 2w in case of single-phase SE and p = 6w in case of three-phase SE.
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3.2.1 Normal equation with virtual measurements (VM)
One way to treat equality constraints in (3.3) is to represent them as virtual measure-
ments. The augmented measurement vector including zero-injections is z0 ∈ Rm+p
and the correspondingmeasurement-noise covariancematrix isR0. Themeasurement
matrix is
H0 =
[
H
C
]
(3.4)
which has full rank thanks to Assumption 1 in Section 3.2. The NE becomes
HT0R
−1
0 H0 x = H
T
0R
−1
0 z0 . (3.5)
Compared to (3.2), the dimensions of the state and of the coefﬁcient matrix do not
change, whereas the measurement vector is larger. The coefﬁcient matrix is expected
to be more ill-conditioned as we added virtual measurements with small variances.
3.2.2 Normal equation with constraints (NE/C)
The optimization problem (3.3) can be solved by employing the Lagrange multipliers
method, which leads to the following Lagrangian function to be minimized as
min
x,λ
L = 1
2
(z−Hx)R−1(z−Hx) + λCTx (3.6)
where λ is the vector of Lagrange multipliers. Deriving (3.6) with respect to x and λ
yields[
αHTR−1H CT
C 0
][
x
λ
]
=
[
αHTR−1z
0
]
(3.7)
where α = min(Rii) is added as a scaling factor that improves the condition of the
coefﬁcient matrix [6, Chapter 3]. In general, the coefﬁcient matrix in (3.7) is no longer
positive deﬁnite.
3.2.3 Normal equation derived from LQ-decomposition (LQD)
The dimension of the optimization problem (3.3) can be reduced as it is linear with
only linear equality constraints. To this end, we propose a method based on LQD that
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is described in what follows. We apply the LQD only toC:
C = UV =
[
U1 0
] [V1
V2
]
= U1V1 (3.8)
whereU is a p× n lower triangular matrix andV is an n× n orthogonal matrix; then,
V1 is of size p× n,V2 is of size (n− p)× n, andU1 is a p× p lower triangular matrix.
Proposition 1. The full state x can be written as:
x = VT2 u (3.9)
where u ∈ Rn−p is the new state vector that has a reduced number of variables.
Proof. First, the fact thatV is orthogonal implies that
VVT = I (3.10)
VTV = I (3.11)
and from (3.10) we can also write
V1V
T
1 = I V2V
T
2 = I V1V
T
2 = 0 V2V
T
1 = 0 (3.12)
Second, using (3.8) and the fact thatCx = 0, we can write
Cx = U1V1x = 0 . (3.13)
and thus
V1x = 0 . (3.14)
Then, we use (3.11) and (3.14) to write
x = VTVx = VT1V1x+V
T
2V2x = V
T
2V2x (3.15)
Therefore, we can deﬁne a vector u such that
u = V2x (3.16)
and equation (3.15) becomes
x = VT2V2x = V
T
2 u . (3.17)
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(QED)
Considering Proposition 1, the constrained optimization problem (3.3) can be written
as an unconstrained optimization problem in a reduced number of variables as follows:
min
u
J =
1
2
(z−HVT2 u)TR−1(z−HVT2 u) (3.18)
By deﬁning a newm× (n− p)measurement matrix as
H˜ = HVT2 (3.19)
the optimization problem (3.18) corresponds to the following NE:
H˜TR−1H˜ u = H˜TR−1z (3.20)
where G˜ = H˜TR−1H˜ is the coefﬁcient matrix of size (n− p)× (n− p).
Note that the LQD ofC and the computation of H˜ do not need to be performed at every
time-step, because C is constant in time, except for seldom changes in the network
model. Therefore, at every time-step we just need to solve the NE in (3.20).
Proposition 2. The coefﬁcient matrix G˜ is positive deﬁnite.
Proof. G˜ is positive deﬁnite if both R and H˜ have full rank. R has full rank by con-
struction, whereas we have to demonstrate it for H˜.
Since the number of rows of H˜ (m) is larger than the number of columns (n − p) by
Assumption 1, all we need to show is that the null space of H˜ is reduced to {0}, i.e. we
have to prove that
H˜u = HVT2 u = 0 =⇒ u = 0 . (3.21)
Using (3.4), we can write
H0V
T
2 u =
[
HVT2 u
CVT2 u
]
(3.22)
where HVT2 u = 0 by assumption (3.21), whereas from (3.8) and using V1V
T
2 = 0 in
(3.12) we deriveCVT2 u = U1V1V
T
2 u = 0.
Therefore,H0VT2 u = 0, which implies thatV
T
2 u = 0, becauseH0 has full rank accord-
ing to Assumption 1. Considering thatV2VT2 = I in (3.12), it follows that u = 0.
(QED)
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The proposed method consists in the following steps:
Pre-computation of H˜:
1. Compute the LQD ofC in order to ﬁndV2, as in (3.8);
2. Compute H˜ by using (3.19).
State estimation at every time-step:
1. In the NE (3.20), decompose G˜ in Cholesky factors and solve for u;
2. Compute the full state x by using (3.9).
3.2.4 QR-decomposition (QRD)
As it is known, the numerical stability of the NE can be improved by using QRD
[103, 104, 102]. This procedure can be applied to both equations (3.5) and (3.20)
and the corresponding methods are called VM+QRD and LQD+QRD, respectively. On
the contrary the QRD cannot be applied to the equation of the NE/C method, because
of the different structure of the coefﬁcient matrix in (3.7).
To describe the method, we make reference to the general NE (3.2). First, we apply the
QRD toR−
1
2H [103, 54]:
R−
1
2H = FB = [F1 F2]
[
B1
0
]
(3.23)
whereF is anm×m orthogonal matrix,B ism×n, andB1 is an n×n upper triangular
matrix. The NE (3.2) can be re-written as follows:
HTR−
1
2R−
1
2Hx = HTR−
1
2R−
1
2 z (3.24)
and thus
BTFTFB x = BTFTR−
1
2 z . (3.25)
The orthogonal matrix property FTF = I yields
BTB x = BTFTR−
1
2 z . (3.26)
By using the matrix blocks in (3.23), we can further simplify (3.26) as follows:
B1 x = F
T
1R
− 1
2 z . (3.27)
This system of equations can be easily solved by backward substitution asB1 is upper
triangular.
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Figure 3.1 – Network topology of the New England 39-bus system together with the
adopted measurement conﬁguration.
3.3 Simulations and results
3.3.1 Test conditions
In this section, we compare the methods described in Section 3.2 in terms of numerical
stability and computational efﬁciency. For sake of comparison, we also consider a
LWLS, which we call NZI, that uses no zero-injection information, i.e., it corresponds
to solve (3.2). We carry out single-phase SE for the 39-bus New England test system
depicted in Fig. 3.1, where we reproduced the network operating conditions described
in [91]. The network is assumed to be in static conditions.
The adoptedmeasurement conﬁguration is shown in Fig. 3.1. Nopseudo-measurements
are used. PMUs are installed in 19 buses; each PMU measures the nodal voltage, the
nodal current-injection and all the current-ﬂows in the lines departing from a bus. The
set of real-time phasor measurements is composed of 19 voltages, 19 current-injections
and 33 current ﬂows (m = 142). This measurement placement aims at achieving the
full-network observability even without accounting for the zero-injection information,
so that we can also run the NZI estimator. Note that, in general, it is sufﬁcient that
Assumption 1 in Section 3.2 holds. Given that the number of state variables is n = 78,
the redundancy level with only real-time measurements is m/n = 1.8. Considering
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also the 12 zero-injection buses that add p = 24 equality constraints, the redundancy
level is (m+ p)/n = 2.1.
The true values of voltages and currents are obtained from a load-ﬂow calculation.
The phasor measurements are generated by adding Gaussian-white noise to the true
values and are expressed in rectangular coordinates. The noise standard-deviations
are expressed in polar coordinates: the magnitude standard-deviation is 0.17 % of
the measured value and the phase-angle standard-deviation is 3mrad. However, the
diagonal entries of R need to be in rectangular coordinates; thus, these standard-
deviations are projected from polar to rectangular coordinates by using the formulas
described in [48, Chaper 6.4]. This procedure results in diagonal entries ofR ranging
from 1.6 · 10−6 to 1.8 · 10−3. With reference to the VM method, the augmented matrix
R0 contains also the variances of the virtual measurements, which are computed as
σ2VM =
min(Rii)
γ
=
1.6 · 10−6
γ
(3.28)
where γ is a scalar that we use to modify the virtual-measurement variances.
3.3.2 Results
Tab. 3.1 summarizes the features of the considered methods and reports the results
obtained for the adopted grid, which are discussed in what follows. We point out that
the results of Tab. 3.1 are obtained by using γ = 1 for the virtual measurements.
We observe that the LQD method uses the least number of measurements (m) and
estimates the least number of state variables (n − p); therefore, we expect it to be
the most computationally efﬁcient, as proved later in this section. We recall that
the reduction of the state dimension via LQD is not repeated at every time-step as it
involves only matrixC that is constant in time.
As we considerR to be time-variant, each method has to solve a linear system of equa-
tion asAx = b, whereA is the coefﬁcient matrix. Depending on the characteristics of
A, we solve the system with different methods. For instance, ifA is full and positive
deﬁnite, Cholesky factorization is themost efﬁcient. We used the backslash operator “\”
of MATLAB that automatically checksA and employs the fastest method, as reported
in Tab. 3.1.
The condition number of the coefﬁcient matrix quantiﬁes the matrix ill-conditioning;
thus, we use the condition number as numerical-stability indicator. The VM method
has the highest condition number, although we set γ = 1, which means that we do not
use lower variances for the virtual measurements. The QRD decreases signiﬁcantly the
condition number from 107 to 103. The LQD method also leads to a signiﬁcant stability
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Table 3.1 – Comparison of the considered methods.
Network NZI VM NE/C LQD VM+QRD LQD+QRD
z size m m+ p m m m+ p m
x size n n n+ p n− p n n− p
Coeff. matrix: Type Full Full Full Full Triangular Triangular
Coeff. matrix: Positive def.? YES YES NO YES YES YES
Method used to solve Ax=b Cholesky Cholesky LU fact. Cholesky Back. subst. Back. subst.
Coeff. matrix: Cond. number 2.5 · 105 1.4 · 107 1.8 · 105 6.4 · 104 3.7 · 103 2.5 · 102
RMSE [pu] 1.7 · 10−3 7.5 · 10−4 7.5 · 10−4 7.5 · 10−4 7.5 · 10−4 7.5 · 10−4
MEP-ZIB [kW] 36 · 103 70 10−2 10−2 70 10−2
CPU time - mean value [μs] 380 420 480 260 510 380
improvement of three order of magnitudes, but we get the smallest condition number
of 102 with the joint application of LQD and QRD.
The estimation accuracy is quantiﬁed by the RMSEof the state estimates in a simulation
of T = 1000 time-steps; it is computed as
RMSE =
√√√√ 1
T + n
T∑
k=1
n∑
i=1
(xestk,i − xtruek,i )2 . (3.29)
In this speciﬁc case, every method provides the same RMSE, because the coefﬁcient
matrices are not highly ill-conditioned. Only the NZI method has a larger RMSE,
because it does not exploit the zero-injection information.
We check whether the zero-injection equality constraints are satisﬁed by computing
the maximum estimated power at the zero-injection buses (MEP-ZIB), which should
be zero. The VM method does not strictly satisfy the constraints with γ = 1; the MEP-
ZIB is 70 kW. Whereas, the NE/C and LQD methods are able to match the constraints;
the MEP-ZIB is few tens of watts due to the numerical-accuracy limit. The CPU time
averaged on T = 1000 time-steps indicates the computational efﬁciency. Simulations
are carried out in MATLAB 2014b running on an Apple MacBook Pro with 2.5-GHz CPU
and 16-GB RAM. It is also worth pointing out that the sparsity property of the matrices
is not exploited by means of dedicated tools. First, let’s examine the methods that do
not employ the QRD. The NE/C method is the slowest. The LQD method improves the
CPU time of 40% with respect to the VM method. Second, it can be seen that adding
the QRD worsens the CPU time for this speciﬁc case. However, for smaller networks
(approximately less than 20 buses), the QRD decreases the CPU time: applying the
QRD and then solving by backward substitution is faster than solving directly the NE by
Cholesky factorization. As we consider larger networks, the QRD becomes dominant
in the computation time.
As a ﬁnal observation, in LWLS-SE, ifH andR are time-invariant, the coefﬁcient matrix
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Table 3.2 – Impact of the variance assigned to virtual measurements on numerical
stability.
VM VM VM VM+QRD VM+QRD VM+QRD
γ = 1 γ = 103 γ = 107 γ = 1 γ = 103 γ = 107
Coeff. matrix: Condition number 1.4 · 107 1.4 · 1010 1.4 · 1014 3.7 · 103 1.2 · 105 1.2 · 107
RMSE [pu] 7.5 · 10−4 7.5 · 10−4 8.4 · 10−4 7.5 · 10−4 7.5 · 10−4 7.5 · 10−4
MEP-ZIB [kW] 70 10−2 10−2 70 10−2 10−2
of all the methods is constant in time and can be computed only once. At each time-
step, the computation just consists in a matrix multiplication and the CPU time is
dramatically decreased. Therefore, ifR is assumed to be time-invariant, the CPU times
of all the methods are in the order of few tens of μs for the considered example.
3.3.3 Impact of virtual-measurement variance on numerical stability
In Tab. 3.2, we illustrate the impact of virtual-measurement variance on numerical
stability. We use the parameter γ to change the variance: larger γ corresponds to lower
variance, as denoted by (3.28).
The case of γ = 1 is the same of Tab. 3.1. Setting γ = 103 we obtain a MEP-ZIB
that is similar to the NE/C and LQD methods, but we worsen the condition number.
When γ = 107, the ill-conditioning becomes severe and starts affecting the estimation
accuracy. The QRD maintains the numerical stability even for high ill-conditioning
levels.
3.4 Conclusions
In the context of linear SE with only linear equality constraints, the proposed method
based on LQD strictly satisﬁes the equality constraints derived from zero-injections
and reduces the number of state variables by the number of constraints. The structure
of the NE remains the same, which enables the use of existing techniques linked to
the WLS algorithm, such as the QR-decomposition and the LNR test. The positive
semi-deﬁniteness of the coefﬁcient matrix is preserved so that the NE can be solved
by employing efﬁcient procedures. Tests were performed on the New England 39-bus
system (that has 12 zero-injection buses) in order to assess the performance in terms
of numerical stability and computational time with respect to other methods that
handle equality constraints: the use of virtual measurements (VM) and the method
of Lagrange multipliers (NE/C). The simulation results showed that the LQD method
improves signiﬁcantly both numerical stability and computational time compared to
the other methods. Additionally, the combination of LQD and QRD further enhances
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the numerical stability at the expense of the computational time.
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4 Results of PMU-based state estima-
tion of real networks
In this chapter, we present the results of real-time state estimation implemented in
two real power systems: a distribution feeder and a sub-transmission network. State
estimation is exclusively based on synchrophasor measurements provided by PMUs. We
describe the network characteristics as well as the measurement infrastructure. Then, we
provide a detailed analysis of the accuracy and computational performance of different
state-estimation algorithms: linear weighted least squares (LWLS), least absolute value
(LAV) and discrete Kalman ﬁlter (DKF).
4.1 Introduction
From the best of our knowledge, the implementation of PMU-based RTSE in a real
power system is described only in one paper, i.e., [26], and further detailed in [27].
It consists in a three-phase LWLS installed in the 500-kV system of Virginia Electric
and Power Company with the purpose of investigating phase-unbalance issues and of
improving the tuning of protective relays. The state estimator provides 30 estimates-
per-second by using voltage and current-ﬂow synchrophasor measurements and has a
redundancy level of 2.2. The implementation and testing are widely discussed, whereas
the RTSE results are brieﬂy presented.
In this chapter, we present the implementation and results of PMU-based RTSE for two
real power-networks: a 20-kV feeder of the distribution network of the EPFL campus,
and a portion of the 125-kV sub-transmission network of the city of Lausanne, which
is operated by Service Industriels de Lausanne (SiL). The originality of this work lies in
the use of synchrophasor measurements produced by PMUs installed in real networks.
We compare the accuracy and computational performance of the LWLS, LAV and DKF
estimators described in Chapters 1, 2 and 3.
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Figure 4.1 – Schematic of the monitored feeder of the EPFL-campus distribution
network.
4.2 Distribution feeder of the EPFL-campus network
In the framework of the NanoTera S3-Grids Swiss project [28, 107], we installed sen-
sors and PMUs in a feeder of the EPFL-campus distribution network. The design
and implementation of the measurement infrastructure comprising sensors, PMUs,
telecommunication network and data processing are the result of a joint work of two
EPFL laboratories: the distributed electric system laboratory (DESL) and the computer
communications and applications laboratory 2 (LCA2). The purpose of the project
is to evaluate the accuracy and computational performance of RTSE in a real active
distribution network. We particularly focus on assessing the accuracy of the SE solu-
tion and we compare the results of various algorithms. In Section 4.2.1, we provide the
characteristics of the monitored network as well as of the measurement infrastructure.
Further device characteristics and implementation details can be found in [28]. The
SE results are illustrated in Section 4.2.2.
4.2.1 Network characteristics and measurement infrastructure
The network schematic is depicted in Fig. 4.1. The feeder has a rated voltage equal to
20 kV line-to-line and is composed of 6 buses and 5 three-phase lines. Buses #2 to #5
represent secondary substations. Each substation supplies buildings where there are
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ofﬁces, laboratories and a considerable amount of PV panels installed on the building
roofs; thus, this is a typical example of active distribution network. Recently, a 750 kW
- 560 kWh battery has been connected to bus #2 in the context of the SCCER-Furies
Swiss project [108]. The transmission lines are underground cables with cross section
equal to 150 mm2. The line parameters are R = 0.159ohm/km, X = 0.113ohm/km,
B = 84.8μS/km, and the line lengths are given in Fig. 4.1. We do not have any
information about the mutual coupling between phases; therefore, we assume that
the phases are totally independent. In this case, three-phase SE can be conducted
separately for each phase. The feeder is operated in open-ring conﬁguration where
bus #6 is a zero-injection bus.
We installed combined voltage/current sensors at the root of the feeder (bus #1) and
at the medium-voltage terminals of the transformers in every secondary substation
(buses #2 to #5), as shown in Fig. 4.1. A sensor is installed in each of the three phases.
The voltage sensors consist of 0.1-class capacity dividers and the current sensors
consist of 0.5-class Rogowsky coils. The rated voltage of voltage sensors is the line-to-
line rated voltage of the grid, i.e., 20 kV. The rated current of the sensors at bus #1 is
200A and the one of the sensors at buses #2 to #5 is 40A.
The signals that exit from the sensors at a given substation are provided to a PMU
through shielded cables. The PMU synchrophasor-estimation algorithm is the en-
hanced interpolated discrete-Fourier-transform proposed in [97]. This algorithm
adopts an acquisition time-window containing 3 periods of a signal at the nominal
power-system frequency (e.g., 60ms at 50Hz) and is characterized by an average mea-
surement reporting-latency of 44ms. The PMU is characterized by a maximum TVE
of 0.02% (deﬁned in [47]) that is maintained both in steady-state and in most dy-
namic conditions, irrespectively of the harmonic-distortion level. The synchrophasor-
estimation algorithm is deployed on the ﬁeld-programmable gate array (FPGA) of a
National Instruments CompactRIO 9068. The CPU is used to perform other tasks, such
as the streaming of the estimated quantities. The PMU synchronization is achieved
by means of a GPS signal. The phasor estimates are generated every 20ms and user-
datagram-protocol (UDP) datagrams are encapsulated according to IEEE C37.118.2-
2011 [109].
Single-pair high-speed digital subscriber line (SHDSL) modems transmit these data-
grams to a server room over a secured and dedicated communication network com-
posed of twisted pair cables (originally installed for telephony). Then, the datagrams
are sent through optical ﬁbers to a phasor data concentrator (PDC) located in another
EPFL building.
The PDC and state estimator are hosted on a dedicated workstation and are coded
in LabVIEW (the LWLS and DKF-heur algorithms are implemented in the real-time
environment). This workstation is GPS-synchronized. The PDC is fully developed by
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the DESL of EPFL and has two main functionalities: data aggregation that enables
to gather data coming from multiple PMUs into phase-aligned datasets, and data
pushing that enables to forward these datasets to further applications, such as SE. A
thorough description of the architecture and performance of this PDC is given in [110].
We implement the so-called absolute-time data-pushing logic, i.e., the time-aligned
datasets are reported at a constant reporting rate that is equal to the PMU reporting
rate (50 times-per-second). By using such a logic, the latency variations introduced by
the telecommunication media are completely nulliﬁed.
Once a complete set of measurements is available, it is pushed to the SE algorithm that
runs at 50 estimates-per-second. The measurements and the SE solution are saved
locally and then transferred on a database. We made the data publicly available on
[107].
The full set of real-time measurements is composed of 5 three-phase voltage pha-
sors and 5 three-phase current-injection phasors, i.e., 60 measurements. If the zero-
injections at bus #6 are treated as virtual measurements, the state estimator has to
process 66 measurements and provides 36 state variables, resulting in a redundancy
level of 1.8. For the case of a LWLS that employs the method proposed in Chapter 3,
there are 60 measurements and 30 state variables, resulting in a redundancy level of 2.
Derivation of the measurement-noise covariance matrix
The procedure to derive the diagonal elements of the measurement-noise covariance
matrixR (used by LWLS and DKF) is based on the concepts introduced in Section 1.1.2
and is explained in the following. We disregard the contribution of random noise as we
observed that the noises on the measured magnitudes and phase-angles are about a
order of magnitude smaller than the sensor uncertainties. The latter are predominant
also compared to the TVE value of PMUs; therefore, we neglect the PMU uncertainty
in the computation ofR. However, when particularly fast and large voltage/current
variations occur, such as during faults, the PMU error may be not negligible, as we
will observe in Fig. 4.9. Under these assumptions, the measurement variances are
evaluated from the limits of ratio error and phase displacement deﬁned by the sensors’
accuracy classes, which belong to type B standard uncertainties. We assume a normal
distribution and we divide these limits by a coverage factor equal to 3 in order to
obtain the standard deviations. The ﬁnal step consists in the projection from polar to
rectangular coordinates by using (1.7) and (1.8), because linear SE uses measurements
in rectangular coordinates (see Section 1.1). More details are given here below.
The limits of ratio error and phase displacement for voltage and current sensors are
plotted as a function of the measurand in Fig. 4.2. For the voltage sensors, the standard
IEC-61869-3 [46] speciﬁes the limits between 80% to 120% of rated voltage, as shown
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(a) Voltage sensors.
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Figure 4.2 – Limits of ratio error and phase displacement of the sensors (classes 0.1,
0.2, 0.5).
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in Fig. 4.2a. We deﬁne also the limits below 80% of rated voltage in order to run
SE even in abnormal conditions, such as in case of deep voltage sags; in particular,
we deﬁne the limits at 0.2% and 5% of rated voltage and we linearly interpolate the
values in between. If the voltage measurement is between 0 and 0.2% of rated voltage,
we assume the limit to remain equal, in absolute value, to the one at 0.2% of rated
voltage. For the current sensors, the standard IEC-61869-2 [45] speciﬁes the limits at
5%, 20%, 100% and 120% of rated current and we added the limits at 0.2% and 1%, as
shown in Fig. 4.2b. Then, we linearly interpolate the values in between. If the current
measurement is between 0 and 0.2% of rated current, we assume the limit to remain
equal, in absolute value, to the one at 0.2% of rated current.
For example, let us consider a 0.1-class current sensor with rated current equal to 100A
and a current-magnitude measurement equal to 20A (i.e., 20% of the rated current).
Considering Fig. 4.2b, the corresponding limits of ratio error and phase displacement
are 0.2% of 20A (i.e., 0.04A) and 2.4mrad, respectively. The standard-deviations are
obtained by dividing these values by a coverage factor equal to 3. Then, we project the
uncertainties from polar to rectangular coordinates by using (1.7) and (1.8). Finally,
the measurement variances are the squared standard deviations.
The zero-injections at bus #6 are treated in different ways depending on the SE algo-
rithm: (1) for the LWLS, we use the method proposed in Chapter 3; (2) for the DKF,
zero-injections are virtual measurements (see Section 1.1.1) with variances equal to the
smallest variance of the other real-time measurements; (3) for the LAV, zero-injections
are additional constraints in the optimization problem.
4.2.2 State estimation results
In this section, we use the case study described in Section 4.2.1 in order to compare
the results of the following state estimators:
• LWLS (see Section 1.2);
• LWLS that uses the LNR test to identify and remove bad data, called LWLS - LNR
(see Section 1.2);
• LAV (see Section 1.3);
• DKF that uses the heuristic method proposed in Section 2.4 to estimateQ, called
DKF - heur (see Section 2.4);
• DKF that uses the PECE method proposed in Section 2.5 to estimate Pk|k−1,
called DKF - PECE (see Section 2.5).
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We recall that we do not need a phase-angle reference for SE as PMUs directly measure
the phase-angle [31]. However, in the ﬁgures where we plot the phase-angle as a func-
tion of time, we adopted a common phase-angle reference just for display purposes.
Indeed, in real networks the power-system frequency is always different from the
PMU reporting-rate (exactly 50Hz); the changes of the phase-angle measurements are
dominated by this frequency difference making not visible the changes due to network
phenomena (note that for each mHz of difference, the phase-angle measurements
rotate of 6.3mrad per second). Therefore, we generate a phase-angle reference by
rotating a phasor at each time-step k of a rotation angle θk computed as
θk = 2π
(fk − f s)
f s
(4.1)
where fk is the power-system frequency measured by the PMUs (we use the mean
value of the frequencies measured by all the PMUs) and f s is the PMU reporting-rate
(50Hz). Then, we subtract this phase-angle reference to every phase-angle that we plot
as a function of time (e.g., right-graphs of Fig. 4.3a).
For the above-mentioned reasons, the DKF persistent process-model that we deﬁned
in Section 1.4.3 has to be adapted for the application in real networks. We need to
add a state-transition matrixAk that rotates the state of an angle θk at every time-step,
which is deﬁned as
Ak =
[
cos(θk) · In/2 −sin(θk) · In/2
sin(θk) · In/2 cos(θk) · In/2
]
(4.2)
where In/2 is the identity matrix of dimension n/2 and n is the state dimension. The
DKF process-model becomes
xk = Akxk−1 +wk . (4.3)
The number of past state estimates used by the DKF-heur to infer Q is N = 50; this
parameter was assessed by means of off-line simulations in a pre-tuning stage, as
explained in Section 2.4.2. For DKF-PECE, the number of past innovations used to
infer Pk|k−1 is N = 5000 that is the same number employed in Section 2.5. The
LWLS-LNR uses a threshold equal to 4 in the LNR test.
We consider a 100 s time window of measurements taken on November 17th 2014
at 11:12 a.m. (Swiss local time). In this time interval the network is in quasi-static
conditions as there are no particular events taking place.
In Tab. 4.1, we report all the power-injection measurements at time-step 1 of the
considered time window (power measurements are derived from voltage and current
phasors). The convention for positive and negative signs of the power is reported in Fig.
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Table 4.1 – Power-injection measurements at time-step 1.
Bus # #1 #2 #3 #4 #5
Pinj,a [kW] 94.1 -4.7 -20.3 -41.8 -27.1
Pinj,b [kW] 104.2 -4.6 -19.3 -51.3 -28.0
Pinj,c [kW] 93.4 -3.8 -20.0 -43.8 -25.3
Qinj,a [kVAR] -12.1 2.0 -0.8 -1.0 -0.5
Qinj,b [kVAR] -3.8 0.7 -0.2 -4.2 -3.5
Qinj,c [kVAR] 1.2 1.4 -0.5 -10.4 -3.4
1.1. All the loads absorb active power and the feeder imports about 100 kW per phase
from the upstream grid. The reactive powers are considerably unbalanced among the
three phases. In our case study, the reactive power generated by the cable capacitances
is often equal or greater than the overall reactive power absorbed by the loads; this
occurs in phases a and b, where the feeder behaves as a capacitor exporting reactive
power to the upstream grid. On the contrary, in phase c there is an important reactive
power absorption at bus #4 that forces the feeder to absorb reactive power.
Fig. 4.3 shows the time evolution of the voltage (magnitude and phase-angle) and
powers (active and reactive) at bus #1 in the three phases a, b, c. In Fig. 4.4 we display a
shorter time window (from 30 s to 40 s) in order to highlight fast changes that are not
visible in Fig. 4.3. The high-resolution measurements of PMUs allow the tracking of
very quick dynamics, such as the periodic steps in the active power starting at 36 s,
which are similar to a square wave. It can be seen that the LWLS estimates follow closely
the measured values. Small discrepancies are present due to the ratio error and phase
displacement of the sensors as well as due to line-parameter errors. In Fig. 4.3a we
can observe that the random noise on the measurements is quite small; the standard-
deviation of this noise is below 10−4 pu and 0.1mrad for the magnitude and phase-
angle, respectively. This is the reason why we decided to neglect the random-noise
contribution in the computation of the measurement-noise variances (see Section
4.2.1).
In Fig. 4.3 we also observe that there is no correlation between the time evolutions of
voltages and power injections, because the power changes are too small to inﬂuence
the voltage. This is due to stiffness of this grid that has short lines and high rated
voltage. Essentially, the voltage ﬂuctuations in Fig. 4.3a are caused by phenomena that
are external to this feeder and the relative voltage drop between buses is extremely
small. These observations are supported by Fig. 4.5 that compares the measured and
estimated voltages at all the buses at time-step 1. The measurements are affected by
the sensors’ errors, whereas the voltage estimates look equal at all the buses. Indeed,
the estimated voltage drop and phase-angle separation between buses are in the order
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(a) Voltage magnitude and phase-angle.
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(b) Active- and reactive-power ﬂows.
Figure 4.3 – Time evolution of voltages and powers at bus #1.
of 10−5 pu and 10−5 mrad, respectively, which are not visible. It is worth pointing out
that the differences between measurements and estimates in Fig. 4.5 remain almost
unchanged if we consider another time-step as they are mainly due to systematic
errors of the sensors and marginally to random noise. For example, from Fig. 4.5 we
observe that the difference between the measured and estimated value of V1,b is about
0.003pu and this difference is kept constant in the entire time window shown in Fig.
4.3a.
As we measure the power injections at every bus, we can evaluate the correctness of the
measurements by computing the sum of the active-power injections at all the buses,
which represents the grid losses. In Fig. 4.6 we show the measured and estimated grid
losses as well as the total reactive power produced by the cable lines. Measured and
estimated values can be considered to be in agreement even if the difference in the
grid losses appears to be signiﬁcant. Indeed, the measured losses are computed as
93
Chapter 4. Results of PMU-based state estimation of real networks
time [s]
30 32 34 36 38 40V
a
 
[pu
] a
t B
us
 1
1.036
1.0365
1.037
1.0375
LWLS
Meas
time [s]
30 32 34 36 38 40δ
a
 
[ra
d] 
at 
Bu
s 1
0.9795
0.98
0.9805
0.981
(a) Voltage magnitude and phase-angle.
time [s]
30 32 34 36 38 40
Pi
nj a
 
[kW
]
a
t B
us
 1
100
102
104 MeasLWLS
time [s]
30 32 34 36 38 40
Qi
nj a
 
[kV
AR
]
a
t B
us
 1
-16
-14
-12
-10
(b) Active- and reactive-power ﬂows.
Figure 4.4 – Zoom of Fig. 4.3 from 30 s to 40 s in phasea.
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Figure 4.5 – Voltage magnitude and phase-angle at time-step 1.
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Figure 4.6 – Time evolution of the total grid losses and of the total reactive power
produced by the cable lines.
the sum of all the measured power, thus, they contain the sum of the errors of all the
measurements; whereas, the estimated losses are much more accurate, because SE
exploits also the line parameters. Therefore, a difference of few kilowatts is expected.
The estimated grid losses are in the order of a few tens of watts so that this network
can be considered loss-free. On the contrary, it produces a considerable amount of
reactive power (relative to the loads) that is often exported to the upstream grid, as can
be seen also in Fig. 4.3b.
The SE accuracy is easy to be assessed in a simulation environment and it is derived
from the difference between the true state (e.g., obtained from a load-ﬂow compu-
tation) and the estimated one. Obviously, the true state of real networks is unknown
and the measurement residuals are the accuracy indicators that quantify the matching
between measurements and network model. In Section 1.2 we explained how the
magnitudes of the LWLS normalized residuals are used to detect, identify and remove
bad data in the measurement set. The normalized residuals should remain below a
threshold (usually 3 or 4) when there are no bad data and network-model errors.
Fig. 4.7 displays the distributions of the LWLS normalized residuals for the 100 s
time window of Fig. 4.3. The distribution statistics are visualized as box plots1. The
mean value of the normalized residuals related to some voltage measurements are
largely above 3. An on-site investigation allowed us to ﬁgure out that this result was
caused by an improper installation of the sensors. The normalized residuals of the
current measurements are below 3 except for an outlier in the real part of all the
current measurements in phaseb. This outlier corresponds to an event occurring at
bus #3 at time-instant 70.66 s (see Figs. 4.3b and 4.6), which is probably due to the
startup of a three-phase load. The power absorbed at bus #3 has a step change and the
PMU synchrophasor-estimation algorithm is affected by error during step changes,
as illustrated in [97]. The current residuals in phaseb are the most affected by the
1 Box plots provide a visualization of summary statistics for sample data and contain the following
features. On each box, the central mark is the median, the edges of the box are the 25% and 75%
percentiles, the two vertical lines extend to the most extreme data points not considered outliers (that
corresponds to ±2.7 standard deviations and 99.3% coverage if the data are normally distributed), and
outliers are plotted individually as circles.
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(a) Real and imaginary parts of the voltage measurements.
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(b) Real and imaginary parts of the current-injection measurements.
Figure 4.7 – Statistics of the distributions of the normalized measurement-residuals of
the LWLS.
measurement errors and we observe large current residuals at every bus although
the step is present only at buses #1 and #3. This behavior is due to the fact that the
current-injection measurements are highly interacting as can be seen by looking at the
elements of the covariance matrix of the residuals, which is deﬁned in (1.17). In the
rows of current measurements, the off-diagonal entries related to the currents in the
other buses are large compared to the diagonal entry. An error in one of the current
measurements provokes large and almost equal residuals for all the current measure-
ments in the same phase. Hence, bad data in the current-injection measurements can
be detected but not identiﬁed in this case study.
In Fig. 4.8, we compare the absolute values of the residuals (not normalized) related
to voltage and current-injection measurements obtained at time-step 1 with different
state estimators (LWLS, LWLS-LNR, LAV and DKF-heur). Note that the LWLS-LNR
The LWLS-LNR removes the measurements V3a, V1b, V5b, because their normalized
residuals exceed the selected threshold equal to 4. Note that, for sake of comparison
with the other estimators, we display the LWLS-LNR residuals of V3a, V1b, V5b even
if these measurements are not used. The voltage residuals are similar for every SE
algorithm and the maximum difference is in the order of 0.001pu. Note that these
residuals are in agreement with Fig. 4.7a (e.g., see V3a,re). The current residuals of
LWLS, LWLS-LNR and DKF-heur are almost identical, whereas the LAV gives different
results at some buses, but the difference remains small as all the residuals are below
0.1A.
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Figure 4.8 – Absolute value of the measurement residuals (not normalized) at time-
step 1.
LWLS vs. LAV
The accuracy and computational performance of LWLS and LAV estimators have al-
ready been compared in the literature for a coherent measurement set and in presence
of bad data, e.g., in [34]. In this section, we perform this comparison by using real
synchrophasor measurements.
Figs. 4.7a and 4.8a show that both approaches are able to identify the small anomalies
that are present in the voltage measurements. Sometimes, current measurements are
ﬂagged as bad data during load inrushes that generate step changes in the waveforms
acquired by PMUs. It is known that the PMU synchrophasor-estimation algorithm is
affected by error during step changes (as illustrated in [97]), which can generate large
current residuals. Such a case is depicted in Fig. 4.9 that shows the powers at bus #1
during a load inrush occurring at bus #3 in all the three phases. A particularly relevant
mismatch between the measured and estimated values is visible at time 3.94 s. The
normalized residual of all the currents raise up to 6; additionally, they are all very close
due to the high interaction (already discussed in the description of Fig. 4.7b), which
causes the LWLS-LNR to remove some correct measurements. At 3.94 s, the LWLS-LNR
rejects in turn V3a, I1b, I5b, I1a, I1c, V4b. The removal of two constraints related to the
current injections in phaseb causes the estimates of these two currents to become
extremely inaccurate (as demonstrated also in [111]). Indeed, the LWLS-LNR current
estimates at buses #1 and #5 are in the order of 400A, as shown in Fig. 4.10. This is
due to the stiffness of this network that makes practically impossible to accurately
97
Chapter 4. Results of PMU-based state estimation of real networks
time [s]
0 1 2 3 4 5
Pi
nj a
 
[kW
]
a
t B
us
 1
90
100
110
120 Meas
LWLS
time [s]
0 1 2 3 4 5
Pi
nj b
 
[kW
]
a
t B
us
 1
100
110
120
time [s]
0 1 2 3 4 5
Pi
nj c
 
[kW
]
a
t B
us
 1
90
100
110
time [s]
0 1 2 3 4 5
Qi
nj a
 
[kV
AR
]
a
t B
us
 1
-40
-20
0
20
time [s]
0 1 2 3 4 5
Qi
nj b
 
[kV
AR
]
a
t B
us
 1
-20
0
20
time [s]
0 1 2 3 4 5
Qi
nj c
 
[kV
AR
]
a
t B
us
 1
-20
0
20
40
Figure 4.9 – Load inrush at bus #3. Time evolution of active- and reactive-power ﬂows
at bus #1.
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Figure 4.10 – Measurement residuals (not normalized) at time 3.94 seconds of the
time-window displayed in Fig. 4.9. This is the instant when a perturbation in the power
absorbed at bus #3 occurs.
estimate currents without using their measurements. On the contrary, the residuals of
the LAV increase compared to normal conditions but remain below 1A, because the
LAV exploits all the available measurements.
The importance of correctly estimate the system state in such particular events is
questionable; indeed, inrushes or similar events causing step perturbations cannot
be tracked by using PMUs, because the PMU synchrophasor estimate is a kind of
“average value” over the acquisition time-window. PMUs are able to accurately track
only events characterized by time-constants that are larger than the acquisition time-
window. However, the above-mentioned LWLS-LNR behavior is undesired and should
be avoided; if small measurement errors can be neglected, a solution consists in
augmenting the threshold of the LNR test.
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Figure 4.11 – Quasi-static conditions. Time evolution of the voltage magnitude and
phase-angle at bus #1 in phasea.
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Table 4.2 – Average computational time in milliseconds.
LWLS LWLS-LNR LAV DKF-heur DKF-PECE
0.16ms 1.8ms 3.5ms 0.60ms 690ms
LWLS vs. DKF
Fig. 4.11 shows the time evolution of the voltage magnitude and phase-angle at bus #1
in phasea during a time window in which the network is in quasi-static conditions.
The DKF-heur and the DKF-PECE provide similar estimates that follow the same path
of the LWLS estimates, but a ﬁltering effect is clearly visible.
We also consider the most challenging event for the DKF, which is a step change. In
Fig. 4.12, a voltage dip causes multiple step changes in the voltage magnitude in the
three phases. In the plot related to phasea, we show the entire voltage dip, in the plot
related to phase b we show the step change occurring at 117.8 s and in the plot related
to phase c we show a short voltage drop occurring at 132.2 s. It can be seen that the
DKF-PECE is essentially as fast as the LWLS to follow the step change, whereas the
DKF-heur has an evident delay.
These observations are in agreement with the results presented in Section 2.5.3.
Computational performance and latency
The computational times of the considered state estimators averaged over 5 000 time-
steps are reported in Tab. 4.2. As expected, the LWLS is the fastest algorithm, followed
by the DKF-heur. LWLS-LNR and LAV have comparable computational times in the
order of few milliseconds, because the LWLS-LNR, at each time-step, has to compute
the covariance matrix of the residuals and re-estimate the state as many times as the
number of identiﬁed bad-data. For this case study, some voltage measurements are
identiﬁed as bad data and removed at every time-step (see Fig. 4.7); on average, the
LWLS-LNR rejects 2.8 measurements per time-step. Finally, DKF-PECE is much slower
than the other algorithms; its accuracy in tracking step variations (see Fig. 4.12) is at
the expense of the computational time, as already illustrated in Section 2.5.
The total time-latency of the process is the time interval between the central instant
of the PMU acquisition time-window and the instant the state estimator provides the
estimated state. Therefore, it comprises the contributions of PMU, telecommunica-
tion network, PDC and SE. As every PMU and the data-concentration workstation
(where PDC and SE are implemented) are time-synchronized through the GPS, the
latency of every element of the chain as well as the total latency can be assessed. Fig.
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Figure 4.13 – Cumulative distribution functions of time latencies.
4.13 shows the total latency expressed as cumulative distribution functions of time
differences between the various elements of the process. The PMU data sampling and
synchrophasor estimation (t1 and t2) are deterministic as they are performed on an
FPGA (note that t1 is exactly half of the PMU acquisition time-window). The PMU
data encapsulation (t3) is performed on a CPU and is the most non-deterministic
contribution to latency. The telecommunication network (t4) adds a delay of approxi-
mately 1.5ms. The pre-processing of the data performed by the PDC introduces an
additional delay (t5). Finally, the SE computational time is lower than 1ms (we recall
that LWLS and DKF-heur are implemented in real-time environment). The measured
total-latency has a mean value of 61ms and a standard deviation of 1.8ms. Recently,
the total latency was decreased to about 42ms by improving t3 and t5.
4.3 Sub-transmission network of the city of Lausanne
In the context of a joint project between the network operator of Lausanne (Service
Industriels de Lausanne – SiL) and the DESL of EPFL, a portion of the sub-transmission
network of the city of Lausanne has been equipped with PMUs in order to enhance
the real-time situation-awareness as well as to test new fault-location schemes. We
provide the characteristics of the network and of the measurement infrastructure in
Section 4.3.1; then, we present and discuss the results of different SE algorithms in
Section 4.3.2.
4.3.1 Network characteristics and measurement infrastructure
A schematic of the monitored portion of the 125 kV sub-transmission network of the
city of Lausanne is depicted in Fig. 4.14, which is composed of 7 buses and 10 three-
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Table 4.3 – Line parameters: length L in km, resistance R in Ω/km, reactance X in
Ω/km, and susceptanceB in μS/km. The subscripts 0 and 1 stand for zero and positive
sequence, respectively.
L R0 X0 B0 R1 X1 B1
Line #1 4.682 0.217 0.756 14.3 0.112 0.372 15.1
Line #2 1.625 0.168 0.093 63.2 0.051 0.205 63.2
Line #3 1.916 0.168 0.093 63.2 0.051 0.205 63.2
Line #4 1.849 0.185 0.102 60.4 0.051 0.210 60.4
Line #5 4.249 0.177 0.498 57.2 0.061 0.201 57.2
Line #6 4.291 0.168 0.093 63.2 0.051 0.205 63.2
Line #7 2.841 0.226 0.611 57.4 0.064 0.210 57.4
Line #8 3.800 0.420 1.272 1.8 0.159 0.410 2.8
Line #9 4.682 0.217 0.756 14.3 0.112 0.372 15.1
Line #10 3.800 0.420 1.272 1.8 0.159 0.410 2.8
phase lines. The sending- and receiving-ends of the lines (marked as “s” and “r”,
respectively) are chosen based on the convention of Fig. 1.1. The lines mainly consist
of underground cables with two exceptions: (1) lines #8 and #10 are two parallel
overhead-lines, and (2) lines #1 and #9 are two parallel lines split in two sections, i.e.,
they depart from bus #1 as overhead lines and after 3.682 km they go underground
until bus #2. The positive- and zero-sequence line parameters are reported in Tab. 4.3.
Buses #1 and #7 are connected to a higher voltage grid through step-up transformers.
At buses #2 to #6 there are step-down transformers that supply distribution networks.
Moreover, at buses #1, #2 and #7 there are departing lines that link this portion of the
network to the remainder of the 125 kV network. The current-ﬂows in these lines are
measured by PMUs, but these lines are not considered in this chapter. We use the
current-ﬂow measurements in these lines only to derive the power-injection measure-
ments at buses #1, #2 and #7 that are reported in Tab. 4.5. No zero-injection buses are
present in this network.
The monitoring infrastructure is composed of 15 PMUs that receive voltage and current
signals from existing PTs and CTs installed at both ends of each line. The accuracy
classes are speciﬁed in Tab. 4.4; the rated voltage of PTs is 125 kV and the rated cur-
rent of CTs is 600A. The PMUs consist of National Instruments Grid and Automation
Systems [112] that implements the synchrophasor-estimation algorithm presented
in [97] and already illustrated in Section 4.2.1. A line breaker is present at both ends
of each line and the breaker statuses are included in the PMU datagrams. Thus, we
have the real-time knowledge of the network topology that is updated every 20ms.
The full set of measurements is composed of 20 three-phase voltage phasors and 20
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Table 4.4 – Accuracy classes of PTs and CTs. The subscripts send and rec refer to the
sending- or receiving-end of the line, respectively.
PTsend CTsend PTrec CTrec
Line #1 0.2 0.2 0.2 0.2
Line #2 0.2 0.5 0.5 0.5
Line #3 0.5 0.5 0.2 0.5
Line #4 0.2 0.5 0.2 0.5
Line #5 0.2 0.2 0.5 0.5
Line #6 0.2 0.5 0.2 0.5
Line #7 0.2 0.2 0.5 0.5
Line #8 0.2 0.2 0.2 0.2
Line #9 0.2 0.2 0.2 0.2
Line #10 0.2 0.2 0.2 0.2
Table 4.5 – Power-injection measurements at time-step 1.
Bus # #1 #2 #3 #4 #5 #6 #7
Pinj,a [MW] 32.214 -18.307 -6.400 -9.108 -8.033 -5.576 15.262
Pinj,b [MW] 32.276 -18.814 -6.221 -8.764 -7.703 -5.274 14.592
Pinj,c [MW] 32.837 -19.287 -6.335 -8.895 -7.913 -5.359 15.047
Qinj,a [MVAR] -3.337 0.343 -1.406 -2.376 0.005 -1.081 1.845
Qinj,b [MVAR] -3.943 0.981 -1.510 -2.477 -0.029 -1.224 2.236
Qinj,c [MVAR] -3.462 -0.079 -1.209 -2.104 0.328 -0.955 1.467
three-phase current-ﬂow phasors, which leads to a redundancy level of 5.7. Such a
high redundancy level was chosen in order to enable many different research studies
and applications. Note that multiple voltage measurements are available at each bus.
Overall, we estimate 42 state variables by using 240 measurements.
Each PMU is connected to a switch through an Ethernet cable and PMU data are
streamed through optical-ﬁber to the PDC that is integrated in a workstation of the
control center of Service industriels de Lausanne. We adopted the same PDC used
to monitor the EPFL-network feeder, which is described in Section 4.2.1. The state
estimator is implemented in the PDC workstation where a LWLS estimator runs in real-
time. The same considerations on the derivation of the measurement-noise covariance
matrixR for the distribution feeder (see Section 4.2.1) apply also to this case study.
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Table 4.6 – Power-ﬂow measurements at the sending-ends of the lines at time-step 1.
Line # #1 #2 #3 #4 #5 #6 #7 #8 #9 #10
Ps,a [MW] 10.739 3.008 -3.406 -12.526 -6.043 -14.513 -11.596 -0.358 10.611 -0.373
Ps,b [MW] 10.532 2.131 -4.099 -12.862 -6.126 -14.437 -11.411 -0.064 10.450 -0.053
Ps,c [MW] 10.670 2.281 -4.060 -12.977 -6.370 -14.518 -11.729 -0.250 10.937 -0.249
Qs,a [MVAR] -0.105 0.456 -0.450 -2.184 -0.067 -1.569 -0.951 -0.881 -0.519 -0.880
Qs,b [MVAR] -0.770 0.563 -0.421 -2.249 0.058 -1.815 -0.920 -0.944 -0.382 -0.927
Qs,c [MVAR] -0.705 -0.490 -1.182 -2.653 -0.128 -1.669 -1.022 -0.637 -0.446 -0.652
Table 4.7 – Power-ﬂow measurements at the receiving-ends of the lines at time-step 1.
Line # #1 #2 #3 #4 #5 #6 #7 #8 #9 #10
Pr,a [MW] -10.717 -2.994 3.418 12.523 6.042 14.532 -11.618 0.358 -10.598 0.372
Pr,b [MW] -10.513 -2.122 4.097 12.860 6.141 14.464 -11.415 0.058 -10.432 0.069
Pr,c [MW] -10.652 -2.275 4.082 12.974 6.376 14.550 -11.736 0.249 -10.916 0.248
Qr,a [MVAR] -0.266 -0.956 -0.192 1.642 -1.160 0.196 0.079 0.813 0.153 0.836
Qr,b [MVAR] 0.398 -1.088 -0.228 1.728 -1.276 0.456 0.052 0.884 0.020 0.896
Qr,c [MVAR] 0.334 -0.027 0.549 2.124 -1.107 0.299 0.152 0.575 0.076 0.593
4.3.2 State estimation results
In the following, the results of the state estimators listed in Section 4.2.2 are compared
and discussed for the case study described in Section 4.3.1.
The DKF algorithm uses the process model deﬁned in (4.3). The number of past
state estimates used by the DKF-heur to infer Q is N = 100 and the number of past
innovations used by the DKF-PECE to inferPk|k−1 isN = 5000. The LWLS-LNR uses a
threshold equal to 4 in the LNR test.
We consider a 100 s time window of measurements taken on August 16th 2014 at 10
a.m. (Swiss local time) where the network is in quasi-static conditions as there are no
particular events taking place.
A snapshot of the grid operating-conditions is presented in Tabs. 4.5, 4.6 and 4.7, which
includes the measurements taken at time-step 1 of power-injections, sending-end
power-ﬂows and receiving-end power-ﬂows, respectively (power measurements are
derived from voltage and current phasors). The sending- and receiving-ends of the
lines are speciﬁed in Fig. 4.14 and the conventions for positive and negative signs of
power injections and ﬂows are reported in Fig. 1.1. Note also that the power injections
at buses #1, #2 and #7 are the aggregated powers of both the transformers and the
departing lines that do not belong to the considered network (see Fig. 4.14). In Tab. 4.6,
we can observe the presence of not negligible active-power ﬂow unbalances among the
phases (e.g., almost 1MW difference between phases a and b of line #2) and between
the two parallel lines #1 and #9 (about 300 kW in phase c). The same unbalances are
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Figure 4.15 – Voltage magnitude and phase-angle at time-step 1.
present also at the receiving-ends, which proves that they are not due to measurement
errors. This phenomenon is even more evident in the reactive-power ﬂows (e.g., almost
1MVAR difference between phases a and c of line #2). These considerations underline
the importance of a three-phase state estimator. Comparing Tabs. 4.6 and 4.7, it can be
seen that sending- and receiving-end active-power ﬂows are consistent, which allows
us to qualitatively presume that no gross measurement-errors are present.
Fig. 4.15 shows the voltage measurements and LWLS estimates at all the buses at
time-step 1. The relative voltage drop between buses is quite small as all the voltages
lie in a range of 0.001 pu; this is justiﬁed by the low reactive power ﬂows (see Tabs.
4.6 and 4.7). On the contrary, higher active-power ﬂows result in larger phase-angle
separations in the order of a few milliradians. However, both voltage magnitude and
phase-angle variations are small due to the stiffness of this grid. As for the distribution
feeder case in Section 4.2, the mismatch between measured and estimated values is
constant in time, because it is due to the systematic errors of the PTs. The random
measurement-noise is again very small and can be disregarded.
From Fig. 4.14, we can notice that power-ﬂow measurements are taken in all the lines
departing from each bus (even in the interconnection lines departing from buses #1,
#2, #7, which are external to the considered network ). Therefore, we can compute the
sum of all the active-power ﬂows, which represents the grid losses. In Fig. 4.16 we show
the measured and estimated grid losses as well as the total reactive power produced by
the transmission lines. Considering that the measured values contains the sum of the
errors of all the measurements, the estimated and measured values can be considered
to be in good agreement. Therefore, this result quantiﬁes the qualitative consideration
regarding the absence of gross measurement-errors that we drew by comparing Tabs.
4.6 and 4.7. The total grid losses (about 100 kW) are very small compared to active-
power ﬂows, whereas the reactive power produced by the transmission lines is much
larger than the reactive-power ﬂows as they mainly consist of underground cables.
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Figure 4.16 – Time evolution of the total grid losses and of the total reactive power
produced by the transmission lines.
Fig. 4.17 displays the distributions of the LWLS normalized residuals for the considered
100 s time window. All the voltage measurements can be considered to be correct as
their normalized residuals are below the selected threshold for bad-data identiﬁcation,
which is equal to 4. However, the majority of the normalized residuals related to
current-ﬂow measurements (both at the sending- and receiving-ends) are much larger
than 4 and reach values up to 40. We can further comment that the high normalized
residuals are not outliers that occurs once in a while, because they have median values
up to 25. The classic cause of normalized residuals that are systematically large is
network-model errors. As we are sure about the correctness of the topology, the main
suspects are the line parameters. We exclude measurement errors as possible cause,
because sending- and receiving-end current-ﬂow measurements are coherent (see
Tabs. 4.6 and 4.7) and the total power balance derived from the measurements is in
agreement with the estimated one. Investigations on this theme are ongoing.
However, although these normalized residuals may appear quite high, we should
remind that current-ﬂow measurements are very sensitive to line-parameter errors.
Indeed, if we carry out the same simulation by using only voltage and current-injection
measurements (the current injections can be computed from the current-ﬂows by
means of the Kirchhoff’s law, because we measure all the current-ﬂows departing from
each bus), all the normalized residuals fall below 2. In addition, the difference between
measured and estimated currents expressed as a percentage of the current magnitudes
is always below 6%, which is acceptable.
In Fig. 4.18, we compare the distributions of the absolute values of the residuals
related to the real part of the sending-end current-ﬂowmeasurements (not normalized)
obtained with different state estimators (LWLS, LWLS-LNR, LAV). We do not show the
residuals related to the imaginary parts and to the receiving-end current-ﬂows as they
are almost identical. We do not show the DKF residuals neither as they are very similar
to the LWLS ones. The LWLS-LNR always removes some current measurements so
that the corresponding residuals should not exist, but, for sake of comparison with the
other estimators, in Fig. 4.18 we show the difference between the estimated values and
the measurements.
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(a) Real and imaginary parts of the voltage measurements.
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(b) Real and imaginary parts of the sending-end current-ﬂow measurements.
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(c) Real and imaginary parts of the receiving-end current-ﬂow measurements.
Figure 4.17 – Statistics of the distributions of the normalized measurement-residuals
of the LWLS.
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(b) LWLS-LNR.
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(c) LAV.
Figure 4.18 – Statistics of the distributions of the residuals of the sending-end current-
ﬂow measurements.
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The residuals of the LWLS and LAV are always small: below 17A and 11A, respectively.
Concerning the LWLS-LNR, the residuals with large mean value are related to the
measurements that are most frequently rejected (e.g., Is6a). The residuals of some
measurements, e.g., Is4c, have a small median value but many outliers that raise up to
60A; it means that these measurements are rejected only in few time-steps, but when
they are rejected the difference between measured and estimated value becomes large.
On average, the LWLS-LNR rejects 17.2 currentmeasurements per time-steps. However,
these measurements should not be rejected, because, most likely, the reason of the
high residuals is line-parameter errors. This situation leads the LAV and LWLS-LNR to
provide signiﬁcantly different results, as shown already in Fig. 4.10 for the distribution
feeder case. As already mentioned, investigations on this subject are still ongoing.
LWLS vs. DKF
Here below we provide the comparison among LWLS, DKF-heur and DKF-PECE in
quasi-static conditions and when a step change in the system state occurs.
Fig. 4.19 shows the time evolution of the voltage magnitude and phase-angle at bus #1
in phasea during a time window in which the network is in quasi-static conditions.
We can notice the ﬁltering capability of the two DKF algorithms with respect to the
LWLS. The DKF-heur follow very closely the LWLS estimates, whereas the DKF-PECE
moves away from the LWLS estimates for short time intervals.
In Fig. 4.20, a three-phase fault (due to a failure of a breaker placed externally to our
network) causes a signiﬁcant voltage dip of about 30%. The left-graph shows the
entire voltage dip and the right-graph shows only the initial voltage drop. Note that
the voltage magnitude measurement provided by the PMU takes 5 time-steps to go
from 1pu to 0.8 pu, whereas it takes only 3 time-steps in Fig. 4.12. The reason is that
in Fig. 4.12 the PMUs use the synchrophasor-estimation algorithm presented in [97]
that has a 60ms acquisition time-window, whereas the PMUs used another algorithm
with an acquisition time-window of 100ms when this three-phase fault occurred. Only
recently the PMUs in the network of the city of Lausanne have been upgraded with
the new algorithm that has a shorter acquisition time-window. As a consequence, the
smoother PMU response to the step facilitates the DKF-heur that has enough time to
increaseQ.
The estimates of the DKF-PECE and LWLS are overlapping, whereas the DKF-heur has
a small delay, although its response can be considered quite fast as well. The DKF-heur
is able to inﬂate the value ofQwhen this large step occurs, as shown in Fig. 4.21 for
the diagonal element related to the real part of the voltage at bus #1 in phase a. After
the step, the estimatedQ comes back to its previous values.
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Table 4.8 – Average computational time in milliseconds.
LWLS LWLS-LNR LAV DKF-heur DKF-PECE
0.52ms 46ms 16ms 2.0ms 1330ms
Computational performance and latency
The computational times of the considered state estimators averaged over 5 000 time-
steps are reported in Tab. 4.8. LWLS and DKF-heur are the fastest algorithms, whereas
DKF-PECE is largely the slowest. Unlike for the distribution feeder, the LWLS-LNR
computational time becomes higher than the LAV one, because the former rejects a
large number of current measurements per time-steps (17.2 on average), thus, it needs
to re-estimate the state many times.
The time-latency of the process is almost the same of the distribution feeder presented
in Section 4.2. Indeed, the elements of the SE process are the same except for the
telecommunication network that in this case is totally composed of optic ﬁber. How-
ever, the latency of the telecommunication network is small (a few milliseconds) and
does not inﬂuence signiﬁcantly the total latency. The measured total latency has a
mean value of about 41ms and a standard deviation of 1ms (we recall that the LWLS is
implemented in real-time environment).
4.4 Conclusions
We presented the results of RTSE implemented in two real power systems consisting of
a distribution feeder and a sub-transmission network. Network observability and a
high redundancy level are achieved by using exclusively synchrophasor measurements.
First, we proved the feasibility of running RTSE at 50 estimates-per-second with a
total time-latency below 70ms. Note that this is valid for networks of similar size
and for measurement infrastructures with the same latency performance. For in-
stance, the latency can signiﬁcantly change for networks of much larger size (as the SE
computational-time increases) and if less deterministic telecommunication networks
are employed (e.g., not dedicated wireless networks). In case of large-size networks,
parallel state estimators could be computed for smaller sub-networks.
Second, we validated the theoretical ﬁndings of Chapters 1, 2, 3 via real-scale experi-
ments. We compared the state estimates and the computational times of LWLS, LAV
and DKF.
The ﬁltering feature of theDKF that uses theQ assessmentmethod proposed in Section
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2.4.1 (called DKF-heur) is clearly visible by comparing its estimates with the LWLS
ones. However, we noticed that the measurement noise contained in synchrophasor
measurements is much lower than the systematic errors of the sensors. As the sensors’
calibration sheets were not available, we could not compensate these systematic errors;
consequently, the assumption made in Chapter 2 according to which systematic errors
in the measurements are negligible is violated. Therefore, we cannot claim that the
DKF-heur leads to an accuracy improvement in these case studies.
We also veriﬁed that the DKF based on the PECE method (called DKF-PECE) is able to
immediately track the system state during steps, whereas the DKF-heur has a delay
of a few time-steps. However, the DKF-PECE is computationally expensive, whereas
DKF-heur is suitable for real-time implementation.
For the distribution-feeder case, SE enabled the identiﬁcation of an incorrect installa-
tions of the sensors. For the sub-transmission network case, it was interesting to ob-
serve that many LWLS normalized residuals systematically exceed the selected thresh-
old for bad-data identiﬁcation when current-ﬂow measurements are used, whereas
they remain below the threshold when only current-injections are used. The residuals
of current-ﬂow measurements are sensitive to line-parameter errors that are the most
probable cause of the high normalized residuals. However, investigations are still
ongoing.
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5 A new method based on real-time
state estimation for fault location
and protective relaying
In this chapter, we intend to prove that PMU-based RTSE exhibits unique accuracy,
refresh rate and time determinism, which satisfy the requirements of fault location and,
potentially, protective relaying. In this respect, we propose a new method based on
LWLS-SE for fault detection and faulted-line identiﬁcation. The proposed technique is
validated by using a RTS where we model a distribution feeder and the PMU devices.
Tests are conducted in order to validate the proposed method for many different scenar-
ios: grounded and isolated neutral, different fault types (symmetric and asymmetric),
low- and high-impedance faults occurring at different locations, passive and active
networks. The accuracy and time-latency performances of the proposed method are
evaluated.
5.1 Introduction
The content of this chapter is based on the reference [113] and is a shared contribution
with the PhD dissertation of Marco Pignati that is the other co-main author of the
work. In the introduction of this dissertation, we illustrated that the SE outcome is
used by several control functions in existing EMSs. The high-refresh rate and low-
latency of PMU-based RTSE can also enable the development of new protection and
fault-location schemes exploiting the state estimates. In common practice, protective
relaying and fault location are separated functions that have different time require-
ments: the former is a real-time process, whereas the latter is executed off-line after
the fault clearing.
Nowadays, PMUs play an important role in several aspects of the operation of trans-
mission networks [19]. Protection schemes have not undergone major changes for
many years, but recent studies have shown that PMUs can be employed for protective
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relaying [114, 115]. PMU data can also be used for adaptive setting of distance relays,
as discussed in [116]. Fault-location methods are historically divided in two main
categories: impedance-based techniques (e.g., [117]) and algorithms based on the
traveling waves originated by the fault transient (e.g., [118]). These approaches can
be further classiﬁed in one-terminal, two-terminals, multi-terminals and wide-area
methods depending on the number of measurement points; additionally, synchronous
or asynchronous measurements can be considered. In the last decade, an increasing
number of PMU-based fault-location algorithms have been proposed (e.g., [119, 120]).
In [121], the authors propose a wide-area fault locator using wavelet where bad-data in
the measurement set are eliminated by means of LAV-SE. To the best of our knowledge,
there are only two works that use PMU-based SE to directly infer the fault location, i.e.,
[122, 123]. In [122], phasor measurements provided by PMUs at the two terminals of
the faulted line are used for SE. The state vector is augmented by the voltage at the
faulted point and by the fault distance. The approach proposed in [123] is similar to
that in [122], the difference lying in the fact that the state vector is composed only of
the voltage at the faulted point and by the fault distance.
Distribution networks have usually a radial structure and are equipped with a limited
number of breakers and measurement devices. For instance, a typical conﬁguration
of medium-voltage distribution networks consists in having a breaker at the root of
each feeder, a PT in the primary substation and CTs on the secondary windings of
the high-to-medium voltage transformers and, sometimes, also at the root of each
feeder. Therefore, current practices related to protective relaying typically consist
of basic schemes that change from country to country and are different depending
upon the type of fault and network, as illustrated in [124]. Fault location usually
consist in on-site investigation by repair crew. The increasing integration of distributed
generation (DG) in distribution network is leading to substantial changes in the grid
operation. In particular, fault management might experience major transformations
as a gradual deployment of monitoring infrastructures is expected in the coming years
[124]. Accurate fault location in distribution networks can expedite service restoration,
thus reducing the duration of power outages. In the literature, a number of methods
for fault location in distribution networks have been proposed, which are based on
impedance measurements [125], traveling waves [126] or phasor measurements [127].
[124]
In this chapter, we present a new method for fault detection and faulted-line identiﬁca-
tion that exploits the results of LWLS-based RTSE using synchrophasor measurements.
The formulation of the proposed method does not change regardless of the type of
network (radial or meshed as well as with grounded, compensated or isolated neutral),
the type of fault (symmetric or asymmetric), the fault impedance and the presence of
DG. This method is able to locate the faulted component in real-time; therefore, it may
theoretically combine the execution of protection and fault-location functions that are
usually separated processes.
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In the following sections, we describe the new above-mentioned methodology and we
present a performance assessment in terms of fault-location accuracy and time-latency.
We will show that this method is suitable for the time requirements of protective
relaying.
5.2 The proposed method for fault detection and faulted-line
identiﬁcation
Hereafter in this chapter, the term fault location is used with the meaning of faulted-
line identiﬁcation. The proposed fault detection and location method relies on the
following assumptions:
1. Exact knowledge of the network model (topology and line parameters), i.e.,H is
known with no errors;
2. A PMU is installed at every bus and measures voltage and current-injection
synchrophasors;
3. The presence of bad data in the measurement set is not considered as the proba-
bility of having a fault and bad data simultaneously is assumed to be negligible.
Observations. Later in this section, we will see that Assumption 2 is crucial to ensure
the network observability. Moreover, we assume to measure the current injections and
not the current ﬂows in order to limit the number of measurements that is already
quite large for distribution networks.
We are aware of the fact that Assumption 1 is not perfectly valid in real systems and
large network-model errors can degrade the fault location capabilities. However, it
is reasonable to assume that the network topology and parameters are known with
good accuracy. The topology can be constructed at the data concentration point by
collecting the breaker/switch statuses that are streamed by PMUs as Boolean variables.
The parameters of the network components usually have a standard conﬁguration
with known electrical parameters.
An extensive analysis with respect to network-model errors and a performance assess-
ment including also current ﬂows will be the subjects of future research.
The concept behind the proposed fault-location method is that a fault on a line modi-
ﬁes the network topology and can be modeled as an additional bus that absorbs the
fault current. We use the LWLS for this application as low computational time is an
important requirement; the DKF needs to employ the computational expensive PECE
method presented in Section 2.5 in order to rapidly track step-varying events like faults.
The method is explained in detail in the following.
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Let us consider a power system with n buses and m lines. We can deﬁne m LWLS
estimators that utilize the same measurement vector z, but each one of them uses
a different topology. The difference in the topology consists in the position of an
additional bus that we call virtual bus: the state estimator #u (u = 1, ...,m) has the
virtual bus in the middle of line #u. The state vector of each estimator, previously
deﬁned in (1.1), is augmented by the state variables related to the virtual bus as follows:
xaug = [V
a,b,c
1re
, ..., V a,b,cnre , V
a,b,c
n+1re
, V a,b,c1im , ..., V
a,b,c
nim , V
a,b,c
n+1im
]T (5.1)
where V a,b,cn+1re and V
a,b,c
n+1im
are respectively the real and imaginary parts of the voltage at
the virtual bus that is placed in a different line for each state estimator. The measure-
ment matrixH of each state estimator is modiﬁed accordingly.
Now it is clear why the network is observable for every state estimator only if we have a
PMU at every bus (i.e., if Assumption 2 holds). Indeed, let us consider a generic line #u
between buses #i and #h. If bus #i is not equipped with PMUs, the state estimator with
the virtual bus on line #u has two consecutive buses (bus #i and the virtual bus) with
no measurements; the observability criterion is not fulﬁlled for this state estimator.
During normal operating conditions, all the virtual buses absorb no current and the
different topologies do not lead to signiﬁcant differences in the outputs of the m
state estimators: ∀u, xuaug  xtrue. Therefore, also the objective functions J of all the
estimators are similar (the LWLS objective function is deﬁned in (1.10)).
When a fault occurs in line #f between buses #i and #h, a fault current is drawn from
an unknown position between these two buses. The topology of the state estimator #f
is close to the real topology even if the fault is not located exactly in the middle of the
line. Therefore, it should provide an estimated state close to the true one (xfaug  xtrue),
whereas the estimated of the other estimators is more affected by the wrong topology
(∀u = f, xuaug = xtrue). As a consequence, we assume that the faulted-line index
corresponds to the index of the state estimator characterized by the lowest objective
function. The phases of the virtual bus in which the estimated current differs from
zero are the ones affected by the fault; hence, also the fault type is identiﬁed (i.e., 3-, 2-
or 1-phase).
The detection of the fault is performed by comparing the mean of the objective func-
tions of them estimators, called Jmean, calculated at two consecutive time-steps k and
k− 1. When there is no fault, Jmean has a value that is quite stable in time. We observed
that when a fault occurs, Jmean exhibits a sudden increase due to the increase of the
objective functions. A fault is detected when the difference between the values of Jmean
at two consecutive time-steps exceeds a certain threshold ε, i.e.,Jmean,k−Jmean,k−1 > ε
(see Section 5.4.1). A tuning stage is required to estimate the value of this threshold.
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mean(J1,...,Jm)|k ? mean(J1,...,Jm)|k?1 > ? ? 
(k is the time-step index)
Start
Run m estimators and compute J1,..., Jm
Fault detected
Estimated currents at virtual bus ? fault type 
End
No fault
End
yes
no
Jf = min(J1 ,...,Jm) ? f = faulted line index
Figure 5.1 – Flowchart of the proposed fault detection and location method.
Further research is needed in order to design an algorithm for the estimation of this
threshold.
A ﬂowchart of the procedure described above is given in Fig. 5.1 and is explained
in the following. For every new PMU-data set at a generic time-step k, we run m
state estimators and we compute their objective functions J1, ..., Jm. The mean value
of these objective functions is Jmean,k. Then, we calculate the difference between
the values of Jmean at two consecutive time-steps k and k − 1; if it exceeds a certain
threshold ε, a fault is detected. If a fault is detected, the index of the state estimator
with the minimum J corresponds to the faulted-line index. Let us suppose that line #f
is identiﬁed as faulted, we infer the fault type from the magnitude of the current
estimates in the virtual bus provided by the state estimator #f .
In summary, the proposed method allows to:
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• detect a fault;
• identify the faulted line;
• identify the fault type;
Observations. As long as a PMU is installed at every bus, the proposed method has no
theoretical restrictions related to the type of network (meshed or radial with grounded,
compensated or isolated neutral) and the type of fault (symmetric or asymmetric).
Additionally, this method can be applied in the same way to any scenario, because
it does not need any model of loads/generators and it has no prior knowledge of the
fault type and of the neutral connection. The inputs consist only of the incoming set of
measurements and the network model (topology and line parameters).
Once the faulted line is identiﬁed, classic one- or two-terminals fault-location methods
can be employed in order to infer the fault location in the line. Indeed, the estimated
values of current ﬂows at the line terminals are made available by SE.
5.3 Simulation set-up
As stated in the introduction of this chapter, an interesting application of the proposed
fault detection and location method is in distribution networks.Therefore, we evaluate
its performance by building a real-time model of a distribution feeder as well as of the
PMUs.
The considered network is a three-phase medium-voltage distribution feeder located
in the Netherlands and operated by Alliander. It has a rated voltage equal to 10-kV and
it is composed of 18 buses and 17 lines. The network schematic is depicted in Fig. 5.2.
The lines are underground cables with cross sections between 95 and 240 mm2. The
lengths as well as the zero- and positive-sequence parameters of the cables are given in
Tab. 5.1. The rated power of the medium-to-low voltage transformers at the secondary
substations are given in Tab. 5.2.
A three-phase model of the network is built in SimPowerSystemTM and the simulations
are run by using an Opal-RT RTS. The lines are modeled as PI circuits. The equivalent
circuit of the upstream grid is modeled with a ﬁxed voltage source in series with a
short-circuit impedance Zsc. The value of Zsc is computed by assuming a short-circuit
power of 1GVA and a resistance-to-reactance ratioRsc/Xsc = 1/10. Loads are present
at every bus except for bus #1 and are modeled as a star connection of impedances. In
normal operating conditions, they absorb approximately 1/4 of the rated power of the
secondary-substation transformers. In general, the power absorption is not balanced
in the three phases. The real feeder is operated with isolated neutral, but we performed
simulations with both grounded and isolated neutral.
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Figure 5.2 – Schematic of the 18-bus distribution feeder.
Table 5.1 – Line parameters: length L in km, resistance R in Ω/km, reactance X in
Ω/km, and susceptanceB in μS/km. The subscripts 0 and 1 stand for zero and positive
sequence, respectively.
L R0 X0 B0 R1 X1 B1
L1,2 0.745 1.057 0.910 73.4 0.139 0.075 147.9
L2,3 0.929 1.057 0.910 76.0 0.139 0.075 147.2
L3,4 1.438 0.844 0.197 12.0 0.159 0.087 145.0
L4,5 1.813 1.041 0.855 71.2 0.141 0.076 149.4
L5,6 0.706 0.815 0.100 14.1 0.162 0.089 141.4
L6,7 0.320 0.815 0.100 14.1 0.162 0.089 141.4
L7,8 0.431 0.815 0.100 14.1 0.162 0.089 141.4
L8,9 0.592 0.815 0.100 14.1 0.162 0.089 141.4
L9,10 0.564 0.815 0.100 14.1 0.162 0.089 141.4
L10,11 0.454 0.815 0.100 14.1 0.162 0.089 141.4
L11,12 0.422 1.237 1.354 56.0 0.357 0.082 106.2
L5,13 0.511 1.060 0.920 73.8 0.139 0.075 147.7
L13,14 0.457 1.060 0.920 73.8 0.139 0.075 147.7
L14,15 0.472 1.060 0.920 73.8 0.139 0.075 147.7
L13,16 0.227 1.240 1.380 53.4 0.356 0.082 106.8
L16,17 0.218 1.240 1.380 53.4 0.356 0.082 106.8
L17,18 0.417 1.192 0.975 87.4 0.373 0.088 100.0
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Table 5.2 – Rated power of the transformers at the secondary substations.
Rated Power [kVA]
Bus 2 160
Bus 3 250
Bus 4 400
Bus 5 200
Bus 6 250
Bus 7 1000
Bus 8 400
Bus 9 400
Bus 10 400
Bus 11 400
Bus 12 400
Bus 13 400
Bus 14 250
Bus 15 250
Bus 16 250
Bus 17 250
Bus 18 250
We place a PMU at every bus, which measure nodal voltage and current-injection
phasors. The PMU is modeled in the SimPowerSystemTM environment as illustrated
in [128]. The PMU synchrophasor-estimation algorithm is an enhanced interpolated
discrete-Fourier-transform that is described in [97]. The use of simulated PMUs makes
the validation of the proposed method more realistic compared to the common prac-
tice of using the true phasors, especially concerning the time-latency assessment.
Indeed, the PMU response-time during transients is included in the analysis, which
is mainly affected by the acquisition-window length and by the position of the time-
stamp within the window. A comparison of the time evolution of the fault-current
magnitude estimated by the modeled PMU versus the idealized fault-current magni-
tude is given in Fig. 5.3. This PMU is characterized by an acquisition-window length of
3 periods and the time-stamp is centered in this window; consequently, the estimated
magnitude takes 4 time-steps to reach the pre-fault accuracy level. This aspect is taken
into account in the assessment of the total time-latency given in Section 5.4.5.
The simulated PMU introduces only the noise due to the synchrophasor-estimation
algorithm. It is known that the robustness of fault detection and location algorithms
against measurement uncertainties is a crucial aspect. Therefore, we added the errors
of the sensors to the phasor magnitude and phase-angle estimated by the simulated
PMU. We disregard the random noise, because we observed that the PMU measure-
ments taken in the real network are characterized by magnitude and phase-angle
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Figure 5.3 – Comparison between the fault-current magnitude estimated by the simu-
lated PMU versus the idealized fault-current magnitude.
noises that are about a order of magnitude smaller than the systematic errors of volt-
age and current sensors.
We assume to use measurement PTs at every bus for the voltage measurements. Con-
cerning the current measurements, we assume to use measurement CTs at the sec-
ondary substations (buses #2–#18) and 5P-class protective CTs at the primary sub-
station (bus #1), because at bus #1 we need to measure the fault current. To assess
the fault location performance for different error levels, we simulated the errors of
0.1-class and 0.5-class measurement transformers.
During a single-phase low impedance fault in the network with isolated neutral, we
observed that the voltage in the faulted phase drops to 0.01 pu. In this speciﬁc case,
we assume that the error limits of the PTs in the faulted phase are 10 times larger
then those given above. For the 5P-class protective CTs, the standard [45] speciﬁes a
5% limit for the composite error at the maximum current; we assume that this error
corresponds to±3% ratio error and±40mrad phase-displacement.
The limits of ratio error and phase-displacement for PTs and CTs are given in the
Standards IEC-61869-3 [46] and IEC-61869-2 [45], respectively; in Tab. 5.3, we report
the limits used for the simulations in Section 5.4.
The procedure used to assess the accuracy of the proposed fault-location method is
described in the following:
1. A model corresponding to a certain fault scenario is implemented and run in
SimPowerSystemTM by using an Opal-RT RTS. During a fault, the simulated PMUs
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Table 5.3 – Limits of ratio error and phase displacement for PTs and CTs.
Sensor class ratio error phase-displacement
protective CT 5P ±3% ±40mrad
measurement PT 0.1 ±0.1% ±1.5mrad
measurement CT 0.1 ±0.1% ±1.5mrad
measurement PT 0.5 ±0.5% ±6mrad
measurement CT 0.5 ±0.5% ±9mrad
estimate the synchrophasors at 50 measurements-per-second;
2. a set of measurements is obtained by adding the errors of the sensors to the
phasor magnitude and phase-angle inferred in step 1. These errors are randomly
generated between the limits speciﬁed in Tab. 5.3.
3. The set of measurements computed in step 2 is given to them state estimators
described in Section 5.2, which returnm estimated states. Then,m values of J are
computed and the index of the estimator exhibiting the lowest J coincides with
the index of the inferred faulted-line. The fault-location method is successful if
the inferred faulted line coincides with the real faulted line;
4. Steps 2 and 3 are repeatedM = 1000 times in order to simulate many different
combinations of sensor errors. The number of times the fault-location method is
successful is equal toMs;
5. The accuracy of the fault location method is represented by the percentage of
successes, which is computed as
Accuracy =
Ms
M
· 100 . (5.2)
5.4 Results
The accuracy of the proposed fault location method has been extensively tested and
in this section we present the simulation results. The test scenarios refer to different
combinations of the following factors:
• Network with grounded or isolated neutral;
• Low- or high-impedance faults (1 Ω or 100 Ω);
• Symmetric faults (3-phase) or asymmetric faults (2-phase and 1-phase);
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• Fault location: the fault is simulated in three lines (L4,5, L9,10, L13,16) at 1/4 or 1/2
of the line length;
• Different class of the measurement transformers (0.1 or 0.5);
• Other factors: different operating conditions including the presence of DG and
fault in a bus.
5.4.1 Fault detection
The fault-detection principle explained in Section 5.2 is proven here below. Fig. 5.4
shows the time evolution of the objective functions of them = 17 state estimators for
the speciﬁc case of a 3-phase 100Ω fault at 1/4 of line L13,16. The fault occurs between
0.5 and 0.52 seconds. Before the fault, the values of all the objective-functions are
always close to each other; in the time-steps after the fault, a quick separation of the
objective functions provokes a sudden change of themean of them objective-functions
computed at two consecutive time-steps. Thus, the difference between the values of
Jmean at two consecutive time-steps exceeds a pre-set threshold and a fault is detected
(see Fig. 5.1). A complete separation of the objective functions occurs three time-steps
after the fault, according to the PMU response-time (see Fig. 5.3).
During the post-fault condition, it is evident that the LWLS with the virtual bus in line
L13,16 maintains the lowest value of J ; therefore, the fault location algorithm correctly
identiﬁes the fault in line L13,16. Note that J of the LWLS with the virtual bus in line
L13,16 has a small increase after the fault as well, because the position of the virtual bus
(1/2 of the line) does not coincide with the fault point (1/4 of the line).
It is worth observing that the identiﬁcation of a fault in line L13,16 is challenging,
because line L13,16 and its neighbor lines (L5,13, L13,14 and L16,17) are short (218 to 510
meters), and the virtual buses in these lines are all quite close to the fault. Indeed, in
Fig. 5.4 we can see that the objective functions of the respective state estimators are
lower than the others. As a consequence, when large measurement errors are present,
a mis-estimation of the faulted line is more likely to occur. However, this consideration
implies that when the algorithm fails to identify the faulted line, it locates the fault in
one of the adjacent lines, not at the opposite side of the network.
Fig. 5.5 is equivalent to Fig. 5.4, but for a fault at 1/2 of line L13,16. We observe that J
of the LWLS with the virtual bus in line L13,16 maintains a similar value even after the
fault, because the position of the virtual bus and the fault point coincide; thus, this
state estimator is using the correct topology even during the post-fault condition.
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Figure 5.4 – Time evolution of the objective functions of them = 17 state estimators
when a 3-phase 100Ω fault occurs at 1/4 of line L13,16. The fault inception is between
0.5 and 0.52 seconds.
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Figure 5.5 – Time evolution of the objective functions of them = 17 state estimators
when a 3-phase 100Ω fault occurs at 1/2 of line L13,16. The fault inception is between
0.5 and 0.52 seconds.
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Table 5.4 – Accuracy for 3-phase
1Ω fault (neutral grounded)
Fault position
Sensor’s class
0.1 0.5
L4,5
1/4 100% 100%
1/2 100% 100%
L9,10
1/4 100% 100%
1/2 100% 100%
L13,16
1/4 100% 100%
1/2 100% 100%
Table 5.5 – Accuracy for 3-phase
100Ω fault (neutral grounded)
Fault position
Sensor’s class
0.1 0.5
L4,5
1/4 100% 82%
1/2 100% 88%
L9,10
1/4 98% 51%
1/2 99% 52%
L13,16
1/4 71% 24%
1/2 97% 27%
Table 5.6 – Accuracy for 2-phase
1Ω fault (neutral grounded)
Fault position
Sensor’s class
0.1 0.5
L4,5
1/4 100% 100%
1/2 100% 100%
L9,10
1/4 100% 100%
1/2 100% 100%
L13,16
1/4 100% 100%
1/2 100% 100%
Table 5.7 – Accuracy for 2-phase
100Ω fault (neutral grounded)
Fault position
Sensor’s class
0.1 0.5
L4,5
1/4 100% 69%
1/2 100% 74%
L9,10
1/4 90% 36%
1/2 95% 40%
L13,16
1/4 63% 13%
1/2 84% 15%
Table 5.8 – Accuracy for 2-phase
1Ω fault (neutral isolated)
Fault position
Sensor’s class
0.1 0.5
L4,5
1/4 100% 100%
1/2 100% 100%
L9,10
1/4 100% 100%
1/2 100% 100%
L13,16
1/4 100% 100%
1/2 100% 100%
Table 5.9 – Accuracy for 2-phase
100Ω fault (neutral isolated)
Fault position
Sensor’s class
0.1 0.5
L4,5
1/4 99% 69%
1/2 100% 69%
L9,10
1/4 91% 34%
1/2 96% 35%
L13,16
1/4 64% 12%
1/2 85% 13%
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Table 5.10 – Accuracy for 1-phase
1Ω fault (neutral grounded)
Fault position
Sensor’s class
0.1 0.5
L4,5
1/4 100% 100%
1/2 100% 100%
L9,10
1/4 100% 100%
1/2 100% 100%
L13,16
1/4 100% 100%
1/2 100% 100%
Table 5.11 – Accuracy for 1-phase
100Ω fault (neutral grounded)
Fault position
Sensor’s class
0.1 0.5
L4,5
1/4 100% 78%
1/2 100% 96%
L9,10
1/4 94% 41%
1/2 98% 42%
L13,16
1/4 89% 23%
1/2 96% 26%
Table 5.12 – Accuracy for 1-phase
1Ω fault (neutral isolated)
Fault position
Sensor’s class
0.1 0.5
L4,5
1/4 100% 99%
1/2 100% 100%
L9,10
1/4 100% 97%
1/2 100% 99%
L13,16
1/4 100% 97%
1/2 100% 99%
Table 5.13 – Accuracy for 1-phase
100Ω fault (neutral isolated)
Fault position
Sensor’s class
0.1 0.5
L4,5
1/4 99% 72%
1/2 100% 84%
L9,10
1/4 91% 34%
1/2 96% 34%
L13,16
1/4 79% 14%
1/2 91% 18%
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5.4.2 Faulted line identiﬁcation
The accuracies of the proposed fault-location method for every test scenario are given
in Tabs. 5.4–5.13. The accuracy values were approximated to the lowest integer. The
tables include the results for 0.1-class and 0.5-class measurement transformers (see
Tab. 5.3).
Using 0.1-class sensors, the proposed method guarantees an excellent accuracy for
low-impedance faults and a satisfactory accuracy for most of the high-impedance
faults. Note that high-impedance faults are typically very difﬁcult to locate and require
dedicated techniques. If we increase the errors of the sensors by using 0.5-class sen-
sors, the accuracy remains almost unchanged for low-impedance faults, whereas it is
considerably degraded for high-impedance faults.
The above-mentioned results apply to faults at 1/4 and 1/2 of the line, proving the
fact that the method is still effective even if the virtual bus does not exactly coincides
with the fault position. A fault in proximity of a bus is a critical case, because little
measurement errors can cause the fault locator to fail in identifying the faulted line;
however, we recall that even when the fault locator fails, the fault is very likely to be
identiﬁed in one of the lines adjacent to the faulted line. Therefore, we are still able to
limit the estimated fault location to an area that is close to the fault point.
As a conclusion, we can state that the proposed algorithm is able to locate the faulted
line irrespectively of the neutral connection, fault type, fault impedance and fault
position. Moreover, the use of precise sensors enhances considerably the fault location
accuracy.
5.4.3 Faulted bus identiﬁcation
A fault in a bus can be easily detected and identiﬁed by directly using themeasurements
of the PMU installed at the faulted substation. For example, let us consider a network
with isolated neutral and let us assume that a 1-phase fault occurs in a bus. The
faulted bus is identiﬁed by means of an algorithm that analyze the voltage and current
measurements of the PMU at the faulted bus: the voltage zero-sequence component
becomes suddenly different from zero and the current magnitude in the faulted phase
has a sudden jump of tens of Amperes.
5.4.4 Inﬂuence of operating conditions and distributed generation
The SE results, and consequently the proposed fault locator, should be marginally
affected by the network operating conditions. Therefore, we performed numerical
simulations with different operating conditions that include the presence of DG. We
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created two scenarios, which are listed here below:
1. The powers absorbed by the loads are tripled;
2. The powers absorbed by the loads are reduced to one tenth and three gener-
ators are placed at buses #4, #10, #17 so that the feeder becomes active. The
generators consist in variable-pitch wind turbines driving 160 kW squirrel-cage
asynchronous generators running at nominal speed. The generator production
is abundantly larger than the load demand and the feeder exports power towards
the upstream grid.
The fault-location accuracies found for these scenarios are very similar to the values in
Tabs. 5.4–5.13.
5.4.5 Computational time and latency
The assessment of the speed of the algorithm in identifying the faulted line is a metric
of interest when comparing fault-location algorithms. In this section, we focus on two
time latencies:
1. the computational time of the proposed method, i.e., the time needed to perform
the procedure depicted in the ﬂowchart of Fig. 5.1;
2. the total time-latency of a real system implementing the proposed method.
First, we just consider the computational time of the procedure described in Section
5.2, which is implemented in MATLAB R© 2014b running on an Apple MacBook Pro with
a 2.5 GHz CPU, 16 GB RAM. The average computational time for the speciﬁc case of
Section 5.3 is 11.0 ms. It is worth mentioning that the 17 state estimators are computed
in series. Note also that if we consider other case studies, this time is affected by the
network size and the number of measurements.
Second, the total time-latency of a real fault-location system represents the time
between the occurrence of a fault and the identiﬁcation of its location. In order to
obtain reliable and correct estimates of the post-fault synchrophasors, the PMUs have
to process a dataset of waveforms that does not contain the step that occurs at the
fault inception. To clarify this aspect, Fig. 5.6 shows that when a fault occurs (e.g., in
the gray area), three acquisition windows (W1, W2, W3) contain a step in the waveform;
therefore, the phasor estimation resulting from these windows is corrupted and not
reliable. We remind that the adopted synchrophasor-estimation algorithm [97] uses a
window containing three periods of the fundamental frequency. W4 is the ﬁrst post-
fault acquisition window, which contains a step-free waveform so that the respective
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Figure 5.6 – Overall time-latency of the proposed method in identifying faults.
synchrophasor estimate is correct. After these considerations, we list the four main
contributions to the total latency in the following:
1. T1: the time between the fault event and the ﬁrst sample of window W4. Depend-
ing on when the fault occurs in the gray area of Fig. 5.6, T1 can vary between 0
and 20 ms;
2. T2: the time corresponding to half of the acquisition window length used by
the synchrophasor-estimation algorithm. With reference to the synchrophasor-
estimation algorithm described in [97], T2 is equal to 30 ms at 50 Hz;
3. T3: the time between the center of the acquisition window and the moment the
set of measurements is made available to the state estimators. This time includes
many stages, such as the encapsulation of the synchrophasor packets done in the
PMUs, the latency of the telecommunication network, the decapsulation of the
packets at the data collection point, and the time-alignment of the synchropha-
sors. The latency of the telecommunication network is the key aspect of T3, which
can be considerably different if we use a wired or a wireless network and if the
network is fully dedicated to the PMU data streaming or it is shared with other
functions. In [28], a detailed analysis on a real feeder equipped with PMUs shows
that T3 is equal to 61 ms for that speciﬁc set-up. The communication layer is a
dedicated network consisting of a mix of telephone cables and ﬁber;
4. T4: the time needed to execute the procedure depicted in Fig. 5.1. As mentioned
above, the mean value of T4 for the speciﬁc case of Section 5.3 is 11 ms.
Therefore, the total latency can vary between 102 and 122 ms, depending on the
instant of the fault inception. This latency is compatible with the requirements of
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protective relaying so that we can place the proposed methodology also in the context
of protections. In order to maintain the same time performance also for networks
of much larger size, the network should be split into smaller sub-networks and the
proposed method can be applied separately to each sub-network.
5.5 Conclusions
The new fault detection and faulted-line identiﬁcation method proposed in this chap-
ter exploits the knowledge of the network state made available by low latency and
high refresh-rate RTSE based on PMUs. This method does not need any model of
loads/generators and it has no prior knowledge of the fault type and of the neutral
connection. We assumed to have a PMU at every bus and we compared the objective
functions of multiple LWLS estimators. The performance evaluation was carried out
for a real distribution feeder modeled in a RTS. The simulated scenarios included
feeders with grounded and isolated neutral, symmetric and asymmetric faults with
low- and high-impedance at different locations. We showed that the proposed method
is able to locate the faulted line with very good accuracy for low- and high-impedance
faults when 0.1-class sensors are used. Whereas, if 0.5-class sensors are employed,
the accuracy is signiﬁcantly decreased for high-impedance faults. Additionally, this
method is also resilient to the presence of high amount of DG.
Finally, we showed that the total latency of a real system implementing the proposed
method ranges from 102 to 122 ms for the considered network. It is well known that
protections are a crucial power-system component and much more detailed tests have
to be performed in order to claim that this method can be used for protective relaying.
However, we can state that both accuracy and latency performance do match the
requirements of protection schemes and are likely to be further improved in the coming
years thanks to the advancement of PMU and telecommunication technologies.
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An increasing number of PMUs are being installed in power systems in order to en-
hance the situational awareness and to develop new categories of applications based
on synchrophasor measurements. In the near future, we expect to have more networks
becoming observable just with synchrophasor measurements. PMUs are commonly
associated with transmission systems, but are gaining consideration also in the context
of distribution networks that need fast control schemes due to the presence of highly
volatile DG or for fault location purposes.
In this dissertation, we present and analyze the advantages of using a measurement
infrastructure exclusively composed of PMUs for power-system SE. The latter becomes
a linear and not iterative process that uses a set of phase-aligned synchrophasor mea-
surements and is characterized by high refresh-rate (tens of estimates-per-second)
and sub-second time-latency. We studied and compared different linear SE algorithms
(LWLS, LAV and DKF) with particular focus on the DKF. Indeed, the literature lacks
of a thorough study on the DKF in this speciﬁc context. It is important to point out
that we did not only performed tests in a simulation environment, but we also imple-
mented RTSE in real networks that are pervasively equipped with PMUs. Therefore,
we discussed the results of the above-mentioned linear state estimators using real
synchrophasor measurements.
In Chapter 2, we extensively studied the DKF algorithm with the goal of improving
the estimation accuracy by ﬁltering the measurement noise. We assumed that the
measurement model is known and the measurements are affected only by random
noise while no systematic errors are present. We adopted a persistent process-model
that is characterized by unknown and time-varying uncertainties, because the power-
system operating conditions are continuously varying. The power-system state is
usually characterized by smooth variations (quasi-static conditions), but exhibits also
step changes associated, for instance, with the connection/disconnection of loads,
generators and transmission lines. We designed a heuristic method that continuously
updates the process-noise variances used by the DKF; it is effective in quasi-static
conditions and is prone to real-time implementation. Then, we proposed a method,
called prediction-error covariance estimation (PECE), that, in addition to effectively
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ﬁlter themeasurement noise in quasi-static conditions, is able to follow the state during
step changes. The PECE method estimates the prediction-error covariances by means
of a constrained convex optimization-problem that has a unique solution. It ensures
the positive semi-deﬁniteness of the estimated prediction-error covariance matrix,
which is a necessary requirement for the DKF numerical stability. Both the heuristic
and PECE methods use a set of previous state estimates and innovations, respectively,
contained in a moving time-window ofN time-steps. It is worth noting thatN is the
only parameter to be set and can be inferred from off-line simulations. With respect
to the heuristic method, the PECE method is based on a rigorous theory and is able
to cope with step-varying processes, but it has a signiﬁcantly higher computational
burden. Moreover, we provided a theorem that theoretically proves the better accuracy
of the DKF with respect to the LWLS as long as the process model is correct.
The accuracy and computational performances of the two above-presented methods
were extensively tested via numerical simulations. We considered the New England
39-bus system and the 123-bus test feeder and we reproduced quasi-static conditions
as well as step changes in the system state. First, we make reference to networks
in quasi-static conditions and to the DKF employing the heuristic method: (1) we
statistically validated the adequacy of the persistent process-model; (2) we numerically
validated the theoretical ﬁnding about the better accuracy of the DKF with respect to
the LWLS. Second, we simulated a step change in the state variables and we showed
that the DKF employing the PECE method accurately tracks the state, whereas the DKF
employing the heuristic method exhibits a signiﬁcant delay. The computational time
of the DKF employing the heuristic method is comparable with the LWLS one for the
adopted case studies, whereas the PECE method is computationally more expensive.
The information associated with zero-injection buses (that are very common in power
systems) can be treated in different ways for SE. In the WLS algorithm, zero injections
are usually represented as virtual measurements (i.e., measurements with zero value
and low variance) or are embedded as equality constraints by means of the method of
Lagrange multipliers. However, both methods can be improved for the case of LWLS
with only linear equality constraints. In Chapter 3, we proposed a method based on
LQD that strictly satisﬁes the equality constraints and reduces the dimension of the
state vector by the number of constraints. The structure of the NE is preserved and the
coefﬁcient matrix is positive deﬁnite. Therefore, the problem becomes more computa-
tionally efﬁcient as there are less state variables. Standard techniques exploiting the
characteristics of the NE, such as QRD or the LNR test, can be applied in the same way.
Additionally, we demonstrated that the problem becomes less ill-conditioned. Tests
were conducted on the New England 39-bus system that has 12 zero-injection buses.
The LQD-based method outperforms other commonly-employed methods (a LWLS
including virtual measurements and a LWLS using the method of Lagrange multipliers)
in terms of numerical stability and computational time.
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In Chapter 4, we illustrated the ﬁeld implementation of RTSE in two real power-systems:
the EPFL-campus distribution network and the sub-transmission network of the city
of Lausanne. We deployed PMUs at every bus in order to achieve the network observ-
ability and a high redundancy level by using exclusively synchrophasor measurements.
We described the components of the measurement infrastructure comprising sensors,
PMUs, telecommunication network and PDC. We showed that RTSE can run at 50
estimates-per-second with a total time-latency below 70ms. Note that this is valid for
networks of similar size and for measurement infrastructures with the same latency
performance.
Then, we presented and extensively discussed the results of different linear SE algo-
rithms (LWLS, LAV and DKF) for the two case studies. Therefore, we had the possibility
to verify the theoretical ﬁndings of Chapters 1, 2, 3 with real-scale experiments. We no-
ticed that the measurement noise contained in synchrophasor measurements is much
lower than the systematic errors of the sensors. As the calibration sheets of the sensors
were not available, we could not compensate these systematic errors; consequently,
we are violating the assumption made in Chapter 2 according to which systematic
errors in the measurements are negligible. Indeed, we observed that the DKF and
LWLS estimates are similar. Although the DKF ﬁltering action is visible, the accuracy
improvement is marginal. The numerical results of Chapter 2 are conﬁrmed for the
case of step changes in the state variables: the DKF employing the PECE method reacts
immediately, whereas the DKF employing the proposed heuristic method has a delay
of a few time-steps. For the distribution-feeder case, SE enabled the identiﬁcation of
an incorrect installations of the sensors. For the sub-transmission network case, many
LWLS normalized residuals systematically exceed the selected threshold for bad-data
identiﬁcation. Most probably, this is due to line-parameter errors that highly affect the
residuals related to current-ﬂow measurements.
The accuracy level, refresh rate and time-determinism of the estimated state provided
by PMU-based RTSE enable to improve or even completely rethink existing power-
system applications. Fault management may belong to the latter category, as we
demonstrated in Chapter 5. We proposed a fault detection and faulted-line identiﬁca-
tion method based on LWLS-RTSE. It does not need any model of loads/generators and
has no prior knowledge of the fault type and of the neutral connection, even though
it requires that a PMU is installed at every bus. We assume that every PMU measure
the voltage and current-injection phasors at the respective bus. The performance
evaluation was carried out for a real distribution feeder modeled in a RTS. The simu-
lated scenarios included feeders with grounded and isolated neutral, symmetric and
asymmetric faults with low- and high-impedance at different locations. We showed
that the proposed method is able to locate the faulted line with very good accuracy for
low- and high-impedance faults when 0.1-class sensors are used. Whereas, if 0.5-class
sensors are employed, the accuracy is signiﬁcantly decreased for high-impedance
faults. Additionally, the proposed method maintain the same accuracy irrespectively
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from the network operating conditions, even in presence of large amount of DG. Finally,
we showed that the total latency of a real system implementing the proposed method
ranges from 102 to 122ms for this case study. It is well known that protections are a
crucial power-system component and much more detailed tests have to be performed
in order to claim that this method can be used for protective relaying. However, we
can state that both accuracy and latency performance do match the requirements of
protection schemes and are likely to be further improved in the coming years thanks
to the advancement of PMU and telecommunication technologies.
Possible directions for future research:
• A missing point of the study on the DKF is the treatment of bad data, which is
also marginally addressed in the literature. Future research may focus on the
development of bad-data detection and identiﬁcation algorithms speciﬁcally
designed for DKF applied to power-system SE, which can exploit both residuals
and innovations.
• Concerning the analysis of the SE results for the two real networks, we are cur-
rently investigating the problem linked to the high normalized residuals related
to current-ﬂow measurements in the sub-transmission network. Moreover the
availability of such PMU-based measurement infrastructures enable many differ-
ent practical and theoretical future studies, such as optimization of the latency of
each component, PMU-data conditioning, line-parameter estimation, analysis
of other recorded events, etc.
• Regarding fault location using PMU-based RTSE, future work may focus on the
validation of the proposed method for meshed networks, the inclusion of current-
ﬂow measurements and the evaluation of the impact of line-parameter errors on
the fault-location accuracy. Another important aspect may be the development
of a method that relaxes the assumption of having a PMU at every bus; then, it
automatically follows the study on the optimal placement of PMUs.
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A.1 Derivation of the measurement matrixH
In this appendix we derive the elements of the measurement matrix H deﬁned in
(1.5) for three types of measurements: voltage phasors, current-injection phasors and
current-ﬂow phasors. The three blocks ofH related to these measurements are called
HV ,HIinj andHIﬂow, respectively.
The matrix block related to the voltage-phasor measurementsHV is simply composed
of zeros and ones. The elements ofHV are deﬁned in what follows:
HV =
[
H1V H
2
V
H3V H
4
V
]
(A.1)
where
H1V
ip,re
hl,re =
{
1, if i = h and p = l
0, if i = h or p = l (A.2)
H2V
ip,re
hl,im = 0 (A.3)
H3V
ip,im
hl,re = 0 (A.4)
H4V
ip,im
hl,im =
{
1, if i = h and p = l
0, if i = h or p = l (A.5)
In (A.2)–(A.5), the superscripts refer to the bus i, the phase p and the real re or imaginary
im part of the measurements; whereas, the subscripts refer to the bus h, the phase l
and the real re or imaginary im part of the state variables. For instance,H2V
ip,re
hl,im is the
scalar that links the measurement V pi,re with the state variable V
l
h,im.
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The current-injections are related to the voltages through the so-called network admit-
tance matrix denoted byY. Therefore, we need to brieﬂy recall the admittance matrix
structure (a detailed description is given in [1, Chapter 8] and [6, Chapter 2.2]). For a
three-phase network of s buses,Y is a 3s× 3s complex matrix:
Y =
⎡⎢⎢⎢⎢⎢⎣
Y11 Y12 · · · Y1s
Y21 Y22 · · · Y2s
...
...
. . .
...
Ys1 Ys2 · · · Yss
⎤⎥⎥⎥⎥⎥⎦ (A.6)
By considering the three phases (a, b, c), the generic elementYih can be written as the
following 3× 3 complex matrix:
Yih =
⎡⎢⎢⎣
Y aaih Y
ab
ih Y
ac
ih
Y baih Y
bb
ih Y
bc
ih
Y caih Y
cb
ih Y
cc
ih
⎤⎥⎥⎦ (A.7)
The admittance matrix can be also written in terms of the real and imaginary parts:
Y = G+ jB (A.8)
where j denotes the imaginary unit of complex numbers.
The current-injection phasor Ipi at bus i ∈ S in phase p ∈ P can be expressed in terms
of the state variables (i.e., the voltage phasors) as
Ipi =
s∑
h=1
∑
l∈P
Y plih V
l
h . (A.9)
The real and imaginary parts of Ipi are
Ipi,re =
s∑
h=1
∑
l∈P
[
GplihV
l
h,re −BplihV lh,im
]
, (A.10)
Ipi,im =
s∑
h=1
∑
l∈P
[
GplihV
l
h,im +B
pl
ihV
l
h,re
]
. (A.11)
The block ofH related to the current-injection phasor measurements can be derived
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in a straightforward way from (A.10) and (A.11):
HIinj =
[
H1Iinj H
2
Iinj
H3Iinj H
4
Iinj
]
(A.12)
where
H1Iinj
ip,re
hl,re
= Gplih (A.13)
H2Iinj
ip,re
hl,im
= −Bplih (A.14)
H3Iinj
ip,im
hl,re
= Bplih (A.15)
H4Iinj
ip,im
hl,im
= Gplih (A.16)
In (A.13)–(A.16), the superscripts and subscripts have the same meaning as in (A.2)–
(A.5).
The expression of the current-ﬂow phasor measurements as a function of the state
variables can be derived by considering the two-port π-model of a generic three-phase
network branch u ∈ D between buses i and h, as shown in Fig. A.1. The model
parameters are 3× 3 complex matrices; therefore, the π-longitudinal impedance zih,L
and the two π-transverse admittances yih,T and yhi,T can be expressed in rectangular
coordinates as
zih,L = rih,L + jxih,L (A.17)
yih,T = gih,T + jbih,T (A.18)
yhi,T = ghi,T + jbhi,T (A.19)
where
• rih,L and xih,L are, respectively, the π-longitudinal resistance and reactance;
• gih,T and bih,T are, respectively, the π-transverse conductance and susceptance
from the side of bus i.
• ghi,T and bhi,T are, respectively, the π-transverse conductance and susceptance
from the side of bus h;
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zih,L
yhi,Tyih,T
i h
Figure A.1 – Two-port π-model of a generic three-phase network branch. Note that the
model parameters are 3× 3 complex matrices.
The matrix of the π-longitudinal impedance zih,L has the following structure:
zih,L =
⎡⎢⎢⎣
raaih,L + jx
aa
ih,L r
ab
ih,L + jx
ab
ih,L r
ac
ih,L + jx
ac
ih,L
rbaih,L + jx
ba
ih,L r
bb
ih,L + jx
bb
ih,L r
bc
ih,L + jx
bc
ih,L
rcaih,L + jx
ca
ih,L r
cb
ih,L + jx
cb
ih,L r
cc
ih,L + jx
cc
ih,L
⎤⎥⎥⎦ (A.20)
where a, b and c are the three phases. The diagonal entries are the self-impedances
of each phase and the off-diagonal entries are the mutual impedances between the
phases. The matrix of the π-transverse admittance yih,T is written as follows (note that
yhi,T has the same structure):
yih,T =
⎡⎢⎢⎣
gaaih,T + jb
aa
ih,T g
ab
ih,T + jb
ab
ih,T g
ac
ih,T + jb
ac
ih,T
gbaih,T + jb
ba
ih,T g
bb
ih,T + jb
bb
ih,T g
bc
ih,T + jb
bc
ih,T
gcaih,T + jb
ca
ih,T g
cb
ih,T + jb
cb
ih,T g
cc
ih,T + jb
cc
ih,T
⎤⎥⎥⎦ (A.21)
We can also deﬁne the π-longitudinal admittance yih,L as the inverse of zih,L:
yih,L = z
−1
ih,L . (A.22)
In general, the current-ﬂow is different at the two ends of the branch. Therefore, we
indicate as Ipih the current-ﬂow phasor at branch u in phase p ∈ P from the side of bus
i, and as Iphi the current-ﬂow phasor from the side of bus h. The expression of I
p
ih as a
function of the state variables (i.e., the voltage phasors) is
Ipih =
∑
l∈P
[
ylih,L(V
l
i − V lh) + ylih,TV li
]
. (A.23)
The real and imaginary parts of Ipih are:
Ipih,re =
∑
l∈P
[gplih,L(V
l
i,re − V lh,re)− bplih,L(V li,im − V lh,im) + gplih,TV li,re − bplih,TV li,im] (A.24)
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Ipih,im =
∑
l∈P
[gplih,L(V
l
i,im − V lh,im) + bplih,L(V li,re − V lh,re) + gplih,TV li,im + bplih,TV li,re] (A.25)
The block ofH related to the current-ﬂow phasor measurements can be derived in a
straightforward way from (A.24) and (A.25):
HIﬂow =
[
H1Iﬂow H
2
Iﬂow
H3Iﬂow H
4
Iﬂow
]
(A.26)
where
H1Iﬂow
ihp,re
il,re
= gplih,L + g
pl
ih,T (A.27)
H1Iﬂow
ihp,re
hl,re
= −gplih,L (A.28)
H2Iﬂow
ihp,re
il,im
= −(bplih,L + bplih,T ) (A.29)
H2Iﬂow
ihp,re
hl,im
= bplih,L (A.30)
H3Iﬂow
ihp,im
il,re
= bplih,L + b
pl
ih,T (A.31)
H3Iﬂow
ihp,im
hl,re
= −bplih,L (A.32)
H4Iﬂow
ihp,im
il,im
= gplih,L + g
pl
ih,T (A.33)
H4Iﬂow
ihp,im
hl,im
= −gplih,L (A.34)
In (A.27)–(A.34), the superscripts refer to the two terminal buses i and h of the branch,
the phase p and the real re or imaginary im part of the measurements; whereas, the
subscripts refer to the bus i or h, the phase l and the real re or imaginary im part of the
state variables. For instance,H2Iﬂow
ihp,re
il,im
is the scalar that links the measurement Ipih,re
with the state variable V li,im.
A.2 Proof of Theorem 2
In this Appendix, we give the proofs of Theorem 2 in Section 2.5.1.
The objective function is convex and the set of feasible Σ is convex [129, Chapter
7.1.1, p. 355–357]. Furthermore, the inﬁmum of the objective function cannot occur
when λmin(Σ) → 0 (where λmin denotes the smallest eigenvalue) because the objective
function becomes inﬁnite when λmin(Σ) → 0. As the feasible set is bounded (because
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of the condition In − Σ ≥ 0), it follows that the optimization problem has a ﬁnite
minimum, which is attained for one or several values ofΣ. Furthermore, log[det(Σ)] is
strictly concave [130, Lemma 6.2.2 p.101] and trace(ΣE) is linear inΣ, therefore the
objective function is strictly convex. It follows that the minimum is reached at one
unique value ofΣ.
(QED)
A.3 Proof of Theorem 3
In this Appendix, we give the proofs of Theorem 3 in Section 2.5.1.
First, note that the innovations form a Gaussian random vector with zero mean and
covariance matrix given by (2.22). By [129, Chapter 7.1.1, p. 355–357], it follows that the
ML estimation of the covariance matrix of the innovation is obtained as the optimal
value of T in the following optimization problem (recall that H and R are ﬁxed and
known):
min
T,P
{
log[det(T)] + trace(T−1Ck)
}
(A.35)
subject to: T = HPHT +R
P real symmetric andP  0.
Second, we show that the feasible sets of the optimization problems (2.23) and (A.35)
are equivalent. More precisely, there is a one-to-one mapping between any feasibleΣ
of Problem (2.23) and a feasible (T,P) pair of Problem (A.35). In one direction, given
Σ,T andP are obtained by
P = U−1
(
Σ−1 − In
)
U−T (A.36)
T = HPHT +R (A.37)
We need to prove that ifΣ satisﬁes the conditions of Problem (2.23), thenP  0. To
show this, observe thatΣ  0 and In −Σ  0 thereforeΣ−1 − In  0 [131, Appendix
C]. This in turn implies thatP = U−1
(
Σ−1 − In
)
U−T  0.
In the reverse direction, givenT andP,Σ is obtained by
Σ =
(
UPUT + In
)−1
(A.38)
Similarly, we need to show that if P satisﬁes the condition of Problem (A.35) then Σ
is well deﬁned,Σ  0 and In −Σ  0. First observe thatP  0 thereforeUPUT  0
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andUPUT + In  In. ThusUPUT + In  0 and is invertible. It follows thatΣ is well
deﬁned and Σ  0. Furthermore, Σ−1 = UPUT + In  In and thus Σ−1  In [131,
Appendix C].
Third, we show that the values of the objective functions differ by a constant whenΣ
and (T,P) are mapped by the above correspondence. Indeed, by (A.37)
R−
1
2TR−
1
2 = R−
1
2HPHTR−
1
2 + Im
=V
(
U
0m−n,n
)
P
(
UT 0m−n,n
)
VT + Im
=V
(
UPUT 0n,m−n
0m−n,n 0m−n,m−n
)
VT + Im
=V
(
UPUT + In 0n,m−n
0m−n,n Im−n
)
VT (A.39)
Therefore, noticing that det(V) det(VT ) = 1 and using rules for block-diagonal matri-
ces:
det(R)−1 det(T) = det
(
UPUT + In
)
= det(Σ)−1 (A.40)
Taking the inverse of (A.39) gives
R
1
2T−1R
1
2 =
= V
(
UPUT + In 0n,m−n
0m−n,n Im−n
)−1
VT
= V
(
Σ 0n,m−n
0m−n,n Im−n
)
VT (A.41)
and thus
T−1Ck = R−
1
2V
(
Σ 0n,m−n
0m−n,n Im−n
)
VTR−
1
2Ck (A.42)
Using the property that trace(AB) = trace(BA) it comes
trace(T−1Ck) =
= trace
((
Σ 0n,m−n
0m−n,n Im−n
)
VTR−
1
2CkR
− 1
2V
)
= trace
((
Σ 0n,m−n
0m−n,n Im−n
)(
Ek E
′′
k
E′k E′′′k
))
= trace(ΣEk) + trace(E
′′′
k) (A.43)
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whereE′k,E′′k,E′′′k are sub-blocks of appropriate sizes andEk is deﬁned in (2.25).
Putting together (A.40) and (A.43) gives the following relation between the objective
functions:
log det(T) + trace(T−1Ck) = − log det(Σ) + trace(ΣEk) + α (A.44)
where α = log det(R) + trace(E′′′k) is a constant.
It follows from all the above thatΣ is optimal for Problem (2.23) if and only if (T,P) is
optimal for Problem (A.35), whenΣ and (T,P) are mapped by (A.36) to (A.38). (QED)
A.4 Covariance estimation method of Myers and Tapley
In [89], Myers and Tapley propose a simple covariance-matching method to assess
both Q and R. We assume that R is known, so that only Q has to be estimated. At
time-step k, the value ofQk is inferred by using the following procedure:
• ComputeN vectors (i = 1, ..., N ):
gi = x̂k−i|k−i −Ak−i−1x̂k−i−1|k−i−1 ; (A.45)
• Then, compute the sample covariance matrix:
M̂k = cov(g1, ...,gi, ...,gN ) ; (A.46)
• Compute the estimated process-noise covariance matrix:
Q̂k = M̂k − 1
N
N+1∑
i=2
(
Ak−iPk−i|k−iATk−i −Pk−i+1|k−i+1
)
. (A.47)
In stationary conditions, Q̂ approaches the true value as the parameterN increases. In
case of variations of the process stochastic parameters, the smallerN , the faster the KF
reaction.
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