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REPRESENTATIONS WITH MINIMAL SUPPORT FOR
QUANTIZED GIESEKER VARIETIES
PAVEL ETINGOF, VASILY KRYLOV, IVAN LOSEV, AND JOSE´ SIMENTAL
To the memory of Tom Nevins
Abstract. We study the minimally supported representations of quantizations of
Gieseker moduli spaces. We relate them to SLn-equivariant D-modules on the nilpo-
tent cone of sln and to minimally supported representations of type A rational Chered-
nik algebras. Our main result is character formulas for minimally supported repre-
sentations of quantized Gieseker moduli spaces.
1. Introduction
In this paper we continue the study of the representation theory of quantizations of
Gieseker varieties started in [Lo4]. The main focus of the paper is on the representations
with minimal support. We will elaborate on what this means later in this section. We
will obtain character formulas for these representations.
1.1. Gieseker varieties. Pick two vector spaces V, W of dimensions n, r ∈ Z>1 re-
spectively. Consider the space R := gl(V )⊕Hom(V,W ) and a natural action of GL(V )
on it, let gl(V ) → TR, ξ 7→ ξR be the infinitesimal action. We can form the cotan-
gent bundle T ∗R, this is a symplectic vector space. Identifying gl(V )∗ with gl(V )
and Hom(V,W )∗ with Hom(W,V ) by means of the trace form we identify T ∗R with
gl(V )⊕2 ⊕ Hom(W,V ) ⊕ Hom(V,W ). The action of GL(V ) on T ∗R is symplectic so
we get the moment map µ : T ∗R→ gl(V ). It can be described in two equivalent ways.
First, we have µ(A,B, i, j) = [A,B] + ji. Second, the dual map µ∗ : gl(V ) → C[T ∗R]
sends ξ ∈ gl(V ) to the vector field ξR considered as a polynomial function on T
∗R.
We identify the character lattice of GL(V ) with Z via the map
Z ∋ θ 7→ (detθ : GL(V)→ C×).
Let us pick θ ∈ Z \ {0} and consider the open set of θ-stable points (T ∗R)θ−st ⊂ T ∗R.
For θ = detk, k > 0 the subset of stable points consists of all quadruples (A,B, i, j)
such that ker i does not contain nonzero A- and B-stable subspaces. We can form the
GIT Hamiltonian reduction Mθ(n, r) = T ∗R//θGL(V ) := µ−1(0)θ−st/GL(V ). This is
a smooth symplectic quasi-projective variety of dimension 2rn that is a resolution of
singularities of the categorical Hamiltonian reduction M(n, r) := µ−1(0)/ GL(V ) which
is a Poisson variety. We note thatMθ(n, r) andM−θ(n, r) are symplectomorphic via the
isomorphism induced by (A,B, i, j) 7→ (B∗,−A∗, j∗,−i∗), so we always assume θ > 0
unless otherwise explicitly stated. We also consider the varieties M(n, r), M
θ
(n, r)
that are obtained similarly but with the space R replaced by R = sl(V )⊕Hom(W,V ).
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We have natural isomorphisms Mθ(n, r) ≃ C2 × M
θ
(n, r), M(n, r) ≃ C2 × M(n, r)
and projective morphisms ρ : Mθ(n, r) → M(n, r), ρ : M
θ
(n, r) → M(n, r). The latter
morphisms are resolutions of singularities.
We have an action of C× × GL(W ) on R given by (z, g) · (A, i) = (zA, gi). This
action naturally lifts to an action on T ∗R and descends to Mθ(n, r) and M(n, r). Let
T0 ⊂ GL(W ) denote a maximal torus in GL(W ). We set T := C× × T0.
1.2. Quantizations of M(n, r). We have a dilation action of C× on T ∗R given by
t · x = t−1x. It descends to both Mθ(n, r) and M(n, r). The resulting grading on
C[M(n, r)] is positive meaning that C[M(n, r)] =
⊕
i>0C[M(n, r)]i, where C[M(n, r)]i
is the i-th graded component. The Poisson bracket on C[M(n, r)] has degree −2 with
respect to this grading. By a quantization of M(n, r) we mean an associative unital al-
gebra A together with an increasing filtration Ai ⊂ A, i ∈ Z such that [Ai,Aj ] ⊂ Ai+j−2
for any i, j ∈ Z and an isomorphism of graded Poisson algebras grA ≃ C[M(n, r)].
Take c ∈ C and set
Ac(n, r) := D(R)//cGL(V ) := (D(R)/[D(R){ξR − c tr ξ | ξ ∈ gl(V )}])
GL(V ),
where D(R) is the ring of global differential operators on R. The algebra Ac(n, r)
has a filtration that is induced from the Bernstein filtration on D(R), that is, the
filtration, where both vector fields and functions on R have degree 1. There is a
natural isomorphism C[M(n, r)] ∼−→ grAc(n, r). We analogously define quantizations
Ac(n, r) of M(n, r). Note that Ac(n, r) = D(C)⊗Ac(n, r).
1.3. Main results. The following theorem is proved in [Lo4, Theorem 1.2].
Theorem 1.1. The algebra Ac(n, r) has a finite dimensional representation if and only
if c = mn with gcd(m,n) = 1 and c is not in the interval (−r, 0). If that is the case then
there exists a unique simple finite dimensional Ac(n, r)-module to be denoted by Lm
n
,r.
We remark that proving the existence of a finite-dimensional representation is the
most difficult part of the proof of Theorem 1.1 in [Lo4]. We give an explicit con-
struction of the representation Lm
n
,r which, in particular, simplifies the proof of The-
orem 1.1. Moreover, our construction allows us to compute not only the dimension
of Lm
n
,r, but its C× × GLr-character as well. Let us elaborate on this. We have a
natural action of the group C× × GL(W ) = C× × GLr on the vector space R. This
action commutes with the action of GL(V ) and thus induces an action of the group
C× × PGLr on the Gieseker variety M(n, r) as well as its resolution M
θ
(n, r). The
action C× × PGLr yM(n, r) is Hamiltonian, it admits a quantum comoment map
Υ: C⊕ slr = Lie(C× × PGLr)→ Ac(n, r) for any value of c. It is easy to see that the
adjoint action of Υ(C⊕slr) on Ac(n, r) is locally nilpotent, and therefore it integrates to
an action of C××PGLr on Ac(n, r) by algebra automorphisms. Moreover, via the map
Υ, every Ac(n, r)-module becomes a q-graded slr-representation. In particular, Lm
n
,r
becomes a C××SLr-representation. In the next section, we will show that the action of
SLr extends naturally to an action of GLr and we will compute the C××GLr-character
of Lm
n
,r.
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Theorem 1.2. Assume m > 0 and gcd(m,n) = 1. The following is true.
(1) The C× ×GLr-character of Lm
n
,r is
chC××GLr(Lmn ,r) =
1
[n]q
∑
λ⊢m
r(λ)6min(r;n)
sλ(q
1−n
2 , . . . , q
n−1
2 )[Wr(λ)
∗],
where λ denotes a Young diagram with m boxes, r(λ) is the number of rows
of λ, sλ is the Schur function corresponding to λ, Wr(λ) is the irreducible
GLr-module corresponding to λ, the square brackets denote the class in
K0(Rep(GLr)) and [n]q := (q
n
2 − q−
n
2 )/(q
1
2 − q−
1
2 ).
(2) The dimension of Lm
n
,r equals
1
n
(nr+m−1
m
)
.
Example 1.3. Consider the case n = 1, r = 2, θ > 0. Then we have
M(1, 2) ∼−→N, (i, j) 7→ (ij), M
θ
(1, 2) ∼−→ T ∗(P1), (i, j) 7→ (ij, im i),
where N ⊂ sl2 is the nilpotent cone. Note that the filtered quantizations of N are
U(sl2)p := U(sl2)/(C − p(p + 2)), p ∈ C, where C := 2ef + 2fe + h2 is the Casimir
element and U(sl2) is the universal enveloping algebra of sl2. In our notations we have
Ac(1, 2) = U(sl2)c. To see this let us recall that
Ac(1, 2) = (D(C
2)/[D(C2){x
∂
∂x
+ y
∂
∂y
− c}])GL1 ,
where x, y ∈ C2∗ are standard coordinate functions and the action of GL1 = C× is
given by t · x = tx, t · y = ty. Then the isomorphism U(sl2)c
∼−→Ac(1, 2) is induced
by e 7→ −y ∂∂x , f 7→ −x
∂
∂y , h 7→ y
∂
∂y − x
∂
∂x . This is nothing else but the infinitesimal
action of sl2 on C2 corresponding to the standard action SL2 y C2. The module Lm,2
is exactly Sm(C2) with trivial action of C×, the action of GL2 is induced from the dual
of the tautological action GL2 y C2.
More generally, for n = 1, θ > 0 one can identify Ac(1, r) with a certain quotient of
U(slr) and the C× × GLr-module Lm,r is nothing else but Sm(Cr) with trivial action
of C× and the action of GLr induced from the dual of the tautological action on Cr.
One can generalize the theorem above to the case of irreducible representations with
minimal support. Let us explain what we mean by this.
Fix a one parameter subgroup ν : C× → T , it takes the form (tk, ν0(t)), where
ν0 : C× → T0. Assume this one parameter subgroup is generic meaning that its fixed
point locus in Mθ(n, r) coincides with that for T . We will assume that k > 0. To
this subgroup one can assign the category Oν(Ac(n, r)) of certain Ac(n, r)-modules. If
c 6∈ (−r, 0) or has denominator > n (or is irrational), the irreducible objects in this
category are labelled by the r-multipartitions of n. We can analogously define the
category Oν(Ac(n, r)). Recall that we have an isomorphism Ac(n, r) ≃ D(C)⊗Ac(n, r).
It is clear that we have a label-preserving equivalence
Oν(Ac(n, r))
∼−→Oν(Ac(n, r)), M 7→ C[x]⊗M,
where C[x] is the standard polynomial representation of the Weyl algebra D(C), so
the computation of the character of a module from Oν(Ac(n, r)) boils down to the
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same computation for the corresponding module in Oν(Ac(n, r)). See Section 3.2 for
references on categories O.
In the special case when ν0(t) = diag(t
d1 , . . . , tdr) with d1 ≫ d2 ≫ . . .≫ dr, the third
named author computed the GK dimensions of the irreducible modules in Oν(Ac(n, r)),
see [Lo4, Section 6]. Assume that c = mn but m and n are no longer coprime. Let
d := gcd(m,n). The minimal possible GK dimension of a module in Oν(Ac(n, r)) is
then d and the simple modules with this GK dimension are precisely those labelled by
r-multipartitions of the form (∅, . . . ,∅, n0λ). Here n0 := n/d and λ is a partition of d,
by n0λ we mean the partition of n obtained from λ multiplying all parts by n0.
1
Using quantum Hamiltonian reduction, in Section 4 we define a certain simple module
over the algebra Ac(n, r) to be denoted Lm
n
,r(n0λ). We will see that it actually lies in
the category O corresponding to any ν of the form (tk, ν0(t)) for k > 0 and prove that
Lm
n
,r(n0λ) is labeled by (∅, . . . ,∅, n0λ). Recall that Lm
n
,r(n0λ) is naturally a q-graded
slr-module. We will show that the action of slr on Lm
n
,r(n0λ) is integrable and induces
a natural action GLr y Lm
n
,r(n0λ). However, the q-grading on Lm
n
,r(n0λ) does not
necessarily integrate to a C×-action.
Theorem 1.4. The q-graded GLr-character of Lm
n
,r(n0λ) is given by the following
formula:
chq,GLr(Lmn ,r(n0λ)) =
= (1− q−1)
∑
r(µ)6min(n,r)
µ,β⊢m
cβλ,m0q
−m−1
2
+ n
m
κ(β)〈sβ
[
X
1− q−1
]
, sµ〉[Wr(µ)
∗],
where 〈 , 〉 is the Hall inner product on the algebra of symmetric functions Λ, we use
plethystic notation, κ(β) is the sum of contents of all boxes of the diagram β and
the constants cβλ,m0 are defined as follows: sλ(x
m0
1 , x
m0
2 , . . .) =
∑
β c
β
λ,m0
sβ(x1, x2, . . .),
where m0 := m/ gcd(m,n).
We remark that we have an isomorphism Ac(n, r) ≃ A−c−r(n, r), see for example
[Lo4, Lemma 3.1]. Thus, we will always assume c > 0 unless otherwise explicitly stated.
1.4. Organization of the paper. In Section 2, we define an associative algebra
Hc(n, r), which is isomorphic to the rational Cherednik algebra of sln for r = 1. We
study the representation theory of the algebra Hc(n, r) and use it to prove Theorem 1.2.
We also give a combinatorial interpretation to the dimension of Lm
n
,r in terms of parking
functions, see Theorem 2.28. In Section 3, we use Theorem 1.2 to simplify the proof of
the localization theorem forMθ(n, r) given in [Lo4]. Section 4 is devoted to the study of
1We should remark that in [Lo4] minimally supported modules are labeled by (n0λ,∅, . . . ,∅) that
could not be true (for θ > 0) since for example for n = 1 we have M
θ
(1, r) ≃ T ∗(Pr−1), and it is easy
to see that the label (,∅, . . . ,∅) is minimal with respect to the contraction order on M
θ
(1, r)
ν(C×)
induced by ν so the corresponding simple module must have maximal support. The mistake in [Lo4]
appeared since there is a wrong sign in the proof of [Lo4, Proposition 3.5] which leads to reversal of
the labeling. We fix a proof of [Lo4, Proposition 3.5] in Proposition 3.4.
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representations of Ac(n, r) with minimal support. We construct these representations
explicitly as Hamiltonian reductions of certain D-modules on R. In Section 5, we prove
Theorem 1.4.
1.5. Acknowledgements. We would like to thank Eugene Gorsky and Monica Vazi-
rani for useful discussions. The work of P.E. was partially supported by the NSF under
grant DMS-1502244. The work of V. K. was partially supported by the Foundation for
the Advancement of Theoretical Physics and Mathematics “BASIS”.
2. Characters of finite-dimensional representations
In this section, we compute the character of the representation Lm
n
,r by means of a
construction similar to that introduced in [CEE, Section 9]. This will lead us to study
an algebra Hc(n, r), explicitly defined by generators and relations, that is very similar
to the rational Cherednik algebra that we obtain when setting r = 1. Our character
computation will follow from our study of the representation theory of this algebra. For
this reason, we first review the case of rational Cherednik algebras, which is well-known
in the literature.
2.1. The case r = 1. In the r = 1 case, the algebra Ac(n, 1) is known to be a
type A spherical rational Cherednik algebra, cf. [GG, Lo1]. Let us define the
full rational Cherednik algebra. The type A rational Cherednik algebra (of sln
type) is the algebra Hc(n) that is the quotient of the semidirect product algebra
C〈x1, . . . , xn, y1, . . . , yn〉⋊ Sn by the relations∑n
i=1 xi = 0,
∑n
i=1 yi = 0, [xi, xj ] = 0, [yi, yj ] = 0, [xi, yj ] =
1
n − csij , (2.1)
where sij ∈ Sn is the transposition i ↔ j and, in the last equation, i 6= j. Let us
remark that Hc contains a remarkable Euler element h :=
1
2
∑
(xiyi + yixi). This
element satisfies [h, xi] = xi, [h, yi] = −yi and [h, w] = 0 for w ∈ Sn. In particular, it
gives a grading on Hc, and every finite-dimensional representation of Hc is graded by
eigenvalues of h.
We define a category Oc = O(Hc) over Hc as the category of finitely generated
modules over Hc on which elements xi act locally nilpotently. Equivalently Oc is the
category of finitely generated modules M over Hc such that h acts on M with finite
dimensional generalized eigenspaces and real parts of the eigenvalues of h on M are
bounded from above.
Remark 2.1. Note that this definition is not the standard one (as for example in [BEG,
GGOR]), where we ask yi to act locally nilpotently or equivalently real parts of the
eigenvalues of h on M to be bounded from below.
If τ is a finite dimensional module over Sn, then we can extend it to a module τ˜ over
C[x1, . . . , xn]⋊ Sn by letting xi act via 0 and define the standard Hc-module Mc(τ) as
follows: Mc(τ) := Hc ⊗C[x1,...,xn]⋊Sn τ˜ . One can easily check that Mc(τ) ∈ Oc.
The finite-dimensional representations of the algebra Hc(n) have been extensively
studied from algebraic, combinatorial and geometric points of view, see [BEG, GORS,
Go, V], for example.
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Theorem 2.2. [BEG, GORS] The algebra Hc(n) admits a finite-dimensional repre-
sentation if and only if c = mn with gcd(m,n) = 1. If this is the case, there is a unique
irreducible finite-dimensional representation, that we will denote F m
n
, and any other
finite-dimensional representation is a direct sum of copies of F m
n
. Moreover, if m > 0,
then the graded decomposition of F m
n
as an Sn-module is given by
[F m
n
] =
1
[m]q
⊕
λ⊢n
sλ(q
1−m
2 , q
3−m
2 , . . . , q
m−1
2 )[Vλ], (2.2)
where Vλ is the irreducible Sn-module labeled by the partition λ, sλ is the corresponding
Schur function and our normalization of quantum numbers is [z]q =
q
z
2−q−
z
2
q
1
2−q−
1
2
.
Let us remark that the q-number sλ(q
1−m
2 , . . . , q
m−1
2 ) can be explicitly computed via
the following hook-length formula, see e.g. [R]:
sλ(q
1−m
2 , . . . , q
m−1
2 ) =
∏
(i,j)∈λ
[m+ i− j]q
[h(i, j)]q
,
where h(i, j) is the hook-length of the box (i, j) ∈ λ. In particular,
sλ(q
m−1
2 , . . . , q
1−m
2 ) = 0 if the partition λ has more than m rows.
Let us now elaborate on the connection between Hc(n) and the algebra Ac(n, 1).
Note that the algebra Hc(n) contains the (trivial) idempotent e :=
1
n!
∑
w∈Sn
w of Sn.
So we can form the spherical subalgebra Hsphc (n) := eHc(n)e. According to [GG, Lo1],
the algebras Hsphc (n) and Ac(n, 1) are isomorphic. Thus, we have
Lm
n
,1 = F
Sn
m
n
and the q-character of Lm
n
,1 is given by
1
[m]q
s(n)(q
1−m
2 , . . . , q
m−1
2 ) =
1
[m]q
[
n+m− 1
n
]
q
.
2.2. The Calaque-Enriquez-Etingof construction. Our approach to the compu-
tation of the character of the module Lm
n
,r is based on a construction from [CEE,
Section 9] that gives a construction of certain representations of type A rational Chered-
nik algebras via equivariant D-modules. Let us denote by χ : gln → C the character
χ := mn tr. Let M be a χ-twisted equivariant D-module on sln. Recall that this means
that M is a D-module on sln with a compatible GLn-action, satisfying ξR − ξM = χ
for every ξ ∈ gln. Note that, since constant matrices act trivially on sln, this implies
that if ξ = diag(a, . . . , a), then ξM = −am IdM .
It follows that the invariant space (M ⊗ C[Hom(Cn,Cr)])GLn coincides with
(M ⊗ SmHom(Cr,Cn))GLn . Moreover, since ξR = 0 for every constant matrix ξ and
M is χ-equivariant, ξ(M ⊗ SmHom(Cr,Cn)) = 0 for every constant matrix ξ and it
follows that
(M ⊗ SmHom(Cr,Cn))GLn = (M ⊗ SmHom(Cr,Cn))gln = (M ⊗ SmHom(Cr,Cn))sln .
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In other words, (M ⊗ SmHom(Cr,Cn))sln is a Am
n
(n, r)-module. Note that here we do
not need to assume that n and m are coprime.
It will be convenient to study the larger space (M ⊗ Hom(Cr,Cn)⊗m)sln . To ease
the notation, let us set U := Hom(Cr,Cn). We also set Fn,m,r(M) := (M ⊗ U⊗m)sln .
A priori, Fn,m,r is a functor from the category of χ-equivariant D-modules on sln to
the category of vector spaces, but we will put some extra structure on Fn,m,r(M).
First, for a matrix P ∈ gln, left multiplication by P defines a map that we will denote
P : U → U . Moreover, for i = 1, . . . ,m, we denote (P )i : U
⊗m → U⊗m the map given
by left multiplication by P on the i-th tensor factor.
We will also consider a pair of bases (ρj), (ρ
j) of sln that are dual with respect to
the trace form. We will need to make a distinction and consider ρj ∈ sln, ρ
j ∈ sl∗n. In
particular, ρj is a coordinate function on the space sln, while ρj can be thought of as a
differentiation with respect to ρj . We will think of ρj ∈ D(sln) as a degree 1 differential
operator, and of ρj ∈ D(sln) as a degree 0 differential operator. Clearly, [ρi, ρ
j ] = δij .
Finally, for ℓ1 6= ℓ2, let c
ℓ1,ℓ2 : U⊗m → U⊗m denote the operator that acts as∑r
i,j=1Eij ⊗ Eji on the ℓ1, ℓ2-tensor factors of U
⊗m. Here, Eij ∈ End(Cr) is given
by (Eij)ab = δiaδjb, and Q ∈ End(Cr) acts on U by multiplication by Qt on the right.
Proposition 2.3. For ℓ = 1, . . . ,m, define the following operators on Fn,m,r(M):
Xℓ :=
∑
j
ρj ⊗ (ρj)ℓ, Yℓ :=
n
m
∑
j
ρj ⊗ (ρ
j)ℓ.
These operators satisfy the following relations:
m∑
ℓ=1
Xℓ = 0,
m∑
ℓ=1
Yℓ = 0, (2.3)
[Xℓ1 ,Xℓ2 ] = 0, [Yℓ1 , Yℓ2 ] = 0, (2.4)
[Xℓ1 , Yℓ2 ] =
1
m
−
n
m
cℓ1,ℓ2sℓ1,ℓ2 , ℓ1 6= ℓ2, (2.5)
where sℓ1,ℓ2 is the operator that permutes the ℓ1, ℓ2-tensor factors in U
⊗m
r .
Proof. A direct computation. Relations (2.3) follow from sln-invariance. Relations (2.4)
are obvious. Finally, for (2.5), we have
m
n [Xℓ1 , Yℓ2 ] =
∑
i,j[ρ
j ⊗ (ρj)ℓ1 , ρi ⊗ (ρ
i)ℓ2 ]
=
∑
i,j[ρ
j , ρi]⊗ (ρj)ℓ1(ρ
i)ℓ2
=
∑
j[ρ
j , ρj ]⊗ (ρj)ℓ1(ρ
j)ℓ2
= −
∑
j 1⊗ (ρj)ℓ1(ρ
j)ℓ2
and the result follows from the fact that
∑
j(ρj)ℓ1(ρ
j)ℓ2 = c
ℓ1,ℓ2sℓ1,ℓ2−
1
n : U
⊗m → U⊗m,
which is straightforward. 
Note that on (M ⊗ U⊗m)sln we also have an action of End(Cr)⊗m by multiplying
on the right by the transpose on the U⊗m tensor factor, as well as an action of Sm by
permuting the tensor factors on U⊗m. The action of End(Cr)⊗m commutes with the
action of X1, . . . ,Xm, Y1, . . . , Ym, and Sm satisfies the obvious commutation relations
with X’s, Y ’s and End(Cr)⊗m. This motivates the following definition.
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Definition 2.4. Let m, r ∈ Z>0 and c ∈ C. We define the algebra Hc(m, r) to be the
quotient of the semi-direct product algebra
(C〈x1, . . . , xm, y1, . . . , ym〉 ⊗ End(C
r)⊗m)⋊ Sm
by the relations ∑
xℓ = 0,
∑
yℓ = 0, (2.6)
[xℓ1 , xℓ2 ] = 0, [yℓ1 , yℓ2 ] = 0, (2.7)
[xℓ1 , yℓ2 ] =
1
m
− c
r∑
i,j=1
(Eij)ℓ1(Eji)ℓ2sℓ1,ℓ2 , ℓ1 6= ℓ2. (2.8)
Example 2.5. When r = 1, Hc(m, 1) is nothing but the rational Cherednik algebra
Hc(m) defined in Section 2.1.
Then Proposition 2.3 can be reinterpreted as follows.
Proposition 2.6. The correspondence sending M to Fn,m,r(M) defines a functor
Fn,m,r : D(sln) -mod
GLn,χ → H n
m
(m, r) -mod .
2.3. The Dunkl embedding for Hc(m, r). Proposition 2.6 motivates the study of the
algebra Hc(m, r) and its representation theory. As it turns out, the algebras Hc(m, r)
and Hc(m, 1) are Morita equivalent. Before stating our result, let us establish some
structural properties of the algebra Hc(m, r). In particular, we will define a polynomial
representation for Hc(m, r).
Let h denote the (m − 1)-dimensional reflection representation of the symmetric
group Sm. Recall that the algebra Hc(m, 1) acts on C[h], with x1, . . . , xm acting by
multiplication and y1, . . . , ym acting by Dunkl operators. Let us denote these operators
on C[h] by x1, . . . , xm, y1, . . . , ym.
Proposition 2.7. The algebra Hc(m, r) acts on the space C[h]⊗ (Cr)⊗m as follows:
• x1, . . . , xm, y1, . . . , ym act by x1 ⊗ 1, . . . , xm ⊗ 1, y1 ⊗ 1, . . . , ym ⊗ 1, respectively.
• A1 ⊗ · · · ⊗Am ∈ End(Cr)⊗m acts by 1⊗A1 ⊗ · · · ⊗Am.
• Sm acts diagonally.
Proof. A direct computation, the main point here is that
∑
Eij ⊗Eji acts on Cr ⊗Cr
by switching the tensor factors. 
Let us now denote by hreg ⊂ h the locus where the Sm-action is free, note that
this is a principal open set. It is well-known that the algebra Hc(m, 1) admits an
embedding Hc(m, 1) →֒ D(h
reg) ⋊ Sm, by interpreting x1, . . . , xm as functions on h
and y1, . . . , ym as Dunkl operators. Thanks to Proposition 2.7, the algebra Hc(m, r)
admits a similar embedding to (D(hreg) ⊗ End(Cr)⊗m) ⋊ Sm. Since the action of
(D(hreg)⊗ End(Cr)⊗m)⋊ Sm on C[h] ⊗ (Cr)⊗m is faithful, this has the following con-
sequence.
Proposition 2.8. [PBW property forHc(m, r)] Multiplication induces an isomorphism
S(h∗)⊗ (End(Cr)⊗m ⋊ Sm)⊗ S(h)
∼
−→ Hc(m, r).
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Corollary 2.9. Let E := E⊗m11 ∈ End(C
r)⊗m. Then E is an idempotent,
Hc(m, r)EHc(m, r) = Hc(m, r) and EHc(m, r)E ∼= Hc(m, 1). In particular, Hc(m, r)
is Morita equivalent to the usual type A rational Cherednik algebra Hc(m).
Proof. The first two assertions are clear. For the last assertion, define a map
C〈x1, . . . , xm, y1, . . . , ym〉 ⋊ Sm → EHc(m, r)E by sending xℓ 7→ ExℓE = xℓE,
yℓ 7→ EyℓE = yℓE and w 7→ EwE = wE for w ∈ Sm. It is easy to check that this map
factors through an algebra homomorphism Hc(m, 1) → EHc(m, r)E. That it is an
isomorphism follows from the PBW property. 
2.4. Representation theory of Hc(m, r). Thanks to Corollary 2.9, the algebras
Hc(m, r) and Hc(m, 1) are Morita equivalent. In fact, we have a very concrete re-
alization of this Morita equivalence, that generalizes Proposition 2.7.
Proposition 2.10. Let N ∈ Hc(m, 1) -mod. Denote the action of
x1, . . . , xm, y1, . . . , ym ∈ Hc(m, 1) on N by x1, . . . xm, y1, . . . ym, respectively.
Define Φ(N) := N ⊗ (Cr)⊗m. Then Φ(N) becomes a Hc(m, r)-module by the same
formulas as those in Proposition 2.7, and Φ: Hc(m, 1) -mod → Hc(m, r) -mod is an
inverse to the functor E : Hc(m, r) -mod→ Hc(m, 1) -mod.
Proof. That the formulas do define an action of Hc(m, r) on Φ(N) is a straightforward
direct computation. Note that E(N ⊗ (Cr)⊗m) = N . So the functor N 7→ Φ(N) is a
right inverse to the Morita equivalence of Corollary 2.9 and the result follows. 
Thanks to Theorem 2.2 we can see the following.
Corollary 2.11. The algebra Hc(m, r) admits a finite-dimensional representation if
and only if c = nm with gcd(m,n) = 1. Moreover, the unique irreducible finite-
dimensional representation is F n
m
⊗ (Cr)⊗m where, recall, F n
m
is the unique irreducible
finite-dimensional representation of H n
m
(m, 1).
Let us now see that we can get the unique irreducible finite-dimensional representa-
tion of H n
m
(m, r) from a D-module on sln via the functor Fn,m,r.
Proposition 2.12. The equivalence in Corollary 2.9 intertwines the functors Fn,m,r
and Fn,m,1, that is, the following diagram commutes:
D(sln) -mod
GLn,χ
Fn,m,r
uu❧❧❧
❧❧
❧❧
❧❧
❧❧
❧❧
❧❧ Fn,m,1
))❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
H n
m
(m, r) -mod
M 7→EM
// H n
m
(m, 1) -mod
Proof. Since Hom(Cr,Cn)E11 = Cn, it follows that EFn,m,r(M) = (M ⊗ (Cn)⊗m)sln ,
with the correct formulas for the action of x1, . . . , xm, y1, . . . , ym. 
Now assume m and n are coprime and let O be the regular nilpotent orbit in sln.
Consider the rank one local system on O that corresponds to the representation of the
center Z(SLn) ⊂ SLn given by diag(z, . . . , z) → z
−m, and let M(O) be its minimal
extension. This is an SLn-equivariant D-module on sln. Extend the SLn-action on
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M(O) to a GLn-action by requiring a matrix diag(a, . . . , a) to act by multiplication by
a−m. This makes M(O) a χ-equivariant D-module on sln. The next result is now a
consequence of Proposition 2.12 and [CEE, Section 9.12]
Corollary 2.13. The module Fn,m,r(M(O)) is the unique irreducible finite-dimensional
representation of H n
m
(m, r). In particular, Fn,m,r(M(O)) = F n
m
⊗ (Cr)⊗m.
Remark 2.14. Let us compare the functor Fn,m,1 to that used in the work of Calaque-
Enriquez-Etingof [CEE]. It is easy to see that, if M is a χ-equivariant D-module on sln
supported on the nilpotent cone N, the action of x1, . . . , xm ∈ H n
m
(m, r) on Fn,m,r(M)
is locally nilpotent and the action of the Euler element h = 12
∑
xiyi + yixi is locally
finite. In other words, the module Fn,m,r(M) belongs to the category O of highest
weight modules.
In [CEE], the authors consider the functor F ∗n,m,1 := Fn,m,1 ◦ F, where F is the
usual Fourier transform on D-modules. The reason is that, if M is supported on
the nilpotent cone N, then the action of y1, . . . , yn on F
∗
n,m,1(M) is locally nilpotent,
so F ∗n,m,1(M) belongs to the category of lowest-weight modules for H nm (m, 1), which
is more common in the Cherednik algebra literature, see Remark 2.1 above. Note,
however, that since the D-module M(O) considered in Corollary 2.13 is cuspidal, both
M(O) and F(M(O)) are supported on the nilpotent cone, and the same reasoning as
in [CEE, Section 9.12] implies that Fn,m,1(M(O)) is a finite-dimensional irreducible
representation of H n
m
(m, 1).
2.5. Spherical subalgebra. Note that Hc(m, r) contains the idempotent
e := 1m!
∑
w∈Sm
w, so we have the spherical subalgebra Hsphc (m, r) := eHc(m, r)e. As
usual, we have a quotient functor N 7→ eN = NSm , Hc(m, r) -mod→ H
sph
c (m, r) -mod
that is an equivalence provided eN 6= 0 for every N ∈ Hc(m, r) -mod.
Proposition 2.15. Assume that c /∈ (−1, 0) or that r > m. Then the algebrasHc(m, r)
and Hsphc (m, r) are Morita equivalent. In particular, if c =
n
m > 0 with gcd(m,n) = 1,
we have that Hsphc (m, r) admits a unique irreducible finite-dimensional representation,
given by e(F n
m
⊗ (Cr)⊗m) = (F n
m
⊗ (Cr)⊗m)Sm .
Proof. The case c /∈ (−1, 0) follows from [BE, Corollary 4.2], as follows. We need
to show that eN˜ = N˜Sm 6= 0 for every N˜ ∈ Hc(m, r) -mod. By Proposition 2.10,
N˜ = N ⊗ (Cr)⊗m for some N ∈ Hc(m, 1) -mod. Now, by [BE, Corollary 4.2], NSm 6= 0
provided c 6∈ (−1, 0). Then 0 6= NS
m
⊗ Sm(Cr) ⊆ N˜Sm and we are done.
If r > m, by Schur-Weyl duality we have that every irreducible representation of Sm
appears with nonzero multiplicity in (Cr)⊗m. So, using the notation of the previous
paragraph, N˜Sm = (N ⊗ (Cr)⊗m)Sm 6= 0 for every nonzero N˜ ∈ Hc(m, r) -mod and the
result now follows from Proposition 2.10. 
2.6. Functor F sphn,m,r vs. Hamiltonian reduction. Note that we have a functor
F sphn,m,r : D(sln) -mod
GLn,χ → Hsphn
m
(m, r) -mod which is defined by F sphn,m,r := eFn,m,r.
By the definition of the functor Fn,m,r, we have that F
sph
n,m,r(M) = (M ⊗ SmU)sln .
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On the other hand, we have a Hamiltonian reduction functor
H : D(sln) -mod
GLn,χ → Am
n
(n, r) -mod,
given by taking the invariant space H(M) := (M ⊗ C[Hom(Cn,Cr)])GLn . Thanks
to the discussion at the beginning of Section 2.2 we have that, as vector spaces,
H(M) = F sphn,m,r(M) for every M ∈ D(sln) -modGLn,χ.
We claim that even more is true. Note that by Propositions 2.12 and 2.15, another
formula for the functor F sphn,m,r is given by
F sphn,m,r(M) = (Fn,m,1(M)⊗ (C
r)⊗m)Sm
the space Fn,m,1(M) has a grading coming from the Euler operator in H n
m
(m, 1), while
the space (Cr)⊗m has a natural GLr-action. Both the action of the Euler operator and
the GLr-action commute with the action of Sm, so we get commuting q-grading and
GLr-action on F
sph
n,m,r(M).
Remark 2.16. It follows from [CEE, Section 8] that the action of the Euler element h on
Fn,m,1(M) extends to an action of sl2 on Fn,m,1(M) so if Fn,m,1(M) is finite-dimensional,
then our q-grading integrates to an action of C× on Fn,m,1(M).
Theorem 2.17. Let M ∈ D(sln) -mod
GLn,χ. Then, as q-graded slr-modules,
H(M) = (Fn,m,1(M)⊗ (C
r∗)⊗m)Sm .
In particular, the slr-action on H(M) integrates to a SLr-action that can be extended
to a GLr-action in a natural way. The q-grading integrates to a C×-action provided
the same is true for the H n
m
(m, 1)-module Fn,m,1(M).
Proof. Let us deal with the slr-action. First, we will consider the action of End(Cr)⊗m.
The action of End(Cr)⊗m on H(M) = (M ⊗ SmU)sln is induced from the action
on U = Hom(Cr,Cn), so the embedding H(M) →֒ (M ⊗ U⊗m)sln = Fn,m,r(M) is
End(Cr)⊗r-equivariant. Now, the isomorphism Fn,m,r(M) = Fn,m,1(M) ⊗ (Cr)⊗m is
that ofH n
m
(m, r)-modules, and is therefore both Sm and End(Cr)⊗m-equivariant. Thus,
as End(Cr)⊗m-modules, we have that H(M) gets identified with the Sm-invariant part
of Fn,m,1(M)⊗ (Cr)⊗m.
Note, however, that the action of End(Cr)⊗m on U⊗m is by multiplication by the
transpose on the right, and thus it is not compatible with the action of slr. To
fix this, one needs to first apply the automorphism ξ 7→ −ξ of slr. This induces
the antipodal map at the level of the enveloping algebra U(slr) and thus we get
H(M) = (Fn,m,1 ⊗ (Cr∗)⊗m)Sm as slr-modules, as desired. The claim about the in-
tegrability of the slr-action follows easily. The action of SLr on (Cr∗)⊗m naturally
extends to an action of GLr.
Note that the isomorphism Fn,m,r(M) ∼= Fn,m,1(M) ⊗ (Cr)⊗m is that of H n
m
(m, r)-
modules and therefore preserves q-gradings. So it remains to show that the embed-
ding H(M) →֒ Fn,m,1(M) ⊗ (Cr)⊗m that we produced in the first paragraph of this
proof also preserves the q-gradings. The q-grading on H(M) is induced by the ac-
tion of the operator
∑
j ρ
jρj where, recall, ρj ∈ sln, ρ
j ∈ sl∗n are a pair of dual
bases. The coincidence of the actions now follows from the formulas in Proposition
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2.3, see e.g. [CEE, Proposition 8.7]. Finally, as q-graded Sm-modules we clearly have
Fn,m,1 ⊗ (Cr)⊗m = Fn,m,1 ⊗ (Cr∗)⊗m and the claim follows. 
Note that, since we are assuming that c = mn > 0, we are always in one of the cases
considered in Proposition 2.15 and therefore we have that H(M) 6= 0 if and only if
Fn,m,1(M) 6= 0.
Now let O be the regular nilpotent orbit in sln, and M(O) the irreducible
χ-equivariant D-module on sln associated to O. Then M(O) ⊗ C[Hom(Cn,Cr)]
is an irreducible χ-equivariant D(R)-module and, since H is a quotient functor,
H(M(O)) = (F n
m
⊗ (Cr)⊗m)Sm 6= 0 is an irreducible Am
n
(n, r)-module, which is
finite-dimensional and therefore isomorphic to Lm
n
,r. By Remark 2.16 the q-grading
on Lm
n
,r integrates to a C×-action. Then we obtain.
Corollary 2.18. As C× ×GLr-modules,
Lm
n
,r
∼= (F n
m
⊗ (Cr∗)⊗m)Sm .
Let us explicitly compute the C××GLr-character of Lm
n
,r. From (2.2) we have that
the C×-character of F n
m
is
1
[n]q
⊕
λ⊢m
sλ(q
1−n
2 , . . . , q
n−1
2 )Vλ;
now, for a partition λ with at most r parts, denote by Wr(λ) the irreducible GLr-
summand of (Cr)⊗m indexed by λ. Then, by Schur-Weyl duality, we can express the
character of Lm
n
,r by
1
[n]q
⊕
λ⊢m
r(λ)6r
sλ(q
1−n
2 , . . . , q
n−1
2 )Wr(λ)
∗,
where r(λ) is the number of rows of λ. Even more is true. The Schur function
sλ(q
1−n
2 , . . . , q
n−1
2 ) is the graded dimension of the representation Wn(λ) of gln and
therefore vanishes when r(λ) > n. Then we obtain our character formula
Lm
n
,r =
1
[n]q
⊕
λ⊢m
r(λ)6min(n;r)
sλ(q
1−n
2 , . . . , q
n−1
2 )Wr(λ)
∗. (2.9)
Note that, if we ignore the 1[n]q -factor in (2.9) we have the graded character of the
GLn×GLr-representation S
m(Cn ⊗ Cr), where the grading only affects the Cn-part.
It follows that the dimension of Lm
n
,r is
1
n
(
nr+m−1
m
)
= 1n dimS
m(Cn ⊗ Cr).
Corollary 2.19. The C×-character of Lm
n
,r is a Laurent polynomial in q that is sym-
metric under the change of variables q ↔ q−1, i.e. chq(Lm
n
,r) = chq−1(Lm
n
,r). Moreover,
its degree is (n − 1)(m− 1)/2 and its leading coefficient is
(r+m−1
m
)
.
Proof. It is known that the action of the Euler element h on F n
m
extends to an action
of sl2 on F n
m
and, moreover, this action commutes with the action of Sm. Thus, the
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fact that chq(Lm
n
,r) = chq−1(Lm
n
,r) follows immediately from Corollary 2.18. From (2.9)
it follows that the degree of chq(Lm
n
,r) is independent of r, and in the case r = 1 it is
easy to see that the degree is precisely (m − 1)(n − 1)/2. Finally, from (2.9) it is also
easy to see that the leading coefficient is dim(Sm(Cr∗)) =
(
r+m−1
m
)
. 
Example 2.20. Consider now the example m = 3, n = r = 2. We have
L3/2,2 =W
∗ + (q + q−1)W ∗ , dimL3/2,2 = 10.
Remark 2.21. Note that the roots of 1n
(nr+m−1
m
)
= 1n
(nr+m−1
nr−1
)
considered as
a polynomial of m (with fixed n) are precisely −1, . . . ,−nr + 1, i.e. we have
dimLm
n
,r = 0 for −rn < m < 0. This exactly corresponds to the fact that the
algebra Ac(n, r) = D(sln × (Cn)⊕r)//m
n
GLn has infinite homological dimension and
does not have nontrivial finite dimensional representations in these cases, see [Lo4,
Theorems 1.1, 1.2]. We will use these observations in Section 3 to greatly simplify the
most technical parts of the proof of Theorem 1.1 in loc.cit.
Remark 2.22. Let {Eii} be the standard basis of t, i.e. diag(a1, . . . , ar) =
∑
i aiEii. We
can define the T -character of L n
m
,r as follows:
g(q, q1, . . . , qr) := TrL n
m ,r
(qhqE111 . . . q
Err
r ).
It is easy to deduce from the Cauchy identity that g(q, q1, . . . , qr) is the coefficient in
front of zm of the following “generating function”2
D(z) =
1
[n]q
∏
16i6n
16j6r
1
1− zq
n+1−2i
2 q−1j
. (2.10)
2.7. Semistandard parking functions and higher rank Catalan numbers. The
goal of this section is to give a combinatorial interpretation of dimLm
n
,r.
Definition 2.23. We will call the number Cm
n
,r := dim(Lm
n
,r) =
1
n
(
nr+m−1
m
)
the rank
r rational mn -Catalan number.
Let us, first, review the case r = 1 which is well-known. Since m and n are coprime,
the number Cm
n
,1 =
1
n
(
n+m−1
m
)
= 1n+m
(
n+m
m
)
counts the number of mn -Dyck paths, that
is, paths in Z2 from (0, 0) to (n,m) that use only steps in the directions (1, 0) and (0, 1),
and that always stay above the diagonal line y = mn x. We will denote by Dmn the set
of mn -Dyck paths.
Now let D ∈ Dm
n
. A vertical run of D is a maximal collection of consecutive vertical
steps. Let a1, . . . , aℓ be the lengths of the vertical runs of D. Note that a1+. . .+aℓ = m.
The following result will be very important for us.
2Note that if m and n are not coprime, the coefficient in front of zm in D(z) is not the character
of a finite-dimensional representation and, in fact, does not need to be in Z[q, q−1, qj , q−1j | 1 6 j 6 r].
This is the reason why we write “generating function” inside quotation marks.
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Lemma 2.24. As a representation of Sm,
F n
m
=
⊕
D∈Dm
n
IndSmSa1×···×Saℓ
triv .
Proof. Follows from [BEG, Proposition 1.7] and [ALW, Corollary 4]. 
A consequence of Lemma 2.24 is that, as GLr-modules,
Lm
n
,r = (F n
m
⊗ (Cr∗)⊗m)Sm
= HomSm(F nm , (C
r∗)⊗m)
=
⊕
D∈Dm
n
HomSm(Ind
Sm
Sa1×···×Saℓ
triv, (Cr∗)⊗m)
=
⊕
D∈Dm
n
HomSa1×···×Saℓ (triv,Res
Sm
Sa1×···×Saℓ
((Cr∗)⊗m))
=
⊕
D∈Dm
n
Sa1(Cr∗)⊗ · · · ⊗ Saℓ(Cr∗).
(2.11)
Remark 2.25. Note that (2.11) gives another expression for the GLr-character of Lm
n
,r.
We will use equation (2.11) to give a combinatorial interpretation of Cm
n
,r. The key
concept is the following.
Definition 2.26. A rank r semistandard mn -parking function consists of a pair (D,ϕ),
where D is an mn -Dyck path, D ∈ Dmn and ϕ : {vertical steps of D} → {1, . . . , r} is a
function that is weakly increasing along each vertical run, reading from top-to-bottom.
We will denote by PFrm
n
the set of rank r semistandard mn -parking functions.
Remark 2.27. Recall that an mn -parking function consists of an
m
n -Dyck path together
with a bijection from its set of vertical steps to {1, . . . ,m} that is strictly increasing
along each vertical run. This explains the terminology in Definition 2.26.
Theorem 2.28. Assume m and n are coprime. Then |PFrm
n
| = Cm
n
,r.
Proof. It is straightforward to see that the number of ways to label the vertical steps
of a Dyck path D ∈ Dm
n
to make a semistandard parking function of rank r is(
r+a1−1
a1
)
× · · · ×
(
r+aℓ−1
aℓ
)
, where a1, . . . , aℓ are the lengths of the vertical runs of D.
The result now follows from (2.11). 
Example 2.29. Let us consider the example m = 3, n = r = 2. There are C 3
2
,2 = 10
3
2 -semistandard parking functions of rank 2, given in Figure 1.
Remark 2.30. Recall that T0 ⊆ GLr denotes a maximal torus. It follows from (2.11)
that the T0-character of Lm
n
,r is given by∑
(D,ϕ)∈PFrm
n
r∏
i=1
q
−|ϕ−1(i)|
i ,
see also Remark 2.22 above.
Remark 2.31. It is an interesting question to find |PFrm
n
| in the non-coprime case. It is
possible that a Bizley-like formula exists for the generating function of |PFrdm
dn
|, but we
will not pursue it here.
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Figure 1. The 32 -semistandard parking functions of rank 2. Note that,
if T0 denotes a maximal torus of GL2, then the T0-character of L 3
2
,2 is
given by 2q−31 + 3q
−2
1 q
−1
2 + 3q
−1
1 q
−2
2 + 2q
−3
2
2.8. q-analogues of Cm
n
,r. Let us compute chC××GLr Lmn ,r in a couple of easy exam-
ples.
Example 2.32. Let us consider the case n = 3, m = 2. Then
chC××GLr(L 2
3
,r) = (q + q
−1)[S2(Cr∗)] + [Λ2(Cr∗)],
on the other hand, if n = 2, m = 3 we have
chC××GLr(L 3
2
,r) = (q + q
−1)[S3(Cr∗)] + [Wr(2, 1)
∗].
Note that the roots of chC×(L 2
3
,r) = TrLm
n ,r
(qh) = r2((r+1)q + (r− 1) + (r+1)q
−1)
are roots of unity if and only if r = 1. It follows, in particular, that chC×(Lm
n
,r) does
not admit an expression involving only products and quotients of q-numbers.
To remedy this, we propose an alternative evaluation of the trace that yields
an expression that does factor. In fact, we have several of them, one for
each divisor d of r. Let us adopt the notation of Remark 2.22, in particular,
g(q, q1, . . . , qr) := TrLm
n ,r
(qhqE111 · · · q
Err
r ). Let d be a divisor of r, and set k := r/d.
We consider the expression
[nr]q
[n]q
= [k]qn [d]q,
where we set q := q
1
d . Clearly, this is a Laurent polynomial in q with non-negative
integer coefficients. Now let Nd ∈ T0 ⊆ SLr be
Nd = diag(q1, . . . , qr),
where {q1, . . . , qr} = {q
dn(k+1−2ℓ)+d+1−2s
2 | 1 6 ℓ 6 k, 1 6 s 6 d}. Note that we have
Tr(Nd) = [k]qn [d]q. We define
chdq(Lmn ,r) := TrLm
n ,r
(qhNd).
Equivalently, chdq(Lmn ,r) = g(q, q1, . . . , qr).
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Proposition 2.33. We have
chdq(Lmn ,r) =
[d]q
[nd]q
[
nr +m− 1
m
]
q
.
Proof. Note that, by (2.9), chdq(Lmn ,r) is
chdq(Lmn ,r) =
1
[n]q
Tr(Sm(qρn ⊗N−1d )),
where qρn = diag(q
−n+1
2 , q
−n+3
2 , . . . , q
n−1
2 ). The matrix qρn ⊗N−1d is diagonal:
qρn ⊗N−1d = diag(q
n+1−2i
2 (q−1)
dn(k+1−2ℓ)+d+1−2s
2 ),
where 1 6 ℓ 6 k, 1 6 s 6 d and 1 6 i 6 n. It is easy to see that, up to permuting the
diagonal entries, this can be simplified as
qρn ⊗N−1d = diag(q
−nr+1
2 ,q
−nr+3
2 , . . . ,q
nr−1
2 ) = qρnr
and it is well-known, and easy to show, that
TrSm(qρnr ) =
[
nr +m− 1
m
]
q
,
the result now follows from the observation that [n]q = [nd]q/[d]q. 
Thanks to Proposition 2.33 if d is a divisor of r the q-number
Cdm
n
,r(q) :=
[d]q
[nd]q
[
nr +m− 1
m
]
q
is a Laurent polynomial in q with non-negative integer coefficients. Clearly, when q = 1
we recover the rank r Catalan number Cm
n
,r. When r = 1 = d, the q-number C
1
m
n
,1(q)
coincides with the usual q-Catalan number, that is the generating function for the
area− dinv statistic on the set of mn -Dyck paths. We do not know the combinatorial
meaning of Cdm
n
,r(q) for r > 1.
Remark 2.34. More generally, it would be interesting to find statistics on the
set of mn -semistandard parking functions of rank r whose generating function is
chC××GLr(Lmn ,r) ∈ Z≥0[q, q
−1, q1, q
−1
1 , . . . , qr, q
−1
r ]. The statistics corresponding to
q1, . . . , qr are not hard, see Remark 2.30 above. One possible way to find a statistic
corresponding to q is to introduce analogues of sweep maps for semistandard parking
functions, see Section 6.1 in [ALW]. We plan to come back to this in future work.
3. Localization
3.1. Quantizations of Mθ(n, r) and localization. Let us now consider quantiza-
tions Aθc(n, r) of M
θ(n, r) which are sheaves in conical topology of filtered algebras on
Mθ(n, r) with grAθc(n, r) ≃ OMθ(n,r). These quantizations are defined via
A
θ
c(n, r) = DR//
θ
c GL(V ) := p∗(DR/DR{ξR − c tr(ξ) | ξ ∈ gln}|µ−1(0)θ- st)
GLn ,
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where DR is the sheaf (in conical topology) of microlocal differential operators on R
and p : µ−1(0)θ- st ։Mθ(n, r) is the quotient morphism.
Remark 3.1. Note that one can also define Aθc(n, r) in the following way. Its sections
over open subsets (T ∗R)f//
θ GLn ⊂ M
θ(n, r) are D(R)[f−1]//cGLn, here f ∈ C[T ∗R]
is a C×-homogeneous θ-semiinvariant function of degree > 1.
We analogously define quantizations A
θ
c(n, r) of M
θ
(n, r). We write Aθc(n, r)-mod
(resp. A
θ
c(n, r)-mod) for the category of coherent A
θ
c(n, r)-modules (resp. A
θ
c(n, r)-
modules) and Ac(n, r)-mod (resp. Ac(n, r)-mod) for the category of finitely gener-
ated Ac(n, r)-modules (resp. Ac(n, r)-modules). We have the global sections functor
Γθc : A
θ
c(n, r)-mod → Ac(n, r)-mod (resp. Γ
θ
c : A
θ
c(n, r)-mod → Ac(n, r)-mod). We say
that the abelian localization holds for (θ, c) if the functor Γ
θ
c (or equivalently Γ
θ
c) is an
abelian equivalence.
In this section, using the fact that Am
n
(n, r) admits a finite-dimensional representa-
tion, we will simplify the proof of the following theorem (see [Lo4, Theorem 1.1 (2)]).
Theorem 3.2. For θ > 0 (resp. θ < 0), abelian localization holds for c ∈ C iff c is not
of the form sm , where 1 6 m 6 n and s < 0 (resp. if c is not of the form −r−
s
m , where
1 6 m 6 n and s < 0).
Recall that the proof of this theorem in [Lo4, Section 5] consists of three steps (see
the beginning of [Lo4, Section 5]). In the first step the proof of Theorem 3.2 reduces
to the case when c = mn′ > 0 with m, n
′ coprime, n′ 6 n and θ > 0. In the second
step the proof reduces to the case n = n′ and c > 0, θ > 0. In the third step the claim
reduces to the fact that the functor Γθc induces an equivalence between certain categories
Oν(A
θ
c(n, r)), Oν(Ac(n, r)) over A
θ
c(n, r), Ac(n, r) (see Section 3.2 for the definitions of
these categories). The last claim is proved via proving that the number of simples of
the categories Oν(A
θ
c(n, r)), Oν(Ac(n, r)) are equal. The last step is crucial and we will
simplify its proof. So, from now on we assume that c = mn > 0, gcd(m,n) = 1 and
θ > 0.
Let us first of all define categories O and other notions and objects that we will use
in the proof. We use the same notations as in [Lo4].
3.2. Singular support and categories O. Let ν : C× → T = C× × T0 be a cochar-
acter given by t 7→ (t, td1 , . . . , tdr) for d1 ≫ . . . ≫ dr. We will denote by ν0 the
cocharacter of T given by t 7→ (1, td1 , . . . , tdr ). The cocharacter ν (resp. ν0) induces a
grading Ac(n, r) =
⊕
iA
i,ν
c (resp. Ac(n, r) =
⊕
iA
i,ν0
c ). We set A
>0,ν
c :=
⊕
i>0A
i,ν0
c .
The action of ν on Ac(n, r) is Hamiltonian, let h ∈ A
0,ν
c be the image of 1 under the
comoment map. The grading Ac(n, r) =
⊕
iA
i,ν
c is inner and is given by h. Define the
category Oν(Ac(n, r)) as the full subcategory of the category Ac(n, r)-mod consisting
of all modules where the action of A>0c (n, r) is locally nilpotent. Let us also define the
category Oν(A
θ
c(n, r)) as the full subcategory of A
θ
c(n, r)-mod consisting of modules
that come with a good filtration stable under h and that are supported on the con-
tracting locus Mθ+(n, r) of ν in M
θ(n, r). Recall that this contracting locus is defined
18 PAVEL ETINGOF, VASILY KRYLOV, IVAN LOSEV, AND JOSE´ SIMENTAL
by
Mθ+(n, r) = {x ∈M
θ(n, r) | limt→0 ν(t) · x exists}.
We set
Cν0(Ac(n, r)) := A
0,ν0
c (n, r)/
∑
i>0
A
−i,ν0
c (n, r)A
i,ν0
c (n, r).
Remark 3.3. Note that we have the natural isomorphisms
Cν0(Ac(n, r))
∼−→A>0,ν0c (n, r)/(A
>0,ν0
c (n, r) ∩Ac(n, r)A
>0,ν0
c (n, r)),
Cν0(Ac(n, r))
∼−→A60,ν0c (n, r)/(A
60,ν0
c (n, r) ∩A
<0,ν0
c (n, r)Ac(n, r)).
The algebra Cν0(Ac(n, r)) will be called the Cartan subquotient of Ac(n, r) with re-
spect to ν0. One can also define Cartan subquotients of sheaves A
θ
c(n, r): it follows
from [Lo2, Proposition 5.2] that there exists a unique sheaf Cν0(A
θ
c(n, r)) in the coni-
cal topology on Mθ(n, r)
ν0(C×) such that for any C× × ν0(C×)-stable open subvariety
U ⊂Mθ(n, r) with Uν0(C
×) 6= ∅ we have Cν0(A
θ
c(n, r))(U
ν0(C×)) = Cν0(A
θ
c(U)).
Proposition 3.4. For θ > 0 we have
(1) Mθ(n, r)ν0(C
×) =
⊔
n1+...+nr=n
∏
iM
θ(ni, 1), where the disjoint union runs
over all ordered collections (n1, . . . , nr) of non-negative integers such that
n1 + . . .+ nr = n (and we set M
θ(0, 1) = pt).
(2) For the connected component Z ⊂ Mθ(n, r)ν0(C
×) which corresponds to the
composition (n1, . . . , nr) of n we have Cν0(A
θ
c(n, r))|Z =
⊗
iA
θ
c+r−i(ni, 1),
where we set Aθc(0, 1) = C (a sheaf on M
θ(0, 1) = pt).
(3) For a Zariski generic c ∈ C we have Cν0(Ac(n, r)) =
⊕⊗
iAc+r−i(ni, 1), where
the direct sum is taken over all ordered collections (n1, . . . , nr) as in (1).
Proof. Follows from [Lo4, Proposition 3.5]. The proof should be changed as follows (see
the footnote 1 above): note that the line bundle O(1) on Mθ(ni, 1) is the top exterior
power of the bundle on Mθ(ni, 1) induced from the representation GLni y C
ni∗, so we
conclude that c1(Yµ) =
∑r
i=1(2i − r − 1)ci (not
∑r
i=1(r + 1− 2i)ci), i.e. the period of
Cν0(A
θ
λ) equals
∑r
i=1(λ+ r +
1
2 − i), hence, Cν0(A
θ
λ)|Z ≃
⊗
iA
θ
c+r−i(ni, 1). 
Let us now give an important property of the category O(Aθc(n, r)).
Theorem 3.5. The category Oν(A
θ
c(n, r)) is a highest weight category, with simples
indexed by the fixed points of ν and the order in the definition of a highest weight
category is the contraction order on the fixed points.
Proof. Since the action of ν on Mθ(n, r) has finitely many fixed points, this follows
from [BLPW, Proposition 5.17]. 
Starting from a module M ∈ Ac(n, r)-mod (resp. M ∈ A
θ
c(n, r)-mod) we can con-
struct its associated variety, to be denoted V (M) ⊂M(n, r) (resp. V (M) ⊂Mθ(n, r)),
as follows. Consider any good filtration F •M (resp. F •M), then define V (M) (resp.
V (M)) as the support of grF •M (resp. grF •M) with the reduced scheme structure. It
is straightforward, and well-known, that this does not depend on the choice of a good
filtration.
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Proposition 3.6. Let L be a simple module of the category Oν(Ac(n, r)) and let
I ⊂ Ac(n, r) be the annihilator of L. Then 2 dim(V (L)) = dim(V (Ac(n, r)/I)), where
V (Ac(n, r)/I) is computed by considering Ac(n, r)/I as a left Ac(n, r)-module.
Proof. Note that by [Lo2, Section 4.4] every module of the category Oν(Ac(n, r)) is
holonomic in the sense of [Lo3]. Now the claim follows from [Lo3, Theorems 1.2, 1.3].

3.3. Properties of Γθc and categories O. Let us now study the interaction between
the global sections functor and the categories O.
Proposition 3.7. Assume that θ > 0 and c > −r. Then the following holds.
(1) The functor Γθc : Oν(A
θ
c(n, r)))։ Oν(Ac(n, r))) is a quotient functor.
(2) The canonical adjunction morphism M → Γθc ◦ Loc(M) is an isomorphism for
any M ∈ Oν(Ac(n, r))).
Proof. Part (1) follows from [MN, Section 8] and [Lo4, Proposition 5.1]. Part (2) follows
from the fact that Loc is left adjoint to Γθc and general properties of quotient functors
between finite categories. 
Let us now return to the proof of Theorem 3.2. Recall that we can assume that
c = mn > 0, gcd(m,n) = 1, θ > 0. It now follows from [Lo4, Steps 2, 3 of Proposition 5.6]
that to finish the proof of Theorem 3.2 it is enough to prove the following theorem.
Theorem 3.8. Assume θ > 0 and c = mn > 0 with gcd(m,n) = 1. Then
Γ
θ
c : Oν(A
θ
c(n, r))→ Oν(Ac(n, r)) is an equivalence of categories.
Thanks to Proposition 3.7, to prove Theorem 3.8 (and therefore also Theorem 3.2)
it is enough to show that Γ
θ
c(L) 6= 0 for every simple L ∈ Oν(A
θ
c(n, r)). We consider
two cases, according to the associated variety of simples.
3.4. Associated varieties of simples and proof of Theorem 3.8. First we show
that in the situation of Theorem 3.8 if L ∈ O(A
θ
c(n, r)) is such that V (L) * ρ
−1(0),
then Γ
θ
c(L) is infinite dimensional so in particular nonzero.
Lemma 3.9. Assume that c = mn > 0 with m, n coprime. For any infinite dimensional
simple module L ∈ O(Ac(n, r)) we have V (Ac(n, r)/I) = M(n, r), where I ⊂ Ac(n, r)
is the annihilator of L.
Proof. Follows from the proof of Step 3 in the proof of Proposition 4.1 in [Lo4]. 
Lemma 3.10. Assume that c = mn > 0 with m, n coprime. Let L ∈ O(A
θ
c(n, r)) be an
irreducible sheaf such that V (L) * ρ−1(0), then V (L) ∩M
θ
(n, r)
reg
6= ∅.
Proof. By [BPW, Theorem A] there exists N ≫ 0 such that the abelian localization
holds for (c +Nθ, θ). Note that the categories O(A
θ
c(n, r)),O(A
θ
c+Nθ(n, r)) are equiv-
alent via translation functors and these functors preserve associated varieties. Note
also that c + Nθ is obviously of the form m
′
n with m
′, n coprime. So, applying trans-
lation functors if needed, we can assume abelian localization holds. So L = Loc(L)
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for some irreducible object L ∈ O(Ac(n, r)) such that V (L) * {0}. It remains to show
that V (L) ∩ M(n, r)reg 6= ∅. Let I ⊂ A be the annihilator of L. It follows from
Lemma 3.9 that V (A/I) = M(n, r). It now follows from [Lo3, Theorem 1.1] that V (L)
has nonempty intersection with the open symplectic leaf of M(n, r), which is exactly
M(n, r)reg. 
Corollary 3.11. Assume that c = mn > 0 with m, n coprime. Let L ∈ O(A
θ
c(n, r)) be
an irreducible sheaf such that V (L) * ρ−1(0). Then Γ
θ
c(L) is infinite dimensional.
Proof. It follows from Lemma 3.10 that we have a point x ∈ V (L) ∩ Mθ(n, r)reg.
Note now that the morphism ρ is an isomorphism over the open subvariety
M
θ
(n, r)reg ⊂M
θ
(n, r), ρ : M
θ
(n, r)reg ∼−→M(n, r)reg. It follows that ρ(x) ∈ V (Γ
θ
c(L)),
hence, Γ
θ
c(L) is infinite dimensional. 
Let us now deal with the case V (L) ⊆ ρ−1(0).
Proposition 3.12. The number of simple coherent A
θ
c(n, r)-modules supported on
ρ−1(0) cannot be bigger then 1.
Proof. This follows from Step 5 of the proof of Proposition 4.1 in [Lo4]. 
If a simple coherent A
θ
c(n, r)-module supported on ρ
−1(0) exists, we will denote it
by Lfin.
We are now ready to prove Theorem 3.8.
Proof of Theorem 3.8. From Proposition 3.7 it follows that it is enough to show that
for any simple L ∈ O(A
θ
c(n, r)) we have Γ
θ
c(L) 6= 0. If L 6≃ L
fin, then the desired
result follows from Corollary 3.11. It also follows from Corollary 3.11 that for any such
L we have Γ
θ
c(L) 6≃ Lmn ,r. The functor Γ
θ
c is a quotient functor and Γ
θ
c(L) 6≃ Lmn ,r
for any L 6≃ Lfin, hence, Γ
θ
c(L
fin) ≃ Lm
n
,r 6= 0, where the last inequality follows from
Remark 2.21. 
4. Representations with minimal support
4.1. Construction of minimally supported modules. Now we generalize results
on finite-dimensional representations to representations with minimal support (see Sec-
tion 3.2). We continue studying the algebra Am
n
(n, r), and set d := gcd(m,n). The
difference now is that we do not assume d = 1. Let m0 :=
m
d , n0 :=
n
d . Let λ be
a partition of d and consider the partition n0λ of n. We will denote by M(O(n0λ))
the irreducible χ-equivariant D-module on sln associated to the nilpotent orbit O(n0λ)
where, recall, χ = mn tr.
Lemma 4.1. We have Fn,m,1(M(O(n0λ))) = S n
m
(m0λ), where S n
m
(m0λ) is the irre-
ducible highest-weight representation of H n
m
(m, 1) with highest weight m0λ.
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Proof. Note that a similar result is proven in [CEE, Theorem 9.12] for
F ∗n,m,1(M(O(n0λ))), where highest weight is replaced by lowest weight, see Remark
2.14. The same proof applies, mutatis mutandis, in our situation. More precisely, the
functions constructed in [CEE, Lemma 9.13] are annihilated by x1, . . . , xm and span a
copy of the representation of Sm indexed by m0λ, see [CEE, Lemma 9.15]. 
It follows that we have a q-graded GLr-equivariant isomorphism
Lm
n
,r(n0λ) := (M(O(n0λ))⊗C[Hom(C
n,Cr)])GLn ∼−→ (S n
m
(m0λ)⊗ (C
r∗)⊗m)Sm . (4.1)
From here, we can read the character of Lm
n
,r(n0λ), we will do this explicitly
in Section 5. Note that Lm
n
,r(n0λ) is an irreducible Am
n
(n, r)-module. We
claim that it has minimal support. Recall from the introduction that, provided
Lm
n
,r(n0λ) ∈ Oν(Am
n
(n, r)), this means that the GK dimension of Lm
n
,r(n0λ) is
precisely d − 1, where, as above, d = gcd(m,n). So we start by showing that
Lm
n
,r(n0λ) ∈ Oν(Am
n
(n, r)).
Proposition 4.2. Let ν : C× → T be a generic co-character given by
t 7→ (tk, td1 , . . . , tdr ) such that k > 0. Then Lm
n
,r(n0λ) ∈ Oν(Am
n
(n, r)).
Proof. Recall that the action of ν on Am
n
(n, r) is Hamiltonian. Let h ∈ A
0,ν
m
n
be the
image of 1 under the comoment map. To check that Lm
n
,r(n0λ) ∈ Oν(Am
n
(n, r)) it is
enough to show that generalized eigenvalues of h acting on Lm
n
,r(n0λ) are bounded from
above. This follows from the existence of the T -equivariant isomorphism (4.1), the fact
that (Cr∗)⊗m is finite dimensional and the fact that S n
m
(m0λ) lies in the category O
over the Cherednik algebra, see Lemma 4.1. 
Let us now show that the module Lm
n
,r(n0λ) has minimal support. In order to do
this, it is enough to compute its GK dimension.
Proposition 4.3. The GK dimension of the Am
n
(n, r)-representation Lm
n
,r(n0λ) is
exactly d− 1, where d = gcd(m,n). In particular, Lm
n
,r(n0λ) has minimal support.
Proof. Recall that we have Lm
n
,r(n0λ) = (M(O(n0λ)) ⊗ C[Hom(C
n,Cr)])GLn . The
D(sln ⊕Hom(Cn,Cr))-module M(O(n0λ)) ⊗ C[Hom(Cn,Cr)] is holonomic, so it
admits a good filtration that induces a good filtration on Lm
n
,r(n0λ), both as an
Am
n
(n, r)-module and as a Hsphn
m
(m, r)-module, where we take the Bernstein filtration
on the ring of differential operators D(sln ⊕Hom(Cn,Cr)). Indeed, that this filtration
is good for the Am
n
(n, r)-module structure follows by definition, and that it is good
for the Hsphn
m
(m, r)-module structure follows from the formulas in Proposition 2.3.
So it is enough to show that the GK dimension of the Hsphn
m
(m, r)-module
(S n
m
(m0λ)⊗ (Cr)⊗m)Sm is exactly d − 1. To do this, it is enough to show that the
GK dimension of the H n
m
(m, r)-module S n
m
(m0λ) ⊗ (Cr)⊗m is d − 1. But thanks
to Proposition 2.10, this coincides with the GK dimension of the H n
m
(m, 1)-module
S n
m
(m0λ). This is precisely d− 1 by [Wi, Theorem 1.6]. We are done. 
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4.2. Coincidence of labels: Lm
n
,r(n0λ) = L(∅, . . . ,∅, n0λ). By Proposition 4.3 the
module Lm
n
,r(n0λ) := C[x] ⊗ (M(O(n0λ)) ⊗ C[Hom(Cn,Cr)])GL(V ) is minimally sup-
ported so it must have the form L(∅, . . . ,∅, n0λ′) for some partition λ′ of d. The goal of
this section is to show that λ′ = λ. We set G := GL(V ). Consider the D(R)-Am
n
(n, r)-
bimodule
Qm
n
:= D(R)/(D(R){ξR −
m
n
tr ξ | ξ ∈ gl(V )}).
Recall the character det : GL(V )→ C× and consider the corresponding space of GL(V )-
semiinvariants Q
GL(V ),det
m
n
which is naturally a Am
n
+1(n, r)-Am
n
(n, r)-bimodule. Recall
that mn > 0, so by Theorem 3.2 the localization holds for (
m
n ,det), (
m
n + 1,det). It
now follows from [BL, Proposition 5.2] and [BPW, Proposition 6.31] that the functor
Q
GL(V ),det
m
n
⊗
Am
n
(n,r) • induces an equivalence
Tm
n
→m
n
+1 : Oν(Am
n
(n, r)) ∼−→Oν(Am
n
+1(n, r))
which we will call a translation equivalence. Let us now prove the following lemma.
Lemma 4.4. Under the equivalence Tm
n
→m
n
+1 the module Lm
n
,r(n0λ) maps to
Lm
n
+1,r(n0λ).
Proof. For c ∈ C we recall that D(R)-modG,c is the category of (G, c)-equivariant
D-modules on R. Note that we have an equivalence
T˜c→c+1 : D(R)-mod
G,c ∼−→D(R)-modG,c+1
given by tensoring with a one-dimensional GL(V )-module Cdet on which GL(V ) acts via
det. We set L˜c :=M(O(n0λ))⊗Hom(V,W ) and consider it as an object of the category
D(R)-modG,c. It follows from the definitions that L˜c+1 = Cdet ⊗ L˜c = T˜c→c+1(L˜c).
Recall that the categories Oν(Am
n
(n, r)), Oν(Am
n
+1(n, r)) are highest weight. It fol-
lows from the definitions that the functor Tm
n
→m
n
+1 sends ∆m
n
(p) to ∆m
n
+1(p) so it
must be label preserving. We conclude that to prove lemma it is enough to show that
the following diagram is commutative.
D(R)-modG,
m
n
T˜m
n→
m
n +1

πm
n
// Am
n
(n, r)-mod
Tm
n→
m
n +1

D(R)-modG,
m
n
+1
πm
n +1
// Am
n
+1(n, r)-mod,
(4.2)
where we denote by πm
n
, πm
n
+1 the Hamiltonian reduction functors. Let us now define
the sheaf versions of the functors πm
n
, πm
n
+1,Tc→c+1. We denote
πθc : DR-mod
G,c → A
θ
c(n, r)-mod, F 7→ (F|(T ∗R)θ−st)
GL(V ),
the functor πθc+1 can be defined similarly. We denote by T
θ
c→c+1 the functor from
A
θ
c(n, r)-mod to A
θ
c+1(n, r)-mod given by left tensoring with the sheaf of bimodules
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(Qc|(T ∗R)θ−st)
GL(V ),det. It follows from [BPW, Proposition 6.31] that the following dia-
gram is commutative:
A
θ
c(n, r)-mod
Γ(•)
//
T
θ
c→c+1

Ac(n, r)-mod
Tc→c+1

A
θ
c+1(n, r)-mod
Γ(•)
// Ac+1(n, r)-mod,
so to prove that (4.2) is commutative it remains to check the commutativity of the
following diagram:
DR-mod
G,m
n
πθm
n
//
T˜m
n→
m
n +1

A
θ
c(n, r)-mod
T
θ
m
n→
m
n +1

DR-mod
G,m
n
+1
πθm
n +1
// A
θ
m
n
+1(n, r)-mod .
This was observed in [BL, (5.1)]. 
It follows from Lemma 4.4 that we can assume that mn ∈ C is Zariski generic, so
we have an isomorphism Cν0(Amn (n, r)) ≃
⊕⊗
iA
m
n
+r−i(ni, 1) (see Proposition 3.4),
where the sum is taken over all ordered collections (n1, . . . , nr) of non-negative integers
such that n1 + . . . + nr = n.
Recall now that the module L(∅, . . . ,∅, n0λ′) can be described as follows. Let
LA(n0λ
′) be the module in category O over Am
n
(n, 1) corresponding to n0λ
′. We have
the projection κ : Cν0(Amn (n, r)) ։ A
m
n
(n, 1) which makes LA(n0λ
′) a module over
Cν0(Amn (n, r)). Then L(∅, . . . ,∅, n0λ
′) is the maximal quotient of ∆ν0(L
A(n0λ
′)) that
does not intersect the highest weight space LA(n0λ
′), where
∆ν0(L
A(n0λ
′)) := Am
n
(n, r)⊗
A
>0,ν0
m
n
(n,r)
LA(n0λ
′).
We conclude that L(∅, . . . ,∅, n0λ′)hw ≃ LA(n0λ′) as modules over Cν0(Amn (n, r)), here
Lm
n
,r(∅, . . . ,∅, n0λ′)hw is the highest weight component of Lm
n
,r(n0λ) w.r.t. ν0. Note
also that it follows from [EGL, Proposition 7.8] that we have an isomorphism between
A n
m
(n, 1)-modules L n
m
,1(n0λ
′) and LA(n0λ
′). So to show that λ′ = λ it is enough to
check that Lm
n
,r(n0λ)
hw ≃ Lm
n
,1(n0λ) as a module over Am
n
(n, 1) →֒ Cν0(Amn (n, r)).
Note that we have a natural isomorphism of vector spaces Lm
n
,r(n0λ)
hw ≃ Lm
n
,1(n0λ).
To see this let us denote by W lw ⊂W the lowest weight component with respect to the
C×-action via ν0. Set Rlw := gl(V )⊕ Hom(V,W lw) ⊂ R, M := M(O(n0λ)). We have
a tautological identification Lm
n
,r(n0λ)
hw = (M ⊗C[Hom(V,W lw)])GL(V ) = Lm
n
,1(n0λ).
It remains to prove the following proposition.
Proposition 4.5. The homomorphism κ : Cν0(Amn (n, r)) ։ A
m
n
(n, 1) intertwines the
actions
Cν0(Amn (n, r))y L
m
n
,r(n0λ)
hw = Lm
n
,1(n0λ)x Am
n
(n, 1). (4.3)
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We will prove this Proposition in the end of this section. Recall that the cocharacter
ν0 : C× → T is given by t 7→ (1, td1 , . . . , tdr ) with d1 ≫ . . . ≫ dr. Consider now the
following cocharacter ν ′0 : C
× → T, t 7→ (1, td1−dr , td2−dr . . . , tdr−1−dr , 1). Note that
the C×-actions on M(n, r), Mθ(n, r) corresponding to ν0, ν ′0 coincide. So we have the
identification Cν′0(A
m
n
(n, r)) = Cν0(Amn (n, r)). Note also that R
lw = Rν
′
0 .
Let us now note that we have the natural isomorphism Cν′0(D(R)) ≃ D(R
lw) induced
by the embedding D(Rlw) →֒ D(R) which clearly intertwines the actions
Cν′0(D(R))y (M ⊗ C[Hom(V,W )])
hw =M ⊗ C[Hom(V,W lw)]x D(Rlw). (4.4)
Set c := mn . Let us now understand the relation between the homomorphism
κ : Cν′0(D(R)//
m
n
GL(V ))։ D(Rlw)//m
n
GL(V )
and the isomorphism Cν′0(D(R)) ≃ D(R
lw) above. Note that both of them are induced
by the corresponding isomorphisms of sheaves
Cν′0(A
θ
m
n
(n, r))|Mθ(n,1)
κθ
≃ Aθm
n
(n, 1), Cν′0(DR) ≃ DRlw .
We start with two general lemmas. Let A be an associative algebra equipped with a
Z-grading A =
⊕
i∈ZA
i and J ⊂ A is a Z-graded two-sided ideal.
Lemma 4.6. We have a natural isomorphism C(A)/[J>0] ∼−→C(A/J), where C corre-
sponds to taking the Cartan subquotient and [J>0] ⊂ C(A) = A>0/(A>0 ∩ AA>0) is
the image of J>0 under the natural morphism J>0 → C(A).
Proof. Both of them can be naturally identified with A>0/((A>0 ∩AA>0)+ J>0). 
Let A be an associative algebra as above and assume that the Z-grading is induced
by some element h ∈ A, i.e. Ai = {a ∈ A | [h, a] = ia}. Let l be a reductive Lie algebra.
Assume that we are given a locally-finite completely reducible action l y A which
commutes with the Z-grading and is induced by a map of Lie algebras φ : l→ Der(A).
Assume also that we have a quantum comoment map ξ : U(l) → A for this action, i.e.
a homomorphism of algebras ξ such that [ξ(x),−] = φ(x)(−), ∀x ∈ l.
Remark 4.7. Note that the image of ξ lies in A0. Indeed, pick x ∈ l, we have to show
that ξ(x) ∈ A0. Note that h ∈ A0 and φ(x)(A0) ⊂ A0 so we must have [h, ξ(x)] ∈ A0.
We can decompose ξ(x) =
∑
i∈Z ai with ai ∈ Ai and note that [h, ξ(x)] =
∑
i∈Z iai lies
in A0 only if ai = 0 for every i 6= 0. The claim follows.
Fix a character λ : l → C. Let P ⊂ A be the left ideal generated by
{ξ(x)− λ(x) |x ∈ l}. We define A//λl := (A/P )
l = Al/P l. We analogously define
C(A)//λl using the quantum comoment map [ξ] : U(l)→ C(A) which is well defined by
Remark 4.7. Note that P l ⊂ Al is a two-sided ideal.
Lemma 4.8. For any character λ : l→ C we have a natural epimorphism
C(A//λl)։ C(A)//λl.
Proof. By Lemma 4.6 (applied to Al ⊃ P l) we have C(A//λl) = C(A
l)/[(P>0)l]. Note
also that by the definitions C(A)//λl = C(A)
l/[(P>0)l]. Now the claim follows from the
fact that Id : A→ A induces a surjective homomorphism C(Al)։ C(A)l. 
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Using Lemma 4.8 and the fact that the open sets ((T ∗R)f//
θ GL(V ))ν
′
0(C
×), where
f ∈ C[T ∗R]ν
′
0(C
×) ∩ C[T ∗R]G,θ is homogeneous of positive degree, form a basis
for the conical Zariski topology on Mθ(n, r)ν
′
0(C
×), we obtain a homomorphism
Cν′0(DR//
θ
c GL(V ))|Mθ(n,r) → Cν′0(DR)//
θ
c GL(V ) of sheaves on T
∗Rlw//θ GL(V ).
Lemma 4.9. The homomorphism Cν′0(DR//
θ
c GL(V ))|Mθ(n,1) → Cν′0(DR)//
θ
c GL(V ) is
an isomorphism.
Proof. Note that Cν′0(DR//
θ
c GL(V ))|Mθ(n,1), Cν′0(DR)//
θ
c GL(V ) are filtered and
by [Lo2, Proposition 5.2 (2)] we have
grCν′0(DR//
θ
cG)|Mθ(n,1) = OMθ(n,1) = grCν′0(DR)//
θ
c GL(V ).
The homomorphism Cν′0(DR//
θ
c GL(V ))|Mθ(n,1) → Cν′0(DR)//
θ
c GL(V ) preserves filtra-
tions and the associated graded equals to Id : OMθ(n,1)
∼−→OMθ(n,1). The claim follows.

Lemma 4.9 gives us an explicit construction of an isomorphism
Cν′0(DR//
θ
c GL(V ))|Mθ(n,1)
∼−→Cν′0(DR)//
θ
c GL(V ).
Note that the sheaf Cν′0(DR//
θ
c GL(V ))|Mθ(n,1) is exactly Cν′0(A
θ
c(n, r)). We claim that
the sheaves Aθc(n, 1), Cν′0(DR)//
θ
c GL(V ) are canonically isomorphic and the isomor-
phism between them is induced by the isomorphism D(Rlw) ∼−→Cν′0(D(R)). To see
that it is enough to prove the following lemma.
Lemma 4.10. The isomorphism D(Rlw) ∼−→Cν′0(D(R)) induces an isomorphism
Ilw
∼−→ [I>0,ν
′
0 ], where
I = D(R){ξR − c tr ξ | ξ ∈ gl(V )}, and Ilw = D(R
lw){ξRlw − c tr ξ | ξ ∈ gl(V )}.
Proof. It is enough to check that that the isomorphism D(Rlw) ∼−→Cν′0(D(R))
induces a surjective map Ilw ։ [I
>0,ν′0 ]. The ideal Ilw is generated by the elements
of the form ξRlw − c tr ξ, ξ ∈ gl(V ). Note that ξR − ξRlw ∈ D(R)
>0,ν′0 because
the action of ν ′0(C
×) contracts R to Rlw = Rν
′
0(C
×). It then follows that, in the
Cartan subquotient Cν′0(D(R)) ≃ D(R)
>0,ν′0/(D(R)>0,ν
′
0 ∩ D(R)D(R)>0,ν
′
0) we have
[ξRlw − c tr ξ] = [ξR − c tr ξ]. The claim follows.

Proof of Proposition 4.5. Combining Lemmas 4.8, 4.9, 4.10 and using the constructions
therein we see that the isomorphism
κθ : Cν′0(A
θ
m
n
(n, r))|Mθ(n,r) ≃ A
θ
m
n
(n, 1)
is induced by the natural embedding D(Rlw) →֒ D(R). Now the desired statement
about the intertwining property of κ : Cν0(Amn (n, r))։ A
m
n
(n, 1) follows from the fact
that the isomorphism Cν′0(D(R)) ≃ D(R
lw) intertwines the actions in (4.4). 
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5. Character of Lm
n
,r(n0λ) = Lν(∅, . . . ,∅, n0λ)
Our construction of Lm
n
,r(n0λ) allows us to compute its character. Recall that we
have set m0 := m/ gcd(m,n) and n0 := n/ gcd(m,n).
5.1. Characters of minimally supported modules over H n
m
(m, 1). Recall that
S n
m
(m0λ) is the irreducible highest weight module over H n
m
(m, 1) with highest weight
m0λ. The character of S n
m
(m0λ) was computed in [EGL, Theorem 1.4]. Let us recall
the answer. Let Λ be the ring of symmetric functions on infinitely many variables
z1, z2, . . .. For a partition β of m we define a constant c
β
λ,m0
by
sλ(z
m0
1 , z
m0
2 , . . .) =
∑
β
cβλ,m0sβ(z1, z2, . . .),
where sλ, sβ ∈ Λ are the corresponding Schur polynomials.
Proposition 5.1. The class [S n
m
(m0λ)] ∈ K0(O(H n
m
(m, 1))) is given by the formula
[S n
m
(m0λ)] =
∑
β⊢m
cβλ,m0 [M
n
m
(β)],
where M n
m
(β) is the standard object with highest weight β in the category
O(H n
m
(m, 1)).
Proof. The module M n
m
(β) is the graded dual of the co-standard module
∇ n
m
(β) ∈ O(H n
m
(m, 1), h) of modules with locally nilpotent action of h. In the category
O for H n
m
(m, 1), the classes in K0 of standard and co-standard modules coincide.
Since taking the graded dual preserves the labels in category O, the result now follows
from [EGL, Theorem 1.4]. 
Recall that for a finite dimensional representation V of Sm its Frobenius character
is
chSm V :=
1
m!
∑
σ∈Sm
TrV (σ)p
k1(σ)
1 . . . p
kl(σ)
l ∈ Λ, (5.1)
here pi ∈ Λ are power sums, ki(σ) is the number of cycles of length i in σ, and Λ is
the algebra of symmetric functions. For a partition β of m the Frobenius character
of the irreducible representation Vβ is given by the Schur polynomial sβ ∈ Λ. We
will use plethystic notation, so that f
[
X
1−q
]
denotes the image of f ∈ Λ under the
automorphism that sends power sums pk to pk
[
X
1−q
]
= pk
1−qk
.
Lemma 5.2. For a partition β of m we have
chq,Sm(M nm (β)) = (1− q
−1)q−
m−1
2
+ n
m
κ(β)sβ
[
X
1− q−1
]
,
where κ(β) is the sum of contents of all boxes of β.
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Proof. It follows from [BEG2] that the highest weight component ofM n
m
(β) has weight
q
n
m
κ(β)−m−1
2 . The moduleM n
m
(β) is isomorphic to Vβ⊗C[h] as Sm×C×-module and the
C×-action corresponds to the shifted standard negative grading C[h] =
⊕
k>0 S
k(h∗),
deg(Sk(h∗)) = −k − m−12 +
n
mκ(β). Consider now a permutation σ ∈ Sm. It is clear
that deth(1− q
−1σ) = 1
1−q−1
∏
i(1− q
−i)ki(σ). Note also that
TrVν⊗C[h](σq
h) =
TrVν (σ)
deth(1− q−1σ)
= (1− q−1)
TrVβ (σ)∏
i(1− q
−i)ki(σ)
.
We conclude that
chq,Sm(M nm (β)) =
1
m!
∑
σ∈Sm
(1− q−1)q
n
m
κ(β)−m−1
2
TrVβ (σ)
∏
i p
ki(σ)
i∏
i(1− q
−i)ki(σ)
=
= (1− q−1)q
n
m
κ(β)−m−1
2 sβ
[
X
1− q−1
]
.

Corollary 5.3. The q-graded Sm-character of S n
m
(m0λ) is given by
chq,Sm(S nm (m0λ)) = (1− q
−1)
∑
β⊢m
cβλ,m0q
−m−1
2
+ n
m
κ(β)sβ
[
X
1− q−1
]
.
Proof. Follows from Proposition 5.1 and Lemma 5.2. 
5.1.1. Computation of the character of Lm
n
,r(n0λ). Let us now finally compute the
q-graded GLr character of the module Lm
n
,r(n0λ). Recall that we have a q-graded
GLr-equivariant isomorphism
Lm
n
,r(n0λ)
∼−→ (S n
m
(m0λ)⊗ (C
r∗)⊗m)Sm . (5.2)
Proposition 5.4. We have
chq,GLr(Lmn ,r(n0λ)) =
= (1− q−1)
∑
r(µ)6min(n,r)
µ,β⊢m
cβλ,m0q
−m−1
2
+ n
m
κ(β)〈sβ
[
X
1− q−1
]
, sµ〉[Wr(µ)
∗],
where 〈 , 〉 is the Hall inner product on Λ, i.e. the inner product with respect to which
〈sα, sγ〉 = δαγ for any two partitions α, γ.
Proof. By Corollary 5.3 we have
chq,Sm(S nm (m0λ
t)) = (1− q−1)
∑
β,|β|=m
cβλ,m0q
−m−1
2
+ n
m
κ(β)sβ
[
X
1− q−1
]
.
By Schur-Weyl duality we have
chSm×GLr((C
r∗)⊗m) =
∑
r(β)6min(n,r)
|β|=m
sβ[Wr(β)
∗].
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So from (5.2) we obtain the desired equality. 
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