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1. INTRODUCTION 
On cherche u solution-en un sens qui sera precise plus loin--de 
l’equation 
++(-l)“‘;+f dans Q, 
oh 52 designe le domaine plan defini par les conditions 
a<x<b, O<t<T (a<O<b, T>O) 
et oh u doit en plus verifier les conditions aux limites 
au am-124 
U=a3L'="'axn--l= 0 pour x = a ou b, 0 < t 
4% 0) = uo(4 pour 0 < x < b, 
24(x, T) = UT(X) pour a <x < 0 
(flu0 P et ur sont les donnbes). 
< 
U-1) 
T, (1.2) 
(1.3)” 
(1.3)” 
L’application de la methode variationnelle fournit l’existence d’une 
solution faible de l’equation (1.1) qui verifie les conditions aux limites 
(1.2)-(1.3). Le but de ce travail, resume dans [I], est de prouver 
l’unicite de cette solution faible, au moyen d’un “theoreme de traces” 
qui sera CnoncC au $4 et demontre dans le 96. 
* Actuellement a la Facultb des Sciences de Tunis (Tunisie). 
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Notons que l’etude de ce type d’equation ne semble pas entrer 
dans le cadre des recents travaux de Kohn et Nirenberg [2] et 
Oleinik [6] sur les problitmes “Clliptiques-paraboliques degeneres”. 
2. NOTATIONS 
On designe par I l’intervalle In, b[, I+ l’intervalle IO, b[ et R, 
l’intervalle IO, +co[. On utilisera les espaces de Sobolev suivants 
munis des normes habituellesl; 
fww espace des fonctions ayant leurs d&-i&es jusqu’a l’ordre 
m de car& integrable dans R. 
H”(R+) l’espace des restriction des elements de H”(R) a R, . 
@(R+) sous-espace de H”(R+) forme des fonctions qui 
s’annullent pour x = 0 ainsi que leurs d&iv&es jusqu’a 
l’ordre m - 1. 
H-“(R) et Hpm(R+) 
IfT+)* 
sont respectivement les duals de H”(R) et 
IF”, ZO” et LX?-” espaces analogues a Hm(R+), @(R+) et Hem(R+) 
respectivement, lorsqu’on remplace R, par I et le point x = 0 par les 
points x = a et x = 6, 
h”, h,m et h--m espaces analogues a Hm(R+), I%(R+) et H-m(R+) 
respectivement, lorsqu’on remplace R, par I+ et le point x = 0 par 
les points x = 0 et x = b. 
On donne un role privilegie a la variable de temps t en considerant 
les fonctions des deux variables x et t comme fonctions de la seule 
variable t a valeurs dans un espace fonctionnel relatif a la variable x. 
Ainsi si A designe l’un quelconque des espaces definis plus haut, on 
notera respectivement L,(A) et Zz(A) les espaces de fonctions “de 
car& integrable” dans IO, + co[ et IO, T[, a valeurs dans A. 
On note C”(S) l’espace des fonctions m fois continument derivables 
dans 0. 
Enfin si A et B sont deux espaces de Banach on designe par L?(A, B) 
les application lineaires continues de A dans B. On note A’ = 
-W, C). 
I Cf. par exemple Lions [3]. 
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3. EXISTENCE D'UNE SOLUTION PAIBLE 
On rappelle pour commencer le theoreme de Lions [3] (Chap. III, 
$1). Soit F un espace de Hilbert. On notera (u, U) le produit scalaire 
de u et z, et 1 u j la norme de u dans F. Soit @ un sous-espace de F 
muni de la norme pre-hilbertienne Ij y 11, verifiant pour tout y E @: 
IFI < CIIVII (C constante). 
On donne une forme sesquilineaire 
4 v * Jw, cp), 
FXd-+C 
pour laquelle on suppose que 
u I--+ qu, p), 
F-C. 
est continue pour go fixi dans @, et qu’il existe une constante OL > 0 
telle que 
I E(cp, 9J)l 2 01 II YJ II2 
pour tout ‘p E @. Alors si 
est une forme antilineaire continue sur @, il extite u E F, verifiant 
Q4 9)) = Lb) pour tout q2 E @. (3-l) 
On va appliquer ce resultat avec le choix suivant de F, @, E et L: 
(u, w) = j-j- g z dt dx. 
@ est le sous-espace de F n Cm(a) f orme des fonctions y qui verifient 
les conditions 
pour a < x < 0 L3.2)’ 
pour 0 < X < b (3.2)” 
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et dont la norme est dtfinie par: 
On pose encore 
Ecu, v)= - js, xu 2 dt dx + (u, q~), ;; 
L(v) = CL (pi + j: q,(x) dx, 0) dx - j; .t*+(x) dx, T) dx, 
avec f E gz(A?-) u0 et uT vkrifiant: 
xl’?do(x) EL2(0, 6); (-x)%y(x) EL,@, 0). 
La continuitk de u w E(ti, ‘p) est Cvidente, car pour cp E CD, on a 
x g E 92(iP), 
x112q(x, 0) EL,(O, 6); (-x)l’%p(x, T) EL,(cz, 0) 
et on peut poser (Y =. 1, car on a 1’inCgalitC 
I WP, P)I 3 Re %J, 9’) 
1 - P =z -- ss ( 2 R x v$++)dt~+b,d 
1 b =-- x 
I (S 
=alfTJ12 
2. 
- d") dx + (P, d0 at 
1 b =-- s 2 a x I dx, TN2 dx + ; j: x I dx, O>l” dx + (v, a> = II q ll2, 
compte-tenu des conditions (3.2). 
L’application du thCor&me citC plus haut, fournit la 
PROPOSITION 1. On dome f E .LE2(2P-m), ug et uT telles que 
x”%(X) E WA 4, (- x 1/2u,(x) EL,(a, 0) alors il existe u E oEpz(JPOm) ) 
telle que 
- 
IS n 
= (j, q> + j; ma(x) v(x, 0) dx - j; xd4 4~s T) dx (3.3) 
pour tout 9 E P@?Om) n GP(l2) tdque (3.2)‘.et (3.2)” aient Zzh; 
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On dira que u est “solution faible” de (l.l)-(1.3) et on justifiera 
dans la suite, cette appellation. 
En premier lieu, il resulte de l’utilisation de (3.3) avec q~ E C: (Q) 
(par example) que u est solution au sens des distributions del’equation 
aux d&i&es partielles (1.1). 
Ensuite, toujours d’aprb Lions [.?I (Chap. II, 93), les applications 
(de traces) 
.+,,, k = 0, l,... m - 1, 
et 
u H g (b), k = 0, l,... m - I 
sont definies lintaires et continues, et de plus on a 
$(u) = g(6) = 0, k = 0, l,... m - 1 
pour u E Zom; on en deduit que les applications 
l.4 i--t g (a, q, k = 0, I,... m - 1 
et 
9’(sPq + P(0, T) 
‘.k 
l.4 I-+ 3 (6, t), k = 0, l,... m - 1 
2%ysP) --+ P(0, T) 
sont definies lineaires et continues, et que 
2 (a, t) = g (6, t) = 0, p.p., k = 0, l,... m - 1 
pour u E Ss(Xsm). Ceci prouve que la solution u trouvee dans la 
Proposition 1, verifie (1.2) au sens des traces. 
Pour terminer, il reste B voir en quel sens u verifre les conditions 
(1.3); la reponse a cette question est moins simple et repose sur un 
nouveau theoreme de traces qui sera enonce au 3 suiv‘ant. 
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4. UN THfiOR&ME DE TRACES 
D’apres la Proposition 1, on a une solution u E LZ2(X0m) de 
l’equation (1.1) et comme f E 92(A+m) on a 
xg =f-(-l)“?&-EP,(.e). 
On est ainsi amen& a introduire l’espace g des fonctions u telles que 
u E -q~o”), (4 1) 
x(au/at) E Y2(&-). (4 2) 
11 sera commode d’utiliser le sous-espace LZZ de 22 des fonctions u 
qui verifient (4.1) et 
(au/at> E 92(Z0) (4.3) 
On munit SY de la norme 
Ceci permet d’enoncer le 
THBORBME 1. (a) J# est dense dans ~$9 et (b) les applications 
qui sont dkjnies pour u E ~2 se prolongent par continuite’ en applications 
de SY dans l’espace des fonctions mesurables dans I et il existe une constante 
re’elle fl telle que 
j; I .1~ I I u(x, ON2 dx + j: I x I I 4.~ V dx < B I/ u It; 
pour toute u E a. 
Ce theoreme sera dCmontrC plus loin (96) et servira a verifier l’unicid 
de la solution faible ($5), mais avant cela il permet de preciser en 
quel sens u verifie les conditions (1.3). 11 suffit pour cela d’etablir une 
formule de Green: 
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COROLLAIRE 1. Pour u et v E &? on a 
= j” xu(x, T) C-(x, T) dx - j-” xu(x, 0) E-(x, 0) dx. (4.4) a a 
Dkmonstration. 11 est clair que les deux membres de I’identid (4.4) 
ont un sens d’apres la definition de 9 et la partie (b) du ThCoreme 1; 
de plus chacun de ces deux mem-bres est lineaire continu sur 9? x 99. 
11 suffit done de verifier l’identite (4.4) pour u et v E &‘; dans ce cas 
elle se reduit a l’identite familiere suivante 
=s b s b xu(x, T) C(x, T) dx - xu(x, 0) C(x, 0) dx. 0 (I 
Le Corollaire 1 est ainsi proud; on revient maintenant a la solution 
faible construite dans la Proposition 1; comme u est solution au sens 
des distributions de (1 .l), on deduit de (3.3) I’identid 
+(5~+(-1)"~,~) (4.5) 
pour tout v E @. Comme on a Cvidemment y E a on voit en appliquant 
le Corollaire 1 que 
j-” xu(x, 0) q(x, 0) dx - j-” xu(x, T) q(x, T) dx + (g , 2) 
a a 
= (-lp(E , q) + ,; T,(X) P(X, 0) dx - ,: xudx) dx, T) dx 
pour tout p E @. Par une “integration par parties” on a 
suR UNE BQUATION D’hOLUTION CHANGEANT DE 
et par consequent en tenant compte de (3.2) on obtient 
jl XU(~, 0) $?(x, 0) dx - so xu(x, T) q(x, T) dx 
a 
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= j; xq,(x) v(x, 0) dx - j" x+(x) v(x, T) dx (4.6) 
a 
pour tout cp E @. 
On va voir en utilisant la definition de l’espace @ que la relation (4.6) 
implique (1.3). En effet, on peut decrire @ comme le sous-espace de 
I?“(@ defini par les conditions analogues a (1.2). 
aq p-i qJ 0 q=ax=...-= ax,-1 pour x = a ou b, 0 < t < T (4.7) 
et les conditions (3.2): 
v(x, 0) = 0 pour a < x < 0, 
dx, T) = 0 pour 0 < x < b. 
Par consequent si on se donne arbitrairement 
(3.2)’ 
(3.2)” 
g E ComW, 4) et h E Co”(]a; O[) 2 (4.8) 
il existe u E @ tel que 
46 0) = g(x) pour 0 < x < b; 
et 
u(x, T) = h(x) pour a < x < 0; 
on en deduit que (4.6) peut encore s’ecrire 
jb xu(x, 0) g(x) dx - j” xu(x, T) h(x) dx 
0 a 
= 1; arro(x) g(x) dx - j‘: xu&) h(x) dx 
pour tout couple, g, h verifiant (4.8); ceci prouve (1.3) au sens de 
traces definies au Theoreme 1. 
J C,,“(]c, d[) dhigne l’espace des fonctions m fois continument dkrivables et h support 
compact dans ]c, d[. 
58012/3-8 
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Ceci joint aux considerations developpees a la suite de la Propo- 
sition 1 permet d’enoncer le 
THBORBME 2. Pour f E LZ2(A?“), u,, et uT v~~ifiant 
xl’*uo(x) E&z, O), (-X)“%4y(X) EL2(0, b), 
il existe u E .c?# solution de l’e’quation (1 .l) au sens des distributions et des 
conditions (1.2) et (1.3) uu sens des traces. 
5. UNICITI? DE LA SOLUTION FAIBLE 
On va demontrer la 
PROPOSITION 2. La solution u trouvte duns la Proposition 1 est 
unique. 
On en deduira immediatement le 
THBORBME 3. La solution u trouvb dans le Thtfoordme 2 est unique. 
La demonstration de la Proposition 2 repose sur le Thtoreme 1 et 
son corollaire: il suffit de prouver que dans la Proposition 1, 
f = u. = UT = 0 implique u = 0. On doit done considerer u E A?, 
telle que 
lPU 
xg+(-l)“~=o dans Q, (5.1) 
au sens des distributions et que 
u(x, 0) = 0 pour 0 < x < b, (5.2)’ 
u(x, T) = 0 pour a < x < 0, (5.2)” 
au sens des traces. L’utilisation de (4.4) avec v = u fournit la relation 
[oh on tient compte de (5.2)] 
6 z, C) + (u, x g) = j-” x 1 u(x, T)12 dx - I” x 1 u(x, 0)12 dx > 0 
0 a 
d’oh 
Re(x$,G) 20. (5.3) 
sum UNE BQUATION D%VOLUTION CHANGEANT DE TYPE 361 
Par ailleurs d’apres (5.1) on a 
(x$3) = -(-l)-(gg,ti) = -($g) 
En rapprochant (5.3) et (5.4) on voit que necessairement 
&l o 
-= axm p.p. dans Q 
et, grace a (1.2), on en deduit immediatement 
II = 0. 
Ceci prouve la Proposition 2 et aussi le Theoreme 3. 
6. DEMONSTRATION DU TH~OR~ME DE TRACES 
6.1. Le ThCoreme 1 est lie de maniere Cvidente au suivant qui 
sera demontre pour commencer. 11 est commode d’introduire l’espace 
B des fonctions w telles que 
muni de la norme 
v E WWR+)) 
x g ~&4ff-(R+)) 
I 
(6.1) 
Si 8 E Coa(R+) est une fonction de x on a Cvidemment 
80 E&(I%(R+)) et (a/at)(k) EL,(H-“(R,)), done 8(x) V(X, 0) est 
defini au moins comme Clement de H-“(R+),3 par consequent 
est defini comme distribution localement dans H-“(R,)). On va 
demontrer beacucoup plus: 
a Puisque fi”‘(R+) C H-“(R,), done 00, a/a(t)(k) E L,(H-“(R,)). 
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THBOR~ME Ibis. Pour z, E B, ZI(X, 0) est mesuyable duns R, et il 
existe une constant k telle que 
I 
.+CC 
x j v(x, 0)” d.x < k /I v II; (6.2) ‘0 
pour tout v E B. 
La dkmonstration de ce thCor&me va rksulter des deux lemmes 
suivants. 
Introduisons l’espace W des fonctions u telles que 
u E WWW), 
r 
I x I 2 E Wf-‘YW, 
avec la norme Cvidente, et notons: 
V = W n cZ'(R+~) n VyR+, P(R)) 4 
Nous avons: 
LEMME 1. (i) V est dense duns W. 
(ii) L’upplication u t-t 1 x IlIz u(x, 0) d+nie dans V se prohge 
en une application lim!aiye et continue de W dans L2(R). 
Dbmonstration. (i) Montrons d’abord que W n b’(R+,) est dense 
dans W. 
Soit q.~ E g,,"(R) et vkrifiant: 
0 < v(x)< 1; 944 = 1 
-44 = 0 
Soit u E W, posons: 
Nous avons 
pour -1,(x<+1, 
pour 1 x 1 > 2. 
pour XER, PER+. 
U, E 6’(R,2) n W 
4 On dksigne par 8’(e) les distributions d&Inks dans R+a = [(x, t) t > 0] 
ZI support born& 
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En appliquant le theoreme de Lebesgue, il est facile de voir que 
u, tend vers u dans L,(H”(R)). M on rons t que 1 x \(au,/at) tend vers 
1 x I(&+J&) dans L,(H-“(R)). Nous avons 
Le premier terme du second membre de (6.3) tend vers 
I x I(Wt>(x, t) d ans L2(H-(R)). E xaminons le second terme. Comme 
91(x/n) = 0 pour 1 x ( 3 2n nous avons 1 x I/n 9)(x/n) < 2. 
Le theoreme de Lebesgue montre que le terme CtudiC tend vers 0 
dansL2(Ho(R)) done aussi dansL2(H+(R)). 
Pour demontrer entierement (i) il ne reste plus qu’a “regulariser” 
en t, ce qui est Clementaire. 
(ii) Soit u E V. Nous avons: 
m i-00 
=- 2 Re 
is 0 
--m 
4xl~llE.(p(R,, + II 24 113(H”(R)) = I 24 l2w. (6.4) 
Ceci dkmontre alors (ii) en utilisant la densit& de V dans W. 
LEMME 2. I1 existe un opkateur de prolongement P vkifant 
P E WWR,), H”(R)) (6.5) 
1 x I Pu = Q(xu) oit Q un opt%-ateur de prolongement vkifant : 
Q E WWR+), H-VW VW 
D.4monstration. Posons pour u E Hm(R+): 
“(‘) = gil a,$( -kc) I 
pour x 3 0, 
pour x < 0 
Pour vkrifier (6.5), les ak doivent satisfaire 
&k(4)‘4, O<j<m-1. 
b=! 
(6.7) 
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Nous avons d’autre part: 
1 x 1 (pu)(x) = ggJ;k(-x) u(-kx), I 
x 2 0, 
.T<O 
done 
1 
v(x) pour x > 0, 
@(‘) = C& 7 v(-kc) pour x < 0. 
Nous allons Ccrire que Q satisfait Zt (6.6). Par dualitt cela revient A 
montrer que 
Q* E Lf'(EP(R), f+(R+)) w3) 
Q* &ant l’adjoint de Q. 
11 est facile de voir que 
Q*U(X) = u(x) -I- F $24 (7) 
k-l 
Pour satisfaire (6.8) nous devons avoir: 
On vkrifie sans peine que le systhme (6.7)-(6.9) est un systkme de 
Cramer qui d&ermine les 2m inconnues ak . 
De’monstration du thkordme 1 his. 
Soit v E B. ConsidCrons le prolongement P du Lemma 2. Nous 
avons : 
Pv eL2(H"(R)), 
a 
at 1 x 1 l'v = ;Q(xw) =Q (+)EL*(H-~(R)). 6 
L’application de prolongement w ti Pv est done continue de B dans W. 
6 Les optrateurs P et.12 agissent sur la variable x, Q commute done avec Ia d&iv&n 
en t. 
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En utilisant (6.4) (Lemma 1) nous obtenons 
f”x I +, W’ d.r < [+= I x I I(W(~, W” dx < II Pv 11% B k II v II;, 
0 -m 
ce qui demontre (6.3). 
6.2. 11 reste a demontrer le theoreme 1. La demonstration du 
point (a) est Clementaire. Pour prouver le point (b) on se contentera de 
verifier la propriete de l’application 
u I-+ u(x, 0) 
pour 0 < x < b, la verification du reste Ctant Cvidemment analogue. 
Pour cela soient p et # deux fonctions m fois continument derivables 
dans [0, +co) x [0, +co) telles que 
&, t) = 0 pour t > $T ou x 2 $b, 
I/+, t) = 0 pour x < ab, 
dX, 0) + $(x9 0) = 1 pour 0 < x < 6. (6.10) 
On pose 
0(x, t) = 
I 
dx, t) 4x, t) pour 0 < t < T et 0 < x < b, o 
pour t > T ou x >, b. 
4x9 t) = #(x, 4 4% t) p our 0 < t < T et 0 < x < b. On a Cvidem- 
ment ZI E B et 
d’oh grace au ThCoreme Ibis, 
s 
+m 
--m x I cp(xs 0) 4x, W* dx < h2 II u II;. 
Pair ailleurs on a Cvidemmen@ 
(6.11) 
’ Notationg intrpduites au $2, 
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et, en appliquant le thCor&me de Lions-Peetre [.5], on obtient 
(6.12) 
De (6.10), (6.11), et (6.12), on deduit l’inegalite 
s b x I 4x, O)l” dx < 4, II u IIf. 0 
Cette derniere inegalite appliquee quatre fois implique le ThCoreme 1 
qui est ainsi completement demontre. 
6,3. Complkment au thboordme 1 his. 
Voici un resultat complementaire au ThCoreme ibis que nous 
n’utiliserons pas dans ce travail. 
PROPOSITION. L’application v t-t 4% v(x, 0) donnke par le th.brt?me 
1 his est surjective de B duns L2(R+). 
Dkmonstration. Soit 01 un nombre reel et K un entier 20. Nous 
designons par H,“(R+) I’espace des distributions T definies sur R, 
et verifiant: 
xaT E W(R+) 
muni de la norme 11 xaT IIAqR+). Definition analogue pour Bak(R+). 
Utilisons les notations des “espaces de traces.“’ Posons 
W, 0, A,; 2904) = Vo, 41,,, = P4 8 Aol,/, - 
Nous devons done montrer I’CgalitC suivante (avec equivalence des 
normes) : 
[fJ”(R+), T’@+)11/2 = f%,(R+)- 
TheorCme Ibis nous donne dkjin l’inclusion contiue: 
(6.11) 
[H”(R+), C”(R+)11,2 = @‘,2W+) 
comme I@(R+) C P(R+), nous avons hfortiori: 
(6.12) 
[*CR,>, K?(R+)I,,, C %2(R+). (6.13) 
’ Voir Lions-Peetre [5J par exemple, pour les dsultats sur ces espaces. 
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La multiplication par x &ant un isomorphisme entre les couples 
d’espaces suivants: 
(fi”YR+), f&R+)); P,-m(R+)> f+(R+N 
V%(R+h ~%(R+N 
nous obtenons a partir de (6.13) 
[f%(R+), H-“YR+)lm C f&,,(R+) (6.14) 
L’injection (6.14) etant “dense”, nous obtenons aussit8t en passant 
aux duals: 
l3%,,(R+II’ C [f%@+), H-W+K/, 
Nous avons d’autre part les identifications: 
[@‘i(R = K’“(R+); 
[Em(R = Ib(R+); 
[f&,(R+)I’ = #‘,,(R+). 
(6.15) 
(6.16) 
L’utilisation d’un thtoreme de dualite de Lions (voir [4], [5]) et de 
(6.15), (6.16), nous donne finalement l’inclusion: 
%‘,,(R+) C @YR+), K’YR+1L/s - (6.17) 
La reunion de (6.12), (6.13), et (6.17) donne alors (6.11). 
Nous remercions M. Albertoni (Milan) et M. Lions (Paris) de nous avoir propose 
l’etude de ce probleme. 
BIBLIOGRAPHIE 
I. BAOUENDI, M. S. ET GRISVARD, P., Sur une equation d’evolution changeant de type. 
Corn@. Rend. Acad. Sci. Paris 265 (1967) 565-567. 
2. KOHN, J. J. ET NIRENBERG, L., Degenerate elliptic-parabolic equations of second 
order. (a paraitre dans Commun. Pure Appl. Math.). 
3. LIONS, J. L., “8quations differentielles operationnelles et problemes aux limites.” 
Springer, Berlin, 1961. 
4. LIONS, J. L., Sur les espaces d’interpolation; dualite. Math. Stand. 9 (1961), 
147-177. 
5. LIONS, J. L. ET PEETRE, J., Sur une classe d’espaces d’interpolation. Publ. Math. 
I.H.E.S. (Paris) no 19 (1964). 
6. OLEINIK, 0. A., On linear second order equations with non negative characteristic 
form. Met. Sb. 69 (1966), Ill-140 (en russe). 
