This paper proposes a new fuzzy clustering algorithm for categorical multivariate data. The conventional fuzzy clustering algorithms form fuzzy clusters so as to minimize the total distance from cluster centers to data points. However, they cannot be applied to the caSe where only cmcurrence relations among individuals and categories are given and the criterion to obtain clusters is not available. The proposed method enables us to handle that kind of data set by maximizing the degree of aggregation among clusters. The clustering results by the proposed method show similarity to those of Correspondence Analysis or Hayashi's Quantification Method Qpe III. Numerical examples show the usefulness of our method.
Introduction
We have been facing an explosive increase in the amount of information or data being stored in the database electrically. In response to the increase of the data storage, importance of extracting useful information, which is even implicit, potential or previously unlarown, from the database is getting up-and-coming. The extracted information can be put to use in the areas such as decision support, prediction, forecasting and estimation. Data [8] . however, can not handle the data set l i e in Table 1 because of the clustering criteria they employ. They form clusters according to distances from cluster centers to data points. It is impossible to calculate those distances with respect to the data set in Table  1 . In this paper, we propose a new fuzzy clustering algorithm which is able to handle the data set in Table  1 . We call it FCCM, Fuzzy Clustering for Categorical Multivariate Data. 
Degree of Aggregation
j =I
where uCi is the membership of the i-th individual for the c-th cluster and wcj is that of the j-th category for the c-th cluster. C denotes the number of clusters. Though it seems that U& and wcj have the same constraints since the memberships sum to one, they are different actually. For U&, the total amount of memberships of the i-th individual to the clusters has to be one.
On the other hand, (2) indicates the total membership of the c-th cluster to the categories should be one.
Secondly, we give a definition of the clustering criterion of the FCCM to obtain fuzzy clusters. It should be provided so as to p u p the individuals and the categories which have high correlations each other. In this sense, we regard the following degree of aggregation as the clustering criterion of the FCCM.
M N uciwcjdij c = 1, . * , c.
The degree of aggregation for each cluster is the total amount of products of qualitative variables dij and memberships for individuals and categories, ue and wcj. We maximix the degree of aggregation in (3) to fonn fuzzy clusters by assigning memberships to individuals and categories.
Furthermore, if we define the total amount of memberships wcj of the j-th category to the clusters as one, in such a way as in (4). we are unable to obtain proper clusters. c
C w c j = 1 , W~~E [ O , I ] ,
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The degree of aggregation will be maximized by allocating individuals and categories to only one cluster under the constraints provided in (4). That is why we emPloy (2).
Objective Function
The FCCM can be driven by optimization of an objective function to maximize the degree of aggregation. We use Lagrange's method of indeterminate multiplier to derive the objective function for the FCCM. The objective function can be written as follows:
where Ai and 'yc are Lagrangian multipliers respectively.
The second and third terms in ( The FCCM Algorithm
Step I: Set values of parameters C, Tu, Tw and E .
Initialize memberships U& randomly.
Step 2: Update membership wcj using (7).
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Step 3: Update memberships uCi using (6).
Step 4: If max IuzEW -U$""\ < e, then stop.
Otherwise, return to Step 2.
Numerical Example
Literature Retrieval Data Set
In numerical example, we apply our proposed method to literature retrieval data set used in Cl01 and [121. We also apply the Correspondence Analysis to the data set and compare it with the proposed method. The data set is shown in Table 2 . The rows represent the literatures and the columns are the key words. The data set shows the cOOccurrence relations among the literatures and the key words. Each entry denotes the number of appearances of the key word in the corresponding literature. For example, the key word 5 appears twice in the literature 4. The retrieval of literatures would be done in a system as to the cOOccuTfence relations. For instance, the literatures 6 7 and 8 might be retrieved if the key word 10 is entered into the retrieval system accordmg to Table 2 . However, the literature 9 should be retrieved in focusing the attention on the coowmnce relations to other key words, i.e., key words 11 and 12. The results are shown in Table 3 and Table 4 . In Table 3 and 
Conclusions
In this paper, we proposed a new fuzzy clustering algorithm, the FCCM, for categorical multivariate data to which the conventional fuzzy clustering algorithms could not be applied. The FCCM was applied to the l i t e n " retrieval data set which was a kind of categor- Quantification Method 'Qpe IV [4] , which also handles the same kind of similaritiy data set.
