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1.1 - Lemme de Chen 7
1 Introduction
Les différents sujets que j’ai étudiés, intégrale de Selberg, hyperlogarithmes et bases
en dualité dans les algèbres enveloppantes, pour résumer, bien qu’ils puissent sembler
assez éloignés les uns des autres, sont en fait liés par les outils auxquels ils font appel.
Ainsi, le produit de mélange sous-tend la structure multiplicative des intégrales itérées
via le lemme de Chen, lequel permet le calcul de certaines intégrales multiples ; de plus,
le produit de mélange apparaît naturellement dans le cas de l’algèbre libre.
1.1 Lemme de Chen
Soit X un alphabet. Le lemme de Chen relie les intégrales itérées et le produit de
mélange  défini sur l’algèbre libre Z〈X〉 comme suit :
1 w = w 1 = w ;
(au) (bv) = a(u (bv)) + b((au) v)
(1)
pour tous u, v, w ∈ X∗ et a, b,∈ X.
Le lien entre ces objets est présenté dans [LT02], dont nous rappelons ici quelques
idées. Soit H un espace vectoriel de fonctions intégrables sur un intervalle (a, b). Si
f1, . . . , fn sont des fonctions de H , notons 〈f1 . . . fn〉 l’intégrale
〈f1 . . . fn〉 =
∫ b
a
dy1
∫ y1
a
. . .
∫ yn−1
a
dyn f1(y1) . . . fn(yn) (2)
que l’on considère comme une forme linéaire définie sur H ⊗n.
Considérant une famille de fonctions φxi indexées par des lettres appartenant à X,
nous associons au mot w = xi1 . . . xi|w| l’intégrale
〈w〉 = 〈φxi1 . . . φxi|w| 〉. (3)
Alors
Lemme 1.1 ∀u, v ∈ X∗
〈u〉〈v〉 = 〈u v〉. (4)
Illustrons cette propriété dans le cas où l’on étend 〈·〉 aux polynômes en calculant
〈12〉〈3〉 :
〈12〉〈3〉 =
∫
a≤y2≤y1≤b
φ1(y1)φ2(y2)dy1dy2 ·
∫
a≤y1≤b
φ3(y1)dy1. (5)
Cette dernière intégrale s’écrit en fait
∫
D
φ1(y1)φ2(y2)φ3(y3)dy1dy2dy3 où
D = {(y1, y2, y3) : a ≤ y1 ≤ y2 ≤ b, a ≤ y3 ≤ b} . (6)
Ce domaine se décompose en trois simplexes :
D = {(y1, y2, y3) : a ≤ y1 ≤ y2 ≤ y3 ≤ b}
∪ {(y1, y2, y3) : a ≤ y1 ≤ y3 ≤ y2 ≤ b}
∪ {(y1, y2, y3) : a ≤ y3 ≤ y1 ≤ y2 ≤ b} .
(7)
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Ceux-ci ne sont pas disjoints mais leurs intersections deux à deux sont restreintes à
des ensembles d’épaisseur nulle qui n’ont par conséquent aucune contribution dans les
intégrales (voir Figure 1). Ainsi,
Figure 1 – Illustration du simplex D pour a = 0 et b = 1.
〈12〉〈3〉 =∫
a≤y1≤y2≤y3≤b
φ1(y1)φ2(y2)φ3(y3) dy1dy2dy3+∫
a≤y1≤y2≤y3≤b
φ1(y1)φ3(y2)φ2(y3) dy1dy2dy3+∫
a≤y1≤y2≤y3≤b
φ3(y1)φ1(y2)φ2(y3) dy1dy2dy3
= 〈123〉+ 〈132〉+ 〈312〉
= 〈12 3〉.
(8)
Cette remarque est en fait générale : le produit 〈u〉〈v〉 est une intégrale sur le produit car-
tésien de deux simplexes qui s’écrit comme l’union de deux simplexes presque disjoints,
leur intersection étant constituée de leurs bords qui ne contribuent pas à l’intégrale.
1.2 Le cas des polylogarithmes
La relation (4) apparaît dans le cas des hyperlogarithmes qui constituent l’un des
sujets abordés dans ce mémoire.
Les fonctions hyperlogarithmes peuvent être présentées comme une généralisation de
la fonction ζ de Riemann :
ζ(s) =
∑
n≥1
1
ns
. (9)
L’un des inconvénients de cette fonction est qu’elle n’est pas associée à une structure
multiplicative : a priori, le produit de deux valeurs ζ(s1) et ζ(s2) n’est pas relié à une
troisième valeur ζ(s3). Pour aller plus loin, considérons les polyzetas définis comme suit :
ζ(s) =
∑
n1>···>nk>0
1
ns11 . . . n
sk
k
(10)
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pour tout k-uplet s.
En fait, les polyzetas convergents, obtenus pour des k-uplets s vérifiant s1 > 1, sont
des spécialisations de la fonction polylogarithme en 1 :
ζ(s) = Lis(1)
avec
Lis(z) =
∑
n1>···>nk>0
zn1
ns11 . . . n
sk
k
. (11)
Il est possible de montrer que la définition précédente de la fonction polylogarithme
est équivalente à la définition suivante, laquelle indexe les fonctions par des mots sur
l’alphabet {x0, x1} et les construit comme des intégrales itérées : ∀z ∈ C\ ]−∞, 0[ ∪
]1,+∞[,
Lixn0 (z) =
lnn(z)
n!
,
Lix1w(z) =
∫ z
0
dt
1− tLiw(t),
et, ∀w ∈ X∗x1X∗,
Lix0w(z) =
∫ z
0
dt
t
Liw(t).
Pour cela, il faut remarquer que tout mot w ∈ {x0, x1}∗ se décompose comme un produit
de facteurs de la forme xsk−10 x1 (w = x
s1−1
0 x1 . . . x
sk−1
0 x1) puis associer à w le multiindice
s = (s1, . . . , sk).
Notons L(z) =
∑
w∈X∗
Liw(z)w la série génératrice des polylogarithmes. Cette série est
une série de Lie, ce qui implique qu’elle vérifie la relation suivante :
∀u, v ∈ X∗, 〈L(z)|u v〉 = 〈L(z)|u〉〈L(z)|v〉, (12)
∀z ∈ C\ ]−∞, 0[∪ ]1,+∞[. De manière équivalente, cela signifie que les polylogarithmes
vérifient le lemme de Chen.
Remarque 1.2 La définition des polyzetas via (10) fait intervenir un simplex strict
(sans les bords, ce qui est indiqué par les inégalités strictes). Considérons le produit de
deux de ces fonctions, ζ(s1, s2) et ζ(s3) :∑
n1>n2>0
1
ns11 n
s2
2
∑
n1>0
1
ns31
=
∑
n1>n2>0
n3>0
1
ns11 n
s2
2 n
s3
3
. (13)
Le domaine de sommation se compose de plusieurs parties dont les unions deux à deux
sont disjointes :
{(n1, n2, n3) : n1 > n2 > 0, n3 > 0} =
{(n1, n2, n3) : n1 > n2 > n3 > 0}∪
{(n1, n2, n3) : n1 > n2 > 0, n2 = n3}∪
{(n1, n2, n3) : n1 > n3 > n2 > 0}∪
{(n1, n2, n3) : n1 > n2 > 0, n1 = n3}∪
{(n1, n2, n3) : n3 > n1 > n2 > 0} .
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Par conséquent, nous obtenons la relation suivante :
ζ(s1, s2)ζ(s3) =
∑
n1>n2>n3>0
1
ns11 n
s2
2 n
s3
3
+
∑
n1>n2>0
1
ns11 n
s2
2 n
s3
2
+
∑
n1>n3>n2>0
1
ns11 n
s2
2 n
s3
3
+
∑
n1>n2>0
1
ns11 n
s2
2 n
s3
1
+
∑
n3>n1>n2>0
1
ns11 n
s2
2 n
s3
3
= ζ(s1, s2, s3) + ζ(s1, s2 + s3)+
+ ζ(s1, s3, s2) + ζ(s1 + s3, s2) + ζ(s3, s1, s2).
(14)
Celle-ci fait apparaître le produit de quasi-mélange, déformation du produit de mélange
que nous utilisons beaucoup dans cette thèse, des multi-indices (s1, s2) et (s3) (voir
(324)).
Les hyperlogarithmes, auxquels je me suis plus particulièrement intéressé et qui
généralisent les polylogarithmes, comme nous le montrerons en détail dans la section 6
(dans le cas où l’on ne se restreint plus à deux singularités en 0 et en 1 comme dans le
cas des polylogarithmes), vérifient aussi une relation de ce type.
Par ailleurs, l’un des sujets de cette étude est l’intégrale de Selberg. Or celle-ci,
calculée dans le cas où le déterminant de Vandermonde apparaît au carré, est un cas
particulier d’une formule de de Bruijn, qui découle elle-même du lemme de Chen. C’est
ce que nous montrons dans la section suivante.
1.3 Formule de de Bruijn
Il existe plusieurs formules de de Bruijn décrivant les relations entre intégrales mul-
tiples et intégrales “simples” du même type. Par exemple, en reprenant les notations de
la section 1.1 ∫
. . .
∫
a≤x1<···<x2n≤b
det(φi(xj))dx1 . . . dx2n = Pf(Pij)1≤i,j≤2n (15)
où Pf désigne le Pfaffien de la matrice antisymétrique P = (Pij)ij 1 avec
Pij =
∫ ∫
a≤x<y≤b
[φi(x)φj(y)− φi(y)φj(x)] dxdy. (17)
Dans [LT02], les auteurs montrent comment retrouver ces formules à partir du lemme de
Chen et d’identités sur les produits de mélange : soit (ai)i et (bi)i deux suites de lettres
1. Le Pfaffien Pf(Pij) est un polynôme dont le carré est égal au déterminant de la matrice et dont
les coefficients sont des coefficients de la matrice. Il est donné explicitement par la formule
Pf(Pij) =
1
2nn!
∑
σ∈S2n
(σ)Pσ(1)σ(2) . . . Pσ(2n−1)σ(2n) (16)
pour Pij ∈ R2n×2n où R est un anneau commutatif.
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d’un alphabet A et η = {ηi}1≤i≤n une famille de variable anti-commutatives (satisfaisant
donc les relations ηiηj + ηjηi = 0, ∀i, j). Alors∑
i1<···<i2k
∑
σ∈S2k
(σ)aiσ(1)biσ(2) . . .aiσ(2k−1)biσ(2k)ηi1 . . . ηi2k
=
→∏
i>0
(
1 +
∑
i<j
(aibj − ajbi) ηiηj
)
.
(18)
Cette équation permet d’écrire que∑
σ∈S2n
(σ)aσ(1)bσ(2) . . . aσ(2k−1)bσ(2k) = Pf (aibj − ajbi)1≤i,j≤2n (19)
où Pf(Pij) désigne le Pfaffien d’une matrice P antisymétrique de taille 2n × 2n de
R〈A〉 2.
Si l’on considère l’équation (19) dans le cas où ai = bi, nous trouvons que∑
σ∈S2n
(σ)aσ(1)aσ(2) . . . aσ(2n−1)aσ(2n) = Pf (akal − alak)1≤k,l≤2n . (20)
L’application du lemme de Chen (prendre comme alphabet A = {1, . . . , 2n} pour indexer
les fonctions φi et appliquer la forme linéaire 〈〉) à cette relation donne∑
σ∈S2n
〈σ〉 = 〈Pf (ij − ji)〉 = Pf (〈ij − ji〉) (21)
c’est-à-dire la relation (15).
1.4 Intégrale de Selberg et hyperdéterminants
L’intégrale de Selberg, généralisation de l’intégrale β d’Euler, calculée en 1944 par
Selberg ([Sel44]), est liée à l’étude de certaines généralisations du déterminant d’une
matrice (voir [LT03]).
Soit (Ai1...ik)0≤i1,...,ik≤n−1 un tenseur de rang k en dimension n. A est appelé tenseur
de Hankel lorsqu’il vérifie
Ai1...ik = f(i1 + · · ·+ ik). (22)
Pour aller plus loin, choisissons une suite (cn)n≥0 et notons D
(k)
n (c) l’hyperdétermi-
nant
D(k)n = Det2k(ci1+···+i2k)0≤ip≤n−1 (23)
où
Detk(B) =
1
n!
∑
σ1,...,σk∈Sn
(σ1) . . . (σk)
n∏
i=1
Bσ1(i)...σk(i) (24)
pour un tenseur B de rang k en dimension n.
2. Nous anticipons ici sur les notations que nous utiliserons constamment par la suite : si R est un
anneau commutatif, R〈A〉 désigne la R-algèbre de mélange sur l’alphabet A.
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Désignons par µ la fonctionnelle linéaire sur l’espace des polynômes en une variable
vérifiant µ(xn) = cn, ∀n ≥ 0. Cette fonctionnelle s’étend naturellement aux polynômes
en plusieurs variables en posant µn(xm11 . . . xmnn ) = cm1 . . . cmn . En utilisant le dévelop-
pement du déterminant de Vandermonde
∆(x) =
∑
σ∈Sn
(σ)σ(xn−1n x
n−2
n−1 . . . x
2−1
2 x
1−1
1 ), (25)
on vérifie que
D(k)n (c) =
1
n!
µn(∆
2k(x)). (26)
En développant les facteurs (xi − xj)2k qui figurent dans la puissance du déterminant
de Vandermonde, nous obtenons
D(k)n (c) =
1
n!
∑
M=(mij)ij
(−1)|M |
∏
i>j
(
2k
mij
) n∏
p=1
cαp(M) (27)
où la somme porte sur les matrices M triangulaires inférieures strictes telles que 0 ≤
mij ≤ 2k, |M | =
∑
i>j
mij et
αp(M) = 2k(p− 1) +
n∑
i=p+1
mip −
p−1∑
j=1
mpj. (28)
Si µ est une mesure sur R, nous avons
D(k)n (c) =
1
n!
∫
Rn
∆2k(x)dµ(x1) . . . dµ(xn). (29)
Cette dernière intégrale est du type Selberg.
Dans [LT04], les auteurs montrent que la preuve originale de Selberg peut être re-
formulée en termes de calcul sur des hyperdéterminants.
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2 Introduction
2.1 Généralités
2.1.1 Objectif
L’objet de cette partie est le calcul et l’étude du comportement asymptotique de
l’intégrale de certains polynômes multivariés par rapport à la mesure de Selberg, définie
par le produit
N∏
i=1
xa−1i (1− xi)b−1
∏
i<j
|xi − xj|2cdxi. (30)
Notons que le second facteur (
∏
i<j
|xi− xj|2c) est le déterminant de Vandermonde des xi
à la puissance 2c.
Considérant un polynôme f en les variables x1, . . . , xN , nous appelons intégrale de
Selberg de ce polynôme l’intégrale :
〈f〉Na,b,c =
1
N
∫
[0,1]N
f(x1, . . . , xN)
N∏
i=1
xa−1i (1− xi)b−1
∏
i<j
|xi − xj|2cdxi (31)
où les paramètres a, b, c sont complexes et où N est une constante de normalisation.
Le but est de calculer cette intégrale pour des polynômes multivariés quelconques,
de préciser les conditions qui donnent lieu à une limite lorsque le nombre de variables
tend vers l’infini et de décrire le comportement asymptotique dans ces conditions.
Dans la section 3, nous montrons comment calculer cette intégrale pour de nombreux
polynômes non nécessairement symétriques et donnons une condition pour que la limite
N →∞ existe. C’est cette limite que nous explorons en détail dans la section 4 dans le
cas c = 1.
2.1.2 L’intégrale de Selberg
Un panorama de l’histoire de cette intégrale est présenté dans [FW08]. Le calcul de
l’intégrale de Selberg
SN(a, b, c) =
∫
[0,1]N
N∏
i=1
xa−1i (1− xi)b−1
∏
i<j
|xi − xj|2cdxi (32)
est dû à Atle Selberg ([Sel44] ; cette preuve est reproduite en anglais dans [Meh67]), qui
lui a donné son nom, et remonte au début des années 40. Il aboutit au résultat suivant :
SN(a, b, c) =
N−1∏
j=0
Γ(a+ jc)Γ(b+ jc)Γ(1 + (j + 1)c)
Γ(a+ b+ (N + j − 1)c)Γ(1 + c) . (33)
La preuve se décompose en deux parties, l’une combinatoire, l’autre analytique. Sel-
berg commence par prouver le résultat dans le cas particulier où c ∈ N en exploitant les
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propriétés du développement du déterminant de Vandermonde sur les monômes. Chaque
étape de cette partie peut être interprétée en termes d’hyperdéterminants ([LT04]). En-
suite, il étend analytiquement le résultat à c ∈ C grâce au théorème de Carlson ([Car14] ;
voir aussi 13.1) que nous retrouverons plus loin (voir aussi [Meh67]).
L’intégrale de Selberg et ses généralisations apparaissent sous différentes formes dans
un nombre important de domaines. L’une des formes notables fait intervenir les poly-
nômes de Jack qui sont un des outils que nous utiliserons par la suite : les polynômes
P
( 1c)
λ (voir la section 2.2.2 pour leur définition) sont orthogonaux pour le produit scalaire
〈f, g〉c = 1
(2pi)n
∫
[−pi,pi]n
f(expiθ)g(expiθ)
∏
1≤i<jn
| expiθi − expiθj |2cdθi. (34)
Il n’est en fait pas surprenant que ces problèmes fassent intervenir les polynômes
de Jack et de Macdonald. En effet, ceux-ci sont étroitement liés aux représentations
de l’algèbre de Hecke double affine. Or cette algèbre dégénère, par spécialisation des
paramètres qui la caractérisent, en l’algèbre du groupe symétrique. Celle-ci apparaît
fréquemment dans la modélisation de systèmes physiques parmi lesquels se trouve le
système qui donne lieu à certains calculs de l’intégrale de Selberg.
2.1.3 Motivation physique des calculs
L’intérêt constant porté à l’intégrale de Selberg depuis ses premiers calculs s’explique
par la signification qu’elle acquiert dans le cadre de la physique des systèmes chaotiques
quantiques ([Meh67]).
Pour expliquer ce lien, considérons un système constitué de deux réservoirs d’élec-
trons liés par deux canaux à une cavité dans laquelle les électrons peuvent entrer en
collision. Le système étant considéré comme un système quantique, les électrons sont
représentés par des fonctions d’onde. Le comportement de la cavité, quant à lui, est
représenté par une matrice, appelée matrice de dispersion, notée S, de taille 2n × 2n
avec n = n1 + n2 (où n1 et n2 sont les nombres respectifs de canaux de transmission à
gauche et à droite) agissant sur les fonctions d’onde : les fonctions d’onde des électrons
sortant de la cavité sont obtenues par multiplication par cette matrice des fonctions
d’onde des électrons entrants. La matrice S est en fait constituée de plusieurs parties
qui représentent l’action de la cavité sur les électrons (réflexion ou transmission) en
fonction de leur provenance (gauche ou droite). Ainsi, il est possible de “découper" S
comme suit :
S =
(
r t′
t r′
)
(35)
où les matrices t contiennent des coefficients de transmission et les matrices r des coef-
ficients de réflexion.
L’une des approches de ces problèmes quantiques repose sur le constat suivant : il
est possible de comprendre, avec une très bonne approximation, le comportement de S
en utilisant une matrice aléatoire appartenant à l’un des ensembles circulaires de Dyson
(voir [MPS87], [KSS09], [Bee97] ou [GMGW98]).
D’autre part, bon nombre de quantités mesurables expérimentalement sont aussi
calculables grâce à des calculs sur les valeurs propres de la matrice tt†. Notons Ti ces
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valeurs propres. Du fait de l’appartenance de S à l’un des ensembles circulaires de Dyson,
la densité de probabilité des Ti obéit à la loi suivante :
P (T1, . . . , Tn) =
1
N
∏
i<j
|Ti − Tj|β
n∏
i=1
Tα−1 (36)
avec α = β
2
([n1 − n2| + 1), où β caractérise l’ensemble auquel appartient S (choisi en
fonction du système physique considéré) et où les valeurs propres Ti sont des variables
aléatoires appartenant à [0, 1]. Cette modélisation fait donc apparaître un cas particulier
de la mesure de Selberg.
Les statistiques linéaires sont des quantités de la forme
n∑
i=1
f(Ti). (37)
Elles sont appelées linéaires dans le sens où elles ne font pas apparaître de produit de
deux valeurs propres différentes. Dans le cadre de cette approche, le calcul de la moyenne∫
[0,1]n
n∑
i=1
f(Ti)P (T1, . . . , Tn)
n∏
i=1
dTi (38)
de ces statistiques par rapport à la distribution de probabilité nous ramène au calcul
de certaines intégrales de type Selberg. De plus, le calcul de l’intégrale de Selberg de
fonctions non linéaires (au sens précédent) peut donner accès à certaines statistiques
non linéaires sur les systèmes physiques intéressants.
2.2 Outils et Notations
Dans cette section, nous rappelons quelques définitions et propriétés des fonctions
symétriques que nous utiliserons plus loin, liées, en particulier, aux bases de Jack et de
Macdonald.
2.2.1 Fonctions symétriques, Noyau de Cauchy, λ-anneau
L’algèbre des fonctions symétriques possède une structure de λ-anneau (voir, par
exemple, [Las03]). Soit X un alphabet. Notons σz(X) la fonction de Cauchy, série géné-
ratrice des fonctions complètes Si sur X :
σz(X) =
∑
i
Si(X)zi =
∏
x∈X
1
1− xz . (39)
La somme X+ Y de deux alphabets X et Y est définie par la relation
σz(X+ Y) = σz(X)σz(Y) =
∑
i
Si(X+ Y). (40)
Le produit de X par une constante u est défini par
σz(uX) = σuz (X). (41)
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Nous avons donc la relation σz(−X) = σz(X)−1 qui permet de faire apparaître des
multiplicités dans les alphabets que nous considérons. Ainsi, la notion d’alphabet n’est
pas restreinte à des ensembles de variables, mais peut être étendue à des séries. Nous
utiliserons, par exemple, l’alphabet
1− u
1− t que nous considérerons comme la différence
des alphabets 1 + t+ · · ·+ tn+ . . . et u+ tu+ · · ·+ tnu+ . . . . En termes d’opérations sur
les fonctions symétriques, cela revient à considérer l’application qui fait correspondre
1− un
1− tn à la somme de puissances pn.
Enfin, le produit de deux alphabets est défini sur les fonctions complètes :
σ1(XY) =
∑
i
Si(XY) =
∏
x∈X
∏
y∈Y
1
1− xy . (42)
En fait, la fonction σ1(XY) est le noyau de Cauchy et nous la noterons K(X,Y). C’est le
noyau reproducteur auquel on associe le produit scalaire 〈·, ·〉 sur l’espace des fonctions
symétriques, défini par
〈Sλ, Sµ〉 = δλµ (43)
où Sλ désigne la fonction de Schur indexée par la partition λ.
Il possède la propriété suivante : si Aλ et Bλ sont deux bases en dualité (c’est-à-dire
telles que 〈Aλ, Bδ〉 = δλ δ), nous avons l’égalité suivante :
K(X,Y) = σ1(XY) =
∑
λ
Aλ(X)Bλ(Y). (44)
2.2.2 Bases de l’espace des fonctions symétriques
Certaines bases de polynômes symétriques nous intéressent plus particulièrement :
les fonctions de Schur, les polynômes de Jack et ceux de Macdonald. Depuis le début du
vingtième siècle et les travaux de I. Schur, les fonctions de Schur (introduites par Jacobi)
sont associées à la théorie des représentations des groupes symétrique Sn et GLn(C).
À la fin des années 1970, Henry Jack [Jac70] découvrit une généralisation des fonc-
tions de Schur dépendant d’un paramètre α. En fonction des valeurs de ce paramètre,
différentes familles de polynômes apparaissaient : pour α = 1, les fonctions de Schur ;
pour α = 2, une famille dont Jack conjectura que c’étaient les polynômes zonaux. Les
polynômes de Jack sont en fait la famille de polynômes qui interpole les familles pré-
cédentes. Beaucoup de résultats connus pour certaines spécialisations du paramètre ont
été généralisés aux polynômes de Jack.
Par ailleurs, P. Hall et D. E. Littlewood avaient découvert une autre généralisation
à un paramètre des fonctions de Schur (voir [Hal59] et [Lit61]), polynômes maintenant
appelés de Hall-Littlewood. Plus tard, des travaux de Green et Macdonald ([Gre55],
[Mac73]) ont montré qu’ils jouent un rôle important dans la théorie des représentations
des groupes GLn(Fp) où Fp est un corps fini ou p-adique.
Afin d’unifier ces différentes généralisations, Ian G. Macdonald introduisit en 1988
([Mac88]) les polynômes qui portent maintenant son nom. Ces fonctions dépendent de
deux paramètres et interpolent les différentes familles mentionnées ci-dessus. Ils inter-
viennent dans la théorie des représentations de l’algèbre de Hecke double affine comme
nous le présentons rapidement dans la remarque suivante.
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Remarque 2.1 Pour une présentation complète, voir, par exemple, [Las01]. Nous
adoptons ici celle qui figure dans [DL12].
Soit t1, t2 et q des paramètres. Définissons, sur C(t1, t2, q) [x1, . . . , xN ] les opérateurs ∂i,
1 ≤ i ≤ N − 1 et τi, 1 ≤ i ≤ N . Les différences divisées sont définies comme suit : si si
désigne la transposition (i, i+ 1), qui peut être considérée comme un opérateur agissant
sur f(x1, . . . , xN) par transposition des variables xi et xi+1, 1 ≤ i ≤ n− 1,
∂i = (1− si) 1
xi − xi+1 . (45)
L’action de τi est donnée par :
f(x1, . . . , xN)τi = f(x1, . . . , xi−1, qxi, xi+1, . . . , xN). (46)
Avec
ces définitions, formons des opérateurs Ti et w agissant sur C(t1, t2, q) [x1, . . . , xN ] :
Ti = p¯ii(t1 + t2)− t2si ; (47a)
w = τ1s1 . . . sN−1. (47b)
Les Ti et w vérifient les relations suivantes :
(Ti + t1)(Ti + t2) = 0 ; (48a)
TiTi+1Ti = Ti+1TiTi+1 ; (48b)
TiTj = TjTi for |i− j| > 1 ; (48c)
Tiw = wTi−1. (48d)
En fait, il est possible de choisir la spécialisation suivante des paramètres : t1 = 1 et
t2 = −s (en divisant Ti par t1, on obtient, en effet, 1
t1
T t1,t2,qi = T
1,
t2
t1
,q
i ), choix que nous
effectuons dans la suite (le signe pour t2 est utilisé pour simplifier les expressions). Par
conséquent, Ti = p¯ii(1 + t2) + ssi et la relation (48a) devient (Ti + 1)(Ti − s) = 0.
Définissons alors l’algèbre de Hecke affine double comme l’algèbre
HN(q, s) = C(s, q)
[
T1, . . . , TN−1,W±1, x±11 , . . . , x
±1
N
]
(49)
où xi désigne l’opérateur de multiplication par xi.
Cette algèbre admet une sous-algèbre commutative maximale, générée par les éléments
de Cherednik ξi. Ceux-ci sont donnés par :
ξi = s
i−NT−1i−1 . . . T
−1
1 wTN−1 . . . Ti. (50)
Il est possible de montrer que ces opérateurs sont simultanément diagonalisables. Les vec-
teurs propres que l’on obtient alors sont les polynômes de Macdonald non symétriques.
Les polynômes de MacDonald symétriques sont issus de ces derniers par symétrisation
et sont des fonctions propres des fonctions symétriques en les opérateurs de Cherednik.
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Polynômes de Jack Pour définir les polynômes de Jack , nous procédons à une
déformation du produit scalaire usuel et définissons un nouveau produit scalaire 〈·, ·〉 1
c
dépendant d’un paramètre formel c sur les sommes de puissances pλ :
〈pλ, pµ〉 1
c
= zλ
(
1
c
)l(λ)
δλµ (51)
pour deux partitions λ et µ, avec
zλ =
∏
i≥1
ini(λ)ni(λ)! (52)
(ni(λ) est le nombre d’occurrences de i dans la partition λ) et
pµ =
`(µ)∏
i=1
pµi . (53)
Notons que la relation (51) définit bien un produit scalaire pour c ∈ R\ {0} puisque,
dans ce cas, zλ
(
1
c
)l(λ)
est bien défini et positif.
Les polynômes de Jack P (
1
c)
λ sont alors définis comme l’unique famille de fonctions
symétriques orthogonales par rapport à 〈, 〉 1
c
et se décomposant comme suit sur la base
des fonctions monomiales mλ :
P
( 1c)
λ = mλ(X) +
∑
µ≤λ
vµ,λmλ(X). (54)
Les polynômes P (
1
c)
λ de degré n peuvent être obtenus par orthogonalisation de Gram-
Schmidt de la base des fonctions de Schur sλ de degré n par rapport au produit scalaire
déformé, en commençant par la partition 1n. Leur noyau reproducteur est donné par
K(X,Y) = σ1
(
1
c
XY
)
=
∏
x,y∈X×Y
(
1
1− xy
) 1
c
. (55)
Polynômes de MacDonald Les polynômes de Macdonald sont une généralisation
des polynômes de Jack. Ils sont obtenus de la même manière, c’est-à-dire en tant que
seule famille de fonctions symétriques orthogonales par rapport à une déformation du
produit scalaire et possédant une certaine propriété de décomposition sur les fonctions
monomiales. Plus précisément, les polynômes de Macdonald Pλ(q, t) dépendent de deux
paramètres et sont orthogonaux par rapport à la déformation 〈·, ·〉q,t à deux paramètres
du produit scalaire usuel :
〈pλ, pµ〉q,t = zλ
`(λ)∏
i=1
1− qλi
1− tλi δλµ. (56)
Ils vérifient aussi
Pλ(q, t) = mλ(X) +
∑
µ≤λ
vµ,λmλ(X). (57)
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Remarque 2.2 Notons que 〈·, ·〉q,t est bien défini et positif lorsque q, t ∈ [0, 1].
La correspondance entre Pλ(q, t) et P
( 1c)
λ est obtenue en deux étapes :
– substitution de t
1
c à q ;
– calcul de la limite t→ 1.
D’autres spécialisations donnent les résultats suivants :
– Pλ(q, q) = sλ (où s désigne les fonctions de Schur) ;
– Pλ(q, 1) = mλ (où m désigne les fonctions monomiales) ;
– Pλ(1, t) = eλ′ (où e désigne les fonctions symétriques élémentaires et λ′ la partition
conjuguée de λ, c’est-à-dire la partition dont la part λ′k indique le nombre de parts
de λ supérieures ou égales à k ; cela revient à lire par colonnes une partition
représentée par en diagramme en lignes ; voir l’exemple ci-dessous).
Exemple 2.3
Si λ = (4, 3, 2), alors son diagramme est ,
et
λ′ = (3, 3, 2, 1)dont le diagramme est
Beaucoup de résultats obtenus pour les polynômes de Jack peuvent être étendus aux
polynômes de Macdonald.
Par définition, les polynômes de Macdonald sont proportionnels à leur base duale
(voir (56)). La base duale est notée Qλ(q, t) et le noyau reproducteur associé à 〈, 〉q,t est
donné par
Kq,t(X,Y) = σ1
(
XY
1− q
1− t
)
. (58)
3 Un exemple de calcul : calcul exact de l’intégrale de
Selberg par décomposition sur les Jack
Dans cette section, qui reprend les éléments présentés dans [Den10], nous présentons
le calcul de l’intégral de Selberg normalisée pour les fonctions symétriques dans le cas
général (c’est-à-dire pour c quelconque). Nous noterons
〈f〉]a,b,c,N :=
〈f〉Na,b,c
〈1〉Na,b,c
. (59)
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3.1 Calcul de l’intégrale de Selberg-Jack
Nous commençons par nous intéresser à l’intégrale 〈Pλ〉]a,b,c,N . Le calcul de l’intégrale
de Selberg-Jack est connu et dû à Kaneko (voir [Kad97], [Kan93], [Mac95]). Pour tout
c ∈ C,
〈P (
1
c)
λ 〉Na,b,c =∏
i<j
Γ
(
λi − λj + c(j − i+ 1)
)
Γ
(
λi − λj + c(j − i)
) N∏
i=1
Γ
(
λi + a+ c(N − i)
)
Γ
(
b+ c(N − i)
)
Γ
(
λi + a+ b+ c(2N − i− 1)
) . (60)
En utilisant la propriété suivante de la fonction Γ,
Γ(z + n) =
n−1∏
i=0
(z + i)Γ(z), ∀n ∈ N, (61)
nous procédons à une simplification de 〈Pλ〉]a,b,c,N dans le but de l’écrire comme un
produit dont le nombre de facteurs ne dépend pas de N , de sorte que le calcul de
l’asymptotique de l’intégrale de Selberg soit possible.
Lemme 3.1 [Den10] Pour tout c ∈ C,
〈P (
1
c)
λ 〉]a,b,c,N =
`(λ)∏
i=1
`(λ)∏
j=i+1
Γ
(
λi − λj + c(j − i+ 1)
)
Γ
(
c(j − i)
)
Γ
(
λi − λj + c(j − i)
)
Γ
(
c(j − i) + 1
)

`(λ)∏
i=1
λi−1∏
u=0
c(N + 1− i) + u
c(`(λ) + 1− i) + u
`(λ)∏
i=1
λi−1∏
j=0
a+ c(N − i) + j
a+ b+ c(2N − i− 1) + j
 .
(62)
Note 3.2 Un calcul simple permet de vérifier que cette expression est en accord avec
avec l’équation (4) de [CDLV10].
Preuve : La première étape consiste à décomposer en trois parties le premier facteur
de 〈P (
1
c)
λ 〉]a,b,c,N =
〈P (
1
c)
λ 〉Na,b,c
〈1〉Na,b,c
calculé grâce à (60) :
`(λ)∏
i=1
`(λ)∏
j=i+1
,
`(λ)∏
i=1
N∏
j=`(λ)+1
et
N∏
i=`(λ)+1
N∏
j=i+1
.
La première partie est le premier facteur de (62). La dernière ne dépend pas de λ,
apparaît de manière identique au numérateur et au dénominateur et se simplifie donc
dans l’intégrale normalisée.
Reste la seconde partie,
W :=
`(λ)∏
i=1
N∏
j=`(λ)+1
Γ
(
λi − λj + c(j − i+ 1)
)
Γ
(
c(j − i)
)
Γ
(
λi − λj + c(j − i)
)
Γ
(
c(j − i) + 1
) . (63)
Supposons, dans un premier temps, que c ∈ N. Nous pouvons alors appliquer (61) à W ,
ce qui aboutit à :
W :=
c−1∏
t=0
`(λ)∏
i=1
N∏
j=`(λ)+1
λi + c(j − i) + t
c(j − i) + t . (64)
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Cette quantité vérifie
W =
`(λ)∏
i=1
λi−1∏
t=0
c(N + 1− i) + t
c(`(λ) + 1− i) + t . (65)
Nous prouvons cette relation par décalage de la variable t dans le numérateur : posons
t′ = t+ λi. Alors
W =
`(λ)∏
i=1
λi+c−1∏
t=λi
N∏
j=`(λ)+1
(t+ c(j − i))
c−1∏
t=0
N∏
j=`(λ)+1
(t+ c(j − i))
.
Si λi > c−1, nous pouvons multiplier le numérateur et le dénominateur par les facteurs
obtenus pour c ≤ t ≤ λi :
W =
`(λ)∏
i=1
N∏
j=`(λ)+1
λi+c−1∏
t=λi
(c(j − i) + t)
c−1∏
t=0
(c(j − i) + t)
λi−1∏
t=c
(c(j − i) + t).
λi−1∏
t=c
(c(j − i) + t)
. (66)
Si λi ≤ c− 1, la décomposition de W suivant cette équation est encore valable. Dans les
deux cas, nous trouvons que
W =
`(λ)∏
i=1
c+λi−1∏
t=c
N∏
j=`(λ)+1
(t+ c(j − i))
λi−1∏
t=0
N∏
j=`(λ)+1
(t+ c(j − i))
=
`(λ)∏
i=1
λi−1∏
t=0
N∏
j=`(λ)+1
(t+ c(j − i+ 1))
λi−1∏
t=0
N∏
j=`(λ)+1
(t+ c(j − i))
grâce au décalage t = t′ + c. Un dernier décalage de j donne l’égalité suivante :
W =
`(λ)∏
i=1
λi−1∏
t=0
N+1∏
j=`(λ)+2
(t+ c(j − i))
λi−1∏
t=0
N∏
j=`(λ)+1
(t+ c(j − i))
. (67)
Les termes qui diffèrent entre le numérateur et le dénominateur sont obtenus pour
j = `(λ) + 1 et N + 1. Après simplification, nous obtenons la relation (65).
Par conséquent,
`(λ)∏
i=1
N∏
j=`(λ)+1
Γ
(
λi − λj + c(j − i+ 1)
)
Γ
(
λi − λj + c(j − i)
) et `(λ)∏
i=1
λi−1∏
u=0
c(N + 1− i) + u
c(`(λ) + 1− i) + u
coïncident sur les entiers naturels. La différence de ces deux quantités est une fonction
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qui satisfait les hypothèses de l’extension du théorème de Carlson (présenté en 13.1)
et s’annule sur tous les entiers naturels. Elle est donc nulle sur C, d’où le résultat. La
simplification que nous venons d’effectuer est donc valable pour tout c ∈ C.
Il est facile de voir (grâce à (61)) que le second facteur de (60) donne, dans l’intégrale
normalisée, le troisième facteur de (62). 
3.2 Calcul de l’intégrale pour une fonction symétrique quel-
conque
Le calcul de l’intégrale pour d’autres polynômes multivariés que les polynômes de
Jack repose sur deux constats :
– les polynômes de Jack forment une base de l’espace des fonctions symétriques ;
– si f est un polynôme multivarié quelconque, nous notonsSf la fonction symétrique
associée à f .
Sf =
1
N !
∑
σ∈SN
σf =
1
N !
∑
σ∈SN
f(xσ(1), . . . , xσ(N)). (68)
Puisque le domaine d’intégration de 〈f〉]a,b,c,N est un hypercube, l’intégrale de f
est égale à l’intégrale de Sf .
Le calcul de l’intégrale 〈f〉]a,b,c,N suit donc les étapes suivantes :
1. Décomposition de Sf sur les polynômes de Jack P (
1
c)
λ ;
2. Remplacement de P (
1
c)
λ par 〈P
( 1c)
λ 〉]a,b,c,N lui-même calculé via (62).
3.3 Application : cas des sommes de puissances
L’algorithme précédent s’applique, entre autres, lorsque f est une fonction symé-
trique. Nous l’illustrons sur les sommes de puissances pk(x1, . . . , xN) =
N∑
j=1
xkj . Désignons
par Ik l’intégrale
Ik = 〈pk〉]a,b,c,N . (69)
L’étape cruciale consiste à exprimer les coefficients du développement des sommes de
puissances dans la base des polynômes de Jack P (
1
c)
λ . En fait, nous commençons par
exprimer le coefficient du polynôme de Macdonald Pλ(q, t) dans la somme de puissances
pk et nous appliquons ensuite la spécialisation décrite dans la section 2.2.2.
Notations : Nous adoptons les notations suivantes (cf [Mac95]) : si s est une case de
la partition λ,
– aλ(s) désigne la longueur du bras contenant s (si s = (i, j), aλ(s) = λi − j) ;
– lλ(s) désigne la longueur de la jambe contenant s (si s = (i, j), lλ(s) = λ′j − i),
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où λ′ désigne la partition conjuguée de λ.
Par exemple,
Si λ = s , alors λ′ = et
{
aλ(s = (3, 2)) = 2− 2 = 0,
lλ(s) = 2− 2 = 0.
(70)
Avec les notations précédentes, nous pouvons établir la proposition suivante :
Proposition 3.3 Le coefficient de Pλ(q, t) dans le développement de pk sur la base des
polynômes de Jack s’exprime comme
(1− qk)
∏
(i,j)∈λ
(i,j)6=(1,1)
(
ti−1 − qj−1
)
∏
s∈λ
(
1− qaλ(s)+1tlλ(s)
) . (71)
Preuve : Le coefficient de Pλ(X; q, t) dans pk(X) est égal au coefficient de cq,tk (X) dans
Qλ(X; q, t) où cq,tµ = zµ(q, t)−1pµ(X) désigne la base duale de (pµ) pour le produit scalaire
déformé 〈 , 〉q,t (voir (56)) avec
zλ(q, t) = zλ
`(λ)∏
i=1
1− qλi
1− tλi . (72)
Si nous notons βq,tλ,µ le coefficient de pµ dans Qλ(X; q, t), l’interprétation de l’alphabet
1− u
1− t en termes d’opérations sur les fonctions symétriques (voir 2.2.1) implique que
Qλ
(
1− u
1− t ; q, t
)
=
∑
βq,tλ,µ
`(µ)∏
i=1
1− uµi
1− tµi . (73)
En divisant les deux membres de cette égalité par
1
1− u , nous obtenons
1
1− uQλ
(
1− u
1− t ; q, t
)
=
∑
µ≤λ
βq,tλ,µ
1− uµ1
(1− tµ1)(1− u)
`(µ)∏
i=2
1− uµi
1− tµi .
Le seul terme qui ne s’annule pas pour u = 1 est donné par
1− uµ1
(1− tµ1)(1− u) en raison
du pôle en ce point. Si nous prenons la limite u→ 1, les seules partitions qui ne donnent
pas un résultat nul n’ont qu’une part : µ = |λ| = k. Puisque
lim
u→1
1− uk
1− u = k,
nous obtenons la relation suivante :
k
1− tkβ
q,t
λ,k = limu→1
1
1− uQλ
(
1− u
1− t ; q, t
)
.
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Mais la valeur de Qλ
(
1− u
1− t ; q, t
)
est connue et peut être exprimée, par exemple, à
partir des formules (8.3) p352 et (8.8) p 354 de [Mac95] :
Qλ
(
1− u
1− t ; q, t
)
=
∏
(i,j)∈λ
(ti−1 − qj−1u)∏
s∈λ
(1− qaλ(s)+1tlλ(s))
.
Ainsi,
βq,tλ,k =
1− tk
k
∏
(i,j)∈λ
(i,j)6=(1,1)
(ti−1 − qj−1)
∏
s∈λ
(1− qaλ(s)+1tlλ(s))
, (74)
et le coefficient de Pλ (X; q, t) dans pk(X) vaut
zk(q, t)β
q,t
λ,k = k
1− qk
1− tk
1− tk
k
∏
(i,j)∈λ
(i,j)6=(1,1)
(ti−1 − qj−1)
∏
s∈λ
(1− qaλ(s)+1tlλ(s))
= (1− qk)
∏
(i,j)∈λ
(i,j)6=(1,1)
(ti−1 − qj−1)
∏
s∈λ
(1− qaλ(s)+1tlλ(s))
.
(75)

Utilisant la spécialisation décrite précédemment, nous obtenons le résultat suivant.
Corollaire 3.4 [Den10] Le coefficient de P (c)λ dans pk est égal à
αλ,k = k
∏
(i,j)∈λ
(i,j)6=(1,1)
(
(j − 1)− c(i− 1)
)
∏
s∈λ
(
aλ(s) + 1 + lλ(s)c
) . (76)
Remarque 3.5 Il est important de noter que la valeur de ce coefficient ne dépend pas
du nombre de variables sur lesquelles sont évaluées les sommes de puissances. C’est une
condition importante dans la caractérisation du comportement asymptotique de l’inté-
grale.
Ainsi, grâce aux résultats précédents et au lemme 3.1,
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Proposition 3.6 [Den10] Chacun des termes de la somme
〈pk〉]a,b,c,N = k
∑
λ`k
∏
(i,j)∈λ
(i,j)6=(1,1)
(
(j − 1)− c(i− 1)
)
∏
s∈λ
(
aλ(s) + 1 + lλ(s)c
) 〈P ( 1c)λ 〉]a,b,c,N . (77)
possède un nombre de facteurs indépendant de N .
3.4 Programmation
Nous présentons ici trois fonctions écrites en Maple, permettant le calcul de l’intégrale
Ik = 〈pk〉]a,b,c,N (78)
où pk désigne la kième somme de puissances
(
pk(x1, . . . , xN) =
N∑
j=1
xkj
)
.
Grâce aux résultats précédents, elles sont indépendantes : elles ne font appel à au-
cune autre librairie, bien que mettant en jeu un changement de base dans l’espace des
fonctions symétriques. Les programmes sont disponibles à l’adresse suivante :
http://www-lipn.univ-paris13.fr/~deneufchatel/These/IntegraleSelberg
La première fonction, devp donne le coefficient de P (c)l dans la somme de puissances
pk où k et l dénotent respectivement le premier et le second argument de la fonction.
Le dernier argument est le paramètre c.
La fonction IntP, calcule l’intégrale de Selberg-Jack d’après la formule (62) pour le
polynôme de Jack indexé par le premier argument (les partitions sont représentées par
des listes). Les quatre autres arguments sont les paramètres a, b, c et N de l’intégrale.
Enfin, Intp calcule l’intégrale Ik en utilisant les deux fonctions précédentes.
Donnons un exemple d’utilisation de la fonction devp. Pour cela, considérons le
développement de p4 dans les polynômes de Jack P
( 1c)
λ . Nous pouvons obtenir un tel
développement en utilisant, par exemple, le package Symmetric Functions écrit par
John Stembridge et disponible à l’adresse suivante :
http://www.math.lsa.umich.edu/~jrs/maple.html#SF
(ou avec ACE, package disponible à l’adresse
http://phalanstere.univ-mlv.fr/~ace/).
Avec les fonctions intégrées du package Symmetric Functions, ce développement
est donné par la commande
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> toPc(p4);
une fois la base des polynômes P (
1
c)
λ , notés Pc, définie via la commande
> add_basis(Pc,mu->zee(mu,1/c),mu->1);
Nous obtenons
3 2
24 c Pc[1, 1, 1, 1] 4 c Pc[2, 1, 1] 2 (c - 1) c Pc[2, 2]
- --------------------------- + ---------------- + --------------------
(2 c + 1) (3 c + 1) (c + 1) 2 (c + 1) (c + 2)
(c + 1)
4 c Pc[3, 1]
- ------------ + Pc[4]
3 + c
Avec la fonction devp, le développement est obtenu comme suit
> L:=Par(4):
> convert([seq(simplify(subs(c=1/c,devp(4,L[i],c)))*Pc[op(L[i])]
,i=1..nops(L))],‘+‘);
qui renvoie
4 c Pc[3, 1]
Pc[4] - ------------
3 + c
2 3
2 c (c - 1) Pc[2, 2] 4 c Pc[2, 1, 1] 24 c Pc[1, 1, 1, 1]
+ -------------------- + ---------------- - ---------------------------
(2 + c) (c + 1) 2 (3 c + 1) (2 c + 1) (c + 1)
(c + 1)
(Par(4) renvoie la liste des partitions de 4). La vérification de l’égalité de chaque coef-
ficient se fait aisément.
C’est en procédant à des expérimentations numériques que l’existence de valeurs
simples de la limite lim
N→∞
I4
N
est apparue. Le calcul de
seq(limit(Intp(k,a,b,c,n)/n,n=infinity),k=1..5);
c’est-à-dire de la valeur de la limite lim
N→∞
Ik
N
pour k ∈ {1, . . . , 5}, renvoie successivement
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35 63
1/2, 3/8, 5/16, ---, ---.
128 256
Il est aisé d’identifier cette suite (par exemple grâce à [Slo]) : en effet, elle correspond à
la suite
1
22k
(
2k
k
)
comme le confirment les valeurs ci-dessous :
> seq(1/(2^(2*k))*binomial(2*k,k),k=1..5);
renvoie
35 63
1/2, 3/8, 5/16, ---, ---.
128 256
Notons, en anticipant sur la section 4.16, que, puisque nous nous plaçons dans le cas
où a et b ne dépendent pas de N , il n’est pas nécessaire de spécifier les valeurs de ces
paramètres.
4 Calcul de l’asymptotique dans le cas c = 1
Dans cette dernière section, nous nous intéressons au calcul exact de la limiteN →∞
de l’intégrale de Selberg pour les sommes de puissances dans le cas où c = 1. La démarche
est la suivante : nous commençons par montrer, dans la section 4.1, comment donner
une expression de Ik en utilisant la valeur de l’intégrale de Selberg. Afin de préciser le
comportement de cette quantité lorsque N → ∞, il faut à la fois préciser le compor-
tement de cette expression par rapport à N - dans le but de connaître les conditions
de convergence - et donner des informations sur le coefficient du terme dominant par
rapport à N - afin de connaître la valeur de la limite dans le cas où l’intégrale converge.
Dans cette optique, nous introduisons (section 4.2) un nouvel outil, la transformation
binomiale inverse que nous appliquons (section 4.3) à des produits de la forme de ceux
qui apparaissent dans l’expression calculée grâce aux fonctions de Schur ; ensuite, nous
nous intéressons au coefficient du terme dominant de ces produits (section 4.4) ; enfin,
nous utilisons les différents résultats des sections précédentes pour montrer que la limite
recherchée existe et calculer sa valeur (section 4.5).
4.1 Développement sur les fonctions de Schur
Dans le cas c = 1, l’utilisation des outils puissants liés aux polynômes de Macdonald
et de Jack n’est pas nécessaire. En effet, il est possible d’utiliser deux résultats plus
simples :
– d’une part, le fait que l’intégrale de Selberg pour les fonctions de Schur admet une
expression simple : à partir de l’exercice 7 p385 de [Mac95], il est facile de montrer
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que
〈sλ(x1, . . . , xN)〉a,b,N
〈1〉a,b,N =
∏
i<j
λi − λj + j − i
j − i ×
×
N∏
i=1
Γ(λi + a+N − i)
Γ(a+ n− i)
Γ(a+ b+ 2N − i− 1)
Γ(λi + a+ b+ 2N − i− 1) ,
(79)
où nous omettons le paramètre c (dont la valeur est dorénavant fixée) et la dépen-
dance en N (pour alléger l’écriture).
– d’autre part, le développement des sommes de puissances sur les fonctions de
Schur sλ, lequel ne fait intervenir que des équerres (partitions de la forme [k 1i],
k, i ∈ N) :
pk =
k−1∑
i=0
(−1)is[(k−i)1i]. (80)
À première vue, le nombre de facteurs qui interviennent dans la valeur de l’intégrale
〈sλ(x1, . . . , xN)〉a,b
〈1〉a,b dépend de N , ce qui compliquerait le calcul de la limite N → ∞.
Cependant, la manipulation des facteurs permet de montrer que
〈sλ(x1, . . . , xN)〉a,b,N
〈1〉a,b,N =
`(λ)∏
i=1
 `(λ)∏
j=i+1
λi − λj + j − i
j − i
λi−1∏
j=0
(j +N − i+ 1)(a+N − i+ j)
(`(λ) + j − i+ 1)(a+ b+ 2N − i+ j − 1)
 . (81)
Ceci prouve que le nombre de facteurs est en réalité indépendant du nombre de variables.
En notant Ik =
〈pk〉a,b,N
〈1〉a,b,N , nous pouvons établir le résultat suivant :
Corollaire 4.1 Pout tout k > 0,
Ik =
1
k!
k−1∑
i=0
(−1)i
(
k − 1
i
) k−i−1∏
j=−i
(N + j)(a+N + j − 1)
a+ b+ 2N + j − 2 . (82)
C’est la forme de ce résultat qui nous pousse à introduire la transformée binomiale
inverse.
4.2 Transformée binomiale inverse et interpolation de Newton
Nous introduisons l’outil principal nous permettant de caractériser le comportement
asymptotique de Ik, la transformée binomiale inverse. Si F = (fi(x))i est une suite de
polynômes, elle est définie par
B−1k [F] =
k∑
i=0
(−1)k−i
(
k
i
)
fi(x). (83)
Cette transformation est étroitement liée à l’interpolation de Newton.
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Proposition 4.2 Soit F (y) =
p∑
i=0
αi(x)y
i l’unique polynôme en y à coefficients dans
C[x] de degré p (en y) interpolant les points (0, f0(x)), . . . , (p, fp(x)). Alors
B−1k [F] = k!
p∑
i=k
Si,kαi(x), (84)
où les Si,k sont les nombres de Stirling de deuxième espèce.
Preuve : Par linéarité, il suffit de prouver le résultat pour F (y) = yp. Dans ce cas,
remarquer que
B−1k [F] =
k∑
i=0
(−1)k−i
(
k
i
)
ip = k!Sp,k, (85)
grâce à la célèbre formule
Sp,k =
1
k!
k∑
i=0
(−1)k−i
(
k
i
)
ip. (86)

Considérons l’opérateur de différences divisées ∂y1y2 agissant à droite de toute ex-
pression f en {y1, y2} comme suit
f∂y1y2 =
fσy1y2 − f
y2 − y1 (87)
où σy1y2 est l’opération de permutation de y1 et y2 dans f .
Remarque 4.3 Notons que, en supposant k ≤ p, le degré de yp0∂y0y1 . . . ∂yk−1yk est égal
à p − k. C’est pourquoi, si g(x, y) est un polynôme de degré p en x et y, le degré de
B−1k [(g(x, i))i] est égal à p− k.
Cet opérateur est le moyen de décrire l’interpolation de Newton. En effet, si f(y)
est une fonction d’une variable et {y0, . . . , yk} un ensemble de variables d’interpolation,
nous avons
f(y) = f(y0)+f(y0)∂y0y1(y−y0)+ · · ·+f(y0)∂y0y1 · · · ∂yk−1yk(y−y0) · · · (y−yk−1)+R(y)
avec R(yi) = 0 pour tout i = 0, . . . , k.
Notations : Nous noterons
f∂m...n = f(ym)∂ymym+1 . . . ∂ynyn+1|yi=i, (88)
pour toute paire d’entiers m ≤ n, avec le cas particulier f∂m...m = f(m). De plus,
∂i := ∂i...i+1.
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Avec ces notations, le polynôme f de degré n − m interpolant les points
(m, f(m)), . . . , (n, f(n)) devient
f(y) =
n∑
j=m
f∂m...j(y −m) . . . (y − (j − 1)). (89)
Les nombres de Stirling apparaissent lorsque l’on écrit yp en termes de factorielles
descendantes, (y)k := y(y − 1) . . . (y − k + 1) :
yp =
p∑
k=0
Sp,k(y)k. (90)
Cela signifie que les nombres de Stirling sont les coefficients de l’interpolation de Newton
de yp en y = 0, . . . , p. Avec les notations que nous avons adoptées, nous obtenons
Sp,k = y
p∂0...k+1. (91)
Par linéarité, nous obtenons immédiatement le résultat suivant à partir de la proposition
4.2.
Corollaire 4.4 Soit k < p deux entiers. Soit F l’unique polynôme en y à coefficients
dans C[x] de degré p (en y) interpolant les points (0, f0(x)), . . . , (p, fp(x)). Alors
B−1k [F] = k!F∂0...p. (92)
L’action de ∂0...k+1 sur yp donne lieu à la récurrence suivante :
Proposition 4.5
yp∂0···k+1 = (y + 1)p−1∂0···k (93)
Preuve : Puisque
yp0∂y0y1 . . . ∂ykyk+1 =
p−1∑
i=0
yp−i−11 ∂y1y2 . . . ∂ykyk+1y
i
0, (94)
l’évaluation donne
yp∂0···k+1 = yp−1∂1···k+1. (95)
Pour conclure la preuve, notons que les coefficients de l’interpolation de Newton de
n’importe quel f(y) en y = 1, . . . , k + 1 sont, respectivement, égaux aux coefficients de
l’interpolation de Newton de f(y + 1) à y = 0, . . . , k. 
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4.3 Un exemple de transformée binomiale inverse généralisée
Considérons les polynômes
P ki (x; a, b) :=
k−i−1∏
j=0
(x+ j + a)
i−1∏
j=0
(x− j + b). (96)
Par souci de simplicité, nous noterons P ki := P ki (x; a, b) lorsqu’il n’y a pas de risque
d’ambiguïté.
Proposition 4.6 Lorsque p ≤ k,
B−1k−p
[
P kp , . . . P
k
k
]
=
p−1∏
i=0
(x+ b− i)
k−p−1∏
i=0
(b− a− p− i). (97)
Preuve : Commençons par remarquer que
yi0∂y0y1 . . . ∂yjyj+1 (98)
est un polynôme symétrique en {y0, . . . , yj+1}. Par conséquent, il est possible de permu-
ter les variables dans l’expression pour obtenir
yi0∂y0y1 . . . ∂yjyj+1 = y
i
j∂yjyj−1 . . . ∂y1y0∂y0yj+1 . (99)
En appliquant le même argument à yij∂yjyj−1 . . . ∂y1y0 qui est symétrique dans les variables
{y0, . . . , yj}, on obtient
yij∂yjyj−1 . . . ∂y1y0∂y0yj+1 = y
i
0∂y0y1 . . . ∂yj−1yj∂y0yj+1 . (100)
Par définition de ∂y0yj+1 ,
yi0∂y0y1 . . . ∂yjyj+1 =
yij+1∂yj+1y1∂y1y2 . . . ∂yj−1yj − yi0∂y0y1 . . . ∂yj−1yj
yj+1−y0
. (101)
À nouveau,
yij+1∂yj+1y1∂y1y2 . . . ∂yj−1yj = y
i
1∂y1y2 . . . ∂yjyj+1 , (102)
et l’équation (101) devient
yi0∂y0y1 . . . ∂yjyj+1 =
yi1∂y1y2 . . . ∂yjyj+1 − yi0∂y0y1 . . . ∂yj−1yj
yj+1 − y0 . (103)
Prouvons le résultat par récurrence sur k. Si k = p, le résultat est évident. Notons P(y)
l’unique polynôme de degré k−p+ 1 en y tel que, pour tout i = 0 . . . k−p, P(i) = P kp+i.
Par linéarité, (103) donne
P(y0)∂y0y1 . . . ∂yk−p−1yk−p =
P(y1)∂y1y2 . . . ∂yk−p−1yk−p −P(y0)∂y0y1 . . . ∂yk−p−2yk−p−1
yk−p − y0 .
(104)
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En spécialisant à yi = i, nous obtenons
P∂0...k−p =
P∂1...k−p −P∂0...k−p−1
k − p . (105)
Par définition de P et en utilisant le corollaire 4.4, nous trouvons que
B−1k−p
[
P kp , . . . , P
k
k
]
= B−1
[
P(0), . . . ,P(k − p)
]
= (k − p)!P∂0...k−p. (106)
Ainsi, (105) permet d’écrire
B−1k−p
[
P kp , . . . , P
k
k
]
= (k − p− 1)!
(
P∂1...k−p −P∂0...k−p−1
)
. (107)
Maintenant,
B−1k−p
[
P kp , . . . , P
k
k
]
= B−1k−p−1
[
P kp+1 . . . P
k
k
]
− B−1k−p−1
[
P kp , . . . , P
k
k−1
]
. (108)
Si i < k,
P ki (x; a, b) = (x+ a)P
k−1
i (x; a+ 1, b). (109)
Si i > 0
P ki+1(x; a, b) = (x+ b)P
k−1
i (x; a, b− 1). (110)
Par conséquent, (108) devient
B−1k−p
[
P kp , . . . , P
k
k
]
= (x+ b)B−1k−p−1
[
P k−1p (x; a, b− 1), . . . , P k−1k−1 (x; a, b− 1)
]
− (x+ a)B−1k−p−1
[
P k−1p (x; a+ 1, b), . . . , P
k−1
k−1 (x; a+ 1, b)
]
.
(111)
Le résultat est alors obtenu par application de l’hypothèse de récurrence. 
Si l’on pose p = 0 dans la proposition précédente, nous obtenons
B−1k
[
P k0 , . . . P
k
k
]
=
k−1∏
i=0
(b− a− i). (112)
Exemples : La transformée binomiale inverse se programme facilement, par exemple
de la façon suivante :
TBi:=proc(k,L)
local result,l;
l:=L;
if nops(L)<k then
l:=[op(L),seq(0,i=1..k-nops(L))];
end if;
result:=convert([seq((-1)^(k-i)*binomial(k,i)*l[i+1],i=0..k)],‘+‘);
return result;
end proc;
De même, les polynômes P ki :
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polP:=proc(k,i,a,b)
global x;
local result;
result:=convert([seq(x+j+a,j=0..k-i-1)],‘*‘)
*convert([seq(x-j+b,j=0..i-1)],‘*‘);
return result;
end proc;
Nous pouvons ensuite illustrer la dernière remarque sur un exemple : donnons tout
d’abord le code correspondant au résultat :
TBpolP:=proc(k,a,b)
local result;
result:=convert([seq(b-a-i,i=0..k-1)],‘*‘);
return result;
end proc;
Avec k = 5, nous trouvons
> q:=TBpolP(5,0,a,b);
q:= (b - a) (b - a - 1) (b - a - 2) (b - a - 3) (b - a - 4)
Nous pouvons ensuite comparer ce résultat au calcul utilisant la transformée binomiale
inverse :
> p:=TBi(5,[seq(polP(5,i,a,b),i=0..5)]);
p:= -(x + a) (x + 1 + a) (x + 2 + a) (x + 3 + a) (x + 4 + a)
+ 5 (x + a) (x + 1 + a) (x + 2 + a) (x + 3 + a) (x + b)
- 10 (x + a) (x + 1 + a) (x + 2 + a) (x + b) (x - 1 + b)
+ 10 (x + a) (x + 1 + a) (x + b) (x - 1 + b) (x - 2 + b)
- 5 (x + a) (x + b) (x - 1 + b) (x - 2 + b) (x - 3 + b)
+ (x + b) (x - 1 + b) (x - 2 + b) (x - 3 + b) (x - 4 + b)
polynôme qui se factorise :
> factor(p);
-(a + 4 - b) (a + 3 - b) (a + 2 - b) (a + 1 - b) (a - b)
et dont il est facile de voir l’identité avec la quantité précédente.
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4.4 Coefficient dominant
Soit f(x, y) un polynôme bivarié de degré m. Dans cette section, nous présentons des
résultats sur le coefficient du terme dominant de la transformée binomiale Bk[(f(x, i)ip)i],
c’est-à-dire le scalaire
Lk,p(f) = [xp+m−k]f(x, y0)yp0∂0 . . . ∂k−1
∣∣
yi=i
(113)
multiplié par k!. Le résultat suivant explique comment tenir compte du décalage intro-
duit par la multiplication par ip :
Proposition 4.7 Le coefficient dominant est déterminé par
Lk,p(f) =
{ Lk−p,0(fp) si p ≤ k ;
0 sinon, (114)
où fp(x, y) = f(x, y + p).
Preuve : La proposition 4.5 implique que
f(x, y)yp∂0···k+1 = f(x, y + 1)(y + 1)p−1∂0···k. (115)
Notons que, puisque f(x, y)(y + 1)p est un polynôme bivarié de degré p+m− 1,
[xp+m−k]f(x, y + 1)(y + 1)p−1 = [xp+m−k]f(x, y + 1)(y)p−1 +R(y), (116)
où R est un polynôme de degré au plus k− 1. Ainsi, puisque l’opérateur ∂y0y1 · · · ∂yk−1yk
fait décroître le degré de k en les yi, nous pouvons observer que
[xp+m−k]f(x, y + 1)(y + 1)p−1∂0···k = [xp+m−k]f(x, y + 1)(y)p−1∂0···k, (117)
où, de manière équivalent,
Lk,p(f) =
{ Lk−1,p−1(f1) si 1 ≤ k ;
0 sinon, (118)
Le résultat est obtenu en itérant ce procédé. 
Si (ai(x))i est une suite de polynômes, définissons
T a,bk [(ai(x))i] := (−1)kB−1k
[ (
P ki ai(x)
)
i
]
. (119)
Dans le cas où f(x, y) est un polynôme bivarié de degré m, sa transformée,
T a,bk [f(x, 0), . . . , f(x, k)], est un polynôme en x dont le degré est aussi m.
En particulier, lorsque f(x, y) = yp, l’équation (112) et la proposition 4.7 impliquent
que
[xp]T a,bk [(ip)i] =
 (−1)
k k!
(k − p)!
k−p−1∏
i=0
(b− a− p− i) si p ≤ k ;
0 sinon.
(120)
Le résultat précédent nous permet de calculer le terme dominant dans l’action de T a,bk
sur un produit de facteurs linéaires de la forme cx− dy + e.
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Corollaire 4.8
[xp]Tk
(p−1∏
j=0
(cjx− dji+ ej)
)
i
 =
k∑
j=0
k!
(k − j)!
 ∑
{0,...,p−1}=
{s1,...,sj}∪{t1,...,tp−j}
ds1 . . . dsjct1 . . . ctp−j
 k−j−1∏
i=0
(a− b+ j + i).
(121)
Preuve : Remarquons d’abord que les ei ont une contribution nulle :
[xp]Tk
(p−1∏
j=0
(cjx− dji+ ej)
)
i
 = [xp]Tk
(p−1∏
j=0
(cjx− dji)
)
i
 . (122)
En effet, le coefficient de ej1 . . . ejs dans
p−1∏
j=0
(cjx− djy + ej) est un polynôme f(x, y) de
degré p− s. D’après la remarque 4.3, le degré de Tk [(f(x, i))i] étant au plus égal à p− s,
nous avons nécessairement [xp]Tk [(f(x, i))i] 6= 0 à condition que s = 0.
Pour obtenir le résultat, il est suffisant de développer
p−1∏
j=0
(cjx− djy) comme un
polynôme en x et y :
[xp]Tk
(p−1∏
j=0
(cjx− dji+ ej)
)
i
 =
[xp]
p∑
j=0
(−1)p−j
 ∑
{0,...,p−1}=
{s1,...,sj}∪{t1,...,tp−j}
cs1 . . . csjdt1 . . . dtp−j
 Tk [(xjip−j)i]
=
p∑
j=0
(−1)p−j
 ∑
{0,...,p−1}=
{s1,...,sj}∪{t1,...,tp−j}
cs1 . . . csjdt1 . . . dtp−j
 [xp−j]Tk [(ip−j)i] .
(123)
L’utilisation de l’équation (120) permet de trouver le résultat. 
4.5 Calcul de la limite
4.5.1 Convergence
Supposons que a = a(N) et b = b(N) sont des fonctions linéaires de N . Dans ce cas,
Théorème 4.9 [CDLV10] ∣∣∣∣ limN→∞ IkN
∣∣∣∣ < +∞. (124)
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Preuve : Partons du Corollaire 4.1 et écrivons
Ik
N
=
1
k!
Nk(N)
N
k−1∏
j=−k+1
(a(N) + b(N) + 2N + j − 2)
(125)
où
Nk(N) :=
k−1∑
i=0
(−1)i
(
k − 1
i
) −i−1∏
j=−k+1
(2N + a(N) + b(N) + j − 2)×
×
k−1−i∏
j=−i
(N + j)(N + a(N) + j − 1)
k−1∏
j=k−i
(2N + a(N) + b(N) + j − 2).
(126)
La preuve utilise le lemme suivant.
Lemme 4.10 Le degré en N du polynôme Nk(N) est 2k.
Preuve : Pour simplifier, posons a = a1N + a0 et b = b1N + b0, et écrivons
−i−1∏
j=−k+1
(2x+ a(x) + b(x) + j − 2)
k−1∏
j=k−i
(2x+ a(x) + b(x) + j − 2) =
k−i−2∏
j=0
((2 + a1 + b1)x+ j + a0 + b0 − 1− k)
i−1∏
j=0
((2 + a1 + b1)x+ a0 + b0 − j + k − 3).
(127)
Avec les notations des sections précédentes, nous reconnaissons dans cette expression
k−i−2∏
j=0
((2 + a1 + b1)x+ j + a0 + b0 − 1− k)
i−1∏
j=0
((2 + a1 + b1)x+ a0 + b0 − j + k − 3)
= P k−1i ((2 + a1 + b1)x; a0 + b0 − k − 1, a0 + b0 + k − 3).
(128)
En posant
Qk(x, y) :=
k−1∏
j=0
(
x
2 + a1 + b1
+ j − y)( 1 + a1
2 + a1 + b1
x+ a0 + j − 1− y), (129)
nous obtenons
Nk(N) = T a0+b0−1−k,a0+b0+k−3k−1 [(Qk(x, i))i∈N] |x=(a1+b1+2)N . (130)
Ainsi, à cause de la remarque 4.3, le degré de Nk(N) est égal au degré de Qk(x, y),
c’est-à-dire 2k. 
Le degré en N du dénominateur
N
k−1∏
j=−k+1
(a(N) + b(N) + 2N + j − 2) (131)
de
Ik
N
vaut 2k. D’après le lemme 4.10,
Ik
N
est une fraction rationnelle en N dont le
numérateur et le dénominateur ont le même degré en N , lequel vaut 2k. Ainsi,
Ik
N
converge. 
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4.5.2 Valeur de la limite
Soit Fpα1,β1;α2,β2(x, y) =
p−1∏
j=0
(α1x+j−y+β1)(α2x+j−y+β2). Posons, pour simplifier,
Fpα1,β1;α2,β2(x) =
(
Fpα1,β1;α2,β2(x, i)
)
i∈N . (132)
Proposition 4.11 Le coefficient de x2p dans T a,bk [Fpα1,β1;α2,β2(x)] ne dépend ni de β1 ni
de β2. Plus précisément,
[x2p]T a,bk [Fpα1,β1;α2,β2(x)] =
k∑
j=0
k!
(k − j)!
p∑
i=0
(
p
i
)(
p
2p− j − i
)
αi1α
2p−i−j
2
k−j−1∏
i=0
(a−b+j+i).
(133)
Preuve : Cette égalité est obtenue grâce au corollaire 4.8 en posant cj = α1, cj+p = α2,
dj = dj+p = 1, ej = j + β1 et ej+p = β2 pour tout j = 0, 1, . . . p− 1. 
En utilisant ce résultat, nous trouvons le théorème suivant.
Théorème 4.12 [CDLV10] En posant a = a1N + a0 et b = b1N + b0,
lim
N→∞
Ik
N
=
1 + a1
k(2 + a1 + b1)k
k−1∑
j=0
(−1)j
(
1 + a1
2 + a1 + b1
)j (
j + k − 1
j
) k−1−j∑
i=0
(1 + a1)
i
(
k
i+ j + 1
)(
k
i
)
.
(134)
Preuve : Nous avons vu (voir équation (130)) que
lim
N→∞
Ik
N
=
1
k!(a1 + b1 + 2)2k−1
×
× [N2k]T a0+b0−1−k,a0+b0+k−3k−1
[
Fk 1
2+a1+b1
,0;
1+a1
2+a1+b1
,a0−1(x)
]
x=(2+a1+b1)N
.
(135)
Avec la proposition 4.11, nous obtenons
lim
N→∞
Ik
N
=
2 + a1 + b1
k
k−1∑
i=0
(1 + a1)
−i
k−i−2∏
j=0
(2(1− k) + j + i) 1
(k − i− 1)!×
×
k∑
j=0
(
k
j
)(
k
2k − i− j
)(
1 + a1
2 + a1 + b1
)2k−j
.
(136)
En reconnaissant
k−i−2∏
j=0
(2(1− k) + j + i) 1
(k − i− 1)! = (−1)
i+k−1
(
2(k − 1)− i
k − 1
)
(137)
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et en réordonnant les termes, nous obtenons le théorème. 
Récrivons maintenant (134) :
lim
N→∞
Ik
N
=
1 + a1
(2 + a1 + b1)k
(
(1 + a1)
k−1+
k−2∑
i=0
(1 + a1)
i
k − i− 1
(
k
i
) k−1−i∑
j=0
(−1)j
(
1 + a1
2 + a1 + b1
)j (
j + k − 1
i+ j + 1
)(
k − i− 1
j
)) .
(138)
Par simplicité, posons a1 = `1 − 1 et b1 = 1
`2
− `1 − 1. Avec ces notations, l’équation
(138) devient
lim
N→∞
Ik
N
=
`1`
k
2
(
`k−11 +
k−2∑
i=0
`i1
k − i− 1
(
k
i
) k−1−i∑
j=0
(−1)j(`1`2)j
(
j + k − 1
i+ j + 1
)(
k − i− 1
j
))
.
(139)
Le réordonnement de cette somme conduit à
lim
N→∞
Ik
N
= `1`
k
2
(
1 +
k−1∑
j=1
`j1
j
(
k
j + 1
)( j∑
i=1
(−1)j
(
j
i
)(
i+ k − 1
j − 1
)
`i2
))
, (140)
ou, de manière équivalente, en terme de transformée binomiale,
lim
N→∞
Ik
N
= `1`
k
2
(
1 +
k−1∑
j=1
`j1
j
(
k
j + 1
)
B−1j
[((
i+ k − 1
j − 1
)
`i2
)
i
])
. (141)
4.6 Quelques cas particuliers liés à la combinatoire
Dans cette dernière section, nous mentionnons quelques cas particuliers que l’on
obtient par spécialisation des paramètres de l’intégrale et qui mettent en jeu des nombres
dont l’interprétation combinatoire est bien connue.
4.6.1 Cas simples
Corollaire 4.13
1. Si a1 = −1 et b1 6= −1, lim
N→∞
Ik
N
= 0.
2. Si a1 6= 1 et b1 = −1, lim
N→∞
Ik
N
= 1.
Preuve : La première affirmation vient directement de (134).
La preuve de la seconde fait appel au lemme suivant.
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Lemme 4.14 Soit a, b et c trois entiers. Nous noterons{c
b
}
a
:=
a∑
j=0
(−1)j
(
a
j
)(
c+ j
b+ j
)
. (142)
Alors {c
b
}
a
= (−1)a
(
c
a+ b
)
. (143)
Preuve : La preuve se fait par récurrence, en remarquant que{c
b
}
a
=
{
c− 1
b
}
a
+
{
c− 1
b
}
a
. (144)

En utilisant la spécialisation b1 = −1 (ou `2 = `1) et la notation du lemme 4.14, la
formule (140) devient
lim
N→∞
Ik
N
= `k−11
(
`1−k1 +
k−2∑
i=0
`−i1
k − i− 1
(
k
i
){
k − 1
i+ 1
}
k−i−1
)
. (145)
Le lemme 4.14 implique que
{
k − 1
i+ 1
}
k−i−1
=
(
k − 1
k
)
= 0, ce qui induit le résultat. 
Exemples : En utilisant les fonctions présentés dans la section 3.4, nous vérifions que
– lim
N→∞
Ik
N
pour a = −N + a0 et b = b1N + b0 avec b1 6= −1 s’annule : par exemple
> limit(Intp(k,(-1)*n+a0,4*n+b0,1,n)/n,n=infinity);
0
– Le calcul de lim
N→∞
Ik
N
pour a = 3N + a0 et b = −N + b0 donne bien la valeur
attendue :
> limit(Intp(k,3*n+a0,(-1)*n+b0,1,n)/n,n=infinity);
1
4.6.2 Coefficients binomiaux centraux et spécialisation a1 = b1 = 0
Avec cette spécialisation, l’équation (134) devient
lim
N→∞
Ik
N
=
1
2kk
k−1∑
j=0
(−1
2
)i(
j + k − 1
j
) k−1−j∑
i=0
(
k
i+ j + 1
)(
k
i
)
. (146)
Par ailleurs,
k−1−j∑
i=0
(
k
i+ j + 1
)(
k
i
)
=
(
2k
k + j + 1
)
. (147)
Cette dernière relation provient en effet de l’égalité bien connue
∞∑
j=0
(
a
j
)(
b
c+ j
)
=
(
a+ b
a+ c
)
, (148)
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qui peut être prouvée à l’aide d’une récurrence sur b. Par conséquent, grâce à (147),
nous obtenons
lim
N→∞
Ik
N
=
1
2kk
k−1∑
j=0
(−1
2
)i(
j + k − 1
j
)(
2k
k + j + 1
)
. (149)
Lemme 4.15 Nous avons
〈 n
m
〉
:=
n−m∑
j=0
(−2)−j
(
n−m+ j
j
)(
2n
n+m+ j
)
= 2m−n
(
n
m
) (2n
n
)
(
2m
m
) . (150)
Preuve : Posons Fn,j := (−2)−j
(
n−m+j
j
)(
2n
n+m+j
)
. Calculons la suite de Gosper (11)
associée :
Gn,j := −2 j(2n+ 1)
m− n+ j − 1Fn,j, (151)
Les suites Fn,j et Gn,j vérifient l’égalité
(2n+ 1)Fn,j + (m− n− 1)Fn+1,j = Gn,j+1 −Gn,j. (152)
Par conséquent,
(2n+ 1)
〈 n
m
〉
= (n−m+ 1)
〈
n+ 1
m
〉
. (153)
Le résultat est alors obtenu par récurrence. 
Avec 4.14, nous pouvons établir le corollaire suivant
Corollaire 4.16
lim
N→∞
Ik
N
=
1
2kk
〈
k
1
〉
=
1
22k
(
2k
k
)
. (154)
4.6.3 Triangle de Catalan et spécialisation a1 = 0
Posons, pour simplifier, b1 = `− 1. L’équation (134) devient alors
lim
N→∞
IN
N
=
1
k(1 + `)k
k−1∑
j=0
(−1)j
(
1
1 + `
)j (
j + k − 1
j
) k−1−j∑
i=0
(
k
i+ j + 1
)(
k
i
)
. (155)
En utilisant la relation (147), nous obtenons l’égalité
lim
N→∞
IN
N
=
1
k(1 + `)k
k−1∑
j=0
(−1)j
(
1
1 + `
)j (
j + k − 1
j
)(
2k
k + j + 1
)
, (156)
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ou, de manière équivalente,
lim
N→∞
IN
N
=
1
k(1 + `)2k−1
k−1∑
j=0
(−1)j (1 + `)k−j−1
(
j + k − 1
j
)(
2k
k + j + 1
)
=
1
k(1 + `)2k−1
k−1∑
i=0
(
k−1−i∑
j=0
(−1)j
(
k − 1− j
i
)(
k + j − 1
j
)(
2k
j + k + 1
))
`i.
Le réarrangement des facteurs des produits apparaissant dans le coefficient de chaque `i,
il est possible d’exprimer l’expression précédente en termes de transformée binomiale :
lim
N→∞
IN
N
=
(2k)!
k!(1 + `)2k−1
k−1∑
i=0
(−1)k−1−i
i!(k − i− 1)B
−1
k−i−1
[(
1
(j + k)(j + 1 + k)
)
j
]
`i (157)
Le lemme suivant nous est nécessaire :
Lemme 4.17
B−1m
[(
1
(p+ i)(p+ i+ 1)
)
i
]
=
(−1)m(m+ 1)!
m+1∏
i=0
(p+ i)
. (158)
Preuve : Il faut d’abord remarquer que
1
(p+ i)(p+ i+ 1)
=
Pmm−i(p; 0,m+ 1)
m+1∏
i=0
(p+ i)
. (159)
Ainsi,
B−1m
[(
1
(p+ i)(p+ i+ 1)
)
i
]
=
B−1m [Pm0 (p; 0,m+ 1) . . . Pmm (p; 0,m+ 1)]
m+1∏
i=0
(p+ i)
. (160)
Le résultat découle de l’utilisation de l’équation (112). 
Appliquons maintenant le lemme 4.17 dans l’égalité (157). Nous trouvons la proposition
suivante.
Proposition 4.18
lim
N→∞
Ik
N
=
k−1∑
i=0
k − i
k
(
2k
i
)
`i
(1 + `)2k−1
. (161)
Exemples : Ce résultat nous donne une nouvelle occasion de vérifier que nos fonctions
fonctionnent correctement :
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> limit(Intp(4,a0,(l-1)*n+b0,1,n)/n,n=infinity);
2 3
1 + 6 l + 14 l + 14 l
-----------------------
7
(1 + l)
> convert([seq(((4-i)/4)*binomial(8,i)*l^i,i=0..3)],‘+‘)/((1+l)^(2*4-1));
2 3
1 + 6 l + 14 l + 14 l
-----------------------
7
(1 + l)
Remarque 4.19 Le triangle a :=
(
k − i
k
(
2k
i
))
k,i∈N
est parfois appelé triangle de
Catalan (voir par exemple les suites A008315, A050166 and A039598 dans [Slo]). Il
est intéressant de noter que ces nombres sont liés à de nombreux objets combinatoires.
Ils apparaissent, par exemple, dans le développement des puissances impaires de x en
polynômes de Chebyshev de seconde espèce Uk(x) (voir e.g. [AS64] p.796), puisque
x2k−1 =
1
22k−1
k−1∑
i=0
ak,iU2(k−i)−1(x). (162)
Un autre exemple est donné par R.K. Guy dans [Guy00] : le nombre de marches à k pas
sur un réseau (chaque pas dans l’une des quatre directions), commençant en (0, 0) et à
une distance i de l’axe des abscisses vaut ak+1−i,k+1.
4.6.4 Chemins de Dyck symétriques comptés par pics et spécialisation b1 = 0
Par souci de simplicité, posons a1 = ` − 1. Ce cas a déjà été étudié par M. Novaes
in [Nov07, Nov08]. Avec nos notations, il a prouvé que
lim
N→∞
Ik
N
= (`+ 1)
k∑
i=1
(−1)i−1
i
(
k − 1
i− 1
)(
2(i− 1)
i− 1
)(
`
(1 + `)2
)i
. (163)
Notre but est d’identifer le coefficient αi,k tel que
lim
N→∞
Ik
N
=
∑
i
αi,k`
i
(1 + `)2k−1
. (164)
Proposition 4.20
lim
N→0
Ik
N
=
`
(1 + `)2k−1
2(k−1)∑
i=0
(
k − 1⌈
i
2
⌉ )(k − 1⌊
i
2
⌋ )`i.
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Preuve : Commençons par récrire (163) :
lim
N→∞
Ik
N
=
1
2k − 1
k∑
i=1
(−1)i−1
i
(
k − 1
i− 1
)(
2(i− 1)
i− 1
)
`i (1 + `)2(k−i) . (165)
En développant (1 + `)2(k−i) et en réarrangeant la somme, nous obtenons
lim
N→∞
Ik
N
=
`
(1 + `)2k−1
2(k−1)∑
i=0
(
k−1∑
j=0
(−1)j
(
2(k − j − 1)
i− j
) (2j
j
)
j + 1
)
`i. (166)
Nous devons donc prouver que
גk,i :=
k∑
j=0
(−1)j
(
2(k − j)
i− j
) (2j
j
)
j + 1
=
(
k⌈
i
2
⌉)( k⌊
i
2
⌋). (167)
En utilisant l’algorithme de Gosper et la méthode de Zeilberger (dont les traits géné-
raux sont rappelés dans la section 11), nous trouvons que la suite גk,i est complètement
déterminée par la relation à trois termes suivantes :
− (2 k + 1− i) (2 k − i) גk,i + (2 + 2 i− 2 k) גk,i+1 + (i+ 3) (i+ 2) גk,i+2 = 0, (168)
et les valeurs initiales
גk,0 = 1, גk,1 = k. (169)
Un calcul direct montre que les nombres
(
k
d i2e
)(
k
b i2c
)
satisfont aussi les relations (168) et
(169), ce qui achève la preuve. 
Les nombres גk,i =
(
k − 1⌈
i
2
⌉ )(k − 1⌊
i
2
⌋ ) ont une interprétation combinatoire intéres-
sante. Il s’agit en effet du nombre de chemins de Dyck de demi-longueur impaire 2k− 1
à i pics (voir par exemple [Bar06] et la suite A088855 dans [Slo]).
Exemples : Nous trouvons bien que
> limit(Intp(5,(l-1)*n+a0,b0,1,n)/n,n=infinity);
2 3 4 5 6 7 8
l (1 + 4 l + 16 l + 24 l + 36 l + 24 l + 16 l + 4 l + l )
---------------------------------------------------------------
9
(1 + l)
et
> l/((1+l)^(2*5-1))*convert([seq(binomial(5-1,ceil(i\
> /2))*binomial(5-1,floor(i/2))*l^i,i=0..2*(5-1))],‘+‘);
2 3 4 5 6 7 8
l (1 + 4 l + 16 l + 24 l + 36 l + 24 l + 16 l + 4 l + l )
---------------------------------------------------------------
9
(1 + l)
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donnent le même résultat.
Dans le cas b = 1, en utilisant les relations (24) et (25) de [Nov11], nous pouvons
écrire que
〈pk〉Na,1,c =
2a+ 2cN
2(a+ 2cN)
− 2cN
2(a+ 2cN)
k−1∑
a=1
〈pk−a〉Na,1,c〈pa〉Na,1,c. (170)
Posons a = cN(`−1). Avec cette convention, les coefficients 2cN
2(a+ 2cN)
et
2a+ 2cN
2(a+ 2cN)
se
transforment respectivement en
1
`+ 1
et
`
`+ 1
. Posons, de plus, 〈pk〉Na,1,c =
tk
(1 + `)2k−1
.
Il est alors facile de voir que l’équation précédente peut être récrite sous la forme
tk +
k−1∑
i=1
titk−i = `(`+ 1)2(k−1) (171)
ou, avec t0 = 1,
k−1∑
i=0
titk−i = `(`+ 1)2(k−1). (172)
Le polynôme `(` + 1)2(k−1) est, en fait, la série génératrice des chemins symétriques
(non nécessairement de Dyck ; certains chemins peuvent passer au-dessous de l’ordonnée
commune aux deux extrémités du chemin symétrique) de demi-longueur impaire 2n+ 1
commençant par un pas montant comptés par nombre de pics (c’est-à-dire par nombre
d’extrema dans le demi-chemin). Pour comprendre cette affirmation, commençons par
associer à chaque chemin symétrique un mot sur l’alphabet {0, 1} de taille 2(n + 1),
commençant par 0 et finissant par 1. Les lettres indiquent les sommets du chemin et
non les pas, 1 désignant un extremum et 0 tous les autres cas. Par convention, on suppose
que le pas initial n’est pas un extremum. Le sommet central est un extremum pour des
raisons de symétrie. Les mots associés à ces demi-chemins commencent donc tous par 0
et se terminent tous par 1. Pour un mot de taille 2(n+ 1), 2(n− 1) lettres sont ”libres”.
Les mots que l’on considère sont, sous forme de polynômes non-commutatifs, de la forme
suivante
0(0 + 1)2(n−1)1 (173)
En projetant 0 sur 1 et 1 sur ` (où ` est une variable formelle), nous retrouvons le
polynôme générateur évoqué ci-dessus.
Illustrons cette construction pour n = 1 : il y a quatre chemins de longueur 3 :
1 2 3
1
2
3
0 1 2 3
1
2
3
0
1 2 3
−1
0
1
2
3
1 2 3
1
2
3
0
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Ils correspondent respectivement aux mots 0001, 0011, 0101 et 0111.
Pour retrouver le chemin à partir du mot, il suffit d’appliquer l’algorithme suivant :
– commencer par un pas montant (la première lettre du mot ne sert pas) ;
– lorsque la lettre lue est un 0, continuer dans la même direction ;
– lorsque la lettre lue est un 1, changer de direction ;
– ne pas utiliser la dernière lettre.
Considérons par exemple le mot 01001101 : il correspond au chemin
1 2 3 4 5 6 7
−3
−2
−1
0
1
Symétrisé, ce chemin devient
1 2 3 4 5 6 7 8 9 10 11 12 13 14
−3
−2
−1
0
1
Ce dernier chemin comporte bien 4 pics, ce qui correspond au nombre d’extrema dans
le demi-chemin (dans lequel le sommet initial n’est pas un extremum, le sommet final
étant un extremum).
Dans ce contexte, l’équation (172) indique que tout chemin C de longueur impaire
qui n’est pas un demi-chemin de Dyck peut être associé, de façon bijective, à deux
demi-chemins (de longueur impaire) de Dyck (D1, D2) vérifiant :
(a) la longueur longueur(D1D2) + 1 est égale à la longueur de C ;
(b) le nombre de pics dans CCr (où Cr désigne le chemin obtenu en retournant C par
rapport à l’axe des ordonnées ; CCr est le chemin symétrique obtenu à partir de C)
est égal à la somme des nombres de pics dans D1Dr1 et dans D2Dr2.
Par exemple, pour le chemin C de longueur 3 suivant,
1 2 3
−1
0
1
lequel n’est pas un chemin de Dyck, on obtient un chemin symétrique CCr de la forme
suivante :
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1 2 3 4 5 6
−1
0
1
qui comporte deux pics.
La seule possibilité est de lui associer les deux chemins D1 = D2 donnés par :
1
1
0
de sorte qu’on obtient D1Dr1 = D2Dr2 comme suit :
1 2
1
0
Il est aisé de vérifier numériquement pour les premières longueurs de chemin cette
correspondance bijective, que l’on reformule ainsi : il y a une correspondance bijective
entre les paires de chemin de Dyck symétriques de demi-longueur 2p − 1 et 2q − 1
avec respectivement k et l pics d’une part, et les chemins symétriques de demi-longueur
2(p + q) − 1 avec k + l pics qui commencent par une montée et ne sont pas de Dyck,
d’autre part.
Par exemple, pour la taille p+ q = 3,
– 2 pics (dans l’ensemble du chemin) : deux chemins qui ne sont pas des chemins
de Dyck :
1 2 3 4 5
−1
0
1
2
1 2 3 4
−2
−1
0
1
0
correspondant respectivement aux paires
1 2 3 4 5
1
2
0 1 2 3 4
1
2
0
– 3 pics (dans l’ensemble du chemin) : deux chemins qui ne sont pas des chemins
de Dyck :
1 2 3 4 5
−2
−1
0
1
1 2 3 4 5
−1
0
1
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correspondant respectivement aux paires
1 2 3 4 5
1
2
0 1 2 3 4 5
1
2
0
– 4 pics (dans l’ensemble du chemin) : deux chemins qui ne sont pas des chemins
de Dyck :
1 2 3 4 5
−1
0
1
1 2 3 4
−1
0
1
correspondant respectivement aux paires
1 2 3 4 5
1
2
0 1 2 3 4 5
1
2
0
Les décompositions semblent très simples dans les cas précédents. Les premières
difficultés apparaissent dans le cas p+q = 4 et les décompositions ne sont plus évidentes.
Cette relation et l’intervention du nombre de chemins de Dyck nous pousse à aller
plus loin dans l’analyse de la combinatoire des objets qui se cachent dans ce problème et,
en particulier, à trouver explicitement la construction qui réalise la bijection que nous
venons d’évoquer.
5 Conclusion
Nous avons utilisé, dans ce chapitre, des méthodes algébriques afin de caractériser
le comportement asymptotique de Ik. D’autres approches sont possibles : en particulier,
dans [Nov07] et [Nov08], Marcel Novaes donne une explication combinatoire du calcul
de l’asymptotique pour un paramètre c quelconque en se ramenant à des relations de
récurrence liées à l’énumération de marches sur un treillis.
Par ailleurs, il est possible d’utiliser les fonctions hypergéométriques (voir 12) pour
explorer les asymptotiques de telles intégrales comme cela est fait dans [Kra10]. Dans
cette approche, le point important est la traduction de
Ik
N
dans le langage des séries
hypergéométriques : Christian Krattenthaler montre que
Ik
N
=
(N + 1)k−1(a+N − 1)k
k!(2N + a+ b− 2)k 4F3
[
1−N, 1− k, 2− a−N, 3− a− b− k − 2N
2− a− k −N, 1− k −N, 3− a− b− 2N ; 1
] (174)
où (α)m désigne le symbole de Pochhammer ((α)0 = 1 et (α)m = α(α+1) . . . (α+m−1)
pour toutm ≥ 1). Cette traduction permet l’utilisation de tous les outils développés pour
les séries hypergéométriques, en particulier les relations contigues (qui donnent le droit
de récrire l’expression précédente, dans laquelle apparaissent des séries dont la différence
4.6 - Quelques cas particuliers liés à la combinatoire 49
entre la somme des paramètres inférieures et la somme des paramètres supérieurs est
égale à -1 à des séries dont cette différence est égale à 1, ces dernières séries étant
dites 1-équilibrées) et les formules de transformation des séries 1-équilibrées. Ces calculs
permettent d’obtenir une expression hypergéométrique à partir de laquelle le calcul de
la limite N → ∞ est simple. Il faut noter qu’il existe plusieurs façons de procéder aux
calculs dans le monde hypergéométrique (du fait de l’utilisation de différentes relations
de simplification), ce qui donne lieu à différentes expressions ; cependant, il est possible
de retrouver l’expression présentée ici comme cela est montré dans [Kra10].
L’application des méthodes présentées ici au cas où c est quelconque ne conduit pas
à une explication aussi claire des simplifications qui ont lieu.
Terminons en ajoutant que les polynômes de Macdonald peuvent encore donner lieu
à des généralisations (non-symétriques, non-homogènes, à valeur vectorielle) dont on
peut envisager l’utilisation dans ce cadre.
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Deuxième partie
Autour des polyzetas
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6 Indépendance linéaire des fonctions hyperloga-
rithmes
6.1 Introduction
Les fonctions hyperlogarithmes ont été introduites dès 1928 par J. A. Lappo-
Danilevski˘ı ([Lap72]). Ces fonctions sont définies par des intégrales itérées de formes
différentielles ωi du type ωi =
dz
z − ai , où les ai sont des points du plan complexe. Plus
précisément, si ai ∈ C, ∀i ∈ J0, kK (les ai sont les points parmi lesquels les singularités
sont à choisir), on définit les hyperlogarithmes d’ordre n, pour z0 ∈ C\ {a0}, par
L(a0, . . . , an|z, z0) =
∫ z
z0
∫ sn
z0
. . .
∫ s1
z0
ds0
s0 − a0 . . .
dsn
sn − an (175)
où les si sont des points d’un chemin z  z0 ne passant par aucun des ai (voir Fig. 2).
+
z0
+
z
+sk1
+
sk2 +sk3 +
sk4
+
ai4
+
ai3
+
ai1
+
ai2
Figure 2 – Exemple de chemin évitant les points ai1 , ai2 , ai3 et ai4 .
On peut montrer que l’intégrale ne dépend pas de la paramétrisation du chemin
pourvu que celui-ci évite les singularités choisies.
Les hyperlogarithmes généralisent ou sont en relation avec plusieurs autres objets
bien étudiés par ailleurs. Par exemple, le polylogarithme d’ordre n, Lin, est un cas
particulier [Lew81] :
Lin(z) =
∫ z
0
∫ sn
0
. . .
∫ s2
0
ds1
1− s1
ds2
s2
. . .
dsn
sn
= −L(1, 0, . . . , 0︸ ︷︷ ︸
n−1 fois
|z, 0). (176)
Plus généralement, les polylogarithmes Lih(z), où h = (h1, . . . , hk) est une suite d’entiers
positifs, sont des cas particuliers des hyperlogarithmes, obtenus en se restreignant à deux
formes différentielles ayant chacune un pôle d’ordre 1, ω0 =
dz
z
et ω1 =
dz
1− z .
Ces fonctions ont été étudiées en électrodynamique quantique ([Dys49, Mag54] par
exemple). K. T. Chen les a étudiées systématiquement ([Che77]) et c’est dans ce cadre
qu’il a introduit le lemme éponyme (cf. section 1).
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Si les hyperlogarithmes sont apparus en lien avec la résolution d’équations différen-
tielles linéaires, les polylogarithmes ont été étudiés indépendamment en relation avec la
théorie des nombres et, plus particulièrement, l’étude des relations entre les valeurs prises
par la fonction ζ de Riemann. Le lien apparaît plus clairement lorsque l’on considère
que le développement de Taylor des polylogarithmes convergents est donné par
Lih(z) =
∑
n1>···>nk>0
zn1
nh11 . . . n
hk
k
, (177)
forme qui généralise la somme définissant ζ(z).
Il est possible d’indexer les polylogarithmes par des mots, (cf. [Fli81, Fli83]), en
adoptant les conventions suivantes : ∀z ∈ C\ ]−∞, 0[ ∪ ]1,+∞[,
Lixn0 (z) =
lnn(z)
n!
, (178a)
Lix1w(z) =
∫ z
0
dt
1− tLiw(t), (178b)
et, ∀w ∈ X∗x1X∗,
Lix0w(z) =
∫ z
0
dt
t
Liw(t). (178c)
On a alors Liw(z) = Lih(z), la correspondance entre les deux indexations étant donnée
de la façon suivante : ∀w ∈ X∗,
w = xh1−10 x1 . . . x
hk−1
0 x1 ↔ h = (h1, . . . , hk). (179)
Cette seconde définition montre qu’il est possible d’appliquer le lemme de Chen,
lequel implique les relations suivantes pour tous u, v ∈ X∗ :
Liuv(z) = Liu(z) Liv(z). (180)
Ces dernières sont intéressantes puisqu’elles font apparaître une structure multiplicative
qui n’existe pas au niveau de la fonction ζ. Elles donnent accès à beaucoup de relations
entre les valeurs des polyzetas convergents (ceux-ci sont de la forme Liw(1)).
C’est dans cette optique que nous nous sommes intéressés aux relations existant
entre les hyperlogarithmes. Des travaux précédents avaient précisé le comportement de
certains cas particuliers :
– indépendance linéaire des polylogarithmes sur C ([Wec]) ;
– indépendance linéaire des polylogarithmes sur C
[
z,
1
z
,
1
1− z
]
([HMvdHJ00]) ;
– indépendance linéaire des polylogarithmes colorés définis par
Lib,s(z) =
∑
n1>n2>···>nk>0
bn11 . . . b
nk
k
ns11 . . . n
sk
k
zn1 , (181)
sur C
[
z,
1
z
,
(
1
ρ−1i − z
)
i=0,...,n−1
]
(où les ρi sont les racines nièmes de 1 ; [Min04]).
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Ces résultats étaient obtenus par étude des propriétés de monodromie des fonctions
considérées (pour faire vite, comportement de la fonction (avec prolongement analytique
si nécessaire) lorsque l’on considère ses valeurs sur un chemin tournant autour d’une de
ses singularités).
Cette partie est consacrée à la présentation d’outils permettant d’établir un critère
d’indépendance linéaire pour des fonctions d’un type général qui recouvre le cas des
hyperlogarithmes. Cette étude emploie des méthodes de combinatoire algébrique et non
liées à la monodromie, à la différence donc des travaux mentionnés ci-dessus.
Elle est organisée de la façon suivante : nous commençons par rappeler les anneaux
de germes de fonctions, dont nous avons besoin pour manipuler des fonctions à do-
maine variable ; ensuite, nous construisons quelques exemples de corps de germes ; la
troisième section est consacrée à des théorèmes qui utilisent ces corps de germes et
précisent certaines propriétés des coefficients d’équations différentielles non commuta-
tives du même type que celle que satisfait la série génératrice des hyperlogarithmes et
permettent d’étendre les résultats connus sur les propriétés d’indépendance linéaire des
hyperlogarithmes.
6.2 Définitions
Les théorèmes que nous présentons plus bas donnent des propriétés d’indépendance
linéaire de familles de fonctions sur des corps différentiels de fonctions. La structure de
corps implique qu’il faut savoir inverser toutes les fonctions considérées et pose donc la
question du traitement des singularités.
C’est avec cet objectif que nous considérons des fonctions analytiques à domaine
variable : grossièrement, lorsque nous n’avons pas besoin de considérer l’inverse d’une
fonction, nous nous autorisons à travailler sur tout son domaine ; en revanche, lorsqu’il
faut faire intervenir son inverse, nous disposons de tous les outils et structures habi-
tuels sur le domaine dom(f)\O(f) (O(f) représentant l’ensemble des zéros de f) ; de
plus, les fonctions du corps n’ont pas nécessairement les mêmes singularités et donc les
mêmes domaines de définition maximaux ; nous voulons pouvoir disposer, quel que soit
le jeu de fonctions considéré, d’un domaine maximal sur lequel toutes les fonctions sont
définies. Plus précisément, cette possibilité nous est offerte par l’introduction de classes
d’équivalence de fonctions (ou germes de fonctions) définies sur les éléments d’une base
de filtre du domaine de base (par exemple C) que nous considérons (pour la relation qui
fait appartenir à la même classe deux fonctions égales sur un de ces domaines).
Dans cette section, nous commençons par définir les objets de base (bases de filtre,
corps de germes), puis nous présentons la construction de certains de ces corps (cas des
polynômes, des fractions rationnelles, des fonctions méromorphes...). Notons que nous
utilisons dans toute cette partie la topologie usuelle sur C. La notation F(X,C) désigne
l’ensemble des fonctions à valeurs dans C dont le domaine de définition est X.
6.2.1 Fonctions à domaine variable
Définition 6.1 Une base de filtre B de l’ensemble T est une famille non vide de sous-
ensembles Ti, Ti ⊂ T , vérifiant les propriétés suivantes :
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– ∀i, Ti 6= ∅ ;
– ∀Ti, Tj ∈ B, ∃Tk ∈ B tel que Tk ⊂ Ti ∩ Tj.
Ti
Tj
Tk
Figure 3 – Illustration de la propriété caractéristique d’une base de filtre.
Ajoutons, en vue de l’utilisation que nous ferons des bases de filtre, que celles que nous
considérons satisfont l’hypothèse suivante : B est stable par intersections, c’est-à-dire
que ∀X, Y ∈ B, X ∩ Y ∈ B. Nous présentons dans la section 14 quelques éléments
précisant la relation entre cette définition et celle d’un filtre, notion que l’on rencontre
plus fréquemment.
Soit Ω un ouvert de C et B une base de filtre d’ouverts de Ω (l’ensemble T de la
définition est alors donné par l’ensemble des U ∩ Ω où U est un ouvert quelconque du
plan complexe). Désignons par F (B,C) l’ensemble
F (B,C) = {f ∈ F(dom(f),C) telle que dom(f) ∈ B} (182)
des fonctions dont le domaine de définition est l’un des éléments de B.
Définissons maintenant des lois additive +ˆ et multiplicative ∗ˆ sur F (B,C) de la
façon suivante :
f+ˆg :
{
dom(f) ∩ dom(g) → C
x 7→ f(x) + g(x) (183)
et
f ∗ˆg :
{
dom(f) ∩ dom(g) → C
x 7→ f(x) ∗ g(x) . (184)
L’ensemble F (B,C) muni de ces lois n’a pas une structure d’anneau. En effet, il
n’y a, dans un anneau, qu’un seul idempotent pour l’addition, 0 ; ce n’est pas le cas ici
puisque toutes les fonctionsOX identiquement nulles surX ∈ B vérifientOX+ˆOX = OX
(et l’on vérifie aisément que tous les idempotents pour l’addition sont de cette forme).
Afin de donner à F (B,C) une structure plus intéressante, il faut remédier à ce
problème. Une façon de faire consiste à considérer des classes d’équivalence de fonctions
telles que deux fonctions égales sur un ouvert X ∈ B appartiennent à la même classe.
Dans ce cas, toutes les fonctions égales à zéro sur un des éléments de la base de filtre
appartiennent à la même classe et donnent lieu au même idempotent.
C’est pour cela que nous utilisons la relation suivante 3 R∞ sur F (B,C) :
f ≡R∞ g ⇔ ∃X ∈ B, dom(f) ∩ dom(g) ⊃ X et f
∣∣
X
≡ g∣∣
X
. (185)
3. Voir [Bou76], V.2.
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C’est bien une relation d’équivalence :
– elle est clairement réflexive et symétrique ;
– si f
∣∣
X
= g
∣∣
X
et g
∣∣
Y
= h
∣∣
Y
, alors f
∣∣
X∩Y = h
∣∣
X∩Y ; elle est donc transitive.
Les classes d’équivalence pour cette relation sont appelées germes de fonctions par
rapport à B.
6.2.2 Anneau de germes
Supposons que nous disposions d’une application a : B → P(F (B,C)) telle que,
∀X ∈ B,
1. a(X) ⊂ F(X,C) ;
2. a(X) est un anneau.
Supposons encore que cette application est compatible avec l’opération de restric-
tion :
pour Y ⊂ X
{
F(X,C) resY X−→ F(Y,C)
f 7→ f ∣∣
Y
,
(186)
c’est-à-dire que, ∀f ∈ a(X), resY X(f) = f
∣∣
Y
∈ a(Y ).
Définissons alors l’ensemble
A =
⋃
X∈B
a(X). (187)
Il vérifie le théorème suivant.
Théorème 6.2 L’ensemble A/R∞ est un anneau.
Preuve : Puisque nous avons choisi une base de filtre stable pour l’intersection, les lois
+ˆ et ×ˆ définies plus haut sont bien définies sur A.
Ainsi,
(A, +ˆ) est un monoïde additif ((f+ˆg)+ˆh et f+ˆ(g+ˆh) ont toutes deux dom(f) ∩
dom(g)∩dom(h) pour domaine), d’élément neutre OΩ (la classe d’équivalence des fonc-
tions identiquement nulles sur l’un des X ∈ B). De manière similaire, nous disposons
d’un monoïde multiplicatif
(A, ×ˆ) d’élément neutre IΩ. De plus, ×ˆ est distributive à
gauche et à droite par rapport +ˆ : il suffit de remarquer que
dom(f) ∩ (dom(g) ∩ dom(h)) = (dom(f) ∩ dom(g)) ∩ (dom(f) ∩ dom(h)) (188)
pour toutes fonctions f, g, h.
Avec ces propriétés, nous disposerions d’un semi-anneau si OΩ était un annulateur
pour la multiplication, ce qui n’est pas le cas : en effet,
OΩ×ˆf = f×ˆOΩ = Odom(f) (189)
alors qu’on attend OΩ.
Utilisons la relation d’équivalence R∞ définie plus haut et vérifions que les lois +ˆ et
×ˆ sont également bien définies sur le quotient :
si
f1 ≡R∞ f2
g1 ≡R∞ g2
}
, f1+ˆg1 ≡R∞ f2+ˆg2. (190)
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Sur dom(f1) ∩ dom(f2) ∩ dom(g1) ∩ dom(g2), les sommes sont définies et prennent les
mêmes valeurs ; la même remarque est valable pour le produit ×ˆ.
De plus, OΩ est bien un élément annulateur dans le quotient :
OΩ×ˆf = Odom(f) ≡R∞ OΩ. (191)
Il reste à prouver que A/R∞ est un groupe additif. C’est le cas puisque, pour
toute fonction f , nous pouvons définir −f :
{
dom(f) → C
x 7→ −f(x) , avec f+ˆ(−f) =
Odom(f) ≡ OΩ. 
Note 6.3 En fait, il est possible de définir +ˆ et ∗ˆ avec une condition moins forte que la
stabilité de la base de filtre par intersections. Il suffit de supposer que l’on dispose d’une
application
φ :
{
B ×B → B
(X, Y ) 7→ Z . (192)
En effet, cette condition donne bien une lieu à une définition unique de l’addition pour le
quotient A/R∞ : soit f1 ≡R∞ f2 et g1 ≡R∞ g2. Il existe donc Tf ( resp. Tg) ∈ B tel que
∀x ∈ Tf ( resp. Tg), f1(x) = f2(x) ( resp. g1(x) = g2(x)). Or f1+ˆg1 et f2+ˆg2 sont définies
respectivement sur φ(dom(f1), dom(g1)) et φ(dom(f2), dom(g2)). Par conséquent, sur
φ
(
Tf , φ
(
Tg, φ(φ [dom(f1), dom(g1)] , φ [dom(f2), dom(g2)])
))
,
qui est un élément de B, f1+ˆg1 et f2+ˆg2 sont définies et coïncident. Il en va de même
pour le produit ∗ˆ.
6.3 Exemples de corps de germes
6.3.1 Corps de germes
La condition que doit vérifier un anneau de germes pour être un corps est la suivante :
pour toute fonction f 6= Odom(f), il existe g ∈ a (dom(f)\Of ) telle que
f ∗ˆg ≡R∞ g∗ˆf ≡R∞ IΩ. (193)
La difficulté consiste à trouver une base de filtre compatible avec le retrait des zéros de
f : ∀f telle que dom(f) ∈ B, dom(f)\Of ∈ B.
Dans la suite, nous exhibons les bases de filtre adaptées à différents cas : fractions
rationnelles, fonctions inessentielles en un point, fonctions méromorphes, fonctions avec
n singularités.
6.3.2 Fractions rationnelles
Pour les fractions rationnelles sur C, dont nous notonsR l’ensemble, nous choisissons
comme base de filtre l’ensemble B1 = {C\F}F pour F une partie finie ⊂ C. Puisque
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(C\F1) ∩ (C\F2) = C\(F1 ∪ F2) (l’union de deux ensembles finis est finie), cela définit
une base de filtre 4.
Si f ∈ R, f = P
Q
où P et Q sont deux polynômes dont les ensembles de zéro sont
OP et OQ. L’inverse
Q
P
est défini et rationnel sur C\OP ∩ C\OQ ∈ B1. Ainsi, 1
f
est
analytique sur un élément de la base de filtre, ce qui prouve que R∞ = R/R∞ est un
corps de germes.
6.3.3 Fonctions inessentielles en z0
Dans cette section, nous construisons un corps de germes de fonctions inessentielles
en z0, c’est-à-dire de fonctions qui n’ont pas de singularité essentielle (13.2) en z0.
Soit z0 ∈ C. Définissons la base de filtre suivante :
Bz0 = {X ouvert de C, ∃r > 0, Br(z0)\ {z0} ⊂ X} , (194)
(Br(z0) désigne la boule ouverte de centre z0 et de rayon r ; Bz0 est l’ensemble des
voisinages pointés de z0 5). Pour X ∈ Bz0 , définissons Lz0 [X] comme l’ensemble des
fonctions f de X dans C vérifiant :
i) f est analytique sur X\ {z0} ;
ii) f n’a pas de singularité essentielle en z0.
Nécessairement, toute fonction f de Lz0 [X] est développable en série de Laurent en z0 :
∃N ∈ N et Rf > 0 tels que
∀h, 0 < |h| < Rf , f(z0 + h) =
∑
n≥0
an(f)h
n +
N∑
n=1
a−k(f)h−k. (195)
On montre facilement que Lz0 [X] est un sous-anneau de F(X,C). En effet, si f, g ∈
Lz0 [X], f(z0 + h) =
∞∑
k=−Nf
ak(f)h
k, g(z0 + h) =
∞∑
k=−Ng
ak(g)h
k et
(f · g)(z0 + h) =
∞∑
k=−(Nf+Ng)
ak(f · g)hk avec Nf +Ng ∈ N. (196)
les coefficients ak(f · g) étant donnés par
ak(f · g) =
k+Ng∑
m=−Nf
am(f)ak−m(g). (197)
En fait, pour tout X ∈ Bz0 , Lz0 [X] est un corps.
Supposons que f ∈ Lz0 [X] \ {OX} (où OX désigne la fonction identiquement nulle sur
4. Généralisation du filtre de Fréchet (voir [Bou71], I.36). Les deux définitions coïncident sur les
entiers naturels
5. Signalons l’abus de langage : les voisinages pointés ne sont jamais des voisinages.
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X). Notons ω(z0; f) l’ordre de f en z0 (ω(z0; f) est le plus petit entier relatif k ∈ Z tel
que ak(f) est défini et non nul).
Nous devons trouver un élément de Bz0 contenu dans dom(f)\Of (voir 6.3.1) sur lequel
1
f
est définie et analytique.
Par définition de l’ordre de f en z0, il existe une fonction f1 analytique sur tout X avec
f1(z0) 6= 0 telle que (z − z0)ω(z0;f)f = f1. Par définition de l’ordre ω(z0; f), ∃r > r′ > 0
tel que f1 ne s’annule pas sur Br′(z0) (si f1 s’annulait, il serait possible de factoriser f1
par (z − z0)p, p ∈ N, ce qui contredirait la minimalité de ω(z0; f)).
Ainsi, f1 est inversible sur Br′(z0) ; (z − z0)ω(z0;f) est inversible sur Br′(z0)\ {z0} donc f
est inversible sur ce même domaine contenu dans dom(f)\Of . De plus, Br′(z0) ∈ Bz0 et
est donc un exemple de domaine convenable.
Notons que si f est analytique en z0 et f(z0) 6= 0, nous pouvons calculer récursive-
ment les coefficients de l’inverse de f , qui est analytique en z0, grâce à la formule du
produit de Cauchy (voir (197)) :
a0(
1
f
) =
1
a0(f)
;
an(
1
f
) = − 1
a0(f)
n∑
k=1
ak(f)an−k(
1
f
).
(198)
Désignons maintenant par Lz0 l’union des Lz0 [X] pour X un ouvert de C contenant
z0. Alors Lz0/R∞ est un anneau de germes et la remarque précédente nous permet
d’affirmer que c’est un corps de germes (dont nous présentons une généralisation dans
la section 6.3.5).
6.3.4 Fonctions méromorphes
De manière intuitive, on peut considérer une fonction méromorphe comme le quotient
de deux fonctions entières, celle du dénominateur n’étant pas identiquement nulle. La
définition précise est la suivante : une fonction f définie sur un ouvert O est méromorphe
lorsqu’elle est holomorphe sur O privé d’un ensemble de points isolés qui sont des pôles
(d’ordre fini) de cette fonction.
NotonsMΩ l’ensemble des fonctions méromorphes sur un ouvert Ω ⊂ C. La base de
filtre choisie pour les fractions rationnelles ne convient pas. En effet, certaines fonctions
méromorphes possèdent un nombre infini de singularités que B1 ne peut traiter. Par
exemple, tan(iz) =
sin(iz)
cos(iz)
est le quotient de deux fonctions entières, mais possède un
nombre infini de singularités : les zéros de cos(iz), zk = ikpi + ipi2 .
Pour définir une base de filtre adaptée, il faut en fait travailler avec des ensembles
fermés de points isolés dont nous précisons certaines propriétés dans la section 13.3.
Soit B2 = {Ω\F}F ensemble fermé de points isolés de Ω. Pour les fonctions méromorphes
a(X) =
{
f
g
où f, g sont des fonctions entières sur X
}
(199)
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pour tout X ∈ B2, ce qui permet de définir l’ensemble A correspondant (voir (187)
pour la définition des notations).
Théorème 6.4 Soit Ω un ouvert de C. Alors
A/R∞ est un corps ⇔ Ω est connexe. (200)
Preuve : Le théorème 6.2 assure que A/R∞ est un anneau. Supposons que Ω n’est pas
connexe ; alors Ω = Ω1 ∪ Ω2. Dans ce cas, la fonction
φ(z) =
{
1 si z ∈ Ω1 ;
0 si z ∈ Ω2
(201)
appartient à a(Ω). Mais
1
φ
/∈ A/R∞ puisque dom( 1
f
) = Ω1. Par conséquent, A/R∞ n’est
pas un corps.
Réciproquement, si Ω est connexe, soit φ ∈ a(X), avecX = Ω\F , tel que φ(z) = f(z)
g(z)
et f, g deux fonctions entières sur X. Alors Of est un ensemble fermé de points isolés
de Ω et Ω\ (F ∪ Of ) est un élément de B2 (d’après le lemme 13.5) sur lequel g(z)
f(z)
est
bien défini. 
Note 6.5 Les corps de germes précédents (et tous ceux que nous emploierons) sont
différentiels : sur chaque a(X),
d
dz
(la dérivée usuelle) est définie et passe au quotient :
f ≡R∞ g ⇒
df
dz
≡R∞
dg
dz
. (202)
6.3.5 Fonctions possédant au plus n singularités prédéfinies
Le corps construit dans cette section est, en quelque sorte, une généralisation de celui
que nous avons présenté dans la section 6.3.3.
Soit Sing = {a0, . . . , an−1} un ensemble de n nombres complexes deux à deux distincts.
Appelons direction admissible (voir Fig. 4) une direction ∆ telle que les projections des
ai sur l’axe réel parallèlement à ∆ sont toutes différentes.
Lemme 6.6 Pour tout ensemble Sing, l’ensemble des directions non admissibles est
fini.
En effet, l’ensemble des directions ∆ telles que les projections des ai sur l’axe réel pa-
rallèlement à ∆ ne sont pas toutes différentes (c’est-à-dire, l’ensemble des directions qui
ne sont pas admissibles) est fini. Notons que ±1 n’est jamais une direction admissible ;
l’ensemble des directions admissibles est donc un sous-ensemble de U\ {−1, 1}.
Donnons maintenant une preuve plus formelle du lemme précédent.
Preuve :
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0
+
+
++
+
+
++ ++
+ a0
+ a1
∆
Figure 4 – a0 et a1 ont la même projection sur l’axe réel parallèlement à exp
(
i
pi
2
)
,
mais pas suivant ∆ qui est donc une direction admissible pour ces deux points.
– Si nous considérons deux points a0 and a1, une seule direction (en plus de ±1)
n’est pas admissible (voir Fig. 4). Elle est déterminée par
±
(
a1 − a0
|a1 − a0|
)
. (203)
– Supposons que, étant donnés a0, . . . , an−2, n > 2, l’ensemble des directions non
admissibles est fini ; notons u1, . . . , um(n−2) ces directions. Soit an−1 un point n’ap-
partenant pas à {a0, . . . , an−2}. L’ensemble des directions qui, potentiellement, ne
sont pas admissibles pour le dernier point est donné par
{
±
(
an−1 − ai
|an−1 − ai|
)}
J0,n−2K.
L’ensemble de toutes les directions (potentiellement) non admissibles est donc
donné par
U\
{
−1, 1, u1, . . . , um(n−2),
{
±
(
an−1 − ai
|an−1 − ai|
)}
J0,n−2K
}
. (204)
C’est un ensemble fini, d’où le résultat. 
La conséquence de ce résultat est qu’il existe toujours une direction admissible.
Définissons maintenant un ouvert Ω (voir Fig. 5) simplement connexe, contenant un
voisinage pointé de chaque ai et obtenu en coupant le plan complexe à partir de chaque
ai, i ∈ J0, n− 1K par une demi-droite parallèle à une direction admissible (les deux sens
le long d’une telle direction sont acceptables pour effectuer la coupe).
Soit A l’ensemble des fonctions analytiques sur Ω : A = C ω(Ω,C). La base de filtre
est définie par
BSing = {Ω\F}F⊆Sing . (205)
Nous définissons finalement la correspondance a : à chaque X de BSing, elle associe
l’ensemble a(X) des fonctions de A qui peuvent être prolongées analytiquement à Ω ∪(
n−1⋃
i=0
Vai
)
où Vai est un voisinage pointé de ai, puis A =
⋃
X∈BSing
a(X) que nous notons
La0,...,an−1 . Alors
Lemme 6.7 L’ensemble des germes de fonctions de La0,...,an−1 qui n’ont de singularité
essentielle en aucun des ai forme un corps.
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Figure 5 – Ouvert Ω.
6.4 Coefficients des solutions de certaines équations diffé-
rentielles non commutatives ([DDMS11])
Dans cette section, X désigne un alphabet et k un corps de caractéristique 0.
Considérons, de plus, une algèbre différentielle commutative (A, d), c’est-à-dire une k-
algèbre associative, commutative, avec unité, dotée d’une dérivation d (satisfaisant donc
∀ a, b ∈ A, d(ab) = d(a)b+ad(b)) linéaire (d(a+b) = d(a)+d(b)). Ajoutons l’hypothèse
suivante : les constantes pour d sont précisément les éléments du corps de base k.
On appelle sous-corps différentiel un sous-corps C de A tel que d(C) ⊂ C.
Il est possible d’étendre d en une dérivation d sur l’ensemble A〈〈X〉〉 des séries à
coefficients dans A de la façon suivante : pour tout S ∈ A〈〈X〉〉,
d(S) =
∑
w∈X∗
d(〈S|w〉)w. (206)
6.4.1 Un exemple introductif
Commençons par la présentation d’un exemple illustrant les idées que nous allons
développer par la suite. Choisissons un polynôme M de degré 1 (par rapport aux mots
de X∗ ; cela signifie que les seuls coefficients non nuls deM sont les coefficients des mots
de longueur 1), à coefficients dans un ensemble C de fonctions dérivables définies sur
Ω ⊂ C :
M(z) =
∑
x∈X
ux(z)x ∈ C=1〈X〉. (207)
Nous nous intéressons aux équations différentielles non commutatives de la forme S ′(z) =
M(z)S(z) où la dérivation porte sur les coefficients de la série S et est effectuée terme à
terme (comme précisé dans l’introduction). En écrivant S(z) =
∑
w∈X∗
sw(z)w, nous avons
S ′(z) =
∑
w∈X∗
s′w(z)w et l’on obtient :∑
w∈X∗
s′w(z)w =
∑
x∈X
∑
w∈X∗
ux(z)sw(z)xw. (208)
Pour simplifier, supposons que X = {a, b}. Nous obtenons alors la relation suivante :
s′1X∗ + s
′
aa+ s
′
bb+ s
′
aaaa+ · · · = uas1X∗a+ ubs1X∗ b+ uasaaa+ . . . (209)
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Par identification terme à terme, elle donne naissance à un système infini d’équations
différentielles :
s′1X∗ (z) = 0 ;
s′a(z) = ua(z)s1X∗ (z) ;
s′b(z) = ub(z)s1X∗ (z) ;
s′aa(z) = ua(z)sa(z) ;
...
(210)
Celui-ci peut-être résolu par substitutions successives des solutions : si l’on se restreint
aux solutions régulières (i. e. telles que 〈S|1X∗〉 = 1), on a s1X∗ (z) = 1, solution que
l’on peut injecter dans les équations suivantes pour trouver que
sa(z) = cte1 +
∫ z
0
ua(t)dt, sb(z) = cte2 +
∫ z
0
ub(t)dt. (211)
Ces deux solutions peuvent à leur tour être utilisées pour résoudre les équations sui-
vantes. Cela permet de comprendre que les intégrales itérées sont naturellement liées à
ce type d’équations différentielles :
saa(z) =
∫ z
0
ua(t0)sa(t0)dt0 (212)
fait apparaître l’intégrale
∫ z
0
ua(t1)dt1
∫ t1
0
ua(t0)dt0.
L’existence de relations entre les coefficients des solutions d’une telle équation est
la principale propriété à laquelle nous nous intéressons par la suite. L’exemple suivant
montre que certains choix des ux donnent lieu à de telles relations. Supposons que M
est déterminé par
ua(z) = 1, ub(z) =
1
z
. (213)
On a alors
s1X∗ (z) = 1 ;
s′a(z) = 1 d’où sa(z) = cte1 +
∫ z
0
ua(t)s1X∗ (t)dt = z ;
s′ba(z) =
1
z
sa(z) d’où sba(z) = cte2 +
∫ z
0
dt = z
(214)
(en supposant, pour simplifier, que l’on peut procéder au bon choix des constantes).
Le même calcul implique que toutes les fonctions sbka(z), k ∈ N, sont identiques. Le
principal résultat présenté dans cette section consiste en un critère permettant d’assurer
qu’il n’y a pas de relation entre les coefficients d’une solution d’une équation différentielle
de ce type.
6.4.2 Équations différentielles et série génératrice des hyperlogarithmes
Comme les polylogarithmes, les hyperlogarithmes peuvent être encodés par des mots.
Soit ui, i = 1, 2, . . . des fonctions en aussi grand nombre que les lettres de X. Définissons
les intégrales itérées suivantes :
αzz0(1X∗) = 1 ; (215a)
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αzz0(xi) =
∫ z
z0
ui(s)ds, xi ∈ X ; (215b)
αzz0(xiw) =
∫ z
z0
ui(s)ds α
s
z0
(w), xi ∈ X, w ∈ X∗. (215c)
Avec ces définitions, en faisant correspondre à chaque lettre xi la fonction ui(z) =
1
z − ai ,
on a (cf. (175))
αzz0(xj0 . . . xjn) = L(ajn , . . . , aj0|z, z0).
De plus, notons C l’ensemble des fonctions analytiques sur C\ {ai}i (munie de la dé-
rivation usuelle, cette algèbre est une algèbre différentielle) et L(z) la série génératrice
des hyperlogarithmes :
L(z) :=
∑
w∈X∗
αzz0(w)w.
Elle appartient à C〈〈X〉〉, c’est-à-dire aux séries (non-commutatives) à coefficients dans
C.
Notons encore C≥1〈〈X〉〉 l’ensemble des séries (non-commutatives) S à coefficients
dans C telles que 〈S|1X∗〉 = 0, i.e. l’ensemble des séries à terme constant nul.
De manière générale, si M ∈ C≥1〈〈X〉〉 et z0 ∈ C, définissons un intégrateur Hz0 par :
Hz0 :
 C〈〈X〉〉 → C≥1〈〈X〉〉G 7→ Hz0 [G] = ∫ z
z0
M(s)G(s)ds
(216)
où l’intégrale, comme la dérivation, est définie terme à terme :∫ z
z0
T (s)ds =
∑
w∈X∗
(∫ z
z0
〈T |w〉ds
)
w, ∀T ∈ C〈〈X〉〉. (217)
Notons que Hz0 est bien à valeur dans C≥1〈〈X〉〉 du fait de la multiplication dans l’in-
tégrande par M , série dont le terme constant est nul.
Avec ces définitions, la dérivation est l’inverse à gauche de cette opération d’intégra-
tion : d
(∫ z
z0
T (s)ds
)
= T .
Puisque Hz0 est un endomorphisme de C〈〈X〉〉, nous pouvons considérer ses puis-
sances. De plus, puisque Hnz0 [G] ∈ C≥n〈〈X〉〉, pour tout w ∈ X∗, le support de la
suite
(
〈
N∑
n=0
Hnz0 [G] |w〉
)
N
est fini (les termes non nuls sont obtenus pour N ≤ |w|). La
famille
(
N∑
n=0
Hnz0 [G]
)
N
est donc sommable, ce qui autorise la définition de sa somme
〈
∑
n≥0
Hnz0 [G] |w〉 que l’on notera H?z0 [G] (ceci étant valable pour toute série G ∈ C〈〈X〉〉,
nous venons de définir un endomorphisme H∗z0).
Il est clair (considérer la définition de H?z0 comme une série) que
H?z0 = 1 +Hz0H
?
z0
. (218)
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Appliquons cette relation à G puis dérivons le résultat :
d
(
H?z0 [G]
)
= d
(
G+Hz0
(
H?z0 [G]
))
= dG+MH?z0 [G] . (219)
Si G est telle que dG = 0, nous obtenons l’équation différentielle non-commutative
suivante :
d
(
H?z0 [G]
)
= MH?z0 [G] . (220)
Or la série génératrice des polylogarithmes entre précisément dans ce cadre. En effet,
avec M =
∑
xi∈X
1
z − aixi, qui est une série de terme constant nul, on a
H?z0 [1] = L(z). (221)
C’est pourquoi nous nous intéressons, dans la suite, aux solutions de ce type d’équa-
tions différentielles et, plus particulièrement, aux propriétés de leurs coefficients : si L
appartient aux cas acceptables, nous obtiendrons des précisions sur les relations entre
ses coefficients, les hyperlogarithmes.
6.4.3 Théorème général
Après avoir défini et illustré les objets nécessaires, nous pouvons présenter les théo-
rèmes relatifs aux propriétés des coefficients de séries satisfaisant certaines équations
différentielles non commutatives.
Dans cette section et dans la suivante, X est équipé d’un bon ordre < (si (X,<) est
un ensemble ordonné, < est un bon ordre si toute partie non vide de X possède un plus
petit élément) et X∗ par l’ordre lexicographique ≺ défini par
u ≺ v ⇐⇒ |u| < |v| ou (u = pxs1 , v = pys2 et x < y). (222)
Il est facile de vérifier que ≺ est aussi un bon ordre.
Choisissons une série M homogène de degré 1 (c’est-à-dire une combinaison linéaire
de lettres ; M est un polynôme dans le cas d’un alphabet fini) à coefficients dans un
sous-corps différentiel C de A :
M =
∑
x∈X
uxx ∈ C〈〈X〉〉. (223)
Le théorème suivant précise les propriétés des coefficients des solutions régulières de
certaines équations différentielles non-commutatives.
Théorème 6.8 [DDMS11] Soit S ∈ A〈〈X〉〉 une solution de l’équation différentielle
d(S) = MS ; 〈S|1X∗〉 = 1. (224)
Les conditions suivantes sont équivalentes :
i) la famille (〈S|w〉)w∈X∗ des coefficients de S est linéairement indépendante sur C.
6.4 - Coefficients des solutions 65
ii) la famille des coefficients (〈S|y〉)y∈X∪{1X∗} est linéairement indépendante sur C.
iii) la famille (ux)x∈X est telle que, pour f ∈ C et αx ∈ k
d(f) =
∑
x∈X
αxux =⇒ (∀x ∈ X)(αx = 0). (225)
Note 6.9 – La propriété iii) peut être reformulée comme suit : la famille (ux)x∈X
est linéairement indépendante sur k et
d(C) ∩ Veck
(
(ux)x∈X
)
= {0}. (226)
– La conséquence la plus importante de ce théorème du point de vue des relations
entre les coefficients de la série solution de l’équation différentielle est le fait qu’il
ramène l’étude de l’indépendance linéaire de tous les coefficients à l’étude des pro-
priétés des coefficients du mot vide et des mots de longueur 1 (les lettres), c’est-à-
dire, dans le cas d’un alphabet fini, à l’étude d’un nombre fini de relations testables
numériquement par exemple.
Preuve : (i) =⇒ (ii) Évident (par inclusion).
(ii) =⇒ (iii) Soit S une solution régulière de l’équation différentielle telle que la famille
(〈S|x〉)x∈X∪{1X∗} des coefficients de S sur les mots de longueur 1 et sur le mot vide soit
libre sur C.
Supposons que f ∈ C soit telle que :
d(f) =
∑
x∈X
αxux, αx ∈ k. (227)
Montrons que tous les αx sont nuls.
Soit P := −f1X∗ +
∑
x∈X αxx. D’une part, d(P ) = −d(f)1X∗ car αx ∈ k ; d’autre part,
nous avons successivement :
d(〈S|P 〉) = 〈d(S)|P 〉+ 〈S|d(P )〉 (228)
à cause de la règle de Leibniz, puis
d(〈S|P 〉) = 〈MS|P 〉 − d(f)〈S|1X∗〉 (229)
à cause de (224). Or, 〈MS|P 〉 = −f〈MS|1X∗〉+
∑
x∈X
αx〈MS|x〉 = 0 +
∑
x∈X
αxux donc
d(〈S|P 〉) = (
∑
x∈X
αxux)− d(f) = 0 (230)
(voir (227)).
Par conséquent, 〈S|P 〉 est une constante que nous noterons λ ∈ k. Si Q = P − λ.1X∗ ,
supp(Q) ⊂ X ∪ {1X∗} et 〈S|Q〉 = 〈S|P 〉 − λ〈S|1X∗〉 = 〈S|P 〉 − λ = 0.
Ainsi, puisque la famille (〈S|x〉)x∈X∪{1X∗} est linéairement indépendante, Q = 0 et,
puisque Q = −(f + λ)1X∗ +
∑
x∈X
αxx, tous les αx sont nuls.
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〈P |X4〉
〈P |X3〉
〈P |X2〉
supp(P )
max(supp(P ))
Figure 6 – Illustration de max≺(P )
(iii) =⇒ (i) Supposons que, pour toute fonction f ∈ C telle que d(f) =
∑
x∈X
αxux, αx ∈
k, tous les αx sont nuls. Montrons que la famille des 〈S|w〉, w ∈ X∗, est libre.
Remarquons que toute relation de liaison
∑
w
αw〈S|w〉 = 0 entre les coefficients de
S est équivalente à l’annulation de 〈S|P 〉 avec P =
∑
w
αww.
Soit K le noyau de P 7→ 〈S|P 〉 (considéré comme une forme linéaire C〈X〉 → C),
c’est-à-dire
K = {P ∈ C〈X〉, 〈S|P 〉 = 0}. (231)
La propriété (i) est équivalente à K = {0}. Supposons que K 6= {0}. Pour tout polynôme
non nul P , max≺(P ) désigne son monôme dominant (dont l’existence est assurée puisque
nous disposons d’un bon ordre ≺), c’est-à-dire le plus grand élément de son support
supp(P ). De plus, deg(P ) = |max≺(P )|.
Puisque R = K − {0} n’est pas vide, notons
w0 = min (max≺(T ))T∈R
(le plus petit des monômes dominants des polynômes qui annulent S) puis choisissons
P ∈ R tel que max≺(P ) = w0. Nous pouvons écrire
P = fw0 +
∑
u≺w0
〈P |u〉u ; f ∈ C\{0}. (232)
Cette situation est illustrée par la figure 6 :
Puisque f ∈ C\{0} et que C est un corps, 1
f
est bien définie. Le polynôme Q =
1
f
P
appartient aussi à R avec le même monôme dominant mais un coefficient dominant égal
à 1. Ainsi, Q est donné par
Q = w0 +
∑
u≺w0
〈Q|u〉u. (233)
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Avant d’aller plus loin, introduisons l’opérateur M †. C’est un endomorphisme de
l’espace des séries défini formellement comme l’adjoint de la multiplication à gauche par
M , c’est-à-dire
〈MS|Q〉 = 〈S|M †Q〉. (234)
On peut le calculer via les x† (M † =
∑
x∈X
uxx
†) dont la définition est très simple : pour
tout v ∈ X∗
x†v =
{
0 si v ne commence pas par x ;
u si v = xu.
(235)
Avec cette définition, en dérivant 〈S|Q〉 = 0, nous obtenons
0 = 〈d(S)|Q〉+ 〈S|d(Q)〉
= 〈MS|Q〉+ 〈S|d(Q)〉
= 〈S|M †Q〉+ 〈S|d(Q)〉
= 〈S|M †Q+ d(Q)〉
(236)
avec
M †Q+ d(Q) =
∑
x∈X
ux(x
†Q) +
∑
u≺w0
d(〈Q|u〉)u ∈ C〈X〉. (237)
Il n’est pas possible que M †Q + d(Q) ∈ R parce que son monôme dominant serait
strictement plus petit que w0 ; nécessairement, M †Q + d(Q) = 0. C’est équivalent à la
relation de récurrence suivante :
d(〈Q|w〉) = −
∑
x∈X
ux〈Q|xw〉, pour w ∈ X∗. (238)
De cette dernière relation, nous déduisons que 〈Q|w〉 ∈ k pour tout w de longueur
deg(Q). Or, puisque 〈S|1X∗〉 = 1, on doit avoir deg(Q) > 0 (sinon, Q = 1X∗ et 〈S|Q〉 = 1
et non 0). Puisque |w0| = deg(Q) > 1, nous pouvons écrire w0 = x0v. Calculons alors le
coefficient de v :
d(〈Q|v〉) = −
∑
x∈X
ux〈Q|xv〉 =
∑
x∈X
αxux (239)
avec des coefficients αx = −〈Q|xv〉 ∈ k car |xv| = deg(Q) pour tout x ∈ X. La
condition (225) implique que tous les coefficients 〈Q|xv〉 sont nuls ; en particulier, comme
〈Q|x0v〉 = 1, nous obtenons une contradiction. Ceci prouve que K = {0}. 
6.4.4 Application aux hyperlogarithmes
Dans cette section, le but est de nous rapprocher des coefficients du multiplicateur
M intervenant dans l’équation différentielle relative aux hyperlogarithmes, coefficients
(en fait des fonctions) de la forme
1
z − ai .
Pour cela, considérons un sous-ensemble V ouvert, non vide et simplement connexe
de C\{a1, · · · an} (en supposant que les ai sont tous distincts) ; C est un corps différentiel
de germes (comme défini dans la section 6.2) de fonctions définies sur les éléments d’une
base de filtre B de V .
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Nous supposons, de plus, que C ne contient de combinaison linéaire des logarithmes
sur aucun domaine mais qu’il contient z et les constantes. Un exemple d’un tel corps
est donné par l’ensemble R∞ de fractions rationnelles défini dans la section 6.3.2.
Ajoutons une suite de complexes λi, i = 1, . . . , n, tous non nuls.
Théorème 6.10 [DDMS11] Soit M =
n∑
i=1
λi
z − aixi et S une solution régulière (c’est-
à-dire telle que 〈S|1X∗〉 = 1) de
d
dz
S = MS. (240)
Si U ∈ B et P ∈ C[U ]〈X〉, alors
〈S|P 〉 = 0 =⇒ P = 0 (241)
ce qui signifie qu’il n’existe pas de relation linéaire entre les coefficients de S.
Corollaire 6.11 Le choix de λi = 1 pour tout i implique l’indépendance linéaire des
hyperlogarithmes sur C.
Preuve : L’idée générale de la preuve est de montrer que si 〈Q|P 〉 = 0 pour un certain
polynôme P , alors tous les coefficients de P sont des combinaisons linéaires de loga-
rithmes, lesquelles sont nulles par hypothèse.
Soit U ∈ B. Pour tout Q ∈ C[U ]〈X〉 non nul, notons max≺(Q) le plus grand mot dans
le support de Q pour ≺. Nous dirons que Q est monique si le coefficient dominant
〈Q|max≺(Q)〉 est égal à 1. Un polynôme monique est donné par
Q = w +
∑
u≺w
〈Q|u〉u. (242)
Supposons maintenant qu’il soit possible de trouver U ∈ B et P ∈ C[U ]〈X〉 (non né-
cessairement monique) tels que 〈S|P 〉 = 0 ; choisissons P tel que max≺(P ) soit minimal
pour ≺.
Alors
P = f(z)w +
∑
u≺w
〈P |u〉u (243)
avec f 6≡ 0 (soulignons que les coefficients de P sont des germes de fonctions, d’où la
notation 6≡ ; si f ≡ 0, alors w 6= max≺(P )). Définissons U1 par U1 = U \ Of ∈ B. Alors
Q =
1
f(z)
P ∈ C[U1]〈X〉 est monique, a le même monôme dominant que P et vérifie
〈S|Q〉 = 0. (244)
En dérivant l’équation (244), nous obtenons
0 = 〈S ′|Q〉+ 〈S|Q′〉 = 〈MS|Q〉+ 〈S|Q′〉 = 〈S|Q′ +M †Q〉 (245)
par définition de M †.
Remarquons que
Q′ +M †Q ∈ C[U1]〈X〉. (246)
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De plus, max≺(Q′ + M †Q) 6 max≺(Q) = max≺(P ) ; si Q′ + M †Q 6= 0, nous trouvons
une contradiction avec la minimalité de max≺(P ). Nécessairement, Q′+M †Q = 0. Avec
|w| = n, nous notons
Q = Qn +
∑
|u|<n
〈Q|u〉u (247)
où Qn =
∑
|u|=n
〈Q|u〉u est la composante homogène dominante de Q. Pour tout u de
longueur n, nous avons
(〈Q|u〉)′ = −〈M †Q|u〉 = −〈Q|Mu〉 = 0 (248)
puisque les mots qui apparaissent dans Mu sont de longueur n + 1 et que les mots
figurant dans le support de Q ont une longueur inférieure ou égale à n. Ainsi, tous les
coefficients de Qn sont constants.
Si n = 0, Q 6= 0 est constant, i.e. Q = α1x∗ , avec α ∈ C\ {0}. Ce n’est pas possible à
cause de l’équation (244) et parce que S est régulière. En effet, 〈S|Q〉 = α〈S|1X∗〉 = 0.
Nécessairement, Q = 0.
Si n > 0, pour tout mot v de longueur |v| = n− 1, nous avons
(〈Q|v〉)′ = −〈M †Q|v〉 = −〈Q|Mv〉
= −
n∑
i=0
λi
z − ai 〈Q|xiv〉 = −
n∑
i=0
λi
z − ai 〈Qn|xiv〉
(249)
parce que tous les xiv sont de longueur n.
En intégrant, nous trouvons que
〈Q|v〉 = −
n∑
i=0
〈Qn|xiv〉
∫ z
α
λi
s− aids+ const. (250)
Or :
– toutes les fonctions
∫ z
α
λi
s− aids sont linéairement indépendantes sur C ;
– les scalaires 〈Qn|xiv〉 ne sont pas tous nuls (écrire w = xkv et choisir v correspon-
dant) ;
– 〈Q|v〉 ∈ C[U1].
Cela signifie que 〈Q|v〉 est une combinaison linéaire de logarithmes appartenant à C,
mais ceci est impossible par hypothèse donc 〈Q|v〉 = 0. À nouveau, Q = 0.
Dans les deux cas, puisque Q est nul, P = 0. 
Donnons, pour finir, un théorème prouvant l’indépendance linéaire des hyperloga-
rithmes sur l’un des exemples effectifs de corps de germes que nous avons construits.
Nous reprenons en fait l’exemple des toujours dans le cas des fonctions inessentielles
mais en utilisant une autre preuve utilisant la condition iii) du théorème 6.8.
Remarque 6.12 Il est peut-être nécessaire de revenir sur la définition de l’indépen-
dance linéaire : la famille (infinie) de fonctions (〈S|w〉)w∈X∗ est linéairement indépen-
dante sur le corps C si toutes ses sous-familles finies le sont, c’est-à-dire si toutes les
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combinaisons linéaires nulles des 〈S|w〉, à support fini et à coefficients dans C possèdent
des coefficients tous nuls : pour toute famille (cw)w∈X∗ à support fini d’éléments de C∑
w∈X∗
cw〈S|w〉 = 0⇒ cw = 0, ∀w ∈ X∗. (251)
Il faut s’assurer que la somme qui apparaît dans la partie gauche de l’équation précédente
est bien définie. C’est le cas puisque les sommes à support fini d’éléments de C sont bien
définies sur l’intersection des domaines de définition de chacun de leurs éléments, de
même que les 〈S|w〉.
Théorème 6.13 Étant donnés des points a1, . . . , an ∈ C, la famille des hyperloga-
rithmes dont les singularités sont choisies parmi les ai est libre sur le corps La1,...,an
(défini dans la section 6.3.5) de germes de fonctions qui ne sont essentielles en aucun
des points {a1, . . . , an}.
Preuve : Avec Sing = {a1, . . . an}, construisons Ω suivant la méthode décrite dans la
section 6.3.5 par coupes successives dans le plan complexe. Alors A = C ω(BSing,C)
(voir (205) pour la définition de BSing) ; A est une algèbre différentielle et L = La1,...,an
un sous-corps différentiel :
d
dz
(L ) = L .
Montrons maintenant que la condition iii) du théorème 6.8 est vérifiée. Soit f ∈ L
et une famille αi ∈ C telle que
d
dz
(f)(s) =
n∑
i=1
αi
λi
s− ai . (252)
Montrons que, ∀i, αi = 0.
Nous avons
f(ai + h) =
∞∑
k=−Ni
ak(f)h
k (253)
et
d
dz
(f)(ai + h) =
−1∑
k=−Ni
aik(f)kh
k−1 +
∞∑
k=1
aik(f)kh
h−1. (254)
L’unicité du développement en série de d(f) en chaque point ai implique que
n∑
i=1
αi
λi
s− ai = 0. (255)
Par conséquent, ∀i, αi = 0.
L’équivalence des autres conditions implique l’indépendance linéaire des hyperloga-
rithmes sur La1,...,an . 
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7 Factorisation de Schützenberger et bases de l’al-
gèbre libre
7.1 Introduction
Si (Pα)α∈N(I) est une base d’une algèbre enveloppante U(g) et (Sα)α∈N(I) une base de
l’algèbre duale U∗(g), la factorisation de Schützenberger
∑
α∈N(I)
Sα ⊗ Pα =
→∏
i∈I
eSei⊗Pei (256)
(où la flèche surmontant le symbole de produit signifie que les éléments sont multipliés
suivant l’ordre défini sur I) peut être écrite sous réserve que certaines conditions que
nous présenterons plus bas soient vérifiées. En particulier, C. Reutenauer a montré que
cette relation est valable dans toute algèbre enveloppante [Reu93].
Cette factorisation compte plusieurs applications, parmi lesquelles nous trouvons le
domaine des équations différentielles non linéaires, dans lequel elle apparaît en tant que
factorisation d’opérateurs de transport, et le domaine, plus proche de cette thèse, de la
renormalisation des polyzetas divergents ([Min09]).
Elle est une conséquence des propriétés des deux bases en dualité. Dans bien des
cas, la construction d’une paire de bases en dualité passe par celle d’une base duale
à partir d’une base dont on connaît certaines propriétés. Nous nous proposons donc
d’étudier les conditions que doit satisfaire la base dont nous partons de sorte que la base
duale permette l’écriture de la factorisation. Nous illustrerons ces idées sur des exemples
combinatoires (relatifs à l’algèbre libre (partiellement commutative)).
7.2 Résultats connus
Dans toute cette partie, k est un corps de caractéristique nulle et I un ensemble
ordonné par <.
7.2.1 Notations - Définitions
Notons N(I) l’ensemble des fonctions à support fini de I dans N. C’est un monoïde
(le monoïde commutatif librement engendré par I) pour la loi + définie par
(α + β)i = αi + βi, ∀α, β ∈ N(I). (257)
De plus, si α ∈ N(I), nous définissons α! par α! =
∏
i∈supp(α)
αi!.
La base canonique 6 de N(I) est donnée par les fonctions s’annulant sur I\ {i0} et prenant
la valeur 1 en i0 ; ces fonctions sont notées ei0 : ei0(i) = δi i0 .
6. En fait, N(I) n’est pas un espace vectoriel. La famille que nous définissons est celle des générateurs
libres.
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Maintenant, si A une algèbre, Y = (yi)i∈I une famille totalement ordonnée de A et
α ∈ N(I),
Y α := y
αi1
i1
y
αi2
i2
· · · yαikik (258)
pour tout sous-ensemble J = {i1, i2 · · · ik} , i1 > i2 > · · · > ik, de I contenant le
support de α (on montre facilement que la valeur de Y α est indépendante du choix de
J ⊃ supp(α) si l’algèbre possède une unité).
En particulier, Y ei = yi. Nous appellerons éléments atomiques d’une famille (Y α)α∈N(I)
les éléments Y ei , i ∈ I.
Dans ce qui suit, nous nous intéressons à des familles définies par dualité : si l’on
dispose d’une famille (Bα)α∈N(I) et d’un produit scalaire 〈·|·〉, on peut définir une famille
duale (Sα)α∈N(I) par
〈Sα|Bβ〉 = δαβ, ∀α, β ∈ N(I). (259)
Dans cette famille se trouvent des éléments atomiques Sei , i ∈ I. Avec eux, nous pouvons
construire des produits de la forme (258) :
Sα =
→∏
i∈I
Sαiei (260)
(le produit est bien défini puisque le support de α est fini). Bien sûr, Sei = Sei pour tout
i. Dans toute la suite, les exposants désignent donc des éléments obtenus par produit
d’éléments atomiques et les indices des éléments obtenus par dualité.
7.2.2 Théorème de factorisation
Soit g une algèbre de Lie sur k et B = (bi)i∈I une base ordonnée de g.
Théorème 7.1 Poincaré-Birkhoff-Witt : Les éléments Bα, pour α ∈ N(I), forment
une base de l’algèbre enveloppante U(g) de g.
La base formée par les Bα, pour α ∈ N(I), est appelée base de Poincaré-Birkhoff-Witt
de U(g).
Cette propriété de décomposition de chaque élément d’une base par rapport à son
multiindice (une base Bα obtenue par l’application du théorème de Poincaré-Birkhoff-
Witt satisfait la relation Bα =
∏
i∈supp(α)
Bαiei =
∏
i∈supp(α)
bαii ) nous intéresse particulière-
ment et justifie l’introduction de la définition suivante.
Définition 7.2 Si (Tα)α∈N(I) est une famille dans une algèbre commutative avec unité
dont le produit est noté ×, nous dirons qu’elle est multiplicative si, pour tout α ∈ N(I),
Tα × Tβ = Tα+β pour tous α, β ∈ N(I). (261)
Il est facile de voir que cette définition est équivalente à la propriété suivante :
Tα =
×∏
i∈N
T×αiei = Tα.
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Nous pouvons donner une caractérisation générale des familles multiplicatives dans
une k-algèbre associative et commutative avec unité A. Pour cela, donnons la définition
suivante :
Définition 7.3 Soit L une partie de A. On appelle L base de transcendance de A sur
k si les Lα, α ∈ N(L) (voir (258)), forment une base linéaire de A par rapport à k.
Lemme 7.4 Soit L une partie de A. Alors la famille (Lα)α∈N(L) est multiplicative. Elle
forme une base de A si et seulement si L est une base de transcendance de A sur k.
Revenons à notre problème : notons U∗(g) le dual de U(g) et considérons la famille
(Sα)α∈N(I) duale de la base de Poincaré-Birkhoff-Witt (Bα)α∈N(I) , c’est-à-dire la famille
de formes linéaires sur U(g) définies par
〈Sα|Bβ〉 = δαβ. (262)
Supposons que 〈S0|1U(g)〉 = 1 (S0 désigne l’élément obtenu pour le multiindice iden-
tiquement nul) et que 〈Sα|1U(g)〉 = 0 pour tout α non identiquement nul. Nous pouvons
alors établir le théorème suivant ([MR89]).
Théorème 7.5 ∑
α∈N(I)
Sα ⊗Bα =
→∏
i∈I
exp (Sei ⊗ bi). (263)
Remarque 7.6 – Le produit du membre de droite est donné par ∗ ⊗ µU(g) où µU(g)
désigne le produit usuel de l’algèbre enveloppante et ∗ le produit de convolution des
formes linéaires de U∗(g) : si a et b sont deux éléments de U∗(g),
(a ∗ b) (v) =
∑
µU(g)(u,u′)=v
a(u)b(u′) (264)
pour tout v ∈ U(g). En fait, toute algèbre enveloppante est une algèbre de Hopf et
possède donc une structure de bigèbre. Notons ∆ le coproduit associé à la structure
de bigèbre de U(g). C’est un homomorphisme d’algèbres défini par :
∆(g) = g ⊗ 1 + 1⊗ g (265)
pour g ∈ g (il satisfait donc
∆(PQ) = ∆(P )∆(Q) pour tous P, Q ∈ U(g)) (266)
puis étendu en une famille de morphismes d’algèbres ∆(k) : U(g)→ U(g)⊗k+1 tels
que, ∀v ∈ g,
∆(k)(v) = v ⊗ 1⊗ · · · ⊗ 1 + 1⊗ v ⊗ 1⊗ · · · ⊗ 1 + · · ·+ 1⊗ 1⊗ · · · ⊗ 1⊗ v. (267)
En fait,
∆ = ∆(1) (268a)
∆(k)(P ) = (IdU(g) ⊗∆(k−1))∆(P ) = (∆(k−1) ⊗ IdU(g))∆(P ), k ≥ 2. (268b)
La convolution est en fait définie comme la loi duale de ∆ :
〈a ∗ b|v〉 = 〈a⊗ b|∆(v)〉, ∀a, b ∈ U∗(g) et ∀v ∈ U(g). (269)
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– Les deux membres de (263) forment en fait une résolution de l’identité lorsque
l’on considère le morphisme
Φ : V ∗ ⊗ V → Endfinis(V ) (270)
(Endfinis(V ) désigne l’espace des endomorphismes à support fini sur V ) qui associe
à tout produit tensoriel f ⊗ v ∈ V ∗ ⊗ V l’endomorphisme Φ(f ⊗ v) : b 7→ f(b) · v.
Le morphisme Φ peut être étendu, par continuité, aux séries :
Φ
 ∑
α∈N(I)
Sα ⊗Bα
 (v) = ∑
α∈N(I)
Sα(v)B
α = IdU(g)(v). (271)
La preuve de ce théorème repose, entre autres, sur la propriété suivante des éléments
Sα :
Sα ∗ Sβ = (α + β)!
α! β!
Sα+β (272)
(qui montre que cette famille est multiplicative à une constante près) que l’on peut
établir comme suit 7 :
Sα ∗ Sβ =
∑
γ∈N(I)
〈Sα ∗ Sβ|Bγ〉Sγ
=
∑
γ∈N(I)
〈Sα ⊗ Sβ|∆(Bγ)〉⊗2Sγ
=
∑
γ∈N(I)
〈Sα ⊗ Sβ|
∑
γ1+γ2=γ
γ!
γ1! γ2!
Bγ1 ⊗Bγ2〉⊗2Sγ
=
(α + β)!
α! β!
Sα+β.
(273)
Cette propriété permet d’établir, par récurrence, que
S∗αkeik
αk!
= Sαkeik puis que
S∗α1ei1 ∗ · · · ∗ S∗αkeik
α1! . . . αk!
= Sα. (274)
Par conséquent,
→∏
i∈I
exp (Sei ⊗ bi) =
∑
k≥0
∑
i1≥···≥ik
α1,...,αk
(Sei1 ⊗ bi1)α1 . . . (Seik ⊗ bik)αk
α1! . . . αk!
=
∑
k≥0
∑
i1≥···≥ik
α1,...,αk
S∗α1ei1 ∗ · · · ∗ S∗αkeik ⊗ (bi1)
α1 . . . (bik)
αk
α1! . . . αk!
=
∑
k≥0
∑
i1≥···≥ik
α1,...,αk
S∗α1ei1 ∗ · · · ∗ S∗αkeik
α1! . . . αk!
⊗Bα
(275)
7. Nous employons ci-dessous la notation 〈·|·〉⊗2 ; celle-ci correspond à la définition suivante : si
V1 et V2 sont deux espaces en dualité avec, respectivement, W1 et W2 pour les produits scalaires
〈·|·〉1 et 〈·|·〉2, alors (on montre que) V1 ⊗ V2 est en dualité avec W1 ⊗ W2 pour le produit scalaire
〈·|·〉⊗2 :
{
(V1 ⊗ V2)× (W1 ⊗W2) → k
(v1 ⊗ v2, w1 ⊗ w2) 7→ 〈v1|w1〉1〈v2|w2〉2.
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où la dernière étape repose sur la définition de la base (Bα)α∈N(I) par multiplications
ordonnées. Le résultat suit alors en utilisant l’équation (274).
Nous pouvons, à partir de l’équation précédente, revenir sur la convergence du
membre de droite de (263). En fait, c’est Φ(
∑
k≥0
∑
i1≥···≥ik
α1,...,αk
S∗α1ei1 ∗ · · · ∗ S∗αkeik
α1! . . . αk!
⊗Bα) qui définit
ce produit et permet d’en assurer l’existence.
Lemme 7.7 La famille
(
Φ(S∗α1ei1 ∗ · · · ∗ S
∗αk
eik
⊗Bα)
)
α
est sommable (c’est-à-dire que,
pour tout vecteur v ∈ U(g), ∣∣suppα [Φ(S∗α1ei1 ∗ · · · ∗ S∗αkeik ⊗Bα) (v)]α ∣∣ <∞).
Preuve : Nous avons besoin de la propriété suivante, qui se démontre par récurrence à
partir de la définition (269) : pour toute famille S1, . . . , Sk de formes linéaires de U∗(g)
et pour tout vecteur v ∈ U(g),
〈S1 ∗ · · · ∗ Sk|v〉 = 〈S1 ⊗ · · · ⊗ Sk|∆(k−1)(v)〉⊗k. (276)
Choisissons v ∈ U(g) ; décomposons-le sur la base (Bα)α : v =
∑
β
vβB
β. Notons Nα =∑
i
αi, β =
∑
i
βiei et Nβ =
∑
i
βi. Alors
Φ
(
S∗α1ei1 ∗ · · · ∗ S
∗αk
eik
⊗Bα
)
(v) =
∑
β
vβΦ
(
S∗α1ei1 ∗ · · · ∗ S
∗αk
eik
⊗Bα
)
(Bβ)
=
∑
β
vβ〈S∗α1ei1 ∗ · · · ∗ S
∗αk
eik
|Bβ〉Bα
=
∑
β
vβ〈S⊗α1ei1 ⊗ · · · ⊗ S
⊗αk
eik
|∆(Nα−1)(Bβ)〉⊗NαBα.
(277)
De plus, si l’on décompose Bβ comme un produit d’éléments primitifs, Bβ =
∏
i∈I
bβii ,
〈S⊗α1ei1 ⊗ · · · ⊗ S
⊗αk
eik
|∆(Nα−1)(Bβ)〉⊗Nα =
= 〈S⊗α1ei1 ⊗ · · · ⊗ S
⊗αk
eik
|
∑
J1+···+JNα=Nβ
B [J1]⊗ · · · ⊗B [JNα ]〉⊗Nα
où B [J ] =
⊗∏
i∈J
bi.
Maintenant, remarquons que :
– si Nα > Nβ, l’un des B [J ] comprend nécessairement un facteur 1U(g) ; or
〈Sei |1U(g)〉 = 0 par hypothèse ;
– si Nα < Nβ, l’un des B [J ] comprend nécessairement un facteur bi1bi2 ; or
〈Sei |bi1bi2〉 = 0 par dualité.
Par conséquent, Nα = Nβ. On conclut finalement en notant que les seuls α qui ne
donnent pas un produit scalaire nul sont obtenus à partir de β par permutations et sont
donc en nombre fini. 
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7.2.3 Exemple : cas de l’algèbre libre
Dans cette section, X désigne de nouveau un alphabet totalement ordonné par < ;
l’ensemble des mots de Lyndon sur X est noté Lyn(X) et la factorisation standard
([Reu93]) de ` ∈ Lyn(X) est désignée par σ(`) = (`1, `2) où `2 est le facteur (de Lyndon)
droit propre de ` de longueur minimale.
Rappelons aussi que tout mot w ∈ X∗ admet une factorisation décroissante en un
produit de mots de Lyndon :
w = `α11 . . . `
αk
k , `1 > · · · > `k, `1, . . . , `k ∈ Lyn(X). (278)
Ces deux factorisations permettent de définir une base (Pw)w∈X∗ de l’algèbre libre
k〈X〉 comme suit :
Pw =

w si |w| = 1 ;
[P`1 , P`2 ] si w = ` ∈ Lyn(X) et (`1, `2) = σ(`) ;
Pα1`1 . . . P
αn
`n
si w = `α1i1 . . . `
αn
in
avec `1 > · · · > `n.
(279)
Cette base est en fait la base de Poincaré-Birkhoff-Witt associée à la base (P`)`∈Lyn(X) de
l’algèbre de Lie libre Lk(X) (7.1). Les éléments primitifs P`, ` ∈ Lyn(X) sont appelés
crochets standard. La famille (Pw)w∈X∗ est triangulaire :
Pw = w +
∑
u>w
〈P |u〉u (280)
et multihomogène : le support de la famille (〈P |u〉)u est constitué de mots u qui com-
portent tous le même nombre |u|x de x et ce pour toute lettre x ∈ X.
La multihomogénéité des Pw, w ∈ X∗ autorise la construction d’une base (Sw)w∈X∗
de k〈X〉 satisfaisant 〈Su|Pv〉 = δu v pour tous u, v ∈ X∗. Cette famille vit dans l’algèbre
duale de (k〈X〉, conc), qui est l’algèbre de mélange (k〈X〉,). Rappelons la définition
du produit de mélange :
1 w = w 1 = w ;
(au′) (bv′) = a(u′ (bv′)) + b((au′) v)
(281)
si u = au′, v = bv′, (a, b,∈ X, u, v, w ∈ X∗).
On peut montrer ([Reu93]) que Sw est donné par
Sw =

w si |w| = 1 ;
xSu si w = xu et w ∈ Lyn(X) ;
Sα1`i1
 · · · Sαk`ik
α1! . . . αk!
si w =
{
`α1i1 . . . `
αk
ik
`1 > · · · > `k ∈ Lyn(X).
(282)
Ces deux familles vérifient les hypothèses du théorème 7.5. Par conséquent,∑
w∈X∗
Sw ⊗ Pw =
→∏
`∈Lyn(X)
exp(S` ⊗ P`). (283)
Puisque
∑
w∈X∗
Sw ⊗ Pw est égale à l’identité sur k〈X〉, on peut aller plus loin et écrire
∑
w∈X∗
w ⊗ w =
→∏
`∈Lyn(X)
exp(S` ⊗ P`). (284)
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7.3 Problème inverse
7.3.1 Présentation
Dans la section précédente, nous avons vu que la factorisation de Schützenberger
est établie dans le cas où la paire de bases en dualité comporte une base de Poincaré-
Birkhoff-Witt de U(g). La base duale est alors quasi multiplicative (i.e. multiplicative
à une constante près). Nous nous attaquons maintenant au problème inverse : partant
d’une base multiplicative, à quelle(s) condition(s) peut-on écrire la factorisation comme
une résolution de l’identité ? Cette question est aussi motivée par la considération de ce
qui est en fait un contre-exemple (7.3.2, où l’on considère une famille multiplicative et
sa base duale).
Soit (Tα)α∈N(I) une base multiplicative de U(g)∗. Supposons qu’il existe une base
(Bα)α∈N(I) de U(g) en dualité avec (Tα)α∈N(I) : pour tous α, β ∈ N(I),
〈Tα|Bβ〉 = δαβ. (285)
Théorème 7.8 Les éléments (Bei)i∈I forment une base de g.
Puisque les éléments atomiques (Bei)i∈I forment une base de g, le théorème de
Poincaré-Birkhoff-Witt nous permet de construire une base de U(g) constituée des pro-
duits Bα définis par :
Bα =
∏
i∈supp(α)
(Bei)
αi . (286)
Si l’on se place dans les conditions de ce dernier théorème (base multiplicative pos-
sédant une base duale), on construit aisément une base quasi-multiplicative (Sα)α∈N(I)
de U∗(g) et sa base duale (Bα)α∈N(I) . Nous pouvons toujours écrire que∑
α∈N(I)
SαBα = IdU(g). (287)
En effet, pour tout vecteur v =
∑
β
vβBβ ∈ U(g), on a
∑
α∈N(I)
SαBα(v) =
∑
β
vβ
∑
α
〈Sα|Bβ〉Bα
=
∑
β
vβ
∑
α
δαβBα
= v.
(288)
Par ailleurs, on a aussi
→∏
i∈I
exp(Sei ⊗Bei) =
∑
α∈N(I)
Sα ⊗Bα (289)
puisque les Sα sont quasi-multiplicatifs. A priori, Bα 6= Bα (sauf si α = ei est un
élément de la “base canonique” de N(I)) et le produit précédent n’est pas égal à l’identité
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(pour être précis, on n’a pas Φ
( →∏
i∈I
exp(Sei ⊗Bei)
)
= IdU(g)). Nous cherchons donc les
conditions qui permettent d’écrire que
Φ
( →∏
i∈I
exp(Sei ⊗Bei)
)
= IdU(g). (290)
7.3.2 Un contre-exemple
Dans cette section, nous présentons une base de (k〈X〉,) dont la famille duale n’est
pas multiplicative. Cet exemple sera repris avec davantage de détails dans la section
7.5.1. Des détails relatifs au processus de dualisation sont présentés dans la section 16.
Partons de la famille
S
′
w =

` si ` ∈ Lyn(X) ;
S
′
α1
`1
 · · · S ′αn`n
α1! . . . αn!
si w = `α11 . . . `
αn
n ,
{
`1 > · · · > `n
`1, . . . , `n ∈ Lyn(X)
(291)
(elle est en fait définie par la même relation de récurrence que la base (Sw)w∈X∗ que
nous avons considérée plus haut (282), mais avec d’autres conditions initiales) qui forme
une base de l’algèbre de mélange (k〈X〉,).
C’est une famille multihomogène, ce qui permet de considérer la famille duale, que nous
désignerons par B′w .
Spécialisons notre alphabet au cas où X = {a, b} avec a < b.
Montrons que le mot de Lyndon a2b2abab figure dans le support de la série B′a
2b2a2b2 .
La factorisation de Lyndon de a2b2a2b2 est σ = (a2b2, a2b2). Ainsi, B′a
2b2a2b2
=
(
B
′
a2b2
)2.
Calculons B′a2b2 (noter que B
′a2b2
= B
′
a2b2). Pour cela, calculons la matrice 〈S ′w|w〉 pour
les mots w de longueur 4 de même composition que a2b2 (la classe de multihomogénéité
de w = a2b2). Nous avons successivement :
S ′a2b2 = a
2b2 ;
S ′abab =
S
′
2
ab
2!
=
1
2
(ab ab) = abab+ 2a2b2 ;
S ′ab2a = ab
2
 a
= 2a2b2 + ab2a+ abab ;
S ′ba2b = b a
2b
= ba2b+ abab+ 2a2b2 ;
S ′baba = b ab a
= 4a2b2 + 3abab+ 2ba2b+ 2ab2a+ baba ;
S ′b2a2 =
S
′
2
b
2!

′S2a
2!
= b2a2 + a2b2 + ba2b+ ab2a+ abab+ baba.
(292)
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La matrice recherchée est donc
M =

a2b2 abab ab2a ba2b baba b2a2
a2b2 1 2 2 2 4 1
abab 0 1 1 1 3 1
ab2a 0 0 1 0 2 1
ba2b 0 0 0 1 2 1
baba 0 0 0 0 1 1
b2a2 0 0 0 0 0 1
. (293)
Par multihomogénéité de la base, les coefficients des éléments de la base duale pour des
mots de même composition sont donnés par
(
t(M)
)−1. Puisque
(
t(M)
)−1
=

a2b2 abab ab2a ba2b baba b2a2
a2b2 1 0 0 0 0 0
abab −2 1 0 0 0 0
ab2a 0 −1 1 0 0 0
ba2b 0 −1 0 1 0 0
baba 2 1 −2 −2 1 0
b2a2 −1 0 1 1 −1 1
, (294)
B
′
a2b2 = a
2b2 − 2abab+ 2baba− b2a2. Ainsi,
B
′a2b2a2b2
= a2b2a2b2−2a2b2abab+ 2a2b3aba
− a2b4a2 − 2ababa2b2 + 4abababab
− 4abab2aba+ 2abab3a2 + 2baba3b2
− 4baba2bab+ 4babababa− 2babab2a2
− b2a4b2 + 2b2a3bab− 2b2a2baba+ b2a2b2a2
(295)
et B′a
2b2a2b2 contient bien le mot de Lyndon a2b2abab.
Utilisons le critère de multiplicativité que nous présenterons plus loin (7.15) : puis-
qu’il existe un élément B′β avec Nβ ≥ 2 (précisément, β = a2b2abab dont la factorisation
standard comprend deux éléments, donc Nβ = 2) dont le support contient un mot de
Lyndon, la famille
(
B
′
w
)
w∈X∗ n’est pas multiplicative.
Note 7.9 Nous avons aussi vérifié, dans ce cadre, que l’on a bien∏
`∈Lyn(X)
exp(`⊗B′`) =
∑
w∈X∗
w ⊗ w (296)
jusqu’à l’ordre 7 (c’est-à-dire pour tous les mots de taille inférieure ou égale à 7), où le
produit est calculé de la façon suivante :∏
`∈Lyn(X)
exp(`⊗B′`) =
∏
`∈Lyn(X)
exp(S
′
` ⊗B
′
`) =
∑
`1≥···≥`k
`1,...,`k∈Lyn(X)
S
′
`1...`k
⊗B′`1 . . . B
′
`k
. (297)
Ceci confirme qu’il n’y a pas de contre-exemple de taille plus petite que 8.
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Note 7.10 Dans le développement du contre-exemple précédent, nous nous sommes
appuyés sur des expérimentations numériques menées avec le logiciel Sage (http:
// www. sagemath. org/ fr/ ). Les fonctions utilisées sont présentées dans la feuille
de travail disponible à l’adresse suivante :
http: // sagenb. org/ home/ pub/ 4504/ .
Une autre feuille de calcul présente des fonctions équivalentes pour le cas de l’algèbre de
quasi-mélange (voir (323) pour sa définition) :
http: // sagenb. org/ home/ pub/ 4519/ .
7.4 Cas de l’algèbre partiellement commutative libre
Nous nous proposons de présenter maintenant l’application du théorème 7.5 à l’al-
gèbre (de Lie) libre partiellement commutative. Bien que les objets présentés aient tous
été introduits précédemment, il semble que la factorisation de Schützenberger n’a pas
été présentée dans cadre jusqu’ici.
Soit X un ensemble et θ ⊂ X×X une relation symétrique et irréflexive (x ∈ X, (x, x) /∈
θ) sur X. Notons M(X, θ) le monoïde partiellement commutatif libre sur l’alphabet à
commutations (X, θ) ([CF69], [Vie86]). Il est défini par générateurs et relations comme
M(X, θ) = 〈X, {(xy = yx)}(x,y)∈θ〉Mon. (298)
Notons k〈X, θ〉 l’algèbre partiellement commutative libre sur X ([DK92]), définie
par générateurs et relations comme 〈X, (xy = yx)(x,y)∈θ〉k-alg, et k [M(X, θ)] l’algèbre du
monoïde partiellement commutatif libre.
Remarque 7.11 L’algèbre partiellement commutative libre peut aussi être définie de la
façon suivante : si X est un ensemble muni d’une relation irréflexive θ, A une k-algèbre
et φ : X → A une application ensembliste telle que ∀(x, y) ∈ θ, µA(φ(x), φ(y)) =
µA(φ(y), φ(x)), il existe un unique homomorphisme de k-algèbres φ¯ telle que le dia-
gramme suivant commute :
Catégorie des Alphabets à commutations Catégorie des k − Algèbres
(X, θ) A
k〈X, θ〉
φ
jAlg(X,θ)
φ¯
(299)
où jAlg(X,θ) est l’injection canonique de (X, θ) dans k〈X, θ〉.
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Des arguments universels, présentés dans la section 15 prouvent que
k〈X, θ〉 ∼= k [M(X, θ)] . (300)
Par conséquent, il est possible de considérer les éléments de k [M(X, θ)] comme des
polynômes sur le monoïde partiellement commutatif libre et nous pouvons poser, pour
tout P ∈ k [M(X, θ)],
P =
∑
m∈M(X,θ)
〈P |m〉m. (301)
C’est la structure d’algèbre de Hopf de (k〈X, θ〉, µ, 1M(X,θ),∆, , S) où (µ et 1M(X,θ)
étant triviaux) (P ) = 〈P |1〉, ∆(x) = x⊗ 1 + 1⊗ x et S(x1 . . . xn) = (−1)nxn . . . x1, qui
nous intéresse.
Les éléments primitifs de k〈X, θ〉 sont les éléments de l’algèbre de Lie libre partiellement
commutative Lk(X, θ) :
Prim(k〈X, θ〉) = Lk(X, θ). (302)
Par ailleurs, il est possible de généraliser les mots de Lyndon au cas partiellement
commutatif ([Lal93]) : un mot de Lyndon partiellement commutatif est un mot partiel-
lement commutatif non vide, primitif et minimal (pour l’ordre sur M(X, θ) induit par
l’ordre lexicographique sur de bonnes formes normales ([KL93])) dans sa classe de conju-
gaison. Notons Lyn(X, θ) l’ensemble des mots de Lyndon partiellement commutatifs. La
factorisation standard des mots de Lyndon a aussi été étendue :
Proposition 7.12 Soit w ∈ M(X, θ) de longueur ≥ 2. Alors il existe une unique fac-
torisation w = fn, appellée factorisation standard de w, notée σ(w) = (f, n), telle
que
1. f 6= 1 ;
2. n ∈ Lyn(X, θ) ;
3. n est minimal parmi tous les mots de Lyndon partiellement commutatifs qui
donnent une factorisation de w.
De plus, si ` ∈ Lyn(X, θ) de longueur ≥ 2 admet ai comme unique première lettre, et
si σ(`) = (f, n) est la factorisation standard de `, alors f ∈ Lyn(X, θ) avec ai comme
unique première lettre et f < ` < n.
Ces propriétés nous permettent de construire une famille (P`)`∈Lyn(X,θ) généralisant les
crochets standard du cas non commutatif (279) :
P` =
{
` si |`| = 1 ;
[P`1 , P`2 ] si ` ∈ Lyn(X, θ) et (`1, `2) = σ(`). (303)
On peut montrer ([Lal93]) que cette famille est une base de Lk(X, θ) et que P` vérifie
P` = `+
∑
`′>`
`′∈Lyn(X,θ)
α`′`
′. (304)
Les propriétés précisées dans le cas non-commutatif s’avèrent encore vraies. Par
exemple, tout mot partiellement commutatif admet une unique factorisation décroissante
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en termes de mots de Lyndon (partiellement commutatifs). Ceci nous permet de définir,
si w = `α11 . . . `αnn avec `1 > · · · > `n, le polynôme Pw, w ∈M(X, θ) par
Pw = P
α1
`1
. . . Pαn`n . (305)
On peut alors montrer que
Pw = w +
∑
u>w∈M(X,θ)
〈Pw|u〉u. (306)
(par exemple en traduisant la preuve non-commutative de [Reu93] au cas partiellement
commutatif). Nous disposons donc d’une base de Poincaré-Birkhoff-Witt de k〈X, θ〉.
Construisons dans (k〈X, θ〉)∗ ∼ k〈〈X, θ〉〉 la famille suivante :
Sw =

w si |w| = 1 ;
xSu si w = xu et w ∈ Lyn(X, θ) ;
Sα1`i1
. . . Sαk`ik
α1! . . . αk!
si w = `α1i1 . . . `
αk
ik
avec `1 > · · · > `k.
(307)
Ces deux familles sont duales l’une de l’autre : 〈Su|Pv〉 = δu v. Nous sommes donc dans
le cadre du théorème 7.5 et nous pouvons écrire la factorisation suivante :∑
w∈M(X,θ)
w ⊗ w =
→∏
`∈Lyn(X,θ)
exp(S` ⊗ P`). (308)
7.5 Caractérisation de la famille B ′
7.5.1 Construction
Nous revenons maintenant sur la famille B′ que nous avons introduite dans la section
7.3.2 afin de donner deux caractérisations des éléments B′`, ` ∈ Lyn(X). Nous profitons
de cette section pour détailler quelques aspects théoriques liés à cette construction.
Commençons par rappeler le problème : nous partons des éléments
S
′
w =

` si ` ∈ Lyn(X) ; (309)
Sα1`i1
 · · · Sαk`ik
α1! . . . αk!
si w = `α11 . . . `
αk
k ,
{
`1 > · · · > `k
`1, . . . , `k ∈ Lyn(X). (310)
En fait, la définition (310) montre que les éléments de la famille (S ′w)w∈X∗ correspondent
à la famille de produits Lyn(X)α, α ∈ N(Lyn(X)). Or un théorème dû à Radford [Rad79]
assure que les mots de Lyndon forment une base de transcendance de l’algèbre de mé-
lange (k〈X〉,). Le lemme 7.4 nous permet donc d’affirmer que la famille (S ′w)w∈X∗ est
multiplicative.
De plus, le théorème 6.1 de [Reu93] prouve que la famille des S ′w est triangulaire infé-
rieure :
S
′
w = w +
∑
u<w
αuu (311)
(les coefficients αu étant entiers).
Par dualité, il est donc possible de construire une famille B′w que nous décrivons dans
les sections suivantes.
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7.5.2 Caractérisations des éléments B′`
Cette famille est caractérisée par les théorèmes suivants.
Théorème 7.13 [DDM12] Soit P appartenant à k〈X〉 et ` ∈ Lyn(X). Alors
P = B
′
` ⇐⇒

P = `+
∑
`<u
〈P |u〉u ;
P est primitif ;
∀`1 ∈ Lyn(X), 〈P |`1〉 = δ` `1 .
(312)
Preuve du Théorème 7.13 :
– Si P = B′`, alors P est un élément primitif puisque c’est un élément d’une base
de l’algèbre de Lie libre (cf théorème 7.8). De plus, puisque 〈B′`|S ′w〉 = δ`w pour
tout w ∈ X∗, 〈B′`|S ′`1〉 = 〈B
′
`|`1〉 = δ` `1 et ` ∈ supp(B′`) ∩ Lyn(X). Comme P est
primitif, le minimum de son support par rapport à l’ordre lexicographique est un
mot de Lyndon. L’orthogonalité de P avec tous les mots de Lyndon sauf ` implique
que min(supp(P )) = `.
– Réciproquement, supposons que P satisfait les hypothèses du théorème. Montrons
que ∀w ∈ X∗, 〈P |S ′w〉 = δ`w. Soit w ∈ X∗, de factorisation w = `α11 . . . `αnn avec
`1 > · · · > `n. Notons Nw :=
n∑
i=1
αi. Alors
〈P |S ′w〉 = 〈P |
1
α!
`α11  · · · `αnn 〉
= 〈∆(Nw−1)(P )| 1
α!
`⊗α11 ⊗ · · · ⊗ `⊗αnn 〉⊗Nw
= 〈
∑
p+q=Nw−1
1⊗p ⊗ P ⊗ 1⊗q| 1
α!
`⊗α11 ⊗ · · · ⊗ `⊗αnn 〉⊗Nw
(313)
(pour la définition de ∆k, voir (267)). Ce produit scalaire est nul dès que Nw ≥
2 car 〈1|`〉 = 0, ∀` ∈ Lyn(X). Si Nw = 0, w = 1X∗ . Puisque P est primitif,
〈P |1X∗〉 = 0 et 〈P |S ′1X∗ 〉 = 0. Enfin, si Nw = 1, w = `1 ∈ Lyn(X) et 〈P |S
′
`1
〉 = δ` `1
par hypothèse, donc 〈P |S ′w〉 = δ`w pour tout w ∈ X∗, ce qui signifie que P = B′`.

Théorème 7.14 [DDM12] Soit P appartenant à k〈X〉 et ` ∈ Lyn(X). Alors
P = B
′
` ⇐⇒

P est primitif ;
|supp(P ) ∩ Lyn(X)| = 1 ;
〈P |`〉 = 1.
(314)
Preuve :
– Supposons que P = B′`. Alors P est primitif. Puisque 〈P |S ′`1〉 = 〈P |`1〉 = δ` `1 pour
tout `1 ∈ Lyn(X), nous obtenons les deux autres propriétés.
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– Si P vérifie les conditions de 7.14, alorsles hypothèses de 7.13 sont aussi vérifiées.
En effet, P est primitif ; le seul mot de Lyndon qui figure dans le support de P est `
avec un coefficient 1 ; puisque le minimum du support de P est un mot de Lyndon,
c’est nécessairement `. Nous pouvons donc écrire que P = ` +
∑
`<u
u/∈Lyn(X)
〈P |u〉u. Le
Théorème 7.13 assure alors que P est l’un des B′`. 
Rappelons que si w ∈ X∗ est un mot de factorisation de Lyndon w = `α11 . . . `αnn ,
`1 > · · · > `n, Nw =
n∑
i=1
αi.
Lemme 7.15 [DDM12] Les propriétés suivantes sont équivalentes :
i) ∀w ∈ X∗ tel que Nw ≥ 2 (c’est-à-dire que w contient au moins deux facteurs de
Lyndon), supp(B′w) ∩ Lyn(X) = ∅ ;
ii)
(
B
′w
)
w∈X∗
=
(
B
′
w
)
w∈X∗
;
iii) 〈B′w|S ′u〉 = δwu pour tous w, u ∈ X∗.
Preuve : L’équivalence entre ii) et iii) est évidente. Supposons i). Soit u = bβ11 . . . bβmm
la factorisation de Lyndon de u et Mu =
m∑
i=1
βi. alors
〈B′w|S ′u〉 =
1
β!
〈B′w|bβ11  · · · bβmm 〉
=
1
β!
〈∆(Mu−1)(B′w)|b⊗β11 ⊗ · · · ⊗ b⊗βmm 〉⊗Mu
=
1
β!
〈
∑
I1+···+IMu=[1...Nw]
B
′
[I1]⊗ · · · ⊗B′ [IMu ] |b⊗β11 ⊗ · · · ⊗ b⊗βmm 〉⊗Mu
(315)
où la somme porte sur tous les ensembles de Mu sous-ensembles disjoints de J1, NwK
dont l’union est J1, NwK avec B′ [Ik] = ∏
i∈Ik
B
′
`i
.
Il y a trois cas :
1. Mu > Nw : dans ce cas, l’un au moins des Ii, noté Ik, est vide. Alors B
′
[Ik] = 1,
〈B′ [Ik] |bk〉 = 0 et 〈B′w|S ′u〉 = 0.
2. Mu < Nw : nécessairement l’un des Ii, noté Ik, contient r éléments avec r > 1.
Alors B′ [Ik] = B
′
`1
. . . B
′
`r
. Par hypothèse, le support de ce produit ne contient
aucun mot de Lyndon, donc 〈B′ [Ik] |bk〉 = 0 et 〈B′w|S ′u〉 = 0.
3. Mu = Nv : dans ce dernier cas, Ik = {k}. La permutation dans chaque bloc B′ [Ik]
permet la simplification du facteur
1
β!
. Finalement, le résultat n’est différent de
zéro que pour w = u.
Ainsi 〈B′w|S ′u〉 = δwu. La réciproque (iii)⇒ i)) est évidente (prendre u = ` ∈ Lyn(X)),
d’où l’équivalence des trois propriétés. 
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7.5.3 Construction récursive des B′`
Un analogue du procédé de Gram-Schmidt nous permet de construire récursivement
les éléments B′` à partir des P` pour ` ∈ Lyn(X). En effet, cette méthode permet de
construire une famille en dualité avec une famille finie libre donnée. Pour travailler avec
des familles finies, il suffit de tirer profit de la multihomogénéité des bases considérées.
La construction est adaptée à notre situation parce qu’elle élimine récursivement tous
les mots de Lyndon autres que celui qui figure dans le support de B′` et assure que le
coefficient du mot de Lyndon restant est égal à 1.
Soit α ∈ N(X) un multiindice et Lα = {`1 < · · · < `m} l’ensemble des mots de Lyndon
multihomogènes de multidegré α.
Lemme 7.16 [DDM12] Les éléments B′`k pour les mots de Lα sont donnés par :
B
′
`m = P`m ;
B
′
`m−1 = P`m−1 − 〈P`m−1|`m〉B
′
`m ;
B
′
`m−2 = P`m−2 − 〈P`m−2|`m−1〉B
′
`m−1 − 〈P`m−2|`m〉B
′
`m ;
...
B
′
`m−k = P`m−k −
k∑
j=1
〈P`m−k |`m−k+j〉B
′
`m−k+j ;
...
(316)
Preuve : Les éléments P` pour ` ∈ Lyn(X) étant primitifs, la primitivité des éléments
obtenus par ces relations est assurée par linéarité. Pour appliquer la caractérisation des
B
′
` présentée dans le théorème 7.14, il suffit de considérer les propriétés relatives aux
mots de Lyndon présents dans le support de B′`, ce que nous faisons par récurrence sur
l’indice du mot dans l’ensemble des mots de multidegré α :
– Rappelons que Pw = w +
∑
u>w
αwuu. Par conséquent, le seul mot de Lyndon qui
figure dans le support de P`m est `m avec coefficient 1 puisque `m est maximal
dans Lα. Ainsi, B′`m = P`m convient ;
– Dans P`m−1 apparaissent `m−1 (avec coefficient 1) et (potentiellement) `m. Il nous
faut donc retirer `m sans ajouter de mot de Lyndon. Cette opération est possible
grâce à la soustraction suivante :
B
′
`m−1 = P`m−1 − 〈P`m−1 |`m〉B
′
`m ; (317)
– Supposons maintenant qu’il existe k > 1 tel que, pour tout s ∈ Jm− k+ 1,mK, on
ait
B
′
`m−s = P`m−s −
s∑
j=1
〈P`m−s|`m−s+j〉B
′
`m−s+j . (318)
Alors
〈
(
P`m−k −
k∑
j=1
〈P`m−k |`m−k+j〉B
′
`m−k+j
)
|`r〉 =
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〈P`m−k |`r〉 −
k∑
j=1
〈P`m−k |`m−k+j〉〈B
′
`m−k+j |`r〉.
Trois cas se présentent :
1. r < m − k : 〈P`m−k |`r〉 = 0 puisque `r < `m−k ; de plus, d’après l’hypothèse
de récurrence, 〈B′`m−k+j |`r〉 = 0, ∀j ∈ J1, kK, puisque `m−k+j > `r.
2. r = m− k : 〈P`m−k |`m−k〉 = 1 et 〈B′`m−k+j |`m−k〉 = 0, ∀j ∈ J1, kK.
3. r > m− k : 〈B′`m−k+j |`r〉 = δ(m−k+j) r par hypothèse de récurrence, donc pour
tout r ∈ Jm− k + 1,mK, le produit scalaire considéré est égal à 〈P`m−k |`r〉 −
〈P`m−k |`r〉 = 0.
Finalement, puisque 〈B′`m−k |`r〉 = δ(m−k) r pour tout r ∈ J1,mK, B′`m−k = P`m−k −
k∑
j=1
〈P`m−k |`m−k+j〉B
′
`m−k+j convient. 
Note 7.17 La construction présentée dans cette section est en fait plus générale, comme
nous le montrons ci-dessous.
Soit V1 et V2 deux espaces en dualité pour le produit scalaire 〈·|·〉 vérifiant V1 ⊂ V ∗2
et V2 ⊂ V ∗1 .
Supposons qu’il existe un ensemble ordonné I = {i1, . . . , im} et deux familles d’éléments
Ri et Si, i ∈ I respectivement dans V1 et V2 telles que ∀i1 < i2 ∈ I,〈Ri1|Si2〉 = 0 et
〈Ri1|Si1〉 = 1.
Alors il est existe une unique famille (Ti)i∈I d’éléments de V2 telle que ∀i1, i2 ∈ I,
〈Ri1|Ti2〉 = δi1 i2. On montre comme dans la preuve précédente que ses éléments sont
donnés par
Tim−k = Sim−k −
k∑
j=1
〈Sim−k |Rim−k+j〉Tim−k+j . (319)
7.5.4 Nouvelle base de Poincaré-Birkhoff-Witt
Le contre-exemple donné dans la section 7.3.2 montre que la famille duale d’une
famille multiplicative
(
S
′
w
)
w∈X∗ n’est pas, en général, multiplicative. Cependant, nous
pouvons extraire de cette famille une base de l’algèbre de Lie Lk(X) (cf Théorème 7.8),
donnée par les éléments primitifs B′`, ` ∈ Lyn(X). En utilisant le théorème de Poincaré-
Birkhoff-Witt (7.1), nous pouvons alors construire une base de l’algèbre libre possédant
(par construction) cette propriété : elle est donnée par
Bw =
{
B
′
` si ` ∈ Lyn(X) ;
B
′
`1
α1
. . . B
′
`n
αn si w = `α11 . . . `αnn .
(320)
Ensuite, la dualisation nous permet d’obtenir une base (Qw)w∈X∗ de l’algèbre de mélange
en dualité avec la base de Poincaré-Birkhoff-Witt, ce couple de bases permettant d’écrire
la factorisation de Schützenberger (cf Théorème 7.5). Le diagramme suivant résume les
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différentes étapes :
Algèbre de mélange Algèbre libre Algèbre de Lie libre
S
′
w B
′
w
B
′
`, ` ∈ Lyn(X)
Qw B
w
〈·|·〉
Thm 7.8
Thm PBW〈·|·〉
(321)
La comparaison de Qw avec S
′
w permet alors de comprendre le “redressement” auquel il
faut soumettre les S ′w afin d’écrire la factorisation.
Les expérimentations numériques menées dans cette direction n’ont pas été, jusque-là,
concluantes. Le problème vient principalement de la longueur des calculs intéressants :
les bases S et S ′ divergent à partir des mots de longueur 5 et, comme nous l’avons expli-
qué plus haut, la multiplicativité des B′ disparaît au-delà de la taille 8. Par conséquent,
il est nécessaire de considérer des mots de taille relativement importante qui impliquent
des calculs de longue durée.
7.6 Un critère pour la multiplicativité
Le lemme 7.15 peut être généralisé au cas d’une algèbre enveloppante quelconque, ce
qui donne lieu à un critère permettant de s’assurer qu’une famille obtenue par dualité
est multiplicative. Grossièrement, pour qu’une base obtenue par cette méthode soit mul-
tiplicative, il suffit que tous ses éléments non primitifs soient orthogonaux aux éléments
atomiques de la base dont ils sont issus.
Nous supposons ici que (Tα)α∈N(I) est une famille libre multiplicative dans l’algèbre
duale U∗(g) d’une algèbre enveloppante U(g) pour le produit de convolution ∗ ; Sα
désigne la famille quasi-multiplicative que l’on construit grâce à la relation Sα =
Tα
α!
pour tout multiindice α.
Supposons, de plus, qu’il existe une famille duale (Pβ)β∈N(I) (〈Sα|Pβ〉 = δαβ). Dans le
cas où la famille considérée est multihomogène ou graduée en dimension finie, l’existence
d’une telle famille est assurée.
Lemme 7.18 [DDM12] Si 〈Sei |1U(g)〉 = 0, ∀i ∈ I, la famille (Pα)α∈N(I) est multiplicative
si et seulement si
∀i ∈ I, ∀β ∈ N(I), |β| ≥ 2, 〈Sei |P β〉 = 0. (322)
La preuve de ce lemme est en fait tout à fait semblable à celle de l’équivalence des
conditions i) et ii) dans la preuve du lemme 7.15. Notons qu’ici, il faut ajouter la
condition 〈Sei |1U(g)〉 = 0, ∀i ∈ I, dont l’analogue est toujours satisfaite dans le cas de
l’algèbre libre. La correspondance entre ces deux situations est donnée par :
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– (I,<) → (Lyn(X), <) (attention, cependant : dans le cas de l’algèbre libre, on
considère des produits décroissants de mots de Lyndon, alors que dans le cas
général, on considère des produits croissants) ;
– le produit de convolution est le produit de mélange dans le cas de l’algèbre libre ;
– les Sei correspondent aux mots de Lyndon, les Pα aux éléments B
′
α.
8 Conclusion
Le théorème principal que nous avons présenté dans cette partie (6.13) donne la
structure de l’algèbre des polylogarithmes. Ce théorème permet de considérer divers
corps comme ensembles de constantes. En particulier, il est possible de spécialiser le
corps des scalaires aux constantes. En utilisant le plan multiplement fendu (que nous
avons décrit dans la section 6.3.5), nous obtenons une preuve de l’indépendance des
hyperlogarithmes en tant que fonctions. Puisque cela donne des bases de transcendance
(7.3) de l’algèbre engendrée, il est possible de développer un calcul formel efficace. Une
extension intéressante serait de considérer d’autres corps de scalaires et les fonctions ainsi
générées, par exemple les corps de nombres p-adiques (voir [Woj91, Woj05, Woj04]).
Les algèbres présentées ici apparaissent naturellement dans l’étude de certains sys-
tèmes différentiels non linéaires, en particulier lorsque l’on s’intéresse au comportement
des coefficients des solutions autour des singularités. Cette approche est présentée dans
[Min07], par exemple, et montre clairement les liens entre l’effort de factorisation des
éléments de l’algèbre libre et l’utilisation des polylogarithmes. Ce travail portant sur
des singularités localisées en 0 et en 1, doit être étendu au cas où les singularités sont
quelconques, de la même manière que les hyperlogarithmes, dont les singularités sont
des complexes quelconques, généralisent les polylogarithmes dont les singularités sont
localisées en 0 et en 1.
Notons enfin que l’application des théorèmes conduit à la définition effective et im-
plémentable de différents corps de germes de fonctions.
Par ailleurs, la factorisation de Schützenberger dans sa forme de résolution de l’iden-
tité nous conduit à une étude fine de certaines bases de l’algèbre libre et, plus géné-
ralement, des algèbres enveloppantes et de leur dual. Le cadre des algèbres graduées
en dimension finie assure l’existence des familles duales et facilite l’exploration de cette
question. Un autre exemple intéressant (en raison de ses applications liées aux déve-
loppements de Taylor de la série génératrice des polylogarithmes), pour lequel nous ne
savons pas quelles sont les familles duales permettant d’écrire la factorisation est celui de
l’algèbre de quasi-mélange. Pour celle-ci, l’alphabet Y est formé par les lettres yi, i ∈ N,
et le produit est défini par{
u 1 = 1 u = u;
yiu yjv = yi(u yjv) + yj(yiu v) + yi+j(u v)
(323)
pour tous yi, yj ∈ Y et pour tous u, v ∈ Y ∗.
On peut aussi considérer, dans ce même cadre, une déformation plus générale du produit
de mélange ([DFLL01, Hof00]) mettant en jeu une application φ définie sur X : ∀u, v ∈
X∗, ∀x, y ∈ X,
xuφ yv = x(uφ yv) + y(xuφ v) + φ(x, y)uφ v. (324)
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9 Principaux résultats
Les principaux résultats présentés dans ce travail sont obtenus grâce à l’utilisation
du produit de mélange ou en lien avec lui :
– les intégrales de type Selberg, en tant qu’intégrales itérées, sont directement liées
à ce produit comme nous l’avons souligné (voir, par exemple, (8)). Nous avons
donné un algorithme permettant son calcul dans le cas général (c ∈ C) pour toute
fonction et montré que le résultat est un produit dont le nombre de facteurs ne
dépend pas du nombre de variables considérées pourvu que le développement de la
fonction sur la base des polynômes de Jack ait aussi cette propriété. Cela permet
de se pencher sur le calcul de la limite lorsque le nombre de variables tend vers
l’infini. Nous avons enfin montré, pour cette limite, dans le cas c = 1, comment
les simplifications s’expliquent via l’utilisation d’opérateurs liés à l’interpolation
de Newton.
– la structure multiplicative de l’algèbre engendrée par les hyperlogarithmes est
donnée par ce produit (ce qui revient à rappeler que leur série génératrice est
une série de Lie ; voir (12)). Nous avons présenté ici une nouvelle approche des
problèmes d’indépendance linéaire de ces fonctions employant des méthodes de
combinatoire algébrique afin de généraliser les résultats obtenus par l’étude de leur
monodromie. Ceci nous a permis de donner des critères d’indépendance linéaire par
rapport à des corps plus généraux que des corps de scalaires. Ainsi, les théorèmes
présentés sont valables pour des corps de fonctions ”non triviales“, à condition de
se donner la possibilité de faire varier les domaines de définition pour inverser les
fonctions présentant des zéros.
– enfin, nous avons étudié certaines propriétés de dualité entre les algèbres
(k〈X〉, conc) et (k〈X〉,) (où le produit de mélange apparaît comme un cas par-
ticulier du produit de convolution des formes linéaires dans le dual d’une algèbre
enveloppante U(g)) afin d’écrire la factorisation de Schützenberger dans sa forme
de résolution de l’identité. Cette question est intimement liée à la propriété de
multiplicativité de certaines bases, ce nous a poussé à répondre à la question des
conditions permettant d’affirmer qu’une base obtenue par dualité est multipli-
cative. Nous avons illustré ces questions en nous intéressant à la base obtenue
par dualité à partir des mots de Lyndon et montré que celle-ci ne satisfait pas
les conditions requises pour l’écriture de la factorisation dans la forme qui nous
intéresse.
10 Lien avec les algèbres de Hopf combinatoires -
Perspectives
10.1 Noyaux reproducteurs
La dernière partie de ce travail s’intègre dans un cadre plus général et très étudié
actuellement : les algèbres de Hopf combinatoires. Le lien se fait via la notion de noyau
reproducteur comme nous le présentons dans ce qui suit.
Replaçons-nous dans le cadre général de deux espaces V et V ∗ liés par une forme bi-
linéaire positive 〈·|·〉 (la positivité permettant d’assurer qu’elle n’est pas dégénérée) :
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〈·|·〉 : V ∗ ⊗ V → R. Si B est une base de V , il existe (sous certaines conditions que
nous ne précisons pas ici : par exemple, V est gradué en dimension finie) une famille B∗
d’éléments de V ∗ telle que pour tout b ∈ B, il existe un unique élément b∗ ∈ B∗ vérifiant
〈b∗|b′〉 = δb′ b =
{
1 si b′ = b
0 sinon.
Dans ce cas, on peut définir la série formelle suivante (la notation adoptée fait volon-
tairement référence à celle utilisée pour les autres noyaux reproducteurs considérés ; c.f.
(44)) :
K〈·|·〉 =
∑
b∈B
b∗ ⊗ b. (325)
La résolution de l’identité
∑
w∈X∗
w⊗w que nous avons longuement considérée entre dans
ce cadre (à condition d’identifier chaque mot, à gauche du produit tensoriel, avec son
dual, la forme linéaire w∗ : v 7→ δw v).
Pourquoi avoir mentionné la structure de noyau reproducteur ? Lorsqu’il est possible
d’identifier V et V ∗, la forme bilinéaire considérée devient (à nouveau, sous certaines
conditions) un produit scalaire sur l’espace vectoriel V et si l’on note C la base duale
(la famille duale définie précédemment devient une base duale dans ces conditions) de
B,
K〈·|·〉 =
∑
b∈B
cb ⊗ b (326)
où cb ∈ C est défini par 〈cb|b′〉 = δb b′ . Munissons maintenant V (c’est en fait V ∗ que
nous équipons, mais l’identification de V et V ∗ rend cette distinction invisible) d’un
produit (avec élément neutre 1V vérifiant 〈1V |1V 〉 = 1). Le produit scalaire peut être
étendu en une forme bilinéaire de V ⊗ V dans V telle que
〈P1 ⊗Q1|P2 ⊗Q2〉 = P1P2〈Q1|Q2〉, ∀P1, P2, Q1, Q2 ∈ V. (327)
Dans ce cas,
〈K〈·|·〉|1⊗ cb〉 = cb, ∀b ∈ B. (328)
Enfin, puisque C est une base de V , on trouve que, pour tout P ∈ V ,
〈K〈·|·〉|1⊗ P 〉 = P, (329)
ce qui est la propriété principale des noyaux reproducteurs.
10.2 Algèbres de Hopf combinatoires
Ce mécanisme des noyaux reproducteurs est présent dans de nombreux cas d’algèbres
de Hopf graduées. Mentionnons à nouveau l’exemple, présenté plus haut, des fonctions
symétriques et du noyau de Cauchy où
K〈·|·〉 =
∑
λ
mλ ⊗ hλ =
∑
λ
sλ ⊗ sλ. (330)
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Dans ce cas, l’algèbre est isomorphe à son dual et les deux peuvent être identifiées. Le
produit scalaire est défini par 〈pλ|pµ〉 = zλδλ,µ (voir (52) pour la définition de zλ) pour
toutes partitions λ, µ. En fait, il est plus clair d’utiliser des alphabets différents :
K〈·|·〉 =
∑
λ
sλ(X)sλ(Y ) = K〈·|·〉(X, Y ), (331)
ce qui ne change rien à la structure d’espace vectoriel mais rend possible l’utilisation des
spécialisations d’alphabets (aussi appelés alphabets virtuels) ainsi que des opérations sur
les λ-anneaux. Nous avons aussi mentionné le cas des fonctions symétriques considérées
avec le produit scalaire déformé (51). Celui-ci fait intervenir les polynômes de Jack
comme bases orthogonales :
K〈·|·〉α =
∑
λ
P
(α)
λ (X)Q
(α)
λ (Y ) (332)
(les polynômes Qλ sont déduits des Pλ par multiplication par une constante ; c.f. ce qu’il
en est pour les polynômes de Macdonald 56). On montre, en utilisant les opérations de
λ-anneaux, que K〈·|·〉α s’écrit en fonction de K〈·|·〉 :
K〈·|·〉α = K〈·|·〉(αX, Y ) = K〈·|·〉(X,αY ) = K〈·|·〉(X, Y )
α. (333)
Si une définition très précise de ces objets fait défaut, les algèbres de Hopf combina-
toires ([LR11]) apparaissent beaucoup dans la littérature. Elles obéissent aux règles de
construction que nous venons d’évoquer : une algèbre A et son algèbre duale B (sans
que les deux soient nécessairement isomorphes en tant qu’algèbres) graduées de la même
façon sur N de sorte que la composante homogène An ait pour dual la composante ho-
mogène Bn ; une forme bilinéaire 〈·|·〉 ; un produit et un coproduit sur A et leurs lois
duales sur B.
10.3 Des ”incarnations“ nombreuses et variées
Les articles suivants présentent différentes algèbres dont les structures rappellent ce
qui se produit dans le cas des fonctions symétriques :
– fonctions quasi-symétriques ou symétriques non-commutatives [GKL+95, KLT97,
DKKT97, KT97, KT99, Duc02, Duc11, DKLT96] ;
– fonctions de parking [NT07a] ;
– arbres et permutations [HNT05]...
Ces structures sont aussi liées à la physique combinatoire : [DLPT, DLN+11].
Dans beaucoup d’algèbres de Hopf étudiées, le schéma liant les produits de conca-
ténation et de mélange, central dans la théorie de l’algèbre libre, réapparaît sous des
formes très proches :
– fonctions de parking [NT07b] ;
– graphes [NTT04] ;
– arbres [Hiv05] ;
– diagrammes de Feynmann (algèbres DIAG et LDIAG et leurs déformations)
[DBH+10] ;
– fonctions symétriques sur les mots WSym [RS06] ou quasi-symétriques sur les mots
[NPT11].
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10.4 Perspectives
Le cas des fonctions symétriques sur les mots est particulièrement intéressant et
nous nous proposons d’étudier, à l’avenir, le lien entre l’algèbre WSym et le théorème
de Polyà. Entre autres choses, il sera intéressant de se pencher sur la notion d’alphabet
virtuel pour cette algèbre.
Par ailleurs, comme nous l’avons déjà mentionné, il est important de se demander
si les travaux menés avec le produit de mélange  dans le cas de l’algèbre libre se
généralisent à ses déformations [DFLL01].
Enfin, les possibilités ouvertes par l’utilisation des outils numériques incitent à conti-
nuer le travail de développement commencé pour ces travaux et qui nous a permis d’étu-
dier à fond certains exemples.
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11 Quelques remarques sur l’algorithme de Gosper et
la méthode Zeilberger
Nous revenons dans cette section sur ces deux outils que nous avons utilisés plus
haut. Pour davantage de détails, voir, par exemple, [PWZ96].
Étant donné un terme hypergéométrique tn (c’est-à-dire tel que
tn+1
tn
est une fraction
rationnelle en n, ∀n ∈ N), l’algorithme de Gosper permet de déterminer s’il existe un
terme hypergéométrique zn tel quel
zn+1 − zn = tn (334)
et renvoie zn dans les cas où ce terme existe.
Cette méthode est utile dans le cas des sommes de la forme
Sn =
n−1∑
k=0
tk (335)
où tk est un terme hypergéométrique. En effet, nous avons alors Sn+1 − Sn = tn. L’al-
gorithme nous permet de savoir s’il existe une forme close pour la somme et d’accéder
à cette forme close lorsqu’elle existe (si zn est cette forme close, alors Sn = zn + cte).
De plus, dans le cas où la réponse est négative, l’algorithme assure qu’il n’y a pas de
solution hypergéométrique.
La méthode de Zeilberger consiste à former des paires de Wilf-Zeilberger. On appelle
paire de Wilf-Zeilberger une paire de fonctions (F (n, k), G(n, k)) satisfaisant la condition
suivante :
F (n+ 1, k)− F (n, k) = G(n, k + 1)−G(n, k), ∀n, k ∈ N. (336)
Nous utilisons ici la présentation de [Tef04] pour illustrer l’intérêt de ces paires.
Supposons que l’on désire prouver une égalité de la forme∑
k
f(n, k) = r(n), n ≤ n0 ∈ N. (337)
Supposons aussi que r(n) 6= 0 ; divisons alors par r(n) :∑
k
F (n, k) = 1, F (n, k) =
f(n, k)
r(n)
. (338)
Notons S(n) :=
∑
k
F (n, k). Pour montrer que S(n) = 1 pour tout n ≥ n0, il suffit de
montrer que S(n+ 1)−S(n) = 0 pour tout n ≥ n0 avec S(n0) = 1. Si l’on dispose d’une
”bonne“ fonction G(n, k) telle que
F (n+ 1, k)− F (n, k) = G(n, k + 1)−G(n, k), (339)
alors, avec de bonnes hypothèses, S(n + 1) − S(n) = 0 puisque la somme sur k du
membre de droite est télescopique.
Wilf et Zeilberger ont montré que si une telle fonction G existe, elle est de la forme
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G(n, k) = R(n, k)F (n, k) où R(n, k) est une fonction rationnelle de n et de k. Dans la
plupart des cas où r(n) n’est pas ”pathologique“, G(n, k) existe et peut être trouvée,
lorsqu’elle existe, grâce à l’utilisation de l’algorithme de Gosper. En effet, nous pouvons
appliquer ce dernier à D(n,k) = F (n+ 1,k)−F (n,k) (ici, k est en gras pour souligner
que c’est sur cette variable que porte le raisonnement) ; lorsque c’est possible, nous
obtenons une fonction G(n,k) telle que D(n,k) = G(n,k + 1) − G(n,k), ce que l’on
cherche.
12 Fonctions hypergéométriques
Une série hypergéométrique H est une série dont le terme général ck est un terme
hypergéométrique suivant la définition donnée dans la section 11 :
ck+1
ck
=
P (k)
Q(k)
où P
et Q sont des polynômes. Numérateur et dénominateur de ck peuvent être écrits comme
des produits de facteurs linéaires de la forme aj + k et bj + k où les ai et les bj sont des
complexes. On peut, sans perdre de généralité, supposer que parmi les bj + k figure le
facteur 1 + k. Nous obtenons alors que
ck + 1
ck
=
c(a1 + n) . . . (ap + n)
d(b1 + n) . . . (bq + n)(1 + n)
(340)
où c et d sont respectivement les coefficients dominants du numérateur et du dénomi-
nateur. Des manipulations simples permettent d’écrire que
H(z) = 1 +
a1 . . . ap
b1 . . . bq
cz
d
+
a1 . . . ap
b1 . . . bq
(a1 + 1) . . . (ap + 1
(b1 + 1) . . . (bq + 1)2
(cz
d
)2
+ . . . (341)
série dont la notation standard est
pFq
(
a1, . . . , ap
b1, . . . , bq
; z
)
. (342)
13 Propriétés analytiques
13.1 Théorème de Carlson
Nous présentons ici le théorème qui nous est nécessaire pour prolonger à c ∈ C les
simplifications de l’équation (60).
Théorème 13.1 Carlson [Car14] Soit f une fonction sur C vérifiant les conditions
suivantes :
i) f est entière et de type exponentiel sur C, c’est à dire qu’il existe t > 0 et K > 0
tels que |f(z)| ≤ K expt|z| pour tout z ;
ii) il existe c < pi réel tel que, pour y réel, on ait |f(iy)| < ec|y| ;
iii) f est nulle sur les entiers naturels.
Alors f est identiquement nulle.
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En fait, il est possible de relaxer la première condition : on peut montrer qu’il suffit
que f soit analytique pour <(z) > 0, continue pour <(z) ≥ 0 et qu’il existe t > 0 et
K > 0 tels que
|f(z)| ≤ K expt|z| pour <(z) ≥ 0. (343)
13.2 Classification des singularités
Définition 13.2 Si z0 est un point d’un ouvert U de C et f une fonction holomorphe
( i.e. définie et dérivable en tout point) de U\ {z0} dans C, deux cas se présentent :
– ou bien il existe g : U → C holomorphe sur tout U et ne s’annulant pas en z0 et
un entier relatif n tels que, ∀z ∈ U\ {z0},
f(z) =
g(z)
(z − z0)n ; (344)
n est alors unique et on dit que c’est l’ordre de f en z0 (si n > 0, z0 est un zéro
d’ordre n, si n < 0, z0 est un pôle d’ordre |n|).
– ou bien il est impossible d’écrire f sous la forme précédente ; on dit alors que f
admet en z0 une singularité essentielle.
Exemple 13.3 La fonction z 7→ exp(1
z
) admet une singularité essentielle en 0.
13.3 Ensembles fermés de points isolés
Définition 13.4 Soit x un point d’un ensemble S. On dit que x est un point isolé s’il
existe un voisinage V de x ne contenant aucun autre point de S : S ∩ V = ∅.
Un ensemble de points isolés n’est pas nécessairement fermé. Par exemple, l’ensemble
F =
{
1
n
, n ∈ N+
}
n’est pas fermé alors que ses points sont isolés (pour tout n ∈ N+,
un rayon convenable pour une boule ”isolant“ le point
1
n
est
∣∣∣ 1
n
− 1
n− 1
∣∣∣ = 1
n2 − n).
+
0
+
1
+
1
3
+
1
4
+
1
5
L’union de deux ensembles de points isolés n’est pas nécessairement constituée de
points isolés. Ainsi, avec l’ensemble F défini ci-dessus et G =
{
1− 1
n
, n ∈ N+
}
, 0 n’est
pas isolé dans F ∪G.
Lemme 13.5 Soit F1, F2 deux ensembles fermés de points isolés inclus dans un ouvert
Ω. Alors
i) F1 ∪ F2 est un ensemble fermé de points isolés ;
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ii) si Ω est connexe, Ω\F1 est connexe.
Preuve :
i) F1 ∪ F2 est fermé parce que F1 et F2 le sont. Soit z ∈ F1 ∪ F2. Si z ∈ F1 mais
z /∈ F2,
– ∃ρ1 > 0, Bρ1(z) ∩ F1 = {z} ;
– ∃ρ2 > 0, Bρ2(z) ∩ F2 = ∅.
Alors ρ = inf(ρ1, ρ2) est un rayon adapté. Le même argument est valable dans le
cas où z ∈ F2 mais z /∈ F1. Enfin, si z ∈ F1 ∩ F2,
– ∃ρ1 > 0, Bρ1(z) ∩ F1 = {z} ;
– ∃ρ2 > 0, Bρ2(z) ∩ F2 = {z}.
et ρ = inf(ρ1, ρ2) convient.
ii) Supposons maintenant que Ω est connexe. Puisque Ω est un ouvert connexe de
C, qui est lui-même un espace vectoriel normé localement connexe par arcs, Ω est
localement connexe par arcs, donc Ω est connexe par arc. Prouvons que Ω\F est
connexe par arcs.
Soit z1, z2 ∈ Ω\F . Si γ(t) = z1t + z2(1 − t), t ∈ [0, 1] est un chemin de Ω\F , le
résultat suit. Si ce n’est pas le cas, l’ensemble Γ∩F , où Γ = {γ(t)}t∈[0,1] est l’orbite
de γ, est fini. Notons, premièrement, que c’est un compact. À chaque x ∈ Γ ∩ F ,
associons le disque ouvert Ux = Bρx(x) tel que
Ux ∩ F = {x} . (345)
(c’est toujours possible puisque les points de F sont isolés). Par construction,
(Γ ∩ F ) ⊂
⋃
x∈F
Ux. La compacité de Γ ∩ F implique qu’il existe une suite finie
{x1, . . . , xm} ⊂ F telle que
(Γ ∩ F ) ⊂
m⋃
j=1
Uxj . (346)
Maintenant, si x ∈ Γ ∩ F , nécessairement x ∈ Uxj pour un certain j ∈ {1, . . . ,m}
et, du fait de (345), x = xj, d’où le fait que Γ ∩ F est fini.
Nous pouvons donc désigner par f1, . . . , fk les points de Γ∩ F . Puisque les points
de F sont isolés, il est possible de déformer γ en chaque fi de sorte que γ contourne
fi par un demi-cercle qui ne coupe pas F (il suffit de choisir un demi-cercle de
rayon ρ′ ≤ ρi pour tout fi - voir Fig. 7).
+
γ
fi
ρi
ρ′
Figure 7 – Déformation de γ.
Grâce à cette méthode, nous obtenons un chemin reliant z1 à z2 et évitant les
points de F . Par conséquent, Ω\F est connexe par arcs et donc connexe.

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14 Différence entre filtre et base de filtre
Nous utilisons de manière récurrente, dans la construction des corps de germes, la
notion de base de filtre (6.1). Nous donnons ici quelques rappels concernant les filtres, que
l’on rencontre plus fréquemment, et leur rapport avec les bases de filtre. Pour davantage
de précision, voir [Bou71], p36-38.
Définition 14.1 Soit X un ensemble. On appelle filtre sur X toute partie F de P(X)
telle que :
i) F est non vide ;
ii) ∅ /∈ F ;
iii) toute partie P de X telle que ∃f ∈ F , f ⊂ P , est elle-même un élément de F
(P ∈ F ) ;
iv) l’intersection de deux parties de X qui sont dans F est aussi dans F .
La notion de base de filtre intervient lorsque l’on cherche à savoir à quelle(s) condi-
tion(s) une famille de parties de X est contenue dans un filtre.
Si B ⊂ P(X) est un ensemble de parties de X, définissons σ′ comme l’ensemble
des intersections finies d’éléments de B et σ′′ comme l’ensemble des parties de X qui
contiennent un élément de σ′ (i.e. l’ensemble des parties de X qui contiennent une
intersection finie d’éléments de B).
Alors σ′′ est un filtre si et seulement si aucune des intersections finies d’élements de
B n’est vide, i.e. si et seulement si ∅ 6⊂ σ′. Si cette condition est vérifiée, on appelle σ′′
le filtre engendré par B et on dit que B est un système générateur de σ′′.
Cependant, si B engendre le filtre F sur X, F n’est pas nécessairement l’ensemble
des parties de X qui contiennent un élément de B. C’est le cas si et seulement si B
satisfait les conditions suivantes :
– l’intersection de deux éléments de B contient un élément de B ;
– B n’est pas vide et la partie vide de X n’appartient pas à B.
On dit alors que B est une base du filtre qu’il engendre.
La raison pour laquelle nous utilisons des bases de filtre et non des filtres est la
suivante : la condition iii) de la définition d’un filtre (toute sur-partie d’un élément
d’un filtre est elle-même un élément du filtre) rend impossible la construction d’un filtre
d’ouverts comme le montre l’exemple suivant. Or c’est précisément d’ensemble d’ouverts
que nous avons besoin pour nos familles de fonctions.
Exemple 14.2 Si z0 ∈ C, nous définissons la base de filtre suivante :
Bz0 = {X ouvert de C, ∃r > 0, Br(z0)\ {z0} ⊂ X} . (347)
Bz0 n’est pas un filtre. En effet, il est facile de trouver des parties de C contenant un
élément de Bz0 mais qui, n’étant pas ouvertes, ne font pas partie de Bz0.
100 Remarques sur le monoïde partiellement commutatif libre
15 Remarques sur le monoïde partiellement commu-
tatif libre
Nous revenons dans cette section sur l’existence d’un isomorphisme entre k〈X, θ〉 et
k[M(X, θ)].
Un alphabet à commutations est un ensemble X muni d’une relation θ symétrique et
irréflexive (si x ∈ X, (x, x) /∈ θ). Soit (X, θX) et (Y, θY ) deux alphabets à commutations
et f : X → Y une application (ensembliste). On dit que f respecte les commutations
si, pour tous x, y ∈ X tels que (x, y) ∈ θX , on a soit f(x) = f(y), soit (f(x), f(y)) ∈ θY .
Les alphabets à commutations forment avec les fonctions respectant les commutations
une catégorie.
Introduisons les notations suivantes :
1. Lemonoïde partiellement commutatif libre M(X, θ) sur l’alphabet à commutations
(X, θ) et jMon(X,θ) : (X, θ)→M(X, θ) l’injection canonique (qui identifie un élément
de X avec un élément de M(X, θ) de longueur 8 1). Rappelons qu’il est défini par
générateurs et relations par
M(X, θ) = 〈X, {(xy, yx)}(x,y)∈θ〉Mon. (348)
2. L’algèbre k[M ] d’un monoïde M et jAlgM : M → k[M ] l’injection canonique (qui
envoie x ∈M sur sa masse de Dirac).
3. L’algèbre partiellement commutative libre k〈X, θ〉, libre sur l’alphabet à commu-
tation (X, θ) et jAlg(X,θ) : (X, θ)→ k〈X, θ〉 l’injection canonique (qui envoie x sur sa
masse de Dirac). Elle respecte les commutations : soit x, y ∈ X tels que (x, y) ∈ θ ;
alors
jAlg(X,θ)(x)j
Alg
(X,θ)(y) = j
Alg
(X,θ)(y)j
Alg
(X,θ)(x). (349)
Nous voulons montrer que k〈X, θ〉 ∼= k[M(X, θ)] (en tant qu’algèbres).
Puisque k〈X, θ〉, en plus d’être une algèbre, est un monoïde (pour la multiplication),
l’application jAlg(X,θ) : (X, θ) → k〈X, θ〉, qui respecte les commutations, se prolonge de
façon unique (puisque M(X, θ) est libre sur (X, θ)) en un homomorphisme de monoïdes
ĵAlg(X,θ) : M(X, θ)→ k〈X, θ〉 (respectant les commutations) tel que
ĵAlg(X,θ) ◦ jMon(X,θ) = jAlg(X,θ).
Maintenant, puisque k[M(X, θ)] est libre sur le monoïde M(X, θ) et que ĵAlg(X,θ) est un
homomorphisme de monoïdes, la liberté de k[M(X, θ)] surM(X, θ) implique qu’il existe
un unique homomorphisme d’algèbres φ : k[M(X, θ)]→ k〈X, θ〉 tel que
φ ◦ jAlgM(X,θ) = ĵAlg(X,θ).
Par ailleurs, jAlgM(X,θ) ◦ jMon(X,θ) : (X, θ) → k[M(X, θ)] est une application respectant
les commutations. Il existe donc un unique homomorphisme d’algèbres ψ : k〈X, θ〉 →
k[M(X, θ)] tel que
ψ ◦ jAlg(X,θ) = jAlgM(X,θ) ◦ jMon(X,θ)
8. La longueur est bien définie car la relation définissant M(X, θ) est multihomogène.
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car k〈X, θ〉 est libre sur (X, θ).
Il reste à montrer que φ ◦ ψ = Idk〈X,θ〉 et ψ ◦ φ = Idk[M(X,θ)].
D’une part,
φ ◦ ψ ◦ jAlg(X,θ) = φ ◦ jAlgM(X,θ) ◦ jMon(X,θ) = ĵAlg(X,θ) ◦ jMon(X,θ) = jAlg(X,θ).
Or on a aussi Idk〈X,θ〉 ◦ jAlg(X,θ) = jAlg(X,θ). Par la propriété universelle de k〈X, θ〉, il n’existe
qu’un seul homomorphisme d’algèbres vérifiant ces égalités, de sorte que
φ ◦ ψ = Idk〈X,θ〉.
D’autre part,
ψ ◦ φ ◦ jAlgM(X,θ) = ψ ◦ ĵAlg(X,θ),
puis
ψ ◦ φ ◦ jAlgM(X,θ) ◦ jMon(X,θ) = φ ◦ ĵAlg(X,θ) ◦ jMon(X,θ)
= ψ ◦ jAlg(X,θ)
= jAlgM(X,θ) ◦ jMon(X,θ).
On en déduit que
ψ ◦ φ ◦ jAlgM(X,θ) = Id(X,θ)
et enfin que
ψ ◦ φ = Idk[M(X,θ)]
(par les propriétés universelles). 
16 Remarques sur la dualisation
Nous revenons dans cette section sur une construction utilisée à plusieurs reprises
dans les paragraphes précédents, celle d’une base duale dans le cas de l’algèbre libre.
Commençons par rappeler la définition d’une algèbreM -graduée. Soit A une algèbre
associative sur k et M un monoïde additif. On dit que A est M -graduée si elle se
décompose, en tant qu’espace vectoriel, de la façon suivante :
A =
⊕
m∈M
Am (350)
avecAmAm′ ⊆ Am+m′ pour tousm, m′ ∈M . LesAm,m ∈M , sont appelés composantes
homogènes de A. De plus, on dit que A est graduée en dimension finie si chacun des
Am, m ∈M , est un espace vectoriel de dimension finie.
L’algèbre libre peut être graduée de différentes façons qui utilisent chacune une
fonction de poids φ : X∗ → M , définie sur les mots et engendrant les composantes
homogènes suivantes :
(k〈X〉)m = span {w ∈ X∗, φ(w) = m} , m ∈M. (351)
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Un premier exemple de graduation est donné par la longueur des mots : M est alors
le monoïde (N,+) et la fonction de poids φ1(w) = |w|, ∀w ∈ X∗. Cette graduation
n’est cependant pas satisfaisante car les composantes homogènes auxquelles elle donne
naissance ((k〈X〉)` = {ensemble des mots de longueur `}) ne sont pas de dimension
finie. En effet, dans le cas où l’alphabet est infini, il existe un nombre infini de mots de
longueur donnée.
C’est pour cette raison que nous introduisons une seconde graduation : on considère
alors le monoïde des multiindices (N(X),+) (monoïde des fonctions à support fini de X
dans N) et la fonction de poids est donnée par
φ2 :
{
X → N(X)
xi 7→ ei = (0, . . . , 0, 1, 0, . . . ), (352)
étendue comme morphisme de monoïdes aux mots de sorte que φ2(w) = multideg(w) est
le multidegré de w, c’est-à-dire le nombre d’occurrences de chaque lettre de l’alphabet
considéré dans w. Par exemple, si X = {a, b, c} et w = abbcab, multideg(w) = (2, 3, 1).
Même dans le cas d’un alphabet infini, les composantes (multi)-homogènes k〈X〉α =
{ ensemble des mots de multidegré α}, α ∈ N(I), sont de dimension finie. On dit que
k〈X〉 est graduée en dimension finie par la multihomogénéité. C’est cette graduation
que nous avons utilisée.
On appelle famille multihomogène de k〈X〉 une famille (Bw)w∈X∗ telle que ∀w ∈ X∗,
multideg(w) = α :
Bw ∈ (k〈X〉)α . (353)
Il est toujours possible, lorsque l’on considère une base (Bw)w∈X∗ de l’algèbre libre
de construire une famille duale (Dw)w∈X∗ , définie par 〈Du|Bv〉, ∀u, v ∈ X∗. A priori,
cette famille est une famille de séries (rappelons que (k〈X〉)∗ = k〈〈X〉〉).
Cependant, lorsque la famille (Bw)w∈X∗ est multihomogène, la famille duale est une
famille de polynômes qui forment une base de k〈X〉. On peut alors construire les Dw
comme suit : pour chaque multidegré α ∈ N(X), on construit la matriceM des coefficients
des Bw, w ∈ Xα sur les mots :
Muv = 〈Bu|v〉. (354)
La matrice des coefficients des Dw, w ∈ Xα sur les mots, est donnée par (tM)−1 :
〈Du|v〉 =
(
tM
)−1
vu
. (355)
Il est facile de voir que M est inversible en tant que matrice de changement de bases.
Le processus de dualisation conserve les propriétés de multihomogénéité et de trian-
gularité (à ceci près que la base duale d’une base triangulaire inférieure est triangulaire
supérieure).
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Intégrales Itérées
en Physique Combinatoire
Résumé
Nous présentons différents résultats liés par les outils et les structures qu’ils font intervenir
(intégrales itérées, produits de mélange).
Dans la première partie, nous considérons le calcul de certaines intégrales de type Selberg et leurs
limites lorsque le nombre de variables tend vers l’infini. Dans le cas général, on montre que le
résultat s’exprime comme un produit dont le nombre de facteurs ne dépend pas du nombre de
variables (sous certaines conditions). Si la puissance du déterminant de Vandermonde vaut 2, il
est possible de calculer la limite de ces intégrales lorsque le nombre de variables tend vers l’infini
à l’aide d’opérateurs liés à l’interpolation de Newton.
Dans la seconde partie, nous étudions les propriétés de dépendance linéaire de familles de fonc-
tions obtenues par intégrales itérées et donnons un critère qui permet d’assurer l’indépendance
linéaire d’une famille infinie de fonctions à partir de l’étude des relations entre les fonctions obte-
nues par intégrales simples. Nous montrons comment construire effectivement les corps de germes
de fonctions analytiques nécessaires et en donnons quelques exemples qui permettent d’étendre
les résultats connus sur les hyperlogarithmes.
Ensuite, nous étudions certaines bases de l’algèbre libre dans le but d’appliquer la factorisation de
Schützenberger. Nous rappelons quelques résultats classiques, puis nous intéressons à la famille
obtenue à partir des mots de Lyndon. Celle-ci ne permet pas d’écrire la factorisation qui nous
intéresse mais nous précisons les caractéristiques de sa famille duale. Enfin, nous donnons un
critère relatif à deux familles en dualité assurant que l’on peut écrire cette factorisation.
Mots-clefs : Combinatoire algébrique, Intégrales itérées, Intégrale de Selberg, Produits de mé-
lange, Théorème de Cartier-Milnor-Moore, Bases de Poincaré-Birkhoff-Witt.
Iterated Integrals in Combinatorial Physics
Abstract
We present several results linked by the tools and by the underlying structures we use (it-
erated integrals, shuﬄe products). In the first part, we are interested in the computation of
integrals of Selberg type and in their asymptotics when the number of variables tends to infinity.
In the general case, we show that the result can be expressed as a product whose number of
factors does not depend on the number of variables (under certain conditions). If the power of
the Vandermonde determinant equals 2, the limit of the integral when the number of variables
tends to infinity can be computed with operators related to Newton’s interpolation.
The second part has two sections which are related to special functions called hyperlogarithms.
We start with the question of the linear independence of a family of functions obtained by iterated
integrals and give a criterion that links the properties of the whole family to the behavior of the
functions obtained by simple integrals. We show how to construct the required fields of germs of
analytic functions which play an important role. Several examples allow us to extend the known
results.
Then we come back to the free algebra and the properties of dual families, our main interest being
Schützenberger’s factorisation. We recall some classical results in the partially commutative case ;
then we consider the family obtained by dualisation from the Lyndon words. It is not possible to
write the factorisation for these dual families but we make precise the nature of the elements of
the family obtained by duality. Finally, we present a criterion that gives a condition on the dual
families for the factorisation to hold.
Keywords : Algebraic combinatorics, Iterated integrals, Selberg integral, Shuﬄe products,
Cartier-Milnor-Moore Theorem, Poincaré-Birkhoff-Witt bases.
