Abstract. The heating of plane solid targets by the Vulcan petawatt laser at powers of 0.32-0.73 PW and intensities of up to 4 × 10 20 W cm −2 has been diagnosed with a temporal resolution of 17 ps and a spatial resolution of 30 µm, by measuring optical emission from the opposite side of the target to the laser with a streak camera. Second harmonic emission was filtered out and the target viewed at an angle to eliminate optical transition radiation. Spatial resolution was obtained by imaging the emission onto a bundle of fibre optics, arranged into a one-dimensional array at the camera entrance. The results show that a region 160 µm in diameter can be heated to a temperature of ∼10 7 K (kT /e ∼ keV) in solid targets from 10 to 20 µm thick and that this temperature is maintained for at least 20 ps, confirming the utility of PW lasers in the study of high energy density physics. Hybrid code modelling shows that magnetic field generation prevents increased target heating by electron refluxing above a certain target thickness and that the absorption of laser energy into electrons entering the solid target was between 15-30%, and tends to increase with laser energy.
Introduction
Lasers can now achieve petawatt powers (10 15 W) and can be focused to spots a few microns (10 −6 m) across, making them unique tools for the study of high energy density physics [1] . Conditions comparable to those in stars, supernova remnants and other astrophysical objects can now be achieved in the laboratory and it is hoped to use such lasers to achieve nuclear fusion [2, 3] .
The problem is that the necessarily small volumes and times involved make such experiments very difficult to diagnose, and being able to achieve something is of no interest if you cannot measure it.
Numerous measurements of the heating of plane solid targets by lasers with powers in the TW (10 12 W) range have been reported [4, 5] , but relatively few results are available for 3 powers approaching a PW [6] - [10] , and all of these measurements are either integrated in time or space, or both. Not only that, the exact nature of the temporal and spatial integration of the diagnostics is not clearly defined, being determined by the interval where the temperature was within the detectable range, which inevitably has lower and upper values, and the sensitivity of the particular diagnostic to temperature, which is rarely linear.
Temperatures approaching 60 MK, or 5 keV in terms of kT /e (1 eV = 11 400 K), have been inferred from two separate measurements of line emission from the front (laser side) of solid targets in experiments on the Vulcan petawatt laser [6, 7] , using powers of up to 0.5 PW and peak intensities of up to 4 × 10 20 W cm −2 . These measurements were spatially and temporally integrated, but by the use of layered targets it was found that the temperature fell to much lower values over a distance of less than 1 µm. Such a high temperature over such a thin region could only be maintained for the laser pulse duration of ∼1 ps (10 −12 s). The most detailed study of the temperatures achieved within plane, solid targets at powers close to a PW is that of Evans et al [8] . These results come from an earlier experiment on the Vulcan petawatt laser, which achieved a maximum power of 0.38 PW (300 J in 0.8 ps), focused to a 10 µm full width at half maximum (FWHM) spot to give an intensity of up to 10 20 W cm −2 . They measured the H-and He-like lines emitted from 0.2 µm thick Al layers covered with 4-54 µm of plastic (CH) on the front and 4 µm on the rear. The spectra were spatially integrated and temporally resolved, with a resolution of 14 ps. They found that the emission lasted from 20-50 ps, depending on target thickness. The highest temperature they inferred at solid density was kT /e = 0.6-0.75 keV (6.84-8.55 MK) for an 8.2 µm thick front layer. For the 4 µm thick front layer, they obtained kT /e = 0.6-0.7 keV at roughly half solid density, which must have been the result of expansion of the target caused by the laser pre-pulse.
Temperatures of the order of 10 MK (keV) at solid density have been obtained over an extended, more accessible region by using thin wires instead of foils [11, 12] . A temperature of kT /e = 2-4 keV (22.8-45.6 MK) has been inferred for a 5 µm diameter carbon wire attached to a gold cone with a 30 µm diameter tip [11] irradiated by a laser pulse with a power of 0.23-0.3 PW (180 J in 0.6-0.8 ps). Measurements of the plasma expansion around the wire were compared with hydrodynamic modelling of the expansion of an infinitely long cylinder with initially uniform temperature and density, so it indicates the maximum temperature that was achieved. However, subsequent modelling and experiments have shown that the heating in such targets is concentrated in a thin surface layer [12] .
Here, we present the first practically direct measurements of the heating of large area, plane solid targets at powers of 0.32-0.73 PW with well-defined spatial and temporal resolutions.
Experimental methods
The experiments were carried out on the Vulcan petawatt laser [13] . The laser parameters used are given in table 1. P-polarization and an angle of incidence of 40
• to the target normal were used. The laser has a pre-pulse with a peak intensity 4 × 10 −8 times the peak intensity of the main pulse. A more detailed description of the pre-pulse characteristics is given in [14, 15] .
The composition and thickness of the targets used are given in table 1. They were 2 mm wide and 7 mm long strips with the bottom 5 mm attached to a mounting stalk, except for the Mo(1)Ni(0.5)Mo(2.5)V(1) targets, which were 0.4 × 0.4 mm 2 squares. Optical emission from the rear surface of the targets was measured using a high speed sampling camera (HISAC) [16] , which consists of a fibre optic bundle coupled to an optical streak camera, as illustrated in figure 1 . At the entrance slit the fibres are arranged in a onedimensional array, which can be reconstructed to provide a two-dimensional, time-resolved image. The spatial resolution was limited to 30 µm by the diameter and the number of the fibres. The temporal resolution was limited to 17 ps, half width at half maximum (HWHM), by the dispersion introduced by the diameter and length of the fibres and by the streak camera sweep 5 speed of 2 ns per 512 pixels. On the shot with the V(12)Ni(5) target a slower sweep speed of 5 ns per 512 pixels was used. The wavelength range of 350-650 nm was limited by the photocathode sensitivity of the streak camera and by the filters used. Optical transition radiation (OTR), which is produced when electrons accelerated into the target by the laser ('fast electrons') cross the rear surface, was excluded from the detector by the use of dichroic filters, with a transmission of 10 −5 at 527 nm and a notch bandwidth of 75 nm FWHM, since OTR has been found to peak at the second harmonic with a bandwidth of 20-40 nm FWHM [17] , and by placing HISAC at 48
• or 60
• to the laser axis and at 8
• or 20
• to the target normal, since OTR is emitted in the direction of the fast electrons [18] , which tend to be accelerated either along the laser axis or the target normal. In this manner, HISAC measured predominantly thermal optical emission from the rear surface. The intensity of thermal optical emission is, to a good approximation, directly proportional to the temperature (strictly speaking, the radiation temperature) for kT /e > 10 eV.
HISAC was not absolutely calibrated, due to the difficulty of obtaining a sufficiently bright, well-characterized source, so the intensities were converted to temperatures by comparison with the fitting of H-and He-like Al lines measured on the shot with the CH(4)Al(0.2)CH(4) target. The fitting was carried out using a time-dependent, collisional-radiative atomic physics model that included opacity, Stark broadening and instrument resolution effects [19] , giving the temperature of the Al layer to be 0.79 ± 0.05 keV, at solid density. Thermal conduction was calculated to equilibrate the temperature throughout the target in a few ps, which is well within HISAC's temporal resolution, so this should correspond closely to the peak rear surface temperature. Values for the other targets were calculated by scaling this result according to the ratio of the peak intensities, calculated from the mean of the 63 pixels (9 in the temporal direction, 7 in the spatial direction) that correspond to a single fibre optic, including the standard error. The peak intensity was saturated in some shots, so it was estimated by fitting the non-saturated part of the spatial image with a Gaussian, since this was found to give a good fit to the peaks obtained in the other shots, resulting in larger errors. The emission intensity for the Al(1)Cu(5)Al(50) target, which had the weakest signal, showed several peaks, which were used to obtain upper and lower values. Measurements of V line emission from the Mo(1)Ni(0.5)Mo(2.5)V(1) targets indicated that the rear surface temperature was below 0.4 keV [7] , which is consistent with this temperature calibration.
Results and discussion
HISAC provides a vast amount of data, here we will concentrate on the peak rear surface temperatures and their dependence on the target thickness and areal density (ρ R as it is referred to in inertial fusion), given in table 1. However, before considering these results we will look at some sample spatial images and temporal profiles, given in figure 2, for the thinnest and thickest targets used.
The FWHM of the emission intensity is approximately 160 µm in each case, although it is slightly greater for the Mo(1)Ni(0.5)Mo(2.5)V(1) target, as illustrated by the line-outs given in figure 2. Similar results were obtained for the other shots, with the FWHM falling slightly with increasing target thickness. Both the magnitude of the FWHM and its small decrease with increasing target thickness agrees with results from time integrated imaging of XUV emission (68 eV) from the rear of Cu targets, obtained in another experiment on the Vulcan petawatt laser [15] . The temporal profiles of the peak emission for both targets have a similar rise time, given by the HWHM temporal resolution of 17 ps, so we can only conclude that the heating time is significantly less than 17 ps in all cases. The fall-off times are greater than the temporal resolution and it can be seen that the emission falls to half its maximum value in 20 ps for the Mo(1)Ni(0.5)Mo(2.5)V(1) target and 50 ps for the Al(75)Cu(5)Al(1) target, which represent the smallest and largest values obtained. Again, similar results were obtained in all shots, with the fall-off time increasing with target thickness. This is very close to the duration of the x-ray emission reported by Evans et al [8] , obtained in a previous experiment on the Vulcan petawatt.
If we use the simple model of an adiabatic expansion with the adiabatic index for three dimensions and ignore lateral expansion, we find that the temperature falls to half its initial value in 89 √ A/Z L µm / √ kT /e ps, where A is the ion mass number, Z e is the ion charge, L µm is the target thickness in microns and kT /e is the temperature in electronvolt. Taking A/Z = 2, (1) target. This clearly indicates that the observed fall-off in temperature is too fast to be explained by bulk target expansion for all but the thinnest targets. The distinct double gradient seen for the Al(75)Cu(5)Al(1) target, with an initial fall-off similar to that for the Mo(1)Ni(0.5)Mo(2.5)V(1) target, is also difficult to explain in these terms. This would appear to be explained by the results of one-dimensional hydrodynamic modelling of XUV emission from the rear of Al targets reported by Gu et al [9] . They state that plasma expansion on the rear surface led to an initial fall-off in the emission that depended on initial temperature, not target thickness, and that there was then a subsequent, slower fall-off due to bulk target expansion, which depended on both initial temperature and target thickness. A simple explanation for this result is that initially there is only a pressure gradient at the surface, so this is where the expansion starts. Eventually, this expansion leads to a smooth profile in the pressure gradient throughout the target, and the simple model of bulk expansion will then be applicable. This initial fall-off would appear to be less than HISAC's HWHM temporal resolution of 17 ps, since it is almost identical for the Mo(1)Ni(0.5)Mo(2.5)V(1) and the Al(75)Cu(5)Al(1) targets.
Another factor, which has yet to be considered, is the fast electron driven plasma expansion at the rear of the target. However, since the fast electrons are generated in a pre-plasma formed at the front of the target their initial density cannot exceed the laser critical density, so we would expect the fast electron driven plasma at the rear of the targets to be transparent to optical emission, although it may still refract the emission.
The peak rear surface temperatures are plotted as a function of total target thickness and total areal electron density in figure 3 . The reason for using the total areal electron density is that it determines the fast electron stopping power due to collisions and the number of electrons in front of the laser spot that would have to be heated to give the observed temperature, so it gives 8 a better means of comparing different target materials. It does not account for the changes in the heat capacity with temperature, but there is no simple means of accounting for this. It is clear from figure 3 that it gives a far more consistent trend than target thickness. However, electron stopping by electric field generation is more directly related to the actual distance travelled, so it is also useful to consider the variation of temperature with thickness. For example, considering only Ohmic heating and assuming Spitzer resistivity it can be shown that for strong heating temperature is proportional to n −0.4 e , not n −1 e [20] . This means that when comparing targets with the same areal density one with a higher density would be expected to have a higher temperature if Ohmic heating is significant. Indeed, it is notable in figure 3 that the V(12)Ni(5) target appears to have an anomalously high temperature in terms of areal density, but not in terms of thickness, and Ni has the highest electron density of all of the rear surface materials used (in units of 10 30 m −3 the electron density of Ni is 2.56 compared to 0.323 for CH, 0.783 for Al and 1.66 for V).
Despite the fact that the variation in target materials is not entirely accounted for by the areal density, a general trend is clearly visible with the temperature falling sharply with areal density up to about 1.5 × 10 25 m −2 and relatively slowly thereafter. This trend is also reflected in the temperature variation with target thickness, the transition in the gradient being at around 30 µm.
The points have been grouped according to the laser energy, and this indicates a tendency for the temperature to increase with laser energy. The clearest indication of this is given by the results for the Mo(1)Ni(0.5)Mo(2.5)V(1) and Al(50)Cu(5)Al(1) targets, where a comparison can be made for identical targets with different laser energies.
The results of Evans et al [8] , obtained in a previous experiment on the Vulcan petawatt, have been included in figure 3. They agree well with our results, showing the same sharp initial fall in temperature with areal density (thickness), but for the thickest target, CH(54)Al(0.2)CH(4), they could only conclude that the temperature was below the detection threshold of 0.2 keV, so the subsequent slower fall cannot be seen. Their result for a CH(4)Al(0.2)CH(4) target falls below this trend and below our result for an identical target, but in this case they found that the density of the Al layer was below solid density, which did not occur in our case. This indicates that there was a lower pre-pulse level in our experiments, allowing the heating of thinner solid targets.
The results for the CH(8)Al(0.2)CH(4) and Al(1)Cu(5)Al(50) targets clearly fall below the general trend. The reason for this is not clear, particularly given the much higher temperatures we obtained with CH(4)Al(0.2)CH(4) and Al(50)Cu(5)Al(1) targets and that Evans et al [8] obtained with a CH(8.2)Al(0.2)CH(4) target.
Numerical modelling
In order to gain some insight into the fast electron generation and transport from these results they were modelled with the hybrid code as described for previous experiments on Vulcan [15, 21, 22] . This code models the propagation of a specified distribution of fast electrons through a static, uniform solid or plasma (background) including drag, angular scattering and electric and magnetic field generation, calculated using a specified electrical resistivity and heat capacity for the background. The most complete description of the code is given in [23] .
The only changes made from the set-up described in [15, 21, 22] were the addition of background thermal conduction and a q-Gaussian [24] instead of a Gaussian for the radial 9 intensity profile. The reasons for this latter change was that Patel et al [10] measured the intensity profile for the Vulcan petawatt and found that 20% of the energy was contained within the FWHM of 6.9 µm and 50% within 16 µm. These figures are reproduced by the q-Gaussian [1 + (r/4.4539 µm) 2 ] −1.4748 , whereas a Gaussian would contain 50% of the energy within the FWHM and 97.6% within 16 µm. This was found to be essential to accurately reproduce the spatial profile of the heated region.
Energies on target of 200 and 400 J, a FWHM pulse duration of 0.7 ps, giving peak intensities of 2 and 4 × 10 20 W cm −2 , and Al targets of thickness 10, 20, 30, 50 and 75 µm were considered.
Only Al was considered since 7 out of the 13 shots were obtained for targets consisting entirely or primarily of Al, with only 3 being obtained for primarily non-metallic targets, and experimental data for the electrical resistivity of solid Al over the temperature range of interest is available, which is not the case for most other materials. Layered targets were not considered, because the discontinuities they introduce present considerable numerical difficulties and the results obtained are very sensitive to the relative values of the electrical resistivity used, which are not well known [21] .
To roughly account for the spatial resolution of the experimental results, we considered the temperature averaged over a radius of 30 µm. It was found that averaging over any radius greater than 10 µm gave a very similar variation of rear surface temperature with target thickness, the curves were simply shifted up as the radius was reduced. The peak temperatures were up to five times higher than these averaged values, but would require micron spatial resolution and picosecond temporal resolution to be observed.
The average rear surface temperatures rose rapidly in 4-5 ps, taking longer for thinner targets, and then very slowly for the next 8-9 ps, when the runs were terminated, since target expansion, which is not included, would then be significant. This means that the code cannot model the observed temporal fall in the rear surface temperatures. The initial rise was due to fast electron heating and its duration was determined by the length of time that the fast electrons spent repeatedly crossing the region being considered as they were reflected between the front and rear surfaces, a process referred to as refluxing. This also led to the heated region being significantly broader than the laser spot and broader for thinner targets, in agreement with the experimental results. The subsequent rise was due to thermal conduction equilibrating the average temperature across the targets. The average temperatures at the front surface following the initial fast electron heating were from 1.2-2.9 times higher than those at the rear surface, increasing with target thickness.
The dominant heating mechanism in all cases was Ohmic heating. The fraction of the fast electron energy deposition that was due to Ohmic heating in the volume defined by the target thickness and the grid radius of 100 µm was from 58.6-62.4% at the low intensity and from 62.0-65.3% at the high intensity, increasing with target thickness. The reduction for thin targets is much lower than might be expected due to current cancellation by fast electrons reflected from the rear surface. This is because the counter-streaming currents led to filamentation in the 10, 20 and 30 µm thick targets, the effect being more pronounced for the thinner targets. The filaments had a size of a few microns so would not be resolved by HISAC. However, the dominant energy loss mechanism in this volume was fast electrons being removed at the radial boundary, which accounted for almost 80% of the total fast electron energy in all cases, varying weakly with intensity and target thickness. In practice this means that the fast electrons would deposit their energy throughout the whole target volume.
The average rear surface temperatures obtained at the end of the runs are included in figure 3 . They agree remarkably well with the experimental results, particularly taking into account the simplicity of the model and that no adjustment was made to the fast electron parameters used, those which have given good agreement with previous experiments [15, 21, 22] being used, that is, 30% absorption of laser energy into fast electrons, a 30
• cone half angle and a local mean energy given by twice the ponderomotive potential in the strongly relativistic limit.
The most significant point of agreement is the double gradient. This occurred because refluxing considerably increased the target heating for the thinner targets but not for the thicker targets (50 and 75 µm), where the magnetic field generated by the fast electrons entering the target turned the majority of the reflected fast electrons outwards [25] . In the thinner targets the magnetic field did not reach a sufficient value to deflect the fast electrons out of the region considered before they returned from the rear surface. The contribution of refluxing to the double gradient is clearly demonstrated by the result obtained when electrons were removed at the rear surface (open boundary), shown in figure 3 , which gives the average temperature within a 75 µm thick target before thermal conduction started to smooth the temperature gradient, since with open boundaries the target thickness has little effect on the target heating. This is an important result because assumptions on refluxing have been found to significantly affect the interpretation of experimental results [4] - [6] , especially calculations of absorption. Notably, Akli et al [5] found that they had to turn off refluxing at a target thickness of 30 µm, but not at 20 µm or less, in order to reproduce their measurements with a model that did not include magnetic field generation. Our results provide a physical explanation for this.
In practice total refluxing would not occur, because a small fraction of the fast electrons will escape and the rest will lose energy to driving a plasma expansion (ion acceleration), which would also lead to the point of reflection moving outwards in time and being further from the target surface for higher energy electrons. This means that the code would be expected to overestimate the temperature of the thinner targets, which does appear to be the case.
The code results do not agree well with the experimental results in the variation of temperature with laser energy (intensity), which is much smaller in the code results, and for the thicker targets, where the code results are much higher. By coincidence, the results for the thicker targets were obtained with the lowest laser energies. The discrepancy for the thicker targets is particularly worrying because these are Al targets and the code results are unaffected by assumptions on refluxing, so the code would be expected to accurately reproduce these results. We investigated if this could be explained by some additional variation in the fast electron parameters with laser energy (intensity) by varying the absorption [26] , cone angle [27] and mean energy [28] , individually, by a factor of 2 either way, since such variations have been reported. Only the variation in absorption produced a sufficient variation in the rear surface temperatures, the other parameters had remarkably little effect. This means that the most important parameter in determining the average rear surface temperature is the total fast electron energy entering the target.
The results for 200 J laser energy and 15% absorption (30 J fast electron energy) are included in figure 3 . Combined with the results for 400 J and 30% absorption (120 J fast electron energy) they clearly give much better agreement with the experimental results as a whole. The agreement of the results for the thicker targets has improved dramatically, due to a factor of 3 reduction in the code results. One of the reasons for this is that at these low temperatures the resistivity of Al increases with temperature, which leads to a very strong dependence of Ohmic heating on current density [20] .
An absorption of 60% clearly disagreed with the experimental results; not only did it give higher temperatures it also gave a slower, linear decrease in temperature with target thickness without the distinctive double gradient.
Given the sensitivity of the temperature variation with target thickness to absorption and its relative insensitivity to cone angle and mean energy within widely accepted values we can conclude, with some confidence, that the absorption lies in the range 15-30% and that it tends to increase with laser energy, for our parameters. We can also conclude that a relatively small shot-to-shot variation in absorption would be sufficient to explain the fluctuations observed in the experimental results, whereas a very large variation in cone angle or mean energy would be required. This variation in absorption could well occur due to shot-to-shot variations in the pre-pulse [15] .
The absorption of laser energy has been inferred in numerous experiments with laser powers greater than a TW, and the values obtained range from 10-80% [3] - [11] , [26] . This wide variation is not what it first seems, because some results refer to total absorption while others, such as ours, refer only to the absorption into electrons entering the solid. The values inferred for this latter fraction, which is the value of interest for target heating, fast ignition, rear surface ion acceleration and many other applications, tend to fall in the range 10-30%, in agreement with our results. However, taken as a whole, these results show no clear trend, whereas measurements of total absorption [26] clearly indicate an increase with laser intensity, a tendency that is partially supported by our results. These measurements of total absorption indicate values of 60-80% for our case. This indicates that most of the absorbed laser energy does not go into electrons entering the target. The main additional energy sink at the front of the target is most likely ion acceleration, both into and out of the target (the latter could also be referred to as plasma formation), so this would appear to be increasing significantly with laser intensity. Another possible explanation is some form of inhibition of fast electron propagation. It has been found in modelling with other hybrid codes that a few microns of plasma between the critical surface and the solid is sufficient to significantly reduce the fast electron energy entering the solid [8, 29] . The excitation of ion instabilities is another possible explanation [30] . However, more precise information on laser absorption into all possible channels is required before any definite conclusions can be drawn.
Conclusions
In conclusion, we have measured the thermal optical emission from the rear surface of solid targets following irradiation by laser pulses with powers from 0.32-0.73 PW and intensities of up to 4 × 10 20 W cm −2 with spatial and temporal resolutions of 30 µm and 17 ps, respectively. These measurements show that a region 160 µm in diameter and up to 20 µm thick can be heated to a temperature of the order of 10 MK (kT /e ∼ keV) at solid density and that this temperature is maintained for at least 20 ps. More importantly, we have shown that it is possible to diagnose the necessarily small temporal and spatial scales required to produce such high energy densities in the laboratory.
Hybrid code modelling has shown that magnetic field generation prevents increased target heating by electron refluxing above a certain target thickness and that the absorption of laser energy into electrons entering the solid target was between 15-30%, and tends to increase with laser energy.
