Abstract-Complex machine learning tasks arising in several domains increasingly require "big models" to be trained on "big data". Such models tend to grow with the complexity and size of the training data, and do not make strong parametric assumptions upfront on the nature of the underlying statistical dependencies. Kernel methods constitute a very popular, versatile and principled statistical methodology for solving a wide range of non-parametric modelling problems. However, their storage requirements and high computational complexity poses a significant barrier to their widespread adoption in big data applications. We propose an algorithmic framework for massivescale training of kernel-based machine learning models. Our framework combines two key technical ingredients: (i) distributed general purpose convex optimization for a class of problems involving very large but implicit datasets, and (ii) the use of randomization to significantly accelerate the training process as well as prediction speed for kernel-based models. Our approach is based on a block-splitting variant of the Alternating Directions Method of Multipliers (ADMM) which is carefully reconfigured to handle very large random feature matrices only implicitly, while exploiting hybrid parallelism in compute environments composed of loosely or tightly coupled clusters of multicore machines. Our implementation supports a variety of machine learning tasks by enabling several loss functions, regularization schemes, kernels, and layers of randomized approximations for both dense and sparse datasets, in a highly extensible framework. We study the scalability of our framework on both commodity clusters as well as on BlueGene/Q, and provide a comparison against existing sequential and parallel libraries for such problems.
I. INTRODUCTION
A large class of supervised machine learning models are trained by solving optimization problems of the form,
where,
is a training set with n labeled examples, with inputs x ∈ X ⊂ R d and associated target outputs y ∈ Y ⊂ R m ; • H is a hypothesis space of functions mapping the input domain in R d to the output domain in R m , over which the training process estimates a functional dependency f by optimizing an objective function;
• the objective function comprises of a convex loss function V (·, ·) which measures the discrepancy between "ground truth" and model predictions, and a convex regularizer r(·) that penalizes the complexity of f in order to prevent the phenomenon of overfitting. The regularization parameter λ balances the classic tradeoff between data fitting and complexity control in machine learning, which enables generalization to unseen test data.
Modern "big data", arising in several domains of significant commercial and academic interest, is characterized by large training sets (big n) often also in conjunction with high input and output data dimensionality (big d, big m). It is now well appreciated among machine learning researchers and practitioners, that imposing strong structural constraints on the model upfront, e.g. by requiring H to comprise of linear functions, or otherwise severely restricted in terms of sparsity or smoothness often limits, both theoertically and empirically, the potential of big data in terms of delivering higher accuracy models. In such cases, data tends to exhausts the statistical capacity of the model causing generalization performance to quickly saturate. As a consequence, machine learning practitioners are increasingly turning to highly nonlinear models with millions of parameters, or even infinite-dimensional models that need to be estimated on very large datasets [1] , [2] , [3] , [4] , [5] , often with carefully designed domain-dependent loss functions and regularizers. This trend is giving rise to new challenges and opportunities at the intersection of statistics, numerical optimization and high performance computing.
Kernel methods [6] constitute a mathematically elegant framework for general-purpose infinite-dimensional nonparametric statistical inference . By providing a principled framework to extend classical linear statistical techniques for non-parametric modeling, their applications span the entire spectrum of machine learning: nonlinear classification, regression, clustering, time-series analysis, sequence modeling [7] , dynamical systems [8] , hypothesis testing [9] , causal modeling [10] and others. As such, with the growth in data across a multitude of applications, scaling up kernel methods [11] has acquired renewed and somewhat urgent significance.
The central object in kernel methods is a kernel function k(x, x ) defined on the input domain X . This kernel function defines a suitable hypothesis space of functions H with which (I.1) can be instantiated, and turned into a finite dimensional optimization problem. However, training procedures derived directly in this manner scale poorly, having training time that is cubic in n and storage that is quadratic in n, with limited opportunities for parallelization. kernel methods. Randomized methods replace the nonlinear modeling problem (I.1), with a linear modeling problem of the form,
where W are coefficients of a linear model to be estimated from the training data. The function z(·) is a nonlinear random transformation of the data that replaces the original input point x with a point in a higher-dimensional nonlinear random feature space, z(x i ) ∈ R s . This transformation has the property that with high probability z(x) T z(x ) is close to the kernel function k(x, x ) for all x, x in the data domain. Figure I .1 motivates this paper. It is observed that in order to build state-of-the-art machine learning models in problems of interest (in this case, speech recognition), a very large number of random features are needed. The transformed data matrix, Z whose rows are z(x i ) becomes terascale even though the original data matrix X is relative small. We refer to problems of the form in (II.3) as implicit optimization problems, involving "big data" which is implicitly actually a function of smaller data. Performance of Randomized Kernel Methods. The largest model below is trained on BlueGene/Q, on an 8.7 terabyte dataset using implicit distributed optimization methods implemented in this paper for highperformance computing environments. Memory Requirements (GB)
Memory (GB)
We are now in a position to state our contributions.
• We develop a highly scalable algorithmic framework and software implementation for kernel methods, for distributedmemory computing environments. Our framework combines randomization with a distributed optimization method based on the Alternating Directions Method of Multipliers (ADMM) [12] . This framework orchestrates local models estimated on a subset of examples and random features, towards the solution of (II.3). Our approach builds on the block-splitting ADMM framework proposed by [13] , but we reorganize its update rules to extract greater efficiency.
• Our framework is designed to be highly generalizable. In particular, a user needs to only supply certain proximal operators associated with a custom loss function and the regularizer. Our ADMM wrapper can then immediately instantiate a solver for (II.3) for a variety of choices of kernels and learning tasks.
• We benchmark our implementation in both supercomputing environments as well as commodity clusters. Results indicate that our approach is highly scalable in both settings, and is capable of returning state of the art performance in machine learning tasks. Comparisons against sequential and parallel libraries for Support vector Machines shows highly favorable accuracy-time tradeoffs for our approach.
II. TECHNICAL BACKGROUND
Here, we provide a brief background on various technical elements that are brought together in this work.
A. Kernel Methods and Their Scalability Problem
The abstract recipe of a kernel method is as follows. A kernel function, k : X × X → R, is defined on the input domain X ⊂ R
d . This kernel function implicitly defines an hypothesis space H k (the Reproduceing kernel Hilbert space of k), whose exact definition is not important for the purpose of this article. The hypothesis space H k is also equipped with a norm · k which acts as a natural candidate for the regularizer, i.e. r(f ) = f k . H k is then used as the hypothesis space in the learning algorithm (e.g. solving problem (I.1) with H = H k ).
The attractiveness of using H k as the hypothesis space in (I.1) stems from the classic Representer theorem [14] , which guarantees that the solution admits the following expansion (for each coordinate f j of the vector valued function f in (I.1)),
Furthermore, the expansion (II.1) can be used to turn (I.1) to a finite dimensional optimization problem, which can be solved numerically on a machine.
Consider, for example, the solution of (I.1) for the square loss objective V (x, z) = (z − x) 2 . Plugging the expansion (II.1) into (I.1), the coefficients α ij , j = 1 . . . m, i = 1 . . . , n can be found by solving the following linear system
where Y ∈ R n×m with row i equal to y i , K is the n×n Gram matrix given by K ij = k(x i , x j ), and α ∈ R n×m contains the coefficients α ji . Problem (I.1) with other V (·, ·), and indeed even other statistical learning algorithms, can be "kernelized" using similar techniques.
Kernel methods are attractive since for a suitable choices of a kernels, the hypothesis space H k can be made very rich, thus implying very strong modeling capabilities, while still allowing the solution of (I.1). However, there is a steep price in terms of scalability. Consider, again, the solution of (I.1) for the square loss objective V (x, z) = (z − x) 2 . As K is typically dense, solving (II.2) using a direct method incurs a O n 3 + n 2 (d + m) complexity, and O(n 2 ) memory. Once α is found, evaluating f on new data point requires O (n(d + m)). These complexities are not particularly appealing in "Big Data" settings.
B. Randomized Kernel Methods
A class of randomized kernel methods, first suggested by Rahimi and Recht in 2007 [15] attempt to resolve the scalability problem by using a linearization technique.
To help understand the benefits of linearization, let us first compare the complexity of kernel methods on the square loss function, to the complexity of solving (I.1) on the linear hypothesis space
With H = H l problem (I.1) reduces to solving the linear least squares problem with Tikhonov regularization
where X ∈ R n×d with row i equal to x i . Using classical direct methods, this problem can be solved in O(nd 2 + ndt + d 2 t) operations, using O(nd) memory and requiring only O(dt) for evaluating f . The linear dependence on n (the "big" dimension) makes these complexities much more attractive. Furthermore, recent work showed that these algorithms can be made communication efficient [16] , and that the running time can be improved by using more modern algorithms based on randomized preconditioning [17] , [18] . Thus, H l while weak from a statistical modeling point of view, is much more attractive from a computational point view.
The basic idea randomized kernel methods is linearize H k by constructing some mapping z :
T z(y). We now solve (I.1) on H k,l instead of H k , where
This is a linear regression problem that can be solved more efficiently. In particular, returning to the previous example of V (x, z) = (z − x) 2 and regularizer r(f W ) = W 2 f ro , the problem reduces to solving
where Z ∈ R n×s with row i equal to z(x i ).
In general form, after selecting some z(·) (a choice that is guided by the kernel k(·, ·) we want to use), we are faced with solving the problem
where z i = z(x i ). For this idea to be useful, good approximation to k(·, ·) should be obtained with moderate sizes of s, and that the complexity of applying z(·) to x 1 , . . . , x n to form z 1 , . . . , z n should not be too big.
C. Distributed Convex Optimization with ADMM
Informally speaking, one may take the following heuristic approach to handle big datasets for machine learning tasks in parallel environments: partition the data, build local models in parallel, and generate a global solution through a process like averaging over the ensemble of local models. ADMM as applied to machine learning problems follows a similar pattern, in that it orchestrates the estimation of the local models in the presence of a global model as prior. The appeal of ADMM is that it decomposes the problem into a set of proximal and projection operators which are computational patterns that repeat across a variety of settings. Thus, ADMM can be seen as a meta-algorithm. The user needs to only implement a small set of operators required to instantiate their problem, and ADMM as a wrapper can take care of parallelization.
This section reviews distributed optimization using flavors of the Alternating Direction Method of Multipliers (ADMM) [12] method. ADMM solves optimization problems of the general form,
In this form, the objective function splits over convex functions f, g involving separate variables, tied via a linear constraint where A ∈ R p×n , B ∈ R p×m , c ∈ R p . ADMM update rules are derived via Gauss-Seidel updates (cyclic coordinate descent) on the augmented Lagrangian,
resulting in the following iterations,
where ρ > 0 is the ADMM penalty parameter and ν are dual variables associated with the constraint. Several optimization problems arising in machine learning can be cast into the ADMM form. A common pattern in these algorithms are the following operators.
Definition 1 (Proximity Operator):
The Proximity (or Prox) operator associated with a function f :
The Projection operator associated with a convex constraint set C is the map
Hence, proj C = prox I C where I C denotes indicator function of the set C i.e. assuming the value 0 on C and ∞ otherwise.
For a variety of common loss functions and regularizers, the proximal operator admits fast closed-form solutions.
A generic constrained convex optimization problem,
can be cast in ADMM form as,
Above, the objective function and the constraint are separated by variable splitting and a consensus constraint is added. The augmented Lagrangian for this problem is given by,
The objective in
, whose minimizer is the same as that of
The dual update is ν = ν +ρ(x−z). Throughout, one can work with scaled dual variables ν ≡ ρ −1 ν instead leading to the following more simplified update rules:
Distributed Machine Learning: Variations of ADMM can be derived for distributed model fitting problems. If the number of rows in the data matrix is much larger than the number of features, the data can be distributed by rows across nodes of a cluster. ADMM attaches a local parameter to each node, and then adds a consensus constraint that makes each local model agree with a global model. The resulting ADMM update rules admit parallel model building in the presence of a squared regularizer that biases the solution towards the global model. Similarly, if the number of columns/features is much larger than the number of rows, a column splitting variant of ADMM can be derived [12] . Since in our case both dimensions of the implicit data matrix Z are large, we are interested in block splitting approaches whose details will be derived in section III.
III. DISTRIBUTED LEARNING WITH ADMM BLOCK SPLITTING AND HYBRID PARALLELISM
We assume the following setup:
• A distributed computing environment comprising of a cluster of N compute nodes, with T cores per node. We assume that each node has M GigaBytes of RAM.
• The training data X, Y are distributed by rows across the nodes. This is a natural assumption in machine learning since rows have the semantics of data instances which are typically collected or generated in parallel across the cluster to begin with.
• X, Y fit in the aggregate distributed memory of the cluster, but are large enough that they cannot fit on a single node, and cannot be replicated in memory on multiple nodes.
• The matrix Z does not fit in aggregate distributed memory because n and s are both simultaneously big. This assumption is motivated by empirical observations shown in Figure I .1.
• The matrix Z cannot be stored on disk either, because of space restrictions or because the IO cost of reading Z by blocks in every iteration is more expensive than the cost of recomputing blocks of Z on the fly from scratch as needed, respecting per-node memory constraints.
We build on a block-splitting variant of ADMM [13] which is well suited to these considerations. This approach assumes the data matrix is partitioned by both rows and columns. Independent models are estimated on each block in parallel and orchestrated by ADMM towards the solution of the optimization problem. In addition to the proximal and projection operators, this approach needs the following definition.
Definition 3 (Graph Projection Operator over Matrices):
The Graph projection operator associated with an
The solution is given by:
The above computation is preferred when d n. When d is larger, the solution may be rewritten in terms of an n × n linear system involving AA T instead (see [13] ). However, the d n case is more relevant for our setting.
To adapt this approach to our setting, we assume an implicit logical block partitioning of the matrix Z into R × C blocks, where R and C denote row and column splitting parameters respectively.
We assume that X i , Y i , Z ij have n i rows where R i=1 n i = n while Z ij has s j columns where C j=1 s j = s. We assume that R parallel MPI processes are invoked on the N nodes, each spawning t < T threads that collectively own the parallel computation related to the C blocks of Z ij , j = 1 . . . C. Each Z ij is a function of the corresponding X i , and hence we exploit shared memory parallelism for computations across the column blocks of Z. Thus, each of the C column blocks is assigned to one of the t threads, and blocks assigned to a single thread are processed sequentially.
To interpret the block-splitting ADMM algorithm, it is convenient to setup the following semantics. Let W ij ∈ R sj ×m denote local model parameters associated with block Z ij . We require each local model to agree with the corresponding block of global parameters, i.e., W ij = W j . The partial output of the local model on the block Z ij is given by
Let the set of n i indices in the i th row block be denoted by I i . We denote the local loss measured by i th MPI process as,
where o T j , j ∈ I i are rows of the matrix O i . Similarly, we assume that the regularizer r in (II. 
Furthermore, the projection onto the constraint sets C 1 and C 2 turn out to have closed form averaging and exchange solutions. [13] note that ν ij can be eliminated since ν ij turns out to equal −ν i after the first iteration. Similarly, W ij = W j and hence W ij can also be eliminated. These simplifications imply the final modified update equations derived in [13] :
where i runs from 1 to R and j from 1 to C.
A. Modularity
Note that the loss function and the regularizer only enter the ADMM updates via their proximal operator. Thus a user needs to only specify a sequential proximal operator function, for the ADMM wrapper to immediately yield a parallel solver. While our current implementation supports squared loss, l 1 loss, hinge loss and multinomial logistic loss, our experiments will focus on the hinge loss case that corresponds to the support vector machine (SVM) model. The proximal operator for the hinge loss has a closed form solution [12] .
B. Generating Random Transforms On-the-Fly
We assume that the block ADMM procedure is given a transform operator T which when applied to X i given a block id j, produces the output Z ij , i.e.,
This transform function is used to generate Z ij as needed in the optimization process, used and discarded in each iteration. The construction of these transform operators will be discussed in section IV
C. Caching
The graph projection step (III.9) requires the computation of (III.1) with A = Z ij , i.e.,
where
The matrix Q ij (or the Cholesky factors of the inverse above) can be cached during the first iteration and reused for faster solves in subsequent iterations. The cache requires O( 
D. Memory Requirements, Variable Elimination and Parallel Execution
In the form presented in [13] , the block splitting ADMM algorithm is not scalable in our setting despite the high degree of parallelism in it. This is because a naive implementation of the algorithm requires each node/process to hold the C local matrices O ij , O ij for a total memory requirement which grows as 2n i Cm. This can be quite substantial for moderate to large values of the product Cm since n i is expected to still be large. As an example, if C = 64 is set as the number of threads on BG/Q, for a 100-class classification problem, the maximum number of examples that a node can hold before the entire 16-GB memory is consumed by just one of these variables alone, is barely 335000. The presence of these variables conflicts with the need to increase C to reduce the memory requirements and increase parallelism for solving the Graph projection steps in (III.16),(III.17). Fortunately, the materialization of these variables can also be avoided as follows, by noting the form of the solution of Graph projection and exploiting shared memory access of variables across column blocks.
First, the variable O ij only contributes to a running sum in (III.12) and appears in the Graph projection step (III.9), (III. 16) in the context of the product Z 
which can be used in (III.16). The update in (III.12) can also be replaced with
Thus the updates can be reorganized much more efficiently with no more than one (expensive) call to the random features transform function T. These modified update equations are given in Algorithm III.1, which is what is executed by an MPI process with t OMP threads. Note that since the loss term l i is separable over the n i data points, step A can be parallelized over multiple threads. Similarly for step B involving the prox operator computation with respect to the regularization function r.
Memory Requirements: Assuming s j = s C , the total memory requirements per node can be computed as follows:
where the terms can be associated with the variables (O, O, ν,∆), W, W µ , µ, U; the data X i , Y i ; the materialization of the block Z ij across the T threads; temporary variables to implement step D; and the factorization cache. Thus increasing the column splitting C and reducing the number of threads T provide knobs with which to satisfy memory constraints.
Computational Complexity: In terms of computation, the prox operator computation in steps A and B parallelize over multiple threads and have linear complexity. The three dominant computational phases are:
• Cost of invoking the transform T[X i ] in Step E, which tends to be the cost of right matrix multiplication of a random d× s j matrix against X i , i.e. O( ndS T CN ). For certain transforms this can be accelerated as discussed in section IV.
• O( 
IV. RANDOMIZED KERNEL MAPS
We now discuss the role of the random feature transforms z(·) in our distributed solver. Since the initial work of Rahimi and Recht, several alternative mappings have been suggested in the literature. These different mappings tradeoff the complexity of the transformation on dense/sparse vectors, kernel approximation, kernel choice, memory requirements, etc. Our algorithm essentially operates on z 1 , . . . , z n which are defined by z i = z(x i ). So, once we have selected a z(·) it can be treated as a black-box as all other steps of the algorithm are the same. This gives a lot of flexability to our algorithm to operate on different kernels, and different kernel maps. The choice of z(·) also encapsulates different treatment for sparse or dense input -as all maps produce dense zs, different treatment of sparse and dense input appears solely in the application of z(·).
Our block splitting scheme uses at each point of time, on a given node, only some of the zs, and in each one of them, only a part of the vector. The former is easily addressed by applying z(·) only to the xs of interest. To achieve the latter, given a known scheme for generating kernel maps, we construct our kernel map z(·) as follows
. . , C is a feature map generated independently. That is, we use of MonteCarlo approximation. We can then use z j to generate blocks Z 1j , Z 2j , . . . , Z Rj for j = 1, . . . , C.
We now describe the various kernel mapping we implemented in our solver, and the implementation issues that arise. In the description we describe how to construct a z : R d → R s with the intention that this scheme is used to compute z 1 (·), . . . , z C (·) as explained above.
A. Random Fourier Features
This the mapping suggested by Rahimi and Recht [15] . It is designed for the Gaussian kernel k(
2 ) (for some σ ∈ R) 1 The mapping is z(x) = cos(ω T x + b)/ √ s where ω ∈ R d×s is drawn from an appropriately scaled Gaussian distribution, b ∈ R s is drawn from a uniform distribution on [0, π), and the cosine function is applied entry-wise. For dense input x is T z (x) = O(sd), and for sparse input x is T z (x) = O(s nnz(x)). When applied to a group of inputs collected inside a matrix (as in generating Z ij from X ij ), most of the operations can be done inside a single GEMM, which gives access to highly tuned parallel BLAS implementations.
Notice that naively representing z(·) on a machine requires O(sd) memory (storing the entries in ω), which can be rather costly. We avoid this by keeping an implicit representation in terms of state of the pseudo random number generator, and generating parts of the ω on the fly as needed.
B. Fast Random Fourier Features
Fast Random Fourier Features (also called Fastfood) [19] target the same kernels and uses a similar scheme as Random Fourier Features, but uses a different method for generating ω. ω is generated as a multiplication of random diagonal matrices, permutation matrices, and FFT matrices. As such, the vector ω T x can be computed much faster in O(s log d) time. Sparsity cannot be exploited to yield faster running time, as can be done for random Fourier features. In terms of approximation quality, it is slightly worse than random Fourier features, but not in a significant manner.
The use of the widely used FFT operation allows access to highly tuned implementations of that operation. On the flip side, matrix-matrix operations (i.e. FFT on the columns/rows of a matrix) are not as well tuned and effective in the use of the cache hierarchy as level-3 BLAS operations.
C. Random Laplace Features
Random Laplace Features [20] are designed for semigroup kernels that are more suitable for computer vision applications. The mapping has the form z(x) = exp(ω T x)/ √ s where ω ∈ R d×s is drawn from an appropriate distribution (based on the kernel), and the exponential function is applied entry wise. As such, they are quite similar to Random Fourier Features, and most of the discussion related to Random Fourier Features apply to them as well.
D. TensorSketch
TensorSketch [21] is designed for approximating the polynomial kernel k(x, z) = (x T y + c) q for some q and c. The mapping has the form
where denotes element-wise multiplication, and C j ∈ R s×d , j = 1, . . . , q are random CountSketch matrices, i.e. C j = S j D j with D j ∈ R d×d a random diagonal with ±1 on the diagonal, and S j ∈ R s×d have columns drawn uniformly from {e 1 , . . . , e s }. The transform complexity is O(q(nnz(x) + s log s)). 1 The construction suggested by Rahimi and Recht actually spans a full family of shift-invariant kernels.
V. EXPERIMENTAL EVALUATION

Datasets:
We report experimental results on two widely used machine learning datasets: MNIST (image classification) and TIMIT (speech recognition). MNIST is a 10-class digit recognition problem with training set comprising of n = 8.1M examples and a test set comprising of 10K instances. There are d = 784 features derived from intensities of 28 × 28 pixel images. TIMIT is 147-class phoneme classification problem with a training set comprising of 2, 251, 569 examples and a test set comprising of 115934 instances. The input dimensionality is d = 440.
Cluster Configuration: We report our results on two distributed memory computing environments: a BlueGene/Q rack (1, 024 nodes, 16-cores per node and 4-way hyperthreading), and a 20-node commodity cluster TRILOKA with 8 cores per node. The latter is representative of typical cloud-like distributed environments, while the former is representative traditional high-end HPC machines.
Default parameters and Metrics: Unless otherwise mentioned, we report results with Gaussian kernels and Hinge Loss (SVMs). We use Random Fourier Feature maps (see Section IV-A), and store the input dataset using a dense matrix representations. We report speedups, running times for fixed number of ADMM iterations, and classification accuracy obtained on a test set.
A. Strong Scaling Efficiency
Evaluating strong scaling in our setup should be approached with caution. The standard notion of strong scaling is to take a fixed problem size and study the speedup obtained as the number of processing elements are increased. It is generally assumed that parallelization accelerates a sequential algorithm, but does not change too much (or at all) the results and their quality. Thus, the focus is on the computational gains and communication overhead tradeoffs.
While it possible to fix the amount of work in our algorithm by fixing n, d and the number iterations, we are not guaranteed to provide same quality results as the number of row split increase (i.e., as we use more processors). ADMM guarantees only asymptotic convergence to the same solution, irrespective of data splitting. This introduces statistical tradeoffs since in practice, machine learning algorithms rarely attempt to find very high-precision solutions to the optimization problem, since the goal is to estimate a model that generalizes well, rather than solve an optimization problem (indeed, it can be rigorously argued that optimization error need not be reduced below statistical estimation errors [22] ). Increased row splitting implies that ADMM coordinates among a larger number of local models, each of which is statistically weaker, so we expect some slow down of learning rate in a strong scaling regime. Thus, our experiments also evaluate how row splitting affects the classification accuracy. 
MNIST:
The number of random features is set to 100K, and we use 200 column partitions. On TRILOKA we use n = 200K while varying the number of processors from 1 to 20. We observe nearly ideal speedup. On BG/Q we use n = 250K, and vary the number of nodes from 32 to 256. We measure speedup and parallel efficiency with respect to 32 nodes. We observe nearly ideal speedup on 64 nodes. With higher node counts the parallel efficiency start to decline, but it is still pretty good (57%) on 256 nodes. The increased row splitting causes non-significant slowdown in learning rate TIMIT: We use the entire dataset and experiment only on BG/Q. The number of random features is set to 176K, and we use 200 column partitions. Speedup is not far from linear, and parallel efficiency is 40% for 256 nodes. In terms of learning rate, accuracy curve declines and the slowdown is apparent, implying that more iterations are required to yield similar quality model.
B. Weak Scaling Efficiency
The weak scaling regime of interest is one in which the number of random features and number of iterations stay constant, and the number of examples grows with the number of processors 2 . Contrary to a strong scaling regime, in such a regime we expect the classification accuracy to increase as more parallel resources are pulled in. In fact, this regime is more interest as the main purpose of our solver to allow scalable learning on many examples. 
C. Effect of Column Partitions
Figure V.3 shows the effect of increasing the number of column splits, C, when using 100K random features for both MNIST and TIMIT. Increasing C reduces memory requirements and improves the running time of Graph projections. This comes with the tradeoff that the rate of learning per iteration can be significantly slowed, e.g. with C = 1000. At the same time, the plot shows that C = 50, 100, 200 perform similarly, and hence the optimization admits lower memory execution with little loss in terms of quality of the results.
As a rule of thumb, we advocate setting C to roughly s/d, since that ensures the ability to accommodate the memory requirements as long as the input matrix does not use more than 1/t of the available memory.
D. Performance Breakdown for training big models
Table V-D shows the performance breakdown of a model learnt on the full TIMIT dataset, with 528K random features on BG/Q with 256 nodes. This model returns state of the art accuracy (see Figure I .1). Note that if we materialize Z explicitly, 8.7-terabytes of memory will be required. As Table V-D shows, the Graph projection loop, in particular the feature transformation step and the matrix multiplication against blocks of Z, dominate the running time (which includes prediction on the test set at every iteration). The proximal operator costs is minimal because of closed form solutions that is embarrassingly parallel over multiple threads. The communication costs are also non-significant for reducing and broadcasting model parameters which in this case are buffers of size 0.6 GB. To reduce the overall time per iteration further, we plan to investigate a stochastic version of the algorithm where only a random subset of blocks are updated.
Step 
E. Comparison against Sequential and Parallel Solvers
Here we provide a sense of how our solvers compare with two other solvers. The first one, LibSVM [23] 3 , is widely acknowledged to be the state-of-the-art sequential solver. The other one, PSVM [24] , is an open source MPI-based parallel SVM code. PSVM computes in parallel a low-rank factorization of the Gram matrix via Incomplete Cholesky and then uses this factorization to accelerate a primal-dual interior point method for solving the SVM problem.
We compiled a multithreaded version of LibSVM. Since PSVM only supports binary classification, we created versions of MNIST and TIMIT by dividing their classes into a positive and negative class. A comparison is shown below for an SVM problem with Gaussian kernels (σ = 10) and regularization parameter λ = 0.001. We use 20 TRILOKA nodes with 6 cores for PSVM and our solver. LibSVM, with its default optimization parameters, requires more than a day to solve the binary MNIST problem and about 22 hours to solve the binary TIMIT problem. The testing time is also significant particularly for TIMIT which has a large test set with more than 115K examples. The main reason for this slow prediction speed is that the number of support vectors found by LibSVM is not small: 15, 667 for MNIST and 45, 071 for TIMIT, making the evaluation of (II.1) computationally expensive. This problem is shared by PSVM though its prediction speed is faster due to parallel evaluation. However, PSVM runtimes rapidly increase with its rank parameter p. For p = √ n, advocated by the accompanying paper [24] , the estimated model provides a much worse accuracy-time tradeoff than our solver, which can work with much larger low-rank approximations that are computed locally and cheaply. On both datasets, our solver approaches the LibSVM classification accuracy. 
VI. CONCLUSION
Our goal in this paper has been to resolve scalability challenges associated with kernel methods by using randomization in conjunction with distributed optimization. We noted that this combination leads to a class of problems involving very large implicit datasets. To handle such datasets in distributed memory computing environments where we also want to exploit shared memory parallelism, we investigate a blocksplitting variant of the ADMM algorithm which is reorganized and adapted for our specific setting. Our approach is highperformance both in terms of scalability as well as in terms of statistical accuracy-time tradeoffs. The implementation supports various loss functions and is highly modular. We plan to investigate a stochastic version of our approach where only a random selection of blocks are updated in each iteration. We also plan to investigate methods to sketch the data so as to improve the memory requirements of our algorithm with respect to number of output coordinates.
