In this article, we study the connection between the fractional Moser-Trudinger inequality and the suitable fractional Poincaré type inequality for any Euclidean domain and discuss the sharpness of this inequality in some sense whose analogous results are well known in the local case. We further employed a sufficient criteria on domains for fractional (q, p)-Poincaré type inequality to hold. We also derive Adachi-Tanaka type inequality in the non-local setting.
Introduction
The classical Sobolev continuous embedding asserts that for a bounded domain Ω in R n W 1,p 0 (Ω) ֒− → L q (Ω) for 1 ≤ q ≤ p * , where p * = np n−p is the Sobolev critical exponent, p < n and the spaces L p (Ω), W 1,p 0 (Ω) denotes the usual Lebesgue space and Sobolev space respectively. When p = n then the embedding W 1,n 0 (Ω) ֒− → L ∞ (Ω) is no longer true. In this direction, Trudinger [31] was shown that there exists α > 0 such that (1.1) sup u∈ W 1,n 0 (Ω) ||∇u|| L n (Ω) ≤1 Ω e α|u(x)| n n−1 dx < ∞.
Few years later, Moser [24] was able to give the precise value of the optimal constant α n = n ω 1 n−1 n−1 where ω n−1 denotes the (n−1)-dimensional Hausdorff measure of the unit sphere S n−1 in R n , for which the inequality (1.1) is sharp, in the sense that it is true for each α ∈ [0, α n ] and fails for α > α n . The sharpened inequality (1.1) usually known as the Moser-Trudinger inequality. Moreover, if we improve the integrand in (1.1) by a suitable Borel measurable function then it becomes infinite, indeed we have where f : [0, ∞) → [0, ∞) be a Borel measurable function such that f (t) → ∞ as t → ∞. Many authors improved the Moser-Trudinger inequality for bounded domain as well as unbounded domain in R n , we refer to [1] , [2] , [3] , [8] , [12] , [17] , [28] and references therein. In dimension n = 2, in a seminal paper of Mancini-Sandeep (see, [20] ), it was proved that for a simply connected domain in R 2 and p = 2, the Moser-Trudinger inequality holds true if and only if the classical Poincaré inequality does. This equivalence result has been extended by Battaglia and Mancini [5] for any domain Ω ⊂ R n , n ≥ 3. When the domain is truly unbounded, for instance the whole space R n , the Moser-Trudinger inequality (1.1) is not valid. In this context, Adachi and Tanaka [1] proved that the following Moser-Trudinger inequality, which usually called as Adachi-Tanaka type subcritical Moser-Trudinger inequality sup u∈W 1,n 
where Φ n (t) := e t − n−2 j=0 t j j! . It is noticeable that the above supremum is infinite at the critical level α = α n which is quite surprise in this case. However, if we consider the full Sobolev norm instead of the gradient norm, then the Adachi-Tanaka type inequality is differ. With this assumption, Ruf [28] (n = 2) and Li-Ruf [17] (n ≥ 2) proved that the validity of such inequalities at the critical as well as subcritical cases.
In this paper we are concerned about such type results in fractional Sobolev spaces. First let us recall the definition of the fractional Sobolev space. For s ∈ (0, 1), p ≥ 1 and let Ω ⊆ R n is open, the fractional Sobolev space W s,p (Ω) is defined as is the Gagliardo semi-norm. The spacesW s,p 0 (Ω) and W s,p 0 (Ω) are defined as the closure of the space (C ∞ c (Ω)) with the norm || · || s,p,R n and || · || s,p,Ω respectively. If Ω is a Lipschitz set, then we haveW s,p
Moreover, if sp = 1 thenW s,p 0 (Ω) = W s,p 0 (Ω) in the sense of equivalent norm. For more details we refer to [6] , [7] , [25] and references therein. The connection between the fractional Sobolev spaces and the classical Sobolev spaces are now well known. Indeed, in a pioneering work by Bourgain, Brezis, and Mirnoescu [9] (see also Maz'ya-Shaposhnikova [23] for the limit case s → 0 + ) was shown that
where the expilicit value of the constant K(p, n) (see for instance, [27] ) is given by
, where Γ is usual gamma function.
In 2016, Parini and Ruf [26] addressed the fractional Moser-Trudinger inequality, which looks delicate analogous version of the inequality (1.1) in the fractional Sobolev spaceW s,p 0 (Ω). But the result is not sharp, in the sense that the value of the optimal constant is not known, which still an open problem, an upper bound of the optimal constant is given explicitly. Namely they proved the following theorem.
Theorem (A). Let Ω be a bounded open set of R n (n ≥ 2) with Lipschitz boundary, and 0 < s < 1, p > 1 such that sp = n. Then there exists α * s,n > 0 such that
.
The above theorem has been extended by Iula [14] to the one dimensional case along with the very similar proof of that. Note that, in dimension n = 2 as already mentioned in [26] , lim s→1 − (1 − s)α * s,2 = 2π 2 which is same as the optimal exponent α 2 = 4π in the local case, up to an appropriate constant which is truly appear in the study of asymptotic behavior of the semi-norm in the limiting case s → 1 − .
We shall study on extensions of the fractional Moser-Trudinger inequality (1.4) to the domains in R n having infinite measure. In this case, it is easy to see that the integral in (1.4) is infinite, as the integrand is always greater than 1. So an obvious modification is that one should remove some terms of the Taylor series expansion of the exponential function. Namely, we consider the following k-th order truncated exponential function
and if Ω ⊆ R n define the fractional Moser's-like functional of order k for 0 < α < α * s,n as
We shall denote the function Ψ when k = ⌈p − 1⌉ for simplicity of notation, where ⌈·⌉ denotes the usual ceiling function i.e. ⌈p − 1⌉ is the smallest integer which is greater than or equal to p − 1. We will say that the fractional Moser-Trudinger inequality holds for an unbounded domain Ω ⊂ R n if for some 0 < α < α * s,n we have (1.6) sup
In the spirit of the local result (see for instance, [5] remark 2.7), we would like to investigate the equivalence between the fractional Moser-Trudinger inequality (1.6) and the fractional ( kp p−1 , p)-Poincaré type inequality, which is simply called it the suitable fractional Poincaré type inequality for a domain Ω ⊂ R n that we now introduce in the following
and let 1 < p, q < ∞, we will say that fractional (q, p)-Poincaré type inequality holds if
Now we are in position to state our one of the main result in the present paper. The Schwarz symmetrization plays an essential role in the proof of the above theorem, which we shall be introducing briefly in the forthcoming section. By the Schwarz symmetrization, we can restrict to the nonnegative, radially symmetric, non-increasing functions in the spaceW s,p 0 (Ω). As an application of Theorem 1.1, it is easy to see that the fractional Moser-Trudinger inequality is actually equivalent to the fractional Poincaré inequality(see corollary 3.1) for a suitable choice of k. Very recently, Chowdhury and Roy [11] studied the fractional Poincaré inequality for unbounded domains in R n . Since we are using fractional Poincaré inequality extensively in the sequel. Therefore, for the sake of completeness we recall the proof of it in Section 4. Remark 1.2. When sp = n, then by using the standard fractional Sobolev embedding and the fractional Poincaré inequality for a bounded domain Ω ⊂ R n , we have for any q > 1
which impliesλ(Ω, n, p, q) > 0. In particular, we have λ(Ω, n, p, k) > 0 for a bounded domain Ω ⊂ R n and for k ∈ N.
Now we concern about the validity of the fractional (q, p)-Poincaré type inequality for a domain in R n . Our next theorem provides a sufficient condition on the domain for which this inequality remains true. In order to state our next result, we recall couple of definitions (see also [11] ).
Let P (ω) denote the plane perpendicular to ω ∈ S n−1 , passing through the origin and for
Definition 1.4 (LS type domain). We say Ω is of type LS, if for any ω ∈ S n−1 there exists a set A(ω) ⊂ P (ω) with same finite (n−1)-dimensional Hausdorff measure (i.e. H n−1 (A(ω 1 )) = H n−1 (A(ω 2 )) < ∞, for any ω 1 , ω 2 ∈ S n−1 ) such that one dimensional fractional (q, p)-Poincaré type inequality holds uniformly for the family of sets {L Ω (x 0 , ω)} x 0 ∈A(ω), ω∈S n−1 .
The proof of this theorem is the clever use of the standard fractional Sobolev embedding and one dimensional reduction formula due to Loss-Sloane ( [19] , Lemma 2.4). We referred to [10] , [11] for some examples of unbounded domains satisfying the hypothesis of the above theorem.
As we can see also Moser-Trudinger inequality (1.1) is sharp in the sense of (1.2). In the paper of Parini and Ruf [26] asked whether an inequality of the type
holds true for the same exponents of the standard Moser-Trudinger inequality. In the one-dimensional case, first Iula [14] answered this question negatively. In the present paper, we will extend this result to a higher dimension followed by the same approach. In this context, Iula, Maalaoui, and Martinazzi [15] (n = 1), and Hyder [13] (n ≥ 2), it was investigated for the case of Besel potential spaces. In 2015, Martinazzi [22] studied the fractional Adams inequality in a Besel potential space. Moreover, when Ω = R n the validity of the fractional Moser-Trudinger inequality verified by Iula [14] (n = 1) and Zhang [32] (n ≥ 2) and very recently, Thin [30] proved a singular version of fractional Moser-Trudinger inequality. We stated the result here of Zhang, only for the case required.
Theorem (B). Let s ∈ (0, 1) and sp = n. Then for every 0 ≤ α < α * s,n it holds
The next theorem verifies the sharpness in the sense of (1.2) of these type inequalities with a larger family of functions. More precisely, we have the following:
Let Ω be an open bounded subset of R n , 0 < s < 1 < p with sp = n. Then we have
In our next result, we deal with the Adachi-Tanaka type inequality in the case of fractional Sobolev spaces. Indeed, we have the following:
Some preliminary and known results
We fix some notions that will use in the entire article. Given a measurable set Ω ⊂ R n , |Ω| denotes the Lebesgue measure and k ∈ N. An open ball in R n centre at x with radius r will be denoted by B(x, r) and the (n − 1)-dimensional Hausdorff measure will be denoted by H n−1 . We start with some known facts and some technical lemmas that will be essentially required to the proof our main results. As we mentioned in the introduction, let us recall the Schwarz symmetrization argument. Given a measurable set E ⊂ R n with finite Lebesgue measure, denote E * , the symmetric rearrangment of E is the open ball centred at the origin with equal measure as E, i.e.
For a measurable function u : R n → R such that |{x : |u(x)| > t}| < ∞, for all t > 0, define u * , the symmetric decreasing rearrangment of u by
It is worth mentioning that, u * is nonnegative, radially symmetric, decreasing function. We recall two important properties that will be useful in the proof of Theorem 1.1. We refer to [16] , [18] for more details about this topic. 
The following result is about the Pólya-Szegö type inequality in fractional setting and it can be found in [4] .
We recall the following definition (see also [10] ). . By remark 1.2 we have 0 < M < ∞. Now, since the domain doesn't satisfy the finite ball condition. Then for any ℓ > 0 sufficiently large there exists
This proves the lemma. Then
where B R(Ω) ⊂ R n \ Ω is a ball of radius R(Ω) = diam(Ω).
Proof. Since the domain Ω is bounded, we can always find a ball B R(Ω) of radius R(Ω) such that B R(Ω) ⊂ R n \ Ω. Let u ∈ C ∞ c (Ω) and for any x ∈ Ω, y ∈ B R(Ω) we have |u(x)| p = |u(x) − u(y)| p |x − y| n+σ |x − y| n+σ , then integrating over B R(Ω) with respect to y we get
and integrating again over Ω we acquire that
This completes the proof.
Remark 2.6. For a bounded domain Ω ⊂ R n and s ∈ (0, 1), 1 ≤ p < ∞ with sp = n, then by standard fractional Sobolev embedding and the above lemma we obtained, for any q ≥ 1
where B R(Ω) is same as in Lemma 2.5, this implies
The proof of the following two results can be found in [21] , but for the sake of simplicity we recall the proofs here. Proof. We proceed by induction on k, since for k ≥ 2 we have Proof. We apply the Hölder inequality with the exponents p 1 = kp p−1 and In this section, we prove Theorem 1.1 and at the end of the section, we addressed some consequence results of the fractional Moser-Trudinger inequality. Proof of Theorem 1.1: Suppose fractional Moser-Trudinger inequality (1.6) holds. Then we have
[u] s,p,R n for u ∈W s,p 0 (Ω). Now by definition of the function Ψ k and by (3.1) we obtain
Therefore we conclude that the suitable fractional Poincaré type inequality holds true.
To prove other case, we have basically use the Schwarz symmetrization. By exploiting Proposition 5.6 and Theorem 2.2, it is enough to show for non-negative, radially decreasing function u ∈W s,p 0 (Ω) with the semi-norm [u] s,p,R n ≤ 1. We write where the values of r 0 > 1 to be chosen later. We estimate the integrals I 1 and I 2 in the following: Estimate of I 2 : By using Lemma 2.8 and by suitable fractional Poincaré type inequality (1.7), we conclude that u(x) is bounded for |x| > r 0 . Thus applying Lemma 2.7 we infer that Ψ k (αu p p−1 ) ≤ C(n, p, k)u kp p−1 , and therefore
where in the last estimate again we use suitable fractional Poincaré type inequality (1.7).
Let x ∈ B(0, r 0 ) and using the decreasing property of the function u we have
Combining (3.4), (3.5) and then integrating in the variable x, we obtain (3.6) [ . To make t 2 < 0 by choosing
. Hence f is non-increasing in (0, 1 + θ(Ω, n, p, k)) and since f (1 + θ(Ω, n, p, k)) = 0, we get f (t) < 1 + θ(Ω, n, p, k) for t ∈ (0, 1 + θ(Ω, n, p, k)) and therefore we have Proof. It follows from the above theorem by choosing k = p − 1.
Proposition 3.2.
Let Ω be a bounded open subset of R n and 0 < s < 1 < p with sp = n, α ∈ (0, α * s,n ). Then for any λ ∈ [0, ( pα p−1 ) p−1 ] there exists a constant C ∈ R such that
|Ω| Ω e u(x) dx ≥ C for all u ∈W s,p 0 (Ω). where γ s,n is appearing in (1.5).
Proof. By definition of the constant K(p, n) in (1.3) and thanks to Proposition 5.1 in [26] gives the required result.
On Sufficient condition
In this section we prove Theorem 1.5. As we mentioned in the introduction, first let us recall the proof of the fractional Poincaré inequality. For this let us define
, and we will say fractional Poincaré inequality holds if P 2 n,s,p (Ω) > 0. The following lemma provides the characterization of the domain in R for fractional Poincaré inequality to hold. However, it was proved in ( [11] , Lemma 2.2) for the case s ∈ ( 1 2 , 1) only and also it will rely heavily used to proof of the fractional Poincaré inequality. 
LetẼ ⊂ E c be a bounded open set. Then we can writeẼ = ∞ j=1Ĩ j , whereĨ j 's are disjoint open intervals. Note that,Ĩ j ⊂ I c k for all j and sup j (|Ĩ j |) < ∞. Let u ∈ C ∞ c (E) and using Lemma 2.5 then we get
which gives P 2 1,s,p (E) > 0 and the other implication follows from Lemma 2.1 in [11] . This completes the proof of the lemma. Proof.
Taking Ω = R n in Lemma 4.2. Then, we obtained
Now since the domain satisfying LS condition, this implies that for each fixed ω ∈ S n−1 , x ∈ A(ω) there exists a constant say C > 0 independent of ω and A(ω) such that
Combining the above two estimates we infer that
This completes the proof of the theorem. Proof. Suppose the domain E ⊂ R satisfies the finite ball condition. Then E can be written as in (4.1) and alsoẼ is same as in the proof of Lemma 4.1. Let u ∈ C ∞ c (E), and using the fractional Sobolev embedding and Lemma 2.5 we acquire that
Therefore, we conclude thatλ(E, 1, p, q) > 0 and the other implication follows from Lemma 2.4.
Proof of Theorem 1.5 :
Step 1: Since the fractional Poincaré inequality holds for LS type domain Ω and then applying this to the standard fractional Sobolev embedding, we acquire thatλ(Ω, n, p, q) > 0, for any q ∈ [p, ∞).
Step 2:
Taking Ω = R n in Lemma 4.2, we obtained
Now since we have assumed the domain satisfying LS condition, this gives that for each fixed ω ∈ S n−1 , x ∈ A(ω) there exists a constant say C > 0 independent of ω and A(ω) such that
Combining the above two estimates (4.2), (4.3) we infer that
and then by using Jensen's inequality we obtained
Thus, we conclude thatλ(Ω, n, p, q) > 0, for any q ∈ (1, p]. This completes the proof of the theorem. In the view of the paper Parini-Ruf [26] , we see that lim ǫ→0 [u ǫ ] p s,p,R n = γ s,n , and in particular we have the following estimate
Proof of
Noticing that
Thus, using ( dx.
Now then we can proceed exactly in the same way as it is done in (5.4), (5.5) together with (5.7) gives the required result.
6. Proof of Theorem 1.7
In this section we start with giving some technical lemmas that will be required to the proof of Theorem 1.7. We follow the approach by Takahashi [29] . which gives F A(n, s, α) ≤ F A 1 (n, s, α) and the other inequality trivially follows. Lemma 6.2. Let α ǫ = α * s,n − ǫ, for fixed ǫ > 0 small enough. Then for any α ∈ (0, α ǫ ) one has F A(n, s, α) ≤ ( α αǫ ) p−1 1 − ( α αǫ ) p−1 F B(n, s, α ǫ ). Proof. Let u ∈ W s,p (R n ) with ||u|| L p (R n ) = 1 and [u] s,p,R n ≤ 1. Then, we consider a function v(x) = Cu(ℓx) where C p = ( α αǫ ) p−1 and ℓ n = C p 1−C p . By simple computation we obtain Taking the supremum for u ∈ W s,p (R n ) with ||u|| L p (R n ) = 1 and [u] s,p,R n ≤ 1, together with Lemma 6.1 gives the desired result.
Proof of Theorem 1.7 : It is easy to see that F A(n, s, α) < ∞ for α < α * s,n by using Lemma 6.2 and (1.9). In order to proof of F A(n, s, α * s,n ) = ∞. We use the Moser-sequence of functions which is defined in (5.1). Then we have the following estimates as ǫ → 0, for some C > 0 
Now set v ǫ (x) = uǫ(x)
[uǫ] s,p,R n , then by using the above estimates we acquire 
