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Stochastic processes of counts have very broad applications in view of the host of integer-valued
time series which cannot be satisfactorily handled within the classical framework of Gaussi-
an-like series. In this paper we discuss recursive filters for partially observed discrete-valued time
series where the noise in the observations is a fractional Gaussian noise.
Ñòîõàñòè÷åñêàÿ îáðàáîòêà îòñ÷åòîâ øèðîêî ïðèìåíÿåòñÿ â ìíîæåñòâå çàäà÷, ñîäåðæàùèõ
öåëî÷èñëåííî-îöåíèâàåìûå âðåìåííûå ðÿäû, êîòîðûìè íåëüçÿ óäîâëåòâîðèòåëüíî îïå-
ðèðîâàòü â ðàìêàõ êëàññè÷åñêèõ Ãàóññîâî-ïîäîáíûõ ðÿäîâ. Ðàññìîòðåíû ðåêóðñèâíûå
ôèëüòðû äëÿ ÷àñòè÷íî íàáëþäàåìûõ äèñêðåòíî-îöåíèâàåìûõ ðÿäîâ, â êîòîðûõ øóìû
íàáëþäåíèé ÿâëÿþòñÿ äðîáíûìè Ãàóññîâûìè øóìàìè.
K e y w o r d s: change of measure, discrete-valued time series, fractional Gaussian noise.
Introduction. The analysis of time series of counts is a rapidly developing area
(e.g. [1—7]). It has very broad application in view of the host of integer-valued
time series which cannot be satisfactorily handled within the classical frame-
work of Gaussian-like series. Many of the phenomena which occur in practice
are by their very nature discrete-valued [4].
To start, we make use of The Binomial thinning operator  introduced in [2,
6], namely: for any nonnegative integer-valued random variable X and { , }0 1 ,
  X Y j
j
X



1
,
where Y1, Y2, … is a sequence of of i.i.d. random variables independent of X,
such that P Y P Yj j( ) ( )    1 1 0 .
With the operator  on hand and xk standing the realization of an integer-
valued process in period k, let x x vk k k   1 1 1  , where{ }vk is some integer-
valued stochastic process.
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One may think of xk as referring to the number of patients in a hospital in pe-
riod k, then the number of patients in period k + 1 is made up of a portion of those
patients who were present in period k (  xk 1) and new arriving patients vk+1.
Time series models incorporating  have been extensively examined in [1—3,
5—7].
Dynamics with fractional Gaussian noise. Let Z denote the set of integers,
and Z + denote the set of non- negative integers. Following [8] we define a set of
functionsL on Z + with values in R. We suppose that if i < 0, then f (i) = 0. These
functions could be considered as infinite sequences: f i f i( )  , i = 0, 1, … . Then
we define: if f 1, f 2 are in L the convolution product f 1 * f 2 is defined by
( * )( )f f n f f f fn i i
i
n i i
i
n
1 2 1 2
0
1 2
0
 





 
.
In this set of functions, consider the function u, which is defined as u = (u0,
u1, ...) = (1, 1, ... ).
The convolution powers of u are as follows:
u0 = (1, 0, 0, ...),
u2 = u * u = (1, 2, 3, ...),
u3 = u2 * u = (1, 3, 6, ...)
…
u
r r r r r rk

  
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Note that for any f inL, f u u f f* *0 0  and for any s, r in R, u u ur s s r*   . In
particular u u ur r*   0.
Let ( , , ) F P be a probability space upon which{ }wk , k N are independent
and identically distributed (i.i.d.) Gaussian random variables, having zero means
and variances 1 (N (0, 1)). Then [8] the fractional Gaussian noise is defined as
w u w n u wn
r r
i
r
n i
i
n
 




( * ) ( )
0
.
Then wr is a sequence of Gaussian random variables which have memory and
are correlated. Also,
E wn
r[ ]0,
Var w un
r
i
r
i
n
( ) ( )


2
0
,
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Cov w w u un
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r
n i
r
i
n
( , )
   


 

1 1
0
1
1.
Now consider a system whose state at time k is xk  Z . The time index k of
the state evolution will be discrete and identified with N { , , , ...}0 1 2 . The state
of the system satisfies the dynamics
x x vk k k k  1 1  . (1)
Here { }vk , k N are independent and identically distributed random variables
such that, for all k, vk  Z has probability distribution .
A noisy observation of xk is to suppose it is given as a linear function of xk
plus a random «noise» term. That is, we suppose that for some real numbers ck
and positive real numbers dk our observations have the form
y c x d wk k k k k
r
  .
Following [8] let z u y kk
r

( * ) ( ). Therefore
z c u x k d w c h x x d wk k
r
k k k k k k   
( * ) ( ) ( , ,...)

0 1 ,
(2)
where w is a sequence of i.i.d. N (0, 1). Write{ }Z k , k N for the complete filtra-
tion generated by{ , ,..., }z z zk0 1 .
Using measure change techniques we shall derive a recursive expression for
the conditional distribution of xk givenZ k .
Filtering. Initially we suppose all processes are defined on an «ideal» prob-
ability space ( , , ) F P ; then under a new probability measure P, to be defined,
the model dynamics (1) and (2) will hold. Suppose that under P:
1) { }xk , k N is an i.i.d. sequence with probability distribution  ( )x with
support in Z

;
2){ }zk , k N is an i.i.d. N (0, 1) sequence with density function


( ) /z e z 
1
2
2 2.
Let



0
0
1
0 0 0 0
0 0


( ( ( )))
( )
d z c h x
d z
and for l = 1, 2, ... .

  

l
l l l l l l l l
l
x x d z c h x x
d x

 
 
( ) ( ( ( ,..., )))
(
1 1
1
0
l lz ( )
.
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Set
k l
l
k




0
.
(3)
Let G k be the complete -field generated by { , , ..., , , ...x x x xk0 1 0 0 
..., , , , ..., } k k kx z z z 0 1 for k N.
Lemma 1. The process{ }k , is a P-martingale with respect to the filtration
{G k }, with k N.
P r o o f. Since k isG k -measurable E Ek k k k k[ ] [ ]  1 1|G |G . There-
fore we must show that E k k[ ]  1 1|G :
E k k[ ]  1|G

 
 

   E
x x d y c h x xk k k k k k k k  ( ) ( ( ( , ..., )1 1
1
1 1 1 0 1 ))
( ( )d x zk k k
k
  







1 1 1 
|G










  E
x x
x
E
d y c h xk k k
k
k k k k 

( )
( )
( ( (1
1
1
1
1 1 1 0 1
1 1
, ..., )))
( )
x
d z
k
k k

 










|G |Gk k kx, ]1 .
Now,
E
d z c h x x
d z
k k k k k
k k


( ( ( , ..., )))
( )


   
 
1
1
1 1 1 0 1
1 1
|G k kx, 






1


 


  
R



( ( ( , ..., )))
( )
( )
d z c h x x
d z
z dk k k k
k
1
1
1 1 0 1
1
z 1;
E
x x
x
E
x x
x
k k k
k
k
x
k k 

 

( )
( )
( )
(














1
1
 
|G
Z )
( ) ( ) x uk
u
|G






 



Z
1.
Define P on ( , ) F by setting the restriction of the Radon-Nykodim derivative
dP
dP
toG k equal to k .
A key result which relates expectation under P and P is given by a Bayes’s
like formulae ([9, 10])
E I x x
E I x x
E
k k
k k k
k k
[ ( ]
[ ( ]
[ ]
 

|G
|G
|G


,
where E (resp. E) denotes expectations with respect to P (resp. P).
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The next result shows that the original model can be recovered by some simple
transformations.
Lemma 2. The stochastic process{ }vk , k N is an i.i.d sequence with den-
sity function  ( )x with support in Z

and{ }wk , k N are i.i.d. N (0, 1) sequences
of random variables, where
v x xk k k k  1 1

( )  ,
w d z c h x xk k k k k k 

 1
0( ( ,..., )) .
P r o o f. Suppose f, g :R R! are «test» functions (i.e. measurable functions
with compact support). Then with E (resp. E) denoting expectation under P
(resp. P) and using Bayes’ Theorem
E f v g w
E f v g w
E
k k k
k k k k k
k
[ ( ) ( ) ]
[ ( ) ( ) ]
 
  
1 1
1 1 1|G
|G


[ ]k k

1|G
 E f v g wk k k k[ ( ) ( ) ]   1 1 1 |G ,
where the last equality follows from Lemma 1. Consequently
E f v g wk k k[ ( ) ( ) ]  1 1 |G

 
 

   E
x x d z c h x xk k k k k k k k  ( ) ( ( ( ,..., )1 1
1
1 1 1 0 1 ))
( ( )d x zk k k  




1 1 1 
  
 

   
f x x g d z c h x xk k k k k k k k( ) ( ( ( ,..., ))1 1
1
1 1 1 0 1  ) ]|G k 





 



E
x x
x
f x xk k k
k
k k k
 


( )
( )
( )1
1
1






   
 
E
d y c h x x
d z
k k k k k
k k


( ( ( ,..., )))
( )
1
1
1 1 1 0 1
1 1




 


    
g d z c h x x xk k k k k k k k( ( ( ,..., ))) , ]1
1
1 1 1 0 1 1|G |G ] .
Now
E
d y c h x x
d z
k k k k k
k k


( ( ( ,..., )))
( )


   
 

 1
1
1 1 1 0 1
1 1



  


    
g d z c h x x xk k k k k k k( ( ( ,..., ))) , ]1
1
1 1 1 0 1 1|G
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E
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x f x x
x
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k k k
tZ Z
 

 
( )
( )
( ) ( )

 |G  ( ) ( )t f t .
Therefore
E f v g w t f t u g u duk k k
t
[ ( ) ( ) ] ( ) ( ) ( ) ( )
 




 
1 1 |G
Z R
  .
The lemma is proved.
Consider the un-normalized, conditional expectation which is the numerator
of (3) and write E I x x q xk k k k[ ( ) ] ( )  |Z . If pk ( )" denotes the normalized
conditional density, such that E I x x p xk k k[ ( ) ] ( ) |Z , and from (4) we see
that
p x q x q tk k
t
k( ) ( ) ( )










Z
1
, k N .
Then we have the following result.
Theorem 1.
q x
d z c h x
d d z z
k
k k


 


1
0
1
0 0 0 0
0 1 0
( )
( ( ( )))
... ( ) ... (

  1 )

  
 

 
 
x xk
d z c h x x
1
1
1
1 1 1 0 1
Z Z
... ( ( ( , )))
  


  
 ( ( ( , ..., , )))d z c h x x xk k k k k1
1
1 1 1 0
 
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P r o o f. In view of (3)
E I x xk k k k[ ( ) ]     1 1 1|Z
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Approximate recursion. In this section, we give recursive approximate es-
timates of the hidden states. Assume that x0 is known and let
x x0 0
 ~ , ~ ( )
( ( (~ ))
( )
( )q x
d z c h x
d z
xx0
0
1
0 0 0 0
0 0
0





# ;
~ ~ ( )x t p tk k
t




Z
,
where
~ ( ) ~ ( ) ~ ( )p x q x q tk k k
t
 










Z
1
.
Theorem 2. The un-normalized density qk+1(x) is approximately computed
by the recursion
~ ( )
( ( (~ , ..., ~ , )))
q x
d z c h x x x
d
k
k k k k k
k



  


1
1
1
1 1 1 0
 

1 1 ( )zk
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Now we replace x xk0 ,..., with
~ ,..., ~x xk0 which, of course, areZ k 1 measurable:
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Taking ~ ( )q tk as an approximation of q tk ( ) the result follows.
In this paper an integer-valued process state space model is proposed. The
state space model is not directly observed. The observed process is corrupted
with a fractional Gaussian noise. Filters for the partially observed dynamics are
derived.
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Ñòîõàñòè÷íà îáðîáêà â³äë³ê³â øèðîêî çàñòîñîâóºòüñÿ ó áàãàòüîõ çàäà÷àõ ç ö³ëî÷èñëî-
îö³íþâàíèìè ÷àñîâèìè ðÿäàìè, êîòðèìè íå ìîæíà çàäîâ³ëüíî îïåðóâàòè â ðàìêàõ êëà-
ñè÷íèõ Ãàóñîâî-ïîä³áíèõ ðÿä³â. Ðîçãëÿíóòî ðåêóðñèâí³ ô³ëüòðè äëÿ ÷àñòêîâî ñïîñòåðå-
æóâàíèõ äèñêðåòíî-îö³íþâàíèõ ðÿä³â, â êîòðèõ øóìè ñïîñòåðåæåíü º äðîáîâèìè Ãàó-
ñîâèìè øóìàìè.
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