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 Abstract 
 
 
This thesis looks at the effect that the introduction of various techniques 
(weighting, bootstrapping and variable selection) has on the accuracy of the 
modelling process when using logistic regression. The data used in the modelling 
process is based on the sexual activity of entering first-year students at the 
University of the Western Cape, therefore, by constructing logistic regression 
models based on this data, certain predictor variables or factors associated with 
the sexual activity of these students are identified. 
 
The sample weighting technique utilized in this thesis assigned a weight to a 
student based on gender and racial representations within a sample when 
compared to the population of the entering first-year. The use of a sample 
weighting technique is shown to produce a more effective modelling process than 
a modelling process without weighting. The bootstrapping procedure is shown to 
produce logistic regression models that are more accurate.  Utilizing more than 
200 bootstrap samples did not necessarily produce logistic regression models that 
were more accurate than using a total of 200 bootstrap samples. It is, however, 
concluded that a weighted bootstrap modelling procedure will result in more 
accurate models compared to a procedure without this intervention. 
 
The forward, backward, stepwise, Newton-Raphson and Fisher variable selection 
methods are used. The Newton-Raphson and Fisher methods are found not to be 
effective when used in a logistic modelling process, whereas the forward, 
backward and stepwise methods are all shown to produce very similar results. 
 
Six predictor variables or factors are identified with respect to the sexual activity of 
the specified students: the age of the student; whether they consume alcohol or 
not; their racial grouping; whether an HIV test has been taken; the importance of 
religion in influencing their sexual behaviour; and whether they smoke or not. 
 
 
 
 
  ii 
Conclusions are reached with respect to improvements that could be made to the 
HIV prevention programme at UWC with reference to the sexual activity of 
entering first-years. 
 
Keywords: sexual risk behaviour, logistic regression, variable selection, weighted  
bootstrap, sample weighting, HIV prevention, alcohol, smoking, importance of 
religion, sexually active 
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C h a p t e r  1  
1.1 Introduction 
 
This study is guided by very specific research questions. With the aim of answering these 
questions, certain procedures and processes were investigated as to their applicability in 
achieving this aim. Through this investigation, it is hoped that this thesis will add to the 
literature related to logistic regression modelling.  
 
The motivation for this study is given in the following section. It is structured around 
answering the question of why this thesis is important and also how the topic or topics related 
to this thesis came about. 
1.2 Motivation for this thesis 
 
Logistic regression modelling is a predictive modelling tool used to predict the outcome of a 
response or dependent variable based on a finite amount of predictor or independent 
variables. This outcome is given in the form of a probability that a certain event will occur.  
 
The motivation of this thesis stems from the logistic regression model itself and the stability of 
said model. Although the procedure of obtaining a single logistic regression model can be 
quite simple, if processes which are aimed at providing a more accurate logistic regression 
model are introduced, multiple logistic regression models can be produced based on a single 
data sample (Austin & Tu, 2004 a). 
 
In this thesis, certain processes are introduced prior to, and during, the logistic regression 
modelling procedure: bootstrapping, sample weighting and predictor variable selection. 
Bootstrapping is a method which involves the creation of samples by re-sampling with 
replacement from a single data set in order to create what are called bootstrap samples. The 
logistic regression model or models is/are then constructed on these bootstrap samples in 
order to produce a logistic regression model or models. 
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Sample weighting involves assigning a certain measure of representation to an observation in 
order to correct the bias introduced by over- and under-representation of certain observations 
within a sample. This process clearly has to be performed prior to the modelling procedure so 
that these sample weights can be used within the modelling procedure. 
 
Numerous variable selection methods are available to assist in selecting only those predictor 
variables which are significant enough to be included in a final logistic regression model. The 
selection of these predictor variables is of keen importance if multiple logistic regression 
models are produced. One would expect the same predictor variables to be selected when a 
single sample is used to produce multiple logistic regression models, however, this is not 
always the case. 
 
If all these procedures are evaluated in order to find the most effective method of 
incorporating them into the modelling procedure, a more accurate and stable logistic 
regression model or models should be produced. The main aim and research question of this 
thesis are discussed in the following section. 
1.3 Main aim of the thesis 
 
The three procedures, bootstrapping, sample weighting and variable selection as outlined in 
Section 1.2 provide the framework of this study. By evaluating which specific process or 
processes is/are the more effective to incorporate into a modelling procedure; this thesis will 
aim to answer the research question: 
 
Does a weighted bootstrap logistic regression modelling procedure provide a more 
stable model or models? 
 
Since the logistic regression model contains a finite number of predictor variables, the data on 
which the model or models is/are constructed are of keen importance. These predictor 
variables will contain or provide information about the data that will allow for future 
assumptions to be made (i.e. predictability of future patterns).  
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The data used in this thesis were obtained from entering first-year students at the University 
of the Western Cape (UWC) in 2010. The data are collection of factors associated with the 
sexual activity of students on entrance to the university. The logistic regression model was 
constructed towards whether a student was sexually active or not, therefore the predictor 
variables included in the logistic regression model will allow for a deeper insight into the 
sexual activity of students when entering university. Since the data that was used in the 
modelling process contained information regarding the sexual activity of entering first-year 
students on entrance to the university, further questions could be answered related to their 
sexual activity:  
 
 Does a weighted bootstrap logistic regression procedure provide a more stable model 
to identify risk-taking behaviour of entering university students? 
 Which risk-taking behaviour factors are associated with sexual activity? 
 How can HIV prevention programmes be developed to assist students to make 
informed decisions? 
In addition to the main research question, it is hoped also to answer these research questions 
by carrying out the procedures and processes given in Section 1.2. In the following section, the 
outline of this thesis is presented. 
1.4 Outline of the chapters 
 
The literature review presented in Chapter 2 examined issues relating to the logistic modelling 
procedure and the processes involved therein. This provided a background of what had 
previously been done with respect to the procedures laid out and what other scholars have 
recommended as future research opportunities. 
 
Chapter 3 deals with the research design and methodology used in this thesis. The techniques 
and formulae used and the important processes carried out are outlined and discussed with 
respect to their importance.  
 
In Chapter 4, a description of the results of the modelling procedure is given. Important 
findings are also discussed with respect to the predictor variables of the logistic regression 
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models. Since bootstrap samples were used in this study, the chapter is structured around 
patterns or trends observed in the bootstrap samples and their relation to the original data set 
from which these bootstrap samples were constructed. Conclusions relating to the efficacy of 
incorporating sample weighting, bootstrapping and a variable selection method are also 
discussed. 
 
Since the main aim of this thesis was to investigate whether a weighted bootstrap logistic 
regression modelling procedure could provide a more stable model or models, certain 
conclusions are reached relating to this question. This discussion is carried out in Chapter 5. 
 
Chapter 6 provides a summary of the entire thesis in relation to the research questions posed. 
Limitations of the study, conclusions reached and gaps found during the course of this thesis 
are discussed. Since the processes used in this study are still being assessed by other scholars 
as to their efficacy, future research opportunities found are also mentioned.  
1.5 Conclusion 
 
The procedures carried out in this thesis, in part, aimed to better understand the processes 
involved in logistic regression modelling. In doing so, the reader of this thesis should walk 
away with greater insight into the capabilities and applicability of logistic regression in 
numerous areas of research. 
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C h a p t e r  2  
2.1 Introduction 
 
Logistic regression is often used as a predictive modelling tool when the outcome variable is of 
a binary nature. Although logistic regression is widely used there remains a need for effective 
methods of stabilizing the model or models obtained, as varying logistic regression models can 
be constructed that seem to fit the data well. This problem is further compounded when 
variable selection methods are introduced, as discussed by Austin and Tu (2004 a).  
 
Bootstrapping and weighting are methods introduced to provide the researcher with tools 
that will help in the process of constructing a more accurate model with increased predictive 
capability. However, caution needs to be exercised as to how the bootstrap samples are 
created and how weights are assigned in the weighting process. 
 
Although there is considerable literature available on logistic regression modelling, there is still 
a need for an effective method of using logistic regression coupled with bootstrapping and 
weighting.  
 
The focus of this literature review will be on key concepts related to the stabilizing of logistic 
regression models obtained using a bootstrap method and weighting technique.  
2.2 Logistic regression 
 
Logistic regression is a popular regression modelling tool, used when the outcome or 
dependent variable can be classified according to a specified number of classes, although 
logistic regression is also applicable under circumstances where the dependent variable is 
proportional (i.e. cannot be classified into a category) (Hilbe, 2009). The ultimate goal of 
logistic regression is to predict a certain event based on a set of predictor or independent 
variables. 
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This thesis will focus on the binary logistic regression model which is the case when the 
dependent variable is specified to have only one of two possible outcomes. Although it is not 
covered in this thesis, the multinomial logistic regression is applicable in cases where the 
outcomes for the dependent variable are greater than two (i.e. more than two classes). 
 
The original form of the logistic regression can be seen in Equation 2.1 (Kleinbaum, 1994): 
 
   
 
              
.                                           Equation 2.1 
 
It is clear that the logistic regression model can involve many predictor variables (    coupled 
with each of their coefficients    to predict the probability of a certain event. In many 
regression models the event that is modelled falls into pre-specified classes. Since this thesis 
incorporates a binary logistic regression modelling procedure, these outcomes or responses 
could be assigned or represented as values of either 0 or 1, where an outcome of 1 usually 
indicates a success and a value of 0, a failure (Kutner, Nachtsheim, Neter, & Li, 2005). 
 
For instance, when modelling the event (D) of a success (therefore D = 1) based on two 
predictor variables   and    and the coefficients associated with the model are known (i.e. 
        known) then Equation 2.1 would look like: 
 
               
 
                  
  ;                      Equation 2.2 
 
where              is the probability that there will be a success given that    and    
have occurred. 
 
The coefficients (          in the logistic regression of Equation 2.1 are obtained by using the 
method of maximum likelihood estimation (MLE). The MLE method uses an iterative algorithm 
that re-estimates the log likelihood until there appears to be minimal significant change in the 
residuals of the logit function (Kleinbaum, 1994), i.e. MLE maximizes the log likelihood 
function: 
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 ;                Equation 2.3 
 
where k is the number of variables being considered and    are the predictor variables 
associated with the logistic regression model. 
 
The logit function (Equation 2.3) is a function that is identical to that of the logistic regression 
model. “For the sake of convenience, many authors describe the logistic model in its logit form 
rather than in its original form ...” (Kleinbaum, 1994, p.18). 
 
The logit function can also be seen as an expression that incorporates the probability of an 
event occurring and also the complement of this event’s probability. This can easily be seen in 
the case where the probability of event D occurring is:                  and the 
complement of this probability is:                   .  
 
Returning to the reasoning behind the popularity of the logistic regression model over other 
modelling techniques, the graph of the logistic regression function given in Figure 2.1 needs to 
be inspected: 
 
Figure 2.1 – S-shape Logistic Regression Graph 
 
From Figure 2.1 it can be seen that the logistic regression function forms an S-shape with the 
axes given as: vertical or y-axis =                , the probability of an event occurring and 
horizontal or x-axis =            , the combination of the independent or predictor 
variables and the coefficients. 
 
  
  
 
  
 
  
  
 
  
           
0 
1 
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This shape in the graph is one of the reasons for the popularity or preferred use of the logistic 
regression model. At either end of the tail or as the x-axis approaches    or +  the 
probability is quite near to either 0 or 1 depending on the combination of the independent 
variables and the coefficients. An increase or decrease in the probability of an event is minimal 
if it lies outside of the “threshold”; what this means is that there is a specific combination of 
predictor variables that have a significant effect on the probability of an event (Kleinbaum, 
1994).  
 
The range for this “threshold” is determined by the combination of the independent variables 
and the coefficients. This shape of the graph is of particular interest to epidemiologists as it 
can be applied to a variety of disease conditions. 
 
Also to note on the shape of the graph is that the probability response is restricted to a range 
between 0 and 1.  Many other functions do not possess this constraint on the probability and, 
as such, may fall out of the range of 0 and 1 (e.g. linear response function) (Kutner, 
Nachtsheim, Neter, & Li, 2005), therefore making the logistic regression function the more 
preferred model.  
 
The following section looks at methods of validating or checking logistic regression models 
produced, in order to determine their accuracy and predictive capabilities. 
2.3 Validation of regression models 
 
Since regression models have become popular in the use of prediction and understanding of 
the data on which the model is built, it is essential to check the validity of the model and also 
ascertain whether another model would fit the data more appropriately for the circumstances 
for which it was intended (Snee, 1977). 
 
The main reasoning behind validating or checking the fit of the logistic regression model 
obtained should be to assess whether the correct predictor variables have been included. 
Another reason behind validating the model is to avoid the inclusion of too many “noise” 
variables which might affect its accuracy (Austin & Tu, 2004 b). If the validation and checking 
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of the model is carried out it would then be possible to ascertain whether the model does in 
fact fit the data.  
 
In a case study conducted by Hosmer, Taber and Lemeshow on the importance of validating or 
checking the fit of logistic regression models, they found that, of the 579 research articles they 
reviewed, only 45 used some method of assessing the logistic regression model or models 
obtained (Hosmer, Taber, & Lemeshow, 1991). 
 
They also go on to mention that “the simple act of running a logistic regression package in no 
way guarantees that ... the logistic model was the appropriate model to use …” (Hosmer, 
Taber, & Lemeshow, 1991, p. 1634). 
 
There are many methods available to determine the validity of regression models although 
research steers away from, or entirely omits, using the P-value, a standard and previously used 
statistic associated with the regression model when assessing the validity of the logistic 
regression model. Instead, the use of other goodness-of-fit statistics available in the analysis 
process such as Akaike’s information criterion (AIC) and Bayesian (Schwartz) information 
criterion (BIC) have become more popular model goodness-of-fit statistics to use in assessing 
the validity of a logistic regression model (Austin & Tu, 2004 b; Raftery, 1995; Murtaugh, 
2009).  
 
This move away from using the P-value to ascertain the validity of the model is due to the fact 
that this value is associated with a single model and, in most cases, the validity of multiple 
models needs to be assessed and/or compared. Raftery mentions that, in cases where large 
data sets were used to build a model, the P-value associated with this model would usually 
point to rejection of the model but, on further inspection of the data, no reason could be 
found as to why the model should be rejected as it seemed to fit the data (Raftery, 1995).  
 
Raftery therefore came to the conclusion that the P-value statistic associated with the model 
should be used only in cases where the hypothesis that is being tested considers only two 
models. This conclusion was also somewhat agreed to by Austin and Tu (Austin & Tu, 2004 a), 
where their study found that the P-values associated with the logistic regression models 
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(which incorporated a variable selection method) were small and in their analysis they found 
that these P-values were biased. 
 
Murtaugh as well as Steel and Uys and many other authors point to the use of the AIC 
(Equation 4), BIC (Equation 5) or    goodness-of-fit statistics as valid criteria when comparing 
multiple regression models built from the same data set (Murtaugh, 2009; Steel & Uys, 2007; 
Austin & Tu, 2004 b).  
 
Austin and Tu’s study on predictors of acute myocardial infarction pointed out the importance 
of checking for multiple regression models that fit the data. In their study they found that, 
when using different predictor variable selection methods multiple models were obtained 
(Austin & Tu, 2004 a), therefore further stressing the importance of checking the validity of 
each model. 
 
Akaike’s and the Bayesian(Schwartz) information criteria can give good estimations on the 
validity of the model when comparisons are done between multiple models that fit the same 
data, although their use is primarily in conjunction with linear regression models, they can still 
be used in comparisons of logistic regression models by incorporating the maximum likelihood 
function in the formula: 
 
                ,                                      Equation 2.4 
 
                     ,                               Equation 2.5 
 
where n is the number of observations and p the number of parameters in the model and L is 
the maximum value of the likelihood function for the model (Hilbe, 2009). 
 
As can be seen in Equations 2.4 and 2.5 for AIC and BIC, both equations seem to be very 
similar (i.e. both contain the “deviance” statistic (Hilbe, 2009)) except for the way in which the 
penalty term is calculated for each statistic. This penalty term is a way of ensuring that AIC and 
BIC are adjusted according to the number of parameters included in the model (Murtaugh, 
2009). 
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One of the advantages of using AIC and BIC when comparing models is that the distribution of 
the data on which the models are built does not need to be taken into consideration or 
assumed. They can be used to compare models from different distributions. 
 
When deciding upon which model would be the more preferred one to use, the model that 
produces the lowest AIC or BIC value would be the more preferred model (Hilbe, 2009). It is 
worth noting that logistic regression models selected by using the AIC fit statistic will contain 
more predictor variables than the models selected using the BIC fit statistic. 
 
Although it now seems possible to decide upon which model would best fit the data, other 
methods also need to be considered prior to calculating the logistic regression model in order 
to safeguard against including predictor variables that are highly correlated or even 
independent of the outcome variable (i.e. “noise” variables) and would therefore bias the 
model building process. 
2.4 Variable selection methods 
 
In this section all of these methods are introduced and discussed later in Chapter 3. Although 
these methods do not entirely prevent the inclusion of correlated variables, when used with 
other methods such as weighting and bootstrapping, they provide a model or models that are 
even more accurate or fit the data better than if they had not been included (Austin & Tu, 
2004 a; Raftery, 1995). 
 
The forward, backward and stepwise variable selection methods are all sequential methods 
(i.e. they follow a step-by-step process) that either add or delete variables from the model 
based on a predetermined significance level (i.e. alpha value). This significance level is usually 
taken by most authors to be a value of 0.05 but Raftery suggests using a smaller alpha value 
(i.e. 0.01) as this would then ensure a model that has a more accurate predictive ability 
(Raftery, 1995). 
 
The forward selection method starts with a model that has no predictor variables; predictor 
variables are subsequently added one by one if they fall within the significance level that was 
predetermined. 
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Backward variable elimination starts off with a model that contains all the predictor variables; 
the model is then estimated and the predictor variable with highest significance level is 
dropped from the model. This process continues until all remaining variables have significance 
values less than the predetermined value (i.e. alpha = 0.01). 
 
Stepwise selection is a combination of backward (variables are dropped) and forward 
(variables are added) selection processes; predictor variables can either be dropped or added 
in a step. The stepwise selection procedure starts by including no predictor variables in the 
model. At each subsequent step a predictor variable is either dropped or added to the model 
as in the backward and forward selection procedures. 
  
Newton-Raphson and Fisher’s methods incorporate the weights and frequencies of 
observations in each sample in order to calculate the estimator and make a linear 
approximation to the estimate. These two methods involve iterative computing of the best 
estimate of the predictor variable. Therefore, for each predictor variable that was defined in 
the model, these two procedures will calculate the best estimate. No predictor variables are 
added or dropped from the model as in the forward, backward and stepwise procedures, all 
predictor variables are added to the model with the best approximate estimate for the 
predictor variable.  
 
If the above-mentioned goodness-of-fit statistics or variable selection methods are used to 
assess the validity of a regression model, it might be possible to obtain a single model that 
seems to be the best fit for the data. However, if these processes are combined with the 
methods presented in the following sections (i.e. bootstrapping and weighting), we might 
obtain a logistic regression model that would be an even better fit to the data and have an 
even better predictive accuracy. 
 
Bootstrapping is a process that is highly recommended by many authors for building data sets 
on which models can be built. Another process that is also recommended, once bootstrapping 
has been carried out, is that of sample weighting. 
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2.5 Bootstrap 
 
The bootstrap method is basically a method of re-sampling from the originally collected data 
set, therefore bootstrapping can be thought of as a sampling procedure, where sampling is 
done from the original set with replacement (Efron & Tibshirani, 1993). Although this sampling 
procedure can be dated back to the 1930s (Chernick, 2008), it was Efron’s work from the late 
1970s onwards that developed this sampling method. Although there are many versions of 
bootstrapping procedures available, this thesis will incorporate Efron’s sampling with 
replacement bootstrap procedure. 
   
The reason for the popularity of the bootstrap procedure is that no assumptions need to be 
made based on the probability distribution of the data set and the standard errors associated 
with the estimates of the bootstrap are all valid (Efron & Tibshirani, 1993). 
 
A bootstrap sample is obtained by sampling from the original data set n times therefore 
producing a bootstrap sample of size n, i.e.,         
    
      
   , where * represents the 
bootstrap sample and this procedure of sampling, with replacement, is repeated numerous 
times (say B times) to produce bootstrap samples on which statistical estimation and 
inferences can be made. The number of bootstrap samples required typically range between 
50 and 200, although for this study, we constructed a total of 200, 500 and 1000 (i.e. B = 200, 
500, 1000) bootstrap samples. Efron and Tibshirani mention that the only time that more than 
200 bootstrap samples are required is when confidence intervals are constructed. In this 
thesis, the accuracy of the logistic regression model is investigated when using 200, 500 or 
1000 bootstrap samples.  
 
The bootstrap can also be thought of as “a computer-based method for estimating the 
standard error of   ” (Efron & Tibshirani, 1993, p. 45), where    is an estimate of the bootstrap. 
What that basically entails is that when the bootstrap procedure is carried out, a measure of 
accuracy is assigned to the estimates obtained from these samples.  
 
Efron and Tibshirani introduced the bootstrap estimate of standard error, which will approach 
the standard error of the original sample as the number of bootstrap samples increases (see 
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Equation 2.6). The standard error can be thought of as the deviation of an estimate from its 
true value or the deviation of the sample estimate from the original sample value: 
 
               ,                                          Equation 2.6 
 
where    represents the original sample distribution and se the standard error; therefore      
represents the standard error for the original sample. 
 
Ideally the number of bootstrap samples needs to be as large as possible (i.e.     ) but this 
is not always possible as the computer time needed to assess the bootstrap samples increases 
as the number of bootstrap samples increases. We still need to obtain a value for the standard 
error that is as small as possible and a way of evaluating this increase is by looking at the 
coefficient of variance of     as this value will vary based on the value of B (Efron & Tibshirani, 
1993). 
 
Steyerberg and co-authors (2001) concluded that bootstrapping techniques provided more 
stable and nearly unbiased estimators of performance in logistic regression. They compared 
three methods of internal validity on logistic regression: split-sample, cross validation and 
bootstrapping. These methods were further modified and assessed along with the original 
technique, providing a total of eight methods for checking internal validity.  
 
The “regular” bootstrap technique still performed better than any of the others, producing 
estimates of performance with a bias that was nearly zero and of which the variability was 
close to that of the logistic regression model produced from the original sample (Steyerberg, 
et al., 2001). 
 
The bootstrap sampling procedure has been used by authors such as Luus et al., Kooperberg 
and Pettiti and many others as a way of providing stable estimators in logistic regression 
(Kooperberg & Petitti, 1991; Luus, Neethling, & De Wet, 2012). Kooperberg and Pettiti 
constructed 1000 bootstrap samples, whereas Luus et al. constructed 1000 and used 200 (as 
recommended by Efron and Tibshirani) of those constructed samples in their study. 
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Luus et al. used a stratified 2-stage cluster sampling method to achieve their bootstrap 
samples and reported a good performance of the estimators’ mean square error (MSE) and 
bias under bootstrap. They also incorporated an integrated sample weighting technique which 
is discussed lower down. 
2.6 Jackknife 
 
This sampling procedure also produces samples from the original sample, however, the 
jackknife procedure uses only samples where one observation is removed at a time (see 
Equation 2.7), but sampling is still done with replacement (Efron & Tibshirani, 1993): 
 
                                     ,                     Equation 2.7 
 
where      is the jackknife sample corresponding to the  
   observation that was removed and 
n is the number of observations. 
 
The jackknife predates the bootstrap introduced by Efron and is somewhat similar to the 
bootstrap. The jackknife samples resemble the original sample more closely than do the 
bootstrap samples; because of this the deviations of the jackknife are much smaller than those 
of the bootstrap which would make it seem as though the jackknife would be the preferred 
procedure: 
 
              
 
      
         
  
   
 
 
.                       Equation 2.8 
 
However, the factor 
 
      
 in front of the standard error (see Equation 2.8) for the jackknife is 
much larger than the factor 
 
     
 for the bootstrap standard error (see Equation 2.9) therefore 
making the bootstrap the preferred method since the standard errors are smaller (Efron & 
Tibshirani, 1993): 
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,                     Equation 2.9 
 
where         
     
 
 
   . 
 
The main failure of the jackknife is that, since samples obtained resemble the original sample 
so closely more needs to be understood about the distribution of the original sample. 
Therefore any slight deviations in the data could result in inconsistent estimators being 
produced as a result of non-parametric data (Efron & Tibshirani, 1993). 
 
Efron and Tibshirani introduced a slightly modified version of the jackknife procedure called 
the “delete-d” jackknife which is like the original jackknife procedure but instead of deleting 
one observation at a time, d observations are deleted simultaneously (see Equation 2.10). 
However, the formula for the standard error for the “delete-d” procedure requires a 
combination based on the sample size n and the number of observations deleted, d (Efron & 
Tibshirani, 1993): 
 
             
     
   
  
              
 
  
 
 
.                  Equation 2.10 
 
For example, if n = 9 and d = 4, we would need to have 126 samples in order to delete four 
observations. This procedure produces an estimate closer to that of the bootstrap than to the 
“delete-one” jackknife, but still requires some improvement (Efron & Tibshirani, 1993). Luus et 
al. concluded that using the bootstrap method in their study under complex sampling worked 
well and worked even better when used in conjunction with integrated weighting (Luus, 
Neethling, & De Wet, 2012).  
 
Although the conclusion that can be reached from the above statements is that the bootstrap 
should be preferred over the jackknife, this is an incorrect assumption. The jackknife works 
well when the estimators of interest are those from a linear model since there is no loss of 
information; however, the opposite is true when interested in estimators for a non-linear 
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model, i.e., there is a loss of information. This is true since “the jackknife makes a linear 
approximation to the bootstrap...” (Efron & Tibshirani, 1993, p. 146).  
 
Therefore, for estimators of a linear model, the jackknife would be sufficient, but for 
estimators of a non-linear model, the bootstrap would be preferred as the variability of the 
estimator of a jackknife procedure would be too large. 
 
In studies where the sample size required is large, the jackknife procedure would also require 
a considerable amount of computing time when analyzing the samples. The bootstrap is 
described as an improvement on the jackknife procedure and using the jackknife procedure is 
not recommended unless sample sizes are small (Steyerberg, et al., 2001).  
2.7 Weighting 
 
In statistics a weight refers to the representation that a unit or observation carries; usually this 
unit is within a sample and this sample is taken from a population. Weights are used when 
specific observations within a sample carry more influence on the results than that of other 
observations represented, and more importantly these weights also help with the bias carried 
over from sampling procedures (Kirchoff, 2010). Weights are also used in the case where there 
is an under-representation of a specific subgroup within the sample, therefore making the 
sample not a true reflection of the population. 
 
Weighting is frequently used when a sample(s) is (are) available and predictions about the true 
population need to be made based on this (these) sample(s) and considerations regarding the 
representation of the sample units need to be taken into account. It is mostly used in 
conjunction with some predictive modelling procedure and/or variable selection method. 
Weighting is not, however, frequently used in conjunction with logistic regression modelling as 
handling of the weights and the estimates obtained using weighting presents its own 
difficulties.  
 
Two methods are commonly used when weighting is applied: scale- and proportional-
weighting (Maletta, 2007). Scale-weighting (i.e. no weighting) involves direct matching of 
sample quantities to that of the true population. In its simplest form, this method of weighting 
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entails taking a specific unit’s frequency from the sample and multiplying it with a “known” 
population total to obtain an estimated frequency of that specific unit in the total population.  
The shortfall of this method is that the units within the sample are automatically assigned a 
weight of one where in reality the weight of the unit might be smaller or larger depending on 
its representation in the true population and therefore, any predictions made using this 
method are likely to be biased based on the sample. This method of weighting is frequently 
used when there is little or no information provided on the demographics of the true 
population but its size is “known”. 
 
Maletta reported that when this method is used without consideration of the representation 
of the units within the sample to that of the true population, the estimates obtained from the 
sample were biased and did not represent the true population (Maletta, 2007). Even when the 
sample itself is a random sample, it may not be a true representation of the population as 
there could be errors associated with the sampling method (Maletta, 2007).  
 
Proportional-weighting takes into consideration the representation of each unit within the 
sample to that of the true population and assigns each unit a weight accordingly. This 
procedure of assigning weights should not be automatic and should be based on historical 
data and insight from the researcher’s knowledge of relevant literature. This method of 
weighting is the most frequently used, although in various forms.  
 
The main difference between scale- and proportional-weighting is that proportional-weighting 
is concerned with matching the proportions of the sample to that of the population and scale-
weighting involves taking the proportions of the sample as a true representation of the 
population. 
 
Scale weight in its general form as defined by (Maletta, 2007) is: 
 
   
 
 
.                                                 Equation 2.11 
 
In Equation 2.11, N is defined as the unit total in the population and n represents the unit total 
in the sample. If it were assumed that the sample is a true representation of the population 
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then we could substitute the same values for N and n in Equation 2.11 and produce a weight 
of 1, however, this assumption is not always correct as there could be errors associated with 
the sampling procedure and therefore an underlying bias would exist in the sample (Kirchoff, 
2010). 
 
An improved formula would be that of proportional-weighting as defined by (Maletta, 2007): 
 
    
  
 
  
 
   .                                                      Equation 2.12 
 
In Equation 2.12, i represents a specific unit under study within the population (i.e. a subgroup 
of the population) and N would be the population total and n the sample total, therefore    
would be the unit total within the population and    the unit total within the sample (Maletta, 
2007). Therefore, once values are substituted,    would be the weight associated with that 
unit in the sample indicating the number of population units represented by the sample unit 
associated with  . From the above formulae the benefit in using proportional-weighting over 
scale-weighting can already be seen and this will be investigated further in this study. 
 
Luus et al. reported a significantly reduced bias and stable Mean Square Error (MSE) when 
weighting was applied to the sample. They used a method of proportional-weighting in their 
analysis to account for non-respondents “to ensure that the weights sum to the correct 
population total” (Luus, Neethling, & De Wet, 2012, p. 86). In their study the population was 
“known” and therefore the weights could be assigned with more accuracy based on these 
values.  
 
Luus et al. used four different weighting techniques in their study: 
 
1. None  - no weighting method used therefore a weight of 1 is assigned automatically; 
2. Design - based on the household; 
3.      - integrated weighting, raking ratio technique based on person auxiliary 
variables and; 
4.       - integrated weighting, raking ratio technique based on person and household 
auxiliary variables. 
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The two integrated (i.e. proportional) weighting techniques (     and     ) performed 
better than any of the other methods. These two weighting techniques were also reported to 
have performed just as well under bootstrap sampling; producing significantly reduced MSE’s 
and bias (Luus, Neethling, & De Wet, 2012). 
 
Freedman and Berk also reported that a reduced bias was observed when weighting was used 
although they advised some caution in the handling of the standard errors of the estimates 
and variation in the weights (Freedman & Berk, 2008).  
 
Hu’s research team reported that proportional-weighting led to unbiased estimates and these 
could also be compared to other estimates obtained using any other weighting method, 
whereas unweighted estimates were not comparable to any estimates obtained using any 
weighting method (Hu, Chou, Yang, & King, 2007). In their study it was also noted that 
“frequency weights” (i.e. scale weights) over-estimated the significance level of the estimates 
since the estimates themselves were biased, whereas those of the “normalized weights” (i.e. 
proportional weights) were not over-estimated. 
 
Weighting presents its own difficulties but, if handled correctly, it could provide a more 
accurate method of prediction when used in conjunction with predictive modelling and a 
variable selection method.  
2.8 Conclusion 
 
As stated previously, logistic regression is a predictive modelling technique that can be used 
when the outcome variable under consideration is binary or dichotomous in nature. This 
technique is used to predict the probability of an event occurring based on certain predictor 
variables.  
 
Once a logistic regression model or models are obtained, the validity of these models needs to 
be evaluated in order to ensure that these models provide a good fit to the data and are 
accurate, as varying models can be obtained during the construction of the logistic regression 
model (Austin & Tu, 2004 a) when samples are drawn from the same data set. 
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This checking of the validity of the model needs to be done in order to ensure that noise 
variables are not biasing the model’s precision and accuracy. Also, since many models can be 
constructed that seem to fit the data well, the validity of each model needs to be evaluated. 
 
The bootstrap and jackknife procedures are re-sampling procedures introduced to obtain 
more accurate logistic regression models.  The bootstrap procedure is more widely used 
compared to the jackknife procedure. The jackknife procedure is more applicable to data 
where the statistics being considered are for a linear model, whereas the bootstrap is 
applicable for the estimation of non-linear statistics. Although both sampling procedures use 
sampling with replacement techniques, the jackknife procedure uses only those samples 
where one observation is removed at a time.  
 
A reason for the popularity of the bootstrap procedure is that the estimators obtained when 
using bootstrapping do not vary as much as those obtained when using a jackknife procedure. 
The standard error of the estimates when using a jackknife procedure is much larger 
compared to the standard errors obtained when utilizing a bootstrapping procedure. This 
makes the bootstrap procedure the more preferred procedure. 
 
Weighting can also be utilized when constructing the logistic regression models. Luus et al. and 
Freedman and Berk all reported significantly reduced biases and Mean Square Errors (MSE) 
when incorporating an effective weighting technique (Luus, et al., 2012; Freedman & Berk, 
2008). 
 
There are two main weighting methods; namely scale and proportional. Proportional 
weighting is the more accurate method to use as the weights are assigned so as to match the 
proportions of the population to that of the sample. 
 
If weighting methods and sampling procedures are incorporated when constructing a logistic 
regression model, it should lead to a model that is more accurate and has greater predictive 
capability. The estimates calculated would be more-or-less unbiased estimates with good 
predictability for future samples. 
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In the following chapter the methodology and procedures used in this study are discussed. 
Since not all available methods and procedures could be used in this study, those deemed to 
be more effective, as described in the literature review, are discussed and used.  
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C h a p t e r  3  
3.1 Introduction 
 
This chapter presents the research design and methodology used in this study. The techniques 
and formulae used and the important processes carried out are outlined and discussed with 
respect to their significance. For continuity, it begins with a re-statement of the research 
questions. 
 
3.2 Research questions  
 
This thesis was guided by the following research questions: 
 
 Does a weighted bootstrap logistic regression procedure provide a more stable model 
to identify risk-taking behaviour of entering university students? 
 Which risk-taking behaviour factors are associated with sexual activity? 
 How can HIV prevention programmes be developed to assist students to make 
informed decisions? 
The main aim of this thesis was to establish whether a weighted bootstrap logistic regression 
provides a more stable model or models thereby increasing its predictive capacity and 
accuracy. In order to do this, data consisting of risk-taking behaviours associated with the 
sexual activity of entering first-year students at the University of the Western Cape (UWC) in 
2010 was used in the modelling process.  
 
Applying a logistic regression modelling procedure on this data might be informative as to 
which risk-taking behaviours are associated with sexual activity of entering students.  The 
results will be used to guide improvements to be made to the HIV prevention programme at 
UWC. 
 
In constructing these logistic regression models certain processes of data collection, sampling 
and data analysis were followed prior to the construction of the models. Once these processes 
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were carried out, procedures including sample weighting, bootstrapping and variable selection 
were then incorporated into the logistic regression modelling process. 
3.3 Data collection 
 
This study made use of data collected from entering first-year students at UWC in 2010. The 
collection of the data for this study was done during the orientation weeks. All first time, first-
year students were encouraged to attend the orientation weeks prior to the onset of the 
academic year. As all students attending these orientation programs were included in the 
study, no sampling plan for the selection of students was followed. 
 
During the orientation weeks, all entering first-year students voluntarily completed an 
anonymous Risk Behaviour questionnaire (see Appendix A) prior to attending an HIV 
prevention information session. All students who completed this questionnaire were included 
in this study. Due to late registration or late acceptance of first-year students, not all first-year 
students were present during the orientation weeks and could therefore not complete the 
questionnaire.  
 
However, the sample was weighted to represent the gender and race profile of first-year 
students of that particular year of study. The race categories were: Black/African, Coloured, 
White and Indian. Thus, a total of eight categories (e.g. male African, female Coloured etc.) 
were created.  
 
Observations (i.e. students) within the bootstrap samples could then be weighted by 
incorporating the frequencies of these categories. This weighting process allowed for a more 
accurate representation of each category in the sample to that of the actual representation of 
entering first-years at UWC in 2010.  
 
The administering of the questionnaire was carried out by office of the Director of the Human 
Immunodeficiency Virus / Acquired Immunodeficiency Syndrome (HIV/AIDS) programme with 
the assistance of HIV peer educators who were employed by the university during the 
orientation weeks. The questionnaire (see Appendix A) consisted of sixty questions and aimed 
to establish a student’s attitude and behaviour in certain circumstances. The data for this 
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study was collected for a research project registered at UWC by Professors Vergnani and 
Blignaut (project number 2005/1/33). 
3.4 Questionnaire 
 
The questions in the questionnaire (see Appendix A) offered multiple responses, from which 
students selected an answer which reflected their situation. 
 
The first nine questions, except question 4, aimed to establish the demographics of the 
student (e.g. gender, age, race etc.). Some of these demographic characteristics were used in 
the weighting procedure (namely gender and race). 
 
The following questions (10-60), as well as question 4, were aimed at establishing the attitude 
and behaviour of the student in certain situations and more importantly, gathering 
information from the student about the decisions made before and after sexual activity. 
 
The responses to the questions were either categorical or continuous. The categorical 
responses consisted of binary (e.g. Yes or No), ordinal (e.g. Agree, Disagree, Strongly Disagree) 
and nominal (e.g. Xhosa, English, Afrikaans and Zulu) responses whereas the continuous 
responses were positive integer values (i.e. 0,1,2,3,4, etc.). The continuous responses were 
subsequently grouped into classes so that these responses could also be used as categorical 
responses, for example, a 17-year-old student was assigned to the Age Group 16-19, and 
therefore the student would then have a categorical response for their age. 
 
The capturing of the data from these questionnaires was done by using Microsoft Excel. To 
ensure accuracy, a double capturing process was used. The Excel data were read into the 
statistical package SAS® for all data cleaning and analysis procedures. Using only the SAS® 
statistical package resulted in a shorter time to carry out all the calculations that were 
necessary for this study (SAS, 2010).  
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3.5 Data coding process 
 
All coding and relevant reports generated were carried out in either SAS® 9.3 or SAS® 
Enterprise Guide 4.3. Once the data were captured from Excel into SAS®, a SAS® data set was 
created to store the answers to the questionnaires. 
 
The data coding proceeded as follows: 
 
1. A data set containing all the answers to the questionnaires from students was created 
in SAS®. 
2. The responses to the questionnaires were then checked for consistency according to 
predefined guidelines. If responses were found to be non-reliable then the observation 
that contained inconsistent responses was excluded from the study. This cleaning 
process was carried out before any sampling or modelling procedures were done. 
3. Bootstrap samples of size 200, 500 and 1000, each containing 500 observations, were 
created using simple random sampling with replacement according to sample size 
guidelines given by Efron and Tibshirani (Efron & Tibshirani, 1993). The procedure 
“proc surveyselect” in SAS® 9.3 was used to create these samples. 
4. In order to accurately represent the gender and race subgroups of UWC in each 
sample, frequencies of these subgroups were determined for each sample and then 
these frequencies were used to create a sampling weight that would be assigned to an 
observation in that specific sample. 
5. A separate data set was created in order to store the sampling weights that would be 
assigned to observations in the bootstrap sample data sets. 
6. A final data set was created by merging the data set containing the sampling weights 
with the data set containing the bootstrap samples. The weights within the sampling 
weight data set were stored according to a specific bootstrap sample number, race and 
gender value. Therefore in the merging process, an observation would be merged 
according to that observations specific bootstrap sample number, race and gender 
values.   
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7. The “proc logistic” and “proc surveylogistic” regression procedures in SAS® were used 
to produce logistic regression models and output the relevant reports. 
The data cleaning and editing process is described in more detail in the following section. 
3.6 Cleaning and editing of data 
 
The original data set, which included 1789 observations for 2010 was inspected and cleaned 
according to predefined guidelines. Only students aged between 16 and 24 were included in 
this study. The variable “age_group” was defined as having two discrete values; a value of 1 if 
the age of the student was between 16 and 19 and a value of 2 if the age of the student was 
between 20 and 24. 
 
Students who were married were not included in this study since the sexual practices of such a 
student would probably be different from that of unmarried students and could influence the 
results of the study. 
 
The variable “racial_gr2” was created to group students who were African or Black into one 
group and Coloured, White and Indian students into another group. The reasoning for this was 
that the proportion of White and Indian students was considered to be too small (7.92%) for 
separate analysis, hence they were grouped together with the Coloured students. The 
predictor variable “racial_gr2” had a value 1 if the student was African/Black and 2 for all other 
races combined. The predictor variable “racial_gr2” was created so that a comparison could be 
done between African/Black and all other racial groups; the sample weighting was not 
affected by this predictor variable. 
 
The province in which the students completed their schooling was assigned to the variable 
“prov”. This variable was created to separate students from the Western Cape from all other 
provinces. Therefore students from all other provinces were included in a single group, as the 
majority of students at UWC are from the Western Cape, which allowed for a comparison 
between the two groups. 
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If the student was from the Western Cape province then the variable “prov” associated with 
that student would have a value of 1 and students who were not from the Western Cape 
would have a “prov” variable with the value 2 associated with it. These values were based on 
answers given by the students to the question “In which province did you matriculate?” (i.e. 
question 6). 
 
Students who stayed in the UWC hostel were placed into one group and all other students into 
another group. The variable “res” carried a value of 1 if the student stated that they were 
staying with relatives or renting accommodation alone or with friends. If the student stated 
that they were staying in a UWC hostel/residence then the variable “res” was assigned the 
value of 2. 
 
The variable “alcohol_use” was assigned based on whether the student stated that they used 
alcohol or not. The variable “smoke” was created based on whether the student smoked or 
not and the values for the variable “depressed” were based on whether the student had felt 
sad or hopeless in the previous 12 months for more than two weeks at a time. 
 
If the student answered “very important” to the question of whether religion influences their 
sexual behaviour, the variable “religion_vi” was assigned the value 1, for all other options (i.e. 
Unimportant, Not Sure, etc.), “religion_vi” was assigned a value of 2. 
 
The variable “drug_use” was created to distinguish the students who had used drugs in the 
previous thirty days from those who had not. If the student had used drugs in the previous 
thirty days (i.e. the value for question 55 would be greater than zero), the “drug_use” 
predictor variable was assigned the value 2 and if the student had not used drugs in the 
previous thirty days (i.e. a value of 0), it was assigned a value 1. 
 
Further cleaning involved assessing the consistency between answers given in the 
questionnaire. Comparisons were done between answers and, if they were found to be 
inconsistent, that observation was deleted from the study as it was deemed unreliable. For 
example, if a student indicated that they had never had vaginal sex but in the following 
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question stated the age at which they first had vaginal sex, this observation was deemed 
unreliable and excluded from the study. 
 
In order to establish whether the student was currently sexually active or not, a variable had 
to be defined based on the answers given by the students in the questionnaire. This was done 
so that, in the binary logistic regression modelling process used in this thesis, a student could 
be defined as sexually active or not. 
 
The variable indicating sexual activity, “sex_active”, was defined in SAS® having discrete values 
1 and 2. If the variable “sex_active” had a value of 1, the student associated with this 
observation was considered sexually active and if the variable “sex_active” had the value of 2, 
the student was considered not sexually active. 
 
The answers to questions 15, 19 and 24 were used to define the variable “sex_active”. 
Question 15 asked the student whether they had ever had vaginal sex, question 19 asked the 
student whether they had ever had oral sex and question 24 asked whether the student had 
ever had anal sex. If the student stated that they had had either vaginal, oral or anal sex 
previously then the “sex_active” variable would have a value of 1 and if the student had not 
had vaginal, oral or anal sex previously it would have a value of 2. 
 
The created variable “sex_active” was also used to inspect answers given. For example, if the 
student indicated that they always used protection when having oral sex but then had 
indicated that they had not had oral sex (i.e. question 19), then this student/observation was 
excluded from the study. 
 
This data cleaning process was carried out using SAS® 9.3. A total of 533 observations were 
excluded from the original data, leaving a total of 1256 observations to be used in the 
sampling procedure. Excluding observations resulting from inconsistent responses for that 
observation is not uncommon practice (Brick & Kalton, 1996; Dolan & Kind, 1996).  Brick and 
Kalton also discuss weighting as a means of representing these excluded observations, 
however, this use of weighting is not covered in this thesis. 
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For the logistic regression model, all possible predictor variables were declared for inclusion in 
the logistic regression model. The assigning and creation of these predictor variables is further 
discussed in the following section. 
3.7 Assigning of predictor variables 
 
Table 3.1 lists all questions or predictor variables and their responses which were included in 
the logistic regression model. Only responses to questions that were not considered to be 
biased towards a student being sexually active or not were included in this study.  
 
Table 3.1 List of predictor variables and their responses 
Predictor Variable Assigned variable 
name in SAS® 
Response/Categories 
Gender of student gender  Male Female 
Do you personally know anyone with 
HIV/AIDS? 
Q4 Yes No 
Do you feel that you know enough 
about HIV/AIDS? 
Q10 Yes No 
Have you ever taken an HIV test? Q11 Yes No 
Do you intend to go for an HIV test? Q12 Yes No 
Accommodation during studies res Stays in hostel Does not stay 
in hostel 
Matriculation province prov Western Cape All other 
Provinces 
Use any drug in the last 30 days drug_use Yes No 
Age Group age_group 16-19 20-24 
Racial Group racial_gr2 African Coloured, 
White or 
Indian 
Do you use alcohol? alcohol_use Yes No 
Do you smoke? smoke Yes No 
Depressed more than 2 weeks in row depressed Yes No 
Importance of religion in influencing 
sexual activity 
religion_vi Very Important Not so 
Important 
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Since the logistic regression model was modelled on the responses related to risk behaviours 
associated with sexual activity, any bias related to sexual activity would affect the accuracy of 
the model. For example, the response to question 17 (i.e. if a condom was used the last time 
they had vaginal sex) was considered to be related to students who were sexually active and 
therefore including this predictor variable in the model would influence the results of the 
model. 
 
As can be seen in Table 3.1, only fourteen predictor variables were used in the modelling 
process; although all answers were captured, only these fourteen variables were considered 
unbiased and could therefore be used in the modelling process.  
 
Once the data cleaning and editing processes had been completed, the sampling process could 
be carried out on this “clean” data. The sampling procedure involved creating bootstrap 
samples and then weighting the observations of each bootstrap sample on which logistic 
regression models could be created. 
3.8 Re-sampling procedure 
 
To create the samples that would be used in the construction of the logistic regression models 
the procedure “proc surveyselect” in SAS® 9.3 was used. 
 
This procedure in SAS® 9.3 produces samples based on various selection methods. Within this 
procedure, the option of creating unrestricted random samples (“method = urs”) was used, 
which will allow for the construction of simple random samples with replacement.  Following 
the guidelines of creating bootstrap samples as defined by Efron and Tibshirani (Efron & 
Tibshirani, 1993) the simple random sampling done with replacement was used. 
 
For simple random sampling with replacement each observation or unit has an equal 
probability of 
 
 
 of being selected from the population (N) for inclusion in the sample. Since 
each observation is sampled and “then placed back into the population” (Luus, Neethling, & 
De Wet, 2012, p. 28), each observation has the same probability of being selected for inclusion 
in the sample (Efron & Tibshirani, 1993). 
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From the original data set for 2010 (i.e. the “clean” data set), a testing and construction 
sample was created. The original data was split into 90% and 10% subsets, where the sample 
containing 90% of the original data was used to construct the bootstrap samples and hence be 
used in the construction of the logistic regression models. The sample containing 10% of the 
original data was only used to test the accuracy of the logistic regression models produced. 
 
A sample of 1130 observations (i.e. 90% of 1256) was drawn from the 2010 data, therefore 
leaving 126 observations from the 2010 data to be used for testing purposes based on the 
models produced. 
 
From the construction samples, bootstrap samples were created using the sampling method 
of simple random sampling with replacement. Each bootstrap sample was constructed with a 
total sample size of 500 observations.  
 
A total of 200, 500 and 1000 bootstrap samples were created, using the same construction 
procedures. This was done so that a comparison could be done between the effectiveness of 
the number of bootstrap samples used. As mentioned by Efron and Tibshirani, the total 
number of bootstrap samples required does not necessarily have to exceed 200 unless 
confidence intervals are to be constructed (Efron & Tibshirani, 1993). However, in this study, 
the efficacy of using a larger bootstrap sample size is investigated. 
 
Once the bootstrap samples were created, the weighting could then be determined based on 
the gender and race subgroup frequencies of these samples. Therefore the subgroup 
frequencies had to be determined for each bootstrap sample so that the correct sampling 
weight could be assigned. 
3.9 Gender versus racial group frequencies 
 
In order to determine the frequencies of each gender and racial grouping within each sample, 
the “proc freq” (i.e. frequency procedure) in SAS® 9.3 was used (SAS, 2008). 
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This procedure produces n-way frequencies and constructs cross tabulation tables.  Since 
weights were constructed according to gender and racial frequencies, it was important that 
these frequencies be determined for each bootstrap sample accordingly. 
 
In the “proc freq” statement, the option, “order = data”, was used so that frequencies were 
constructed based on the order in which they appeared in the data set. This option does not 
change or affect the frequency of the observations. If this option is omitted, SAS® would use 
the default option, “order=INTERNAL”, which is machine-dependent; therefore the order 
specified by “data” was used so that frequencies were determined in the same order (i.e. 
order based on order in data set) regardless of which machine they were constructed on. 
 
In the “proc freq" procedure, two-by-four frequency tables were constructed for each 
bootstrap sample thereby determining the frequency for each gender and racial grouping. A 
total of eight (i.e. the number of gender and race sub-groups in the data) different frequencies 
were calculated for each sample and these frequencies would be the values for    in Equation 
3.1.  
 
These frequencies would aid in the construction of the sampling weights that would be 
assigned to each observation. The following section discusses how the sampling weights were 
determined and calculated. 
3.10 Calculating weights 
 
Since this study calculated weights based on a proportional weighting process, the formula 
used to calculate this weight was the one defined by Maletta (Maletta, 2007): 
 
    
  
 
  
 
.                                                    Equation 3.1 
 
For this study,   represents a gender and racial group frequency at UWC and   , a gender and 
racial group frequency in the bootstrap sample; both frequencies are taken from entering first-
year students at UWC in 2010. Therefore N represents the total number of entering first-year 
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students at UWC and n represents the total number of entering first-year students within our 
sample (i.e. the sample size of 500 for each bootstrap sample). 
 
The gender and racial categories that were constructed were: 
 
 Male African/Black 
 Female African/Black 
 Male Coloured 
 Female Coloured 
 Male White 
 Female White 
 Male Indian 
 Female Indian 
Totals for the    values were obtained from the UWC database in the particular year of the 
study and the value for N could then easily be determined by adding the values for  . Values 
for     were obtained using the “proc freq” procedure in SAS®.  
 
Frequencies for      were obtained from each bootstrap sample, that is, for each bootstrap 
sample there would be a corresponding frequency for the gender and race categories listed 
above and this value was then substituted into the equation. The calculation of these sampling 
weights was done in SAS® 9.3 and each category’s weight was stored in a data set. This data 
set was then merged with the specific bootstrap sample data set from which the frequencies 
were determined according to the corresponding gender, race and sample number.  
 
Once the sampling procedure and the sampling weights were determined it was then possible 
to construct logistic regression models. Within the logistic regression modelling procedure 
certain predictor variable selection methods were used in order to determine which significant 
predictor variables should be included in the model or models. 
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3.11 Variable selection methods 
 
The variable selection methods; forward, backward and stepwise methods were used in 
conjunction with the “proc logistic” procedure in SAS®. The Newton-Raphson and Fisher 
scoring algorithms were used in the “proc surveylogistic” procedure. The reason for this is that 
the forward, backward and stepwise methods are not available in “proc surveylogistic” 
therefore limiting the variable selection methods to the Newton-Raphson and Fisher iterative 
algorithms. For each variable selection method, variables were added or dropped one at a 
time, depending on the method being used.  
3.11.1 Backward variable elimination 
 
The backward variable elimination method starts by including all predictor variables in the 
model and then drops predictor variables that do not meet the selection criteria.  
 
Thus, this method starts by estimating the model containing all the predictor variables. The p-
value associated with each predictor variable is then analyzed and the predictor variable with 
the largest p-value, greater than the specified significance level is dropped from the model.  
 
The model is then re-estimated without this variable and the p-values are once again analyzed 
against the significance level. For this study a significance level of 0.01 was utilized.  
 
This process is repeated until all p-values of the predictor variables contained in the model are 
less than or equal to the significance level. In the backward elimination method predictor 
variables that are dropped from the model cannot be re-added to the model. 
3.11.2 Forward variable selection 
 
The forward selection method starts by including no predictor variables in the model except 
for the constant or intercept variable; predictor variables that meet the selection criteria are 
then subsequently added to the model. 
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At the outset, the forward selection method calculates the p-values for all predictor variables. 
The predictor variable with the smallest p-value less than the significance level is then added 
to the model. Then all possible two predictor variable model combinations are estimated each 
containing the previous predictor variable that was found to be significant. 
 
The newly added predictor variable with the smallest p-value in the two predictor variable 
model is then permanently added to the model. In the forward method predictor variables 
that are added to the model cannot be dropped from the model in subsequent steps. 
 
This process of estimating all combinations of predictor variables and adding the predictor 
variable with the smallest p-value to the model is continued until all p-values of the predictor 
variables contained in the model are less than or equal to the pre-defined significance level. 
3.11.3 Stepwise variable selection 
 
The stepwise selection method is a mixture of the forward selection and backward elimination 
methods. This method starts by including no predictor variables in the model, similar to that of 
the forward selection method. Stepwise selection allows for predictor variables to be added or 
dropped at each step based on their p-values. Therefore variables that were significant in a 
previous step can be dropped from the model and those that weren’t initially significant can 
later be added to the model. 
3.11.4 Newton-Raphson variable selection method 
 
The Newton-Raphson method is an iterative procedure that approximates an estimate (i.e. the 
predictor variable in this case) by incorporating the Hessian matrix and the gradient vector. For 
the purposes of this study, the log-likelihood version of the Newton-Raphson method was 
used. The procedure is repeated numerous times and at each step a better approximation of 
the estimate is calculated. 
 
The reason for including this version of the Newton-Raphson method is so that the sample 
weights of the observations could be incorporated into the approximation of the estimate, as 
the gradient vector used in this version, includes the weights of the observations. 
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The Newton-Raphson iterative algorithm is given by (SAS, 2008);  
 
                 ,                                                  Equation 3.2 
 
where i+1 is the number of the current estimate being estimated and therefore i is the 
number for the previous estimate. The formulae for the gradient vector (g) and the Hessian 
matrix (H) are given in Equations 3.3 and 3.4 respectively: 
 
        
   
  
,                                                          Equation 3.3 
 
where    and    are the weight and frequency associated with observation j. The log-
likelihood   , is the log-likelihood for the  
   observation, therefore  
   
  
  is the first derivative of 
the log-likelihood of the     observation with respect to the estimate  , 
         
    
   
   .                                                   Equation 3.4 
 
The formula for the Hessian matrix is similar to that of the gradient vector: it uses the same 
weight and frequency values for the     observation as in the gradient matrix (g) but uses the 
second derivative of the log-likelihood function for the     observation and not the first.  
 
The value      in Equation 3.2 is usually just a guessed value to get the process started, 
although the closer this initial guessed estimate is to the value of the true estimate, the better 
the algorithm will be and this will also result in fewer steps in the process. 
 
This iterative process is repeated until it is as close to the true value as possible or until the 
change in        is insignificant. 
 
3.11.5 Fisher scoring variable selection 
 
The Fisher scoring method is yet another version of Newton-Raphson’s method. Instead of 
using the Hessian matrix and gradient vector as in Equation 3.2, Fisher’s method incorporates 
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a    multinomial variable, a covariance matrix (  ) of   , a matrix   that uses the weight and 
the frequency of the     observation,     which is the probability of the  
   observation and   
which is the matrix containing partial derivatives of    with respect to  .  
 
The formula for the Fisher Scoring algorithm is therefore a bit more complicated than that of 
the Newton-Raphson algorithm. It is given by (SAS, 2008); 
 
         
  ,                                             Equation 3.5 
 
                
       
      
           .                 Equation 3.6 
 
As can be seen in Equations 3.2 and 3.6, the difference between the Fisher and Newton-
Raphson algorithms is the term or “step size” (SAS, 2008, p. 6410) that is added to the 
previous estimate to obtain the current estimate.  
 
In both equations, the value for the estimate   (this would be the value for the parameter 
estimate in the logistic regression model) is given by            where        is the best 
estimate, obtained in the algorithm. 
 
Once a logistic regression model is constructed, certain goodness-of-fit statistics need to be 
assessed in order to determine whether that model with its specific predictor variables is 
accurate and/or fits the data accurately. 
3.12 Model goodness-of-fit statistics 
 
In the output generated with each model, various model fit statistics are stated as a means of 
assessing the overall fit of the model but can also be used as a comparison between multiple 
models generated from the same data set. For the purposes of this study, the coefficient of 
determination and Akaike’s (AIC) and Bayesian (Schwartz) Information Criterion (BIC/SC) were 
used. 
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3.12.1 Log-likelihood function 
 
Both Akaike and Schwartz’ Information Criterion make use of the log-likelihood function. The 
difference between the two goodness-of-fit statistics is in the penalty terms that are used. 
 
The log-likelihood function is given by (SAS, 2008): 
 
                        ,                                     Equation 3.7 
 
where     is the weight and    the frequency associated with j
th observation and    is its 
estimated probability.  This function was totalled for all observations contained in the sample 
that were used to build the model. 
3.12.2 Akaike and Bayesian information criterion 
 
The Akaike Information Criterion equation is given by: 
 
                ,                                              Equation 3.8 
 
where p is the number of parameters and    is the penalty term associated with the AIC 
statistic. 
 
SAS® 9.3 uses the log-likelihood version of the Bayesian Information Criterion stated as 
Schwartz’ Criterion (SC) in the output and is given by the formula (Hilbe, 2009): 
 
                        ,                                    Equation 3.9 
 
where p is the number of parameters in the model and n the number of observations. 
Therefore         is the penalty term associated with the BIC/SC fit statistic. 
 
When comparing either the AIC or BIC/SC statistics with those from other models, the model 
that produces the smallest AIC or BIC/SC statistic is the preferred model. 
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3.12.3 Coefficient of determination 
 
The coefficient of determination (  ) provides a measure of the overall fit of that model to the 
data: 
 
       
    
     
 
 
 
,                                              Equation 3.10 
 
where      is the likelihood of the model containing only the intercept,       is the likelihood 
of the model containing all parameters and n the number size of the sample (SAS, 2008). 
 
   lies between the boundaries 0 and 1. A model with a value close to 1 has a smaller 
variation in the response variable than a model with a value closer to 0. Therefore the model 
with highest   value is the more preferred model. 
 
The following section discusses the logistic regression model that was used in this study. All 
the goodness-of-fit statistics discussed can be used to assess this logistic regression model. 
3.13 Logistic regression modelling procedure 
 
The predictor variables that were used in this study consist of categorical responses. Also, 
since these responses were modelled using a bootstrap logistic regression modelling process 
the distribution of the data did not need to be taken into consideration (Efron & Tibshirani, 
1993). 
 
Two logistic modelling procedures in SAS® 9.3 were used to produce logistic regression 
models; the “proc logistic” and “proc surveylogistic” modelling procedures.  
 
The “proc logistic” procedure was used as it incorporates the three selection procedures 
forward, backward and stepwise, to the predictor variables. The “proc logistic” was used as a 
comparison of the effect of using those three variable selection methods compared to the 
“proc surveylogistic” procedure which uses the Newton-Raphson and Fisher variable selection 
methods.  
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The “proc surveylogistic” procedure also “incorporates complex survey sample designs, 
including designs with stratification, clustering, and unequal weighting.” (SAS, 2008, p. 6368). 
Since this study made use of survey data, weighting needed to be applied to this survey data 
and these weights were then incorporated in the modelling process (Hilbe, 2009).  
 
Since the “proc logistic” procedure also allows for weighting to be included in the modelling 
process the models produced by both procedures were therefore analyzed with respect to the 
various variable selection methods available in each procedure. 
 
Each of the five variable selection methods were executed on each sample, therefore, for each 
bootstrap sample, five corresponding logistic regression models were produced.  
 
The categorical responses that were used in the modelling procedure needed to be defined in 
both procedures in the “CLASS” statement; the reasoning behind including this step was so 
that a table containing the “Class Level Information” was output along with the model’s 
goodness-of-fit statistics. This table includes values that are assigned to the categorical 
responses by SAS®. For example, in the questionnaire, the gender variable was assigned 1 for 
Female and 2 for Male; however SAS’s design matrix records these values as 1 for Female and -
1 for Male. 
 
As previously stated in Chapter 2, the logistic regression modelling procedure produces 
predictor variables based on the maximum likelihood estimation method. This is also done in 
the “proc surveylogistic” procedure as “the SURVEYLOGISTIC procedure fits linear logistic 
regression models for discrete response survey data by the method of maximum likelihood.” 
(SAS, 2008, p. 6368). 
 
The logistic regression model that was fitted in both procedures was the one as defined by 
Kleinbaum (Kleinbaum, 1994); 
 
   
 
               
.                                                 Equation 3.11 
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In this equation, Y was defined as a dichotomous dependent variable (i.e. binary and having a 
value of either 1 or 2) with predictor variables   .    is the coefficient associated with the  
   
predictor variable (  ). The values for these coefficients are determined in the modelling 
process.  
 
Therefore Y could be seen as the probability of an event occurring or not occurring based on 
certain predictor variables (e.g. a student could have a 70% probability of not been sexually 
active if they possess certain predictor variables). The variable Y needed to be defined prior to 
the construction of the model and the predictor variables were therefore determined in the 
modelling process. 
 
Since we were interested in the risk-taking behaviours of sexually active first-year students, 
the logistic regression model was constructed using the “sex_active” variable as the response 
or dependent variable and defined as having the value 2 (i.e. not sexually active). That is, we 
were interested in what predictor variables were associated with the student not being 
sexually active (i.e. “sex_active” = 2). 
 
In the construction of the logistic regression model in SAS® 9.3, the model was constructed 
with a response variable of descending order in order to have the model constructed based on 
the variable “sex_active” = 2. 
 
In the modelling process the “sex_active” variable could be seen as the event being predicted, 
i.e. whether a student was sexually active or not and what predictor variables were associated 
with this event occurring or not occurring. 
 
The logit model is often used in place of the logistic regression model as it is easier for 
researchers to use the former than the latter (Kleinbaum, 1994). The logit and logistic 
regression model are identical in outcome, i.e. the predictor variables are not affected by the 
use of a certain model. Both modelling procedures (logistic and surveylogistic) use the logit 
model in the construction of the logistic regression model parameter estimates and goodness-
of-fit statistics; 
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 .                                              Equation 3.12 
 
The logit model uses an odds ratio of the probability of event Y (Kutner, Nachtsheim, Neter, & 
Li, 2005). Therefore, as can be seen in Equation 3.12, the logit model is much simpler to state 
than that of the full logistic regression model in Equation 3.11.  
 
Since this study considered binary response variables from survey data, both procedures 
would therefore fit a binary logit model.  
3.14 Conclusion 
 
There are some limitations in the methodology of this thesis. The bootstrap sampling and 
weighting methods tend to over-estimate the variance of the predictor variable, although as 
shown by Luus et al. (Luus, Neethling, & De Wet, 2012) and Freedman and Berk (Freedman & 
Berk, 2008), there is a reduction in the bias. This lower bias and higher variance is a trade-off 
of using these methods.  
 
Although all procedures and tests could not be carried out in this thesis (e.g. jackknife 
sampling method), the procedures and tests that were determined to be the most effective 
and popular were used in accordance with the literature that was reviewed.  
 
The results of the procedures and tests described above are discussed in the following chapter 
with a further discussion in Chapter 5. 
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C h a p t e r  4  
4.1 Introduction 
 
In this chapter the construction data set and the bootstrap samples are described. The 
characteristics of the construction data set are expected to be mimicked in that of the 
bootstrap samples since bootstrapping was done on the construction data set. Furthermore, 
this chapter reports on the results of this process with respect to the total number of 
bootstrap samples (200, 500 and 1000) and the variable selection method used (forward, 
backward, stepwise, Newton-Raphson and Fisher). 
4.2 Sample description 
 
The logistic regression models produced were modelled on the construction data set and 
three bootstrap samples (200, 500 and 1000). The construction data set, as previously 
mentioned, was created by splitting the cleaned observations (1256 observations) into 90% 
and 10% samples. The construction data set consisted of 1130 observations (i.e. 90% of 1256) 
and the test sample data set consisted of 126 observations (i.e. 10% of 1256).  
 
The bootstrap samples as mentioned in Chapters 2 and 3, were created by resampling with 
replacement from the construction data set. Since all bootstrap samples were created from 
the construction data set, the characteristics of the construction data set would determine the 
characteristics of the bootstrap samples. In this section the characteristics of the construction 
data set is described.  
 
Table 4.1 Gender versus racial grouping in the construction data set 
 Race  
 African/Black Coloured White Indian/Asian Total 
Female 
237 (count) 
33.19 (row %) 
65.29 (col. %) 
427 
59.80 
63.54 
28 
3.92 
59.57 
22 
3.08 
52.38 
714 
100.00 
63.52 
Male 
126 
30.73 
34.71 
245 
59.76 
36.46 
19 
4.63 
40.43 
20 
4.88 
47.62 
410 
100.00 
36.48 
Total 
363 
32.30 
100.00 
672 
59.79 
100.00 
47 
4.18 
100.00 
42 
3.74 
100.00 
1124 
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The gender and race profile of entering first-year students at UWC in 2010 can be seen in 
Table 4.1. The frequency count for the female population within this group of students was 
quite large compared to that of the male population; females made up 63.5%, whereas males 
made up 36.5%. This female versus male gender profile was also carried over to the bootstrap 
samples that were created from this sample (i.e. similar gender profile percentages in 
bootstrap samples). A total of 6 observations were excluded from the analysis for Table 4.1 
due to missing values for either the gender or race variables. 
 
The Coloured population was the largest racial group (59.8%) of entering first-year students at 
UWC in 2010. The African/Black population was the second largest racial group (32.3%), 
followed by White (4.2%) and Indian/Asian racial groups (3.7%). 
 
The sampling weights that were used in the logistic regression modelling process were 
determined according to the frequency breakdown as shown in Table 4.1. A breakdown of the 
sampling weights used for the construction data set is given in Table 4.2. The sampling weights 
for the bootstrap sample data sets were different to those of the construction data set; 
therefore, Table 4.2 merely provides some insight into the actual values of the weights used in 
the modelling process. 
 
Table 4.2 Sampling weights for the construction data set 
 African/Black Coloured White Indian/Asian 
Female 
 21.09 (Sample %) 
24.11 (UWC %) 
  1.14 (Weight) 
37.98 
32.10 
  0.85 
2.49 
1.65 
0.66 
1.96 
2.91 
1.49 
Male 
11.21 
17.84 
  1.59 
21.80 
17.90 
  0.82 
1.69 
1.12 
0.66 
1.78 
2.38 
1.34 
 
The sampling weights were calculated based on the gender versus racial groupings for each 
bootstrap sample, similar to that displayed for the construction data set in Table 4.2. The 
sampling weights were obtained by dividing the UWC percentage by that of the sample 
percentage for each gender/race category. The UWC percentage remained constant in this 
calculation whereas the sample percentage changed based on the bootstrap sample. 
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The number of tables needed to display the sampling weights for each bootstrap sample 
would be too large to display in this thesis; they were however stored in a SAS® data set in 
order to be used in the calculation of the sampling weights. Once the frequencies were 
determined, they were then substituted into Equation 3.1 in order to calculate the sampling 
weights. Each bootstrap sample contained unique gender, and racial group sampling weights.  
4.3 Predictor variables 
 
All the predictor variables that were used in the logistic modelling process had only two 
possible categorical responses. Frequency tables were calculated on the unweighted 
construction data set in order to gain an idea of how these responses were categorized 
according to the predictor variables and the sexual activity of the students. This is shown in 
Tables 4.3 to 4.16. The reason for using unweighted data in these tables were so that the 
characteristics of the unweighted data (i.e. raw data) could be investigated and described 
before any processes were carried out. 
 
Since the characteristics of the construction data set are expected to be mimicked in that of 
the bootstrap sample data sets, this section describes the characteristics of only the 
construction data set. The breakdown of the students according to sexual activity is quite 
important in terms of the logistic regression model, along with the predictor variables that 
were considered for inclusion in the logistic regression model (see Table 3.1); it would assist in 
the analysis of the final logistic regression models that would be produced.  
 
Table 4.3 Gender versus sexual activity in construction data set (unweighted data) 
 Gender  
 Female Male Total 
Sexually Active 
308 (count) 
 56.83 (row %) 
45.77 (col. %) 
234 
43.17 
63.07 
542 
100.00 
  51.92 
Not Sexually Active 
365 
72.71 
54.23 
137  
  27.29  
  36.93 
502 
100.00 
48.08 
Total 
673  
  64.46 
100.00 
371 
35.54 
100.00 
1044 
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The dependent or response variable in the logistic regression modelling process was defined 
as the variable “sex_active” having a value of 2 (i.e. not sexually active when entering 
university). For the construction data set 51.92% of the students were found to be sexually 
active compared to 48.08% that were found not to be sexually active (see Table 4.3). The 
gender of the student was found to be a significant predictor variable with respect to sexual 
activity; a Chi-Square value of 28.70 was reported with a probability less than 0.0001. 
 
The percentages described in Table 4.3 were similar for that of the bootstrap samples that 
were created. The breakdown of the sexual activity within the construction data set, 
categorized according to race can be seen in Table 4.4. 
 
Table 4.4 Sexual activity of students in construction data set (unweighted data) 
 Race  
 African/Black Coloured White Indian/Asian Total 
Sexually Active 
209 (count) 
 38.56 (row %) 
61.83 (col. %) 
297 
54.80 
47.44 
29 
5.35 
65.91 
6 
1.29 
19.44 
542 
100.00 
  51.92 
Not Sexually 
Active 
129 
25.70 
38.17 
329 
65.54 
52.56 
15 
2.99 
34.09 
29 
  5.78 
80.56 
502 
100.00 
  48.08 
Total 
338 
  32.38 
100.00 
626 
  59.96 
100.00 
44 
    4.21  
100.00 
36 
    3.45 
100.00 
1044 
 
The racial profile of the student was also found to be significantly associated with respect to 
the sexual activity of the student. A Chi-Square statistic value of 36.99 was reported with an 
associated probability value less than 0.0001. The age of the student was yet another 
predictor variable considered for inclusion in the logistic regression model. 
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Table 4.5 Age group versus sexual activity (unweighted data) 
 Age Group  
 Aged 16 - 19 Aged 20 - 24 Total 
Sexually Active 
417 (count) 
 76.94 (row %) 
47.33 (col. %) 
125 
23.06 
76.69 
542 
100.00 
  51.92 
Not Sexually Active 
464 
92.43 
52.67 
38  
  7.57 
23.31 
502 
100.00 
  48.08 
Total 
881  
  84.39 
100.00 
163  
  15.61 
100.00 
1044 
 
The vast majority of students were aged between 16 and 19 (84.4%) years. This, however, is 
not a surprising result as the students surveyed were entering first-year students and would be 
expected to be in this age range. Of the students who were aged between 16 and 19, 52.7% 
were found to be not sexually active compared to 47.3% who were sexually active (see Table 
4.5). The age_group predictor variable in association with the sexual activity variable reported 
a Chi-Square statistic value of 47.48, with an associated probability less than 0.0001, indicating 
that this variable is significant with respect to the variable sex_active. Alcohol consumption is 
widely reported as a factor related to sexual behaviour. 
 
Table 4.6 Alcohol use versus sexual activity (unweighted data) 
 Do you use alcohol?  
 No Yes Total 
Sexually Active 
137 (count) 
 28.96 (row %) 
33.50 (col. %) 
336 
71.04 
65.37 
473 
100.00 
  51.25 
Not Sexually Active 
272  
60.44 
66.50 
178  
39.56 
34.63 
450 
100.00 
  48.75 
Total 
409  
  44.31 
100.00 
514  
  55.69 
100.00 
923 
 
For the predictor variable alcohol_use, more students were found to consume alcohol (55.7%) 
than those who did not. Students who responded that they did consume alcohol were also 
determined to be the largest group of sexually active first-years (65.4%). “alcohol_use” in 
association with the variable sex_active, had a Chi-Square statistic value of 92.61 and a 
probability less than 0.0001, also indicating that alcohol_use was significantly associated with 
the variable sex_active (see Table 4.6). 
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Table 4.7 Depressed versus sexual activity (unweighted data) 
 
Have you been depressed for more than two weeks in a 
row in the past 12 months? 
 
 No Yes Total 
Sexually 
Active 
320 (count) 
70.02 (row %) 
49.38 (col. %) 
137  
29.98 
54.80 
457 
100.00 
50.89 
Not 
Sexually 
Active 
328  
74.38 
50.62 
113  
25.62 
45.20 
441 
100.00 
49.11 
Total 
648  
72.16 
100.00 
250  
27.84 
100.00 
898 
 
Seventy-two percent of students reported that they had not felt depressed for more than two 
weeks in a row in the previous twelve months. Of the students who said they had not felt 
depressed, 49.4% were determined to be sexually active and 50.6% were determined not to 
be sexually active (see Table 4.7). The predictor variable depressed was, however, reported 
not to be significantly associated (i.e. probability greater than 0.01) with the variable 
sex_active; its associated probability was 0.15 (larger than 0.01) and had a Fisher’s Exact Test 
(FET) statistic value of 0.16. The FET statistic was used as the Chi-Square statistic was not valid 
since the predictor variable was found not to be significant. 
 
Table 4.8 Drug use versus sexual activity (unweighted data) 
 Have you used drugs in the past 30 days?  
 Yes No Total 
Sexually Active 
39 (count) 
    7.20 (row %) 
86.67 (col. %) 
503  
92.8 
  50.35 
542 
100.00 
  51.92 
Not Sexually Active 
6  
  1.20 
13.33 
496  
98.8 
  49.65 
502 
100.00 
  48.08 
Total 
45  
    4.31 
100.00 
999  
  95.69 
100.00 
1044 
 
The vast majority (95.7%) of the students also responded that they had not used any drugs in 
the previous 30 days. Of the students who had used drugs in the previous 30 days, 86.6% were 
determined to be sexually active. Of the students who responded that they had not used 
drugs, marginally more were determined to be sexually active (50.4%) versus 49.6% who were 
determined not to be sexually active (see Table 4.8). “drug_use” was found to be significantly 
associated with sexual activity with a Chi-Square statistic value of 22.75 and probability less 
than 0.0001 for the construction data set. 
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Table 4.9 Knowledge of HIV/AIDS versus sexual activity (unweighted data) 
 Do you feel you know enough about HIV/AIDS?  
 Yes No Total 
Sexually Active 
388 (count) 
71.99 (row %) 
52.01 (col. %) 
151  
28.01 
51.54 
539 
100.00 
  51.88 
Not Sexually Active 
358  
71.60 
47.99 
142  
28.40 
48.46 
500 
100.00 
  48.12 
Total 
746  
  71.80 
100.00 
293  
  28.20 
100.00 
1039 
 
More students felt that they knew enough about HIV/AIDS at the time of the administration of 
the questionnaire (72%) and, of these students, 52% were determined to be sexually active. 
An almost even split was seen between the two groups of students in terms of their sexual 
activity and their knowledge of HIV/AIDS: 52% and 48%, respectively, if they responded that 
they felt they knew enough about HIV/AIDS; and 52% and 48% again, if they responded “No” 
to the same question (see Table 4.9). Students’ knowledge of HIV/AIDS was found not to be 
significantly associated with sexual activity; a Fisher’s Exact Test (FET) value of 0.89 and 
probability of 0.89 were observed. 
 
Table 4.10 Taken an HIV test versus sexual activity (unweighted data) 
 Have you ever taken an HIV test?  
 Yes No Total 
Sexually Active 
257 (count) 
 47.59 (row %) 
64.25 (col. %) 
283  
52.41 
44.08 
540 
100.00 
  51.82 
Not Sexually Active 
143  
28.49 
35.75 
359  
71.51 
55.92 
502 
100.00 
  48.18 
Total 
400  
  38.39 
100.00 
642  
  61.61 
100.00 
1042 
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Table 4.11 Intention to go for an HIV test versus sexual activity (unweighted data) 
 Do you intend to go for an HIV test?  
 Yes No Total 
Sexually Active 
169 (count) 
31.83 (row %) 
50.75 (col. %) 
362  
68.17 
52.31 
531 
100.00 
  51.80 
Not Sexually Active 
164  
33.20 
49.25 
330 
66.80 
47.69 
494 
100.00 
  48.20 
Total 
333  
  32.49 
100.00 
692  
  67.51 
100.00 
1025 
 
Only 38% of entering first-year students had previously taken an HIV test, with 32.5%% 
intending to go for an HIV test in the future. Of the students who had not previously taken an 
HIV test, 44.1% were determined to be sexually active and 52% of students who responded 
that they had no intention of going for an HIV test in the future were determined to be 
sexually active (see Tables 4.10 and 4.11). Whether a student had taken an HIV test was 
determined to be significantly associated with the variable sex_active (Chi-Square value of 
40.16) with a probability less than 0.0001. The intention of the student to go for an HIV test 
was, however, not significantly associated with sexual activity (FET value of 0.64 and 
probability of 0.64). 
 
Table 4.12 Knowledge of someone with HIV/AIDS versus sexual activity (unweighted data) 
 Do you know someone with HIV/AIDS?  
 Yes No Total 
Sexually Active 
195 (count) 
 36.18 (row %) 
59.09 (col. %) 
344  
63.82 
48.59 
539 
100.00 
  51.93 
Not Sexually Active 
135  
27.05 
40.91 
364  
72.95 
51.41 
499 
100.00 
  48.07 
Total 
330  
  31.79 
100.00 
708  
  68.21 
100.00 
1038 
 
Whether a student personally knew anyone with HIV/AIDS was determined to be significant 
with respect to their sexual activity (see Table 4.12). A Chi-Square statistic value of 9.95 and 
probability less than 0.0001 were reported.  
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Table 4.13 Importance of religion versus sexual activity (unweighted data) 
 Importance of religion in influencing sexual behaviour?  
 Very Important Not so Important Total 
Sexually Active 
208 (count) 
38.81 (row %) 
35.56 (col. %) 
328  
61.19 
72.89 
536 
100.00 
  51.79 
Not Sexually Active 
377  
75.55 
64.44 
122  
24.45 
27.11 
499 
100.00 
  48.21 
Total 
585  
  56.52 
100.00 
450  
  43.48 
100.00 
1035 
 
On the issue of the importance of religion in influencing sexual behaviour, 56.5% of students 
responded that religion was very important in influencing their sexual behaviour. Of these 
students who said that religion was very important, 35.6% were sexually active, a sharp 
contrast to the 73% sexually active students who said that religion was not so important in 
influencing their sexual behaviour.  
 
Of the students who were not sexually active, 64.4% said religion was an important factor 
versus 27% who indicated that religion was not an important factor in influencing their sexual 
behaviour (see Table 4.13). The importance of religion in influencing the sexual behaviour of 
students was reported to be significant in association with the response variable sex_active. A 
Chi-Square statistic value of 141.98 and probability less than 0.0001 were reported. The 
importance of religion in influencing the sexual behaviour of a student reported the largest 
Chi-Square statistic and smallest probability value. 
 
Table 4.14 Smoking versus sexual activity (unweighted data) 
 Do you smoke?  
 Yes No Total 
Sexually Active 
163 (count) 
 34.39 (row %) 
69.96 (col. %) 
311  
65.61 
44.75 
474 
100.00 
  51.08 
Not Sexually Active 
70  
15.42 
30.04 
384  
84.58 
55.25 
454 
100.00 
  48.92 
Total 
233  
  25.11 
100.00 
695  
  74.89 
100.00 
928 
 
Seventy-five percent of students reported that they did not smoke. And of the students who 
did smoke, 70% were determined to be sexually active compared to 45% of students who did 
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not smoke and were sexually active (see Table 4.14). Smoking was also found to be a 
significant predictor variable (Chi-Square value of 44.38 and probability less than 0.0001). 
 
Table 4.15 Province versus sexual activity (unweighted data) 
 In which province did you matriculate?  
 Western Cape All other provinces Total 
Sexually Active 
416 (count) 
 77.18 (row %) 
50.36 (col. %) 
123  
22.82 
58.29 
539 
100.00 
  51.98 
Not Sexually Active 
410  
82.33 
49.64 
88  
17.67 
41.71 
498 
100.00 
  48.02 
Total 
826  
  79.65 
100.00 
211  
  20.35 
100.00 
1037 
 
More entering first-year students matriculated in the Western Cape (79.6%) compared to all 
other provinces combined. Of the students from the Western Cape, 50.4% were sexually 
active whereas of the students who did not matriculate in the Western Cape (20.4%), 58% 
were determined to be sexually active (see Table 4.15). The province in which the student 
matriculated was found not to be significantly associated with sexual activity (FET value of 0.05 
and probability of 0.04). 
 
Table 4.16 Accommodation versus sexual activity (unweighted data) 
 Where do you stay during your studies?  
 Off campus On campus  Total 
Sexually Active 
462 (count) 
 86.84 (row %) 
51.39 (col. %) 
70  
13.16 
51.85 
532 
100.00 
  51.45 
Not Sexually Active 
437  
87.05 
48.61 
65  
12.95 
48.15 
502 
100.00 
  48.55 
Total 
899  
  86.94 
100.00 
135  
  13.06 
100.00 
1034 
 
Eighty-seven percent of students responded that they had accommodation off campus; this 
was not surprising as the majority of entering first-year students were from the Western Cape. 
Of the students who currently stayed on campus, 52% were determined to be sexually active 
compared to 51% of students who stayed off campus and were sexually active (see Table 
4.16). A student’s accommodation at university was not associated with their sexual activity 
prior to entering university (FET value of 0.93 and probability of 0.92). 
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In conclusion: The predictor variables described in this section were all used in the logistic 
regression modelling process to be discussed in the following sections. Various logistic 
regression models were produced, depending on the variable selection method used in 
conjunction with a sample weighting technique (a total of 17000 models produced). The usage 
of each of the predictor variables in the various models (weighted and unweighted) would be 
quite useful in determining which predictor variables would be significant enough to be a good 
indicator of a risk behaviour that is associated with sexual activity prior to entering university; 
this is done in the next section. 
4.4 Predictor variable usage 
 
The forward, backward, stepwise, Newton-Raphson and Fisher variable selection methods 
were used to determine significant predictor variables that would be included in the logistic 
regression model. A significance (or probability) level of 0.01, as put forward by Raftery, was 
used, rather than a significance level of 0.05, as more commonly used by other authors. This 
was done in order to obtain a more accurate model (Raftery, 1995). 
 
Similar predictor variable usage trends as seen in the construction data set can be seen in the 
200, 500 and 1000 bootstrap logistic regression models that were produced from the 
construction data set (refer Figure 4.1). Figures 4.1, 4.2 and 4.3 show the usage of the 
predictor variables in the forward, backward and stepwise variable selection methods for the 
200, 500 and 1000 bootstrap samples in the logistic regression models produced for weighted 
and unweighted data.  
 
Since the Newton-Raphson and Fisher variable selection methods do not incorporate a way of 
automatically dropping or adding predictor variables from a model, all predictor variables 
were included in the model (i.e. high usage) and were then manually excluded from the model 
based on their significance levels, therefore their usage is excluded from Figures 4.1, 4.2 and 
4.3. For the construction data set, the same seven predictor variables identified by the 
forward, backward and stepwise methods were also determined to be the only significant 
predictor variables to be included in the logistic regression models when using the Newton-
Raphson and Fisher variable selection methods. 
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Figure 4.1 Predictor variable usage for the 200 bootstrap logistic regression models.  
 
Figure 4.2 Predictor variable usage for the 500 bootstrap logistic regression models.  
 
 
Figure 4.3 Predictor variable usage for the 1000 bootstrap logistic regression models.  
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The predictor variables age_group, alcohol_use and religion_vi reported the highest usage, 
with the predictor variable Religion_vi reporting the highest usage for all logistic regression 
models. In the logistic regression models produced for the 200 bootstrap samples, the 
predictor variable religion_vi was used in every model produced (including Newton-Raphson 
and Fisher methods) and reported usage of 99.4% and 99.8% in the 500 and 1000 bootstrap 
logistic regression models, respectively (see Table 4.17). 
 
For the 200, 500 and 1000 bootstrap samples, the Newton-Raphson and Fisher variable 
selection methods identified only the two predictor variables alcohol_use and religion_vi as 
significant predictor variables. These two predictor variables also saw the highest usage for the 
forward, backward and stepwise selection methods for the logistic regression models 
produced from the bootstrap samples (average of 97.7% and 99.7% respectively).(see Table 
4.17). The average percentage usage given in Table 4.17 was calculated by averaging the usage 
of each of the predictor variables across the various variable selection methods (see Appendix 
B).  
 
Table 4.17 Average usage (given in %) of predictor variables in logistic regression models  
Variable 200 Bootstrap 500 Bootstrap 1000 Bootstrap Average Total Usage 
age_group 78.58 74.80 77.40 76.93 
alcohol_use 98.75 96.40 97.93 97.69 
depressed 10.00   9.83 11.10 10.31 
drug_use 14.75 19.63 18.22 17.53 
know_enough_HIV   4.25   1.93   2.57   2.92 
taken_HIV_test 45.17 50.63 45.70 47.17 
intention_HIV_test   1.17   1.33   1.90   1.47 
know_anyone_HIV 16.58 15.67 12.33 14.86 
racial_gr2 58.83 56.70 57.70 57.74 
religion_vi 100.00  99.40 99.80 99.73 
smoke 42.00 42.93 43.05 42.66 
gender 17.58 19.77 18.65 18.67 
prov   8.42   9.53 10.08   9.34 
res   3.25   1.03   1.82   2.03 
 
The predictor variables know_enough_HIV, intention_HIV_test and res were the least used in 
all the logistic regression models (see Appendix B for a breakdown of all predictor variable 
usage according to variable selection methods).  Six predictor variables age_group, 
alcohol_use, taken_HIV_test, racial_gr2, religion_vi and smoke saw the highest usage for the 
bootstrap logistic regression models for the selection methods forward, backward and 
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stepwise (weighted and unweighted). All predictor variables that had an average usage above 
40% were determined to significant. 
 
The predictor variable usage shown in this section gives a good indication of the predictor 
variables that should be considered as being significant variables to be included in the logistic 
regression model. In the following section, the logistic regression models produced from all 
the bootstrap samples are discussed in more detail. 
4.5 Significance of predictor variables 
 
The breakdown of the predictor variables as discussed in Section 4.3 and their usage in the 
logistic regression models discussed in Section 4.4 give a good indication of which predictor 
variables are associated with the sexual activity of entering first-year students.  
 
As previously mentioned, all the logistic regression models produced from the construction 
data set selected only the seven predictor variables: age_group, alcohol_use, drug_use, 
taken_HIV_test, racial_gr2, religion_vi and smoke. The probabilities associated with the 
predictor variables for the construction data set are shown in Table 4.18. For the forward, 
backward and stepwise variable selection methods, identical probabilities were obtained for 
the weighted and unweighted methods. The same scenario also appeared for the Newton-
Raphson and Fisher selection methods. (See Appendix C for all predictor variable probabilities 
for all variable selection methods.)  
 
The values as given in Table 4.18 are exact values for the logistic regression models produced 
from the construction data set; whereas those given in Tables 4.19, 4.20 and 4.21 are 
averaged probabilities for each predictor variable for each of the specific bootstrap samples. 
For example, in Table 4.19, the probability of age_group for the backward weighted method 
was calculated by adding the 200 produced probability values for age_group and then dividing 
it by 200 to get an average for the age_group predictor variable for the 200 bootstrap samples. 
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Table 4.18 Predictor variable probabilities for the construction data set 
Variable Forward, 
Backward and 
Stepwise 
Weighted 
Forward, Backward 
and Stepwise 
Unweighted 
Newton-
Raphson and 
Fisher Weighted 
Newton-Raphson 
and Fisher 
Unweighted 
taken_HIV_test 7.587E-04 3.648E-04 5.409E-04 2.870E-04 
racial_gr2 9.488E-08 3.741E-06 2.233E-03 2.825E-03 
age_group 4.333E-06 1.634E-06 2.197E-05 9.814E-07 
alcohol_use 9.169E-13 2.465E-11 5.829E-12 5.232E-11 
smoke 2.377E-03 1.088E-03 5.496E-03 3.778E-03 
religion_vi 2.302E-15 3.624E-16 3.185E-14 1.191E-15 
drug_use 3.938E-03 2.459E-03 2.724E-03 3.394E-03 
 
The predictor variables alcohol_use and religion_vi reported the smallest probability values 
and drug_use reported the largest probability value in all the variable selection methods. If a 
final logistic regression model were to be decided at this stage based purely on the data of the 
construction data set, this model would include only these seven predictor variables as shown, 
as they were the only predictor variables identified as being significant in all variable selection 
methods for this data set. Similar results were observed for the bootstrap samples, some 
probabilities for the bootstrap samples are shown in Tables 4.19, 4.20 and 4.21, in which the 
backward, Newton-Raphson and Fisher methods are presented. 
 
Table 4.19 Averaged predictor variable probabilities for the 200 bootstrap sample data sets 
Variable Backward 
Weighted 
Backward 
Unweighted 
Newton-Raphson 
and Fisher 
Weighted 
Newton-Raphson and 
Fisher Unweighted 
age_group 0.0016117 0.0011711 0.0401578 0.0182006 
alcohol_use 0.0001438 0.0003302 0.0008460 0.0012502 
depressed 0.0045776 0.0037496 0.3564963 0.2784921 
drug_use 0.0058294 0.0050003 0.1125722 0.1221573 
know_enough_HIV 0.0037704 0.0055967 0.4710014 0.4832387 
taken_HIV_test 0.0021303 0.0019263 0.1179357 0.0979349 
intention_HIV_test 0.0042670 0.0061658 0.5205302 0.5343834 
know_anyone_HIV 0.0012772 0.0017684 0.3118518 0.3166669 
racial_gr2 0.0009360 0.0014242 0.1555093 0.1614956 
religion_vi 0.0000381 0.0000130 0.0001226 0.0000360 
smoke 0.0019887 0.0014663 0.1600793 0.1463387 
gender 0.0032385 0.0031763 0.2121305 0.1980832 
prov 0.0025370 0.0032812 0.4203335 0.4476173 
res 0.0037745 0.0023514 0.4948402 0.4903501 
 
The predictor variable religion_vi reported the smallest average probability for all variable 
selection methods for the 200 bootstrap samples. Although the forward and stepwise 
methods are not shown in Table 4.19, similar results to that of the backward method were 
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observed for these two methods. For the forward selection method, the predictor variable 
drug_use was reported as not being significant in any of its models. Even though predictor 
variables are shown to be significant for the forward, backward and stepwise variable 
selection methods, their usage (see Section 4.4) needs to be taken into consideration when 
deciding upon predictor variables to be included in the final logistic regression model.  
 
The six variables age_group, alcohol_use, taken_HIV_test, racial_gr2, religion_vi and smoke 
saw the highest usage for the 200 bootstrap samples data sets and were all reported as 
significant for the forward, backward and stepwise methods. For the Newton-Raphson and 
Fisher selection methods, only the predictor variables alcohol_use and religion_vi were 
determined to be significant at a 0.01 level of significance. They were also the most used 
predictors as shown in Table 4.17. 
 
Table 4.20 Averaged predictor variable probabilities for the 500 bootstrap sample data sets 
Variable Backward 
Weighted 
Backward 
Unweighted 
Newton-Raphson 
and Fisher 
Weighted 
Newton-Raphson and 
Fisher Unweighted 
age_group 0.0014957 0.0012438 0.0368658 0.0156080 
alcohol_use 0.0000882 0.0001899 0.0023895 0.0041291 
depressed 0.0033140 0.0031977 0.3194768 0.2559102 
drug_use 0.0053190 0.0052550 0.1016841 0.1073586 
know_enough_HIV 0.0042365 0.0042847 0.4818047 0.4891445 
taken_HIV_test 0.0018789 0.0021133 0.0921831 0.0742492 
intention_HIV_test 0.0038543 0.0036593 0.4882155 0.4941775 
know_anyone_HIV 0.0015599 0.0019093 0.3706319 0.3793518 
racial_gr2 0.0010295 0.0013791 0.1438421 0.1515100 
religion_vi 0.0000818 0.0000797 0.0007986 0.0002388 
smoke 0.0021202 0.0016934 0.1586293 0.1416821 
gender 0.0021920 0.0029926 0.2136905 0.2078299 
prov 0.0018887 0.0021586 0.4907310 0.4770057 
res 0.0057481 0.0067467 0.5074298 0.4979658 
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Table 4.21 Averaged predictor variable probabilities for the 1000 bootstrap sample data sets 
Variable Backward 
Weighted 
Backward 
Unweighted 
Newton-Raphson 
and Fisher 
Weighted 
Newton-Raphson and 
Fisher Unweighted 
age_group 0.0014967 0.0013380 0.0372213 0.0176429 
alcohol_use 0.0001296 0.0002885 0.0007735 0.0012890 
depressed 0.0034689 0.0034246 0.3522575 0.2872341 
drug_use 0.0045336 0.0042632 0.1015655 0.1079734 
know_enough_HIV 0.0039785 0.0032585 0.4707114 0.4751398 
taken_HIV_test 0.0020262 0.0018973 0.1065563 0.0903630 
intention_HIV_test 0.0029061 0.0046340 0.4951975 0.5080296 
know_anyone_HIV 0.0023876 0.0022236 0.3567308 0.3683122 
racial_gr2 0.0009163 0.0011806 0.1453959 0.1571807 
religion_vi 0.0007725 0.0000330 0.0002876 0.0000840 
smoke 0.0018891 0.0015895 0.1762032 0.1587715 
gender 0.0028857 0.0030372 0.2261222 0.2189628 
prov 0.0012824 0.0023166 0.4347444 0.4522455 
res 0.0031703 0.0028619 0.4904583 0.4914378 
 
 
Similar results as those for the 200 bootstrap samples were observed for the 500 and 1000 
bootstrap samples (see Tables 4.20 and 4.21). “religion_vi” again reported the smallest 
average probability for all variable selection methods with drug_use being identified as not 
significant in the forward selection methods (for both 500 and 1000)(see Appendix C). 
alcohol_use and religion_vi were also identified as the only significant predictor variables for 
the Newton-Raphson and Fisher selection methods.  
 
No significant increase in the probabilities of the predictor variables was observed across the 
bootstrap samples. An increase was however observed from the construction data to the 
bootstrap samples. This showed that introducing bootstrapping increases the probabilities of 
predictor variables therefore certain predictor variables might be excluded from a model since 
their associated probability value could be greater than the significance level used. 
 
The use of each of the predictor variables along with their probabilities needs to be taken into 
consideration when deciding on which predictor variables should be included in the final 
logistic regression model. This is discussed further in Chapter 5. The goodness-of-fit statistics 
produced along with each logistic regression model are discussed in the following section. 
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4.6 Goodness-of-fit statistics 
 
The goodness-of-fit statistics (as mentioned in Chapter 3) provide a means of assessing which 
model is the more accurate one to use when a choice between multiple logistic regression 
models needs to be made. These goodness-of-fit statistics are usually obtained from multiple 
logistic regression models that are constructed from the same data set. In the case of this 
thesis, a decision needed to made between which logistic regression model constructed from 
the various bootstrap sample sizes and the construction data set was the more accurate model 
to use. The logistic regression model with the smallest fit statistic values is the more accurate 
model (Hilbe, 2009).  
 
The logistic regression models constructed from the construction data set should have higher 
fit statistic values than those of the bootstrap samples. A breakdown of Akaike’s Information 
Criterion (AIC) and the Bayesian (Schwarz) Information Criterion (BIC/ SC) is given in Table 
4.22, as well as the         statistic which is used in both the AIC and BIC/SC fit statistic. The 
         statistic gives a good indication of the size of the penalty term for AIC and BIC/SC as 
this penalty term is the only difference between the two goodness-of-fit statistics formulae 
(see Equations 3.8 and 3.9). 
 
Table 4.22 Goodness-of-fit statistics for the construction data set 
Variable Selection Method AIC BIC/SC          
Backward 
Weighted 887.5 941.9 864.5 
Unweighted 901.4 955.9 878.4 
Forward 
Weighted 940.8 964.5 958.6 
Unweighted 955.0 978.7 972.6 
Stepwise 
Weighted 940.8 964.5 958.6 
Unweighted 955.0 978.7 972.6 
Newton-Raphson 
Weighted 891.0 962.1 861.0 
Unweighted 905.2 976.2 875.2 
Fisher 
Weighted 891.0 962.1 861.0 
Unweighted 905.2 976.2 875.2 
 
From Table 4.22 it can be seen that all the goodness-of-fit statistic values of the weighted 
logistic regression models were smaller than those of the unweighted logistic regression 
models for the construction data set. The backward weighted logistic regression models 
produced the smallest goodness-of-fit statistics. Even though the Newton-Raphson and Fisher 
variable selection methods produced the smallest values for the          statistic, the 
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penalty term for these two methods was large enough to increase the value for AIC and BIC/SC 
so that they were not the smallest fit statistic values (see Table 4.22). 
  
This smaller value for the backward weighted model goodness-of-fit statistic means that this 
variable selection procedure delivered the more accurate model (from Table 4.22). The 
predictor variables that were associated with this model were: age_group, alcohol_use, 
drug_use, taken_HIV_test, racial_gr2, religion_vi and smoke. Therefore, the model associated 
with these seven predictor variables should be preferred over all the other logistic regression 
models produced on the construction data set.   
 
Interestingly, the forward and stepwise methods produced identical fit statistic values. The 
same occurred for the Newton-Raphson and Fisher fit statistic values, which was not an 
unusual case for these two variable selection methods, as the only real difference between 
them is the covariance matrix that is associated with each method. 
 
Smaller values were observed for Akaike’s Information Criterion (AIC) compared to the values 
for the Bayesian (Schwarz) Information Criterion (BIC/SC).Therefore, since both methods 
incorporate          into their formulae, this difference between the AIC and BIC/SC 
goodness-of-fit statistics was interpreted as a difference in the penalty term associated with 
each fit statistic. 
 
The AIC penalty term had to be smaller than that of the BIC/SC fit statistic’s in order to achieve 
an overall smaller value; but this was also not an unusual case as the BIC/SC fit statistic penalty 
term takes into consideration both the number of parameters in the model and the number of 
observations in the data set, whereas the AIC penalty term only takes into consideration the 
number of parameters in the model. 
 
The AIC and BIC/SC fit statistic values associated with the 200, 500 and 1000 bootstrap logistic 
regression models are given in Tables 4.23, 4.24 and 4.25. A similar trend is observed for the 
values of the goodness-of-fit statistics in the bootstrap sample data sets as those observed for 
the construction data set. 
 
 
 
 
 
 
 75 
 
Table 4.23 Averaged goodness-of-fit statistics for the 200 bootstrap logistic regression 
models 
Variable Selection Method AIC BIC/SC          
Backward 
Weighted 397.6 421.5 385.6 
Unweighted 405.0 428.5 393.0 
Forward 
Weighted 396.9 420.9 384.6 
Unweighted 403.8 407.7 391.6 
Stepwise 
Weighted 398.8 421.8 387.1 
Unweighted 406.6 429.2 395.1 
Newton-Raphson 
Weighted 397.8 456.6 367.8 
Unweighted 404.5 463.3 374.5 
Fisher 
Weighted 397.8 456.6 367.8 
Unweighted 404.5 463.3 374.5 
 
The goodness-of-fit statistics of the model for the 200 bootstrap sample data sets produced 
for the forward weighted variable selection method produced the smallest values. The values 
in Table 4.23, 4.24 and 4.25 were calculated by averaging across bootstrap replicates for each 
bootstrap sample size. These tables merely provide a means of assessing which variable 
selection method is the preferred method to use. Therefore in the case of Table 4.23, a model 
produced using the forward weighted variable selection method would be expected to 
produce the more accurate model. 
 
The AIC goodness-of-fit statistic values were once again smaller than those of the BIC/SC 
goodness-of-fit statistics. The values for the forward and stepwise goodness-of-fit statistics 
were quite similar but not identical to those in the construction data set, with the forward 
weighted method producing the smaller values between the various variable selection 
methods. The weighted variable selection methods once again produced smaller fit statistic 
values than the unweighted variable selection methods. 
 
 Table 4.24 Averaged goodness-of-fit statistics for the 500 bootstrap logistic regression 
models 
Variable Selection Method AIC BIC/SC          
Backward 
Weighted 397.7 421.1 385.7 
Unweighted 404.2 428.0 392.1 
Forward 
Weighted 396.1 420.2 383.8 
Unweighted 402.7 427.0 390.3 
Stepwise 
Weighted 399.0 421.6 387.5 
Unweighted 405.7 428.6 394.1 
Newton-Raphson 
Weighted 396.7 455.5 366.7 
Unweighted 403.6 462.5 373.7 
Fisher 
Weighted 396.7 455.5 366.7 
Unweighted 403.6 462.5 373.7 
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For the 500 bootstrap sample data sets, the goodness-of-fit statistics for the models of the 
forward weighted method produced the smallest values and once again all the weighted 
variable selection methods produced smaller fit statistic values than those of the unweighted 
variable selection methods (see Table 4.24).  
 
Table 4.25 Averaged goodness-of-fit statistics for the 1000 bootstrap logistic regression 
models 
Variable Selection Method AIC BIC/SC          
Backward 
Weighted 322.6 348.0 308.8 
Unweighted 326.9 352.6 313.0 
Forward 
Weighted 321.6 347.5 307.6 
Unweighted 400.5 424.6 388.1 
Stepwise 
Weighted 396.2 418.9 384.6 
Unweighted 403.7 426.4 392.2 
Newton-Raphson 
Weighted 394.3 453.1 364.3 
Unweighted 401.5 460.3 371.5 
Fisher 
Weighted 394.3 453.1 364.3 
Unweighted 401.5 460.3 371.5 
 
The forward weighted variable selection method produced the smallest fit statistic values, the 
same result as that for the 500 bootstrap sample models. The difference between the 
weighted forward and unweighted forward goodness-of-fit statistics was quite large as 
compared to other selection difference comparisons (see Table 4.25). The goodness-of-fit 
statistics of the construction data set compared to that of the bootstrap samples were also 
quite large. Figures 4.4, 4.5 and 4.6 provide a visual comparison of this drop in the value of the 
goodness-of-fit statistics from the construction data set to those of the bootstrap samples. 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.4 AIC values across data sets 
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In Figure 4.4 it is obvious that the values for Akaike’s Information Criterion substantially 
decrease when bootstrapped samples are introduced. There is also a significant decrease in 
the AIC values for backward weighted and unweighted and forward weighted for the 1000 
bootstrap sample models. The values for AIC also seem to remain constant (except for 
selection methods mentioned) around the 400 mark for all bootstrap sample sizes. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.5 BIC/SC values across data sets 
 
The same substantial decrease can be seen in the BIC/SC values between the construction 
data set and the bootstrap samples. The same three variable selection methods (i.e. backward 
weighted, unweighted and forward weighted) produced similar results for the BIC/SC values 
for the 1000 bootstrap sample models as the AIC values did for the same sample. This change 
in the values for the AIC and BIC/SC goodness-of-fit statistics is attributed to the value of the 
         fit statistic (see Figure 4.5). Figure 4.6 shows this change in the value for        . 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.6         values across data sets 
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The same changes that were seen in the values for the AIC and BIC/SC goodness-of-fit statistics 
are seen in those for the          fit statistic. This significant drop in the value for all the fit 
statistic values (AIC and BIC) of the logistic regression models for the bootstrap samples, and 
the fact that these values remain somewhat constant, reiterate that incorporating 
bootstrapping into the logistic regression modelling process provides more accurate models 
regardless of the variable selection method used. The logistic regression models produced 
now need to be assessed as to whether they provide a good fit of the data that they were 
constructed on.  
4.7 Coefficient of determination 
 
The fit of the logistic regression model can be done by looking at the coefficient of 
determination (   ) value (refer Section 3.12.3) associated with the model. A value close to 1 
indicates a good fit and value close to zero, a weak fit. Since comparisons are being made 
between various variable selection methods and the effect of weighting, the method that 
produces the largest      value will indicate a model that best fits the data.  
 
Tables 4.26, 4.27 and 4.28 give the values for the coefficient of determination for all the 
variable selection methods. Once again, the Newton-Raphson and Fisher variable selection 
methods produced the same value for the weighted and unweighted methods. 
 
Table 4.26    values for the construction data set 
Variable Selection Method    
Backward 
Weighted 0.2825629 
Unweighted 0.2809394 
Forward 
Weighted 0.2825629 
Unweighted 0.2809394 
Stepwise 
Weighted 0.2825629 
Unweighted 0.2809394 
Newton-Raphson 
Weighted 0.2936084 
Unweighted 0.2921134 
Fisher 
Weighted 0.2936084 
Unweighted 0.2921134 
 
Between each of the weighted and unweighted methods for each of the variable selection 
methods, a difference of 0.001 was shown. Although this difference is quite small, the 
weighted variable selection methods still produced a larger      value than that of unweighted 
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variable selection methods. An identical      value was recorded for the weighted backward, 
forward and stepwise selection methods. The same scenario was observed for the unweighted 
backward, forward and stepwise selection methods (see Table 4.26).  
 
The Newton-Raphson and Fisher variable selection methods (weighted and unweighted) had 
the largest     value associated with its models. This model contained the predictor variables: 
age_group, alcohol_use, drug_use, taken_HIV_test, racial_gr2, religion_vi and smoke. These 
seven predictor variables were identified and all were contained in all the logistic regression 
models produced from the construction data set regardless of variable selection method. 
 
Table 4.27 Averaged     values for the 200 bootstrap sample data sets  
Variable Selection Method    
Backward 
Weighted 0.2833718 
Unweighted 0.2786144 
Forward 
Weighted 0.2848489 
Unweighted 0.2816358 
Stepwise 
Weighted 0.2802401 
Unweighted 0.2745022 
Newton-Raphson 
Weighted 0.3167207 
Unweighted 0.3135985 
Fisher 
Weighted 0.3167207 
Unweighted 0.3135985 
 
 
The largest value was once again recorded for the Newton-Raphson and Fisher selection 
methods. Different      values for the backward, forward and stepwise selection methods 
were now obtained, with the largest value among these three methods being that of the 
weighted forward variable selection method. A drop in the     value from the construction to 
the 200 bootstrap sample data sets, for the unweighted backward and unweighted stepwise 
selection methods, was also observed (see Table 4.27). 
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Table 4.28 Averaged     values for the 500 and 1000 bootstrap sample data sets 
Variable Selection Method 
    for the 500 
bootstrap samples 
   for the 1000 
bootstrap samples 
Backward 
Weighted 0.2836287 0.2875763 
Unweighted 0.2812690 0.2837309 
Forward 
Weighted 0.2872270 0.2906280 
Unweighted 0.2847601 0.2877449 
Stepwise 
Weighted 0.2801304 0.2843630 
Unweighted 0.2773283 0.2799053 
Newton-Raphson 
Weighted 0.3193176 0.3224080 
Unweighted 0.3161558 0.3190120 
Fisher 
Weighted 0.3193176 0.3224080 
Unweighted 0.3161558 0.3190120 
 
For the 500 and 1000 bootstrap sample data sets, the same characteristics as for the     value 
in the 200 bootstrap sample data sets were observed. The largest value was once again 
recorded for the Newton-Raphson and Fisher selection methods, with the weighted forward 
method having the third-largest value. An increase in the     value was seen for the variable 
selection methods as the number of bootstrap sample sizes increased. Figures 4.7 and 4.8 
present a visual of this change in the value of    . 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.7    values across data sets 
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Figure 4.8    values across data sets 
 
The most notable change in the value of       was that of the Newton-Raphson and Fisher 
once bootstrapped data sets were introduced; Figure 4.8 shows a noteworthy difference in 
the value for these methods compared to all other variable selection methods. The       value 
marginally increased as the bootstrap sample size increased and more notably, all weighted 
variable selection methods produced larger       values than that of the associated 
unweighted variable selection method regardless of bootstrap sample size or whether 
bootstrapping even occurred. This larger       value associated with weighted variable 
selection methods also points to the efficacy of weighting as a means of providing a model 
that better fits the data. 
4.8 Conclusion 
 
The analysis of the construction data set provided a good means of assessing the efficacy of 
incorporating bootstrapping and sample weighting into a modelling process. For the 
construction data set, seven predictor variables (age_group, alcohol_use, drug_use, 
taken_HIV_test, racial_gr2, religion_vi and smoke) were identified as being significant in the 
logistic regression models produced. These seven predictor variables were identified as 
significant in all of the logistic regression models (weighted and unweighted) produced for all 
the variable selection methods used on the construction data set. 
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Of the seven predictor variables identified as being significant in the construction data set, six 
(age_group, alcohol_use, taken_HIV_test, racial_gr2, religion_vi and smoke) reported the 
highest usage across all bootstrap samples irrespective of bootstrap sample size for the 
forward, backward and stepwise selection methods. Two of these predictor variables 
(alcohol_use and religion_vi) reported the highest usage and smallest probabilities in the 
bootstrap samples.  
 
For the Newton-Raphson and Fisher variable selection methods, the two predictor variables 
alcohol_use and religion_vi were the only predictor variables reported as significant for the 
logistic regression models produced from the bootstrap samples. These two predictor 
variables were the same two predictor variables that reported the highest usage for the other 
three variable selection methods. An increase in the probabilities of the predictor variables 
was noticed once bootstrapping was introduced; this led to the exclusion of the predictor 
variable drug_use in the logistic regression models produced from the bootstrap samples. 
 
Of the goodness-of-fit statistics produced, bootstrapping produced significantly smaller values 
for AIC and BIC/SC, almost half the value of that of the construction data set. The values for 
AIC and BIC/SC remained somewhat constant over the bootstrap samples sizes; no major 
increase or decrease was noticed for these values across the bootstrap sample sizes except for 
the backward weighted, unweighted and forward weighted values for the 1000 bootstrap 
sample. This exception is investigated in the following chapter. Variable selection methods 
using weighted data however did produce smaller goodness-of-fit statistics compared to those 
of unweighted data, irrespective of the specific bootstrap sample used, leading to the 
conclusion that a weighted bootstrap sample will produce more accurate logistic regression 
models. It should also be noted that the values for the AIC statistic were smaller than those of 
the BIC/SC statistic.  
 
The      value was also slightly larger for the weighted variable selection methods, although 
not substantial enough to conclude whether weighted logistic regression models fitted the 
data better than unweighted models. In the following chapter all the logistic regression 
models produced are tested with the testing data set to ascertain the accuracy of each of the 
models. 
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C h a p t e r  5  
5.1 Introduction 
 
In this chapter, a logistic regression model (further referred to as the stable logistic regression 
model) that would be used to predict the probability of an entering student’s sexual activity 
using the test data set is discussed. This stable logistic regression model was decided on by 
looking at the predictor variable probabilities and their usage as discussed in Chapter 4, as well 
as referring to available literature on the factors influencing sexual activity of youth.  
5.2 Final model selection 
 
Predictor variables that were included in the stable logistic regression model during the 
modelling process were based on a significance level of 0.01, therefore, predictor variables 
with a probability value greater than 0.01 were not included in the this model. As previously 
mentioned in Sections 4.4 and 4.5, the predictor variables that were identified in the 
construction data set were: age_group, alcohol_use, drug_use, taken_HIV_test, racial_gr2, 
religion_vi and smoke. A graphical representation of the probability values of these predictor 
variables is given below: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.1 Probabilities for the construction data set predictor variables 
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of the variable selection methods for the construction data set. The values for some of the 
probabilities for the predictor variables racial_gr2, age_group and alcohol_use are not shown 
in Figure 5.1 as their values were so small that they did not appear on the graph (e.g. for 
alcohol_use the probability for the backward weighted model is 9.169E-13). 
 
Since these predictor variables were the only ones identified as being significant for the 
construction data set, they would be the choice of predictor variables to include in the final 
construction data set model. Therefore, the final logistic regression model for the construction 
data set would include only the predictor variables age_group, alcohol_use, drug_use, 
taken_HIV_test, racial_gr2, religion_vi and smoke. These seven predictor variables were 
identified as significant for both weighted and unweighted data for the construction data set.  
 
For the bootstrapped samples, all fourteen predictor variables (see Table 3.1) were included in 
at least one of the logistic regression models produced for the bootstrap sample data sets, 
since all predictor variables were identified as being significant in at least one of the regression 
models produced. The usage of the fourteen variables in a specific bootstrap sample was also 
taken into consideration.  
 
Thus, for example, the predictor variable res was identified as being significant in 9 of the 200 
logistic regression models produced for the backward weighted variable selection method for 
the 200 bootstrap samples. The average probability for res was less than 0.01 (see Appendix C) 
(i.e. significant) but its usage of only 3.25% compared to 100% for religion_vi, when taking into 
consideration all variable selection methods determined that it would not be included in the 
final logistic regression model for the 200 bootstrap sample data sets. This usage for the 
predictor variable res was expected as the sexual activity being modelled was for the activity 
of entering students (i.e. sexual activity prior to university) whereas the res predictor variable 
is an indication of a student’s accommodation while at university (i.e. after entering 
university). Also, no literature could be found pointing to the accommodation situation of 
student as a factor influencing sexual activity. 
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Figure 5.2 Averaged probabilities for the 200 bootstrap sample data set predictor variables 
 
For the 200 bootstrap sample data sets, the predictor variables age_group, alcohol_use, 
taken_HIV_test, racial_gr2, religion_vi and smoke were included in the final logistic regression 
model. These predictor variables were the most used predictor variables for models produced 
from the 200 bootstrap sample data sets (78.58%, 98.75%, 45.17%, 58.83%, 100% and 42% 
respectively) (see Appendix B), across all variable selection methods. drug_use was not 
determined to be significant for the 200 bootstrap sample data sets as it was used in only 
14.75% of the logistic regression models produced nor was it determined to be significant for 
the forward variable selection methods (weighted and unweighted) for all the bootstrap 
samples. 
 
Also to note is that, for the Newton-Raphson and Fisher variable selection methods, only 
alcohol_use and religion_vi were identified as significant predictor variables (see Appendix C). 
Therefore the final most stable logistic regression model for the 200 bootstrap sample data 
sets which includes sample weighting, is the model with only the predictor variables 
age_group, alcohol_use, taken_HIV_test, racial_gr2, religion_vi and smoke.  
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Figure 5.3 Averaged probabilities for the 500 bootstrap sample data set predictor variables 
 
The same predictor variables as those determined for the 200 bootstrap sample data sets 
were decided upon for the 500 bootstrap sample data sets (i.e. age_group, alcohol_use, 
taken_HIV_test, racial_gr2, religion_vi and smoke). Very similar probability values (see Figure 
5.2) and usage (74.8%, 96.4%, 50.63%, 56.7%, 99.4% and 42.93%, respectively; see Appendix 
B) were reported for the six predictor variables. alcohol_use and religion_vi were again the 
most used predictor variables of the fourteen predictor variables. The predictor variable res 
reported a 1.03% usage this time for the 500 bootstrap sample data sets. 
 
Therefore, the final logistic regression model for the 500 bootstrap sample data sets was the 
model with only the predictor variables: age_group; alcohol_use; taken_HIV_test; racial_gr2; 
religion_vi; and smoke.  
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Figure 5.4 Averaged probabilities for the 1000 bootstrap sample data sets predictor variables 
 
Again the same predictor variables as those for the 200 and 500 bootstrap sample data sets 
were determined as significant for inclusion in the final model for the 1000 bootstrap sample 
data sets. The predictor variables age_group, alcohol_use, taken_HIV_test, racial_gr2, 
religion_vi, and smoke were included in the final models produced for the 1000 bootstrap 
sample data sets, based on their probability values (see Appendix C) and their usage (77.4%, 
97.93%, 45.7%, 57.7%, 99.8% and 43.05% respectively; see Appendix B). 
 
The predictor variables that were not included in any of the final logistic regression models for 
the bootstrap logistic regression models were; depressed; drug_use (only included in the final 
logistic regression model for the construction data set); know_enough_HIV; 
intention_HIV_test; know_anyone_HIV; gender; prov and res. All these predictor variables 
reported usage of less than 20% in all of the logistic regression models produced for the 
bootstrap samples.  
 
The test sample data set was used in order to assess the accuracy of the most stable logistic 
regression model. The following section discusses the characteristics of this test sample data 
set. 
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5.3 Test sample data set 
 
Of the 126 observations in the test data set (10% of the original data set of 1256), 24 
observations were excluded from the analysis due to missing values of the predictor variables 
included in the final models (i.e. values for each predictor variable were available for each 
student).  
 
Table 5.1 Test sample categorized according to sexual activity and race 
 Race  
 African/Black Coloured White Indian/Asian Total 
Sexually 
Active 
33 (count) 
 54.10 (row %) 
68.75 (col. %) 
25 
 40.98 
 54.35 
2 
  3.28 
50.00 
1 
1.64 
25.00 
61 
100.00 
   59.80 
Not 
Sexually 
Active 
15 
36.59 
31.25 
21 
51.22 
45.65 
2 
  4.88 
50.00 
3 
  7.32 
75.00 
41 
100.00 
  40.20 
Total 
48 
  47.06 
100.00 
46 
  45.10 
100.00 
4 
    3.92 
100.00 
4 
    3.92 
100.00 
102 
 
Table 5.2 Test sample categorized according to sexual activity and gender 
 Gender  
 Female Male Total 
Sexually Active 
33 (count) 
 54.10 (row %) 
51.56 (col. %) 
28 
 45.90 
 73.68 
61 
100.00 
   59.80 
Not Sexually 
Active 
31 
75.61 
48.44 
10 
24.39 
26.32 
41 
100.00 
  40.20 
Total 
64 
  62.75 
100.00 
38 
  37.25 
100.00 
102 
 
 
The largest racial groups in the test sample were African/Black and Coloured (see Table 5.1). A 
split of 59.8% sexually active and 40.2% not sexually active students was reported for the test 
sample. More males (73.7%), as in the construction data set were reported as sexually active 
versus 51.6% of females that were sexually active for the sexually active group. In comparison 
with the not sexually active group, 48.4% of females were reported not to be sexually active 
versus 26.3% of males who were not sexually active (see Table 5.2). 
 
The values of the predictor variables for each of the 102 observations were inputted into each 
of the logistic regression models discussed in Section 5.4.  
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5.4 Final stable logistic regression model 
 
Using the goodness-of-fit statistics obtained from each of the logistic regression models for all 
of the samples, a decision about which of the models was the more accurate model could be 
reached. Section 4.6 illustrated that bootstrapping produced significantly smaller fit statistic 
values which were less than half of those of the construction data set; this was observed for 
both the AIC and BIC/SC goodness-of-fit statistics. No significant difference was however seen 
between the numbers of bootstrap samples used, leading to the conclusion that all logistic 
regression models produced from the bootstrap samples had the same level of accuracy.  
 
Although the 1000 bootstrap sample did provide smaller fit statistic values (AIC and BIC/SC) 
(see Section 4.6) for the backward weighted and unweighted and forward weighted logistic 
regression models, the predicted probabilities produced for these models based on the data of 
the test sample data set were found to result in inaccurate classifications. Low classification 
percentages were reported for these logistic regression models for both sexually active and 
not sexually active students. These low classification percentages led to the conclusion that 
these logistic regression models were unstable in their predictions. 
 
Also, the estimated values for the predictor variables of these models, as well as their 
associated probability values, were not found to be notably different from those of the stable 
logistic regression model decided upon in this section. Therefore, taking all these factors into 
consideration as well as the amount computing time needed for analyzing the produced 
models, a bootstrap sample size of 1000 is not put forward as the preferred bootstrap sample 
size. 
 
Table 5.3 Predictor variables included in the final logistic regression models 
Data Set alcohol_use drug_use age_group taken_HIV_test religion_vi racial_gr2 smoke 
Construction  X X X X X X X 
200 Bootstrap 
Sample 
X  X X X X X 
500 Bootstrap 
Sample 
X  X X X X X 
1000 Bootstrap 
Sample 
X  X X X X X 
(X – included in the logistic regression model) 
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If a predictor variable (see Table 5.3) was determined to be significant for a specific data set, 
then that predictor variable was included in all of the logistic regression models (10 models per 
data set) produced from that specific data set (i.e. weighted and unweighted and for any 
variable selection method). Estimates of each of the predictor variables were calculated for 
every logistic regression model produced. A decision could now be reached as to which of the 
produced logistic regression models would be the best and more accurate model to use. 
 
With the exception of the three models of the 1000 bootstrap sample previously mentioned, 
no notable difference was observed for the fit statistic values of the bootstrap samples (see 
Figure 4.4 and 4.5). The estimate values of the predictor variables, as well as their probability 
values (see Appendix C), were all similar across the bootstrap samples, therefore leading to 
the conclusion that a bootstrap sample size greater than 200 did not provide a greater 
accuracy than that of a 200 bootstrap sample size. Section 4.7 showed that weighted logistic 
regression models produced, fitted the data better than unweighted models. 
 
Therefore, taking all these conclusions into consideration, the stable logistic regression model 
put forward is that of the weighted 200 bootstrap sample data set based on the forward, 
backward or stepwise variable selection methods, with the predictor variables: age _group; 
alcohol_use; taken_HIV_test; racial_gr2; religion_vi; and smoke.  
 
Since including sample weighting proved to be more effective, estimates for the six predictor 
variables were obtained from the weighted logistic regression models produced from the 
forward, backward and stepwise variable selection methods for the 200 bootstrap samples.  
 
A comparison was now carried out in order to compare accuracy of the stable logistic 
regression model put forward. This was done by constructing and comparing a logistic 
regression model based on the construction data set with that of the stable logistic regression 
model. Tables 5.4 and 5.5 give the values for the estimates of the logistic regression models 
compared. 
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Table 5.4 Model estimate values for the construction sample model with weighting 
Predictor Variable Estimate Standard Error Probability Wald Statistic 
Intercept -1.7571 0.2998 1.1668E-08 34.4084 
age_group 0.5784 0.1300 1.1386E-05 19.8714 
alcohol_use 0.6496 0.0923 2.8819E-12 49.5631 
taken_HIV_test -0.3089 0.0907 6.7156E-04 11.5915 
racial_gr2 -0.4386 0.1027 8.9343E-04 20.8243 
religion_vi 0.6840 0.0878 1.4122E-14 60.7196 
smoke 0.3214 0.1096 3.6248E-03 8.6231 
drug_use 0.8035 0.2744 3.4528E-03 8.5806 
 
 
Table 5.5 Averaged model estimate values of the stable logistic regression model 
Predictor Variable Estimate Standard Error Probability Wald Statistic 
Intercept -1.220083 9.507995 0.091822 18.879628 
age_group 0.720440 0.201313 0.001603 13.124648 
alcohol_use 0.698189 0.135473 0.000142 27.418180 
taken_HIV_test -0.466004 0.135816 0.002081 12.152584 
racial_gr2 -0.561591 0.140210 0.001136 16.575805 
religion_vi 0.701504 0.132257 0.000039 28.759923 
Smoke 0.568500 0.166486 0.002091 11.945565 
 
 
Larger estimated values were observed for the predictor variables of the stable logistic 
regression model (see Table 5.5) compared to the logistic regression model produced with no 
bootstrapping (see Table 5.4) except for the two predictor variables taken_HIV_test and 
racial_gr2. Although much smaller probability values for the predictor variables were observed 
for the model constructed from the construction data set (see Table 5.4) (which would 
indicate that fewer predictor variables would be excluded from a logistic regression model if 
no bootstrapping was carried out) this could also, however, result in the inclusion of “noise” 
variables. Since the predictor variable drug_use was not included in the final logistic regression 
model, a comparison of these estimates could not be done.  
 
A further comparison of the classification of the observations contained in the test data set 
allowed for an inspection of the accuracy of the two logistic regression models. A value of 0.50 
was used for the classification of each of the observations according to their probabilities. A 
total of 102 observations were included in the test data set and a probability for each of the 
observation was calculated for each of the two models. A total of 61 students were reported 
as being sexually active in the test data set and 41 were reported as not being sexually active. 
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When using the most stable logistic regression model’s function, each observation from the 
test data set was used to calculate a probability to predict sexual activity for the individual. If a 
student’s calculated probability value was less than 0.50 and they were indicated as being 
sexually active in the test data set, then this would indicate a correct classification for that 
specific observation. A calculated probability value greater than 0.50 and a student’s status of 
not being sexually active in the test data set was also considered a correct classification. This 
process was repeated for the construction data set as well and the correct classification 
percentages for these two logistic regression models are shown in Table 5.6. 
 
Table 5.6 Classification percentages 
 Sexually Active Not Sexually Active 
Stable Logistic Regression Model 75.41% 63.41% 
Construction Logistic Regression Model 81.97% 21.95% 
 
For the stable logistic regression model, 75.41% of sexually active students were correctly 
classified and 63.41% of not sexually active students were correctly classified. For the logistic 
regression model constructed from the construction data set, 81.97% of sexually active 
students were correctly classified and 21.95% of not sexually active students were correctly 
classified (see Table 5.6). 
 
A slightly higher classification percentage was noted for the construction model compared to 
that of the stable model, indicating that the construction model was slightly more accurate at 
classifying sexually active students. A sizeable difference, was however, observed between the 
two models for the classification of not sexually active students. The construction logistic 
regression model correctly classified only 21.95% students compared to 63.41% for the stable 
logistic regression model. 
 
This notable difference in the classification of the construction logistic regression model 
indicates that this logistic regression model is somewhat unstable when classifying students 
according to their sexual activity. The stable logistic regression model, however, produced 
more reliable classification estimates, indicating that this logistic regression model is the more 
stable and more accurate logistic regression model of the two. 
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5.5 Conclusion 
 
Larger bootstrap sample sizes (i.e. greater than 200) were determined not to be more 
effective. The accuracy of the logistic regression model was observed to be somewhat 
constant for the 200, 500 and 1000 bootstrap sample sizes. 
 
Alcohol consumption, the age of the student (aged between 16 and 19), whether an HIV test 
had been taken or not, the race of the student, the importance of religion and whether a 
student smoked were all determined as significant factors influencing the sexual activity of a 
student.  
 
The stable logistic regression model including these six predictor variables was found to be a 
more accurate model in terms of correctly classifying students according to their sexual 
activity, correctly classifying 75.41% of sexually active students and 63.41% of not sexually 
active students. 
 
The following chapter discusses the findings of this thesis and correlates these findings with 
the hypotheses that guided this thesis. Limitations and further research areas that were 
identified in the course of this thesis are also mentioned. 
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C h a p t e r  6  
6.1 Introduction 
 
The research carried out in this thesis was aimed at answering the question of whether a 
weighted bootstrap logistic regression model provided a more stable model or models thereby 
increasing the predictive capacity and also the accuracy of the model or models. In this 
chapter, the results of this thesis are further discussed with respect to this question as well as 
the following three research questions (as discussed in Section 3.2): 
 
 Does a weighted bootstrap logistic regression procedure provide a more stable model 
to identify risk-taking behaviour of entering university students? 
 Which risk-taking behaviour factors are associated with sexual activity? 
 How can HIV prevention programmes be developed to assist students to make 
informed decisions? 
The implications and limitations of the study and further research opportunities identified are 
also discussed.  
6.2 Findings 
 
The logistic regression modelling procedure carried out in this thesis included a bootstrapping 
method, a sample weighting process and predictor variable selection methods (forward, 
backward, stepwise, Newton-Raphson and Fisher). The inclusion of predictor variables in the 
final logistic regression model was done by analyzing the usage of each of the predictor 
variables across the bootstrap samples (200, 500 and 1000) and each of their probability 
values. 
 
Significantly smaller values were observed for the goodness-of-fit statistics; Akaike’s 
Information Criterion (AIC) and Bayesian Information Criterion (BIC/SC) for the logistic 
regression models produced from the bootstrapped data set samples (see Section 4.6). The 
bootstrap models produced fit statistic values that were less than half that of the construction 
data set models (smaller AIC and BIC/SC values preferred) (see Figure 4.4). This showed that 
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models produced from bootstrapped data fitted significantly better than models produced 
without bootstrapping.  
 
Weighted logistic regression models produced from the bootstrapped data also further 
produced AIC and BIC/SC values that were smaller than those of unweighted models produced 
from bootstrapped data.      was also examined in order to backup the conclusion reached 
from the AIC and BIC/SC statistics (a larger coefficient of determination value would indicate a 
better fitting model). 
 
No considerable increase in the value for     was reported between the construction data set 
model and the bootstrap sample data models. Although these increased values were not 
notable enough to definitively conclude better fitting models based on   , it was observed 
that bootstrapped data did produce larger     values, however small these values were.  
 
Larger      values were also reported for weighted logistic regression models than unweighted 
logistic regression models in a comparison of the models produced from bootstrapped data. 
This further emphasised the point that incorporating a sample weighting process and a 
bootstrapping procedure in a logistic regression modelling procedure will produce models that 
will better fit the data, hence increasing the predictive capability of the logistic regression 
models. 
 
For the stable logistic regression model, the usage of each of the predictor variables across the 
bootstrap samples was analyzed since it had been determined that bootstrapping produced 
better logistic regression models. Since the data used in the modelling process contained 
information about the sexual activity of entering first-year students, the predictor variables 
included in the final logistic regression model would therefore be predictors or factors 
associated with the sexual activity of entering first-year students. 
 
The six predictor variables age _group (76.93%), alcohol_use (97.69%), taken_HIV_test 
(47.17%), racial_gr2 (57.74%), religion_vi (99.73%) and smoke (42.66%) were the most used 
predictor variables averaged across all of the bootstrap samples (see Table 4.17; the 
percentage in brackets indicates the usage across all variable selection methods). The Newton-
 
 
 
 
 96 
 
Raphson and Fisher variable selection methods identified only two predictor variables in all of 
the models produced for these variable selection methods (alcohol_use and religion_vi). To 
note: The probabilities associated with these predictor variables were also the smallest values 
for all of the logistic regression models produced, indicating that these two predictor variables 
were the most significant predictor variables.  
 
The size of the bootstrap sample was also determined not to be more accurate for sample 
sizes greater than 200. The AIC, BIC/SC and     values did not change considerably over the 
bootstrap sample sizes, remaining somewhat constant as the bootstrap sample size increased. 
The predictor variable usage count also remained constant over the bootstrap samples, as did 
their probability values. Therefore, bootstrap sample sizes greater than 200 were determined 
not to provide logistic regression models that better fitted or provided model estimates that 
were significantly different to a bootstrap sample size of 200. 
 
Although a final logistic regression model could not be determined through an automated 
process, the inclusion of only these six predictor variables in a logistic regression model based 
on their usage  and probability values was determined to be the more accurate and stable 
logistic regression model. Therefore, the predictor variables age _group, alcohol_use, 
taken_HIV_test, racial_gr2, religion_vi and smoke were all determined to be the factors 
associated with the risk-taking behaviour associated with the sexual activity of entering first-
year students at UWC in 2010. 
 
The estimates of the predictor variables for the stable logistic regression model were hence 
taken by averaging the estimate values obtained from the 200 bootstrap logistic regression 
models (see Table 5.8). Using this stable logistic regression model, it was then possible to 
determine a student’s predicted probability of being sexually active or not. A modelling 
process was carried out using the stable logistic regression model on the testing sample data 
set (hold out sample, data not used during the modelling process).  
 
The stable logistic regression model (weighted 200 bootstrap logistic regression model) 
correctly classified 75.41% of sexually active students and 63.41% of not sexually active 
students. These classification percentages were observed to be more stable than those of a 
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logistic regression model fitted without bootstrapping but with sampling weights (81.97% and 
21.95%; see Table 5.6). 
 
The predictor variables identified in this study were then used to answer the research question 
related to how HIV prevention programmes at UWC could be further developed. This process 
is described next. 
6.3 Implications of the study 
 
The predictor variables identified as factors associated with the sexual activity of entering first-
year students were analyzed with the objective of putting forward suggestions for HIV 
prevention. This was done so that suggestions or comments could be given in order to further 
develop HIV prevention programmes at UWC and hence help curb the spread of HIV/AIDS 
among its students. 
 
For the students included in this study it was found that more male students (63.07%) were 
sexually active than female students (45.77%) (see Table 4.3). As previously mentioned, the 
African/Black and Coloured population were the two largest racial groups at UWC. Of these 
two racial groups, the African/Black population was determined to be the more sexually active 
group (see Table 4.4) when entering university. 
 
The age of a student was found to be a factor associated with their sexual activity. More 
students aged between 16 and 19 were found not to be sexually active (52.67%) compared to 
students aged between 20 and 24, where the majority (76.69%) were found to be sexually 
active. This showed that the younger age group of students were less likely to be sexually 
active compared to the older group of students (see Table 4.5). 
 
Alcohol consumption was also determined to be a factor. The majority of students (55.70%) 
reported that they did consume alcohol. Of the students that did consume alcohol, 65.37% 
were reported as being sexually active. Of the students who did not consume alcohol, 66.50% 
were reported not to be sexually active (see Table 4.6). Literature points to the negative effect 
that alcohol has on one’s ability to make informed decisions and the results of this study 
further confirm these findings. Seloilwe identified alcohol and substance abuse as a factor 
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influencing the spread of HIV/AIDS among students of the University of Botswana. In that 
study, 87.6% of students surveyed mentioned that alcohol or substance use contributed to 
their sexual activity (Seloilwe, 2005). In another study, Brown and Vanable found that 32% of 
students consumed alcohol before a sexual encounter (Brown & Vanable, 2007). 
 
Although the usage of drugs was not determined to be a factor associated with the sexual 
activity of students in this study, it was found that of the entering first-year students at UWC in 
2010, 95.69% reported that they had not used any drugs in the 30 days prior to filling out the 
questionnaire.  Of the students who did not use any drugs, an almost even split of 50.35% 
were sexually active versus 49.65% that were not sexually active (see Table 4.8). The predictor 
variable Drug_use was also observed to produce an unstable logistic regression model (see 
Tables 5.7 and 5.9). 
 
Whether a student had previously taken an HIV test was determined to be a contributing 
factor. The majority of students had never taken an HIV test (61.61%), and of these students, 
44.08% were determined to be sexually active (see Table 4.10). Also to note is that 67.51% of 
students said that they had no intention of going for an HIV test (see Table 4.11). Although the 
intention of students to go for an HIV test was not a factor associated with sexual activity, 
more could still be done in order to encourage sexually active students to go for an HIV test. 
 
Religion was determined to be a very important factor associated with the sexual activity of 
entering first-year students. Of the students who reported that religion was very important in 
influencing their sexual behaviour 64.44% were found not to be sexually active. Of the 
students who were sexually active, 61.19% reported that religion was not so important in 
influencing their sexual behaviour. These results showed how important religion is in 
determining whether a student was sexually active or not (see Table 4.13). The importance of 
this variable should further be explored as a protective factor against HIV. 
 
Smoking was another factor identified as significant, despite the fact that the majority 
(74.89%) of all entering first-year students reported that they did not smoke (see Table 4.14). 
Of the not sexually active students, 84.58% reported that they did not smoke. A lower 
percentage (65.61%) of sexually active students reported that they also did not smoke.  
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If the risk-taking factors as mentioned in this section are incorporated in some way into the 
HIV prevention programme at UWC for entering first-years more could be done to stop the 
spread of HIV/AIDS.  
6.4 Limitations and further research 
 
A limitation of this thesis was that a follow up study could have been conducted. If a follow up 
study after a time period of about a year had been conducted, more risk-taking behaviours 
could have been identified pertaining to university students and then compared to the original 
risk-taking behaviours.  Prevention programmes could then include additional prevention 
strategies for risk-taking behaviour that might occur once a student enters university. Also, 
other predictor variables (e.g. “res”) could be found to be a factor associated with the sexual 
activity of students. As the data collection process was completely anonymous a follow-up 
study on the exact same group of students to measure changes in risk-taking behaviour at 
university was not possible, where, the changes in the risk-taking behaviours could have been 
observed. 
 
Future research opportunities were identified during the course of this thesis. They include: 
dependency of observations, dealing with missing values of observations and the correlation 
of predictor variables. 
 
In the bootstrapping procedure, observations were selected with replacement from an original 
data set in order to create bootstrap samples on which the logistic regression modelling 
procedure was modelled. Since observations were selected with replacement, the probability 
of an observation being reselected for inclusion in the bootstrap sample remains the same 
throughout the bootstrapping procedure (i.e. an observation can be selected numerous times 
for inclusion in the bootstrap sample) (Efron & Tibshirani, 1993). Now an issue of dependency 
or independency between observations in the bootstrap samples is observed since the same 
observation can be reselected.  
 
Although knowledge of the distribution of the observations is not a requirement when 
bootstrapping is incorporated into the modelling procedure, the dependency between 
observations may be an area for future research. Interesting topics could be (1) the effect that 
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the dependency or independency of observations has on the logistic regression model 
produced and (2) whether certain distribution patterns of observations also have an effect. 
 
During the cleaning process that was carried out, certain observations were excluded due to 
unreliable answers and/or missing responses. The exclusion of these observations created a 
situation where the number of observations used to create the bootstrap samples was smaller 
than originally intended and this also further compounded the issue of dependency between 
observations in the bootstrap samples. Although exclusion of observations due to missing or 
unreliable values is common practise in statistics, further research is still needed in order to 
provide a definitive solution for handling this situation. 
 
The correlation between the fourteen predictor variables (see Table 3.1) is another area for 
future research. Certain predictor variables such as alcohol consumption and the age of the 
student are expected to be correlated (the legal drinking age is 18 years). Whether there is a 
correlation and whether this correlation has an effect on the logistic regression model would 
be of keen importance in future modelling processes. 
6.5 Conclusion 
 
This thesis looked at the improvements that could be made to the logistic regression 
modelling procedure by incorporating sample weighting, a bootstrapping procedure and a 
variable selection method into a single modelling procedure. Sample weighting was found to 
provide more accurate logistic regression models. More accurate weighted logistic regression 
models were produced from the construction data than unweighted models and, since no 
bootstrapping was carried out on this data set, this showed that sample weighting will 
produce more accurate logistic regression models regardless of bootstrapping. 
 
Bootstrapping provided models that significantly fitted the data better, thereby providing 
logistic regression models that had even greater predictive capability than those modelled 
without bootstrapping. This showed that bootstrapping is an effective and meaningful 
sampling procedure to include prior to carrying out the logistic modelling process.  
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Although all possible sample weighting and bootstrapping techniques could not be 
demonstrated in this thesis, the proportional weighting and bootstrapping with replacement 
techniques used in this thesis were shown to be effective techniques. 
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Appendices 
Appendix A 
Questionnaire number:   
 For office purposes only 
University of the Western Cape 
First year survey 2011 
 
 
 
Dear Student, 
 
Thank you for participating in this research.  Your answers to the questions in this questionnaire will be confidential and are 
completely anonymous. No-one will know who answered this questionnaire. You are not required to give your name or 
student number. 
 
Your participation in this research is entirely voluntary.  If you do not feel comfortable answering any of the questions or 
do not want to participate in this research, then you are free not to answer the specific questions or to leave the whole 
questionnaire blank. 
 
INSTRUCTIONS 
Please respond to the following questions as truthfully as possible. Where there are options, select the appropriate response by 
putting a cross (x) in the box of your choice  
 
1. Gender: 
Female  1 
Male  2 
 
2. Age in years?    
  
3. Marital status.     
Single  1 
Married  2 
 
4. Do you personally know anyone with 
HIV/AIDS?   
Yes  1 
No  2 
 
5. My home language is: 
Xhosa  1 
English  2 
Afrikaans  3 
Zulu  4 
Other  5 
 
If OTHER:PLEASE fill in your home 
language in the space provided 
______________________ 
 
 
 
 
6. In which province did you matriculate? 
Western 
Cape 
 1 
Eastern Cape  2 
Northern 
Cape 
 3 
Gauteng  4 
Other  5 
If Other please fill in your matriculation 
province here ______________________ 
7. During apartheid, people were placed in 
different racial groups.  In which group do 
you think you would have been placed?  
Black/African  1 
Coloured  2 
White  3 
Indian/Asian  4 
8. Where do you live when you are at the 
university? 
Home with relatives  1 
UWC Hostel  2 
Rented accommodation 
with friends 
 3 
Rent a room alone  4 
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9. In what faculty are you registering in? 
Science  1 
Education  2 
Economic and Management 
Science 
 3 
Community and Health Sciences  4 
Law  5 
Dentistry  6 
Arts  7 
10. Do you feel that you know enough about 
HIV/AIDS?  
Yes  1 
No  2 
11. Have you ever taken an HIV test? 
Yes  1 
No  2 
12. Do you intend to go for an HIV test? 
No   1 
Yes  2 
13. My religion is:  
Christian  1 
Moslem  2 
Traditional  3 
Other  4 
 
If other: please fill in your religion   
here......……………. 
 
14.How important is your religion in influencing 
your sexual behaviour: 
Very important  1 
Somewhat important  2 
Slightly important  3 
Not sure  4 
Unimportant  5 
 
15. Have you ever had vaginal sex? 
No, never  1 
Yes  2 
 
16. How old were you when you first had 
  vaginal sex?     
1.  2.  Years 
 (never had vaginal sex = leave blank) 
 
17. Did you use a condom the last time you had  
vaginal sex? 
Never had vaginal 
sex 
 1 
No  2 
Yes  3 
 
 
18. How often do you use condoms when you have 
vaginal sex? 
Never had vaginal sex  1 
Never use condoms  2 
Sometimes use condoms  3 
Always use a condom  4 
 
19. Have you ever had oral sex? 
No  1 
Yes  2 
I don’t know what oral sex is  3 
 
20. How old were you when you first had oral sex?     
3.  4.  years 
 (never had oral sex = leave blank) 
21. Do you think you can contract HIV from oral 
sex?     
No  1 
Yes  2 
I don’t know what oral sex is  3 
 
22. Did you use protection (condom/barrier) the last 
time you had oral sex? 
Never had oral sex  1 
No  2 
Yes  3 
23. How often do you use protection 
(condom/barrier) when you have oral sex? 
Never had oral sex  1 
Never  2 
Sometimes  3 
Always   4 
 
 
24. Have you ever had anal sex? 
No  1 
Yes  2 
I don’t know what anal sex 
is 
 3 
 
25. How old were you when you first had anal sex?     
5.  6.  1. y
ears 
 (never had anal sex = leave blank) 
 
26. Do you think you can contract HIV from anal 
sex?     
No  1 
Yes  2 
I don’t know what anal sex is  3 
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27. Did you use a condom the last time you had 
anal sex? 
Never had anal sex  1 
No  2 
Yes  3 
 
28. How often do you use a condom when you 
have anal sex? 
 
Never had anal sex  1 
Never  2 
Sometimes  3 
Every time   4 
29. Do you ever have sexual intercourse (vaginal, 
oral or anal) under the influence of alcohol? 
No  1 
Yes  2 
Not sexually active  3 
 
30. How often do you drink alcohol before you 
have sexual intercourse (anal, oral or vaginal)? 
 
Never had sex  1 
Never  2 
Sometimes  3 
Every time   4 
31. Do you ever have sexual intercourse (vaginal, 
oral or anal) after using drugs? 
No  1 
Yes  2 
Not sexually active  3 
 
 
32. How often do you use drugs before you have 
sexual intercourse (anal, oral or vaginal)? 
 
Never had sex  1 
Never  2 
Sometimes  3 
Every time   4 
33. Do you have a sexual relationship where you 
regularly received money, gifts or any form of 
support in exchange for sex (vaginal, oral or 
anal)? 
No  1 
Yes  2 
 
 
34. With how many people have you had sex in the 
last year?  
None, never had sex  1 
None in the last year  2 
1  3 
2  4 
3 or more  5 
35. If you have sex, who decides when a condom 
should be used? 
I decide  1 
My partner decides   2 
Both of us   3 
Never use condoms  4 
Never had sex  5 
36. Have you ever forced anyone to have sex? 
No  1 
Yes, forced and sex took place  2 
Yes, forced but sex did not take place  3 
37. Have you ever been forced to have sex? 
No  1 
Yes, forced and sex took place  2 
Yes, forced but sex did not take place  3 
38. Do you know where to get condoms on 
campus? 
No  1 
Yes  2 
39. Do you know where to go for an HIV test 
(VCT) on campus? 
No  1 
Yes  2 
40. Have you ever had sexual intercourse with a 
person of the same sex as you? 
No  1 
Yes  2 
41. Have you ever had a sexually transmitted 
infection (STI)? 
No  1 
Yes  2 
42. Do you know if you are HIV positive or 
negative based on a lab test? 
No, never had a test  1 
Yes, had a test  2 
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To what extent do you agree or disagree with each of the following statements? 
Statement Strongly 
agree 
=1 
Agree 
 
=2 
Disagree 
 
=3 
Strongly 
disagree 
=4 
43.  I am not personally at risk of contracting HIV/AIDS □ □ □ □ 
44.  I’m sick and tired of hearing about HIV/AIDS □ □ □ □ 
45.  I would not feel comfortable using the same toilet as 
someone with HIV/AIDS 
□ □ □ □ 
46.  I know exactly how to use a condom. □ □ □ □ 
47.  I will be able to discuss condoms with my sexual 
partner. 
□ □ □ □ 
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TOBACCO USE 
48. Do you smoke? 
No  1 
Yes  2 
49. How often do you smoke? 
Daily  1 
Occasionally  2 
Not at all  3 
 
50. During the past 30 days, on how many days did 
you smoke? 
  Days 
(never smoked = leave blank) 
 
51. During the past 30 days, on the days you smoked, 
how many cigarettes on average did you smoke 
per day? 
  Cigarettes 
(never smoked = leave blank) 
 
 
ALCOHOL USE 
52. Do you use alcohol?   
No  1 
Yes  2 
53. During the past 30 days, on how many days did 
you have at least one drink of alcohol? 
  Days 
(never used alcohol = leave blank) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
54. During the past 30 days, on how many days did 
you have 5 or more drinks of alcohol in a row, 
that is, within a couple of hours? 
  Days 
(never used alcohol = leave blank) 
 
55. During the past 30 days, on how many days did 
you use drugs? 
  Days 
(never used drugs = leave blank) 
 
56. During the past 12 months, did you ever feel so 
sad or hopeless almost every day for two weeks 
or more in a row that you stopped doing some 
usual activities? 
No  1 
Yes  2 
 
57. During the past 12 months, did you ever 
seriously consider attempting suicide? 
No  1 
Yes  2 
58. During the past 12 months, did you make a plan 
about how you would attempt suicide? 
No  1 
Yes  2 
59. During the past 12 months, did you ever tell 
someone that you intend putting an end to your 
life? 
No  1 
Yes  2 
60. Have you shared your HIV status with somebody 
after having had a test? 
No  1 
Yes  2 
 
Thank you for your cooperation and time.           
ZAMANAWE (Prof T Vergnani, 021 959-2247)
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6.67
 
253.17
 
9.67
 
98.17
 
49.17
 
482.00
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Appendix C  
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2.425E-03 
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1.475E-03 
2.135E-03 
3.799E-03 
2.292E-03 
3.818E-03 
2.434E-01 
2.810E-03 
1.138E-04 
1.952E-03 
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2.788E-03 
2.243E-03 
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3.049E-03 
3.091E-03 
2.676E-03 
5.238E-03 
2.277E-01 
3.417E-03 
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1.426E-03 
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2.169E-03 
2.011E-03 
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1.436E-03 
3.727E-03 
1.761E-03 
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2.591E-03 
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4.882E-01 
9.218E-02 
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4.818E-01 
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2.390E-03 
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3.170E-03 
1.282E-03 
2.886E-03 
1.889E-03 
7.725E-04 
9.163E-04 
2.388E-03 
2.906E-03 
2.026E-03 
3.979E-03 
4.534E-03 
3.469E-03 
1.296E-04 
1.497E-03 
B
ackw
ard
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eigh
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2.862E-03 
2.317E-03 
3.037E-03 
1.590E-03 
3.304E-05 
1.181E-03 
2.224E-03 
4.634E-03 
1.897E-03 
3.259E-03 
4.263E-03 
3.425E-03 
2.885E-04 
1.338E-03 
B
ackw
ard
 
U
n
w
eigh
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4.783E-03 
2.775E-03 
3.079E-03 
2.274E-03 
7.826E-05 
1.033E-03 
2.741E-03 
3.658E-03 
2.408E-03 
4.078E-03 
2.735E-01 
3.612E-03 
1.633E-04 
1.804E-03 
Fo
rw
ard
 
W
eigh
ted
 
2.575E-03 
3.462E-03 
3.052E-03 
2.209E-03 
3.513E-05 
1.498E-03 
2.912E-03 
5.188E-03 
2.284E-03 
3.497E-03 
2.535E-01 
3.493E-03 
2.757E-04 
1.604E-03 
Fo
rw
ard
 
U
n
w
eigh
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2.969E-03 
1.227E-03 
2.470E-03 
1.803E-03 
7.900E-05 
7.761E-04 
1.949E-03 
3.149E-03 
1.762E-03 
3.949E-03 
4.490E-03 
3.310E-03 
1.205E-04 
1.411E-03 
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1.697E-03 
2.189E-03 
2.567E-03 
1.395E-03 
3.186E-05 
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1.813E-03 
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1.890E-03 
2.656E-03 
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3.722E-02 
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4.522E-01 
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8.404E-05 
1.572E-01 
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9.036E-02 
4.751E-01 
1.080E-01 
2.872E-01 
1.289E-03 
1.764E-02 
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4.751E-01 
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