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СИммЕтРИЧНАЯ АППРОКСИмАЦИЯ ВЕКтОРНЫХ СтАтИСтИЧЕСКИХ ДАННЫХ 
ЛИНЕЙНЫмИ мНОГООБРАЗИЯмИ
Рассматривается задача линейной аппроксимации векторных статистических данных. Как известно, классиче-
ская линейная функция регрессии минимизирует сумму квадратов вертикальных расстояний от системы точек до 
аппроксимирующей плоскости. В данной статье рассматривается иной подход к аппроксимации, когда минимизиру-
ется сумма квадратов перпендикулярных расстояний от системы точек до плоскости. Такая аппроксимация названа 
симметричной. Получены формулы аппроксимирующих линейных многообразий в параметрической форме. 
Решение задачи выполнено в векторно-матричной форме. Приведены численные примеры и их графические иллю-
страции в сравнении с известными результатами из литературы и классического линейного регрессионного анализа.
Ключевые слова: аппроксимация, векторные статистические данные, линейные многообразия, линейный ре-
грессионный анализ, компьютерный анализ данных.
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SYMMETRIC APPROXIMATION OF VECTOR STATISTICAL DATA BY LINEAR VARIETIES
The problem of the approximation of vector statistical data is considered. As it is known the classical linear regression func-
tion minimizes the sum of squares of the vertical distances from the system of points to the approximating plane. The prob lem 
in this case consists of choos the parameters c0, c1, …, cm–1 of linear function 0 1 1 1 1...m m mx c c x c x− −= + + +   from the condition
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 where ,m ix  , 1,i n=  , are the observations of endogenous component mx   of random vector 1( ,..., )mx = x x  and n is the size of 
the sample. In this article, another approach to the approximation is considered when the sum of squares of the perpendicular 
distances from the system of points 1, ,( ,..., ) mi i m iX x x E= ∈  , 1,i n=  , to the plane 0 1 1 1 1...m m mx c c x c x− −= + + +  is mini mized. 
Such an approximation was called as symmetric approximation of vector statistical data. We solve the problem in more 
general form. We look for the linear variety in Em ((m – r)-dimensional plane) in parametric form
 0 1 1 ... ,
m
m r m rX C t C t C E− −= + + + ∈    1 ,r m≤ ≤    t0 = 1, 





 are the scalar real parameters, Em is 
the m-dimensional Euclidean space. This variety can be presented in form of vector-vector linear dependence
 ,r m rX A B X −= +   
where 1 2( , ,... ,),Tr m r m r mX x x x− + − +=  1 2( , ,... ),Tm r m rX x x x− −=  В is the ( ( ))r m r× −  -matrix. We give the solution in vector-matrix 
form and the numerical examples compared with the known results from literature and the classical linear regression analysis.
Keywords: approximation, vector statistical data, linear varieties, linear regression analysis, computer data analysis.
Введение. В настоящее время теоретическое обоснование и широкое применение получил 
линейный регрессионный анализ в виде множественной (скалярно-векторной) линейной регрес-
сии. Задача в этом случае состоит в выборе параметров c0, c1, …, cm–1 линейной функции 
0 1 1 1 1...m m mx c c x c x− −= + + + , доставляющих минимум сумме квадратов расстояний от наблю-
дений x
m,i
, эндогенной компоненты mx  случайного вектора 1( ,..., )mx = x x  до значений 
0 1 1, 1 1,...i m m ic c x c x− −+ + + , 1,i n= , предсказанных данной функцией:
 0, 1 1
2
, 0 1 1, 1 1,
,...,1
( ... ) min
m
n
m i i m m i
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© Муха В. С., 2016 
24	 Весці	Нацыянальнай	акадэміі	навук	Беларусі.	Серыя	фізіка-матэматычных	навук.	2016.	№	4.	С.	23–31	
Аппроксимирующая	 функция	 0 1 1 1 1...m m mx c c x c x− −= + + + 	 представляет	 собой	 гиперплоскость	 
в	Em,	а	критерий	(1)	минимизирует	сумму	квадратов	расстояний	от	точек	 1, ,( ,..., ) mi i m iX x x E= ∈  
до	этой	гиперплоскости,	отсчитываемых	вдоль	оси	 mx ,	т.	е.	по	вертикали.	Полученная	при	этом	
функция	 является	 условным	 эмпирическим	математическим	 ожиданием	 случайной	 величины	
mξ 	на	случайные	величины	 1ξ ,…, 1m−ξ .
Возможен	также	иной	подход	к	аппроксимации	векторных	данных	 1, ,( ,..., )
m
i i m iX x x E= ∈ ,	со-
стоящий	в	минимизации	суммы	квадратов	расстояний	от	точек	 miX E∈ 	до	искомой	гиперпло-
скости	в	Em,	который	рассматривался	в	работах	[1,	2],	однако	не	получил	широкого	освещения	 
в	 статистической	 литературе.	 В	 данной	 работе	 дается	 независимое	 решение	 этой	 проблемы.	 
В	отличие	от	[1,	2],	решение	получено	в	векторно-матричной	форме.
1. Линейные многообразия в многомерном арифметическом пространстве.	Как	известно	[3],	
в	Rm	можно	определить	линейные	многообразия	в	параметрической	форме
 0 1 1 ...
m
m r m rX C t C t C R− −= + + + ∈ , 1 r m≤ ≤ , t0	=	1,	 (2)
где	 0 0,1 0,( ,..., )
T
mC c c= , 1 1,1 1,( ,..., )T mC c c= , …, ,1 ,( ,..., )Tm r m r m r mC c c− − −= 	–	линейно	независимые	век-
торы	в	Rm, t
1
,…, m rt − 	 –	 скалярные	действительные	параметры,	X	 –	 вектор-столбец	 в	Rm.	Мно-
гообразие	(2)	называется	( )m r−  -мерной	гиперплоскостью	в	Rm,	а	векторы	 1C ,…, m rC − 	–	направля-
ющими	векторами	этой	гиперплоскости.
Для	выяснения	содержательного	смысла	линейного	многообразия	(2)	запишем	его	в	виде
 0X C CT= + ,	 (3)
где	 1 2[ , ,..., ]m rC C C C −= 	 –	 ( ( ))m m r× − -матрица,	 столбцами	 которой	 являются	 векторы-столбцы	
1 2, ,..., m rC C C − ,	 а	 1 2[ , ,..., ]T m rT t t t −= 	 –	 вектор	 параметров	 1 2, ,..., m rt t t − .	 Представим	 матрицу	C  
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где	 m rC − 	 –	 (( ) ( ))m r m r− × − -матрица,	 rC  	 –	 ( ( ))r m r× − -матрица,	 1 2( , ,..., )Tm r m rX x x x− −= , 
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0, 0,( ) ( )r r r m r m r m rX C C C X C−− − −= + − .	 (6)
Последнее	выражение	показывает,	что	в	случае	( )m r−  -мерной	гиперплоскости	в	Rm r	произволь-
ных	компонент	вектора	X,	принадлежащего	гиперплоскости,	линейно	выражаются	через	осталь-
ные	( )m r− 	компонент	этого	вектора.	Формула	(6)	представляет	собой	эту	зависимость	в	явной	
форме	для	последних	r	компонент	вектора	X.	В	частности,	при	 0m r− = 	многообразие	(2)	называ-
ется	нульмерной	гиперплоскостью	в	Em	с	уравнением	X = C
0
	и	является	точкой	в	Rm.	При	 1m r− =  
это	одномерная	гиперплоскость	в	Rm,	т.	е.	прямая	с	уравнением	 0 1 1X C t C= + ,	проходящая	через	
точку	 0C 	в	направлении	вектора	 1C .	При	 1m r m− = − 	это	уравнение	( 1)m − -мерной	гиперплоско-
сти	в	Rm	(гиперплоскости	в	Rm	в	классическом	понимании).	Итак,	выражение	(6)	является	эквива-
лентным	представлением	гиперплоскости	(2).
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Обратно, легко заметить, что выражение (6) представляет собой векторно-векторную (много-
мерную) линейную среднюю квадратичную регрессию, если считать, что ( )m r m r m rC D D− − −= η =  – 
дисперсионная матрица некоторого случайного вектора m r−η , ,cov( , )r r m r r m rC R− −= η η =  – кова-
риационная матрица случайных векторов rη  и m r−η  , 0, ( )m r m rC E− −= η , 0, ( )r rC E= η  – математиче-
ские ожидания случайных векторов m r−η   и rη  соответственно. Это значит, что многомерная 
линейная средняя квадратичная регрессия вида
 
1
0, , 0,( ) ( )r r r m r m r m r m rX C R D X C−− − − −= + −  


















− =   
 
, 0





− −  η = =     η  
. 
2. Постановка и решение задачи симметричной аппроксимации векторных статистиче-
ских данных. Пусть 1( ,..., )
T m
m Ex = x x ∈  – случайный вектор в Em со средним значением ( )A Ex = x  
и положительно определенной дисперсионной матрицей (( )( ) )TD E A Ax x x= x − x − . Поставим за-
дачу определения векторов 0C , 1C ,…, m rC −  линейного многообразия (2), обеспечивающих мини-
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Перейдем к решению задачи. Квадрат расстояния 2r  от точки ξ до линейного многообразия (2) 











где 1 2[ , ,..., ]m rC C C C −=  – ( ( ))m m r× − -матрица, столбцами которой являются векторы-столбцы 
1 2, ,..., m rC C C − , 1 2 0 0[ , ,..., , ] [ , ]m rC C C C C C C−= x − = x −  – ( ( 1))m m r× − + -матрица. Рассматривая эти 
матрицы как блочные, получим
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Будем искать единичные ортогональные векторы 1 2, ,..., m rC C C − . В этом случае искомыми ком-
понентами векторов 1 2, ,..., m rC C C −  будут направляющие косинусы, будут выполняться равен-
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Определитель матрицы Z равен единице: det( ) 1TC C = . Определитель матрицы Z̃ получим, рас-
крывая его по элементам последней строки матрицы Z̃ :
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0 0 0 0
1
det( ) ( ) ( ) ( )( )
m rT T T T
i i
i
C C C C C C C C
−
=
r = = x − x − − x − x −∑  . 








E D C DC
−
=
r = − ∑  , (9)
где 0 0(( )( ) )TD E C C= x − x − . Преобразуем матрицу D̃  следующим образом: 
 0 0 0 0(( )( ) ) ((( ( )) ( ( ) ))(( ( )) ( ( ) )) )
T TD E C C E E E C E E C= x − x − = x − x + x − x − x + x − =  D Mx +  , 
где
 (( ( ))( ( )) )
TD E E Ex = x − x x − x ,  
 0 0( ( ) )( ( ) )TM E C E C= x − x − , 
Dx – дисперсионная матрица случайного вектора ξ. С учетом данного представления матрицы D̃ 
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, 1,i m r= − , – производные скалярной функции 2( )E r  по векторным пе-
ременным 0 1 2, , ,..., m rC C C C −  (скалярно-векторные производные) [4, 5]. Дифференцирование 
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из которого получаем
 0 ( )C E Ax= x = . (11)









− =∑ , так что вместо дифференцирова-
ния по 1 2, ,..., m rC C C −  функции 
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∑ . (12)
В результате дифференцирования получим уравнения
 
1 2( , ,..., ) 2 0m r k
k
d
C C C D C
dC
− xφ = − = , 1,k m r= − , 1 r m≤ ≤ . (13)
Представим матрицу Dx в виде 1D D Ix = + l , где I – единичная матрица, λ – действительное 
число. Тогда уравнения (13) примут вид
 1 k kD C C= l , 1,k m r= − , 1 r m≤ ≤ . 
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Это значит, что искомые векторы kC  являются собственными векторами матрицы 1D D Iξ= − λ . 
Однако, как известно [6], матрицы Dξ и D Iξ − λ  имеют одни и те же собственные векторы. В та-
ком случае в качестве искомых векторов kC  можно взять собственные векторы дисперсионной 
матрицы Dξ случайного вектора ξ. Матрица Dξ имеет m собственных векторов. При отыскании 
( )m r− -мерного многообразия нам необходимо из m собственных векторов матрицы Dξ отобрать 
( )m r−  векторов, доставляющих минимальное значение функции 1 2( , ,..., )m rC C C −φ  (12), или, в силу 




( , ,..., )
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ψ = ∑ . 
Можно показать [6], что если 1 2, , ..., mC C C  – единичные собственные векторы матрицы Dξ 
и 1 2 ... mλ > λ > > λ  – соответствующие им собственные числа, то 1 1 2 2 ...T T Tm mC D C C D C C D Cξ ξ ξ> > > . 
В силу этого свойства в качестве направляющих векторов 1 2, ,..., m rC C C −  искомых линейных 
многообразий следует взять ( )m r−  собственных векторов матрицы Dξ, соответствующих мак-
симальным собственным числам. Например, при отыскании прямой линии ( 1r m= − ) нужно вы-
брать один из m собственных векторов, а именно, собственный вектор C1, соответствующий 
максимальному собственному числу 1λ . При отыскании ( 1)m − -мерной гиперплоскости (r = 1) 
выбираются 1m −  собственных векторов 1 2 1, ,..., mC C C − , соответствующих собственным числам 
1 2 ... mλ > λ > > λ  . При отыскании точки собственные векторы находить не нужно: искомой точ-
кой 0C  будет математическое ожидание случайного вектора ξ (11).
Таким образом, мы доказали следующую теорему.
Те о р е м а. Пусть 1( ,..., )T mm Eξ = ξ ξ ∈  – случайный вектор в m-мерном евклидовом простран-
стве Em со средним значением 0 ( )C A Eξ= = ξ   и положительно определенной дисперсионной мат-
рицей (( )( ) )TD E A Aξ ξ ξ= ξ − ξ − , 1 2 ... mλ > λ > > λ  – собственные числа матрицы Dξ, 1 2, ,..., mC C C  – 
соответствующие этим числам собственные векторы. Тогда линейное многообразие (2) (или (3)) 
обеспечивает минимальную вариацию 2( ( , ))E Xρ ξ  квадрата расстояния 2ρ  от точки ξ до этого 
многообразия. При разбиении в (3) векторов X, 0C  и матрицы C на блоки в виде (4) полученное 
многообразие (3) может быть представлено в форме (6).
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где ,o iX , 1,i n= , – векторы-столбцы наблюдений случайного вектора ξ, то мы получим симме-
тричную эмпирическую аппроксимацию векторных статистических данных линейными много-
образиями.
3. Примеры. Для демонстрации техники предложенной аппроксимации и ее графической 
иллюстрации рассмотрим два примера. 




oX = , ,2 (2,26,261)ToX = , ,3 (4,16,127)ToX = , ,4 (4,26,231)ToX = . (16)
В [1] получена следующая симметричная аппроксимация этих данных плоскостью:
 3 1 238,02187 7,35823 169,03778 0x x x+ − − = . (17)
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В соответствии с подходом нашей работы для получения симметричной аппроксимации необхо-
димо по имеющимся данным найти выборочное среднее Ax

 (14) и выборочную дисперсионную 
матрицу Dx






















Далее необходимо найти собственные числа 1 2 3l > l > l  и соответствующие им собственные 
векторы 1 2 3, ,C C C  матрицы Dx

 . Имеем

























Наконец, записываем аппроксимирующие многообразия в параметрической форме. Для двух-
мерной плоскости











С помощью уравнения (6) вместо уравнения плоскости в параметрической форме (18) мы 
имеем эквивалентное уравнение в обычной форме:
 3 1 238,02214 7,35822 169,04363 0x x x+ − − = . (21)
Соответствующие коэффициенты уравнений (17) и (21) совпадают с точностью до четырех зна-
чащих цифр. Кратчайшее расстояние от точки ,3 (4,16,127)
T
oX =  до плоскости (18) (или (21)), под-
считанное по формуле (8), равняется 0,1984, в то время как расстояние от этой точки до плоско-
сти по вертикали составляет 7,6867. Эти числа согласуются с соответствующими числами ра-
боты [1]. Сумма квадратов кратчайших расстояний от всех четырех точек до плоскости (18) 
(или (21)), подсчитанная по формуле (8), составляет 0,7913, а сумма квадратов расстояний от че-
тырех точек до этой же плоскости по вертикали – 1187,7. Полученные цифры служат подтверж-
дением правильности решения оптимизационной задачи (7).
Классическая линейная средняя квадратичная регрессия, рассчитанная по тем же данным (16), 
определяется выражением
 3 1 2209,5 30,5( 3) 7,3( 21)x x x= − − + −  . (22)
Сумма квадратов расстояний от четырех точек до этой плоскости по вертикали составляет 
961. Это меньше, чем для предыдущей аппроксимации, что также согласуется с теорией.
На рис. 1 изображены заданные точки (16), аппроксимирующие плоскости (17), (21), (22), ап-
проксимирующая прямая (19) и аппроксимирующая точка (20). Как видно, аппроксимирующая 
плоскость (21) данной статьи совпадает с плоскостью (17), полученной К. Пирсоном. Вместе 
с тем эти плоскости отличаются, хотя и незначительно, от плоскости (22), определяемой класси-
ческой линейной средней квадратичной регрессией.
П р и м е р  2. Моделировались реализации четырехмерного случайного вектора 1 2 3 4( , , , )
Tx = x x x x  
с нормальным (гауссовским) распределением, нулевым средним значением (0, 0, 0, 0)TAx = , дис-
персиями компонент 1 2 3 4( ) ( ) ( ) ( ) 1D D D Dx = x = x = x =  и корреляционной матрицей 
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По одной из выборок объема 100n =  получены следующие характеристики: выборочное среднее
 ( )0 0,1698 0,1051 0,0761 0,0524





2,5210 1,5246 0,4992 1,5448
1,5246 2,5348 1,4030 1,4540
0,4992 1,4030 3,2561 1,1649










собственные числа 1 2 3 4l > l > l > l  выборочной дисперсионной матрицы Dx

 1 6,5369l = , 2 2,5226l = , 3 1,0973l = , 4 0,7354l =  



















































Полученные собственные векторы позволяют записать уравнения аппроксимирующих плоско-
стей: нульмерной X Ax=

, одномерной 1 1X A t C= + , двумерной 1 1 2 2X A t C t Cx= + +

 и трехмерной 
1 1 2 2 3 3X A t C t C t Cx= + + +

. Остановимся более подробно на двумерной аппроксимирующей пло-
скости 1 1 2 2X A t C t Cx= + +

, для чего получим ее эквивалентное представление в виде (6). В соот-
ветствии с формулами (4) имеем
Рис. 1. Графическая иллюстрация к примеру 1











































































































− − −      
= + ⋅      − +      
 ,	 (23)
или
 3 1 20,0761 1,7271( 0,1698) 2,3999( 0,1051)x x x= − − − + + ,	  
 4 1 20,0524 0,2997( 0,1698) 0,7123( 0,1051)x x x= − + − + + .	 (24)
Таким	образом,	двумерная	аппроксимирующая	плоскость	 1 1 2 2X A t C t Cξ= + +

	эквивалентна	ли-











0,0761 0,4992 1,4030 2,5210 1,5246 0,1698
1,5448 1,4540 1,5246 2,53480,0524 0,1051
x x
x x
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− − −    
= + ⋅    − +    
 ,	
или
 3 1 20,0761 0,2149( 0,1698) 0,6827( 0,1051)x x x= − − − + + ,	   4 1 20,0524 0,4179( 0,1698) 0,3223( 0,1051)x x x= − + − + + .	 (25)
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Заключение. Предложенная	в	статье	симметричная	аппроксимация	может	быть	выполнена	
как	в	случае,	когда	вектор	 1( ,..., )
T
mξ = ξ ξ 	является	случайным	по	природе,	так	и	в	случае,	когда	
он	 представляет	 собой	 измеренные	 с	 ошибками	 входные	 и	 выходные	 переменные	 некоторого	
детерминированного	объекта,	и	мы	желаем	аппроксимировать	этот	объект	линейной	зависимо-
стью.	Однако	вопрос	предпочтительного	использования	симметричной	линейной	аппроксима-
ции	 или	 линейной	 регрессии	 требует	 отдельных	 исследований.	Можно	 лишь	 с	 уверенностью	
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