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れ以上になると，TCP スループットは，端末 PC ハードウェア構成，転送メカニズム，MTU








ーエンドの TCP スループット上限値の理論的考察を行い，TCP スループットの上限値に限りな






 本論文は全 5 章から構成している．以下，第 1 章に序論を述べ，第 2 章では TCP 制御方式の
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確かつ有限な上限値を求める．特に周回遅延量 RTT（Round Trip Time）が小さい場合には，従
来評価法では得られなかった優れた上限値を示す．具体的には，TCP スループット上限値を，
従来のネットワーク帯域，TCP 輻輳制御ウィンドウ(cwnd：congestion window) サイズに加え，
今まで考慮されていなかった要因である端末内部の CPU とメインメモリ間のバス(Front Side 
Bus)帯域および最大パケット転送サイズ MTU(Maximum Transfer Unit)を含めた形式で，理論的 
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従来の TCP 方式では，端末 PC は，帯域情報を使わずにバースト状にパケット塊を送出する
ため，広帯域ネットワークにおいては，最適な輻輳制御ウィンドウサイズが，パケットロス率
で規定される塊サイズを超えるような場合があった．しかし一方では，端末 PC の高機能化お








本論文は全 5 章から構成される．以下，2 章では，特にプロトコルレイヤーモデルで採用さ
れている端末バッファ方式について考察を加え，各層に設けられるバッファ間の最適サイズを
求め，従来の TCP 制御方式のスループットモデルを求める．また TCP 方式の動向について考
察し，従来方式の性能限界と課題について述べる． 






































ネルエリアに設けられ，ネットワークとメインメモリは PCI（Peripheral Component Interconnect）
バスと FSB(Front side Bus)により接続され，プロトコルデータユニットに対する処理はすべて
ソフトウェア処理される．端末内部の基本的構成を図 2.1 に示す． 
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図 2.1 端末内部バッファとパケットフロー 
 






の順序，連続性をチェックし，データ転送を行う．TCP 層と上位層の間の PDU 処理を実行す























Packet flow  
図 2.2 端末内部バッファ構成 























図 2.3 PDU とサービス 
 
フロー制御の詳細は， 
























層へ到る経路を考え，TCP に関与するバッファが設置されている IP 層と TCP 層での最適サイ














































 必要なバッファサイズは，送信端末 IP 層に設けられた送信バッファとネットワーク層間のス
ループットが最大になるような条件式(2.1)から，求められる．図 2.5 に IP 層とネットワーク層
のバッファサイズ最適値の関係を示す． 
















































































RTTBT GEx                                  (2.2) 
 
同様の条件から，受信端末 RCVBUF の最適サイズ，送信端末 SNDBUF の最適サイズは式(2.3)
となる． 
GExx BRTTTQSNDBUFRCVBUF  2                 (2.3) 
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IP 層に設けられるバッファサイズは式(2.3)が示すように，ネットワークの帯域遅延積に等しく，
TCP 層のバッファはその 2 倍に等しくする必要がある．
 

















 再送タイムアウト(RTO)  
 3 回の重複確認応答（ACK：Acknowledge）  




（Rate-based control），代表的なものにTCP Vegas がある．一方時間指標ではなく，連続送出




2.4 輻輳制御ウィンドウ                                 11 











Performance index:                    







図 2.6 送受信端末ネットワーク総合系とフィードバック制御系との対応 
 















xx QBDPTW  22                            (2.4) 







































2.5 既存の輻輳ウィンドウ制御方式                            13 
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14                            第 2 章 TCP 制御方式とその課題 
サイズを徐々に大きくして，輻輳を検出したら一気に落とす挙動を，Additive Increase 




















        (2.5) 
 
式(2.5)の a(W)，b(W)は現在の輻輳ウィンドウサイズ W とパケットロス率 p から算出される数値
である．W が 38 より小さい時は，a(W)=１，b(W)=0.5 であり，Reno または NewReno に等しく
なる．W が 84000 付近では，a(W)=72，b(W)=0.1 である．HSTCP は W が大きい場合は，各 ACK
に対してより大きなウィンドウ増加を行い，各ロスに対してはより小さく減少させるという方
式である．HSTCP の a(W)，b(W)は実装される場合には，数値テーブル形式であるが，テーブ
ル参照をなくした方式が STCP である．STCP は，式(2.2)において，各 ACK に対して常に現在















           (2.6) 
 
他方のレートベース型の代表例である TCP Vegas の輻輳ウィンドウ制御概略を下図 2.8 に示
す．この方式は，再送機構と RTT の計測粒度を上げて，タイムアウトの解像度を上げる．RTT 
をより細かな粒度で測定し，RTT が上がれば転送レートを下げる(輻輳ウィンドウを小さくす
る)．タイムスタンプオプションは利用しない．輻輳回避アルゴリズムは，Reno または NewReno 
のようにパケットロスではなく，キューイング遅延(エンドツーエンドでは RTT に等しい)によ
って輻輳を検知する．Reno または NewReno の場合はパケットロスが起きた直前を最大帯域と





















 Diffcwndcwnd nn ,11
 Diffcwndcwnd nn ,11
  Diffcwndcwnd nn ,1
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time
Slow start phase Congestion avoidance phase
Vegas congestion window control
Network
 
図 2.9 TCPVegas 輻輳制御ウィンドウ(cwnd)の動き 
 
また，ACK を受信してすぐに cwnd を増加させるのではなく，RTT / cwnd 間隔で cwnd を増
加させる．Vegas のアルゴリズムは，Reno または NewReno に比較して幾分複雑である．概略
は以下のように示される． 
 転送レートの期待値と実際の値を一致(収束)させる方向で輻輳ウィンドウを制御する． 
(1)測定中の最小の RTT を輻輳がない場合の RTT ，現在の cwnd / RTTminをスループットの
期待値． 
(2)送信バイト数/（現在の RTT）を実際のスループット． 
(3)期待値と実際のスループットの差分をDiff/ RTTmin ． 
これらの量から，ウィンドウを以下のように更新する． 
(4)Diff < α の場合，cwnd を+1 増加． 
(5)α < Diff < β の場合，cwnd は不変． 
(6)β < Diff の場合，cwnd を-1 減少． 
α，β は，最低 α パケット，最大 β パケットがネットワークの中間ノードにキューイングさ
れている状態を表す整数である．Diff が定数 γ（β の初期値）を超えれば，スロースタートから
輻輳回避フェーズに遷移する． 
TCP Vegasの改良版に，FAST（Fast Active Queue Management Scalable TCP）[12]がある．輻輳
制御アルゴリズムは，式(2.3)のような更新手順に従う．パケットレベルとフローレベルの両 




















   iiii cwndRTT


















2.6 課題                                        17 
ため，端末により測定しなければならない．帯域遅延積を大きく上回ると，ネットワークには
輻輳が生じスループットは極端に落ち込むため，送信端末では，輻輳制御ウィンドウを使い輻






な TCP 輻輳制御方式が見出せることになる．帯域推定を行う方法を採った TCP バージョンと



































第 3 章 
 

























ネットワーク帯域，TCP 輻輳制御ウィンドウサイズ(cwnd:congestion window size)に加え，今ま
で考慮されていなかった要因である端末内部の CPU とメインメモリ間のバス（Front Side Bus）
19 
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帯域および MTU を含めた形式で，理論的に求める[4]．更に，この上限値は，受信端末での 1
パケット通過時間を測定すればこの上限値を求められることから，ネットワークの帯域推定に
も応用可能であることを示す． 



















































  (3.1) 
 
 
ここでT0  [sec] は確認応答タイムアウト時間である． 





















































なお，このネットワーク中にある N 個目の 1 個が損失する場合を考慮すると，一定時間 RTT
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いた通信でのビットエラーレートは，10-10以下であるので， p 10 は -3のオーダーとなり，ま
たWmaxは 2 パケットからスタートし，p値で規定された個数まで時間と共に増加するので，端












度を光速度c = 3x108 [m/sec]と(媒体屈折率)- 1の積とし，最大パケット転送サイズ MTU [bit] ，







       (3.6) 
 
(L<50m) では，伝播遅延L / 0.66cは，0.25µsec より小さく，伝送遅延MTU / Bは 12µsec (Gigabit 




MTURTT min        (3.7) 
Wmaxは 2 より大きいので 
 
BBWTconv  2max               (3.8) 
 




























MTU :maximum transfer unit
c:light velocity
 










3.3  TCP スループット上限値の導出 
 
本節では，まず RTT が十分に小さい場合のスループットを求め，その後広範囲な RTT の場合
へと一般化する． 
 
3.3.1  RTT 最小域でのスループット 
 
RTT が最小になるのは，LAN 環境の場合である．このときは，MTU 単位の各パケットの伝
送を終了すると直ちに確認応答(ACK)が返ってくるので，パケットを 1 単位毎に連続して高速
に送信できる．確認応答 ACK と RTT のタイミングを図 3.3 に示す．したがって，１パケット
毎の受信端末通過時間からスループットが求められる．図 3.4 にパケットフローを示す．端末
内部を含めた E2E システムを見た場合，これは端末 PC のハードウェア構成，転送メカニズム，
最大パケット転送サイズで規定されることになる[4]． 




















にメインメモリ，CPU，I/O，メインメモリとI/Oを結ぶ PCI(Peripheral Component Interface)バス 




























図 3.4 パケットフロー 
 
3.3 TCP スループット上限値の導出                          25 
FSBPCIGE BBB  2
1
     (3.9) 
 
図 3.5に端末バッファとそれらを結合するネットワークと端末内部バスの構成を示す．また，
パケット転送最大サイズ MTU に対してのカスケード接続帯域数値を示す．表 3.１にネットワ

























表 3.1  BGE対端末内部帯域比 




B GELGE  21
1
FSB
 0.433 0.594 0.610 
 
T1P＝(送信端末パケットMTU + 受信端末パケットMTU) / 
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d =  ﾊﾟｹｯﾄ待ち時間 ＋ 受信端末内部遅延          (3.11) 
timeReceiver


























































前節 3.3.1 の結果をRTTが大きい場合へ一般化する．RTTがMTU / BGEを超える場合には，送
信端末のTCP輻輳ウィンドウ制御が有効に働き，確認応答が返ってくるまでに送信端末輻輳ウ






3.3 TCP スループット上限値の導出                          27 




ウ分のパケット送信終了時間をtend ，パケット転送空隙時間をdvoid  ，確認応答が送信端末へ帰
ってからパケットが受信端末に届くまでのインタラプト応答時間をdW ，ネットワーク上の遅
延をdntwkとすると，dvoidとt endとの関係は式(3.13)で表される．タイミング関係を図 3.7 に示す． 
 




















図 3.7 dvoid , dW , dntwk タイミング関係 
 






















































































































       (3.16) 
 




















TXQawndcwnd  2                            (3.18)
にawnd=2*QTX  ，
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2WntwkWAIT
22 RTTdddnt void        (3.20) 
 































       (3.22) 
 
次に，MAC 層，IP 層，TCP 層のヘッダ処理時間を求めると，パケットギャップ 12[Byte]，MAC
アドレス 12[Byte]，IP アドレス 20[Byte]，TCP アドレス 20[Byte]，計 64[Byte]，読み書き間接ア























Byte]単位の加算 16 回を 1 塊で実行し，最後に 2[Byte]の和に変換する演算数となる．ただし，
まとめ加算の回数を求めるために 6 インストラクション，更に 4[Byte]加算を 2[Byte]加算に折
り返すのに 6 インストラクション必要である．1 インストラクションは 4[Byte]，またOSのオー
 





















Pnt                          (3.25) 
 




















pswtntimeOverhead _                      (3.28) 
 
Non_TOE-NICを搭載した端末を用いた場合のスループット TTCP_nonTOEは， TCP処理をすべて
ホストCPUが実行するため，NIC内でDMA転送のために 4 ページ分，16K [Byte]（MTU=9Kに対
応）以上がバッファされ，式(9)の仮定の条件下，PCIバス経由メインメモリへパケットが転送
 








































 ,21       (3.30) 
 





NonTOETCP tRTT   125.11949
1


















































































































t         
 
             (3.37) 
 

















































       
 
上式(3.39)と(3.40)分母第 1 項は送信端末の輻輳制御によるパケット塊の受信端末までの遅延
時間，第 2 項括弧内は受信端末データ転送時間，第 3 項は 1 パケットのレイテンシーとTCPス
タック受信端末処理時間の和に相当する．両式(3.39)と(3.40)で表される上限値について，スル






























GEGE ,max1,max   
 
最大セグメントサイズMSS（Maximum Segment Size:1460）[Byte]より小さなMTUに対しては，
      (3.42) 
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IP ラグメン ションが起こるため，１MTU サイズのパケット数はフ テー  MTUMSS となり， 
１MSSタイムスロットのMTU単位のパケット数は，式(3.43)となる．記号  は小数点切捨てに
よる整数化関数である．式(3.39)と(3.40)のTCP上限値TTCP_UPPERは式(3.44)と(3.45)のように書き






















































     (3.44) 
MTU
t













      (3.45) 
 
ネットワーク帯域遅延積BGE×RTTとパケット塊の帯域遅延積MTU/√pが等しいときであり，次
ぎに示す条件の場合である．√p =10-3，BGE=109 [Gbps], MTU=1500[Byte]，RTT=12[msec]．また
式(3.44)と(3.45)は，MTUサイズのパケットが，ネットワーク中と端末内部のバッファ中に帯域
















_,_             (3.46) 
 
3.3 TCP スループット上限値の導出                          37 
3.9 に，図 p =10– 3，Non_TOE-NIC（RealTek8139）搭載端末（CPU 2.4GHz-Pentium4 ：
















































































図 3.10 TOE-TCP スループット上限値 
 





































 Core 2.4.20[38], 
C:Pentium4 2.4GHz, NIC:RealTek8139 Non_TOE, TCP NewReno)をRTTが十分小さくなるネット
ワークに接続し，Non_TOE受信端末パケット通過時間実測値から得られるスループット値と導
出した理論上限値式(44)から得られる値との比較を行った．次に，別のTOE搭載端末II2台
(OS:Linux Fedora Core 2.6.20,PC:PentiumD-EE 3.2GHz,PCI-Express BUS，NICBroadcom5701-TOE, 
TCP NewReno)を用いて，理論式(3.45)に対する理論上限値式評価を行った． 
 






トが到達するまでの待ち時間MTU / BGE，アプリケーション層への転送時間MTU / BFSBとソケッ
トバッファの処理時間tL_NonTOE の 3 種類の遅延時間の合計になっている．受信端末内部の 1 パ
ケット通過時間dは，スループットを与える式(3.45)における分母第 3 項までのMTU倍で表され，
Non-TOE端末の場合は式(3.48)，TOE端末の場合には式(3.49)となる．受信端末における
3.4 受信端末内部遅延の測定                             39 
遅延
 











































MTU 25.025.1 d _






































40            第 3 章 ネットワーク・端末総合系における TCP スループット上限値 
(1) 標準実装TCPスロースタート処理の禁止 
(2) 初期ウィンドウサイズ 10 
(3) 送信輻輳制御ウィンドウ初期値拡張 10 パケット 











の集合と 2 倍値（パケット 2 個分）の集合に大別できる． 
 
rci = recv( ) ;
gettimeofday( start ) = tsi ;
gettimeofday( end ) = tei ;
BM_Server






Sample: di = tei – tsi

















数百n秒となる．また，10 個のパケットの統計処理ステップ数はメモリアクセス 30 回(2 値読み
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表 3.2  ループバック試験結果 
 
 






























































Resultt of FSB Bandwidth measurement
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3.5 TCP スループット上限値の実測評価 
 
前章と同様の実験システムを用いて MTU を変化させながら d を測定し，式(3.49)で表される






遅延時間RTT をPC内蔵pingコマンドにより実測した結果は，RTT  0.12[msec]であった．式












































図 3.14 Non_TOE-TCP スループット上限値 
 








前節 3.4.2 のFSB実測値を用い，BFSB Non_TOE = 9.8 [Gbps]，BPCI =1.06 [Gbps]，仕様値からBGE =1 
[Gbps]， MTU=500×m [Byte]と置き， mMTUBFSB /2.0//949  ， 

































                  (3.57) 
 
次に， TOE-NIC 受信端末 II に対する理論上限値（式(3.45)による），パケット通過時間実測
式(3.50)による上限値，Iperf による上限値を，MTU をパラメータにして，図 3.15 に示す．理論
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 BFSB TOE = 21 [Gbps]，BGE =1[Gbps]，BPCI =2.5[Gbps]， FTOE =32[Gbps]，MTU=500×m[Byte]，
LMbenchによる実測から，tL_TOE=0.4[μsec]， sec][12.0,/03.0//205 mRTTmMTUBFSB  ， 
  mMTUt TOEL /1.0/,09. _BFBB PCITOEFSBGE 112.08111  で
表される理論上限値は，上限式(3.48)，式(3.49)によるd実測値から求められるスループット上限






合のスループット上限値は，MTUをパラメータにして図 3.16 に実線で示す．この場合は， PCI
バス上の転送がパケット単位となり，MTUがページサイズより小さい値のところでは，ページ
単位からMSS単位へ，さらにMTU単位へ２重の細分化の影響を受け， 1 ページ 4K[Byte]内に
























           (3.59) 
 
また，スループット上限式(3.58)と式(3.59)の PCI バス帯域の依存性について，受信端末 I(PCI)
に Broadcom5701-NIC を搭載した場合と，受信端末 II(PCI-Express)に Broadcom5701-NIC を搭載
した場合の両スループットを比較検討した．スループット値は， PCI 帯域をパラメータにし，
Iperf を使って測定した．図 3.17 にスループット上限値の PCI バス帯域依存性を示す．スループ
ット上限値は，端末の FSB 帯域と PCI バス帯域とで決まり，TOE-NIC 内部の NP の処理速度が，
１GIPS（=32[Gbps]）以上であれば，ほとんどスループットには影響を与えない．端末内部の

































































図 3.16 TOE オフ対 Non_TOE スループット上限値 
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図 3.18 ネットワーク帯域推定 
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（1）スループット上限値の MTU サイズ依存性を明確にした．なお，仮想的に MTU を無限大と
考えると，上限値は端末ハードウェアバス帯域およびネットワーク帯域の調和合計の逆数
に収束する． 
（2）受信端末でのパケット通過時間 d 測定においては，10 パケット程度の個数で通過時間が求
められ，本測定により，実時間１RTT 内に帯域推定が可能であることが分かる．  
（3）MTU サイズ 9K バイトのパケットを用いて，受信端末でパケット遅延 d を測定すれば，ネ
ットワーク帯域を推定することができる． 







第 4 章 
 















プットは TCP の挙動に大きく依存する結果になる．これまでに，高いスループットを得る TCP
制御方式のアルゴリズムが数多く研究されて来た．また，効率のよいアルゴリズムを用いた場
合に，スループットの上限値を求める研究も行われてきた． 

















TCP スループット上限値を求め，多くの TCP バージョンで採用されているソケットバッファ方
式における最適な TCP ウィンドウ更新アルゴリズムを提案する．  
従来のモデルでは，TCP ウィンドウサイズとネットワーク帯域，遅延量を基にスループット
を算出していた．しかし，端末 PC の処理速度がネットワーク帯域と同程度あるいはそれ以上に





















































































図 4.2 端末各層内バッファとパケットタイミング 
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レートマッチングのために，送信バッファが IP 層にもうけられる．図 4.3 に示される IP 層バ
ッファサイズ Buf，チャンネル容量 C，片側遅延 D=RTT/2，TCP 層ウィンドウサイズを W で表
し，送信バッファの送信レート s とすると式(4.2)が成り立つ． 
 
sC                   (4.2) 
 




























図 4.3 ネットワーク帯域遅延積より送信バッファ小の場合 
 

















































           (4.4) 
 
次に，送出バッファサイズが大きすぎる場合のバッファ構成を図 4.5 に示す．また，送出バ















図 4.5 送出バッファサイズがネットワーク帯域遅延積より大きい場合  
 







































































Throughput                         (4.5) 
 
式(4.5)から，小さい場合と同様，バッファサイズ Buf が帯域遅延積 CD に等しいとき，すなわ
ち式(4.6)で示す条件のとき，最大となる． 
 
xTDCBuf                 (4.6) 
 
 















































RTTD  RTTD 2




図 4.8 受信バッファ遅延とパケット数の関係 
 


























































        (4.7) 
 
式(4.7)において，ネットワークから受信バッファQxへのスループットは， 
xxx TQQDCT  2,0, のとき最大値をとるので，式(4.8)のとき最大となる[28]． 
 

















[32]，[33]．初期セッションの時間関係を図 4.10 に示す．レイヤーモデルでは，送信端末 

















































 seinit ttRTT  0
 
図 4.10 初期セッションのタイミングチャート 
 









































 10min ,min RTTRTTRTT 
 
図 4.11 第 2 セッション以降のタイミングチャート 
 












             (4.9) 
 
アクイジッションモードであれば，更に W を線形に増加させる．トラッキングモードであれば，
図 4.13 に示すように，更に congRTT を計算し，表に示す除算で減少させる．到達可能な最大ス
ループットを与える W は式(4.10)のようになる． 
 
minmin RTTd
PRTTBW init             (4.10) 
 


































    i mi iRTTmRTTRTTRTTRTT 1,,min 21min  










min2 RTTttRTT se 


















2RTTtt nse   sen ttRTT  2
  ),,(,1,,min 1221min iiicongi mi i RTTRTTRTTmajorityRTTRTTmRTTRTTRTTRTT     
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  1,min   RTTRTT  
図 4.15 輻輳時ウィンドウ更新 
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 












































    (4.17) 
 
                   第 4 章スループット上限値を実現する TCP 制御方式 62

















































に示すようなAIMD(Additive Increase Multiplicative Decrease)型で行うとネットワーク上に他の
TCPストリームが存在する場合の公平性を補償することができる． 
TCP ウィンドウサイズ（輻輳制御ウィンドウサイズ）W は，次ステップまでの差分⊿W の期待
値として以下の式(4.20)で表される．増加するウィンドウサイズを W ，減少させるウィンド
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 ,,1,   (4.20) 
















































       (4.23) 
 
となる．この値は，ネットワーク帯域遅延積より少し小さく，輻輳が始まる少し前の値に収束





















図 4.16 RTT 諸量の関係 
 
 






















図 4.17 パケットロス率と RTT 量の関係 
 
次に，各TCPセッションでのRTTのサンプル値に対し，帯域B，B’を求め輻輳ウィンドウWを更
新するモードとその手順を図 4.18 に示す．さらに，図 4.19 に初期状態Aから途中状態T2，T3
を経由し収束状態T1に至る輻輳制御ウィンドウ状態遷移を示す． 
 





























































図 4.18 輻輳制御モード 
 










3DUP-ACK Receiving  
図 4.19 輻輳ウィンドウ状態遷移 
 
4.4  公平性 
 
 クロストラフィックが存在する場合，ボトルネックとなるリンクの帯域を平等に配分する必









更新アルゴリズムを図 4.21 にまとめる．図 4.21 において，３DUP-ACK は 3 回重複 ACK を表
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図 4.21 公平性を最大にするウィンドウ更新 
 








4.5 ns-2 によるシミュレーション 
 
ネットワーク端末系を図 9 に示す亜鈴型基本形とし，シミュレータ ns-2（Version2.29）[34]
を用い，NewReno, Vegas，FAST[35]，提案方式を比較した．この図 4.22 のノード 2，3 はルー
タであり，そのキュー長は 40 パケットである．端末 1 から端末 5 へ UDP クロストラフィック
をパケットサイズ 1000 B，レート 100 Mbps で 125 秒間流し，その間に端末 0 から端末 4 へ FTP
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time [sec] time [sec]

































































                                         結論 72
・従来の TCP スループットモデルに対しても上限値として成立する． 
・スループット上限値の MTU サイズ依存性を明確にした．なお，仮想的に MTUを無限大と考
えると，上限値は端末ハードウェアバス帯域および通信路帯域の調和合計の逆数に収束する． 












今後に残された課題としては，シミュレーションの充実と，端末 PC へ本方式 TCP を実装し，
エミュレーションを行うことが挙げられる．さらに従来方法として現在も広く使用されている
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