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Abstract
The present paper investigates the ﬂow induced dynamics of a non-linear ﬂuid-structure interaction (FSI) system comprising of a
symmetrical NACA 0012 airfoil supported by non-linear springs. Two methods are used in calculating the aerodynamic loads: a
linear analytical approach and a full Navier-Stokes (N-S) solution. The analytical approach is based on the assumption of potential
ﬂow theory and a rigid wake. Wind velocity as a bifurcation parameter shows that the structural response undergoes a supercritical
Hopf bifurcation. However, the analytical loads predict unrealistic bifurcation onset at low values of solid to ﬂuid added mass ratio
(μ) relevant to the application of ﬂapping wing micro air vehicles (MAVs), showing the extremely large amplitude of oscillations.
These observations render the use of an inviscid approach meaningless at such parametric regimes. Hence, we propose to use a
N-S solver to emphasize the limit of applicability of the linear aerodynamic theory. Moreover, the inclusion of the viscous eﬀects
can potentially result in interesting dynamical behavior that has not been captured by the analytical approach. A bifurcation and
stability analysis has been carried out for diﬀerent parametric variations of μ in the ﬂuid structure interaction system.
c© 2016 The Authors. Published by Elsevier Ltd.
Peer-review under responsibility of the organizing committee of ICOVP 2015.
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1. Introduction
In recent years, biologically inspired ﬂapping wing micro air vehicles (MAVs) have garnered a lot of attention as a
ﬂuid structure interaction (FSI) problem because of being highly maneuverable and light weight and having immense
potential of being utilized in surveillance and environmental monitoring, advancing our sensing and information
gathering capabilities [1]. The interaction between unsteady aerodynamics and the structural ﬂexibility (ﬂuid-structure
interaction) plays an important role in the eﬃcient design of ﬂapping wing micro air vehicles, since it can lead to
failure of the control system through strong nonlinear interactions.
There can be various types of instabilities and bifurcations associated with nonlinear FSI system. Supercritical
Hopf-bifurcation is a common one in which limit cycle oscillation (LCO) emerges from the damped response beyond
a critical value of the bifurcation parameter. The supercritical Hopf-bifurcation is deﬁned to occur at the lowest
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wind speed at which a given structure exhibits sustained LCO. Though the area of nonlinear aeroelastic instability
analysis for large structures like wind turbine blades, bridges etc are quite well-investigated, similar studies for very
tiny structured, lightweight MAVs are few. For these low Reynolds number ﬂyers, the amplitude and frequency
parameters are optimally utilized to augment the aerodynamic loads. Since the kinematics of ﬂapping performed by
the MAVs result in highly coupled nonlinearities, the design of high performance and robust MAVs can be directly
beneﬁtted from our understanding of the complex ﬂow patterns in the kinematic parametric range where this kind of
instability occurs.
Lee et al. [2] investigated linear and nonlinear aeroelastic models with common nonlinearities like cubic stiﬀness,
free-play and hysteresis using the analytical approach with Wagner’s function being used for load calculation. The
advantage of such an analytical model is that it is computationally less expensive compared to a full N-S solution.
However, the analytical model carries assumptions on the shape of the body, shedding of vortices form a rigid wake,
inviscid, incompressible ﬂow conditions and inﬁnitesimal deﬂection of the airfoil from its mean position. Hence,
it is important to know the applicability of these assumptions in a given parameter range. Chae et al. [3] recently
showed that the linear potential theory is severely unconservative for predicting the onset of bifurcation in the case
of a light foil in high-density ﬂuid, since the ﬂuid inertia forces are empirically approximated in the analytical theory
to estimate aerodynamic load and moment. This shows the need for calculating the aerodynamic loads using a high
ﬁdelity Navier-Stokes solver at these parameter ranges. This has relevance to the design of modern day MAVs as they
are extremely lightweight structures rapidly moving in a ﬂuid, thereby generating a signiﬁcant ﬂuid inertial eﬀect.
Hence, the mass ratio for MAVs falls into the regime where the linear potential theory fails to predict the bifurcation
onset correctly.
The area of computational aeroelasticity of ﬂapping wings is not thoroughly explored yet. The coupling of aero-
dynamics, structural dynamics and ﬂight dynamics is the critical component of MAV ﬂight due to their small size and
ﬂight regime [4]. A nice review on the state of the art of computational aeroelasticity studies can be found in [5].
Full three dimensional and quasi three dimensional studies have been reported in [6,7]. In this paper, we have solved
the incompressible ﬂow ﬁeld by a viscous N-S solver and coupled the aerodynamic loads with a nonlinear structural
solver using fourth order Runge-Kutta scheme following a partitioned approach [8] to study the supercritical Hopf-
bifurcation points of structural responses for a low range of solid to ﬂuid added mass ratios (μ) as applicable to the
natural ﬂappers or MAVs.
The present paper is organized as follows: Section 2 provides the governing equations and boundary conditions
along with the numerical solver details. The validation of the ﬂow solver and the grid independence study is also
presented in this section. The variation of the bifurcation point with mass ratio and the bifurcation diagrams along
with the time histories and phase portraits corresponding to pre-bifurcation, at bifurcation and post-bifurcation cases
have been discussed in section 3. This is followed by the description of the corresponding ﬂow ﬁelds. The paper ends
with the concluding remarks presented in section 4.
2. Numerical Implementation
There are diﬀerent time marching algorithms to handle coupled FSI problems. Broadly they can be considered
as i) monolithic coupling and ii) partitioned approach of coupling [9]. In the monolithic approach, the equations
governing the ﬂuid and structure are solved simultaneously at every time step, using a global discretization process
that encompasses both the ﬂuid and the solid media. This is in contrast to the partitioned approach, where two
separate solvers for ﬂuid and structure are used jointly by exchanging information from one time step to another in
an alternating fashion explicitly [10]. In this present study, the partitioned approach based weak coupling method has
been implemented for the numerical simulation of the FSI problem.
2.1. Flow solver
The ﬂow is governed by the incompressible Navier-Stokes (N-S) equation. The FSI problem requires a solution
over a time varying computational domain. In the present study, we use the arbitrary Lagrangian Eulerian (ALE)
formulation [11] for solving the N-S equation on a moving grid. The N-S equation is cast into ALE form as,
∇.u = 0, (1)
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∂u
∂t
+ [(u − um).∇]u = −∇p/ρ + ν∇2u. (2)
Here, u is the velocity of the ﬂow, um is the grid point velocity, p is the pressure, ν is the kinematic viscosity and ρ is
the ﬂuid density. An additional constraint arising from the ALE approach is that the mesh motion satisfy the geometric
conservation law [12] given by Eq. (3). The geometric conservation law ensures that the change in cell volume after
each time step is equal to the cell volume (∀) swept by the cell boundary and can be expressed as,
∂∀
∂t
+ ∇.um = 0. (3)
A mesh motion algorithm is required for the ALE method to compute the positions of the internal grid points based
on the boundary movement at each time step. Diﬀerent mesh motion strategies have been used earlier, which can be
applied on both structured and unstructured grids. However, an important aspect of any mesh motion algorithm is
to preserve the mesh quality with good computational eﬃciency. In the present study, Radial Basis Function (RBF)
interpolation is used to ﬁnd the displacements of the internal grid points for a given boundary displacement [13].
RBF interpolation provides superior mesh quality near the moving body even for large displacements and rotations
compared to other mesh motion solver.
The simulations are performed in OpenFOAM [14], an open source ﬁnite-volume based CFD solver. The spatial
and temporal discretizations are carried out using second order accurate schemes. A variable time stepping is used
corresponding to a maximal Courant number for an eﬃcient solution. The pressure-velocity coupling is achieved
through Pressure implicit with splitting of operator (PISO) algorithm. The algorithms used here for solving the
pressure, velocity and mesh motion have been discussed in detail by Bos [15].
2.2. Structural solver
The structural part is comprised of an airfoil (semi chord length of ‘b’) with pitch-plunge degrees of freedom as
shown in Fig. 1. The airfoil is restrained by non-linear springs and the elastic axis passes through the quarter chord
position. The direction of positive lift and moment is indicated in the ﬁgure.
Fig. 1. Schematic of a symmetric airfoil in pitch and plunge degrees of freedom
The equations of motion are given by [2],
mh¨ + S α¨ +Chh˙ + Kh(h) = L(t) where kh(h) = Kh1h + Kh2h3, (4)
S h¨ + Iα¨ +Cαh˙ + kα(α) = M(t) where kα(α) = Kα1α + Kα2α3. (5)
In the above equation, m is the mass of the airfoil, S is the ﬁrst moment of inertia, I is the second moment of inertia;
Kh1, Kh2, Kα1 and Kα2 are the spring stiﬀness coeﬃcients; Ch and Cα are the damping coeﬃcients; L(t) is the unsteady
lift and M(t) is the moment about the quarter chord.
The expressions for inertia and stiﬀness parameters are given by Lee et al.[2],
S = mxαb; I = mrα2b2; Kh12 = mω2h; Kα1
2 = Iω2α; Kh2 = βhKh1; Kα2 = βαKα1. (6)
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Here, b is the semi-chord, rαb is the radius of gyration, xαb is the distance between the center of mass and elastic
center; ωh and ωα are the uncoupled natural frequencies of pitch and plunge respectively; βh and βα determine the
extent of non-linearity in the spring stiﬀness.
Following Lee et al. [2], we deﬁne the following non-dimensional variables,
U∗ =
v∞
bωα
; τ =
v∞t
b
; ω¯ =
ωh
ωα
; μ =
m
πρb2
. (7)
Here, U∗ and τ correspond to the non-dimensional velocity and time, ω¯ and μ are referred as the frequency ratio and
mass ratio respectively. The structural response (Eq. 4-5) has been solved using a fourth-order Runge-Kutta method.
The time step for integration is equal to that of the ﬂow solver. The ﬂow solver has a more stringent requirement on
the time step, thus assuring convergence for the structural equation.
2.3. Coupling between ﬂow solver and structural solver
In the present partitioned based FSI scheme, each physical region (the ﬂuid and the solid) is treated with its
own numerical solver. The interaction between these regions is manifested through the boundary conditions of their
corresponding solver. This strategy has proved to be reliable in classical aeroelastic problems [8]. Hence, it is used in
the present investigation. The coupling scheme is explained in the ﬂowchart below:
2.4. Computational domain and grid independence tests
A rectangular computational domain shown in Fig. 2 (a) was used for the analysis. The ﬁgure also shows the
boundaries and dimensions of the computational domain. Standard boundary conditions are applied: a zero pressure
gradient condition and a constant free-stream at the inlet, a zero velocity gradient and atmospheric pressure condition
at the outlet and no slip and zero normal pressure gradient condition on the walls and the airfoil surface. The compu-
tational domain is discretized using a combination of structured and unstructured grids. A structured mesh was used
around the airfoil in the near-ﬁeld and an unstructured mesh was used for the far-ﬁeld as shown in Fig. 2 (b).
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Fig. 2. (a) Computational domain for the analysis (not to scale), (b) A close-up view of the computational grid around the airfoil
The mesh used for the analysis was chosen after a grid independence test. The test was performed by comparing
the aerodynamic load (Cl) using grids of diﬀerent resolutions. The grid resolution was increased by increasing the
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number of grid points on the airfoil. We present the grid convergence at a high non-dimensional plunge velocity
(kh) for a pure plunging case, where k is the reduced frequency and h is the nondimensional plunge amplitude. The
results of the grid convergence are shown in Fig. 3 (a) for three diﬀerent grid resolutions. The ﬁgure conﬁrms the
convergence of the mesh with 200 grid points on the airfoil as the lift coeﬃcient closely matches with the mesh of
higher resolution (with 250 points on the airfoil). Hence, the mesh with 200 grid points on the airfoil (containing
82,372 grid points in total) is chosen for further analysis.
2.5. Flow solver validation
The solver was validated by comparing the aerodynamic loads obtained from the present computation with earlier
experiments performed by Cleaver et al. [16]. They have performed force measurements for a NACA0012 airfoil
with sinusoidal plunge kinematics at various amplitudes and frequencies in a water tunnel at Re = 10, 000. Fig. 3 (b)
shows the comparison of the time-averaged drag coeﬃcients at diﬀerent k for h = 0.1 & 0.15. The time-averaged drag
coeﬃcient for the present computation was calculated by performing simulations for 10 cycles and then calculating
the average over the last 4 cycles. This methodology has been adopted since the aerodynamic loads become aperiodic
at high values of kh [17]. The comparison of the drag coeﬃcient between the experimental results and the present
computation shows a good agreement and this conﬁrms the validity of the ﬂow solver.
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Fig. 3. (a) The comparison of the lift coeﬃcient for diﬀerent number of grid points on the airfoil, (b)Comparison of drag coeﬃcient with experi-
mental measurements of Cleaver et al. [15] for a plunging airfoil with kinematic parameters k=2, h = 0.1, 0.15 and Re=10,000
3. Results and discussions
3.1. Variation of bifurcation onset with mass ratio
The structural response undergoes supercritical Hopf bifurcation with the non-dimensional wind velocity as the
control parameter. The bifurcation points (U∗f ), obtained using the analytical and N-S based ﬂow solvers, are plotted
as a function of solid to ﬂuid added mass ratio (μ) in Fig. 4. The variation of supercritical Hopf bifurcation point,
obtained using analytical ﬂow solver, shows steady decrease till around μ = 4 and beyond which it shows a sharp
increase which is unrealistic and against earlier experimental observations [3]. The bifurcation points (U∗f ) obtained
using N-S based solver closely match the analytical values up to around μ = 10. However, below some critical μ
value, analytical solver predictions are unrealistic as the trend gets reversed. Hence, approximate modeling of the
ﬂuid inertia forces in the analytical solver is clearly not suitable when the structural and ﬂuid added mass eﬀects are
comparable. On the other hand, the N-S based solver is able to predict realistic onset values at the entire regime.
3.2. Bifurcation diagrams
Fig. 5 plots the bifurcation diagrams of pitch and plunge responses respectively for μ = 2 and μ = 5 for both
analytical and N-S based solver. For μ = 5, the bifurcation point is predicted by the viscous solver as U∗f = 1.2
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Fig. 5. Comparison of bifurcation diagram of (a) pitch
and (b) plunge corresponding to μ = 2 and μ = 5
whereas the analytical solver predicts it as U∗f = 1.33 and for μ = 2, it is predicted as U
∗
f = 1.1 by the viscous
solver and U∗f = 1.85 by the analytical solver. The comparative study vividly depicts that the analytical solver is
unconservative and with decreasing μ value, it gives more unrealistic values of the onset of LCO. Hence as μ is
decreased, the bifurcation point predicted by analytical solver will diverge from that of predicted by the viscous solver
and below μ = 2, the analytical solver fails to determine the bifurcation point due to numerical limitation whereas the
N-S based solver is valid in the entire regime.
3.3. Time series, phase portrait and FFT of the structural response at μ = 2
Time histories of pitch and plunge responses obtained from both the viscous and analytical solver for μ = 2 are
presented in Fig. 6 & Fig. 7 for non-dimensional wind speed U∗= 1, 1.1 and 1.2 to understand the nature of the
responses for pre-bifurcation, bifurcation and post-bifurcation regimes respectively. It can be observed that the pitch
and plunge responses obtained from viscous solver show damped oscillations at U∗ = 1; show sustained oscillation
at U∗ = 1.1 and 1.2, though the latter case shows higher amplitude. Hence it can be concluded that a super-critical
Hopf-bifurcation has taken place at U∗ = 1.1 below which zero is a stable ﬁxed point and beyond which the stationary
limit cycle is a stable one dimensional attractor of the dynamical system. This can be observed from the corresponding
phase portrait of pitch response at pre-bifurcation onset, at bifurcation onset and post-bifurcation onset respectively,
shown in Fig. 8 (a)-(c). All the time histories obtained from the analytical solver at U∗ = 1, 1.1 and 1.2 are damped
response, since the onset of the bifurcation happens at U∗ = 1.85 as per the analytical solver. The existence of a single
frequency self sustained LCO is veriﬁed by a single peak in the frequency spectra of the structural response as shown
in the Fig. 8 (d). The frequency of the LCO is obtained as 0.7629 Hz (4.79 rad/sec) which is in between ωh (4 rad/sec)
and ωα (5 rad/sec).
3.4. Flow ﬁelds
The ﬂow patterns corresponding to pre-bifurcation regime, at bifurcation point and post-bifurcation regime are
presented in terms of vorticity contours in Fig. 9 at various time instances for μ = 2. It can br clearly observed in
the vorticity pattern that prior to the onset of limit cycle oscillation, the damped response subsequently leads to a Von
Karman vortex street beyond transience which corresponds to the natural shedding past the ﬁxed airfoil. However,
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Fig. 8. Phase portrait of pitch (present computation) for (a) U∗ = 1, (b) U∗ =1.1, (c) U∗ =1.2 and (d) FFT of the pitch response at U* = 1.1
trailing-edge vorticity contours past the airfoil oscillating in stable limit cycle beyond the bifurcation point, sustains
the same pattern in downstream. Clearly there are two time scales involved in the trailing edge ﬂow pattern. The large
time scale denotes the time period corresponding to LCO of the structural response and the smaller time scale relates
to the time period of the natural shedding past an airfoil. In the post-bifurcation regime, the amplitude of the larger
timescale of trailing edge wake pattern increases which relates to the higher amplitude LCO as shown in the ﬁgure.
4. Conclusion
In the present work, a nonlinear FSI model has been developed using a high-ﬁdelity N-S solver. The dynamical
behavior in terms of the Hopf-bifurcation point is compared with an inviscid analytical solver. It has been shown that
at low values of solid to ﬂuid added mass ratios (μ), likely to be encountered by light weight MAVs, the analytical
solver fails to predict realistic solutions, highlighting the need of a full viscous model. The N-S model is able to
provide realistic bifurcation points at the mentioned parameter range. It also presents interesting ﬂow-ﬁeld patterns.
For the future work, the authors are working on developing a full ﬁdelity structural solver to integrate with the N-S
solver for implementing in more generic FSI applications.
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