Abstract-Two adaptive FIR filter configurations are proposed for implementing the LMS algorithm with no along delay elements or multipliers. The first uses a linear feedback shift register (LFSR) to generate pseudorandom binary sequences for applications where white noise has been traditionally used. The binary signals are delayed by a shift register and multiplied by on/off switching so that the resulting structure is free of analog delay lines and multipliers. For applications where inputs are colored, the second configuration uses a E-A modulator as front-end for converting the adaptive filter's input into a binary sequence. Such a filter tends to adapt itself into a low-pass characteristic to remove the high frequency noise due to the modulator.
I. INTRODUCTION
Adaptive signal processing has many applications such as system modeling, identification, adaptive control, equalization, and interference canceling [l, 21 . The ease with which digital circuits can be programmed has made the implementation of adaptive algorithms an essentially digital subject. In recent years, however, there is growing interest in implementing various adaptive algorithms in analog form, in order to take advantage of the lower power consumption, smaller silicon area, and higher speed of monolithic analog circuits [3]- [7] . The least mean-square (LMS) algorithm is the most commonly used because it is easiest to implement in hardware. Analog configurations have been proposed for both recursive (IIR) and nonrecursive (FIR) LMS algorithms [3] , [4] . Like their digital counterparts, the IIR implementation of the LMS algorithm is efficient but its stability is difficult to control. By contrast, an LMS FIR filter is intrinsically stable because its error surface is quadratic, and convergence therefore guaranteed. The latter is therefore more popular despite its higher cost of implementation.
When an analog LMS adaptive FIR filter takes on essentially the same configuration as its digital counterpart [3] , it requires an analog delay line, multipliers, integrators, and a summer circuit. In terms of cost, at least one analog delay element consisting of an op-amp and a few capacitors, one integrator, and two multipliers are required per filter tap-coefficient. The corresponding silicon area restricts the number of taps that can be integrated on a single chip to a very small number, which limits its range of useful applications. The analog components also introduce various imperfections such as noise, power-supply coupled interference, clock feedthrough, offset, and component mismatch. While the component mismatch can be corrected by the adaptive mechanism of the filter itself, the interferences, which accumulate from all the taps, contribute to the excessive meansquared error (MSE) of the filter. Analog adaptive FIR filters therefore Manuscript received June 12, 1992; revised February 17, 1993 In order to stimulate an unknown "plant" with an impulse (i.e., sine waves at all frequencies), white noise is typically used as the signal source for applications such as system modeling and identification. In digital adaptive filters elaborate pseudorandom number (PN) generators are used to generate such inputs, [ 11, [2] . However, storing and propagating white noise in multibit digital or analog form and multiplying it using multibit digital or analog multipliers is highly inefficient compared to binary PN sequences which can be generated by very simple digital circuits. The latter have autocorrelation and spectral characteristics closely approximating those of true white noise [8] , [9] . Fig 1 shows such a binary PN sequence generator based on the maximal length linear feedback shift register (LFSR). Binary PN sequences are sometimes found in adaptive filter applications such as in communications systems, but their use seems more dictated by communications requirements such as minimizing multipath effects, etc., than a clear realization that binary PN signals can be used in any adaptive filter where white noise is required at the input.
A switched-capacitor (SC) based multiplierless adaptive filter configuration with a binary delay line is shown Fig. 2 . The binary input signal X to the adaptive filter may be a pseudorandom sequence specially generated by an LFSR or it may happen to be binary code words in certain applications, such as adaptive path identification in spread-spectrum communications [l] or binary signals representing the sign of the input to an echo cancellor [6] . In Fig. 2 the binary sequence is shifted down a binary delay line whose outputs dl , . , d;, . , d, control whether the plus or minus error signal e is added to the corresponding weight-integrators. They also control whether plus or minus integrator output Wi, representing the ith weight (tap-coefficient), is added to the SC summer circuit. The integrator symbol in Fig. 2 designates the SC circuit shown in Fig.  3 , which contains additional features compared to a standard SC integrator for offset and clock feedthrough compensation [lo] . The filter coefficients are represented in the form of analog voltage w; at the op-amp output in Fig. 3 . The overall algorithm implemented by Fig. 2 is
where Y is the "plant" output shown in Fig. 2 
The two special taps ~01 and ~02 are intended for offset compensation as discussed in detail in [lo] . If an analog implementation of (l)-(4) could be offset free, integrator outputs wol and 2002 would be zero and the equations above would reduce to the standard LMS algorithm, except that the white noise input usually used is now replaced by a binary random sequence.
To demonstrate the performance of such a system, a binary random sequence generated by the LFSR in Fig. 1 is applied both to a 32-tap adaptive filter, described by (l)-(4), and to the "plant," which is a 32-tap bandpass FIR filter based on the Hamming window. As the plant and the adaptive filter are both FIR filters of the same length, the Wiener (optimal) solution of the adaptive filter coefficients should be exactly the same as the "plant" filter, and the minimum MSE should be zero for true white noise inputs. Fig. 4 shows the simulated adaptive process for our adaptive filter, driven by binary pseudorandom numbers. The gain constant p used in the simulation is 5 x 10w3. The power spectrum of the.bandpass filter output, i.e., the desired output which the adaptive filter should produce after its coefficients have converged, is shown in Fig. 4(a) . the instantaneous error voltage e and demonstrates the converging process. Fig. 4 (c) provides a close-up look of the error voltage after convergence, and the corresponding power spectrum is shown in Fig.  4(d) . The residual error is virtually zero, so that the convergence is perfect. Simulations also show that the converted adaptive filter coefficients are virtually identical to those of the reference filter. This example illustrates that wherever a white noise input is required in an adaptive filter application, a binary PN sequence will generally serve equally well. Moreover, the benefit of hardware simplicity as a result of using a binary sequence is very substantial. Nearly three quarters of the hardware (one analog delay element and two multipliers) can be saved per tap. The tap to be implemented now consists of only an SC integrator and some switches. As a result, more taps, and therefore more sophisticated adaptive filters, become feasible on a single chip. 
III. MULTIPLERNESS LMS ADAPTIVE FIR FILTERS USING AN OVERSAMPLED C -A MODULATOR
In many applications, such as adaptive interference canceling and channel equalization, the input to the adaptive FIR filter has a colored spectrum. Such inputs cannot be replaced by PN sequences generated by LFSR, as described in the previous section, nor can the input be quantized for a sign algorithm. The configuration in Fig. 2 is therefore no longer applicable.
The configuration in Fig. 5 can be an efficient way to implement a multiplierless adaptive filter for the abovementioned applications [ 111. A C -A modulator is used as frontend for the adaptive filter to convert the analog input X into a binary sequence. The key to the operation of the C -A modulator is that its l-bit quantizer, which in itself is not sufficient for achieving accurate analog to digital conversion, is surrounded by feedback loops which shape the spectral distribution of the quantization noise [12] . Most of the quantization noise energy, which results from converting the analog signal into a binary sequence, is concentrated at high frequencies. If the signal baseband is much lower than the sampling frequency of the modulator, the binary sequence at the output of the modulator contains only a small amount of quantization noise in the baseband, where the information of the analog input lies. High performance A/D converters based on the C -A modulator use a digital lowpass filter to remove the high-frequency quantization noise. The resulting .multibit output is an accurate digital replica of the analog input. If the C-A modulator is followed by an analog FIR filter, lowpass filtering of the analog input and removal of the high frequency quantization noise (whereby the reconstruction of the analog output takes place) can be achieved simultaneously. Analog FIR lowpass or bandpass filters can be constructed in this way to remove the need for a long analog delay line [ 131.
When a C -A modulator is used in an adaptive FIR filter, the filter coefficients must converge in such a way that, in addition to performing the desired adaptive filtering, the quantization noise due to the C -A modulator is also suppressed. This can be assumed for the following reason. The high frequency quantization noise introduced by the C -A modulator is considered random and, to a large extent uncorrelated to the analog input if the latter is sufficiently active, i.e., also random. In practice, if the input is not a dc constant or zero, the quantization noise will be sufficiently uncorrelated to the input in second and higher order C -A modulators. This quantization noise, uncorrelated to the input (reference input), can therefore also be expected to be uncorrelated to the desired output (primary input) of the adaptive filter. An important characteristic of adaptive FIR filters based on the LMS algorithm is that the filter coefficients converge to suppress anything in the (reference) input signal which is uncorrelated to the desired signal, in order to minimize the mean squared error. In our case this includes the quantization .noise in the binary sequence at the output of the modulator. Thus, if the number of taps is high enough to give the adaptive filter sufficient degrees of freedom, the tap weights should converge such as to accomplish two things at the same time. One is to produce an output which subtracts from the error signal the part of the desired output Y that is correlated with the input. The other is to suppress the high frequency quantization noise. In other words, the FIR filter, upon convergence, takes on a form such that its transfer function in the baseband is whatever shape is necessary for optimal interference cancellation. Above the baseband, however, the transfer function should be similar to that of a lowpass or bandpass filter, which suppresses the quantization noise. If this suppression is thorough enough, the adaptive filter in Fig. 5 can achieve a performance similar to that of the conventional configuration, while ridding itself of the analog delay elements and multipliers.
Although the quantization noise is generated as an unavoidable by-product when we simplify the hardware related to the delay line and multipliers, it does serve a useful purpose in an adaptive filter before it is removed by the converging filter. In adaptive applications such as interference cancellation, the spectral complexity of both the input (reference input) and the desired output (primary input) is not always known to the filter designer, as both signals may be derived from an unknown interference source. A filter with an insufficient number of taps undermodels the interference, sometimes leaving too high a residual MSE. To minimize the residual (steady state) MSE, the adaptive filter should have as many taps as economically feasible. However, if the filter has more taps than the rank of the autocorrelation matrix R of the input, that is to say, the filter overmodels the input, R becomes singular. This may adversely affect the filter's convergence. 'Digital adaptive filter designers often add a small amount of white noise to the filter's input to ensure that R is always full-rank, thereby guaranteeing convergence. The quantization noise which our Y -A modulator generates serves the same purpose.
The following textbook example of triangular wave cancellation [l] illustrates the working and performance of the C-A modulator-based adaptive filter in Fig. 5 , alongside the conventional configuration. A I-kHz triangular wave, consisting of a fundamental sinewave and its first 15 harmonics, is applied to both the conventional and the C -A modulator-based adaptive FIR filters. The desired output (primary input) for both filters is the same triangular wave, except that its constituent fundamental and harmonic sine waves are subjected to random delays in order to model a path. Fig. 6(a) shows the two signals where the desired signal can be seen to be a distorted version of the filter's input triangular wave and to have a dc component of 1 V. Fig. 6(b) and Fig. 6(c) show the amplitude spectra of the two signals, which differ only in the dc component. Fig. 6(d) shows the amplitude spectrum of the binary pulse train at the output of the E-A modulator in Fig. 5 . The quantization noise can be clearly seen to rise with frequency at 40 dB per decade so that at high frequencies it obscures the harmonics of the triangular wave. At frequencies much lower than the 200-kHz clock frequency, the noise spectral density is low, and the fundamental and the first few harmonics of the triangular wave can be clearly seen. The filter we chose for our study has 128 taps, which is sufficiently long to model most practical signals and can be considered appropriate as a general purpose adaptive LMS filter.
The computer simulations of the adaptation process of both the conventional and the modulator-based adaptive filters are shown in Fig. 7 . Fig. 7(a) shows the instantaneous error voltage of the conventional filter as a function of time, whereas that for the modulator-based configuration is shown in Fig. 7(b) . Interestingly, perhaps due to the presence of quantization noise in the modulator output, which ensures a nonsingular correlation matrix, the modulator-based adaptive filter appears to converge to lower steady state error than the conventional adaptive filter. The power spectra -of the two errors in steady state are shown in Fig. 7 (c) and Fig. 7(d) , respectively. Not only in the quantization noise effectively suppressed, the residual harmonics of the triangular wave are also lower in Fig. 7(d) . Thus, in addition to hardware efficiency, the modulator-based adaptive filter may actually improve the MSE in applications where the filter is longer than required to model the desired signal. The filter coefficients after convergence, and their frequency-domain filter characteristics, are shown in Fig. 8 . The two filter impulse responses in Fig. 8(a) and Fig. 8(b) are similar in shape, reflecting the fact that they are canceling the same interference. The same can be seen from the flat passband of both filters' transfer functions shown in Fig. 8(c) and Fig. 8(d) .
The modulator-based filter in Fig. 8(d) , however, has to remove the high frequency quantization noise, so that it has converged to a lowpass characteristic with a sharp cutoff and 60-dB attenuation in the stopband. Although no white noise has been added to the conventional filter in the simulation, Fig. 8(c) shows that it also has converged to a low-pass characteristic, perhaps as a result of the adaptive process of the LMS algorithm. .Not having to suppress any quantization noise, its stopband attenuation is only 30 dB at the Nyquist frequency. The simulations therefore bear out our expectation that the adaptive filter will converge and take on a low-pass filter characteristic in order to remove the high frequency quantization noise, which is uncorrelated to the desired output.
IV. DISCUSSION
One concern with a C -A modulator based LMS filter is the increased FIR filter order that oversampling may imply for signals which are characterized by long delays or channels with long impulse response. In many current applications, however, digital adaptive systems are frequently oversampled anyway without any C -A modulators. For example, in adaptive cancellation of room acoustic ethos, the digital sampler is often dictated by the rest of the system to sample at, say, the telephone standard frequency of 8 kHz. The impulse response of the echo path, on the other hand, can be as long as 0.5 s. The signal is perhaps oversampled a thousand times, and the adaptive filter length can be many hundreds to many thousands. There is no reason why a digital version of our C -A modulator based LMS filter cannot be used for such applications, if only to save the storage for the delay line and the number of multipliers. Higher order C -A modulators [14] can also be used to relax the oversampling requirements. Implementing C -A modulator based LMS filters in analog form, however, does still raise the question whether integrating many taps as SC integrators is feasible, or indeed economical, using current technologies. We are working on reducing the complexity of that part of the filter, now that the delay line is greatly simplified and the multipliers eliminated. One point perhaps worth noting is that unlike 16-bit C -A A/D converters which require more than 96-dB signal-to-noise ratio at the output, rms errors at around 40 dB below signal level are often considered good in adaptive applications. This relaxes both the oversampling, and the number of taps required from the point of view of quantization noise removal. What is the most economical configuration depends very much on the application on one's hand.
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Analog delay elements and multipliers cost substantial silicon area and contribute to the noise, offset, nonlinearity, and other nonidealities of an analog adaptive FIR filter. Replacing the analog delay line by a binary shift register enables the data to propagate without degradation and enables the multiplication to be done by switching. Considerable silicon area can thereby be saved. This procedure can easily be carried out in the case of system modeling and inverse modeling, identification, and other applications, by using a binary random sequence as the white noise input. The binary random sequence can be generated by linear feedback shift registers, which are very easy to implement. When the input is not whi!e noise, the analog input signal can first be converted into a binary sequence by an oversampled C -A modulator before entering a multiplierless adaptive filter. The binary pulses propagating along the filter's shift register (delay line) contain the input information in the baseband and the quantization noise above the baseband. When the adaptive filter has sufficient degrees of freedom, it adjusts itself into a lowpass filter to remove the quantization noise, in addition to taking on the desired shape in the baseband for the main purpose of the filter. 
