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BOUNDEDNESS OF MULTILINEAR PSEUDO-DIFFERENTIAL
OPERATORS OF S0,0-TYPE IN L
2-BASED AMALGAM SPACES
TOMOYA KATO, AKIHIKO MIYACHI, AND NAOHITO TOMITA
Abstract. We consider the multilinear pseudo-differential operators with sym-
bols in a generalized S0,0-type class and prove the boundedness of the operators
from (L2, ℓq1) × · · · × (L2, ℓqN ) to (L2, ℓr), where (L2, ℓq) denotes the L2-based
amalgam space. This extends the previous result by the same authors, which
treated the bilinear pseudo-differential operators and gave the L2×L2 to (L2, ℓ1)
boundedness.
1. Introduction
First of all, throughout this paper, the letter N denotes a positive integer unless
the contrary is explicitly stated.
For a bounded measurable function σ = σ(x, ξ1, . . . , ξN) on (R
n)N+1, the multi-
linear pseudo-differential operator Tσ is defined by
Tσ(f1, . . . , fN)(x) =
1
(2π)Nn
∫
(Rn)N
eix·(ξ1+···+ξN )σ(x, ξ1, . . . , ξN)
N∏
j=1
f̂j(ξj) dξ1 . . . dξN
for f1, · · · , fN ∈ S(R
n). The function σ is called the symbol of the operator Tσ.
If N = 1 (resp. N = 2), we call Tσ the linear (resp. bilinear) pseudo-differential
operator.
For the boundedness of the multilinear operators Tσ, we shall use the following
terminology. Let Xj , j = 1, . . . , N , and Y be function spaces on R
n equipped with
quasi-norms ‖ · ‖Xj and ‖ · ‖Y , respectively. If there exists a constant A such that
(1.1) ‖Tσ(f1, . . . , fN)‖Y ≤ A
N∏
j=1
‖fj‖Xj for all fj ∈ S ∩Xj , j = 1, . . . , N,
then, with a slight abuse of terminology, we say that Tσ is bounded fromX1×· · ·×XN
to Y and write Tσ : X1×· · ·×XN → Y . The smallest constant A in (1.1) is denoted
by ‖Tσ‖X1×···×XN→Y . If A is a class of symbols, we denote by Op(A) the class of all
operators Tσ corresponding to σ ∈ A. If Tσ : X1 × · · · × XN → Y for all σ ∈ A,
then we write Op(A) ⊂ B(X1 × · · · ×XN → Y ).
We introduce the following symbol class of S0,0-type.
Definition 1.1. For a nonnegative function W on (Rn)N , we denote by SW0,0(R
n, N)
the set of all those smooth functions σ = σ(x, ξ1, . . . , ξN) on (R
n)N+1 such that the
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estimate
|∂αx∂
β1
ξ1
· · ·∂βNξN σ(x, ξ1, . . . , ξN)| ≤ Cα,β1,...,βNW (ξ1, . . . , ξN)
holds for all multi-indices α, β1, . . . , βN ∈ N
n
0 = {0, 1, 2, . . .}
n. We shall call W the
weight function of the class SW0,0(R
n, N).
For the weight function W (ξ1, . . . , ξN) = (1 + |ξ1| + · · · + |ξN |)
m, m ∈ R, we
denote the class SW0,0(R
n, N) by S
〈m〉
0,0 (R
n, N). When N = 1, the class S
〈m〉
0,0 (R
n, 1)
coincides with the well-known Ho¨rmander class Sm0,0(R
n). In several literatures, the
class S
〈m〉
0,0 (R
n, N) is denoted by several different symbols and is called the multilinear
Ho¨rmander class.
The study of boundedness of the pseudo-differential operators with symbols in
linear and multilinear Ho¨rmander classes have been done by a lot of researchers. For
instance, in the linear case, N = 1, the celebrated Caldero´n-Vaillancourt theorem
states that
(1.2) Op(S
〈0〉
0,0(R
n, 1)) ⊂ B(L2 → L2)
(see [4]). In the bilinear case, N = 2, in the paper [20], the second and the third
named authors of the present paper proved that
(1.3) Op(S
〈−n/2〉
0,0 (R
n, 2)) ⊂ B(L2 × L2 → h1)
and
(1.4) Op(S
〈−n/2〉
0,0 (R
n, 2)) ⊂ B(L2 × bmo→ L2),
where h1 is the local Hardy space and bmo is the local BMO space. By interpolation,
these imply that
(1.5) Op(S
〈−n/2〉
0,0 (R
n, 2)) ⊂ B(Lq1 × Lq2 → Lr)
for 1 ≤ r ≤ 2 ≤ q1, q2 ≤ ∞ with 1/q1 + 1/q2 = 1/r. In [20], it is also proved that
m = −n/2 is the critical number in (1.3), (1.4), and (1.5). In the N -fold multilinear
case, N ≥ 3, Michalowski–Rule–Staubach [18, Theorem 3.3] proved that
(1.6) Op(S
〈m〉
0,0 (R
n, N)) ⊂ B(Lq1 × · · · × LqN → Lr) with m < −nN/2
holds for 2 ≤ q1, . . . , qN ≤ ∞ and 2/N ≤ r ≤ ∞ with 1/q1 + · · ·+ 1/qN = 1/r.
Quite recently, the authors [17] introduced the symbol class SW0,0(R
n, 2) of Defi-
nition 1.1 and, under certain condition on the weight W , proved that the bilinear
operators Tσ with symbols in the class S
W
0,0(R
n, 2) are bounded from L2 × L2 to
the L2-based amalgam space (L2, ℓ1). For the definition of the amalgam spaces, see
Section 2.3. This result improves (1.3) since the general symbol class SW0,0(R
n, 2) of
[17] can be wider than the bilinear Ho¨rmander class S
〈−n/2〉
0,0 (R
n, 2) and the target
space (L2, ℓ1) is continuously embedded into h1.
In the present paper, we will consider the multilinear pseudo-differential operators
with symbols in the class SW0,0(R
n, N) and, under certain condition on the weight
W , prove the boundedness of the corresponding operators from the product of the
amalgam spaces (L2, ℓq1)×· · ·×(L2, ℓqN ) to (L2, ℓr). Our result extends the result of
[17] in two ways. Firstly, we generalize the result for the bilinear pseudo-differential
operators to the case of N -fold multilinear operators. Secondly, we deal with the
L2-based amalgam spaces not only as the target space but also as the domain space.
Our result also generalizes or improves the results stated in (1.2)–(1.6); for this see
the next to the last paragraph in this section.
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Now we shall state our main result more precisely. We use the class of weight
functions defined below. This is originally introduced in [17, Definition 1.2] in the
case N = 2. The definition below covers all N ≥ 1.
Definition 1.2. We denote by BN ((Z
n)N) the set of all those nonnegative functions
V on (Zn)N for which there exists a constant c ∈ (0,∞) such that the inequality
(1.7)
∑
ν1,...,νN∈Zn
V (ν1, . . . , νN)A0(ν1 + · · ·+ νN )
N∏
j=1
Aj(νj) ≤ c
N∏
j=0
‖Aj‖ℓ2(Zn)
holds for all nonnegative functions Aj , j = 0, 1, . . . , N , on Z
n.
By using the class above, the main theorem of this paper is stated as follows.
Theorem 1.3. Let V be a nonnegative bounded function on (Zn)N and let
V˜ (ξ1, . . . , ξN) =
∑
ν1,...,νN∈Zn
V (ν1, . . . , νN)
N∏
j=1
1Q(ξj − νj), (ξ1, . . . , ξN) ∈ (R
n)N ,
where Q = [−1/2, 1/2)n. Then the following hold.
(1) If there exist qj , r ∈ (0,∞], j = 1, . . . , N , such that all Tσ ∈ Op(S
V˜
0,0(R
n, N)) are
bounded from (L2, ℓq1)× · · · × (L2, ℓqN ) to (L2, ℓr), then V ∈ BN ((Z
n)N).
(2) Conversely, if V ∈ BN((Z
n)N), then all Tσ ∈ Op(S
V˜
0,0(R
n, N)) are bounded from
(L2, ℓq1) × · · · × (L2, ℓqN ) to (L2, ℓr) for qj, r ∈ (0,∞], j = 1, . . . , N , satisfying
1/q1 + · · ·+ 1/qN ≥ 1/r.
As we mentioned above, this theorem generalizes [17, Theorem 1.3], where the
case N = 2, q1 = q2 = 2, and r = 1 was considered.
Here are some typical examples of functions in the class BN ((Z
n)N).
Example 1.4. The following functions V on (Zn)N belong to the class BN ((Z
n)N):
V (ν1, . . . , νN) = (1 + |ν1|+ · · ·+ |νN |)
−(N−1)n/2;(1.8)
V (ν1, . . . , νN) =
N∏
j=1
(1 + |νj |)
−aj , 0 < aj < n/2,
N∑
j=1
aj = (N − 1)n/2;(1.9)
where νj ∈ Z
n, j = 1, . . . , N , and we assume N ≥ 2 in (1.9).
When N = 1, the function of (1.8) is the constant function V (ν1) = 1 and for
this weight function the class SV˜0,0(R
n, 1) is identical with S
〈0〉
0,0(R
n, 1). The class
SV˜0,0(R
n, N) with V of (1.8) is equal to the class S
〈−(N−1)n/2〉
0,0 (R
n, N). Notice that
the class SV˜0,0(R
n, N) with V of (1.9) is wider than S
〈−(N−1)n/2〉
0,0 (R
n, N) if N ≥ 2.
More generally, in Proposition 3.3, we will prove that all nonnegative functions in
the Lorentz space ℓ
2N
N−1
,∞(ZNn) belong to BN((Z
n)N). In Proposition 3.4, we also
prove that BN ((Z
n)N) contains functions generalizing (1.9).
To conclude the overview of our result, we shall briefly give comments on com-
parison between Theorem 1.3 and the results (1.2)–(1.6). When N = 1, the bound-
edness of Theorem 1.3 (2) for V (ν1) = 1 and q1 = r = 2 coincides with (1.2), since
(L2, ℓ2) = L2. When N ≥ 2, Theorem 1.3 (2) for V of (1.8), combined with the
embeddings Lq →֒ (L2, ℓq) for 2 ≤ q ≤ ∞, bmo →֒ (L2, ℓ∞), and (L2, ℓr) →֒ hr for
0 < r ≤ 2 (see Section 2.3), implies that
Op(S
〈−(N−1)n/2〉
0,0 (R
n, N)) ⊂ B(Lq1 × · · · × LqN → hr)
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for 2/N ≤ r ≤ 2 ≤ q1, . . . , qN ≤ ∞ and 1/q1 + · · ·+ 1/qN = 1/r, where L
qj can be
replaced by bmo for qj =∞. Thus, under these conditions of qj and r, Theorem 1.3
covers (1.3), (1.4), (1.5), and (1.6).
We end this section by mentioning the plan of this paper. In Section 2, we will
give the basic notations used throughout this paper and recall the definitions and
properties of some function spaces. In Section 3, we give several properties of the
class BN ((Z
n)N) and prove that it contains the functions V of Example 1.4. After
we prepare several lemmas in Section 4, we prove Theorem 1.3 in Section 5. In
Section 5, we also give a theorem, Theorem 5.3, which is concerned with symbols
satisfying low regularity condition. In Section 6, we show another theorem, Theorem
6.1, which is concerned with symbols with low regularity and boundedness of the
operators in the Lp framework. In Section 7, we prove the sharpness of Theorem
6.1.
2. Preliminaries
2.1. Basic notations. We collect notations which will be used throughout this pa-
per. We denote by R, Z, N, and N0 the sets of real numbers, integers, positive
integers, and nonnegative integers, respectively. We denote by Q the n-dimensional
unit cube [−1/2, 1/2)n. The cubes τ +Q, τ ∈ Zn, are mutually disjoint and consti-
tute a partition of the Euclidean space Rn. This implies integral of a function on
Rn can be written as
(2.1)
∫
Rn
f(x) dx =
∑
τ∈Zn
∫
Q
f(x+ τ) dx.
We denote by BR the closed ball in R
n of radius R > 0 centered at the origin. For
1 ≤ p ≤ ∞, p′ is the conjugate number of p defined by 1/p + 1/p′ = 1. We write
[s] = max{n ∈ Z : n ≤ s} for s ∈ R. For x ∈ Rd, we write 〈x〉 = (1+ |x|2)1/2. Thus,
for N ≥ 1, 〈(x1, . . . , xN)〉 = (1 + |x1|
2 + · · ·+ |xN |
2)1/2 for (x1, . . . , xN) ∈ (R
n)N .
For two nonnegative functions A(x) and B(x) defined on a set X , we write A(x) .
B(x) for x ∈ X to mean that there exists a positive constant C such that A(x) ≤
CB(x) for all x ∈ X . We often omit to mention the set X when it is obviously
recognized. Also A(x) ≈ B(x) means that A(x) . B(x) and B(x) . A(x).
We denote the Schwartz space of rapidly decreasing smooth functions on Rd by
S(Rd) and its dual, the space of tempered distributions, by S ′(Rd). The Fourier
transform and the inverse Fourier transform of f ∈ S(Rd) are given by
Ff(ξ) = f̂(ξ) =
∫
Rd
e−ix·ξf(x) dx,
F−1f(x) = fˇ(x) =
1
(2π)d
∫
Rd
eix·ξf(ξ) dξ,
respectively. We also deal with the partial Fourier transform of a Schwartz func-
tion f(x, ξ1, . . . , ξN), x, ξ1, . . . , ξN ∈ R
n. In this case, we denote the partial Fourier
transform with respect to the x and ξj variables by F0 and Fj, j = 1, . . . , N , respec-
tively. We also write the Fourier transform on (Rn)N for the ξ1, . . . , ξN variables as
F1,...,N = F1 · · · FN . For m ∈ S
′(Rn), the Fourier multiplier operator is defined by
m(D)f = F−1 [m · Ff ] .
We also use the notation (m(D)f)(x) = m(Dx)f(x) when we indicate which variable
is considered.
MULTILINEAR PSEUDO-DIFFERENTIAL OPERATORS 5
For a measurable subset E ⊂ Rd, the Lebesgue space Lp(E), 0 < p ≤ ∞, is the set
of all those measurable functions f on E such that ‖f‖Lp(E) =
(∫
E
∣∣f(x)∣∣p dx)1/p <
∞ if 0 < p < ∞ or ‖f‖L∞(E) = ess supx∈E |f(x)| < ∞ if p = ∞. We also use the
notation ‖f‖Lp(E) = ‖f(x)‖Lpx(E) when we want to indicate the variable explicitly.
The uniformly local L2 space, denoted by L2ul(R
d), consists of all those measurable
functions f on Rd such that
‖f‖L2ul(Rd) = sup
ν∈Zd
(∫
[−1/2,1/2)d
∣∣f(x+ ν)∣∣2 dx)1/2 <∞
(this notion can be found in [16, Definition 2.3]).
Let K be a countable set. We define the sequence spaces ℓq(K) and ℓq,∞(K) as
follows. The space ℓq(K), 0 < q ≤ ∞, consists of all those complex sequences
a = {ak}k∈K such that ‖a‖ℓq(K) =
(∑
k∈K |ak|
q
)1/q
< ∞ if 0 < q < ∞ or ‖a‖ℓ∞(K) =
supk∈K |ak| <∞ if q =∞. For 0 < q <∞, the space ℓ
q,∞(K) is the set of all those
complex sequences a = {ak}k∈K such that
‖a‖ℓq,∞(K) = sup
t>0
{
t ♯
(
{k ∈ K : |ak| > t}
)1/q}
<∞,
where ♯ denotes the cardinality of a set. Sometimes we write ‖a‖ℓq = ‖ak‖ℓqk or
‖a‖ℓq,∞ = ‖ak‖ℓq,∞k . If K = Z
n, we usually write ℓq or ℓq,∞ for ℓq(Zn) or ℓq,∞(Zn).
Let X, Y, Z be function spaces. We denote the mixed norm by
‖f(x, y, z)‖XxYyZz =
∥∥∥∥∥∥‖f(x, y, z)‖Xx∥∥Yy
∥∥∥∥
Zz
.
(Here pay special attention to the order of taking norms.) We shall use these mixed
norms for X, Y, Z being Lp or ℓp. The inequality
(2.2) ‖f(τ, ν)‖ℓpτ ℓqν ≤
∥∥‖f(τ, ν)‖ℓqν∥∥ℓmin(p,q)τ , 0 < p, q ≤ ∞,
will be often used, and this can be proved by the inequality ‖ · ‖ℓp ≤ ‖ · ‖ℓq for the
case p ≥ q and the Minkowski inequality for the case p ≤ q. It is worth mentioning
that this inequality is incorrect for the Lp case in general.
2.2. Local Hardy spaces hp and the space bmo. We recall the definition of the
local Hardy spaces hp(Rn), 0 < p ≤ ∞, and the space bmo(Rn).
Let φ ∈ S(Rn) be such that
∫
Rn
φ(x) dx 6= 0. Then, the local Hardy space hp(Rn)
consists of all f ∈ S ′(Rn) such that ‖f‖hp = ‖ sup0<t<1 |φt ∗ f |‖Lp < ∞, where
φt(x) = t
−nφ(x/t). It is known that hp(Rn) does not depend on the choice of the
function φ, and that hp(Rn) = Lp(Rn) for 1 < p ≤ ∞ and especially h1(Rn) →֒
L1(Rn).
The space bmo(Rn) consists of all locally integrable functions f on Rn such that
‖f‖bmo = sup
|R|≤1
1
|R|
∫
R
|f(x)− fR| dx+ sup
|R|≥1
1
|R|
∫
R
|f(x)| dx <∞,
where fR = |R|
−1
∫
R
f(x) dx, and R ranges over the cubes in Rn.
It is known that the dual space of h1(Rn) is bmo(Rn). See Goldberg [8] for more
details about hp and bmo.
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2.3. Amalgam spaces. For 0 < p, q ≤ ∞, the amalgam space (Lp, ℓq)(Rn) is
defined to be the set of all those measurable functions f on Rn such that
‖f‖(Lp,ℓq)(Rn) = ‖f(x+ ν)‖Lpx(Q)ℓqν(Zn) =
{∑
ν∈Zn
(∫
Q
∣∣f(x+ ν)∣∣p dx)q/p}1/q <∞
with usual modification when p or q is infinity. Obviously, (Lp, ℓp) = Lp and
(L2, ℓ∞) = L2ul. For 1 ≤ p, q < ∞, the duality (L
p, ℓq)∗ = (Lp
′
, ℓq
′
) holds. If
p1 ≥ p2 and q1 ≤ q2, then (L
p1 , ℓq1) →֒ (Lp2, ℓq2). In particular, Lq →֒ (L2, ℓq) for
2 ≤ q ≤ ∞, bmo →֒ (L2, ℓ∞), and (L2, ℓq) →֒ hq for 0 < q ≤ 2.
Here we prove the last embedding (the others are obvious). In the definition
of hq, we choose φ ∈ S(Rn) satisfying that supp φ ⊂ [−1, 1]n. Then, by using
L2(Rn) →֒ L2(Q) →֒ Lq(Q), we have
‖f‖hq =
∥∥∥∥ sup
0<t<1
|φt ∗ (f 1ν+3Q)(x+ ν)|
∥∥∥∥
Lqx(Q)ℓ
q
ν
. ‖M(f 1ν+3Q)(x)‖L2x(Rn)ℓqν . ‖f 1ν+3Q‖L2(Rn)ℓqν ≈ ‖f‖(L2,ℓq) ,
where M is the Hardy–Littlewood maximal operator and 3Q = [−3/2, 3/2)n.
See Fournier–Stewart [7] and Holland [14] for more properties of amalgam spaces.
We end this subsection with noting the following lemma.
Lemma 2.1. Let p, q ∈ (0,∞]. If L > n/min(p, q) and if g is a measuarable
function on Rn such that
(2.3) c1Q(x) ≤ |g(x)| ≤ c
−1〈x〉−L
with some positive constant c, then
(2.4) ‖f‖(Lp,ℓq)(Rn) ≈ ‖g(x− ν)f(x)‖Lpx(Rn)ℓqν(Zn) .
Proof. The inequality . in (2.4) is obvious from the former inequality of (2.3). To
show the inequality & in (2.4), we use the formula (2.1) to write the right hand side
of (2.4) as
(2.5) ‖g(x− ν)f(x)‖Lpx(Rn)ℓqν = ‖g(x+ τ − ν)f(x+ τ)‖Lpx(Q)ℓpτ ℓqν .
Using the latter inequality of (2.3), changing variables, and using the inequality
(2.2), we see that the right hand side of (2.5) is bounded by∥∥〈x+ τ − ν〉−Lf(x+ τ)∥∥
Lpx(Q)ℓ
p
τ ℓ
q
ν
≈
∥∥〈τ〉−Lf(x+ τ + ν)∥∥
Lpx(Q)ℓ
p
τ ℓ
q
ν
≤
∥∥〈τ〉−L‖f(x+ τ + ν)‖Lpx(Q)ℓqν∥∥ℓmin(p,q)τ ≈ ‖f‖(Lp,ℓq),
where the last ≈ holds because min(p, q)L > n. 
3. Class BN
In this section, we give several properties of the class BN ((Z
n)N) introduced in
Definition 1.2. We also introduce the class M(Rd), which will be used in the next
section. For the case N = 2, most of the results in this section are already given in
[17, Section 3]. The argument in this section is a modification of [17, loc. cit.] to
cover all N ≥ 1.
Proposition 3.1. (1) Every function in the class BN((Z
n)N) is bounded.
(2) If N = 1, then BN ((Z
n)N ) = B1(Z
n) = ℓ∞(Zn).
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(3) Let N ≥ 2. A nonnegative function V = V (ν1, . . . , νN ) on (Z
n)N belongs to
BN ((Z
n)N) if and only if each of
V (−ν1, . . . ,−νj−1, ν1 + · · ·+ νN ,−νj+1, . . . ,−νN ), j = 1, . . . , N,
belongs to BN ((Z
n)N).
(4) If N ≥ 2, then the class BN((Z
n)N) is not rearrangement invariant, i.e.,
there exists a function V on (Zn)N and a bijection Φ : (Zn)N → (Zn)N such
that V ∈ BN((Z
n)N) but V ◦ Φ 6∈ BN ((Z
n)N).
(5) Let d, d′ ∈ N, V ∈ BN((Z
d)N), and V ′ ∈ BN((Z
d′)N). Then the function
W ((µ1, µ
′
1), . . . , (µN , µ
′
N)) = V (µ1, . . . , µN)V
′(µ′1, . . . , µ
′
N)
for µj ∈ Z
d, µ′j ∈ Z
d′ , j = 1, . . . , N , belongs to BN ((Z
d+d′)N).
Proof. (1) If V satisfies (1.7), then applying it to the case where each of A0, A1, . . . , AN
is a defining function of one point we easily find V (ν1, . . . , νN) ≤ c.
(2) The inclusion B1(Z
n) ⊂ ℓ∞(Zn) follows from (1). The opposite inclusion
ℓ∞(Zn) ⊂ B1(Z
n) also holds because the Cauchy–Schwarz inequality implies∑
ν1∈Zn
V (ν1)A0(ν1)A1(ν1) ≤ ‖V ‖ℓ∞‖A0‖ℓ2‖A1‖ℓ2.
(3) This can be easily proved by a simple change of variables.
(4) Let N ≥ 2. The function V (ν1, . . . , νN) = (1 + |ν1|+ · · ·+ |νN−1|)
−(N−1)n/2−ǫ
with ǫ > 0 belongs to BN ((Z
n)N); this can be seen from Proposition 3.2 (1) below
since this V is in ℓ2((Zn)N−1). On the other hand, for 0 < α < (N − 1)n/2, the
function
W (ν1, . . . , νN) = (1 + |ν1|+ · · ·+ |νN |)
−(N−1)n/2+α, (ν1, . . . , νN) ∈ (Z
n)N ,
does not belong to BN ((Z
n)N). In fact, for Aj(µ) = 〈µ〉
−n/2−α/(N+2) ∈ ℓ2µ(Z
n),
j = 0, 1, . . . , N , the left hand side of (1.7) is bounded from below by a constant
(depending on N) times∑
ν1
∑
|ν2|≤|ν1|/N
· · ·
∑
|νN |≤|ν1|/N
〈ν1〉
−(N−1)n/2+α
(
〈ν1〉
−n/2−α/(N+2)
)N+1
≈
∑
ν1
〈ν1〉
−n+α/(N+2) =∞.
Notice that both V and W take their values in the interval (0, 1]. For ℓ ∈ N0, set
Eℓ(V ) = {(ν1, . . . , νN) ∈ (Z
n)N : 2−ℓ−1 < V (ν1, . . . , νN ) ≤ 2
−ℓ},
Eℓ(W ) = {(ν1, . . . , νN) ∈ (Z
n)N : 2−ℓ−1 < W (ν1, . . . , νN) ≤ 2
−ℓ}.
Then the sets {Eℓ(V )}ℓ∈N0 and {Eℓ(W )}ℓ∈N0 are the partitions of (Z
n)N , each Eℓ(V )
is an infinite set, and Eℓ(W ) is a finite set. It is easy to construct a bijection Φ of
(Zn)N onto itself such that
Φ(Eℓ(W )) ⊂ E0(V ) ∪ · · · ∪ Eℓ(V ) for all ℓ ∈ N0.
Then W ≤ 2−ℓ and V ◦ Φ > 2−ℓ−1 on each Eℓ(W ), we have W < 2V ◦ Φ on the
whole (Zn)N . Since W 6∈ BN ((Z
n)N), we have V ◦ Φ 6∈ BN ((Z
n)N).
(5) This is easily checked from the definition of BN((Z
n)N). 
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Proposition 3.2. (1) Let N ≥ 2. Suppose a nonnegative function V on (Zn)N
is one of the following forms:
V (ν1, . . . , νN) = V0(ν1, . . . , νk−1, νk+1, . . . , νN), k = 1, . . . , N.
Then V ∈ BN ((Z
n)N) if and only if there exists a constant C ∈ (0,∞) such
that the inequality∑
ν1,...,νk−1,νk+1,...,νN∈Zn
V0(ν1, . . . , νk−1, νk+1, . . . , νN)
∏
j∈{1,...,N}\{k}
Aj(νj)
≤ C
∏
j∈{1,...,N}\{k}
‖Aj‖ℓ2
(3.1)
holds for all nonnegative functions Aj, j ∈ {1, . . . , N} \ {k}, on Z
n. In
particular, V ∈ BN ((Z
n)N) if and only if V0 ∈ ℓ
2(Zn) when N = 2, and
V ∈ BN((Z
n)N ) if V0 ∈ ℓ
2((Zn)N−1) when N ≥ 3.
(2) Let N ≥ 2. Then a nonzero constant function does not belong to BN ((Z
n)N).
(3) Let N ≥ 3. Then any nonnegative function, not identically zero, that is of
the form V (ν1, . . . , νN) = V0(ν1, . . . , νN−2) does not belong to BN ((Z
n)N).
More generally, any nonnegative function, not identically zero, that depends
on only N − 2 of the variables ν1, . . . , νN does not belong to BN ((Z
n)N).
Proof. The assertion (1) for the case N = 2 was already shown in [17, Proposi-
tion 3.2]; the proof below will be an alternative one. To prove (1), it suffices to
consider the case k = N , i.e., the case where V is of the form V (ν1, . . . , νN) =
V0(ν1, . . . , νN−1). To prove the “if” part, suppose (3.1) with k = N holds. Then,
using the Cauchy–Schwarz inequality for the sum over νN , we have∑
ν1,...,νN∈Zn
V0(ν1, . . . , νN−1)A0(ν1 + · · ·+ νN)
N∏
j=1
Aj(νj)
≤ ‖A0‖ℓ2(Zn)‖AN‖ℓ2(Zn)
∑
ν1,...,νN−1
V0(ν1, . . . , νN−1)
N−1∏
j=1
Aj(νj) .
N∏
j=0
‖Aj‖ℓ2(Zn),
which implies V ∈ BN ((Z
n)N). We next consider the “only if” part. Assume that
V ∈ BN ((Z
n)N), i.e., assume the inequality∑
ν1,...,νN∈Zn
V0(ν1, . . . , νN−1)A0(ν1 + · · ·+ νN)
N∏
j=1
Aj(νj) .
N∏
j=0
‖Aj‖ℓ2(Zn)
holds. By duality, this is identical with∥∥∥∥∥∥
∑
ν1,...,νN−1∈Zn
V0(ν1, . . . , νN−1)A0(ν1 + · · ·+ νN)
N−1∏
j=1
Aj(νj)
∥∥∥∥∥∥
ℓ2νN (Z
n)
.
N−1∏
j=0
‖Aj‖ℓ2(Zn).
(3.2)
We take a positive integer M and set
A0(ν) =
{
1, if |ν| ≤ NM,
0, if |ν| > NM.
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Since V0 and Aj , j = 1, . . . , N − 1, are nonnegative, the left hand side of (3.2) is
bounded from below by∥∥∥∥∥∥
∑
|ν1|,...,|νN−1|≤M
V0(ν1, . . . , νN−1)A0(ν1 + · · ·+ νN )
N−1∏
j=1
Aj(νj)
∥∥∥∥∥∥
ℓ2({|νN |≤M})
=
∥∥∥∥∥∥
∑
|ν1|,...,|νN−1|≤M
V0(ν1, . . . , νN−1)
N−1∏
j=1
Aj(νj)
∥∥∥∥∥∥
ℓ2({|νN |≤M})
≈ Mn/2
∑
|ν1|,...,|νN−1|≤M
V0(ν1, . . . , νN−1)
N−1∏
j=1
Aj(νj).
Hence, (3.2) and the estimate ‖A0‖ℓ2 ≈M
n/2 imply∑
|ν1|,...,|νN−1|≤M
V0(ν1, . . . , νN−1)
N−1∏
j=1
Aj(νj) .
N−1∏
j=1
‖Aj‖ℓ2(Zn).
Since the implicit constants above is independent of M , by letting M → ∞, we
obtain (3.1) with k = N . This completes the proof of the “only if” part. The
remaining claims concerning the case V0 ∈ ℓ
2 immediately follow from (3.1) with
the aid of duality or the Cauchy–Schwarz inequality; we omit the details.
For the assertion (2), the case N = 2 is obvious from (1), so that we shall in-
vestigate the cases N ≥ 3. Toward a contradiction, we assume that the constant
function 1 belongs to BN ((Z
n)N), that is, the inequality∑
ν1,...,νN∈Zn
A0(ν1 + · · ·+ νN)
N∏
j=1
Aj(νj) ≤ c
N∏
j=0
‖Aj‖ℓ2(Zn)
holds for all nonnegative functions Aj , j = 0, 1, . . . , N , on Z
n. Test
(3.3) Aj(νj) =
{
1, if νj = 0,
0, if νj 6= 0
for j = 1, . . . , N − 2. Then, we have
(3.4)
∑
νN−1,νN
A0(νN−1 + νN)AN−1(νN−1)AN(νN ) ≤ c‖A0‖ℓ2‖AN−1‖ℓ2‖AN‖ℓ2 ,
which means that the constant function 1 belongs to B2((Z
n)2), which contradicts
the result for the case N = 2. Hence, we obtain the assertion (2) for N ≥ 3.
To prove (3), assume V is of the form V (ν1, . . . , νN) = V0(ν1, . . . , νN−2) and
assume V ∈ BN ((Z
n)N), that is, the following inequality holds:∑
ν1,...,νN∈Zn
V0(ν1, . . . , νN−2)A0(ν1 + · · ·+ νN )
N∏
j=1
Aj(νj) ≤ c
N∏
j=0
‖Aj‖ℓ2(Zn).
By testing Aj given by (3.3) for j = 1, . . . , N − 2, we have∑
νN−1,νN∈Zn
V0(0, . . . , 0)A0(νN−1 + νN)AN−1(νN−1)AN (νN)
≤ c‖A0‖ℓ2(Zn)‖AN−1‖ℓ2(Zn)‖AN‖ℓ2(Zn).
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Then, by (2), we must have V0(0, . . . , 0) = 0. By translation, we also have V0(ν1, . . . , νN−2) =
0 for all ν1, . . . , νN−2 and thus V = 0. 
Proposition 3.3. Let N ≥ 2. Then all nonnegative functions in the class ℓ
2N
N−1
,∞((Zn)N)
belong to BN((Z
n)N).
Proof. By appropriately extending functions on Zn and (Zn)N to functions on Rn
and (Rn)N , it is sufficient to prove the inequality∫
(Rn)N
V (x1, . . . , xN )A0(x1 + · · ·+ xN)
N∏
j=1
Aj(xj) dx1 · · · dxN
. ‖V ‖
L
2N
N−1
,∞
(RnN )
N∏
j=0
‖Aj‖L2(Rn)
(3.5)
for nonnegative measurable functions V,Aj, j = 0, 1, . . . , N , on the corresponding
Euclidean spaces. We shall derive this inequality from a combination of real inter-
polation and the inequality∫
(Rn)N
V (x1, . . . , xN )A0(x1 + · · ·+ xN)
N∏
j=1
Aj(xj) dx1 · · · dxN
≤ ‖V ‖Lq(RnN )
N∏
j=0
‖Aj‖Lqj (Rn)
(3.6)
for
N
q
+
N∑
j=0
1
qj
= N,(3.7)
0 ≤
1
qj
≤ 1−
1
q
≤ 1, j = 0, 1, . . . , N.(3.8)
Here we give a proof of (3.6)-(3.7)-(3.8). By duality, it is sufficient to show
(3.9)
∥∥∥∥∥A0(x1 + · · ·+ xN)
N∏
j=1
Aj(xj)
∥∥∥∥∥
Lq
′
x1,...,xN
(RnN )
≤
N∏
j=0
‖Aj‖Lqj (Rn).
In the case q′ =∞, (3.8) implies qj =∞, j = 0, 1, . . . , N , and (3.9) is obvious. We
assume q′ < ∞. Let αj ∈ [1,∞], j = 0, 1, . . . , N , satisfy
∑N
j=0 1/αj = N . Then
writing A˜(x) = A(−x), using Ho¨lder’s inequality with 1/α = 1 − 1/αN , and using
(N − 1)-times Young’s inequalities for convolution, we have∥∥∥∥∥A0(x1 + · · ·+ xN )
N∏
j=1
Aj(xj)
∥∥∥∥∥
q′
Lq
′
x1,...,xN
=
∫
(A˜0
q′
∗ Aq
′
1 ∗ · · · ∗ A
q′
N−1)(−xN )AN(xN )
q′ dxN
≤ ‖A˜0
q′
∗ Aq
′
1 ∗ · · · ∗ A
q′
N−1‖Lα‖A
q′
N‖LαN
≤ ‖A˜0
q′
‖Lα0‖A
q′
1 ‖Lα1 · · · ‖A
q′
N−1‖LαN−1‖A
q′
N‖LαN
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=
(
N∏
j=0
‖Aj‖Lq′αj
)q′
.
Here, observe that the conditions set on αj and α ensure that we can use Young’s
inequalities (N − 1)-times. By choosing αj such that q
′αj = qj , j = 0, 1, . . . , N , we
obtain (3.9).
Now, from (3.6), it follows by duality that the multilinear map
T (A0, A1, . . . , AN)(x1, . . . , xN ) = A0(x1 + · · ·+ xN)A1(x1) . . .AN (xN)
satisfies the estimate
‖T (A0, A1, . . . , AN)‖Lq′ (RnN ) ≤
N∏
j=0
‖Aj‖Lqj (Rn)
for all q and (qj) satisfying (3.7) and (3.8). Hence, by the real interpolation for
multilinear operators (see Janson [15]), it follows that if q and (qj) satisfy (3.7) and
also satisfy the strict inequalities
(3.10) 0 <
1
qj
< 1−
1
q
< 1, j = 0, 1, . . . , N,
then the Lorentz norm estimate
‖T (A0, A1, . . . , AN)‖Lq′,r′(RnN ) .
N∏
j=0
‖Aj‖Lqj ,rj (Rn)
holds for all r and (rj) such that
(3.11) r, rj ∈ [1,∞], j = 0, 1, . . . , N, and
1
r
+
N∑
j=0
1
rj
= 1.
By duality again, this implies that the inequality∫
(Rn)N
V (x1, . . . , xN)A0(x1 + · · ·+ xN )
N∏
j=1
Aj(xj) dx1 · · ·dxN
. ‖V ‖Lq,r(RnN )
N∏
j=0
‖Aj‖Lqj ,rj (Rn)
(3.12)
holds for all q, (qj), r, and (rj) satisfying (3.7), (3.10), and (3.11). In particular,
by taking q = 2N
N−1
, q0 = q1 = · · · = qN = 2, r = r0 = r1 = · · · = rN−2 = ∞, and
rN−1 = rN = 2, we obtain∫
(Rn)N
V (x1, . . . , xN)A0(x1 + · · ·+ xN)
N∏
j=1
Aj(xj) dx1 · · · dxN
. ‖V ‖
L
2N
N−1
,∞
(RnN )
(
N−2∏
j=0
‖Aj‖L2,∞(Rn)
)
‖AN−1‖L2(Rn)‖AN‖L2(Rn),
which a fortiori implies (3.5). 
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Proposition 3.4. Let N ≥ 2, 2 < pj < ∞,
∑N
j=1 1/pj = (N − 1)/2, and let fj ∈
ℓpj ,∞(Zn) be nonnegative sequences for j = 1, . . . , N . Then the function
∏N
j=1 fj(νj)
belongs to BN ((Z
n)N ).
Proof. In (3.6)-(3.7)-(3.8) given in Proof of Proposition 3.3, consider the special case
that V (x1, . . . , xN ) = 1 and q =∞. Then replacing Aj(xj) by fj(xj)Aj(xj) and 1/qj
by 1/pj + 1/qj for j = 1, . . . , N , we obtain the inequality∫
(Rn)N
A0(x1 + · · ·+ xN )
N∏
j=1
fj(xj)Aj(xj) dx1 · · · dxN
≤ ‖A0‖Lq0 (Rn)
N∏
j=1
‖fj‖Lpj (Rn)‖Aj‖Lqj (Rn)
(3.13)
for
1
q0
+
N∑
j=1
(
1
pj
+
1
qj
)
= N,(3.14)
0 ≤ 1/q0, 1/pj, 1/qj ≤ 1,(3.15)
0 ≤ 1/pj + 1/qj ≤ 1, j = 1, . . . , N.(3.16)
Hence, by the same argument of interpolation as in Proof of Proposition 3.3, we see
that (3.13) holds with the Lebesgue norms replaced by appropriate Lorentz norms
if the equality (3.14) holds and if all the inequalities (3.15) and (3.16) hold with
strict inequalities. Thus, in particular, for q0 = q1 = · · · = qN = 2 and for p1, . . . , pN
satisfying 0 < 1/pj < 1/2 and 1/p1 + · · ·+ 1/pN = (N − 1)/2, we have∫
(Rn)N
(
N∏
j=1
fj(xj)
)
A0(x1 + · · ·+ xN)
N∏
j=1
Aj(xj) dx1 · · · dxN
.
(
N∏
j=1
‖fj‖Lpj ,∞(Rn)
)(
N−2∏
j=0
‖Aj‖L2,∞(Rn)
)
‖AN−1‖L2(Rn)‖AN‖L2(Rn),
which a fortiori implies the conclusion of Proposition 3.4. 
Here, we prove Example 1.4.
Proof of Example 1.4. IfN = 1, then the function (1.8) obviously belongs to B1(Z
n) =
ℓ∞(Zn). If N ≥ 2, then (1.8) belongs to BN ((Z
n)N) by Proposition 3.3 and (1.9)
belongs to BN ((Z
n)N) by Proposition 3.4 with pj = n/aj . 
We introduce the following.
Definition 3.5. Let d ∈ N. We say that a continuous function F : Rd → (0,∞) is
of moderate class if there exists constants C = CF > 0 and M =MF > 0 such that
(3.17) F (ξ + η) ≤ CF (ξ)〈η〉M for all ξ, η ∈ Rd.
We denote by M(Rd) the set of all functions on Rd of moderate class.
This class was defined in [17, Definition 3.7] in a slightly different way. Notice
that the inequality (3.17) implies
(3.18) C−1F (ξ)〈η〉−M ≤ F (ξ − η) ≤ CF (ξ)〈η〉M .
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Hence, if p ∈ (0,∞) and if L = Lp,M > 0 is sufficiently large, we have
(3.19)
(∫
Rd
F (ξ − η)p〈η〉−L dη
)1/p
≈ F (ξ).
Conversely if (3.19) holds, then (3.17) holds with M = L/p. Thus the condition
(3.19) also characterizes F ∈ M(Rd). The case p = 2 of (3.19) was the condition
used in [17, Definition 3.7].
We give a general result concerning the classes B and M.
Proposition 3.6. For any V ∈ BN ((Z
n)N), there exists a function V ∗ ∈ M(RNn)
such that V (ν1, . . . , νN) ≤ V
∗(ν1, . . . , νN) for all (ν1, . . . , νN ) ∈ (Z
n)N and the re-
striction of V ∗ to (Zn)N belongs to BN ((Z
n)N).
Proof. This proposition for the case N = 2 was proved in [17, Proposition 3.8].
Here we give a slightly simpler proof for general N . Suppose V ∈ BN ((Z
n)N) and
suppose the inequality (1.7) holds. We may assume V is not identically equal to 0.
By translation of variables, we see that the inequality
∑
ν1,...,νN∈Zn
V (ν1 − µ1, . . . , νN − µN)A0(ν1 + · · ·+ νN)
N∏
j=1
Aj(νj) ≤ c
N∏
j=0
‖Aj‖ℓ2(Zn)
(3.20)
holds for all (µ1, . . . , µN) ∈ (Z
n)N with the same constant c as in (1.7). Take a
number M > Nn. Multiplying (3.20) by 〈(µ1, . . . , µN)〉
−M and taking sum over
µ1, . . . , µN ∈ Z
n, we see that the function
G(ν1, . . . , νN) =
∑
µ1,...,µN∈Zn
V (ν1 − µ1, . . . , νN − µN)〈(µ1, . . . , µN)〉
−M
=
∑
µ1,...,µN∈Zn
V (µ1, . . . , µN)〈(ν1 − µ1, . . . , νN − µN)〉
−M
also belongs to the class BN ((Z
n)N). Obviously G(ν1, . . . , νN) ≥ V (ν1, . . . , νN). We
define V ∗ on RnN by
V ∗(ξ1, . . . , ξN) =
∑
µ1,...,µN∈Zn
V (µ1, . . . , µN)〈(ξ1 − µ1, . . . , ξN − µN)〉
−M ,
which is an extension of G to RNn. Then V ∗ is in the moderate class M(RNn) and
has the desired properties. 
4. Lemmas
In this section, we denote by S the operator
S(f)(x) =
∫
Rn
f(y)
〈x− y〉L
dy
for sufficiently large L > n.
We will give several properties of the operator S.
Lemma 4.1. The following (1)–(4) hold for all nonnegative measurable functions
f, g on Rn.
(1) S(f ∗ g)(x) =
(
S(f) ∗ g
)
(x) =
(
f ∗ S(g)
)
(x).
(2) S (S(f)) (x) ≈ S(f)(x).
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(3) S(f)(x) ≈ S(f)(y) for x, y ∈ Rn such that |x− y| . 1.
(4) S (1Q ∗ f) (x) ≈ S(f)(x).
(5) Let ϕ be a function in S(Rn) with compact support. Then, |ϕ(D−ν)f(x)|2 .
S(|ϕ(D − ν)f |2)(x) for any f ∈ S(Rn), ν ∈ Zn, and x ∈ Rn.
Proof. The assertion (1) follows from the associative and commutative laws for the
convolution. The assertion (2) follows from the relation 〈·〉−L ∗ 〈·〉−L ≈ 〈·〉−L, which
holds for L > n. The assertion (3) is obvious from the fact 〈x − z〉 ≈ 〈y − z〉 for
z ∈ Rn and |x− y| . 1. The assertion (4) follows from 〈·〉−L ∗ 1Q ≈ 〈·〉
−L. Finally,
we shall prove the assertion (5). Taking ϕ˜ ∈ S(Rn) satisfying ϕ˜ = 1 on suppϕ, we
can write
ϕ(D − ν)f(x) = ϕ˜(D − ν)ϕ(D − ν)f(x).
Then, the kernel representation,
ϕ(D − ν)f(x) =
∫
Rn
ei(x−y)·νF−1ϕ˜(x− y)ϕ(D− ν)f(y)dy,
provides by the use of the Cauchy–Schwarz inequality that
|ϕ(D − ν)f(x)|2 .
∫
Rn
∣∣F−1ϕ˜(x− y)∣∣ |ϕ(D − ν)f(y)|2 dy
. S(|ϕ(D − ν)f |2)(x),
which is the desired result. 
Lemma 4.2 ([21, Lemma 3.2]). Let ϕ ∈ S(Rn). Then we have
‖ϕ(D − ν)h(x)‖ℓ2ν .
{
S
(
|h|2
)
(x)
}1/2
for any x ∈ Rn.
Lemma 4.3. Let p ∈ (0,∞]. Then the following hold.
(1) ‖S(f)(x)‖Lpx(Rn) ≈ ‖S(f)(ν)‖ℓpν(Zn) for all nonnegative f .
(2) If the number L in the definition of S satisfies min(1, p/2)L > n, then∥∥∥{S (|f |2) (x)}1/2∥∥∥
Lpx(Rn)
≈ ‖f‖(L2,ℓp)(Rn).
Proof. The first assertion immediately follows from Proposition 4.1 (3).
For the second assertion, we have∥∥∥{S (|f |2) (x)}1/2∥∥∥
Lpx
≈
∥∥S (|f |2) (ν)∥∥1/2
ℓ
p/2
ν
=
∥∥〈ν − y〉−L|f(y)|2∥∥1/2
L1y(R
n)ℓ
p/2
ν (Zn)
≈
∥∥|f |2∥∥1/2
(L1,ℓp/2)
= ‖f‖(L2,ℓp),
where the former ≈ follows from the first assertion and the latter ≈ follows from
Lemma 2.1. 
We end this section by mentioning a lemma that can be found in Sugimoto [23,
Lemma 2.2.1]. We give a proof for the reader’s convenience.
Lemma 4.4. There exist functions κ ∈ S(Rn) and χ ∈ S(Rn) such that supp κ ⊂
[−1, 1]n, supp χ̂ ⊂ B1, |χ| ≥ c > 0 on [−1, 1]
n and∑
ν∈Zn
κ(ξ − ν)χ(ξ − ν) = 1, ξ ∈ Rn.
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Proof. The existence of a function χ ∈ S(Rn) satisfying supp χ̂ ⊂ B1 and |χ| ≥ 1 on
[−1, 1]n is well-known. Furthermore, we also know well that there exist a partition
of unity such that ϕ ∈ S(Rn),
suppϕ ⊂ [−1, 1]n, and
∑
ν∈Zn
ϕ(ξ − ν) = 1, ξ ∈ Rn.
Therefore, we see that
1 =
∑
ν∈Zn
ϕ(ξ − ν) =
∑
ν∈Zn
ϕ(ξ − ν)
χ(ξ − ν)
χ(ξ − ν),
and that ϕ/χ ∈ S(Rn) with suppϕ/χ ⊂ [−1, 1]n. Hence, choosing κ = ϕ/χ, we
complete the proof. 
5. Main results
5.1. Key proposition for Theorem 1.3. In this subsection, we prove Proposition
5.1 below, which plays a crucial role in our argument. In the succeeding subsections,
we shall prove our main results, Theorems 1.3 and 5.3, by utilizing this proposition.
The basic idea contained in these argument goes back to Boulkhemair [3].
Proposition 5.1. Let W ∈ M(RNn) and suppose the restriction of W to (Zn)N
belongs to the class BN ((Z
n)N). For j = 1, . . . , N , let R0, Rj ∈ [1,∞), qj , r ∈ (0,∞],
and
∑N
j=1 1/qj = 1/r. Suppose σ is a bounded continuous function on (R
n)N+1 such
that suppFσ ⊂ BR0 × BR1 × · · · ×BRN . Then
‖Tσ‖(L2,ℓq1 )×···×(L2,ℓqN )→(L2,ℓr)
. R
n/2
0
( N∏
j=1
R
n/min(2,qj)
j
)∥∥W (ξ1, . . . , ξN)−1σ(x, ξ1, . . . , ξN)∥∥L2ul((Rn)N+1).(5.1)
Proof. In this proof, we will write ξ = (ξ1, . . . , ξN) ∈ (R
n)N and ν = (ν1, . . . , νN) ∈
(Zn)N for the sake of simplicity. By this notation, σ(x, ξ) = σ(x, ξ1, . . . , ξN),W (ξ) =
W (ξ1, . . . , ξN), ξ ± ν = (ξ1 ± ν1, . . . , ξN ± νN), and dξ = dξ1 · · · dξN .
Take a θ ∈ S(Rn) such that |θ| ≥ c > 0 on Q = [−1/2, 1/2)n and supp θ̂ ⊂ B1.
We realize from Lemma 2.1 that
‖Tσ(f1, . . . , fN)‖(L2,ℓr) ≈ ‖θ(x− µ)Tσ(f1, . . . , fN)(x)‖L2x(Rn)ℓrµ(Zn) ,
and by duality
(5.2) ‖Tσ(f1, . . . , fN)‖(L2,ℓr) ≈
∥∥∥∥∥ sup‖g‖L2=1
∣∣∣∣∫
Rn
θ(x− µ)Tσ(f1, . . . , fN)(x)g(x) dx
∣∣∣∣
∥∥∥∥∥
ℓrµ
.
Hence, in what follows we consider
I =
∫
Rn
θ(x− µ)Tσ(f1, . . . , fN)(x)g(x) dx,
for µ ∈ Zn and g ∈ L2(Rn).
Before estimating the integral I, we rewrite it. Firstly, by using Lemma 4.4, we
decompose the symbol σ as
σ(x, ξ) =
∑
ν∈(Zn)N
σ(x, ξ)
N∏
j=1
κ(ξj − νj)χ(ξj − νj)
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=
∑
ν∈(Zn)N
σν(x, ξ)
N∏
j=1
κ(ξj − νj)
with
σν(x, ξ) = σ(x, ξ)
N∏
j=1
χ(ξj − νj).
Then, by denoting the Fourier multiplier operator κ(D − νj) by νj , j = 1, . . . , N ,
the integral I is written as
I =
∑
ν∈(Zn)N
∫
Rn
θ(x− µ)Tσν (κ(D − ν1)f1, . . . , κ(D − νN )fN)(x)g(x) dx
=
∑
ν∈(Zn)N
∫
Rn
θ(x− µ)Tσν (ν1f1, . . . ,νNfN)(x)g(x) dx.
(5.3)
(The idea of decomposing pseudo-differential operators by the use of κ and χ goes
back to Sugimoto [23].)
Secondly, in the integral of (5.3), we transfer the information of the Fourier
transform of θ(· − µ)Tσν (ν1f1, . . . ,νNfN ) to g. Taking the Fourier transform
to Tσν (· · · ), we have
(2π)NnF [Tσν (ν1f1, . . . ,νNfN)] (ζ)
=
∫
(Rn)N
(
F0σν
)(
ζ − (ξ1 + · · ·+ ξN), ξ
) N∏
j=1
κ(ξj − νj)f̂j(ξj) dξ.
Combining this with the facts suppF0σν(·, ξ) ⊂ BR0 and supp κ(· − νj) ⊂ νj +
[−1, 1]n, j = 1, . . . , N , we have
suppF [Tσν (ν1f1, . . . ,νNfN)] ⊂
{
ζ ∈ Rn : |ζ − (ν1 + · · ·+ νN )| . R0
}
.
Since supp θ̂ ⊂ B1, we see that
suppF [θ(· − µ)Tσν (ν1f1, . . . ,νNfN )] ⊂
{
ζ ∈ Rn : |ζ − (ν1 + · · ·+ νN)| . R0
}
for any µ ∈ Zn. We take a function ϕ ∈ S(Rn) such that ϕ = 1 on {ζ ∈ Rn : |ζ | . 1}.
Then the integral I given in (5.3) can be further rewritten as
I =
∑
ν∈(Zn)N
∫
Rn
θ(x− µ)Tσν (ν1f1, . . . ,νNfN )(x)
× ϕ
(
D + ν1 + · · ·+ νN
R0
)
g(x) dx.
(5.4)
Now, we shall actually estimate the integral I given in (5.4). Observing that
(F1,...,Nσν) (x, η1, . . . , ηN) = (F1,...,Nσ) (x, η1, . . . , ηN) ∗η
(
N∏
j=1
e−iνj ·ηj χ̂(ηj)
)
and then recalling that supp
(
F1,...,Nσ
)
(x, ·, . . . , ·) ⊂ BR1 × · · · ×BRN and supp χ̂ ⊂
B1, we see that
supp
(
F1,...,Nσν
)
(x, ·, . . . , ·) ⊂ B2R1 × · · · × B2RN .
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This yields that
(2π)Nn Tσν (ν1f1, . . . ,νNfN )(x)
=
∫
(Rn)N
(
F1,...,Nσν
)
(x, y1 − x, . . . , yN − x)
N∏
j=1
νjfj(yj) dy
=
∫
(Rn)N
(
F1,...,Nσν
)
(x, y1 − x, . . . , yN − x)
N∏
j=1
1B2Rj (x− yj)νjfj(yj) dy,
where, we wrote dy = dy1 · · ·dyN . Then the Cauchy–Schwarz inequality and the
Plancherel theorem give
|Tσν (ν1f1, . . . ,νNfN)(x)| .
∥∥σν(x, ξ)∥∥L2
ξ
N∏
j=1
{(
1B2Rj ∗
∣∣νjfj∣∣2) (x)}1/2
for any ν = (ν1, . . . , νN) ∈ (Z
n)N and x ∈ Rn. From this, the expression I given in
(5.4) is estimated as
|I| .
∑
ν∈(Zn)N
∫
Rn
|θ(x− µ)|
∥∥σν(x, ξ)∥∥L2
ξ
N∏
j=1
{(
1B2Rj ∗
∣∣νjfj∣∣2)(x)}1/2
×
∣∣∣∣ϕ(D + ν1 + · · ·+ νNR0
)
g(x)
∣∣∣∣ dx.
(5.5)
We next separate the integral by using (2.1). Then the inequality (5.5) is identical
with
|I| .
∑
ν0∈Zn
∑
ν∈(Zn)N
∫
Q
|θ(x+ ν0 − µ)|
∥∥σν(x+ ν0, ξ)∥∥L2
ξ
×
N∏
j=1
{(
1B2Rj ∗
∣∣νjfj∣∣2)(x+ ν0)}1/2
×
∣∣∣∣ϕ(D + ν1 + · · ·+ νNR0
)
g(x+ ν0)
∣∣∣∣ dx.
Now, in this expression, we have |θ(x + ν0 − µ)| . 〈ν0 − µ〉
−L for any x ∈ Q and
L > 0 (we will choose a sufficiently large number L in the forthcoming argument).
Moreover, from Lemma 4.1 (5), (1), and (3), we have(
1B2Rj ∗
∣∣νjfj∣∣2)(x+ ν0) . S(1B2Rj ∗ ∣∣νjfj∣∣2)(ν0)
for x ∈ Q. Hence,
|I| .
∑
ν0∈Zn
∑
ν∈(Zn)N
〈ν0 − µ〉
−L
N∏
j=1
{
S
(
1B2Rj ∗
∣∣νjfj∣∣2)(ν0)}1/2
×
∫
Q
∥∥σν(x+ ν0, ξ)∥∥L2
ξ
∣∣∣∣ϕ(D + ν1 + · · ·+ νNR0
)
g(x+ ν0)
∣∣∣∣ dx.
18 T. KATO, A. MIYACHI, AND N. TOMITA
Using the Cauchy–Schwarz inequality to the integral on x, we obtain
|I| .
∑
ν0∈Zn
∑
ν∈(Zn)N
〈ν0 − µ〉
−L
N∏
j=1
{
S
(
1B2Rj ∗
∣∣νjfj∣∣2)(ν0)}1/2
×
∥∥σν(x+ ν0, ξ)∥∥L2
ξ
L2x(Q)
∥∥∥∥ϕ(D + ν1 + · · ·+ νNR0
)
g(x+ ν0)
∥∥∥∥
L2x(Q)
.
(5.6)
Using the properties of the moderate function W , we shall prove
(5.7) sup
ν0,ν
{
W (ν)−1
∥∥σν(x+ ν0, ξ)∥∥L2
ξ
L2x(Q)
}
≈ ‖W (ξ)−1σ(x, ξ)‖L2ul((Rn)N+1).
Indeed, from the property (3.18) of moderate functions, we see that
W (ν)−1
∥∥σν(x+ ν0, ξ)∥∥L2
ξ
L2x(Q)
= W (ν)−1
∥∥∥∥∥σ(x+ ν0, ξ)1Q(x)
N∏
j=1
χ(ξj − νj)
∥∥∥∥∥
L2
(x,ξ)
(Rn(N+1))
.
∥∥∥∥∥W (ξ)−1σ(x+ ν0, ξ)1Q(x)〈(ξ − ν)〉M
N∏
j=1
χ(ξj − νj)
∥∥∥∥∥
L2
(x,ξ)
(Rn(N+1))
=
∥∥∥∥∥W (ξ)−1σ(x, ξ)1Q(x− ν0)〈(ξ − ν)〉M
N∏
j=1
χ(ξj − νj)
∥∥∥∥∥
L2
(x,ξ)
(Rn(N+1))
= (∗)
for some M > 0. Here, from the fact |χ(y)| ≥ c for y ∈ Q and χ ∈ S, we have
1[−1/2,1/2)(N+1)n(x, ξ) .
∣∣∣∣∣1Q(x)〈ξ〉M
N∏
j=1
χ(ξj)
∣∣∣∣∣ . 〈(x, ξ)〉−L
for any L > 0. Hence Lemma 2.1 implies that
sup
ν,ν0
(∗) ≈
∥∥W (ξ)−1σ(x, ξ)∥∥
(L2,ℓ∞)(Rn(N+1))
=
∥∥W (ξ)−1σ(x, ξ)∥∥
L2ul(R
n(N+1))
.
Therefore we obtain the inequality . of (5.7). The opposite inequality & of (5.7)
can be proved in a similar way.
Now, we get back to the estimate of (5.6). By virtue of (5.7), we are able to
derive from the inequality (5.6)
|I| . ‖W (ξ)−1σ(x, ξ)‖L2ul((Rn)N+1)
×
∑
ν0∈Zn
〈ν0 − µ〉
−L
∑
ν∈(Zn)N
W (ν)
N∏
j=1
{
S
(
1B2Rj ∗
∣∣νjfj∣∣2)(ν0)}1/2
×
∥∥∥∥ϕ(D + ν1 + · · ·+ νNR0
)
g(x+ ν0)
∥∥∥∥
L2x(Q)
.
(5.8)
In what follows, we simply write each summand by
Aj(νj, ν0) =
{
S
(
1B2Rj ∗
∣∣νjfj∣∣2) (ν0)}1/2 ,
A0(µ, ν0) =
∥∥∥∥ϕ(D + µR0
)
g(x+ ν0)
∥∥∥∥
L2x(Q)
(5.9)
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for j = 1, . . . , N . Then the inequality (5.8) is rewritten as
(5.10) |I| . ‖W (ξ)−1σ(x, ξ)‖L2ul((Rn)N+1) II
with
(5.11) II =
∑
ν0∈Zn
〈ν0 − µ〉
−L
∑
ν∈(Zn)N
W (ν)A0(ν1 + · · ·+ νN , ν0)
N∏
j=1
Aj(νj , ν0).
We shall estimate II. Since the restriction of W to (Zn)N belongs to the class
BN((Z
n)N), we have
II .
∑
ν0∈Zn
〈ν0 − µ〉
−L‖A0(τ, ν0)‖ℓ2τ
N∏
j=1
‖Aj(νj , ν0)‖ℓ2νj .
Using the Ho¨lder inequality with the exponents 1 = 1/2+
∑N
j=1 1/(2N) to the above
sum over ν0, we have
(5.12) II . ‖A0(τ, ν0)‖ℓ2τ ℓ2ν0
N∏
j=1
‖〈ν0 − µ〉
−L/NAj(νj , ν0)‖ℓ2νj ℓ
2N
ν0
.
Here, the norm of A0 in (5.12) is estimated by the Plancherel theorem as follows:
‖A0(τ, ν0)‖ℓ2τ ℓ2ν0 =
∥∥∥∥ϕ(D + τR0
)
g(x+ ν0)
∥∥∥∥
L2x(Q)ℓ
2
τ ℓ
2
ν0
=
∥∥∥∥ϕ(D + τR0
)
g(x)
∥∥∥∥
L2x(R
n)ℓ2τ
≈
∥∥∥∥ϕ(ζ + τR0
)
ĝ(ζ)
∥∥∥∥
L2ζ(R
n)ℓ2τ
≈ R
n/2
0 ‖g‖L2,
(5.13)
where we used that ‖ϕ( ζ+τ
R0
)‖ℓ2τ ≈ R
n/2
0 for any ζ ∈ R
n to have the last inequality.
Hence, by collecting (5.10), (5.12), and (5.13), we have
(5.14)
|I| . R
n/2
0 ‖W (ξ)
−1σ(x, ξ)‖L2ul((Rn)N+1) ‖g‖L2
N∏
j=1
∥∥〈ν0 − µ〉−L/NAj(νj , ν0)∥∥ℓ2νj ℓ2Nν0 .
We substitute (5.14) into (5.2), and then use the Ho¨lder inequality for the quasi-
norm ℓrµ with 1/r =
∑
1/qj to obtain
‖Tσ(f1, . . . , fN)‖(L2,ℓr)
. R
n/2
0 ‖W (ξ)
−1σ(x, ξ)‖L2ul
N∏
j=1
∥∥〈ν0 − µ〉−L/NAj(νj , ν0)∥∥ℓ2νj ℓ2Nν0 ℓqjµ .(5.15)
To achieve our goal, we shall estimate the norm of Aj in (5.15):∥∥〈ν0 − µ〉−L/NAj(νj , ν0)∥∥ℓ2νj ℓ2Nν0 ℓqjµ
=
∥∥∥∥〈ν0 − µ〉−2L/NS(1B2Rj ∗∑
νj
∣∣νjfj∣∣2)(ν0)∥∥∥∥1/2
ℓNν0ℓ
qj/2
µ
= (∗∗).
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We use the inequality
∑
νj
∣∣νjfj∣∣2 . S(|fj|2) of Lemma 4.2 and also use Lemma
4.1 (1) and (2), change of variables, and the inequality (2.2) to obtain
(∗∗) .
∥∥∥∥〈ν0〉−2L/NS(1B2Rj ∗ |fj |2)(ν0 + µ)
∥∥∥∥1/2
ℓNν0ℓ
qj/2
µ
.
∥∥∥∥S(1B2Rj ∗ |fj |2)(µ)
∥∥∥∥1/2
ℓ
qj/2
µ
,
where the latter . holds if L is suitably large. Thus
(5.16)
∥∥〈ν0 − µ〉−L/NAj(νj , ν0)∥∥ℓ2νj ℓ2Nν0 ℓqjµ .
∥∥∥S (1B2Rj ∗ |fj |2) (µ)∥∥∥1/2ℓqj/2µ .
Here, since BR, R ≥ 1, is covered by a disjoint union of the cubes τ + Q, τ ∈
Zn ∩ [−R − 1, R + 1]n, the characteristic function 1BR can be bounded by
1BR ≤
∑
τ∈Zn∩[−R−1,R+1]n
1τ+Q =
∑
τ∈Zn∩[−R−1,R+1]n
1Q(· − τ).
This yields
S
(
1B2Rj ∗ |fj|
2
)
(µ) .
∑
|τ |.Rj
S
(
1Q ∗ |fj|
2
)
(µ− τ) ≈
∥∥S (|fj |2) (µ− τ)∥∥ℓ1({|τ |.Rj}) ,
where the last ≈ follows from Lemma 4.1 (4). Thus, by (2.2) and Lemma 4.3 (1)
and (2),∥∥∥S (12BRj ∗ |fj|2) (µ)∥∥∥ℓqj/2µ . ∥∥S (|fj|2) (µ− τ)∥∥ℓ1({|τ |.Rj}) ℓqj/2µ
≤
∥∥S (|fj|2) (µ− τ)∥∥
ℓ
qj/2
µ ℓ
min(1,qj/2)({|τ |.Rj})
≈ R
n/min(1,qj/2)
j
∥∥S (|fj|2) (µ)∥∥
ℓ
qj/2
µ
≈ R
n/min(1,qj/2)
j ‖fj‖
2
(L2,ℓqj ),
which combined with (5.16) gives
(5.17)
∥∥〈ν0 − µ〉−L/NAj(νj , ν0)∥∥ℓ2νj ℓ2Nν0 ℓqjµ . Rn/min(2,qj)j ‖fj‖(L2,ℓqj ).
Substituting (5.17) into (5.15), we obtain
‖Tσ(f1, . . . , fN)‖(L2,ℓr)
. R
n/2
0
(
N∏
j=1
R
n/min(2,qj)
j
)
‖W (ξ)−1σ(x, ξ)‖L2ul
N∏
j=1
‖fj‖(L2,ℓqj ),
which completes the proof. 
5.2. A theorem for symbols with limited smoothness. From Proposition 5.1,
we shall deduce a theorem concerning the multilinear pseudo-differential operators
Tσ with symbols of limited smoothness. To measure the smoothness of such symbols,
we shall use Besov type norms. To define the Besov type norms, we use the partition
of unity given as follows. Take a φ ∈ S(Rn) such that φ(y) = 1 for |y| ≤ 1 and
suppφ ⊂ {y ∈ Rn : |y| ≤ 2}. We put ψ(y) = φ(y)−φ(2y). Then suppψ ⊂ {y ∈ Rn :
1/2 ≤ |y| ≤ 2}. We set ψ0 = φ and ψk = ψ(·/2
k) for k ∈ N. Then
∑∞
k=0 ψk(y) = 1
for all y ∈ Rn. We shall call {ψk}k∈N0 a Littlewood–Paley partition of unity on R
n.
It is easy to see that the Besov type norms given in the following definition do not
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depend, up to the equivalence of norms, on the choice of Littlewood–Paley partition
of unity.
Definition 5.2. Let W ∈M(RNn). Let {ψk}k∈N0 be a Littlewood–Paley partition
of unity on Rn. For
k = (k0, k1, . . . , kN) ∈ (N0)
N+1,
s = (s0, s1, . . . , sN) ∈ [0,∞)
N+1,
and σ = σ(x, ξ1, . . . , ξN) ∈ L
∞(Rnx × R
n
ξ1
× · · · × RnξN ), we write s · k =
∑N
j=0 sjkj
and
∆kσ(x, ξ1, . . . , ξN) = ψk0(Dx)ψk1(Dξ1) · · ·ψkN (DξN )σ(x, ξ1, . . . , ξN).
We denote by SW0,0(s, t;R
n, N) for t ∈ (0,∞] the set of all σ ∈ L∞((Rn)N+1) for
which the following quasi-norm is finite:
‖σ‖SW0,0(s,t;Rn,N)
=
 ∑
k∈(N0)N+1
(
2s·k
)t ∥∥W (ξ1, . . . , ξN)−1∆kσ(x, ξ1, . . . , ξN)∥∥tL2ul((Rn)N+1)

1/t
with usual modification when t =∞.
In terms of these notations, the theorem reads as follows.
Theorem 5.3. Let W ∈ M(RNn) and suppose the restriction of W to (Zn)N be-
longs to the class BN ((Z
n)N ). Let qj , r ∈ (0,∞] and s0, sj ∈ [0,∞), j = 1, . . . , N ,
satisfy
∑N
j=1 1/qj = 1/r, s0 = n/2, and sj = n/min(2, qj). Then the multilin-
ear pseudo-differential operator Tσ for σ ∈ S
W
0,0(s,min(1, r);R
n, N) is bounded from
(L2, ℓq1)(Rn)× · · · × (L2, ℓqN )(Rn) to (L2, ℓr)(Rn).
Proof. Theorem 5.3 can be reduced to Proposition 5.1 as follows. We decompose
the symbol σ by using the Littlewood–Paley partition:
σ(x, ξ1, . . . , ξN) =
∑
k∈(N0)N+1
∆kσ(x, ξ1, . . . , ξN).
Then the support of F(∆kσ) is included in BR0 ×BR1 ×· · ·×BRN with Rj = 2
kj+1,
j = 0, 1, . . . , N , so that, Proposition 5.1 yields
‖T∆kσ‖(L2,ℓq1 )×···×(L2,ℓqN )→(L2,ℓr)
.
((
2k0
)n/2 N∏
j=1
(
2kj
)n/min(2,qj))∥∥W (ξ1, . . . , ξN)−1∆kσ(x, ξ1, . . . , ξN)∥∥L2ul.
Taking sum over k ∈ (N0)
N+1, we obtain
‖Tσ‖
min(1,r)
(L2,ℓp1)×···×(L2,ℓpN )→(L2,ℓr) ≤
∑
k∈(N0)N+1
‖T∆kσ‖
min(1,r)
(L2,ℓp1)×···×(L2,ℓpN )→(L2,ℓr)
.
∑
k∈(N0)N+1
(
(2k0)n/2
N∏
j=1
(2kj)n/min(2,qj)
)min(1,r)
×
∥∥W (ξ1, . . . , ξN)−1∆kσ(x, ξ1, . . . , ξN)∥∥min(1,r)L2ul
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= ‖σ‖
min(1,r)
SW0,0(s,min(1,r);R
n,N)
with s0 = n/2 and sj = n/min(2, qj), j = 1, . . . , N , which is the desired result. 
5.3. Symbols with classical derivatives. The following proposition shows that
symbols that have classical derivatives up to certain order satisfy the conditions of
Theorem 5.3.
Proposition 5.4. Let s = (s0, s1, . . . , sN) ∈ [0,∞)
N+1. Let σ = σ(x, ξ1, . . . , ξN) be
a bounded measurable function on (Rn)N+1 and W ∈M(RNn). Suppose
|∂α0x ∂
α1
ξ1
· · ·∂αNξN σ(x, ξ1, . . . , ξN)| ≤W (ξ1, . . . , ξN)
for αj ∈ (N0)
n with |αj | ≤ [sj ] + 1. Then σ ∈ S
W
0,0(s, t;R
n, N) for every t ∈ (0,∞].
To be precise, the above assumptions should be understood that the derivatives of σ
taken in the sense of distribution are locally integrable functions on (Rn)N+1 and
they are bounded by W (ξ1, . . . , ξN) almost everywhere.
This proposition is proved in [17, Proposition 4.7] for the case N = 2 and t = 1.
The proof can be applied to the general case N ≥ 1 and t ∈ (0,∞] with obvious
modifications. Thus we omit the proof here.
5.4. Proof of Theorem 1.3. Here we give a proof of Theorem 1.3.
Proof. We prove the assertion (2) first. Suppose V ∈ BN((Z
n)N) and σ ∈ SV˜0,0(R
n, N).
We take a function V ∗ as mentioned in Proposition 3.6. Since V ∗ is a moderate
function, it follows that V˜ . V ∗ and hence σ ∈ SV
∗
0,0 (R
n, N). Proposition 5.4 im-
plies that σ also satisfies the assumptions of Theorem 5.3 with W = V ∗. Hence
we obtain the boundedness of Tσ for the case
∑
j 1/qj = 1/r. Since the embed-
ding (L2, ℓr) →֒ (L2, ℓs) holds for r ≤ s, the boundedness also holds for the case∑
j 1/qj ≥ 1/r.
Next, we shall prove the assertion (1). The basic idea of this part goes back to
[20, Proof of Lemma 6.3].
Let V be a nonnegative bounded function on (Zn)N and 0 < qj , r ≤ ∞, j =
1, . . . , N . We assume Op(SV˜0,0(R
n, N)) ⊂ B
(
(L2, ℓq1) × · · · × (L2, ℓqN ) → (L2, ℓr)
)
with V˜ defined as in Theorem 1.3. By the closed graph theorem, it follows that
there exist a positive integer M and a positive constant C such that
‖Tσ‖(L2,ℓq1)×···×(L2,ℓqN )→(L2,ℓr)
≤ C max
|α|,|β1|,...|βN |≤M
∥∥∥V˜ (ξ1, . . . , ξN)−1∂αx∂β1ξ1 · · ·∂βNξN σ(x, ξ1, . . . , ξN)∥∥∥L∞(5.18)
for all bounded smooth functions σ on (Rn)N+1 (as for the argument using closed
graph theorem, see [1, Lemma 2.6]). Our purpose is to prove the inequality (1.7).
To this end, by a limiting argument, it is sufficient to consider Aj ∈ ℓ
2(Zn) such
that Aj(µ) = 0 except for a finite number of µ ∈ Z
n, j = 0, 1, . . . , N .
Take ϕ, ϕ˜ ∈ S(Rn) such that
supp ϕ˜ ⊂ [−1/2, 1/2]n, ϕ˜ = 1 on [−1/4, 1/4]n, suppϕ ⊂ [−1/4, 1/4]n,
|F−1ϕ| ≥ 1 on [−π, π]n.(5.19)
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Set
σ(x, ξ1, . . . , ξN) = σ(ξ1, . . . , ξN) =
∑
k1,...,kN∈Zn
V (k1, . . . , kN)
N∏
j=1
ϕ˜(ξj − kj),
and define fj ∈ S(R
n), j = 1, . . . , N , by
fj(x) =
∑
νj∈Zn
Aj(νj)e
iνj ·xF−1ϕ(x).
Then
(5.20) |∂β1ξ1 · · ·∂
βN
ξN
σ(ξ1, . . . , ξN)| ≤ Cβ1,...,βN V˜ (ξ1, . . . , ξN).
For fj , we have
(5.21) ‖fj‖(L2,ℓqj ) ≈ ‖Aj‖ℓ2
for each 0 < qj ≤ ∞. In fact, notice that
∑
νj
Aj(νj)e
iνj ·x is a (2πZ)n periodic
function and Parseval’s identity gives∥∥∥∥∥∥
∑
νj
Aj(νj)e
iνj ·(x+2πν)
∥∥∥∥∥∥
L2x([−π,π]
n)
≈ ‖Aj‖ℓ2
for all ν ∈ Zn. Thus using the property (5.19) and the fact that F−1ϕ is rapidly
decreasing, we have
‖fj‖(L2,ℓq) ≈ ‖fj(x+ 2πν)‖L2x([−π,π]n)ℓqν(Zn) ≈ ‖Aj‖ℓ2
as desired (the proof of the former ≈ in the above inequalities is easy and is left to
the reader).
Since f̂j(ξj) =
∑
νj∈Zn
Aj(νj)ϕ(ξj − νj), by the conditions on ϕ and ϕ˜, we have
Tσ(f1, . . . , fN)(x) =
∑
ν1,...,νN∈Zn
V (ν1, . . . , νN)
(
N∏
j=1
Aj(νj)
)
ei(ν1+···+νN )·xF−1ϕ(x)N
=
∑
k
dke
ik·xF−1ϕ(x)N ,
where
(5.22) dk =
∑
ν1+···+νN=k
V (ν1, . . . , νN)
N∏
j=1
Aj(νj).
Notice that dk 6= 0 only for a finite number of k’s by virtue of our assumptions on
Aj, j = 1, . . . , N . Then, by the same reason as in (5.21), we have
(5.23) ‖Tσ(f1, . . . , fN)‖(L2,ℓr) ≈ ‖dk‖ℓ2k
for each 0 < r ≤ ∞.
Combining (5.18), (5.20), (5.21), (5.22), and (5.23), we obtain∥∥∥∥ ∑
ν1+···+νN=k
V (ν1, . . . , νN )
N∏
j=1
Aj(νj)
∥∥∥∥
ℓ2k
.
N∏
j=1
‖Aj‖ℓ2,
which is equivalent to (1.7). This completes the proof of Theorem 1.3. 
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6. Boundedness in the Lp framework
In this section, we shall consider boundedness of multilinear pseudo-differential
opeartors under sharp regularity conditions.
The boundedness of linear and multilinear pseudo-differential operators for sym-
bols with limited smoothness have been studied by several researchers. For instance,
results for linear pseudo-differential operators were obtained by Cordes [6], Coifman–
Meyer [5], Muramatu [22], Miyachi [19], Sugimoto [23], and Boulkhemair [3], and
results for bilinear operators were obtained by Herbert–Naibo [12, 13]. For more
than 3-fold multilinear pseudo-differential operators, the present authors cannot
find related results. For the linear case, the above mentioned authors proved that,
roughly speaking, smoothness of symbols up to n/2 for each variable x and ξ as-
sures the boundedness in L2. For the bilinear case, in [13, Theorem 1.1], the authors
proved that the bilinear pseudo-differential operators with x-independent symbols of
class S
〈m〉
0,0 (R
n, 2) with m < −n/2 are bounded from L2×L2 to L1 if the smoothness
up to n for the ξ1 and ξ2 variables are assumed. Moreover, in [12, Theorem 2], the
authors proved that the bilinear operators of class S
〈m〉
0,0 (R
n, 2) with m < −n/2 are
bounded from L2 ×L∞ (and L∞ ×L2) to L2 if the smoothness up to n/2 for the x,
ξ1, and ξ2 variables are assumed. Notice that these results of [12] and [13] locate at
the endpoints of the range 1 ≤ r ≤ 2 ≤ q1, q2 ≤ ∞ with 1/q1 + 1/q2 = 1/r noted in
(1.5).
The purpose of this section is the following. Firstly, for linear and bilinear cases,
we generalize the Lp-boundedness to the (L2, ℓp)-boundedness as in Theorem 1.3.
Secondly, we relax the assumptions on m and on the regularity of the symbols given
in [12, Theorem 2] and [13, Theorem 1.1]. Thirdly, we generalize the results to more
than 3-fold multilinear case.
The main theorem of this section is the following. This theorem is a generalization
of [17, Theorem 4.5], where the case N = 2, qj = 2, and r ∈ [1, 2] is given.
Theorem 6.1. Let W ∈M(RNn) and suppose the restriction of W to (Zn)N belongs
to the class BN ((Z
n)N). Let qj ∈ [2,∞], r ∈ [2/N,∞], s0, sj ∈ [0,∞), j = 1, . . . , N ,
and suppose
∑N
j=1 1/qj ≥ 1/r and
s0 =
n
2
,
n
2
−
n
qj
≤ sj ≤
n
2
,
N∑
j=1
sj =
N∑
j=1
(
n
2
−
n
qj
)
+
n
r
.
Then the multilinear pseudo-differential operator Tσ for σ ∈ S
W
0,0(s,min(1, r);R
n, N)
is bounded from (L2, ℓq1) × · · · × (L2, ℓqN ) to (L2, ℓr). If in addition 2/N ≤ r ≤ 2,
then Tσ is bounded from L
q1 × · · · × LqN to hr, where Lqj can be replaced by bmo
when qj =∞.
We omit the detailed comparison of Theorem 6.1 and the results mentioned at
the beginning of this section. We only note that in the case N = 2, W (ν1, ν2) =
(1 + |ν1| + |ν2|)
−n/2, s0 = s1 = s2 = n/2, and q1 = q2 = 2, r = 1 (resp. q1 = r = 2,
q2 = ∞), Theorem 6.1 implies Op(S
〈−n/2〉
0,0 (s, 1;R
n, 2)) ⊂ B(L2 × L2 → h1) (resp.
Op(S
〈−n/2〉
0,0 (s, 1;R
n, 2)) ⊂ B(L2 × bmo → L2)), which is an improvement of [13,
Theorem 1.1] (resp. [12, Theorem 2]).
Observe that in the case
∑N
j=1 1/qj = 1/r of Theorem 6.1 the only admitted
choice of sj is sj = n/2 and this is the same as sj given in Theorem 5.3. In the
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case
∑N
j=1 1/qj > 1/r, however, Theorem 6.1 admits some smaller sj. In the next
section, we shall prove that the conditions on s0 and sj given in Theorem 6.1 are
sharp.
Now, we shall prove Theorem 6.1. By the same reasoning as in Subsection 5.2,
Theorem 6.1 will be derived from the proposition given below.
Proposition 6.2. Let W ∈ M(RNn) and suppose the restriction of W to (Zn)N
belongs to the class BN ((Z
n)N). Let R0, Rj ∈ [1,∞), pj , qj ∈ [2,∞], j = 1, . . . , N ,
and r ∈ (0,∞] satisfy
(6.1)
1
pj
+
1
qj
−
1
2
≥ 0 and
N∑
j=1
(
1
pj
+
1
qj
−
1
2
)
=
1
r
.
Suppose σ is a bounded continuous function on (Rn)N+1 such that suppFσ ⊂ BR0×
BR1 × · · · ×BRN . Then
‖Tσ‖(L2,ℓq1)×···×(L2,ℓqN )→(L2,ℓr)
. R
n/2
0
( N∏
j=1
R
n/pj
j
)∥∥W (ξ1, . . . , ξN)−1σ(x, ξ1, . . . , ξN)∥∥L2ul((Rn)N+1).(6.2)
This proposition is a generalization of [17, Proposition 4.1], where the case N = 2,
qj = 2, and r ∈ [1, 2] is given. Notice that if we choose pj = 2, j = 1, . . . , N , then
the claim of the proposition coincides with that of Proposition 5.1.
Here is the proof of the proposition.
Proof of Proposition 6.2. We repeat the same argument as in the proof of Proposi-
tion 5.1. If rj ∈ (0,∞] satisfy 1/r =
∑N
j=1 1/rj, then in the same way as we obtained
(5.15) and (5.16), we obtain
‖Tσ(f1, . . . , fN)‖(L2,ℓr)
. R
n/2
0 ‖W (ξ1, . . . , ξN)
−1σ(x, ξ1, . . . , ξN)‖L2ul
N∏
j=1
∥∥∥1B2Rj ∗ S (|fj|2)∥∥∥1/2Lrj/2 .
We take 1/rj = 1/pj +1/qj − 1/2 with pj and qj given in the proposition. Then the
assumptions of the proposition imply that pj/2, qj/2 ∈ [1,∞] and
0 ≤
2
rj
=
2
pj
+
2
qj
− 1 ≤ 1.
Hence applying the Young inequality and using Lemma 4.3 (2), we have∥∥∥1B2Rj ∗ S (|fj|2)∥∥∥1/2Lrj/2 ≤ (‖1B2Rj ‖Lpj/2‖S (|fj|2) ‖Lqj/2)1/2 . Rn/pjj ‖fj‖(L2,ℓqj ).
Combining the above inequalities, we obtain the desired result. 
Proof of Theorem 6.1. By the same argument as in Proof of Theorem 5.3, the state-
ment concerning the boundedness of Tσ in L
2-based amalgam spaces follows from
Proposition 6.2 with sj = n/pj , j = 1, . . . , N . The claim concerning the bounded-
ness of Tσ from L
q1 × · · · × LqN to hr follows from the embeddings of the spaces
given in Subsection 2.3. 
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7. Sharpness of Theorem 6.1
In this section, we shall discuss sharpness of some conditions for the bounded-
ness of multilinear pseudo-differential operators in Lebesgue spaces. To do this, we
consider the following special weight function
Wm(ξ1, . . . , ξN) = (1 + |ξ1|+ · · ·+ |ξN |)
m, m ∈ (−∞, 0],
and denote the class SWm0,0 (s, t;R
n, N) by S
〈m〉
0,0 (s, t;R
n, N). Recall that, as we have
already defined in Introduction, SWm0,0 (R
n, N) = S
〈m〉
0,0 (R
n, N). Also recall that the
restriction to (Zn)N of Wm with m = −(N − 1)n/2 is an example of a weight in
BN((Z
n)N) (see Example 1.4). We shall prove that the number m = −(N − 1)n/2
is a critical one and also prove that the conditions set on qj, r, and sj in Theorem
6.1 are sharp.
We use the following fact due to Wainger [24, Theorem 10]. Let 0 < a < 1 and
0 < b < n. For t > 0, define
f˜a,b,t(x) =
∑
k∈Zn\{0}
e−t|k||k|−bei|k|
a
eik·x.
Then the limit f˜a,b(x) = limt→+0 f˜a,b,t(x) exsits for all x ∈ R
n\(2πZ)n. If in addition
1 ≤ q ≤ ∞ and b > n− an/2− n/q + an/q, then f˜a,b is a function in L
q(Tn) whose
Fourier coefficients are given by
1
(2π)n
∫
Tn
f˜a,b(x)e
−ik·x dx =
{
|k|−bei|k|
a
if k 6= 0
0 if k = 0.
From this, we see the following.
Lemma 7.1 ([20, Lemma 6.1]). Let 0 < a < 1, 0 < b < n, and ϕ ∈ S(Rn). For
t > 0, set
(7.1) fa,b,t(x) =
∑
k∈Zn\{0}
e−t|k||k|−bei|k|
a
eik·xϕ(x).
If 1 ≤ q ≤ ∞ and b > n− an/2− n/q + an/q, then supt>0 ‖fa,b,t‖Lq(Rn) <∞.
Firstly we prove the following.
Proposition 7.2. Let m ∈ (−∞, 0], qj ∈ [1,∞], j = 1, . . . , N , and r ∈ (0,∞).
Suppose all the multilinear operators Tσ for σ ∈ S
〈m〉
0,0 (R
n, N) are bounded from
Lq1 × · · · × LqN to Lr. Then
∑N
j=1 1/qj ≥ 1/r and m ≤ −(N − 1)n/2.
Proof. We first prove the necessity of the condition
∑N
j=1 1/qj ≥ 1/r. This is essen-
tially due to [11] and [10].
If the symbol σ(x, ξ1, . . . , ξN) is independent of x, then σ is called a Fourier
multiplier and Tσ is called a multilinear Fourier multiplier operator. For multilinear
Fourier multiplier operators, the following is known: if a nonzero Fourier multiplier
operator Tσ such that the support of the inverse Fourier transform of σ is compact
is bounded from Lq1 × · · · × LqN to Lr, 0 < qj ≤ ∞, and 0 < r < ∞, then∑N
j=1 1/qj ≥ 1/r (see [11, Proposition 5] and [10, Proposition 7.3.7]). Here, it should
be remarked that the case where some exponents qj are equal to infinity was not
discussed in those papers. However, in our setting, the definition of the boundedness
of Tσ(f1, . . . , fN) is restricted to functions fj ∈ S. Moreover, S includes the set of
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smooth functions with compact supports densely with respect to the L∞ norm.
Thus, the argument in the papers above works for such a case as well.
Now let σ(ξ1, . . . , ξN) be a nonzero function in S((R
n)N) whose inverse Fourier
transform has a compact support. Then, since σ(ξ1, . . . , ξN) belongs to S
〈m〉
0,0 (R
n, N)
for any m ≤ 0, the assumption of the proposition implies that Tσ is bounded from
Lq1×· · ·×LqN to Lr. Hence, by the fact mentioned above, we must have
∑N
j=1 1/qj ≥
1/r.
Next we prove the necessity of the condition m ≤ −(N − 1)n/2. The argument
below is based on the idea given in [20, Proof of Lemma 6.3]. We first give a rather
rough argument omitting necessary limiting argument and we shall incorporate nec-
essary details at the last part of of proof.
By the closed graph theorem, the assumption of the proposition implies that there
exists a positive integer M such that
(7.2) ‖Tσ‖Lq1×···×LqN→Lr . max
|α|≤M
‖〈(ξ1, . . . , ξN)〉
−m∂ασ(x, ξ1, . . . , ξN)‖L∞
for all σ ∈ S
〈m〉
0,0 (R
n, N), where ∂α = ∂α0x ∂
α1
ξ1
. . . ∂αNξN .
Let ϕ, ϕ˜ ∈ S(Rn) be such that
suppϕ ⊂ [−1/4, 1/4]n, |F−1ϕ| ≥ 1 on [−π, π]n,
supp ϕ˜ ⊂ [−1/2, 1/2]n, ϕ˜ = 1 on [−1/4, 1/4]n.
We set
σ(x, ξ1, . . . , ξN) = σ(ξ1, . . . , ξN)
=
∑
k1,...,kN∈Zn
ck1+···+kN 〈(k1, . . . , kN)〉
m
N∏
j=1
e−i|kj |
aj
ϕ˜(ξj − kj),
faj ,bj (x) =
∑
ℓj∈Zn\{0}
|ℓj|
−bjei|ℓj |
aj
eiℓj ·xF−1ϕ(x), j = 1, . . . , N,
where {ck}k∈Zn is a sequence satisfying supk∈Zn |ck| ≤ 1 that will be chosen later,
0 < aj < 1, and bj = n − ajn/2 − n/qj + ajn/qj + ǫj with ǫj > 0. Here, we
choose ǫj > 0 sufficiently small so that 0 < bj < n; this is possible since bj =
n/2 + (1− aj)(n/2− n/qj) + ǫj and |(1− aj)(n/2− n/qj)| < n/2. Then
(7.3) |∂α1ξ1 . . . ∂
αN
ξN
σ(ξ1, . . . , ξN)| ≤ Cα1,...,αN 〈(ξ1, . . . , ξN)〉
m,
where the constant is independent of {ck}k∈Zn satisfying supk∈Zn |ck| ≤ 1, and by
Lemma 7.1 and Fatou’s lemma,
(7.4)
N∏
j=1
‖faj ,bj‖Lqj <∞.
Since
(7.5) f̂aj ,bj(ξj) =
∑
ℓj∈Zn\{0}
|ℓj|
−bjei|ℓj |
aj
ϕ(ξj − ℓj),
it follows from the conditions on ϕ, ϕ˜ that Tσ(fa1,b1 , . . . , faN ,bN )(x) can be written
as ∑
k1,...,kN∈Zn\{0}
ck1+···+kN 〈(k1, . . . , kN)〉
m
(
N∏
j=1
|kj|
−bj
)
ei(k1+···+kN )·xF−1ϕ(x)N
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=
∑
k∈Zn
ckdke
ik·xF−1ϕ(x)N
with
dk =
∑
k1+···+kN=k
k1,...,kN 6=0
〈(k1, . . . , kN)〉
m
N∏
j=1
|kj|
−bj .
Thus, by the condition |F−1ϕ| ≥ 1 on [−π, π]n, (7.3), and (7.4), our assumption
(7.2) implies
(7.6)
∫
[−π,π]n
∣∣∣∣ ∑
k∈Zn
ckdke
ik·x
∣∣∣∣rdx . 1.
Here, it should be noticed that the implicit constant in (7.6) depends on the quantity
of (7.4) but can be taken independent of {ck}k∈Zn so far as supk∈Zn |ck| ≤ 1.
We choose ck = ck(ω) to be identically distributed independent random variables
on a probability space, each of which takes +1 and −1 with probability 1/2. Then
integrating over ω and using Khintchine’s inequality, we have∫ (
the left hand side of (7.6)
)
dP (ω) ≈
(∑
k
|dk|
2
)r/2
(for Khintchine’s inequality, see, e.g., [9, Appendix C]). Hence,
(7.7)
(∑
k∈Zn
|dk|
2
)1/2
. 1.
Let k ∈ Zn be such that |k| is sufficiently large. Each dk is equal to∑
k2+···+kN 6=k,
k2,...,kN 6=0
〈(k − k2 − · · · − kN , k2, . . . , kN)〉
m|k − k2 − · · · − kN |
−b1 |k2|
−b2 . . . |kN |
−bN
and this can be estimated from below by∑
0<|k2|,...,|kN |≤|k|/N
〈(k − k2 − · · · − kN , k2, . . . , kN)〉
m
× |k − k2 − · · · − kN |
−b1|k2|
−b2 . . . |kN |
−bN
≈ |k|m−
∑N
j=1 bj+(N−1)n,
where we used the fact 0 < bj < n. Then (7.7) yields
m−
N∑
j=1
bj + (N − 1)n < −n/2.
Therefore, by the arbitrariness of 0 < aj < 1 and ǫj > 0, taking the limit as aj → 1
and ǫj → 0, we must have m−Nn/2+(N−1)n ≤ −n/2, namely m ≤ −(N−1)n/2.
The above argument is not entirely rigorous since, when we use Khintchine’s
inequality, we do not know a priori that
∑
|dk|
2 <∞ and since the functions faj ,bj ,
j = 1, . . . , N , are not in S. To get around these points, we replace faj ,bj by faj ,bj ,t
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defined by (7.1) with ϕ replaced by F−1ϕ. Then faj ,bj ,t is a function in S and Lemma
7.1 gives
sup
t>0
(
N∏
j=1
‖faj ,bj ,t‖Lqj
)
<∞.
If we define σ in the same way as above, then we have
Tσ(fa1,b1,t, . . . , faN ,bN ,t)(x) =
∑
k∈Zn
ckdk,te
ik·xF−1ϕ(x)N
with
dk,t =
∑
k1+···+kN=k
k1,...,kN 6=0
〈(k1, . . . , kN)〉
m
N∏
j=1
e−t|kj ||kj|
−bj ,
which certainly satisfies
∑
k |dk,t|
2 <∞. Hence, by the argument as given above, we
see that the estimate (7.7) with dk replaced by dk,t holds with an implicit constant
independent of t > 0. Therefore, taking the limit as t→ 0, we obtain
∑
k |dk|
2 <∞.
The rest of the argument is the same as above. 
The next proposition shows that the condition on s0 in Theorems 6.1 is sharp.
Proposition 7.3. Let m = −(N − 1)n/2, q1, . . . , qN ∈ [1,∞], r ∈ (0,∞], and
s0, s1, . . . , sN ∈ [0,∞). Suppose there exists a t ∈ (0,∞] such that the estimate
‖Tσ‖Lq1×···×LqN→Lr
.
∥∥∥2k·s∥∥〈(ξ1, . . . , ξN)〉−m∆kσ(x, ξ1, . . . , ξN)∥∥L∞((Rn)N+1)∥∥∥ℓtk0,k1,...,kN ((Zn)N+1)(7.8)
holds for all smooth functions σ with the right hand side finite. Then s0 ≥ n/2.
Proof. Firstly, we observe that it is sufficient to deduce the condition s0 ≥ n/2
under the assumption that (7.8) holds with t = ∞. In fact, once this is proved,
then replacing sj by sj + ǫ, ǫ > 0, j = 0, 1, . . . , N , we see that (7.8) with t ∈ (0,∞)
implies s0 + ǫ ≥ n/2. Thus since ǫ > 0 is arbitrary, we must have s0 ≥ n/2.
Now, since our method below is similar to the one used in the proof of Proposition
7.2, we shall only give an argument omitting necessary limiting argument. Suppose
(7.8) holds with t =∞. Take a function ϕ ∈ S(Rn) such that suppϕ ⊂ [−1/2, 1/2]n
and
∫
Rn
ϕ(ξ)2 dξ 6= 0 and set
σ(x, ξ1, . . . , ξN) = ϕ(x)e
−ix·(ξ1+···+ξN )
×
∑
ℓ1,...,ℓN∈Zn
〈(ℓ1, . . . , ℓN)〉
m−s0
N∏
j=1
e−i|ℓj |
aj
ϕ(ξj − ℓj),
faj ,bj (x) =
∑
ℓj∈Zn\{0}
|ℓj|
−bjei|ℓj |
aj
eiℓj ·xF−1ϕ(x), j = 1, . . . , N,
where 0 < aj < 1 and bj = n − ajn/2 − n/qj + ajn/qj + ǫj with ǫj > 0. Here, we
choose ǫj > 0 sufficiently small so that 0 < bj < n. Let Lj be a nonnegative integer
satisfying Lj ≥ sj for j = 0, 1, . . . , N . Since
|∂α0x ∂
α1
ξ1
. . . ∂αNξN σ(x, ξ1, . . . , ξN)| ≤ Cα0,α1,...,αN 〈(ξ1, . . . , ξN)〉
m−s0+|α0|,
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we see that
|∆kσ(x, ξ1, . . . , ξN)| .
{
〈(ξ1, . . . , ξN)〉
m−s02−k1L1−···−kNLN ,
〈(ξ1, . . . , ξN)〉
m−s0+L02−k0L0−k1L1−···−kNLN
(see [17, Subsection 5.3]). Thus, taking 0 ≤ θ0 ≤ 1 satisfying s0 = L0θ0, we have
|∆kσ(x, ξ1, . . . , ξN)| = |∆kσ(x, ξ1, . . . , ξN)|
1−θ0|∆kσ(x, ξ1, . . . , ξN)|
θ0
.
(
〈(ξ1, . . . , ξN)〉
m−s02−k1L1−···−kNLN
)1−θ0
×
(
〈(ξ1, . . . , ξN)〉
m−s0+L02−k0L0−k1L1−···−kNLN
)θ0
= 〈(ξ1, . . . , ξN)〉
m2−k0s0−k1L1−···−kNLN ,
which gives
(7.9) sup
k∈(N0)N+1
2k·s‖〈(ξ1, . . . , ξN)〉
−m∆kσ(x, ξ1, . . . , ξN)‖L∞ <∞.
On the other hand, by Lemma 7.1,
(7.10)
N∏
j=1
‖faj ,bj‖Lqj <∞.
Using the support condition of ϕ and (7.5), we see that
Tσ(fa1,b1 , . . . , faN ,bN )(x) = (2π)
−Nnϕ(x)
∑
ℓ1,...,ℓN∈Zn\{0}
〈(ℓ1, . . . , ℓN)〉
m−s0
×
N∏
j=1
|ℓj|
−bj
∫
Rn
ϕ(ξj − ℓj)
2 dξj
= C
 ∑
ℓ1,...,ℓN∈Zn\{0}
〈(ℓ1, . . . , ℓN)〉
m−s0
N∏
j=1
|ℓj|
−bj
ϕ(x).
Hence the assumption (7.8) with t =∞ together with (7.9) and (7.10) implies
(7.11)
∑
ℓ1,...,ℓN∈Zn\{0}
〈(ℓ1, . . . , ℓN)〉
m−s0
N∏
j=1
|ℓj|
−bj <∞.
The last sum is estimated from below by
∑
ℓ1∈Zn\{0}
|ℓ1|
−b1
 ∑
0<|ℓ2|,...,|ℓN |≤|ℓ1|
〈(ℓ1, . . . , ℓN)〉
m−s0
N∏
j=2
|ℓj|
−bj

≈
∑
ℓ1∈Zn\{0}
|ℓ1|
m−s0−b1+
∑N
j=2(n−bj)
Thus (7.11) implies m−s0−b1+
∑N
j=2(n−bj) < −n. Therefore, by the arbitrariness
of 0 < aj < 1 and ǫj > 0, taking the limit as aj → 1, ǫj → 0, and bj → n/2, we
obtain s0 ≥ m+ n/2 + (N − 1)n/2 = n/2. 
Finally, the following proposition shows that the conditions on s1, . . . , sN in The-
orem 6.1 are sharp.
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Proposition 7.4. Let m ∈ (−∞, 0], q1, . . . , qN ∈ [1,∞], r ∈ (0,∞], and s0, s1, . . . , sN ∈
[0,∞). Suppose there exists a t ∈ (0,∞] such that the estimate
(7.12) ‖Tσ‖Lq1×···×LqN→Lr . ‖σ‖S〈m〉0,0 (s0,s1,...,sN ,t;Rn,N)
holds for all smooth functions σ with the right hand side finite. Then sj ≥ n/2−n/qj ,
j = 1, . . . , N , and
∑N
j=1 sj ≥
∑N
j=1(n/2− n/qj) + n/r.
Proof. Let ψk ∈ S(R
n), k ≥ 0, be the same as in Subsection 5.2, but here we choose
ψ0 (in other words, φ) to be a real-valued radial function. Set ϕ(y) = ψ0(2y). Thus
suppϕ ⊂ {y ∈ Rn : |y| ≤ 1} and ψk, ϕ are also real-valued radial functions.
We first show sj ≥ n/2− n/qj . By symmetry, it is sufficient to consider the case
j = 1. Let a be a positive integer and set
σa(x, ξ1, . . . , ξN) = σa(ξ1, . . . , ξN) = F
−1ψa(ξ1)
N∏
j=2
F−1ϕ(ξj),
f1,a(x) = ψa(x), f2(x) = · · · = fN(x) = ϕ(x).
(7.13)
Observe that ∆kσa(ξ1, . . . , ξN) is equal to F
−1[ψk1ψa](ξ1)
∏N
j=2F
−1ϕ(ξj) if k0 =
k2 = · · · = kN = 0 and |k1 − a| ≤ 1, and 0 otherwise. Here we used the fact that
ψk0(Dx)[1] is equal to ψ0(0) = 1 if k0 = 0 and to ψ(0) = 0 if k0 ≥ 1. Notice also
|F−1[ψk1ψa](ξ1)| . 2
an〈2aξ1〉
−L if |k1 − a| ≤ 1, where L can be chosen arbitrarily
large. Thus we have
‖σa‖S〈m〉0,0 (s,t;Rn,N)
. 2as1
∥∥∥∥∥〈(ξ1, . . . , ξN)〉−m2an〈2aξ1〉−L
N∏
j=2
〈ξj〉
−L
∥∥∥∥∥
L2(RnN )
. 2a(s1+n/2),
(7.14)
where the implicit constants may depend on s and t but no on a. On the other
hand,
(7.15) ‖f1,a‖Lq1
N∏
j=2
‖fj‖Lqi = ‖ψa‖Lq1
N∏
j=2
‖ϕ‖Lqj ≈ 2
an/q1.
Since ψa and ϕ are radial functions, we have
Tσa(f1,a, f2, . . . , fN)(x) = (2π)
−Nn
(
ψa ∗ ψa
)
(x)
N∏
j=2
(
ϕ ∗ ϕ
)
(x)
= (2π)−Nn2an
(
ψ ∗ ψ
)
(2−ax)
N∏
j=2
(
ϕ ∗ ϕ
)
(x).
Moreover, since ψ and ϕ are radial real-valued functions, we see that ψ ∗ ψ(0) =
‖ψ‖2L2 > 0 and ϕ ∗ ϕ(0) = ‖ϕ‖
2
L2 > 0. Thus there exist C > 0 and δ > 0 such that
|(ψ ∗ ψ)(2−ax)| ≥ C and |(ϕ ∗ ϕ)(x)| ≥ C for |x| ≤ δ and a ≥ 1. Hence
(7.16) ‖Tσa(f1,a, f2, . . . , fN)‖Lr ≥ ‖Tσa(f1,a, f2, . . . , fN)‖Lr(|x|≤δ) & 2
an.
Now the assumption (7.12) combined with the inequalities (7.14), (7.15), and (7.16),
implies 2an . 2a(s1+n/2+n/q1). Since this holds for all a ∈ N, we have s1 ≥ n/2−n/q1.
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We next show the sharpness of the condition
∑N
j=1 sj ≥
∑N
j=1(n/2− n/qj) +n/r.
Since our argument is almost the same as the preceeding case, we only indicate the
necessary modification. Instead of (7.13), we set
σa(x, ξ1, . . . , ξN) = σa(ξ1, . . . , ξN) =
N∏
j=1
F−1ψa(ξj),
f1,a(x) = · · · = fN,a(x) = ψa(x)
where a ∈ N. In the same way as above, we can prove
‖σa‖S〈m〉0,0 (s,t;Rn,N)
. 2a
∑N
j=1(sj+n/2),
N∏
j=1
‖fj,a‖Lqj . 2
a
∑N
j=1 n/qj ,
where, in the former inequality, the implicit constant may depend on s and t but
no on a. Since Tσa(f1,a, . . . , fN,a)(x) = (2π)
−Nn (2an(ψ ∗ ψ)(2−ax))
N
in this case, we
have
‖Tσa(f1,a, . . . , fN,a)‖Lr ≈ (2
an)N 2an/r.
Therefore, the assumption (7.12) implies
(2an)N 2an/r . 2a(
∑N
j=1(sj+n/2)+
∑N
j=1 n/qj).
Since this holds for all a ∈ N, we have
∑N
j=1 sj ≥
∑N
j=1(n/2− n/qj) + n/r. 
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