Abstract-This paper presents the necessity and possibility of smart sensing using a multitude of sensors such as audio and visual sensors for human movement detection for home-care and home security applications in a smart environment. We define an event and spatial relationship based approach to the problem. Use of multisensory information to even detection is proposed and its prototype implementation to detect events like falling, walking, standing, shouting etc. 
I.
INTRODUCTION
Ambient Intelligence in Home-care applications is growing at a very fast phase in all parts of the world. One main requirement of such applications is the human detection and activity classification. The necessity for the development of human detection methods in the field of modern Home-care and security systems has become very popular and essential. There are many techniques currently being used for human detection using many different kinds of sensory information. It is necessary to detect the presence of the human in advance before processing the human activities such as falling, standing or walking etc [1] .
Human detection techniques at present can be either video based or any other sensor based. Sensor based detections are such as [2] , [3] and [4] where infrared sensors and carbon dioxide sensors are used to detect motion and magnetic sensors are utilized to detect the opening and closing of doors. An illumination sensor is a type of sensor where once the subject is present, the sensor relies on changes in the environment caused by the subject to trigger a chain of events in the circuit. A more fascinating approach is a system called Cenwits [5] Connection-less Sensor-Based Tracking Using Witnesses. This is a mobile system that emits a signal from time to time using RF communication. When two of these mobile sensors are close to each other, information is gathered such as time and location at that time of the subject carrying the sensor and finally all information is dumped at an access point. This system would be useful for application in a large area where it being necessary to keep track of individuals.
A is camera based detection approach is given in [7] where it involves a single camera tracking a number of people. The system works by extracting points and identifying feature points from an image, creates a path and clusters them and finally each of these clusters corresponds to a person. The W 4 : Who? When? Where? What? [8] technique relies on the system to solely identify a combination of shapes and sizes from the image segmentation of the monochromatic imagery to identify a subject's presence and its interaction and time. The system in [9] uses multiple cameras to detect human motion by selecting the best viewpoints of the images to extract a maximum amount of information on the individual or multiple amounts of individuals. The results of the system are reconstructions of the human position, normal axis and body size.
Then we looked at the audiovisual based approaches for human activity detection. There are some audiovisual based attempts for human emotion recognition [10] [11] [12] . But, however there have been not many attempts to use audiovisual sensors for human activity detection and hence this paper is an attempt to start filling up that gap.
II. OUR APPROACH
In this paper we propose video and audio based event driven monitoring and alerting system for home-care applications. The intended event monitoring and alerting system is as shown in the The events can be detected either using audio or by using video sensors. Most of the events mentioned in the Figure 1 can be monitored using video sensors but some unusual events like fall, shout, and cry can be easily detected using audio sensors. One advantage of the audio based sensors is it needs a few sensors to cover a larger area, but video sensor may fail to cover some important and short lasting events like 'fall' if it happened out of the video coverage area.
III. VIDEO SENSOR BASED ACTIVITY DETECTION
Many types of vision-based systems for surveillance and monitoring of closed environments have been described and built over the past 20 years [13] . Henry Tan et.
al. [14] [15] has proposed a simple technique for human activity recognition using head movement detection. Smart environments are an immediate application of human activity detection. Alex Pentland's research group at MIT Media Laboratory designed a smart room in 1991 [16] . This has evolved from its initial design to its current state of five networked smart rooms in the United States, Japan and the United Kingdom. These rooms use several machines, none more powerful than a personal computer, to identify the location, identity, facial expression and hand gestures of the persons in the room. Few more related research can be found in [17] [18].
Here we propose a system that analyses image sequences from multiple stationary cameras, acquired from a particular scene, to detect humans and their actions, and index the sequence according to these activities. The image sequences are indexed using the results for faster searching. Key frames are extracted from the image sequences for each entry in the index, to facilitate visual inspection without browsing the image sequence. In addition to the index, visualizations of motion paths for humans in the scene are created to provide a faster way of tracking human movements in the scene.
a.
Background Initialisation
The first phase of the proposed video sensor based human identification methodology is background initialization of a given situation. An outline of the background initialization phase is shown in Figure 2 . 
Background Adaptation
Background update is performed on both μ(x,y) and σ(x,y). The updates are not performed on regions that are not segmented and the regions covered by the segmented blobs. For the other pixels, the selection of update algorithm is based on the entries in the selection map. At the current state, the system does not update the pixels with a multimodal distribution. For the others, the update formulae are
The values of α and β are small, and in the range 0 to 1.
d. Head-Shoulder Model
In order to achieve scale independent human detection, we have constructed a headshoulder model using 300 head-shoulder images. Since the head-shoulder region is seen in different shapes from different angles with respect to the direction the human is facing, the images were categorized and averaged to form 3 different templates, T 1 , T 2 and T 3 .
Projections P 1 , P 2 and P 3 were then created by projecting T 1 , T 2 and T 3 , respectively onto the vertical axis. It was observed that the P 1 and P 2 have a distinct shape that can be used for human detection ( Figure 4 ). 
Human Detection
Each blob in the segmented image is projected onto the vertical axis (under the assumption that the human is not stooping forward substantially). The next step is to match this projection with the three projections in the head-shoulder model. We look for local minima along the projection of the blob from top to bottom. When we find a local minimum, we obtain three sub-projections by sampling the blob projection to the same dimension of the model projections such that for each sub-projection, the local minimum in the blob projection coincides with the global minimum in the corresponding model projection. These sub-projections are now matched with the P 1 , P 2 and P 3 to identify a strong match (90% normalized correlation).
However, for matching with P 3 , the blob is split along the vertical axis and two subprojections have to be created as the person appearing in the image can be looking either left or right. If there is a strong match, a human is detected. The height of the human head in the image (in pixels) can be determined using the position of the local minimum that results in the match. By finding the best matching template, we can get a rough idea of the angle of view.
At this point, it is possible to validate the result with scene context to avoid false detections. Since the room is a closed space, the humans seen in images cannot appear arbitrarily small. The minimum possible head height in pixels, for each camera, is stored in the scene context. The detected head height can be validated against this before further processing.
f.
Model Initialization
The results of matching in the previous section are the human head height and the angle of view. The basis of the body model acquisition is that the proportions of a human body can be specified to a high degree of accuracy using the height of the head. Figure 5 illustrates the proportional model that we are using. This model, referred to as "the eighthead model", is widely used in life drawing by artists. ) respectively on the X-Y plane, and a head-height of h, these body regions are specified as shown in Table 2 . Refinement of the head region is relatively simple as it is assumed that the entire head region is present in the image, for a successful detection. However, this may or may not be the case for other regions.
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For the torso region, the width is calculated using the head height, as shown in Figure 5 .
The axis of the torso region is calculated by joining the centroids of the head region and the upper part of the torso region.
The arms are modeled by removing the refined torso region from the torso region of the initial model. Length constraints of the arms, as imposed by the proportional model, are combined with the pixel information of the arm region to identify the elbow and forearm.
The width of an arm region is calculated using the dimensions of the initial model. If a region corresponding to an arm is not found or is narrower than half of the head-height, it is assumed that the arm is occluded by the torso. The position of the arm is assumed to be straight and lowered.
Figure 7 Refined Human Body Model
The refinement of the leg regions is similar, other than for the position and length constraints. Possible shadows segmented as foreground can be eliminated during this step.
After the refinements, the final model can be as in Figure 6 . If the blob is not covering the torso and leg regions, it is assumed that the parts pf the body are occluded.
h.
Tracking and Generating
The next step is to keep track of the human model instances along the frame sequences.
The following is an outline of the tracking algorithm used in our work.
For tracking using multiple cameras, one common approach is to match the pixel histograms of the blobs in the two consecutive frames. However, the method is not robust in the presence of occlusion. We minimize this problem by using only the chest region for histogram matching. It is possible to match views of a human from two cameras using this method, for most types of clothing and hairstyles. However, the method cannot be employed alone in the presence of multiple humans with similar clothing. For this work we consider 80% correlation as the threshold for matching histograms.
i. Video Sensor Based Event Recognition
We use a state-based approach to recognize events and actions. The state diagram in Figure 8 shows the transitions between states defined for a tracked human in the image sequence.
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j.
Detection of Unusual Events and Actions
It is possible that actions or events that are important to be recorded, but not specified by the above rules, take place. For example, there can be a situation where a person trying to block the camera. We keep an index to such an action as "unrecognized" to facilitate human observation to recognize the action. If the amount of scene change occurring between two frames is substantial and the action/event cannot be recognized, the scenario is identified as an unrecognized event. Key frames showing the scene change are extracted from the image sequence.
IV. SYSTEM EVALUATION FOR VIDEO EVENTS
In this section we will explain the system evaluation steps that we have adopted in the video event evaluation. As we have employed a state space based approach we have to first look at the accuracy of the detection of the events followed by the accuracy of the event tracking which will be explained in the next section.
a. Background Modelling and Foreground Extraction
The performance is quantitatively evaluated using 
EXPERIMENTAL RESULTS
In this section we present some of the results that we have obtained from our extensive databases. The fist subsection explains the human detection accuracy followed by the tracking accuracy.
a. Background Modelling and Foreground Extraction Table 3 shows the values for accuracy and pixel ratio calculated for conventional nonadaptive foreground segmentation. Table 4 shows the results obtained using the adaptive foreground segmentation technique that we have proposed and implemented. It is observed that overall pixel accuracy has improved to 98.9% (using the proposed adaptive technique) from 97.0% (non-adaptive technique).
b. Human Detection and Body model Acquisition
The ability to detect humans in images was tested by using 400 images with 10 human subjects appearing in them, both alone and together. Subjects with different hairstyles and attire were selected to identify weaknesses in detection. These subjects appeared in images in different sizes and different degrees of occlusion. Objects were introduced to some of the images to test for false detections of them as humans. An overall accuracy of above 94% has achieved in complete body model acquisition ( Table 5) . Twenty image sequences containing different actions and events were used to evaluate the accuracy of action and event recognition. Table 6 shows the accuracy of recognition of events in our proposed system. Exit ( The separation of cough, cry and shout (vocal track generated sounds) from walk, dooropen and fall was done using pitch contour detection. This is due to the fact that vocal track generated audio signals consists of its inherent formant frequency component. Then cough, cry and shout were further separated using the intensity contours. Cry had a constant intensity profile, while cough and shout had some abruptly increased intensity values. However cough and shout were easily separated by using the energy of the audio pulses. Walk has its inherent property of gradual increase of the intensity profile till the steps are getting close to the microphone and then gradual decrease when walks past the microphone ( Figure 13 ). Door open had its peculiar up and down intensity profile ( Figure   15 ). Falling audio activity can be combined with the video based falling detection for extra accuracy. The following table (Table 7) shows the results we have obtained. 
VII. RESULTS AND DISCUSSIONS
In this paper we have presented the results of using our multimodal sensors such as audiovisual sensors for sensing of human movements for home-care and security applications in smart environments. Our video sensor based analysis provided a comprehensive set of results to understand the human actions in an enclosed room or in a home environment with the possible detection of Entering, Walking, Exiting, Standing, Sitting, Using a PC, Taking an Object, Placing an Object and any other unusual event including falling. Then the introduction of the audio sensor based event detection increased the possible types of actions that can be detected like cough, cry and fall which may be hard to detect just by video sensor only. These short duration and scattered events may occur outside the coverage area of the video camera system in the house and hence may go undetected if only a video based system was employed. Video sensors detected the actions at 94.44% accuracy while the audio sensors detected the actions at 83.35% accuracy. In addition to that the video based fall detection accuracy was 93.33%. Currently we are working in the prototype of a 3 bedroom smart room facility constructed in one of the research facilities to obtain real life data and their analysis using multi-sensor integration.
