Light Detection and Ranging (LiDAR) has become a common means for predicting key forest structural attributes. The aim of this study was to explore the relationship between individual tree LiDAR-based metrics and field data on tree attributes from a tropical rainforest in Peninsular Malaysia, to assess the correlation between LiDAR and field data at the individual-tree level for aboveground biomass (AGB) estimates. The model was developed using multiple regression analysis, with a non-linear power model being used to fit the predictive models. The AGB model was developed based on estimated AGB at the field site and LiDAR data using the following methodology; (1) pooling of both field sample and LiDAR data, using ANCOVA to justify this approach, (2) selection of independent variables, (3) regression model development and (4) model assessment and validation. LiDAR height percentile (h80) and crown width (CW) measurement were found to best fit the data as evidenced by Adj-R 2 value of 0.63, root mean square error (RMSE) of the model of 14.8% and analysis of the residuals. This study provides an analytic framework for developing a predictive LiDAR-AGB model at tree level as LiDAR derived information helps natural resource managers to provide details of forest that could be derived from the biomass assessment to improve management decisions.
INTRODUCTION
Tropical forests in Southeast Asia have declined acutely over the past several decades (William 2007) . In particular, according to a new global forest map in partnership with Google, Malaysia had the world's highest rate of forest loss between 2000 and 2012 (Butler 2013) . Reducing emissions from deforestation and forest degradation (REDD+) is the framework for conser ving and enhancing carbon stocks of forested area in the tropics (UNFCC 2007) . For REDD+ implementation, accurate estimation and monitoring of carbon stocks are required at the national and subnational levels. To establish robust and transparent monitoring systems, a combination of ground-based sampling and remote sensing approaches was recommended (UNFCCC 2009). Aboveground biomass (AGB) of trees in tropical forests account for significant part of the total carbon pool (Houghton et al. 2001) . Therefore, estimating AGB is critical to accurately quantifying carbon stocks in the tropics (Gibbs et al. 2007) .
Tropical forests are known for their complex stand structure and abundant diversity in species composition (Steininger 2000) and estimating AGB from remote sensing data in this dense forest is challenging. Satellite-mounted optical sensors have been widely used to estimate AGB (Anaya et al. 2009 ). However, optical sensors acquire information from the upper canopy and are unable to measure the three-dimensional structure, including canopy height and subcanopy topography (Lu 2006) , which limits their utility to quantify AGB in tropical forests with complex canopy structures. Radar sensors (e.g., ALOS/PALSAR) use active microwave signals to generate an image, and these can be used to determine forest vertical structure (Gibbs et al. 2007) , even in areas of high cloud cover such as the tropics. Radar sensors can be used for relatively young or homogeneous forests, but their accuracy and sensitivity decrease in oldgrowth forests unless longer wavelengths are used (Hamdan et al. 2015) .
Light Detection and Ranging (LiDAR) emits laser pulses and measures the return time of scattered returns to directly estimate the height and vertical structure of forests (Dubayah & Drake 2000 , Lefsky et al. 2002 . LiDAR can be acquired at high sampling density with excellent geometric accuracy and reveal AGB variation at fine spatial scales (Reutebuch et al. 2005 , Mallet & Bretar 2009 . LiDAR is therefore well placed to bridge the scale gap between satellite observations and field measurements (Asner 2009 ).
LiDAR remote sensing systems can be distinguished based on the way in which return signals are recorded (discrete return or waveform), scanning pattern (profiling or scanning), platforms (airborne, spaceborne or ground based) and footprint sizes. The most common configurations of LiDAR systems is airborne small footprint discrete return scanning LiDAR, as used in this study. Airborne discrete return LiDAR has been used in a large number of studies for mapping biomass mainly using two approaches: (i) area-based and (ii) individual tree-based methods.
In this study, the individual tree-based method was considered at Pasoh Forest Reserve in Peninsular Malaysia. This site contains mixed species and is dominated by trees from the Dipterocarpaceae family, which is common in lowland dipterocarp forest. Lowland dipterocarp forest is one of the most species-rich communities in the world, with more than 200 species per hectare (Symington 1943 , Wyatt-Smith 1964 . Individual tree detection is seen as the most relevant approach to extract tree structural attributes in tropical rainforest characterised by a complex three-dimensional structure. LiDAR forest inventory methodologies based on individual tree detection have been widely studied, but are not widely used in practice, due to the difficulties of tree detection in various forest conditions, especially in dense, closedcanopy tropical forests (Kaartinen et al. 2012) .
The most widely used LiDAR metrics for AGB prediction are various height metrics that are associated with field measurements through empirical models (Kaartinen et al. 2012) . LiDAR metrics can be calculated based on first return, last return or all of the returns (Qi 2013) . In this study all returns were used to maximise the information content. Unlike most of the published algorithms that detect individual trees from a LiDAR-derived raster Canopy Height Model (CHM), this study worked directly with the LiDAR point cloud data and field data to distinguish individual trees and to estimate individual tree metrics. The CHM is a raster image interpolated from LiDAR points depicting the top of the vegetation canopy (Khosravipour et al. 2014) . As a result, the CHM can have inherent errors and uncertainties from a number of sources (Khosravipour et al. 2014) . However, by directly interpolating the raw LiDAR point cloud to extract individual trees, the measurements are not affected by the errors associated with interpolation, and the important 3D forest parameters can be extracted directly from the LiDAR returns that make up each tree (Li et al. 2012 ). To our knowledge, the use of direct LiDAR point cloud to detect individual trees and extraction of LiDAR height metrics in tropical rainforest of South East Asia has been little studied and this is one of the first studies to implement this approach for individual tree LiDAR-AGB modelling in Malaysia.
Due to the structural complexity of tropical rainforests, further research is needed to identify the relationship between AGB measured in the field and LiDAR height metrics, and to determine how these relationships impact the accuracy of predictive models. This research integrates, treelevel field-sample data with LiDAR variables to predict AGB in tropical rainforest. The goal of this study was to model individual tree AGB based on trees that were mapped in the field, with the intention that the model could later be applied to a wider area. The immediate objectives were to: (1) develop a non-linear AGB model based on field sample plot and LiDAR data and (2) validate the model in terms of accuracy and precision.
MATERIALS AND METHODS

Site description
The Pasoh Forest Reserve (PFR) in Peninsular Malaysia was selected as the study area for this research because of its species and structural diversity. The PFR study site (2.98 N 102.31 E) is located about 8 km from Simpang Pertang, Negeri Sembilan. PFR has an area of approximately 140 km 2 , and is mainly covered with lowland dipterocarp forest, with upland dipterocarp forests near the north-eastern boundary. The core area of old growth forest is approximately 600 ha. Most of the surrounding area has been logged in the past, resulting in several areas of regenerating lowland forest. The PFR is one of the most species-rich forest communities in the world with 340,000 trees, ≥ 1 cm diameter at breast height (DBH), consisting of 818 species. The field measurements for this study were collected within the 6-ha International Biological Programme (IBP) plot (known as the 'ecological plot') in which all trees, ≥ 5cm in DBH, have been measured and mapped since the early 1970s.
In order to represent a wide sampling of lowland dipterocarp forest, the LiDAR-AGB model also incorporated field-sampled tree data recorded from the Forest Research Institute Malaysia (FRIM) Forest Reserve. FRIM is located at Kepong, Selangor, approximately 16 km northwest of the capital city of Kuala Lumpur and 140 km away from the main test site of PFR. This 600 ha tropical forest contains approximately 15,000 species of plants. This forest has a similar structure to the study plot at PFR, where the area was stripped of its original forest cover and logged over 100 years prior, providing a generation almost as old as the primary forest. Both forest study sites are categorised as lowland forest (Figure 1 ).
Field data collection
The data used in this study include a vegetation field sample data collected in 2014 and LiDAR data collected in 2012 at PFR, as well as the vegetation field sample data and LiDAR data in FRIM both collected in 2014. Fieldwork was conducted at PFR, Negeri Sembilan, Malaysia from 28 th to 30 th October 2014. Six main forest parameters were collected; horizontal position (x, y) of individual trees, DBH, total height, bole height, crown diameter and tree species. Stratified random sampling of a rectangular area of 50 m × 100 m (0.5 ha) was split into 8 experimental plots with dimension of 25 m × 25 m (Figure 2. ). Each trees with DBH > 10 cm was measured within plots A1, A2, A3 and A4. The criteria was changed for plot B1 to B4 such that in these plots only emergent trees with height > 20 m were measured. The measurement strategy was designed in such a way as to facilitate the mobility of sampling work in the field. A total of 105 individual trees were used for final assessment.
Considering that the distribution of the AGB sample data deviates far from a normal distribution, the sample size of the selected 105 trees is possibly too small to build a reliable regression model representative of all species across both study areas. To address this issue, the field sample acquired in early 2014 from FRIM were evaluated to determine whether it could be incorporated into the regression model. Since both PFR and FRIM are under the authority of FRIM, a similar sampling method and plant measurement protocol was applied at FRIM as at PFR. The FRIM is similar to PFR in terms of topography, vegetation composition and structure and land use history, because both forest are managed under the authority of FRIM. Some environmental and successional differences exist between PFR and FRIM. However, the AGB characteristics are likely to have more important impact on the LiDAR metrics than the environmental factors, assuming a relationship exists between the AGB and the LiDAR variables. To test this assumption, an analysis of covariance (ANCOVA) was conducted in this study as detailed in section ANCOVA.
The trees locations were determined using geographic coordinates of the plot centres, and the direction and distance of trees, relative to the plot centre. The plot centres were measured with a handheld global positioning system (GPS) device and the locations were post processed with local base station data, resulting in an average error of approximately 0.5 m horizontally. Tree heights were measured using a hypsometer and the DBHs and crown diameter were measured using a diameter tape (d-tape). Crown diameter was measured in four cardinal directions with Table 1 .
Aboveground biomass (AGB) estimation
An abundance of allometric models to calculate AGB have been developed in South East Asian tropical, secondar y and Dipterocarp forests (Basuki et al. 2009 , Niiyama et al. 2010 . The selection of allometric equation for AGB are dependent on the characteristics and composition of the study area. In this study allometric equations for calculating AGB from field measurement were selected from Chave et al. 2014 . This is a pan-tropical multispecies allometric equation whereby the study site is one of the many test sites of the Center for Tropical Forest Science (CTFS), used to develop the allometr y model. Moreover, the chosen equation is a tree parameter incorporating DBH, height and wood density as predictor variables, describing the shape of the tree. Wood density is an important determinant of AGB, especially when a broad range of vegetation type is considered, and this model has been improved by including twice the number of trees as previous studies (Chave et al. 2014) . A careful selection of allometric equations is important to reduce the uncertainty in estimating AGB: 
LiDAR operations
The LiDAR data were obtained from a private Malaysian airborne company, using an IGI LiteMapper-5600 system with a Riegl Q560 LiDAR sensor scanning at a ± 22.5 0 , at a line rate of 60 line s -1
. Data processing steps include the production of radiometrically calibrated data (level 1), traceable to national standards for derived geophysical data products (level 2), which followed the application of an atmospheric correction. Finally, data were geometrically rectified to the local geo-reference co-ordinate system with user-defined ground control points (level 3). The data supplied were checked for quality, and delivered as classified and unclassified point clouds in both ASCII XYZ and LAS formats with a projection of UTM_Zone_48N. The data have been validated and quality checked and any possible low points have been removed. The root mean square (RMS) achieved by specific land class of forest was 0.092 m, and proved that the accuracy of LiDAR data is within tolerance of 0.15 m in vertical offset. The average point density was 8.8 points m -2 . The LiDAR data for FRIM was collected by FRIM. The data supplied was the same standard as the data received from PFR, with the average point density 7.5 points per square meter. Specification of the LiDAR system used at PFR and FRIM are summarized in Table 2 .
Data post-processing
FUSION software was used to process the LiDAR data to generate three main products: the digital (1) the data were filtered to remove the aboveground returns using algorithm an adapted from Kraus and Pfeifer (2001), performed by using the 'groundfilter' function and (2) the DTM was created by calculating the average elevation from the remaining (ground) LiDAR returns within a cell (cells that contain no points were filled by interpolation using neighbouring cells) by using function 'gridsurfacecreate'. The digital surface model (DSM) which represents the earth's surface and includes the trees and other objects on it, was created using 'canopymodel'. The discrete return point clouds were then normalised against the ground surface height and extracted for each plot using the coordinates of the lower left and upper right plot corners by using the 'clipdata' function. After heights were normalised, the canopy height model (CHM), which represents the height of the forest was generated by using 'canopymodel' function. The CHM was created for visualisation and image interpretation purposes and for manual co-registration between field sample data and LiDAR data, but not for LiDAR metrics extraction. Rather, individual tree LiDAR metrics were extracted directly from the normalised point cloud data. All point cloud data processing was performed using FUSION software (McGaughey 2014).
Individual tree extraction-co-registering LiDAR and field sample data
The development of the co-registration procedure was based on field sample data collected during fieldwork. The attributes relevant for this study are given in Table 3 . The position of the plot edges were georeferenced with a total station. Coordinates of each tree were determined by manually seeking the optimum fit between tree positions and heights measured by forest sampling and CHM. To do this, the absolute positions of the trees within each plot were calculated from the geographical coordinates of the sample plot centres and the coordinates of the individual trees measured from field. To obtain an interpretable best fit of the tree pattern, these coordinates were then converted into ArcGIS shapefiles, which, in combination with the field height of each tree and crown diameter measured in the field, formed a polygon representing the crown dimensions of each tree. Each of the tree crown polygons was assigned a unique identification number (ID) and projected to the same projection as the LiDAR (UTM_Zone_48N).
To facilitate visual comparison with the LiDAR CHM, the field tree crown polygon was visualised and manually moved to best fit the shape and height of the CHM. Errors of this manual co-registration method are expected to lie at the subpixel level (i.e. < 1.0 m). Out of the 142 individual trees, 3 trees were initially removed due to the condition of being broken at first branch, which left 139 individual trees to be assessed manually. From these, 105 could be unambiguously manually co-registered. After manual co-registration, the estimated absolute planimetric accuracy of the tree location was ± 0.5 m. After carefully co-registering the individual tree polygons with the LiDAR data, using the X, Y coordinates and the crown diameter measurement for each individual tree, the tree crown polygons were used to clip the LiDAR point cloud data such that the points within each polygon clouds were assigned the same ID as the individual tree crown polygon ID. Individual tree LiDAR metrics were then computed using the rMetrics function in the rLiDAR package (Silva et al. 2015) . The generated metrics from LiDAR were used to model the individual tree heights represented by the LiDAR height metrics ( Figure  3 ).
LiDAR metrics
Discrete return LiDAR metrics are descriptive str ucture statistics, calculated from the measurement of height normalised point cloud in three-dimensional space (Lefsky et al. 2005) . In this study, 30 metrics for each individual tree were calculated including: (1) Table 3 .
To examine the impact of laser returns on AGB estimation, LiDAR metrics point clouds based on all returns were generated.
Statistical analysis
Assumption of homogeneity of regression slopes in analysis of covariance (ANCOVA) was tested before developing the full model. This was to ensure that field sample data from FRIM 
ANCOVA
Since AGB at FRIM differed from PFR due to the different stand conditions, it is important that data pooling does not compromise the LiDAR-AGB relationship for the regression model in the study area. This can be tested using an ANCOVA approach. The AGB was estimated using the selected appropriate allometric equations and field data. Initially a linear regression model was chosen to observe any non-random patterns in the residuals. A curve was fitted to the trends of residuals for both forests. ANCOVA was conducted with a general regression model having one continuous outcome variable and one or more factor variables. It tests whether certain factors have an effect on the outcome variable after adjusting for the effects of confounding factors. In this study, ANCOVA was used to determine whether the sampled data from PFR and FRIM forest could be pooled for the AGB regression model in representing both study areas through testing the assumption of homogeneous regression slopes. This assumed that the relationship between the AGB and the LiDAR metrics in PFR and FRIM were independent of the regional conditions. To test this assumption, interaction effects were added into the regression model by adding the product of covariates and the regional factor. A power transformation was used to test this assumption because it best fit the sample data in the study:
where Y = field values of AGB (kg tree -1 ); site is a dummy variable for representing the different site (1 = FRIM, 0 = PASOH) and CW and h80 is the independent variables. When site is zero, the intercept and the slopes become β 0, β 1 and β 2 respectively in the model, which is derived only from PFR. When site is 1, the intercept and the slopes of the model include the addition of field sample data from FRIM. This approach was used to determine whether adding the sampled data from FRIM would impact the intercept and the slopes of the model significantly. The null hypothesis for the F test that β 0 = 0, β 1 = 0 and β 2 = 0; adding the FRIM data changed neither the intercept nor the slopes.
Selection of independent variables
The strength of relationships between AGB and the 30 LiDAR metrics were tested with the coefficient of determination (R 2 ). Regression 
Regression model development
Power functions have been used in a large number of studies for AGB estimation, probably because most allometric equations for calculating AGB in the field are power functions. The relationship between AGB and forest height has been well described (Morel et al. 2011 , Wang et al. 2013 The allometric equations used to derive AGB from field data in this study were based on a power function developed by Chave et al. (2014) and thus, provide a solid justification for the chosen model. Since most allometric equations for calculating tree-level AGB from field measurements are power models, AGB and LiDAR metrics were log transformed to fit a regression model. This is to reduce the heterogeneity of the regression residual variance. A multiplicative model formulated as equation (3) was selected, which can be translated into a linear form according to equation (4). This type of model has been used successfully by others to model various forest biophysical properties (Naesset 2002 , Lim et al. 2003 . The natural logarithm transformations required in equation (4) also ensure that, in most cases, regression assumptions are not violated. In the regression analysis, a linear multiplicative model was used which correspond to multiplicative power transformation, as used successfully by others to estimate various forest attributes. All derived variables were transformed to the natural logarithm. First, AGB was regressed against height metrics and AGB as a dependent variable. Multiple linear regression analysis using all independent variables was then carried out for both sites independently and in combination.
Stepwise selection using Akaike Information Criterion (AIC) was performed in R to select variables included in the final model. The AIC is a goodness of fit measure that favours smaller residual error in the model, but penalises the inclusion of predictors and helps avoiding overfitting. At each step, individual variables were either added or deleted and the next model with lowest AIC was retained in the next step. The coefficient of determination (R 2 ), the adjusted coefficient of determination (Adj-R 2 ) and the root-mean-square error (RMSE) were calculated for model comparisons. ), h max = maximum height of canopy, CBH = crown base height, h5,…, h99 = percentiles corresponding to 5,…, 99% of the laser canopy height (m), CW = crown size width. Both stepwise variable selection and the maximum R 2 variable selection techniques were applied to select LiDAR variables, to be included in the models. When using stepwise selection method, no independent variables were left in the models with a partial F statistic significance level greater than 0.05. The best fitting models were selected based on the lowest AIC value. The variance inflation factor (VIF) was used to address multicollinearity issues by calculating and monitoring the size of the condition number. Because the best models suggested by the stepwise procedure might have many independent variables that could introduce multicollinearity problems, the maximum R 2 improvement technique searches for the best one-variable model.
In accordance with the objectives of this study, the influence of forest site on the estimated AGB models were assessed by extending the preliminary regression models derived above with dummy variables representing these factors. Since both sites were lowland dipterocarp forest with almost similar species, the homogeneity test to assess whether both datasets can be pooled for model development was only assessed on variables related to site properties. To assess the effects of different forest site, the dummy variables were assigned a value of 0 for sampled data in Pasoh and a value of 1 for sampled data in FRIM. The result are discussed in ANCOVA analysis in ANCOVA.
Model assessment
Two questions were essential in assessing the model: (a) how well does the model fit the sampled data (model fitting analysis) and (b) is the model generalisable outside the sampled data? In the model fitting analysis, potentially influential data outliers were identified using the studentised deleted residual and Cook's distance statistic to assess a data point's influence on the regression coefficients of the regression model; generally, it should be considered a potentially influential point when its value exceeds 1. The goodness of fit of the model was evaluated using an adj-R 2 and the RMSE, and standardised residuals were used to check the following model assumptions: (1) the equal variance for all independent data and (2) no systematic pattern between the regression model residuals and the predictions. The R 2 evaluates the fit of a linear regression model to the sampled data. However, the impact of the degree of freedom on the model accuracy is well known; the more predictive variables in the model, the higher the R 2 . Clearly, the R 2 is not a good index to assess the model's goodness of fit. An Adj-R 2 removes the impact of the degree of freedom, and thus provides a more conservative measure of the model's goodness of fit.
The assumption of normality of error terms were assessed using the Shapiro-Wilk test (Shapiro & Wilk 1965 ) and heteroscedasticity were tested using the Breusch-Pagan test (Breusch & Pagan 1979) . Comparisons between models were based on their predictive capabilities with respect to the coefficient of determination (R 2 ), root mean square error (RMSE) and AIC between observed and predicted values. Once the best model was chosen, 10-fold cross validation was performed. RMSE were used as a way to evaluate the measured values and to estimate the true value. RMSE was calculated as follows: (6) where y i = observed values and ˆy i = predicted values for the ith compound, respectively, and n = number of samples in the training set.
RESULTS
A linear regression model was chosen to evaluate whether a relationship exists between AGB and LiDAR variables. Residuals versus modeled AGB were plotted to examine the assumption of linearity. To help observe patterns of residuals, a curve was fitted to the trends of residuals ( Figure  4) . The plot clearly displayed non-linear trends in the residuals.
Independent variables selection
Regression models with log-transformed variables were estimated with LiDAR derived metrics as the only independent variables. The models were selected by a stepwise regression procedure using all possible independent variables from both sites independently and combined. These are summarised in Table 4 . To simplify the models, the maximum R 2 improvement technique was used to find the best variable combination and the best-two variable model and so-forth, with the benchmark of the best fitting model being the one with the lowest AIC value. Multicollinearity was further evaluated to confirm that all independent variables had correlations below 0.90, a VIF value below 5, and high correlation with AGB.
Based on high Adj-R 2 and low rRMSE values, the predictive models, combining data from two forest sites, proved as an efficient strategy to predict AGB of the region. The best model was selected based on lowest AIC value, however, the selection of the best variables was determined by the correlation coefficients and p-values of the partial F statistic of selected metrics. Figure  5 shows a scatterplot matrix of the two models with lowest AIC value. The model combining four variables (CW, CBH, h5 and h75) gave the lowest AIC value and highest Adj-R 2 , but this combination introduced multicollinearity with VIF value > 5 and high inter-correlated independent variables with r > 0.90. This value can be summarised through Figure 5(a) . The model combining the CW and h80 variables, however, passes all the diagnostic tests with VIF < 3 and low correlation between predictors with r < 0.70 used for further analysis in this study, as summarised in Figure 5 -2 -1 0 1 2 1.5 2.0 2.5 3.0 3.5 **0.01 and ***0.001). Further model assessment will focus on the model based on the combined sites instead of the individual test sites. From the selected independent variables, an empirical approach was employed to identify the most appropriate cur ve that fitted the data. Linear, cubic, quadratic and power curve functions were fitted to the data. The R 2 , Adj-R 2 and RMSE were used to determine the most appropriate model. Of the four non-linear functions tested, the power function was found to best fit the sample data (Table 5) .
ANCOVA for pooling data from different forest sites
The regression output of equation (1) fit to the 209 individual trees from both sites and the F test for the overall model was statistically highly significant (p ≤ 0.001) and provided a good fit to the data (Table 6 ). It was found that all the interaction effects, Ln (CW) * dummy site and Ln (h80) * dummy site were not statistically significant according to their p values (0.782 and 0.339 respectively), which supported the null hypothesis: the response variables of the AGB in PFR and FRIM were independent of the site factor. Therefore, there were no statistically significant changes in the regression slopes of the model in the presence of different data from FRIM site. This result confirmed an early assumption that the vegetation structure was likely to have more impact on the LiDAR metrics than site-level environmental factors. Therefore, the data from FRIM could be pooled with the PFR data to develop the regression models and to mitigate the issue of the limited sample size in this study.
Data outlier and influential analysis
The results from the regression are shown in Table 7 . The p-value and R 2 value for the model were ≤ 0.001 and 0.6112, respectively, thus the model provided a good fit to the data.
Regression model fitting analysis
Multicollinearity is a serious issue that must be considered when using regression models. Multicollinearity was controlled by checking the VIF of the models. All independent variables and the model as a whole had a VIF below 5. Normal probability plots of the residuals suggested that the residuals were normally distributed. Besides the normal Q-Q plot distribution, residuals from the prospective model were also tested for normality by using the Shapiro-Wilk test and analysis on heteroscedasticity by using BreuschPagan test. Both tests accept the null hypothesis that residuals from the model are normally distributed by reporting p = 0.13 for Shapiro-Wilk test, and the variance of the error term is constant (homoscedasticity) with p = 0.34.
By adopting the power transformation into the model's design, the residual variances were reduced and the nonlinearity was addressed. Further, the linearity was not violated according to the normal probability plot of the residuals and the power function model was best fit to the sample data. Next, how well the proposed model could predict the outcome in different datasets (known as model generalisability) need to be assessed. The generalisation of the proposed regression model was evaluated using the 95% confidence intervals of the prediction in addition to cross-validation. The model performed well for small predicted values (Figure 6 ).
The mean square error (MSE) from a ten-fold cross validation was 0.907 compared to 0.856 that was estimated from the 105 samples. Since the two results were reasonably close, the proposed model can be considered generalisable. Figure 7 , shows the model's predictive results for both the training and calibration data sets in each pass. Prediction of the omitted test data are used to assess the predictive accuracy. The dashed lines are parallel and close to each other. The model's curve were scattered gradually in the low AGB values and close to each other towards the high AGB range, slightly showing a positive trend of errors in the low AGB range. Figure 6 The 95% confidence intervals of the predictions of power regression model, 95% probability that the true best-fit line for aboveground biomass (AGB) lies within the confidence interval and 95% of the y-values to be found for a certain x-value within the interval range around the linear regression line; ln = natural logarithm AGB from at the two sites was well estimated using the final prediction model predicting AGB from two LiDAR metrics (i.e. CW and h80), with Adj-R 2 of 0.63 and RMSE of 14.68% (Figure 8 ).
DISCUSSION
Malaysia's interest in participating in the World Bank's Forest Carbon Partnership Facility (FCPF) (Hamdan 2012) requires a baseline study to calculate carbon, so as to present the country's current status of carbon stored in forest. The development of biomass model for carbon stock estimation will help to support the research development for carbon monitoring methodology in Malaysia, with aims to prepare forested countries for REDD+ implementation in Malaysia (FRIM 2011 , FRIM 2012 . To best of our knowledge, this is one of the first studies to develop a model using individual tree and LiDAR-derived crown metrics at tree level in tropical rainforest. The increasing importance of accurate biomass estimation to support the REDD+ implementation, has created a critical need to understand, evaluate and improve current tree biomass prediction methods by adopting state-of-the-art analytical and statistical techniques. In this study, LiDAR metrics that correlate very well with field AGB was extracted based on trees that were mapped in the field as the main point to develop the LiDAR-AGB model.
Field-LiDAR AGB model
Field sample data can be valuable for evaluating LiDAR-based and other remotely sensed AGB maps, as plots are systematically arranged to provide a spatially unbiased estimate of forest AGB over an area, followed by welldocumented measurement protocols that are quality controlled . Findings from this study show that the LiDAR metrics and stem-localised AGB correlated very well with < 15% error in the residuals. An interesting finding from this research was that CW was one of the best LiDAR metrics for predicting AGB. Incorporating both crown size and tree height, particularly of large trees, may improve estimates from remote sensing data for both standing carbon stocks and carbon stock changes and this may be especially applicable to methods based on small footprint LiDAR (Goodman et al. 2014) . A recent published study by Ferraz et al. (2016) also incorporates CW, from decomposed entire point cloud into 3-Dimensional (3D) clusters that correspond to individual tree crown. The 3D clusters were modelled using a convex hull to calculate the crown area (CA) and the crown volume (CV) using the same tools developed by Silva et al. (2015) , as used in this study. However, the method allows for the use of many forest parameters in existing field allometrics equations to estimate the AGB. This method is only appropriate for forest areas with well-established field AGB allometry. The model developed was based on a geolocated stem map that represent most of the species which exist for lowland dipterocarp forest for building up LiDAR-AGB model with an adequate comparison of individual tree at stem level. Developing a regression model for AGB estimation at stem level is important to derive the most important LiDAR metrics that correlate with field AGB, before implementation at landscape level. The initial approach for quality assessment was presented in this study. Herein CW is related to DBH, direct retrieval of DBH from LiDAR point cloud at tree level is possible at temperate forest but very little has been addressed (Maltamo et al. 2009 , Vauhkonen et al. 2010 . However, it is not possible to apply the approach to tropical rainforest. Instead, an interpolation through the relationship with crown size is needed. Given that extraction of CW can be achieved through LiDAR, it is possible that future studies could retrieve DBH using similar methods. The CW and DBH relationships of tropical forest has previously been reported (Perez 1970) , the CW and DBH relationships has also been reported (Wile 1964 , Roberts & Ross 1965 , Bonner 1968 ) for a number of conifer species. All of these studies found a strong relationship between DBH and CW (R 2 = 0.6-0.9).
Metrics selection and their explanation
The analysis involved all independent variables in the initial search, finding correlations among independent variables, starting the analysis using the less correlated metrics (r < 0.7) and discarding those with least importance until the classification accuracy became stable. The topranked metrics were selected based on the lowest AIC value as the first criteria. To make sure the best model with the lowest AIC value is stable from the statistical perspective, multicollinearity was tested using VIF. The best model based on AIC contained CW, CBH, 5 th percentile and 75 th percentile. However, it also introduced high multicollinearity based on VIF value > 5 and the p-values were not significant for CBH (0.06) and 5 th percentile (0.32) variables. There were also strong high correlations among independent variables as shown in Figure 5 (a). Regression models with highly correlated independent variables are not stable and hard to interpret from either statistical or biological perspectives (Naesset & Gobakken 2008) . The second best model with the lowest AIC value was the model containing CW and 80 th percentile height as the independent variables for predicting AGB. This model passed all the diagnostic tests, with all variables having a VIF less than 5, suggesting no serious multicollinearity in the model. In addition, all variables were significant in terms of p-values, and there were no statistically significant changes in the regression slopes of the model in the presence of combining data from FRIM field sample plot.
There have been other studies reporting different height metrics that correlate very well with AGB that varies not just depending on forest type and location, but also on model and data processing procedures (Thapa et al. 2015) . In this study, multiplicative models using power functions performed best for predicting AGB from metrics generated from the raw point cloud LiDAR. AGB is usually non-linearly related to remote sensing variables, therefore, nonlinear transformations such as a power function where the response and explanatory variables were log transformed (Hall et al. 2005) reduces the heterogeneity of the regression residual variance. On the plus side, power functions have been used in a large number of studies for AGB estimation, probably because most allometric equations for calculating AGB in the field are power models (Qi 2013 ). An empirical approach has been implemented in this study to identify the most appropriate curve that fitted the data and power model was found to be the best fit for the sample data, providing justification for the model specification.
Analysis of covariance and regression model
Although environmental and successional differences existed between PFR and FRIM, the regression output of ANCOVA demonstrated that the relationship between AGB and LiDAR metrics was independent of these two sites by confirming the assumption of homogeneous slopes. High AGB is related to the size and structure of trees. The smaller the sample size, the greater the errors will be; limited sample size was overcome by combining the sample data between two sites similar in nature. The 105 samples from PFR were probably too small to represent the tree species and structural diversity exist in tropical rainforest. To overcome the issue of uncertainty in estimating the regression coefficients and intercepts, pooling sample data from similar forest types is a means to overcome uncertainty in AGB estimation. The final selected model, did not violate assumptions of equal variance and normality. However, there was a slight positive trend in the lower predicted AGB errors confirmed in both the variances of residuals and the ten-fold cross-validation analysis. It implies that the model might provide a better AGB estimation with a higher AGB than in the lower AGB.
This study provided direct retrieval of individual metrics (e.g. tree height and crown size) that allow testing of the hypothesis that LiDAR-based AGB models can replace or complement ground-based AGB models. Ferraz et al. (2016) implemented a similar approach through direct retrieval of LiDAR individual tree metrics, but the model assessment was dependent on a ground-based AGB model, which is an approach only appropriate for a forest area with well-established field AGB allometry. In contrast, the current approach used a precisely geolocated stem map that represented the majority of tropical rainforest species to develop the AGBLiDAR model. It is much more reliable as it showed that important LiDAR metrics correlated very well with field-based AGB measurements, before implementing at a landscape level.
CONCLUSIONS
ANCOVA analysis confirmed that the relationship between AGB and LiDAR were independent of the forest site, supporting an early assumption that the characteristics of the vegetation structure were likely to have more dominant influence on LiDAR metrics than environmental and other factors between the study areas. Combining data from two forest sites has two benefits. First tropical forest is a very complicated ecological system with diverse species and different biophysical structures, therefore the 105 tree sampled at PFR were possibly too small to build a reliable regression model to represent the whole population that exist in the region. Since PFR and FRIM forest is similar in terms of topographic conditions, vegetation cover and land use history, it is useful to combine the datasets for model calibration and validation. Second, in terms of statistics, combining data is a great way to understand the result of applying multiple models and approaches. The regression model in this study indicated a good correlation between LiDAR predictors and AGB, as in many prior studies.
A power function was identified as the best solution to fit the modelled data. Of 30 LiDAR metrics, h80 and CW were identified as the best independent variables to predict AGB. An interesting finding from this study, supporting earlier findings of Goodman et al. (2014) , was the importance of incorporating crown size and height to improve estimates of AGB carbon in tropical forest especially, also based on small footprint LiDAR. This research provided an analytic framework for developing a predictive AGB model from LiDAR and field plot data and will be of value especially for forest resource managers for estimating the AGB in lowland dipterocarp forest to improve management decisions.
It should stress that, the method used to extract LiDAR data for the trees was not an automatic individual tree detection method, but based on trees that were mapped in the field. The results of this study, may have been affected by the manual tree delineation, and individual tree position on the field was recorded by handheld GPS, however this approach tends to give an over-promising impression of the methods. It is suggested that an automatic procedure with focus to derive multi-layered crown delineation will be a promising avenue for future research. The usefulness of producing accurate tree-level data by means of LiDAR should therefore be assessed carefully with respect to alternative methods, model improvement and the costs involved.
