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1. Introduction
This paper deals with left-deﬁnite Sturm–Liouville problems (SLPs) consisting of the singular differential equation (DE)
ly := −(py′)′ + qy = λwy on I = [a,b), −∞ < a < b∞, (1.1)
and certain boundary conditions (BCs) that are self-adjoint in the theory of right-deﬁnite SLPs, where the coeﬃcient func-
tions p, q and w satisfy the basic conditions
1/p,q,w ∈ L1loc(I,R), |w| > 0, p > 0 a.e., (1.2)
and the weight function w changes sign on I . Here L1loc(I,R) denotes the set of real-valued functions that are Lebesgue
integrable on all compact subintervals of I . For details about the BCs used, see (2.5) and (2.7) below. We call
ly = −(py′)′ + qy = λ|w|y on I (1.3)
the right-deﬁnite equation associated with DE (1.1). Note that (1.3) are regular at a. We always assume that (1.3) is of
limit-circle and non-oscillatory at b.
For a left-deﬁnite SLP, a Hilbert space HL different from the weighted Hilbert space L2(I, |w|) can be introduced: let D
denote a subspace of L2(I, |w|) realizing the SLP. Then
( f , f )L :=
(|w|−1l f , f )= ∫
I
[−(pf ′)′ + qf ] f¯ dt (1.4)
is positive deﬁnite on D and hence deﬁnes an inner product (·,·)L and a norm ‖ · ‖L on D , and HL is the completion
of D under this norm. The space HL is called the left-deﬁnite Hilbert space (see [3, p. 9]), or simply, the left-deﬁnite
space, for the SLP. The problem of describing the left-deﬁnite spaces has been discussed by a number of authors under the
additional assumption that all functions in the maximal domain have “ﬁnite energy integrals.” See, e.g., [1–5] and references
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left-deﬁnite spaces is unsolved.
The purpose of this paper is to present an explicit description of the left-deﬁnite spaces. The description only uses an
explicit form of the left-deﬁnite BCs and a special pair of solutions u and v of (1.1). The explicit form of the left-deﬁnite
BCs is deduced from [9, Theorem 3.6], see Theorems 3.1 and 3.2 below. One of u and v is principal, the other is non-
principal, and they are used to regularize (1.1), following Niessen and Zettl [8]. Each HL is expressed as a product of the
form H02 × Ck , where H02 is the completion of the minimal domain under ‖ · ‖L , and Ck with 0 k 2 represents the effect
of the corresponding left-deﬁnite BC. See Section 4, in particular, Theorem 4.4, for details.
Therefore, the additional assumption of ﬁnite energy integral is dropped, and the problem of describing the left-deﬁnite
spaces is completely solved.
Note that regular left-deﬁnite SLPs are special cases of the left-deﬁnite SLPs considered in this paper. Moreover, the
description of the left-deﬁnite spaces is given for both SLPs with separated BCs and SLPs with coupled BCs.
This paper is organized as follows. In Section 2, we introduce our notation and summarize some basic results. The
explicit form of the left-deﬁnite BCs and the explicit description of the left-deﬁnite spaces are presented in Sections 3
and 4, respectively. Finally, two examples are discussed in Section 5.
2. Notations and preliminaries
In this section we shall ﬁrst outline the right-deﬁnite theory of SLP’s in the weighted Hilbert space HR := L2(I, |w|)
with inner product (y, z) = ∫I yz¯|w|dt, since it is intimately connected with the left-deﬁnite theory. Consider the maximal
operator Lmax and minimal operator Lmin associated with DE (1.3) given by
D(Lmax) :=
{
y ∈ HR : y, py′ ∈ ACloc(I), |w|−1ly ∈ HR
}
,
Lmax y := |w|−1ly, y ∈ D(Lmax), and Lmin := L∗max. (2.1)
Lmin is the closure of the pre-minimal operator L′min deﬁned by restricting |w|−1l to the domain
D
(
L′min
) := {y ∈ D(Lmax): y has compact support on (a,b)}. (2.2)
For basic well-known results on SLP’s, the reader is referred to [7,10,11]. Note that the left-deﬁniteness of SLP’s determines
that the lower bound, λ0(Lmin), of Lmin is positive. This, combined with the fact that Lmin is the closure of L′min, shows
λ0(Lmin) = λ0
(
L′min
) := inf{(L′min y, y), y ∈ D(L′min), ‖y‖ = 1}> 0. (2.3)
Let
R2(y)(t) =
(
y(t), y[1](t)
)
, [y, z](t) = y(t)z¯[1](t) − y[1](t)z¯(t), (2.4)
where t ∈ I , y, z ∈ D(Lmax) and y[1] := py′ is called the quasi-derivative of y. Note that limt→b[y, z](t) =: [y, z](b) exists
and is ﬁnite. Let u, v ∈ D(Lmax) be real-valued such that [u, v] = 1. We consider the singular SLP consisting of DE (1.1) and
the self-adjoint BC
MR∗(y) := M1R∗2(y)(a) + M2r∗2(y)(b) = 0, (2.5)
where
r2(y)(b) =
([y,u](b), [y, v](b)), R(y) = (R2(y)(a), r2(y)(b)), (2.6)
M = (M1,M2) and both M1 and M2 are 2× 2 complex-valued matrices such that
rank(M1,M2) = 2, M1
(
0 1
−1 0
)
M∗1 − M2
(
0 1
−1 0
)
M∗2 = 0. (2.7)
Here M is called the boundary matrix. Let
L(M)y = |w|−1ly, y ∈ D(M) := {y ∈ D(Lmax): MR∗(y) = 0}. (2.8)
It is known [11] that L(M) is a self-adjoint extension of Lmin. The SLP consisting of (1.1) and (2.5) is said to be left-deﬁnite
if there exists a number μ0 > 0 such that
(y, y)L :=
(|w|−1ly, y)μ0(y, y) for all y in D(M), (2.9)
see [4]. In this case, (2.5) and (2.8) are called the left-deﬁnite BC and the left-deﬁnite domain, respectively. Accordingly,
(y1, y2)L :=
(
L(M)y1, y2
)= ∫
I
[−(py′1)′ + qy1] y¯2 dt, y1, y2 ∈ D(M), (2.10)
is a positive deﬁnite inner product on D(M) of HR . The completion of D(M) with respect to the induced norm ‖ · ‖L is
called the left-deﬁnite space.
422 G. Wei, S. Fu / J. Math. Anal. Appl. 345 (2008) 420–430Let λ ∈ R and let u and v be real solutions of (1.3). Then u is called a principal solution at b if u(t) = 0, for t ∈ (α,b) and
some α ∈ I , and every solution y of (1.3) which is not a multiple of u satisﬁes
u(t) = o(y(t)) as t → b.
v is called a non-principal solution at b if v(t) = 0, for t ∈ (α,b) and some α ∈ I , and v is not a principal solution at b.
Note that the principal solution u is unique up to constant multiples and the non-principal solution v is never unique.
In particular, v + cu is also a non-principal solution for any c ∈ R. Clearly, u(t)/v(t) → 0 as t → b for any non-principal
solution v . It also should be noted that (1.3) is non-oscillatory at b if and only if there exists a principal solution at b.
Let λ0(Lmin) > 0. Then, by [9, Lemma 2.1], there exist a principal solution u and a non-principal solution v of DE ly = 0,
which satisfy
R2(v)(a) = (0,1), lim
t→b
u(t)
v(t)
= 0 and [u, v](b) = 1. (2.11)
Clearly, the pair of solutions {u, v} is unique and the functions u and v in (2.6) can be replaced by the principal solution u
and the non-principal solution v , respectively. Thus, for our purpose, in the following of this paper, both u and v in (2.6)
are always the principal and non-principal solutions satisfying (2.11). Let
A =
⎛
⎜⎜⎜⎝
0 1 0 0
1 2u[1](a) 0 2
0 0 0 −1
0 2 −1 0
⎞
⎟⎟⎟⎠ . (2.12)
Lemma 2.1. The Sturm–Liouville problem consisting of (1.1) and (2.5) is left-deﬁnite if and only if there exists a positive number μ0
such that∫
I
[
p(t)
∣∣y′0∣∣2 + q(t)|y0|2]dt μ0
∫
I
∣∣w(t)∣∣|y0|2 dt, ∀y0 ∈ D(L′min), (2.13)
and the boundary matrix M in (2.5) satisﬁes one of the following three conditions:
(i) if rankMAM∗ = 2, then
MAM∗ is a negative deﬁnite matrix; (2.14)
(ii) if rankMAM∗ = 1, then M can be written as
M =
(
a11 0 a13 0
a21 a22 a23 a24
)
and αAα∗ < 0, (2.15)
where all ai j ∈ C and α = (a21,a22,a23,a24);
(iii) if rankMAM∗ = 0, then L(M) = LF (the Friedrichs extension of Lmin) that is, M can be written as
M =
(
1 0 0 0
0 0 1 0
)
. (2.16)
Proof. This is given in [9, Theorem 3.6]. 
Clearly, by the Dirichlet formula (see [9]), condition (2.13) is equivalent to (2.3). Note that in the case of rankMAM∗ = 1,
the boundary matrix M may be also written in the form
M ′ :=
(
a21 a22 a23 a24
a11 0 a13 0
)
. (2.17)
Next we shall describe the weighted Sobolev spaces generated by the inner product (L′min·, ·) on D(L′min). For singular
SLP’s, Niessen and Zettl [8] have introduced a very elementary transformation which transforms any singular non-oscillatory
limit-circle endpoint into a regular one. Many basic properties of singular SLP’s can be inferred from corresponding regular
ones. One of the purposes of this paper is to apply this transformation to characterize the weighted Sobolev spaces.
Lemma 2.2. Let h = v + u. Then h is a positive non-principal solution of ly = 0. Furthermore, deﬁne T y := y/h,
N := T |w|−1lT−1, P := ph2, W := |w|h2, Q := h(lv) = 0. (2.18)
Then P−1 ∈ L1(I), the differential expression Nz = W−1[−(P z′)′ + Q z] and
N ′0 = T L′minT−1, N0 = T LminT−1, Nmax = T LmaxT−1. (2.19)
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[8, Theorem 2.3], v(t) > 0 as t ∈ (a,b). By (2.11) and Green’s formula [9], u(a) = 1. Furthermore, if there exists some c
in (a,b) satisfying u(c) = 0, then, (u/v)(t) = − ∫ tc 1/(pv2)dx (see [8]). This shows limt→b(u/v)(t) = 0, which results in a
contradiction with the deﬁnition of principal solution. Hence, u > 0 and h > 0 on I. 
Lemma 2.3. Denote by H02(N) the completion of D(N
′
0) with respect to the inner product (N
′
0·, ·). Then
H02(N) =
{
f ∈ ACloc(I): f (a) = 0 = lim
t→b
f (t) exists,
√
P f ′ ∈ L2(I)
}
(2.20)
and it associates with the inner product and norm
( f1, f2)D :=
∫
I
P f ′1 f¯ ′2 dt, ‖ f1‖D := ( f1, f1)1/2D , f1, f2 ∈ H02(N). (2.21)
Proof. Let H1 denote the right-hand side of (2.20). Let us ﬁrst prove that H02(N) ⊆ H1. If f belongs to H02(N), then, by
Lemma 2.2 and Dirichlet formula (see [9]), λ0(N ′0) = λ0(L′min) > 0 and there exists a sequence fn in D(N ′0) such that
λ0
(
N ′0
) ∫
I
W | fm − fn|2 dt 
(
N ′0( fm − fn), fm − fn
)= ∫
I
P
∣∣ f ′m − f ′n∣∣2 dt → 0 as m,n → ∞. (2.22)
Therefore,
√
P f ′n is a Cauchy sequence in L2(I) converging to some g ∈ L2(I). On the other hand, for x ∈ [a, c] ⊂ I, we have
∣∣ fm(x) − fn(x)∣∣
x∫
a
∣∣ f ′m − f ′n∣∣dt 
c∫
a
1
P
dt ·
∫
I
P
∣∣ f ′m − f ′n∣∣2 dt. (2.23)
This deduces that the sequence fn converges uniformly to function f which is absolutely continuous on [a, c]. Since c is an
arbitrary number in I, f belongs to ACloc(I). Let r = g/
√
P . For J := [c,d] ⊂ I , we have r ∈ L( J ) and f ′n =
√
P (
√
P f ′n) → r
in L( J ). Let ξ ∈ J . Then
f (x) − f (ξ) = lim
n→∞
[
fn(x) − fn(ξ)
]= lim
n→∞
x∫
ξ
f ′n(t)dt =
x∫
ξ
r dt. (2.24)
Since both sides of (2.24) are continuous, everyone on J , f ′ = r a.e. on J . This conclusion holds on I as well, since J is
an arbitrary compact subinterval of I . Hence,
√
P f ′ = √Pr = g ∈ L2(I). Furthermore, by Lemma 2.2, 1/√P ∈ L2(I) and the
considerations leading to (2.24) now imply that r = g/√P ∈ L(I), f ′n = 1/
√
P (
√
P f ′n) → r in L(I) and, since fn vanishes in
some neighborhood of b,
f (x) = lim
n→∞ fn(x) = limn→∞
x∫
b
f ′n(t)dt =
x∫
b
r(t)dt. (2.25)
Thus, limx→b f (x) = 0 for f ∈ H02(N). Similarly, f (a) = 0 can be proved. Therefore, we obtain that H02(N) ⊆ H1.
Next, let f ∈ H1. We prove f ∈ H02(N). In this case, P f ′ belongs to L2(I, P−1). Since P−1 ∈ L(I) and C∞0 (I) is densely
deﬁned in L2(I, P−1), there exists a sequence gn ∈ C∞0 (I) such that
∫
I P
−1|gn − P f ′|2 dt → 0 (n → ∞). For each gn ∈ C∞0 (I),
let [cn,dn] ⊂ I such that the support of gn is contained in [cn,dn]. Note that, if
∫
I P
−1gn dt = 0 and let
fλ,n(x) =
x∫
a
(
eiλt − γλ
) gn(t)
P (t)
dt, γλ =
(∫
I
gn(t)
P (t)
dt
)−1 ∫
I
eiλt
gn(t)
P (t)
dt,
where λ ∈ R, then fλ,n belongs to D(N ′0), the support of fλ,n is contained in [cn,dn] and P (x) f ′λ,n(x) → gn(x) uniformly for
x ∈ [cn,dn] as λ → ∞ (see [6, p. 1013]). Therefore, there exists λn ∈ R satisfying |P (x) f ′λn,n(x) − gn(x)| < 1/n, x ∈ I. Set
Gλn,n(x) =
{∫ x
a P
−1gn dt if
∫
I P
−1gn dt = 0,
fλn,n(x) if
∫
I P
−1gn dt = 0.
(2.26)
It is easy to verify that PG ′ = gn a.e., if
∫
P−1gn dt = 0 and Gλn,n(x) belong to D(N ′ ) for all n. Thus,λn,n I 0
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P
∣∣G ′λn,n − f ′∣∣2 dt =
∫
I
P−1
∣∣PG ′λn,n − P f ′∣∣2 dt

∫
I
P−1
∣∣PG ′λn,n − gn∣∣2 dt +
∫
I
P−1|gn − P f ′|2 dt

(
1
n2
∫
I
P−1 dt +
∫
I
P−1|gn − P f ′|2 dt
)
→ 0 (2.27)
as n → ∞. This shows H1 ⊆ H02(N). Hence, H1 = H02(N). 
Lemma 2.4. Let h = u + v. Denote by H02 the completion of D(L′min) with respect to the inner product (L′min·, ·). Then
H02 =
{
y ∈ ACloc(I): y(a) = 0 = lim
t→b
y
h
(t) exists,
√
ph
(
y
h
)′
∈ L2(I)
}
(2.28)
and it associates with the inner product and norm
(y1, y2)D :=
∫
I
ph2
(
y1
h
)′( y¯2
h
)′
dt, ‖y1‖D := (y1, y1)1/2D , y1, y2 ∈ H02. (2.29)
Proof. By Lemma 2.3, we note that D(L′min) = T D(N ′0) and
(
L′min y1, y2
)= (N ′0 y1h , y2h
)
=
∫
I
P
(
y2
h
)′( y¯2
h
)′
dt
(
y1, y2 ∈ D
(
L′min
))
.
Thus, by combining with (2.20) and (2.21), Lemma 2.4 can be proved. 
Remark 2.5. By the Niessen–Zettl’s characterization [8, Corollary 3.1] of the Friedrichs extension and the closure of L′min, we
know that both D(Lmin) and D(LF ) are the densely deﬁned in H02 with respect to (2.29).
Remark 2.6. By the above proof, the function h in Lemma 2.4 can be replaced by other non-principal solutions of ly = 0 as
it is positive on I .
3. Explicit boundary conditions for left-deﬁniteness
For singular limit-circle right-deﬁnite SLP’s, the self-adjoint BC’s are classiﬁed into two disjoint classes: separated and
coupled. The separated self-adjoint BC’s have the canonical representation
cosαy(a) − sinαy[1](a) = 0, 0 α < π ; (3.1)
cosβ[y,u](b) − sinβ[y, v](b) = 0, 0 < β  π. (3.2)
Each coupled self-adjoint BC can be written as
eiθ R∗2(y)(a) = Kr∗2(y)(b), (3.3)
where i = √−1, −π < θ  π and
K ∈ SL(2,R) =:
{
K =
(
k11 k12
k21 k22
)
: kij ∈ R, det K = 1
}
. (3.4)
Theorem 3.1 (Separated conditions). If the Sturm–Liouville problem consisting of (1.1) and (2.5) is generated from the separated self-
adjoint boundary conditions, then it is left-deﬁnite if and only if α and β satisfy one of the following four conditions:
(i) sinα = 0, sinβ = 0;
(ii) sinα = 0, cosβ sinβ < 0;
(iii) sinβ = 0, sinα(cosα − u[1](a) sinα) > 0;
(iv) sinα sinβ = 0, cotα > u[1](a), cotβ(cotα − u[1](a)) < −1.
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M =
(
cosα − sinα 0 0
0 0 cosβ − sinβ
)
. (3.5)
By (2.12), we note that
MAM∗ = −2
(
sinα(cosα − u[1](a) sinα) − sinα sinβ
− sinα sinβ − cosβ sinβ
)
. (3.6)
From Lemma 2.1, if rankMAM∗ = 0, then (2.16) is equivalent to sinα = 0 = sinβ. If rankMAM∗ = 1, then (2.15) is equiva-
lent to either sinα = 0 and cosβ sinβ < 0 or sinβ = 0 and sinα(cosα − u[1](a) sinα) > 0. (Note that, in the latter case, the
boundary matrix M in (2.5) may be replaced by M ′ , see (2.17).) If rankMAM∗ = 2, then (2.14) is equivalent to sinα sinβ = 0,
sinα(cosα − u[1](a) sinα) > 0 and
0 < det
(
MAM∗
)= 4sinα sinβ[− cosβ(cosα − u[1](a) sinα)− sinα sinβ]
= −4sin2 α sin2 β[cotβ(cotα − u[1](a))+ 1], (3.7)
that is, sinα sinβ = 0, cotα > u[1](a) and cotβ(cotα − u[1](a)) < −1. This completes the proof of Theorem 3.1. 
Theorem 3.2 (Coupled conditions). If the Sturm–Liouville problem consisting of (1.1) and (2.5) is generated from the coupled self-
adjoint boundary conditions, then it is left-deﬁnite if and only if k11,k12,k21,k22 and θ satisfy one of the following two conditions:
(i) k12 = 0, k22(k21 + 2cos θ) > 2u[1](a);
(ii) k11k12 > 0, (k21 − k12)/k11 + 2cos θ/k11 > 2u[1](a).
Proof. In this case, M = (−eiθ I2, K ) and rankMAM∗  1 (see (2.16)). By (2.12), we see that
MAM∗ = −2
(
k11k12 k12(k21 + e−iθ )
k12(k21 + eiθ ) k21k22 + 2k22 cos θ − 2u[1](a)
)
. (3.8)
Thus, by Lemma 2.1, in the case of rankMAM∗ = 1, (2.15) is equivalent to k12 = 0 and k22(k21 + 2cos θ) > 2u[1](a); in the
case of rankMAM∗ = 2, (2.14) is equivalent to k11k12 > 0 and
0 < det
(
MAM∗
)
= 4[k11k12(k21k22 + 2k22 cos θ − 2u[1](a))− k212∣∣k21 + eiθ ∣∣2]
= 4k11k12
[
k21k22 + 2k22 cos θ − 2u[1](a) − k12
k11
(
k221 + 2cos θk21 + 1
)]
= 4k11k12
[
k21 − k12
k11
+ 2cos θ
k11
− 2u[1](a)
] (
K ∈ SL(2,R)). (3.9)
This completes the proof of Theorem 3.2. 
4. Left-deﬁnite spaces
In this section, we will describe explicitly all left-deﬁnite spaces associated with the SLP consisting of (1.1) and (2.5) in
terms of principal and non-principal solutions.
Lemma 4.1. Let y ∈ ACloc(I), limt→b(y/v)(t) =: (y/v)(b) exists and
y = y − y(a)u − y
v
(b)v. (4.1)
If y ∈ D(Lmax), then y ∈ D(LF ).
Proof. By [4, Corollary 5.1], for any y ∈ D(Lmax), we have
[y,u](b) = − y
v
(b). (4.2)
Thus, by [8, Theorem 4.2], we have y(a) = [y,u](b) = 0 and y ∈ D(LF ). 
Let
M =
(
a11 a12 a13 a14
a21 a22 a23 a24
)
and M24 =
(
a12 a14
a22 a24
)
. (4.3)
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(i) If rankMAM∗ = 2 and Υ (y) := (y(a), (y/v)(b)) for any y ∈ D(M), then rankM24 = 2 and(
L(M)y, y
)= (y, y)D + Υ (y)ΔabΥ ∗(y), (4.4)
where y ∈D(LF ) is deﬁned by (4.1), (y, y)D is deﬁned by (2.29) and
Δab = −12M
−1
24 MAM
∗M−1
∗
24 ; (4.5)
(ii) if rankMAM∗ = 1, then a¯11 y(a) − a¯13(y/v)(b) = 0 and
(
L(M)y, y
)= (y, y)D +
{
δa|y(a)|2 if a22 = 0,
δb| yv (b)|2 if a22 = 0,
(4.6)
where
δa = −
∣∣∣∣ 1a22
∣∣∣∣
2
αAα∗, δb = −
∣∣∣∣ 1a24
∣∣∣∣
2
αAα∗
(
α = (a21,a22,a23,a24)
); (4.7)
(iii) if rankMAM∗ = 0, then y(a) = 0 = (y/v)(b) and(
L(M)y, y
)= (y, y)D = (y, y)D . (4.8)
Proof. Since M is a self-adjoint boundary matrix, by the facts that M J˜4M∗ = 0 and MR∗(y) = 0 (see (2.7) and (2.8)), it is
easily seen that, for y in D(Lmax), y belongs to D(M) if and only if there exists a unique (c1, c2) ∈ C2 such that
R(y) = (c1, c2)M J˜4 = (c1, c2)
(−a12 a11 a14 −a13
−a22 a21 a24 −a23
)
. (4.9)
Here
J˜4 =
(
Jˆ2 0
0 − Jˆ2
)
with Jˆ2 =
(
0 1
−1 0
)
.
By [9, Lemma 3.3], for any y ∈ D(Lmax),
Re(Lmax y, y) = (y, y)D + 1
2
R(y)A−1R∗(y) and J˜4A−1 J˜∗4 = −A.
Thus, we have, for y ∈ D(M) ⊂ D(Lmax),
(
L(M)y, y
)= (y, y)D + 1
2
(c1, c2)M J˜4A
−1(M J˜4)∗
(
c¯1
c¯2
)
= (y, y)D − 1
2
(c1, c2)MAM
∗
(
c¯1
c¯2
)
= (y, y)D − 1
2
⎧⎪⎨
⎪⎩
(c1, c2)MAM∗
( c¯1
c¯2
)
if rankMAM∗ = 2,
c2αAα∗c¯2 if rankMAM∗ = 1,
0 if rankMAM∗ = 0,
(4.10)
where α = (a21,a22,a23,a24). As a consequence, when rankMAM∗ = 2, we have rankM24 = 2. (If not, by (2.15), then
rankMAM∗  1.) By (4.9),
(c1, c2) = −Υ (y)M−124 . (4.11)
Let Δab = −(1/2)M−124 MAM∗M−1
∗
24 . Then (4.4) holds. When rankMAM
∗ = 1, by Lemma 2.1(ii), it is clear that a12 = a14 = 0.
In this case, we have a¯11 y(a) − a¯13(y/v)(b) = 0 and (a22,a24) = 0. (If not, from (2.16), rankMAM∗ = 0.) Consequently, if
a22 = 0, then, by (4.9), c2 = −a−122 y(a); if a22 = 0, then a24 = 0 and c2 = −a−124 (y/v)(b). Thus, by (4.10), we can obtain (4.6).
When rankMAM∗ = 0, it is clear that (4.8) holds, thus completing the proof. 
Remark 4.3. For each left-deﬁnite domain D(M), Lemma 4.2 gives the explicit form of the inner product (L(M)y1, y2)
on D(M). Accordingly, we can deﬁne the left-deﬁnite space HL corresponding D(M) as follows: let rankMAM∗ = 2 and
deﬁne the product space HL by
HL := H02 × C2 :=
{
yˆ := {y,Υ (y)}: y ∈ ACloc(I), lim y (t) exists, y ∈ H02
}
(4.12)t→b v
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( yˆ1, yˆ2)L := (y1, y2)D + Υ (y1)ΔabΥ ∗(y2), yˆ1, yˆ2 ∈ HL, (4.13)
where yi , i = 1,2, are deﬁned by (4.1). We identify D(M) with a linear manifold of HL via the association
y ↔ yˆ, (4.14)
where y ∈ D(M) and yˆ = {y,Υ (y)} ∈ HL with y ∈ D(LF ) ⊂ H02. Thus the corresponding (4.14) is a one-to-one inner product
preserving map of D(M) into HL . Similarly, if rankMAM∗ = 1, we can deﬁne the space HL by
HL := H02 × C1 :=
{
yˆ :=
{ {y, y(a)} if a22 = 0,
{y, yv (b)} if a22 = 0
: y ∈ ACloc(I), y ∈ H02, lim
t→b
y
v
(t) exists, a¯11 y(a) − a¯13 y
v
(b) = 0
}
(4.15)
with the inner product
( yˆ1, yˆ2)L := (y1, y2)D +
{
δa y1(a) y¯2(a) if a22 = 0,
δb
y1
v (b)
y¯2
v (b) if a22 = 0,
(4.16)
where yˆi ∈ HL, i = 1,2, and δa and δb are deﬁned by (4.6). If rankMAM∗ = 0, we can deﬁne the space HL by
HL = H02 with inner product ( yˆ1, yˆ2)L = (y1, y2)D . (4.17)
The following theorem shows that HL = H02 × Ck , k = 0,1,2, with respect to the associated inner product (·,·)L is a
left-deﬁnite space for every case.
Theorem 4.4. Given a left-deﬁnite domain D(M), consider the inner product (·,·)L given respectively by (4.13), (4.16) and (4.17) via
rank of MAM∗ , then the left-deﬁnite space HL associated with D(M) is the completion of D(M) with respect to this inner product.
The proof of Theorem 4.4 needs the following lemma.
Lemma 4.5. Given y ∈ H02 and (c1, c2) ∈ C2, then there exists a sequence ym in D(LF ) such that
‖ym − y‖D → 0 (m → ∞) and
(
y[1]m (a), [ym, v](b)
)= (c1, c2). (4.18)
Proof. This is easy to verify by [9, Lemma 3.3] and its proof is omitted. 
Proof of Theorem 4.4. For each left-deﬁnite domain D(M), it is easy to verify that D(M) ⊂ HL and (·,·)L is a positive
deﬁnite inner product on HL . In the following we only consider the case of rankMAM∗ = 2. The other cases can be proved
similarly.
Let yˆm := {ym,Υ (ym)} ∈ HL be a Cauchy sequence. From (4.12) and the fact that Δab a positive deﬁnite matrix (see (4.5)
and (2.14)), there exist y in H02 and (d1,d2) in C
2 such that
ym → y in H02 and Υ (ym) → (d1,d2) in C2 as m → ∞.
Denote by y = y + d1u + d2v. Then d1 = y(a), d2 = (y/v)(b) and yˆ := {y,(d1,d2)} belongs to HL . This shows that HL is
a Hilbert space. Furthermore, given yˆ = {y,Υ (y)} ∈ HL, by (4.9) and (4.11), there is a function y1 in D(Lmax) satisfying
Υ (y1) = Υ (y) and(
y[1]1 (a), [y1, v](b)
)= (c1, c2)M13 = −Υ (y)M−124 M13 with M13 =
(
a11 −a13
a21 −a23
)
, (4.19)
which shows that y1 belongs to D(M). In addition, by (4.2) and [9, Lemma 3.3], we have(
y[1]1F (a), [y1F , v](b)
)= (y[1]1 (a), [y1, v](b))− Υ (y)
(
u[1](a) 1
1 0
)
, (4.20)
where y1F = y1 − y1(a)u − (y/v)(b)v ∈ D(LF ). Thus, by Lemma 4.5, there exists a sequence ym in D(LF ) such that(
y[1]m (a), [ym, v](b)
)= (y[1]1F (a), [y1F , v](b)), ‖ym−y‖D → 0. (4.21)
Let ym = ym + y(a)u + (y/v)(b)v . By (4.19)–(4.21), it is easy to verify that
ym ∈ D(M) and ‖ yˆm − yˆ‖L = ‖ym−y‖D → 0.
Thus, HL is the completion of D(M) with respect to the inner product (·,·)L and the proof is complete. 
According to the separated and coupled self-adjoint BC’s, by Theorems 3.1 and 3.2, in the subsequent Theorems 4.6–4.7
we give explicitly all δa, δb and Δab for every case. We omit their proofs.
428 G. Wei, S. Fu / J. Math. Anal. Appl. 345 (2008) 420–430Theorem 4.6 (Separated conditions). Let the left-deﬁnite Sturm–Liouville problem consisting of (1.1) and (3.1)–(3.2).
(i) If rankMAM∗ = 2, then
Δab =
(
cotα − u[1](a) −1
−1 − cotβ
)
; (4.22)
(ii) if rankMAM∗ = 1, then
δa = − cotβ if sinα = 0, δa = cotα − u[1](a) if sinβ = 0; (4.23)
(iii) if rankMAM∗ = 0, then HL = H02.
Theorem 4.7 (Coupled conditions). Let the left-deﬁnite Sturm–Liouville problem consisting of (1.1) and (3.3).
(i) If rankMAM∗ = 2, then
Δab = 1k12
(
k22 − 2u[1](a)k12 −(k12 − e−iθ )
−(k12 − eiθ ) k11
)
; (4.24)
(ii) if rankMAM∗ = 1, then a11 = −eiθ , a13 = k11 and
δa = k21k22 − 2k22 cos θ − 2u[1](a). (4.25)
5. Examples
In this section, we give two examples to realize the left-deﬁnite spaces. In ﬁrst example, we present all left-deﬁnite
spaces via separated BC’s; in second example, we present them via coupled BC’s.
Example 5.1. Consider the DE
ly = −y′′ + μ
2 − 1/4
(1− t)2 y = λwy on I = [0,1), (5.1)
where 0 < μ < 1, μ = 1/2, w ∈ L1(I) is real and changes sign with |w| = 1 a.e., on I. Clearly the endpoint 0 is regular and
1 is singular. The right-deﬁnite equation associated with (5.1) is the following form of the Bessel equation
−y′′ + μ
2 − 1/4
(1− t)2 y = λy on I. (5.2)
It is easy to see that DE (5.2) is limit-circle non-oscillatory at 1 and λ0(Lmin) > 0 (see [4]). For λ = 0,
u = (1− t)1/2+μ and v = 1
2μ
[
(1− t)1/2−μ − (1− t)1/2+μ] (5.3)
are the principal and non-principal solutions, respectively, of DE (5.2), which satisfy condition (2.11).
For simplicity, we replace v in Theorem 4.4 by v1 = 1/(2μ)(1−t)1/2−μ since both limt→1 y(t)/v(t) and limt→1 y(t)/v1(t)
exist and is equality for any y ∈ HL . Clearly, v1 > 0 on I. By Remark 2.6, the inner product of H02 is
(y1, y2)D =
∫
I
(1− t)2μ−1
(
y1
(1− t)μ−1/2
)′( y¯2
(1− t)μ−1/2
)′
dt. (5.4)
Using {u, v}, the separated self-adjoint BC’s are given by (3.1)–(3.2). By Theorem 4.6, the left-deﬁnite spaces associated
with DE (5.1) are described as following.
(i) If sinα sinβ = 0, cotα > −(1/2+ μ) and cotβ(cotα + μ + 1/2) < −1, then
HL =
{
yˆ = {y,Υ (y)}: y ∈ ACloc(I), y ∈ H20, limt→1(1− t)μ−1/2 y(t) exists
}
(5.5)
with the inner product
( yˆ1, yˆ2)L := (y1, y2)D + Υ (y)Δ01Υ ∗(y) ( yˆ1, yˆ2 ∈ HL) (5.6)
where(·,·)D is deﬁned by (5.4), y = y − y(0)u − 2μ((1− t)μ−1/2 y)(1)v , Υ (y) = (y(0),2μ((1− t)μ−1/2 y)(1)) and
Δ01 =
(
cotα + μ + 1/2 −1 )
. (5.7)−1 − cotβ
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HL =
{
yˆ := {y,2μ((1− t)μ−1/2 y)(1)}: y ∈ ACloc(I), y(a) = 0, y ∈ H02, limt→1(1− t)μ−1/2 y(t) exists
}
(5.8)
with the inner product
( yˆ1, yˆ2)L := (y1, y2)D − 4μ2 cotβ
(
(1− t)μ−1/2 y1
)
(1)
(
(1− t)μ−1/2 y¯2
)
(1), (5.9)
where yˆ1, yˆ2 ∈ HL and y = y − 2μ((1− t)μ−1/2 y)(1)v.
(iii) If sinβ = 0 and sinα(cosα + (1/2+ μ) sinα) > 0, then
HL =
{
yˆ = {y, y(a)}: y ∈ ACloc(I), y ∈ H20, 0 = limt→1(1− t)μ−1/2 y(t) exists
}
(5.10)
with the inner product
( yˆ1, yˆ2)L := (y1, y2)D + (cotα + 1/2+ μ)y1(0)y2(0), (5.11)
where yˆ1, yˆ2 ∈ HL and y = y − y(0)u.
Example 5.2. Consider the DE
−((1− t2)y′)′ = λwy on I = [0,1), (5.12)
where |w| = 1 and w is real and changes sign on I . The right-deﬁnite equation associated with (5.12) is the following form
of the Legendre equation
−((1− t2)y′)′ = λy on I = [0,1). (5.13)
It is easy to see that DE (5.13) is limit-circle non-oscillatory at 1 and λ0(Lmin) > 0 (see [8]). For λ = 0,
u = 1 and v = 1
2
ln
1+ t
1− t (5.14)
are the principal and non-principal solutions, respectively, of DE (5.13). Clearly, u and v satisfy condition (2.11). By
Lemma 2.4, we set h = u + v and obtain the inner product of H02 with the inner product
(y1, y2)D =
∫
I
(
1− t2)(1
2
+ ln 1+ t
1− t
)2( y1
1
2 + ln 1+t1−t
)′( y¯2
1
2 + ln 1+t1−t
)′
dt, (5.15)
where y1, y2 ∈ H02. By {u, v}, the coupled BC’s are given by (3.3). From Theorem 4.7, the left-deﬁnite spaces associated with
DE (5.12) are described as following.
(i) If k11k12 > 0, (k21 − k12)/k11 + 2cos θ/k11 > 0, then
HL =
{
yˆ := {y,Υ (y)}: y ∈ ACloc(I), y ∈ H20, lim
t→b
(
ln
1+ t
1− t
)−1
y(t) exists
}
(5.16)
with the inner product
( yˆ1, yˆ2)L := (y, y)D + Υ (y)Δ01Υ ∗(y), yˆ1, yˆ2 ∈ HL, (5.17)
where y = y − y(0)u − 2((ln 1+t1−t )−1 y)(1)v, Υ (y) = (y(0),2((ln 1+t1−t )−1 y)(1)) and
Δab = 1k12
(
k22 k12 − e−iθ
k12 − eiθ k11
)
. (5.18)
(ii) If k12 = 0 and k22(k21 + 2cos θ) > 0, then
HL =
{
yˆ := {y, y(0)}: y ∈ ACloc(I), lim
t→b
((
ln
1+ t
1− t
)−1
y
)
(t) exists, −e−iθ y(0) = k11
((
ln
1+ t
1− t
)−1
y
)
(1), y ∈ H20
}
(5.19)
with the inner product
( yˆ1, yˆ2)L := (y1, y2)D + k22(k21 − 2cos θ)y1(0)y2(0), yˆ1, yˆ2 ∈ HL . (5.20)
Acknowledgments
This research is supported by the National Natural Science Foundation of China (No. 10771165) and the Natural Science Foundation of Shaanxi Province,
China (No. 2005A04). We are grateful to the referee, whose suggestions helped improve the presentation of this paper.
430 G. Wei, S. Fu / J. Math. Anal. Appl. 345 (2008) 420–430References
[1] C. Bennewitz, W.N. Everittt, On Second Order Left Deﬁnite Boundary Value Problems, Lecture Notes in Math., vol. 1032, 1983, pp. 31–67.
[2] B. Curgus, H. Langer, A Krein space approach to symmetric ordinary differential operators with an indeﬁnite weight function, J. Differential Equations 79
(1989) 31–61.
[3] Q. Kong, H. Wu, A. Zettl, Left-deﬁnite Sturm–Liouville problems, J. Differential Equations 177 (2001) 1–26.
[4] Q. Kong, H. Wu, A. Zettl, Singular left-deﬁnite Sturm–Liouville problems, J. Differential Equations 206 (2004) 1–29.
[5] A.M. Krall, W.N. Everitt, L.L. Littlejohn, The Laguerre type operator in a left deﬁnite Hilbert space, J. Math. Anal. Appl. 192 (1995) 460–468.
[6] M. Möller, On the unboundedness below of the Sturm–Liouville operator, Proc. Roy. Soc. Edinburgh Sect. A 129 (1999) 1011–1015.
[7] N.A. Naimark, Linear Differential Operators, vol. II, Ungar, New York, 1968.
[8] H.-D. Niessen, A. Zettl, Singular Sturm–Liouville problems: The Friedrichs extension and comparison of eigenvalues, Proc. London Math. Soc. 64 (1992)
545–578.
[9] G. Wei, J. Wu, Characterization of left-deﬁniteness of Sturm–Liouville problems, Math. Nachr. 278 (2006) 932–941.
[10] J. Weidmann, Spectral Theory of Ordinary Differential Operators, Lecture Notes in Math., vol. 1258, Springer-Verlag, Berlin, 1987.
[11] A. Zettl, Sturm–Liouville problems, in: D. Hinton, P. Schaefer (Eds.), Spectral Theory and Computational Methods of Sturm–Liouville Problems, Marcel
Dekker, Berlin, 1997, pp. 1–104.
