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Abstract Contingency analysis (CA) requires fast exe-
cution time for real-time power system operations. Because
CA problems can naturally be divided into separate sub-
tasks, parallel computing helps to speed up the computation
time. This paper proposes a master/slave parallel comput-
ing architecture and studies the computation of CA in a
large-scale power system through high performance com-
puting, adopting a message passing interface for imple-
mentation. In particular, although the execution time of CA
varies, there is a tradeoff between having an imbalanced
workload and ‘‘paying’’ a synchronization penalty for
parallel computing: either factor blocks the progress of
scalability. The proposed layered dynamic scheduling
method is effective to tackle the challenge of high syn-
chronization cost and workload imbalance and have the
potential to further scale for the N - 2 contingency
analysis.
Keywords Massive parallel computing, Power system,
Contingency analysis
1 Introduction
Contingency analysis (CA) is performed to determine
whether steady-state operating limits would be violated
when credible contingencies occur. CA consists of two parts:
contingency selection and contingency evaluation [1–4]. In
theory, an extraordinarily large number of possible contin-
gencies can occur at any moment in a large-scale power
system, and the window of time, during which system
operators can analyze the event and take appropriate pre-
ventive (pre-contingency) and corrective (post-contingency)
actions [5, 6], is quite limited. If the contingency selection is
too conservative, its analysis takes too long time; if the
selection is not conservative enough, critical contingencies
causing constraint violations or catastrophes could be mis-
sed. Thus, a solid contingency selection procedure followed
by contingency evaluation for a set of selected contingencies
must be executed for proper control actions.
Today, having the ability to perform rapid CA for large-
scale systems is critical for safe and reliable power grid
operations. In general, such a reliability evaluation should
be carried out within a few minutes. Moreover, for a single
CA task, the computational time increases much faster than
that of the linear growth with the scale of the power sys-
tem, due to the non-linearity of power flow computation.
As shown in Fig. 1, the CA problem could be decomposed
as independent subtasks and solved in parallel, which signif-
icantly shortens the computation time. If the execution time
for individual tasks is approximately the same, the workload is
in balance. We could assign tasks to processors deterministi-
cally, thus avoiding synchronization overheads. Otherwise, if
the power flow computation in different contingency cases
may take different time in most cases, in order to achieve
workload balance, we would need to schedule the tasks to the
processors dynamically and synchronization costs could
hardly be avoided. In addition, the design of the CA algorithm
is also important in accelerating the entire process.
Reference [7] demonstrated parallel computing methods
to accelerate CA and [8] computed CA for the N - X CA
by high-performance computing. Furthermore, [8] and [9]
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applied a single, counter-based scheduler that would
implement CA task scheduling and dynamically assign
tasks according to the current availability of computational
processors. They demonstrated an excellent speedup at the
512 process scale. The work also revealed that single-point,
counter-based dynamic task scheduling could be a bottle-
neck, and consequently employed a multicounter-based
scheduling method, in which tasks are re-allocated from a
heavy to a light workload group. This ‘‘master/slave’’
approach is a typical paradigm for parallel computing and
an ideal model for addressing the single-program multiple-
data (SPMD) problem [10, 11]. Reference [12] discussed
static and dynamic parallel scheduling for execution times
of various tasks underlying a heterogeneous platform.
Recently, a ‘‘superior/master/slave’’ hierarchical topology
for task assignment is presented in [13]. Reference [13]
revisited the classic master/slave solution to schedule
embarrassingly parallel tasks, which is the master for
scheduling tasks heuristically. Various task-process map-
ping algorithms are studied according to input data pat-
terns. By simulation, some guidelines are given to choose a
data distribution topology and a mapping algorithm.
This paper adopts parallel computing techniques to
help speed up large CA. In the master/slave architecture,
the I/O workload is minimal and is handled with the
master reading the data, and then broadcasting to the
slaves. It focuses on the challenges of workload sched-
uling, workload balance, and limiting the communication
cost of CA computation. Our contribution is to address
this large-scale massive parallel computing problem of
CA, apply the hierarchical task scheduling, which effi-
ciently limits the synchronization penalty along with the
dynamic task scheduling strategy, and introduce the
method to N - 2 large-scale contingency analysis with
robust scalability.
The rest of the paper is organized as follows. CA
algorithms are introduced in Sect. 2. Section 3 presents
parallelism for CA and parallel implementation. It also
reveals the limitation of asynchronous nature of large-scale
CA, and correspondingly derives a group-based scheduling
method to address the scalability problem. Then, consid-
ering the scenarios of various workloads for CA tasks,
dynamic scheduling is used to solve the problem and
demonstrate its limitation. After profiling and analyzing the
bottleneck of counter-based dynamic scheduling, a three-
layered scheduling approach is proposed that succeeds the
trade-off of synchronization cost and workload balancing,
which processes massive CA problems on a large scale.
Section 5 presents conclusions of this study.
2 Algorithms
The (1)–(4) show the basic PQ fast decoupled power
flow calculations [14]:
Dhk ¼ ½B01 DP hk; Vkð Þ
Vk
ð1Þ
hkþ1 ¼ hk þ Dhk ð2Þ
DVk ¼ ½B001 DQ hkþ1; Vkð Þ
Vk
ð3Þ
Vkþ1 ¼ Vk þ DVk ð4Þ
where B0 and B00 are fixed Jacobian matrices determined by
the admittance parameters of a power network; h is the
voltage phase angle of buses; V is the voltage amplitude;
DQ and DP result from nodal power flow equations. When
using sparse-matrix oriented solution methods to solve
power flow equations, a large amount of CPU time will be
spent on the triangular decomposition of matrices B0 and
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Fig. 1 Converting CA to parallel computing problems
160 Xi YANG et al.
123
B00. Therefore, in order to avoid forming ordered triangular
factorization repeatedly after branch outages, we utilize
compensation techniques to obtain the solution of linear
equations. Actually, branch outages can be considered in
an efficient way by adding an additional part, DB0and DB00,
into the previous B0 and B00as follows:
Dhk ¼ ½B0 þ DB01 DP hk; Vkð Þ
Vk
¼ B0 þ Mdy0MT 1DP hk; Vkð Þ
Vk
ð5Þ
where dy0 is the m  m matrix, it contains correction
information for B0; m is number of branch outages; M is the
n  m incidence matrix, which relates to outages.
Generally, for one branch outage, we have
MT ¼ 0; . . .; 1; . . .;1; . . .; 0½  Mp ¼ 1; Mq ¼ 1
Line p–q without transformer, or
MT ¼ 0; . . .; 1; . . .;N; . . .; 0½  Mp ¼ 1; Mq ¼ N
Line p–q with transformer, Tap = N (p side).
According to the matrix modification inverse lemma
(MMIL), (5) can be changed as:
Dhk ¼ ½B01 þ ½B01MC0MT½B01








Dhk ¼ ½B01 DPðhk; VkÞ
Vk
þ ½B01Mð½dy01
þ M½B01MTÞ1MT½B01 DPðhk; VkÞ
Vk
ð8Þ
Dhk ¼ Dh0k þ Dh00k ð9Þ
Similarly, taking the DV - DQ, (3) has been developed as
DVk ¼ ½B01 DQ hkþ1; Vkð Þ
Vk
þ ½B001M ½dy001 þ M½B001MT
 1
MT½B001 DQ hkþ1; Vkð Þ
Vk
ð10Þ
DVk ¼ DV 0k þ DV 00k ð11Þ
As generator outages are not simulated in the paper, the
load balance is not disrupted when a branch outage occurs.
Therefore, neither preventive actions nor corrective actions
are included as this is not an OPF formulation. As the
primary objective and the contribution of the paper are to
propose a parallel computing framework for CA and focus
on its computational performance, we simply try to see if
the power flow can still converge and the system is still
secure after a line trips out. Preventive and corrective
actions will be included in our future work.
3 Master/slave parallel computing
3.1 Master/slave MPI program
Using parallel computing to decompose the computa-
tional workload to accelerate the execution time, the
message passing interface (MPI) paradigm is well suited
for handling computations when a task is divided into
subtasks. For MPI programs, it is common to have most of
the processors for computation, and a few processors or
just one processor for task scheduling management. Gen-
erally, the manager is called the ‘‘master’’ and the rest are
called the ‘‘workers’’ or ‘‘slaves’’ [15].
In this case, firstly, the master usually does all of the I/O
work while the slaves complete their I/O work by con-
tacting the master. Hence, the extra I/O overhead is
reduced by increasing the numbers of processors. More-
over, it provides the opportunity to monitor the availability
of the slaves and achieve load-balancing. Assume that N is
the number of processors, Ts is the serial execution time of
the program, and Tp is the paralleled execution time of the
program by N processors. We here define the speedup
kspeedup to evaluate the scalability of parallelism as equa-
tion [16]: kspeedup ¼ TS=TN.
(1) Synchronous and asynchronous message passing:
While passing messages synchronously, the program will
be stopped until the message is delivered to the destination.
While passing messages asynchronously, however, the
program will continue forwarding the tasks immediately to
carry out processing without blocking other functions.
Thus, the I/O and computation can be overlapped, and the
efficiency is improved.
(2) Embarrassingly parallelism: Under embarrassingly
parallel (massive parallelism) scenarios, the computation is
naturally independent among subtasks, but the execution
time of each subtask varies. The latest finishing time of a
slaves-level subtask determines the response time of the
entire application. Thus, the processing time for each slave
depends not only on the number of subtasks but on the
actual maximum execution time for the assigned tasks.
(3) Static and dynamic parallel computing: The static
parallel computing determines scheduling of subtasks by
the rank of processors and corresponding task indices. The
distribution of tasks is fixed. It is easily implemented, and
task assignments are deterministic. However, although the
program is massively parallelized, the actual processing
time for each task is hardly predictable and is determined
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by the input data. Because of such variances in the exe-
cution time among slaves, static parallel computing results
in a considerable penalty stemming from workload
imbalance. On the other hand, dynamic scheduling main-
tains a work queue, and tasks that are initially assigned by
one to each slave and master are instead assigned to a slave
by one task at a time while also acknowledging when the
previous task is finished. Dynamic task scheduling helps to
alleviate such problems but does so at the cost of needing
to support synchronized communication, such that the tasks
are assigned according to the latest processing states of the
slaves instead of according to the rank of processors.
3.2 Three-layered master/slave dynamic parallel
computing
Whether the program employs static parallel computing
with asynchronous message passing or dynamic parallel
computing with synchronous message passing, having a
single master only creates a bottleneck. Dynamic sched-
uling should be adopted to minimize variances and thus to
gain further scalability, while the synchronization cost
should be limited within the capacity of the master.
Hence, we employ a three-layered, hierarchical master/
slaves method to approximate such a tradeoff. To address
massive parallel computing, based on the above paradigm,
tasks are dynamically scheduled to achieve a fine scalability.
The processors are assigned to several groups, and the
master in the group communicates with the individual slave
processors, receiving results and feedbacks on task assign-
ments. Such a communications workload is within the mas-
ter’s capacity. Therefore, the workload is balanced within
groups. Moreover, because the number of slaves in a group is
limited such that the number of requests being served by the
master is limited as well, both workload scheduling and result
collection will less degrade the performance.
In this case, the workload balance and the scalability are
guaranteed within groups. As we need to achieve workload
balance among the groups to approximate a global workload
balance, a coordinator who is dedicated to balancing work-
loads is used among groups. The tasks are dispatched by a
central coordinator to a group master and then passed to the
slaves, in this three-layered hierarchical dynamic scheduling
structure. The group masters request tasks from the unique
central coordinator, in other words, they pull tasks from the
central scheduler. On the other hand, the individual slave in a
group requests a task from them for one at a time.
Each processor computes its rank to learn its role, the
central scheduler and group master or the slave. Also the
slave knows its group master. One message contains the
information we needed, including the index of the message
and the sender processor. According to the tag index we
could store the results in the right place. A counter is used
to record the current task index, and the bound indicates the
range of tasks needed to be processed. Processors update
the bounds according to the sending or receiving messages
to enable dynamic task assignment. The procedures and the
implementation of the three-layered dynamic task sched-
uling are described as follows:
The central scheduler ( )
1. Check if the counter is out of bound; if it is, then exit.
2. Receive a message indicating which group master
sends it.
3. Update the counter by adding the length of package.
4. Send counter to the group master indicating the next
task to process.
5. Go back to step 1.
Group master ( )
1. Check whether the counter is out of bound; if it is, then
exit.
2. Receive a message indicating it is from which slave.
3. Store the results by index and increase the counter by 1.
4. Send current counter to the slave indicating the next
task. Check the counter whether it reaches a threshold
for requesting more tasks for further executions; if it
does, then send the start index of the package of tasks
to the central scheduler; also receive an index from the
central scheduler, indicating the new start index for the
next package; and such index plus half of length of
package as the threshold.
5. Check the counter whether it reaches a threshold to the
end of the package of tasks; if it does, then update the
start index of the package of tasks; and also update the
ending index of the package of tasks.
6. Check whether the results are good within the range of
the package of tasks; if it does, then via one-way
communication, send sorted results to the central
scheduler.
7. Go to step 1 and repeat.
Slaves ( )
1. Check whether the index of tasks is out of bound; if it
is, then exit.
2. Process computations.
3. Send results to the group master and receive the index
from the group master, indicating the next task for
processing.
4. Check whether the start index of the new package is
larger than its local one; if it is, than update the value
to be the latest one.
5. Go to step 1 and repeat.
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In each package, we set the number of tasks to be
exactly equal to the number of processors in a group so that
the variance of execution times of tasks among groups will
not be larger than one of the longest single tasks. Hence,
we could achieve approximate workload balance among all
processors by sacrificing the task scheduling masters’
computation power. Again, since we limit the number of
group masters and therefore reduce communication fre-
quency, the synchronization penalty of having a single-
point central coordinator is limited. Moreover, once the
current package is executed, there will be no waiting
interval for slaves in the group, because the group master
has performed ‘‘pre-fetch’’ tasks at the threshold of half the
number of tasks in the remaining package already. Fur-
thermore, to avoid unnecessary synchronizations, we could
perform dynamic scheduling at the end of tasks in the
queue, in order to perform static non-blocking task pro-
cessing and to trigger dynamic scheduling while the static
assignment is carried out.
Figure 2 demonstrates this implementation. In the first
phase, the tasks are deterministically assigned to slaves and
the message passing occurs in a non-blocking way. The
second phase starts once the group which is likely to finish
the first phase soon reaches a threshold and triggers
dynamic scheduling.
4 Case study
Two cases are used to demonstrate our method. A case
is an IEEE 1,168-bus system to compute 1,473 contin-
gencies and N - 2 contingency analysis. The other case
is an 18,345-branch system, of which parts of the bran-
ches are chosen for the N - 2 contingency analysis. Our
experiments are implemented on an Argonne fusion
cluster [17], of which each node has a dual quad-core,
Intel Xeon quad core Nehalem with 2.53 GHz computa-
tion power connected by high-speed infiniband network
[18].
While the PQ factor method is used for power flow, the
computing cost of each contingency is nearly even. In this
case, the impact from workload imbalance to performance
is very limited. For example, when preliminary contin-
gency screening is performed for the IEEE 1,168-bus case
(with the computation workload of 1,473 contingencies)
using 128 processors, the application is finished within
0.4 s, the scalability is nearly linear within a scale-up to
512 processors. Thus, the static parallel computing strategy
is preferred for this small system.
Figure 3 demonstrates the performance of all N - 1
contingencies and a subset of all N - 2 contingencies
(128,000 branch contingencies in total).
In this case, the scale of the problem increases consid-
erably. The limitation of asynchronous message passing
emerges. For example, with 1,000 slaves and 1 million
information items on outages to be collected directly to a
single point, while we adopt non-blocking sending and
non-blocking receiving of messages to achieve computing
and message passing simultaneously, the cost of main-
taining sockets among the processors and handling random
values replacing cost over master is considerable. In
addition, the busy traffic makes the application unstable
and there is considerable scalability loss—it even results in
application crashes.
Fig. 2 Three-layered dynamic scheduling
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4.1 Static workload computing
We then employ the master/slave two-layered hierar-
chical paradigm to limit the negative results from having a
single master such that the processors are divided into
groups and a processor in each group is considered to be
the master for collecting the results among the group,
which are ordered as a contiguous and integrated array of
results. Then the group master delivers the sorted results to
the central scheduler. Figure 4 shows that the method
performs well while the variance in execution times of
performing the subtasks is limited.
The improved method fits well for approximating even-
ness in the workload among processors, which could be
deterministically assigned. However, while performed CA,
the computation time for each contingency case varies.
In this case, each elapsed time of contingency calcula-
tion is recorded, and variances of elapsed time exist as a
result of different iteration times of the CA tasks. The most
elapsed times fall between 1.31 and 4.53 s. Figure 5
demonstrates such variances.
While we assign tasks statically, the most recently
completed time of a task determines the response time of
CA. Such an imbalance in CPU elapsed time among pro-
cessors hurts the speedup of the CA computation, and this
drawback will not decrease with the increased scale of the
CA problem and also the scale of processors. Hence, the
variance goes up along with the scale of the CA problem.
The results for a simple experiment adopting static parallel
computing and using 4 processors to calculate 50, 100,
and 200 contingencies are shown in Table 1. It highlights
the impact of workload variance on computational
performance.
Hence, the dynamic task scheduling strategy is used to
minimize a variance and explore the scalability. In the
method, each slave executes its task and sends results to the
master. The master uses a counter to determine the index of
the tasks to be executed and responds with such a counter
to the slave. In this way, we pursue an evenness of exe-
cution times among the computational processors.
4.2 Two-layered dynamic scheduling
In this case, synchronization overhead is considerable
with the increasing number of slaves involved. A single-
point coordinator will be a bottleneck to scalability for
result receiving and task scheduling. Figure 6 reveals the
trade-off between a static non-blocking scheduling strategy
and a synchronizing dynamic scheduling strategy. Static
parallel computing creates a bottleneck due to having an
imbalanced workload, but it minimizes synchronization
costs. On the other hand, dynamic scheduling is blocked
from achieving further scalability because of the single-
point synchronization for task management, although it
guarantees workload balance.
We profiled the synchronization costs of 512 slaves
scaled with a single task coordinator, as shown in Fig. 7.Fig. 3 Speedup of preliminary CA
Fig. 4 Speedup of group-based CA Fig. 5 Time variances of contingency computing tasks
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The spots represent the synchronization costs, which vary
among the slaves. Although most of the costs are less than
50 microseconds, some range from 30 microseconds and
up to seconds, this is due to the contention for the single-
point communication. It blocks the scalability from
achieving a further (larger) scale and reveals the trade-off
between non-blocking task execution and workload
balance.
4.3 Three-layered scheduling
In order to demonstrate the potential scalability of the
methodology in the N - X CA, 400 contingencies are
selected from an 18,368-bus case to process N - 1 and
N - 2 contingency analysis, or a total of 80,200 contin-
gencies. The performance scale is evaluated when using
from 517 processors up to 2,065 processors.
As shown in Fig. 8, we could further scale up to 2,065
processors to solve the problem within 100 s, as opposed to
processing for more than 2 days via a single processor.
Therefore, we could further scale up to a large CA com-
putation. In this case, although master processors only
work for scheduling and somehow reduce scalability, the
degree of the reduction of scalability is limited according
to the ratio of masters to slaves, as well as the workload
balance with limited synchronization costs. The computa-
tional cost is approximately distributed in evenness among
groups and all processors. Thus, the workload balance is
guaranteed to be system-wide workload.
4.4 Performance comparison
In our case study, static, two-layered dynamic and the
three-layered scheduling for CA are shown. Table 2 dem-
onstrates the results of each case.
Due to different CA cases and CA task execution times,
the methods fit for different scenarios. In Scenario 1, the
execution time of each task are approximating evenness, the
static scheduling method works better, since it avoids syn-
chronization penalties and achieves workload balancing. In
Scenario 2, the scale of CA is small, a fine scale of processors
work for such computation, since it gains workload balance
but pays acceptable synchronization penalties. In Scenario 3,
the scale of CA is larger and many more processors are used,
the three-layered dynamic scheduling is preferred, because it
guarantees workload balancing and limits the synchroniza-
tion penalties within an acceptable amount.
5 Conclusion
A three-layered master/slave hierarchical dynamic
scheduling method is presented for massive parallel










Fig. 6 Speedup of group-based CA
Fig. 7 Overhead of synchronization
Fig. 8 Further speedup through three-layered dynamic scheduling
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computing of CA. We have also demonstrated the potential
for processing N - X CA by a large scale method. The
variance in the processing time of CA is a concern and is
handled by adopting the layered dynamic task scheduling.
The results show that the synchronization cost with the
proposed method is limited within groups while achieving
overall workload balancing.
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Table 2 Results of each case






1 Static 1,168 128,000 2,065 15.35
2 Two-layered dynamic 18,345 10,000 512 115.80
3 Three-layered dynamic 18,345 80,200 2,065 87.92
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