Abstract. We study the properties of matrix models with soft confining potentials. Their precise mathematical characterization is that their weight function is not determined by its moments. Relying on simple considerations from the moment problem and orthogonal polynomials, we show general features of their density of states, correlation functions and loop averages. Some examples are worked out in detail. In addition, some of these models are equivalent, by a simple mapping, to matrix models that have appeared recently in connection with Chern-Simons theory. The models can be solved with q deformed orthogonal polynomials (Stieltjes-Wigert polynomials), and the deformation parameter turns out to be the usual q parameter in Chern-Simons theory. In this way, we give a matrix model computation of the Chern-Simons partition function on S 3 and show that there are an infinite number of matrix models with this partition function.
Introduction
In recent years, random matrix theory [17] and matrix models [5] ( [8] for a review) have become subjects of great physical and mathematical interest. In the classical theory of matrix models, one is especially interested in the solution of matrix models in the large N approximation, which corresponds to the planar Feynman diagrams [5] , [8] . These models are characterized by the N by N matrix variable M and by an Hamiltonian H = TrV (M ) . After diagonalization of the matrix, one is able to work in the eigenvalue space, and to consider the following expression for the partition function:
with β = 1, 2 or 4, depending on the symmetry. Equivalently, from the perspective of random matrix theory one studies the joint probability distribution function for the N eigenvalues of the matrix [17] . It has the well-known general form:
ω (x) and V (x) are named weight function and confining potential, respectively. If the elements of the random matrix are believed to be statistically independent from each other, one obtains the quadratic confinement potential V (x) = x 2 , leading to the Gaussian ensembles of random matrices [17] . In the usual physical applications of matrix models [8] , the confining potentials V (x) are such that the weight function ω (x) = exp [−V (x)] is determined by the knowledge of all of its positive integer moments {γ n } ∞ n=0 , where γ n ≡ x n ω (x) dx. In this paper, we want to study some general properties of matrix models with a weight function that does not satisfy this property.
Remarkably enough, after stating rather general results for a generic matrix model of this type, we will work out a simple example, that, by a simple mapping, will turn out to be directly related with models that have recently appeared in the context of Chern-Simons theory and Mirror symmetry [1, 14] .
First, it is important to remind that the relevant quantities associated to the P (x 1 , ..., x N ), like the density of states and the correlation functions are given from the kernel [17] :
with ϕ k (x) = ω (x) p k (x), where p k (x) are the orthogonal polynomials associated to the weight function ω (x) .This is the fundamental object, due to the following classical result [17] . We first take into account the definition of the correlation functions:
Then, the basic result in the classical theory of random matrices is [17] :
(1.5) R k (x 1 , x 2 , ..., x k ) = det [K N (x p , x q )] q,p=1,2,...,n .
For Hermitian ensembles (β = 2), the density of states is the kernel at the origin:
For Gaussian ensembles for example, this quantity tends to the well-known semicircle law in the limit N → ∞ [17] .
It is important to remark that, after the application of the Christoffel-Darboux formula [21] , [17] the density of states can be expressed as follows:
. In this paper we consider Hermitian ensembles, and this expression for the density of states will be useful to understand relevant conceptual points in our discussion.
As mentioned, we are concerned with the special properties of matrix models with an indeterminate weight function. Our discussion is mainly based on the classical moment problem [2] (see [19] for a recent review, that we will follow). The connection with random matrix theory can be readily guessed by the fact that only the moments play a role in the orthogonalization procedure. Therefore the two sets, the moments and the orthogonal polynomials, are essentially equivalent (see Appendix B for the explicit relationship).
The paper is organized as follows: The first part, containing Sections 2 and 3, constitutes a mathematical study of matrix models with indeterminate weight functions. In Section 2, we give an introduction to the basic results of the moment problem, that are directly relevant to our discussion about matrix models. We will not only rely on basic results of the theory, but we also work in detail a classical example, that clearly illustrates the meaning of the moment problem (this is continued and extended in the Appendix, where we present new results on the moment problem). Then, in Section 3 we just simply have to put these results into the context of matrix models. This is possible due to the use, on one hand, of the classical formulae of random matrix theory (1.3) − (1.6) , that links the physically meaningful quantities with the orthogonal polynomials associated to ω (x) and, on the other hand, simple considerations on the structure of the associated orthogonal polynomials and its relationship with the moments of the weight function.
In the second part, we study certain matrix models that have a strong relationship with the concepts and examples in the previous sections, but whose main feature is an interesting interplay with Chern-Simons theory, as discovered recently [1, 14] . We give a short introduction to Chern-Simons theory and, focussing on these recent developments, we show how the matrix models in [1, 14] are directly related with an Hermitian matrix model with a log-normal weight function. In this way, one can do exact computations through the associated orthogonal polynomials. To illustrate this, we compute the partition function of Chern-Simons theory on S 3 with gauge group U (N ). In addition, we show that there are actually an infinite number of matrix models with the same partition function. This is one of the general features of these models, as we discuss in the last Subsection, where we present a qualitative discussion of the relationship between the models in [1, 14] with ordinary Hermitian matrix models, associated to q deformed orthogonal polynomials [16] . These models are in the indeterminate case, and the fact that there are infinite matrix models with the same (Chern-Simons) partition function is just one of the inherited properties from this and from the relationship between the two families of models. Interestingly enough, the use of q-deformed orthogonal polynomials readily leads to the natural parameter of Chern-Simons theory q = exp (−g s ) = exp 2πi N +k (details in Section 4). Therefore, the orthogonal polynomials approach is a method for non-perturbative solutions in Chern-Simons theory. To conclude, we present a summary and possible directions for further research.
Relevant results from the moment problem.
The two basic moment problems are [19] : 2.0.1. Hamburger moment problem. Given a sequence of reals γ 0, γ 1 , ... , when is there a measure, dρ, on (−∞, ∞) so that
and if such measure exists, is it unique ? 2.0.2. Stieltjes moment problem. Given a sequence of reals γ 0, γ 1 , ... , when is there a measure, dρ, on (0, ∞) so that
and if such measure exists, is it unique ? In our case, we are not concerned with the question regarding existence, since we always refer to the weight function ω (x) and its associated moments. Then, the main point is to know whether we are in the determinate or indeterminate case. In this sense, the two following propositions are of much interest [19] .
is a set of Hamburger moments and that for some C, R > 0,
then the Hamburger moment problem is indeterminate Suppose that {γ n } ∞ n=0 is a set of Stieltjes moments and that for some C, R > 0,
then the Stieltjes moment problem is indeterminate.
Suppose also that for all n : Then the moment problem (Hamburger in the case (i) and Stieltjes in the case (ii)) with moments
is indeterminate.
Thus, by combining Proposition 2.1, a sufficient condition -on the momentsfor determinacy, and Proposition 2.2, a sufficient condition -on the measure-for indeterminacy, we see that there is a natural boundary for functions of the form e −V (x) with V (x) of polynomial form:
Case x ∈ (−∞, ∞) : The boundary between determinacy and indeterminacy is given by V (x) = |x| α with α = 1. Case x ∈ (0, ∞): The boundary is given by V (x) = |x| α with α = 1/2. Then, in the usual matrix models considered (as reviewed in [8] for example), one is always in the determined case.
2.1. Detailed study of the Stieltjes example. To begin with, it is relevant, both to the understanding of the moment problem and for the application to matrix models, the consideration of an example that consists in a completely explicit family of indeterminate functions. This example dates back to Stieltjes [20] (see also [19] ). We work on x ∈ (0, ∞). Consider the following family of functions:
The moments of this function are:
Note that all the integer moments are completely independent of the parameter ϑ. This means that all the functions in the family f θ (x) have the same moments. Thus, they are all undetermined by them. Conversely, one can say that the set of moments γ n = √ π exp
, is an indeterminate set. We present now a detailed consideration of this family of functions. The main point consists in the computation of its Mellin transform.
First, note that for θ = 0 we have the log-normal distribution exp − log 2 (x) . 
The other part of the Stieltjes function is x − ln x sin (2π ln x) (see Figure 2 ). From (2.9), we know that all of its integer moments are zero. The most enlightening possibility is to compute its Mellin transform.
Proof. We have to compute 
The change of variables is the one by Stieltjes [20] , with s instead of an integer k. Clearly, after the change of variables, since sin is a periodic and odd function, its value is zero at s = k. Nevertheless, the result is even clearer when looking at the full Mellin Transform: the contribution of the additional function is precisely such that is zero only for integer values.
As a consequence, for example, we have that any of the following functions have the same integer moments. 
Matrix model with indeterminate weight
From the fundamental results on indeterminate functions w (x) , and the classical random matrix formulae we can prove the following results:
. The density of states of a matrix model is an indeterminate function if its weight function is indeterminate by its moments.
Proof. The proof is simple if we consider the expression for the density of states (for any N ) (1.7) and Krein proposition. From (1.7) we have:
with Q N (x) a polynomial. We write the expression in the second way, to emphasize that we have just the addition of a polynomial. Then:
Therefore, the convergence or divergence of
1+x 2 dx and
dx is exclusively given by the convergence or divergence of
dx, respectively. Then, taking into account Krein proposition, the theorem follows. Proof. We have seen in the previous theorem that the density of states is an indeterminate function. Let us show explicitly that their moments are all equal:
that is clearly θ dependent and the moments:
are θ−independent, since the polynomial Q N (x) is always the same and then we are lead to a sum of moments of the indeterminate function ω θ (x), each one of them θ−independent. Now, we can show that the partition functions are identical. We use the following expression:
That is, the partition function as the 0-moment of the density of states. Alternatively, the usual expression for the partition function in terms of the orthogonal polynomials can be used [8] :
where a i are the following coefficients of the associated orthogonal polynomials:
.. This expression is valid for any weight function and only depends on the associated orthogonal polynomials, that are the same for any θ.
Then, for example, all matrix models with the weight functions (2.8), have the same orthogonal polynomials (essentially the Stieltjes-Wigert [21] , see above). Nevertheless, it is plain that each one will have a different density of states, since we have a different weight function (as we have seen in the previous figures). The quotient of the densities of two arbitrary ensembles is:
Actually, all this phenomena, illustrated for the density of states, is generally followed by the two-point kernel (1.3). The quotients of kernels is:
In this case, since all the ω θ (x) have the same log-normal tails, the resulting tails will be the same, but the behavior near the origin will be rather different.
In any case, it is clear that approaching matrix models from a purely orthogonal polynomials point of view, there is no a priori reason to choose the log-normal weight, since any member of the infinite family has identical orthogonal polynomials. Even more, this family is not the only one with this feature. From our analysis with the Mellin transform, is clear that many other functions instead of sin, will lead to the same phenomena.
Regarding the associated orthogonal polynomials, its study began in [23] where the weight function:
was considered. The case k = 1, corresponds with Stieltjes case with θ = 0. The orthogonal polynomials associated to this weight function are given by [21] :
known as Stieltjes-Wigert (with q = exp −1/2k 2 ). The term in the sum is:
As explained in detail, there are many weight functions with these orthogonal polynomials, for example [3] :
The Stieltjes-Wigert polynomials are terminating basic hypergeometric series and have intimate relationships with theta functions [3] . As we can see from their natural definition involving the parameter q, they belong to the family of q deformed orthogonal polynomials. Indeed, it turns out that q deformed orthogonal polynomials are in indeterminate category and as we will see, not only the Stieltjes-Wigert polynomials will turn out to be of physical interest, but some of its general (physical) features are in general shared by any q deformed orthogonal polynomial as we will see. In general, it turns out that the set V of solutions to an indeterminate moment problem contains very different types of measures: measures µ ∈ V with a C ∞ −density, discrete measures and measures which are continuous singular [4] . Explicit cases of these last types are found in [6] .
We finish this section by commenting that, due to the remarkable results of Voiculescu [22] ( [11] for physical applications), that links the density of states in the limit N → ∞ with free (noncommutative) probability theory, then we have obtained the result that a noncommutative probability distribution is moment indeterminate if the commutative probability distribution is indeterminate. In addition, we have also seen that all the members of a family of indeterminate noncommutative probability distributions are deformed in identical way (since the deformation only depends on the orthogonal polynomials). They are different just because their commutative counterparts are different.
Chern-Simons theory on S 3
In this second part of the paper, we show how the general results of the previous sections find concrete physical applications. We begin by outlining basic and wellknown facts about Chern-Simons theory, emphasizing recent results and trends that connect Chern-Simons theory with matrix models [1, 14] . As it is well-known, Chern-Simons theory is a topological quantum field theory whose action is built out of a Chern-Simons term involving as gauge field a gauge connection associated to a group G on a three-manifold M . The action is:
with k an integer number. The natural associated observables are the correlators of Wilson loops, and its main interest come from the fact that these correlators lead to quantum-group polynomial invariants of knots and links [24] . For a review of the field since the seminal work [24] , see [13] . For our purposes, it is worth to mention here a few recent developments in the theory. For recent reviews along these lines see [15] . An interesting result, advanced in [25] , is that Chern-Simons gauge theory has a string description in the sense of 't Hooft [12] . Indeed, as it is well-known, gauge theories with the SU (N ) group admit a large N expansion. In these expansions, correlators are expanded in powers of 1/N while keeping the 't Hooft coupling fixed t = xN , with x the coupling constant of the gauge theory. In the case of Chern-Simons theory, this large N expansion is reminiscent of a string theory expansion. This connection between Chern-Simons and topological strings was first pointed out by Witten [25] and has been extended in the works [10] . For example, in [25] it is shown that if one wraps N D-branes on M in T * M , then the associated topological A-model is a U (N ) Chern-Simons theory on the three manifold M .
On the other hand, regarding matrix models, in [9] it was already pointed out that the structure of the partition function of Chern-Simons theory on S 3 with gauge group SU (N ), resembles the usual expression for the partition function of a one matrix model in terms of its associated orthogonal polynomials. Moreover, in [14] , it is shown that the partition function of Chern-Simons theory on S 3 and with gauge group U (N ), is given by:
that describes open topological A strings on T * S 3 with N branes wrapping S 3 (see the details in [14] ). These type of models have been further considered in [1] . In [7] , it was shown that topological strings for B-branes are equivalent to Hermitian matrix models, then the idea in [1] is to obtain the results in [14] , by applying mirror symmetry to obtain B-brane matrix models. We will comment further on the results in [1] later on. Now, we mainly focus on the study of (4.2) .
We remind that, as usual in Chern-Simons theory, the string coupling constant g s is related with the k in (4.1) by:
As explained in [14] , the limit of the parameter g s → 0, lead to the usual Gaussian Unitary ensemble. One can argue, for example, that in this limit, the Gaussian becomes a Dirac delta function, and therefore the results are independent of the correlation factor, or level repulsion. In [1, 14] , this model is essentially studied through the consideration of averages (in a Gaussian Unitary ensemble) of the following quantities:
This method leads to a great amount of perturbative information. Nevertheless, we note that the connection with the usual Hermitian matrix models -that is, of the type given by (1.1) -is much simpler, and connects with the main topic of our discussion in this paper, and with the examples that we have worked out. We just have to consider the following change of variables:
applied to (4.2) , taking into account: (4.6)
, and sinh
x i x j that leads to:
Notice that the term N g s in (4.5) is necessary to cancel, together with the Jacobian term, the contribution i<j . Secondly, we can directly apply our general results on indeterminate weights and give an explicit example of infinite number of matrix models with the same partition function. This is done in the following two sections.
4.1.
Chern-Simons partition function through the matrix model computation. Using the previous results and the Stieltjes-Wigert orthogonal polynomials (3.11), we can find a complete solution of the matrix model considered in [14] , and, in particular, for the partition function. For this, we can use the following wellknown result for the partition function in terms of the orthogonal polynomials [8] :
where the coefficient a i is:
The first step is to compute the Z associated to the Stieltjes-Wigert orthogonal polynomials. Reading from (3.11) the coefficients are given by:
and a 0 = q 1/4 . Therefore:
but we are interested in :
Making the identification k 2 = 1 2gs , and therefore q = exp (−g s ). It is remarkable that we have naturally obtained, from this q deformed orthogonal polynomials, the usual q parameter in Chern-Simons theory. The partition function with the usual Stieltjes-Wigert weight, corresponds to:
Therefore:
To make explicit contact with the typical expressions for the Chern-Simons partition functions (as in [9] for example) we make some transformations on the product term.
The final expression for the partition function is [14] :
N −j , and since g s = 2πi k+N , we finally find:
It was already mentioned in [9] , that the structure of the partition function resembled very much the general expression for the partition function of a one matrix model in terms of the associated orthogonal polynomials. Here, based on the result in [14] , we are making this statement precise through the explicit computation. Notice that the differences between the SU (N ) and U (N ) comes essentially from the contribution of the partition function of U (1) (see, for example, the first reference in [15] for more details). 
as always, with θ ∈ [−1, 1] . Notice that due to the correspondence between (4.2) and (4.8) through (4.5), the density of states of (4.20) does not satisfy the property:
(that is, the moments are different for each matrix model). But rather:
Incidentally, that this last equality holds also for n = −1 is an equivalent way to see that the partition function is independent of θ in the models (4.20) .
, then, the fact that the density of states is an indeterminate function means that all the family have the same planar expansion. Therefore the infinite family of matrix models given by:
has identical planar expansion (and partition function) in spite of the different density of states. Equivalently, one may construct a weighted combination of the perturbative information given by lim N →∞ TrM n , and to consider Wilson loops:
Thus, on the other hand, the family (4.20) has identical partition function for any
To extract further physical consequences of these results and its implications for the connection between matrix models and topological quantum field theories seems an interesting open question.
4.3.
Mappings, partition functions and q deformed orthogonal polynomials. As explained above, the models discussed in [1] are characterized by an Hermitian matrix model V (u), but with a measure suitable for a unitary matrix U = exp (u) . This leads to models such as (4.2), and indeed, it turns out that this representation for the partition function is already natural from the point of view of canonical quantization of Chern-Simons theory [1] . On the other hand, we have seen that the Stieltjes-Wigert orthogonal polynomials are naturally expressed as q deformed orthogonal polynomials. In this sense, it has been noticed [16] that for all the cases of q deformed orthogonal polynomials with indeterminate weight function, one can always find a weight function ω (x) so that ln ω(x) (ln x) 2 has well-defined limit as x → ∞. More precisely, it has been conjectured that any set of orthogonal polynomials with recurrence coefficients (see Appendix B for a definition) going as a N ∼ q −aN , with a an arbitrary positive constant, imply that V (x) = O ln 2 x . Since the moment problem is indeterminate, there are many weight functions satisfying the same recurrence relation. Nevertheless, the behavior V (x) ∼ ln 2 x for x very large, is a feature of all the weight functions.
Therefore, it is clear that this behavior for these families of models translates into confining potential quadratic type for the models considered in [1, 14] . That is, these matrix models with V (u) ∼ u 2 for u → ∞ are equivalent to ordinary Hermitian matrix models with a weight function proper of q deformed orthogonal polynomials. For example, one of the possible weight functions for the q deformed Hermite polynomials is
and the log 2 y feature is evident. It would be interesting to know whether the models obtained after a mapping of the type exp u ∼ y present some interesting physics along the lines of [1] , for example. To begin with, the models obtained can be, in principle, completely solved.
In the model studied in this paper, the choice was simple since we were dealing with the simplest case possible: the exact quadratic confining potential, and only a shift (the term N g s , or equivalently q −N ), was necessary to compensate the term
that would have appeared with a purely exponential change of variables exp (x) = y. Actually, even with this mapping, the computations -at least for the partition function-could probably have been carried out, using techniques to compute moments of random matrix determinants (some of them used in the perturbative approach of [14] ). In fact, one can use the computations done for the partition functions to obtain these other quantities. That is:
with the simple change of variables exp x = y. But, of course, we already know Z sinh , therefore:
This may seem just a very particular mathematical result, but considering this determinant as part of the weight function, that is,
log (y i ) , we can consider the previous result as the partition function for the Hermitian model with V (y) = −k 2 log 2 y + N log y. Then, this reminds very much the typical logarithmic modifications of the potentials that have been studied in one matrix models like, for example, the case of the Penner model [18] . It would be interesting to see if this can be used to extract some additional physical features of these models. Needless to say, all this work can be done backwards and readily get averages such as
Conclusions and outlook
In the first part of the paper we have carefully studied simple but general features of matrix models with a weight function such that its moments are not enough to determine it. Examples of such functions are, exp (−k |x| α ) with α < 1 (for x ∈ (−∞, ∞) ) or exp −k log 2 x , the one that we have studied in detail. Matrix models with these seemingly innocent weight functions are very often hard to treat from a completely analytical point of view. With the work presented in Section 2 and in the Appendices, we have tried to present a clear picture of the meaning of the moment problem and its relationship with orthogonal polynomials and random matrix theory. All these considerations lead to nontrivial results for this family of matrix models, as shown in Section 3: non-uniqueness of the partition function and different two-point kernel and density of states, while identical set of moments < TrM k > (that is, the density of states is an indeterminate function). In the second part, we have been more concerned with physical results. The relationship with the first part is natural, since the physical models we have been concerned with, matrix models that are of interest in the study of Chern-Simons theory [1, 14] , turn out to be intimately linked with matrix models with indeterminate weight function. More precisely, by a simple change of variables, we have shown that the model can be written as a typical Hermitian ensemble with log-normal weight function, precisely the example chosen to illustrate the indeterminate moment problem features. This gives a direct and simple answer, alternative to the one in [1, 14] , where the Hermitian matrix model that underlines their ensemble is searched in a perturbative way. Our solution allows to study the models with the usual orthogonal polynomials techniques. As an example of that, the partition function of Chern-Simons Theory on S 3 with U (N ) gauge group is computed exactly (and its well-known value recovered) by computing the partition function of the matrix model. We give an explicit infinite family that includes the one in [14] , and then comment about some their properties. A more careful understanding of the possible physical consequences of this phenomena seems to be an interesting open question.
To finish, we have also pointed out the relationship between the matrix models in [1, 14] with quadratic confining potentials and Hermitian matrix models associated to q deformed orthogonal polynomials. These models have as a general feature a confining potential that goes as V (x) ∼ ln 2 x when x is very large. This also seems to leave interesting conceptual open questions (e.g. the possible connection of the models in [1, 14] with quantum groups) and opens the possibility of complete analytical calculations through orthogonal polynomials. These questions, together with a more detailed study of the models studied in this paper and its physical consequences, are work in progress, and we expect to give the details elsewhere.
the set of moments in some way. And this last argument, seems to give the clue: we can interpret the quantity I α as the measure of the resolution needed. In addition, it seems natural that for a more fluctuating distribution we need a finer scale to still reproduce it. The natural step would be to try to saturate the requirements, this gives the minimal extension. For example, if we suppose the case α = 1 2 , then is clear that I α = k < x 1/2 >, and that the set should be γ n/2
instead. This implies that, in order to still get all the information with a series expansion, and to completely determine the distribution with moments, we need to include non-integer powers of the variable and, consequently, fractional derivatives of the function.
A.2. Construction of the minimal extension.
Theorem A.1. The family of functions g (x) = exp (− |x| α ) , with 0 < α < 1 and x ∈ (−∞, ∞) has an extension of its indeterminate set of moments {γ n } in such a way that the problem is determined by this new set of moments. The minimal extension corresponds to the set {δ n } = γ α(n+1)−1 .
Proof. The proof is simple, since we can proceed to the explicit construction of the enlarged set by a simple map into the limiting (determined) case exp (− |x| α ). We begin with:
f (x) = exp (− |x| α ) with α < 1.
and we consider the moments of this function:
f (x)x β dx. We want to map into the limiting determinate case α = 1. For this, we just have to make the following change of variables x α = t. By a simple computation we find that:
Therefore, we have the minimal extension of the set of moments, in order that the problem is then determinate under this new, enlarged set of moments:
(A.5) β = α(n + 1) − 1, with n = 0, 1, 2, ... Theorem A.2. The family of functions g (x) = exp (− |x| α ) , with 0 < α < 1 2 and x ∈ (0, ∞) has an extension of its indeterminate set of moments {γ n } in such a way that the problem is determined by this new set of moments. The minimal extension corresponds to the set {δ n } = γ 2α(n+1)−1 .
Proof. Proceeding identically, we find the explicit construction of the enlarged set by a simple map into the limiting (determined) case exp (− |x| α ). We begin with:
(A.6) f (x) = exp (− |x| α ) with α < 1/2.
We want to map into the limiting determinate case α = 1. For this, we just have to make the following change of variables x α = t 1/2 . By a simple computation we find that: Is is plain that any extension of the classical moment problem, as presented here, lies between the knowledge of the Mellin Transform of the measure (that gives you any kind of moment. In the intuitive sense explained above, it gives infinite resolution), and the classical moment problem, that only looks at the positive integer moments.
Appendix B. Miscellaneous results on moments and orthogonal polynomials
We have said that the set of orthogonal polynomials and the set of moment are equivalent. The precise relationship is (see [19] 
dρ (x i ) .
Therefore, it should not be so surprising that the moment problem is so relevant to random matrix theory. The following theorem describes one of the most important and well-known properties of orthogonal polynomials, their recurrence relationship. Moreover, if µ is compactly supported, then the coefficients a k and b k are bounded.
Regarding indeterminate moment problems, a great number of results exists for the description of their solutions. There is an interesting way to describe all solutions, due to Nevanlinna [2, 19] . There exist four entire functions A,B,C and D, that can be described using the orthogonal polynomials p k and the associated polynomials τ k (that can be computed from the p k ) such that the Stieltjes transform of any solution µ to the indeterminate moment problem is given by:
where φ is any function that is analytic on the upper half plane having non-negative imaginary part, or φ = ∞. More details are given in [2, 19] .
