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Résumé
Dans ette nouvelle ère du numérique, l'aès à l'information est entré désormais
dans une autre dimension. Nous assistons à la dominane d'un modèle fondé sur les
opportunités oertes par un aès mondialisé à l'Internet et à son appliation phare :
le "World Wide Web". Les servies se sont multipliés. Les terminaux se sont diversiés.
Les tehnologies de transport se sont améliorées. Les attentes se sont élevées. Dans
ette spirale que nous nous abstenons de qualier, les opérateurs se trouvent désormais
onfrontés à une roissane soutenue du tra dans leurs réseaux, en grande partie due
au transport de ux vidéo. Les fournisseurs de servies sur Internet se trouvent aussi
onernés par la problématique de la qualité de servie dont dépend la satisfation de
leurs utilisateurs. Pour l'ensemble des ateurs, es nouvelles tendanes présentent à la
fois des dés et des opportunités. Les dés se onentrent dans la problématique de
gestion de la demande roissante du tra tout en maintenant une qualité d'expériene
appropriée pour les utilisateurs. Les opportunités proviendront de l'adéquation entre une
demande roissante des servies Web en termes de qualité de servies et des ressoures
qui devront supporter la distribution de es servies. Il est ruial pour haque ateur
de bien se positionner dans la haîne de valeur pour gérer ette adéquation. Le rle que
prendra le réseau support, simple ensemble de tuyaux surdimensionnés, ou bien réseau
intelligent orant des fontions avanées de ontrle illustre parfaitement et enjeu. Ces
deux alternatives sont respetivement onnues sous les termes "dumb-pipe" ou "smart
network".
Dans ette thèse, nous onsidérons une nouvelle approhe, qui se veut simple, e-
ae et adaptée pour faire fae à es dés. Les opérateurs réseaux et les fournisseurs
de servies sont mutuellement gagnants dans l'amélioration du transport de données
dans les réseaux tout en ontinuant à opérer leur propre infrastruture. Cette démarhe
oopérative est le point de départ de nos travaux qui visent à dénir un adre, une
arhiteture et des tehniques appropriées qui amèneront es ateurs à ollaborer en
vue de gérer onjointement ette problématique. Cette ollaboration est néessaire ar
haque ateur quoique prisonnier de ses ontraintes peut les transformer en relations
ontratuelles dans un proessus lient fournisseur pour l'optimisation de la gestion du
tra.
Notre eort a d'abord porté sur la dénition d'un adre de ollaboration adapté. La
ollaboration reposera sur une ommuniation eae entre les ateurs pour partager
leurs ontraintes et exposer leurs besoins. Nous avons développé à et égard une inter-
fae qui ore d'intéressantes failités d'intégration et d'évolution tout en masquant la
omplexité de l'éo-système propre à haque ateur et en préservant leur savoir-faire
et leurs atouts respetifs. Cette interfae est le pivot d'une arhiteture fontionnelle
onçue pour résoudre ette problématique dans une démarhe oopérative. Des entités
fontionnelles préises, distribuées entre la ouhe réseau et la ouhe servie omposent
ette arhiteture. Le proessus d'optimisation inter-ouhes qui repose sur l'interfae
de ollaboration est implémentée via une arhiteture tehnique issue de la solution
fontionnelle.
Notre ontribution s'est foalisée par la suite sur les tehniques d'optimisation. Nous
avons étudiée en premier lieu une approhe de ollaboration que nous appelons passive
ar les opérateurs réseaux ne prennent pas part au proessus déisionnel. Nous nous
sommes intéressés à la pertinene des informations que peuvent fournir es derniers
pour guider les fournisseurs de servies dans l'optimisation de l'orientation du tra. Les
déisions prises au niveau de la ouhe appliative dénissent les onnetions à établir
entre les entités appliatives en fontion des onditions des hemins réseaux qui les
relient. En seond lieu, nous avons onsidéré l'adoption d'une approhe de ollaboration
ative qui permet aux opérateurs réseaux de prendre part ativement au proessus
d'optimisation partant du fait que les opérateurs sont apables de fédérer la gestion des
besoins de tous les servies appliatifs qui utilisent leurs réseaux. Cette approhe repose
sur un éhange bilatéral d'informations entre les ateurs servie et réseau. L'optimisation
est déléguée aux opérateurs réseaux qui prennent en ompte leurs ontraintes mais aussi
les besoins des diérents servies appliatifs qui ollaborent pour fournir une réponse
personnalisée et optimale à haun dans le but de réaliser une gestion onjointe de leurs
tras.
Pour valider les diérentes approhes et tehniques que nous avons proposées, nous
avons réalisé des simulations et des expérienes dans des réseaux de test pour évaluer
les performanes des métriques réseaux et servies. Nous avons développé des modèles
analytiques et nous les avons implémentés ave le logiiel Matlab pour réaliser les si-
mulations. Nous avons développé aussi un prototype de distribution de ontenus pour
tester le proessus en environnement réel. Les résultats obtenus ont démontré que nos
propositions permettent de réaliser une meilleure répartition de la harge dans le réseau
tout en diminuant le taux d'utilisation global du réseau. Une amélioration de la qualité
de servie est assurée par une meilleure disponibilité des ressoures dans le réseau. Ces
résultats onrment l'intérêt d'introduire les approhes de ollaboration dans le paysage
atuel pour apporter une réponse eae à la problématique de roissane du tra,
des ontraintes de qualité des servies et d'exigenes des utilisateurs
Abstrat
In this new digital world, driven by the dominane of a model based on the opportu-
nities oered by global aess to the Internet and its killer app : the World Wide Web,
aess to information is beoming a matter of a good experiene and responsiveness.
We are witnessing the Web servies are of inreasing popularity. New types of termi-
nals are proposed. Communiations tehnologies are improved. Users ? expetations are
beoming higher. In suh a ontext, network operators are faing serious hallenges ari-
sing from the management of a massive tra growth, largely driven by the inreasing
amount of video streams while internet servies providers are also onerned by the
issue of providing an adequate quality of experiene to their end-users. For both ators,
these dual trends present both hallenges and opportunities. The hallenges arise from
the issues of managing the growing demand for tra while maintaining appropriate
quality of experiene for users. Opportunities ome from a smart management of the
inreasing demands of Web servies in terms of quality of servies and of the resoures
that will support the delivery of these servies. It is then ruial for eah ator to be
well-positioned in the value hain to take part in this proess. The role that will be
played by the networks, as a basi set of oversized pipes, or as an intelligent network
providing advaned management failities, perfetly illustrates this issue. These two
alternatives are respetively known as the "dumb-pipe" or "smart networks".
In this thesis, we onsider a new approah, whih is simple, eetive and adapted to
meet these hallenges. Network operators and servie providers an mutually benet
from improving the data delivery in the networks while ontinuing to fully ontrol their
infrastrutures. This ollaborative approah is the starting blo of our work aiming at
dening a framework, an arhiteture and appropriate proedures to bring these ators
to work together to manage this problem. This ollaboration is partiularly neessary
beause eah ator, though prisoner of its onstraints and apaities, an turn them into
a ontratual relation with the other in a lient-supplier proess for the optimization of
tra management.
Our eorts were rst devoted to the denition of a suitable framework for the ollabo-
ration. We promoted a ollaboration proess based on eetive exhange of information
between stakeholders to share their knowledge and expose their onstraints. We deve-
loped an interfae to enable suh a proess while not only oering interesting failities
for integration and evolution but also hiding the omplexity of the eo-systems of the
ators and proteting their know-how and strengths. This interfae is the bakbone of a
funtional arhiteture designed to address the above mentioned issue in a ollaborative
approah. Funtional entities omposing this arhiteture are dened within the network
layer and the servie layer to play spei roles. The proess of ross-layer optimization
based on the ollaboration interfae is implemented via a tehnial arhiteture after
the funtional solution.
Our ontribution was devoted also to the speiation of eient optimization proe-
dures. We rst studied a ollaborative approah, we all passive as network operators do
not take part in the deision proess for the overlay tra management. We investigated
the relevane of dierent types of metris they an provide to guide servie providers
in optimizing the management of their tra. Deisions made at the overlay layer de-
ne the onnetions established between overlay entities depending on the onditions of
network paths between them. In a dierent approah, we onsidered an ative ollabora-
tion whih allows networks operators to take part atively in the optimization proess.
Indeed, network operators are able to unite the proessing of the information related
to dierent overlay servies that use their networks. This approah relies on a mutual
exhange of information between network operators and internet servie providers. The
optimization is delegated to the network layer whih onsiders the apaities and the
onstraints of all ollaborating ators. It provides them then with a personalized and
optimal response to address the tra management issue in order to ahieve a mutual
a ommon benet.
in order to evaluate the dierent approahes and tehniques that we propose, we ar-
ried dierent simulations and experiments in real networks to measure the performanes
of the network and servie layers. We have developed analytial models that we imple-
mented within the Matlab software to perform the simulations. We have also developed
a prototype of a ontent distribution servie to evaluate our optimization framework in
a real network. The results showed that our proposals an ahieve better load balaning
in the network while minimizing the overall utilization of the network. Improving the
quality of servie is ensured by improved the availability of network resoures. These en-
ouraging results show the benets of introduing ollaborative approahes to eiently
address the tra growth issues and quality of experiene expetations.
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Introdution
0.1 Contexte et problématique
Internet tel que nous le onnaissons aujourd'hui est sujet à une polarisation autour
d'une minorité de géants du web qui rivalisent d'inventivité pour développer de nouveaux
servies, réer de nouveaux ontenus et onstituer une base de lients sur laquelle ils
omptent assoir leurs modèles éonomiques. Nous assistons littéralement à une explosion
du tra internet qui touhent prinipalement le tra web ave une nette augmentation
de la part de la vidéo dans e tra. Dans les onlusions des mesures de tra inter-
domaine qu'ils ont menées pendant deux années entre 2007 et 2009, Labovitz et al.
[LIJM
+
10℄ ont ité une roissane annuelle du tra de 45 %. Dans le même sens,
une étude prévisionnelle de Ciso [Cis13℄ estime que le tra internet dans les réseaux
mobiles va être multiplié par un fateur de 13 à l'horizon de 2017.
Cette roissane soutenue du tra est engendrée surtout par une forte appétene des
lients pour les servies proposés par les ateurs du net et assurée par l'explosion des
terminaux onnetés dont le ontenus tehnologiques a onnu un bond remarquable.
Les réseaux ommunautaires se posent désormais omme un relai garant de ette rois-
sane, plus partiulièrement après l'adoption des servies vidéos dans leurs vitrines.
Dans e ontexte, les géants de l'Internet ne se ontentent plus d'exploiter les réseaux
de ommuniations mais déploient leurs propres systèmes et tehniques de distribution
de leurs données. On assiste ainsi à une roissane erénée des réseaux de distribution
de ontenus, Content Delivery Networks (CDN), à l'augmentation de leurs apaités,
aux déploiements de " Data Centers (DC), et. Cette ligne diretive est motivée par un
besoin fondamental en satisfation lient à travers une qualité d'expériene, Quality-
of-Experiene (QoE), aeptable, et qui ne peut être dissoiée de la qualité de servie,
Quality-of-Servie (QoS), pour l'aheminement des données.
En eet, toutes les études [LIJM09, LIJM
+
10, San11℄ onordent sur l'asension ful-
gurante de ertains ateurs omme Google. Alors qu'il ne gurait même pas dans le
top 10 des ateurs leaders du tra Internet en 2007, la roissane fraassante du tra
de Google le propulse en troisième position en 2009 ave environ 5.20% du tra à son
ompte (le rahat de Youtube en 2006 a transformé la rme) [LIJM09℄. Ces développe-
ments ont bouleversé un seteur où les prinipaux ateurs sont traditionnellement des
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opérateurs de transit et de téléommuniations. En 2010, Google prend des parts sup-
plémentaires pour atteindre près de 7% du tra internet mondial [LIJM
+
10℄. D'autres
ateurs omme Amazon, Faebook ou enore Netix onnaissent aussi une importante
roissane de leur tra qu'ils tentent de ontrler par l'utilisation de réseaux de dis-
tribution de ontenus CDNs. Une étude de Sandvine [San11℄ sur le tra Internet en
Amérique du Nord a montré que Netix et Youtube à eux seuls représente près de 35%
de la totalité du tra Internet aux heures de pleine harge.
Ce basulement des servies aux lient naux, depuis les opérateurs de téléommuni-
ations vers les ateurs de l'Internet néessite que les premiers (les opérateurs) gèrent e
basulement de valeur des servies aux lients naux (servies aux partiuliers ou B2C)
vers les servies aux parties tieres (servies de gros ou B2B). Par ailleurs, il devient
évident que le tra généré par les CDNs doit bénéier d'une attention partiulière.
Cette attention onerne à la fois les opérateurs réseaux qui sont responsables d'ahe-
miner les données jusqu'aux utilisateurs, mais aussi des opérateurs et exploitants des
CDNs qui sont souieux d'orir des servies ave une meilleure qualité.
Le problème qui se pose dans e ontexte onerne la gestion de ette roissane
de tra. En eet, bien que es ateurs soient inter-onnetés entre eux, ils opèrent
de façon indépendante et même opaque les uns vis-à-vis des autres. Au moment où
l'amélioration de la QoS s'impose dans les réseaux d'opérateurs, où la QoE est fateur
de diérentiation entre les fournisseurs de servies internet, la onsidérable roissane
du tra présentent de sérieux dés voire souis à traiter par haun. Les approhes
individualistes des diérents ateurs onernés se résument en des tehniques de gestion
unilatérale du problème à travers les leviers à disposition aompagnée ou non par des
tentatives d'inférene des politiques, ripostes et besoins des autres ateurs. Or, une
gestion eae des problèmes d'augmentation de tra requiert plus de synergie entre
les diérents ateurs.
0.2 Motivations, approhe, et dés
Il est tout à fait dans l'air du temps aujourd'hui de privilégier l'optimisation de l'exis-
tant aux investissements et engagements naniers. Cette approhe s'applique bien à
ette problématique de roissane du tra. Les opérateurs réseaux ne peuvent ontinuer
à investir olossalement dans le sur-dimensionnement de la apaité de leurs réseaux.
Fae à l'eondrement de leurs revenus et de la valeur bande passante du réseau (xe et
bientt mobile), les opérateurs sont plus rétients à sur-dimensionner et à ainsi détruire
la valeur de leur prinipal atout qui est le réseau. Certaines limites sont atteintes et une
nouvelle approhe pour traiter don ette problématique de manière diérente s'impose.
Nous privilégions en onséquene une meilleure gestion des ressoures existantes, qui est
une voie plus favorable sur tous les plans. Elle permet de repousser les investissements,
d'améliorer la rentabilité et d'optimiser le rendement.
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Notre approhe est d'apporter une réponse eae et onjointe de part et d'autre en
prenant en onsidération les besoins et les ontraintes de haque ateur. Dans le adre
de notre thèse, nous avons étudié l'intérêt de l'utilisation d'une interfae de ollabora-
tion entre les ateurs responsables du transport et eux responsables du servie. Cette
ollaboration passe par le partage d'informations protables à la bonne gestion du tra
généré dans le réseau et à l'amélioration de la QoE perçue par les utilisateurs. L'inter-
fae peut être utilisée aussi pour le partage de servies entre les ateurs toujours dans
la perspetive d'améliorer les performanes ommunes. Parmi les servies qui peuvent
être proposés par les opérateurs réseaux, nous pouvons iter le servie de transmission
multiast ou bien le servie de ahe dans le réseau.
0.3 Contributions
En partant du onstat des ontraintes atuelles en tra et en besoin en qualité
de servie pour des appliations orientées multimédia et interativité, et en analysant
les limites des tehniques proposés dans l'état de l'art, nous avons amoré nos travaux
par la spéiation d'un adre d'ation à travers une arhiteture fontionnelle simple,
adapté et évolutif. Dans la partie suivante de la thèse, nous nous sommes intéressés
à l'amélioration d'une approhe spéique proposée par le groupe de travail Applia-
tion Layer Tra Optimisation (ALTO) à Internet Engineering Task Fore (IETF)
[ALT12℄. Les travaux qui ont été eetués au sein de e groupe de normalisation ont
permis de dénir un adre fontionnel et spéier un protoole de ommuniations
[APY12℄ entre un servie ALTO dans le réseau et un lient appliatif ALTO. Nous avons
poussé nos travaux dans l'étude de l'appliation de diérentes tehniques qui exploite-
ront le protoole ALTO pour permettre aux opérateurs réseaux d'exposer diérents
types d'informations aux fournisseurs de servies. Notre arhiteture fontionnelle, dé-
nie onjointement dans le adre du projet européen ENVISION [UCoL09, MES
+
11a℄, a
été développée pour orir plus de fontionnalités que e que permette ALTO. Nous pou-
vons iter à titre d'exemple la réiproité des éhanges d'informations le serveur dans
le réseau et le lient hébergé par les appliations mais aussi la possibilité de bénéier
aux appliations de ertains servies réseaux omme la transmission multiast IP.
Notre ontribution s'est foalisée par la suite sur la spéiation de l'interfae de
ollaboration qui est d'une oneption simple issue des environnements web et internet
plutt que téléom. L'objetif est de aher la omplexité du réseau vis-à-vis des four-
nisseurs de servies pour failiter l'adoption de l'interfae tout en préservant l'intégrité
du savoir faire des opérateurs. Cette interfae, qui adopte le protoole ALTO, dispose de
aratéristiques qui reètent le ontexte de sa mise au point. Elle s'assoie à la démarhe
"best-eort" en s'absolvant de ontraintes légales d'obtention de résultats sans renier les
objetifs d'optimisations qu'elle est sensée remplir. Par ailleurs, nous avons fait en sorte
de disposer de anaux symétriques permettant aux opérateurs et aux ateurs Internet
d'exposer des aratéristiques, besoins, ontraintes et préférenes.
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La prinipale partie de nos travaux porte ependant sur les tehniques d'optimisation
de la gestion du tra dans le réseau. Nous avons évoqué la polarisation de l'Internet
autour de ertains ateurs géants. Cei démontre tout d'abord que les opérateurs ahe-
minent une grande partie de tra qu'ils ne maîtrisent pas mais aussi qu'une partie non
négligeable de e tra proviendrait d'un groupe d'ateurs limités. Nous avons étudié
en onséquene des tehniques qui permettent à la fois d'optimiser l'aheminement des
données dans le réseau mais aussi de réaliser es opérations au niveau appliatif là où
le ontrle est plus eae et plus simple. Les premières études ont porté sur la olla-
boration passive des opérateurs réseaux qui mettent des informations à disposition des
fournisseurs de servies. Ces derniers sont responsables de leurs exploitations en vue de
prendre des hoix judiieux au niveau appliatif. La deuxième approhe proposée avane
une tehnique de ollaboration ative où les ateurs s'éhangent des informations dans
une logique oopérative. L'optimisation de la répartition du tra dans le réseau est
réalisée dans e as-i par les opérateurs qui sont le dénominateur ommun de tous les
servies et appliations onernés. En eet, ette tehnique permet aux opérateurs de
prendre des déisions par rapport à la globalité du tra qui sera généré par les applia-
tions. Nous avons étudié par la suite le adre d'utilisation de es tehniques pour deux
as d'appliations en vogue, CDNs et Peer-to-Peer (P2P), et qui sont liés au tra le
plus problématique ar exigeant toujours plus de bande passante.
Nous avons entrepris aussi la réalisation de simulations et expérimentations an d'éva-
luer la performane de nos approhes et nos propositions. Nous avons pu ainsi omparer
diérents types de métriques omme la distane ou la bande passante disponible em-
ployés dans nos algorithmes d'optimisation. Nous avons pu étudier la répartition du
tra dans le réseau par rapport aux hoix d'approhes, de métriques, et.
Ces ontributions sont valorisées à travers des artiles de onférenes, des ontribu-
tions signiatives au projet européen ENVISION, des dépts de brevets et un hapitre
de livre.
0.4 Organisation du rapport
Ce rapport est struturé en quatre hapitre. Le premier est onsaré à l'étude des
interfaes de ommuniation entre réseaux et servies. Cette partie d'état de l'art per-
met de omprendre l'évolution des approhes de gestion du tra à travers diérentes
ontributions sientiques et industrielles. Les modèles étudiés sont variés depuis des
modèles opérateurs "Walled Garden" jusqu'aux modèles aadémiques fusionnant les di-
mensions réseaux et servies. Ces études nous ont permis d'identier les limites des
approhes proposées, l'inadéquation des adres d'appliation ainsi que les problèmes de
omplexité et de rigidité qui ont freiné le développement de plusieurs propositions.
Dans le seond hapitre, nous étudions l'utilité d'un moyen simple, eae et adapté
à travers un regard ritique sur l'état de l'art. Nous avançons nos propositions à travers
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une arhiteture fontionnelle et adaptée aux ontexte de la problématique. Nous pré-
sentons ensuite les spéiations de l'interfae de ommuniation et les atouts qu'elle
apporte dans ette nouvelle vision que nous portons. Enn, nous développons les teh-
niques d'optimisation que nous proposons et détaillons les algorithmes employés.
Le troisième hapitré a été onsaré à l'étude de l'appliation des approhes proposées
dans deux systèmes fréquemment utilisés aujourd'hui, à savoir les réseaux de distribution
de ontenus et les appliations pair-à-pair. Nous analysons le adre de mise en oeuvre
des interfaes et tehniques d'optimisation. Nous élaborons des méanismes optimaux
pour le transport des données dans les réseaux pair-à-pair spéialement spéiés autour
de notre approhe de ollaboration.
Nous portons nalement dans le dernier hapitre l'ensemble des travaux réalisés pour
l'évaluation de nos propositions. Nous présentons le développement de notre modèle
de simulation et sa validation. Nous analysons par la suite les résultats des diérentes
simulations que nous avons réalisées. Ces simulations sont omplétées par des expéri-
mentations ave des prototypes déployés dans un réseau physique. Les résultats sont
présentés en dernière partie.
Enn, le manusrit se onlut par une synthèse de nos onlusions et les perspetives
de travaux de reherhe et d'exploitation auxquels e rapport ouvre la voie.
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Chapitre 1
Analyse des diérentes interfaes de
ommuniations entre servies et
réseaux pour la gestion des ux de
données
La séparation entre les ouhes de transport et les ouhes appliatives qui les uti-
lisent pour ommuniquer a été induite par l'organisation en ouhes des modèles OSI
Open Systems Interonnetion (OSI) et IP. Cette organisation a fait l'objet de vastes
travaux de reherhe pour améliorer la gestion des ux de données au niveau du trans-
port. En eet, d'un té un besoin onret est apparu ave la diversiation des servies
et appliations. Il s'agit à titre d'exemple de garantir une ertaine qualité de servie à
des ux spéiques, de permettre l'utilisation de ertaines ressoures par d'autres ux,
et. D'un autre té, l'augmentation ontinuelle de la harge de tra dans le réseau
impose le reours à des tehniques de gestion plus sophistiquées. Dans un ontexte où
les réseaux sont de plus en plus marginalisés dans l'équation de transport, les marges de
manoeuvres sont limitées à l'ingénierie du tra, à l'utilisation de ressoures de ahe,
et. Bien que es solutions pourraient apporter une ertaine amélioration, non seulement
elles reposent sur des ontraintes (l'ingénierie de tra est un proessus très lourd et les
serveurs de ahes sont exploitables uniquement pour ertains ux non hirés), mais
aussi, elle n'ore pas la perspetive d'une approhe de gestion optimisée.
Dans e adre préis, il y a des travaux qui ont été entrepris en reherhe, en normali-
sation et en projets mixtes an de dénir des interfaes de ommuniation entre servies
et réseaux. Ces travaux avaient pour objetif d'apporter des éléments de réponses à des
problèmes tehniques ou bien à des besoins de performanes. Nous proédons dans e
hapitre à l'étude et l'analyse de es diérents travaux pour erner leurs spéiités et
déterminer leurs utilités. Nous présenterons les interfaes et les tehniques objet de leurs
travaux, leurs intégration dans les arhitetures de servies et de réseaux et exposerons
les ontraintes de leur mise en appliation.
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Nous ommenerons le hapitre par la présentation de l'arhiteture ALTO [ALT12℄
et des travaux dédiés. Cette approhe est un pas important vers l'ouverture des réseaux
sur les appliations tieres exlusivement pour l'optimisation du transport des données.
L'interfae dénie dans e adre a pour but de permettre l'exposition d'informations
réseaux au bénée d'une meilleure gestion du transport des données dans le réseau à
travers des hoix mieux orientés au niveau appliatif. Dans la deuxième setion, nous
exposerons des travaux de reherhe qui se sont intéressés à la résolution de ette pro-
blématique. Les interfaes sont parfois expliitement dénies et reposent sur ALTO,
parfois non. Des tehniques d'optimisation sont proposées en e sens pour exploiter
es éhanges entre servies et réseaux. Finalement, nous traiterons des eorts des or-
ganismes de normalisation sur le sujet. La nalité de leurs travaux est divergente de
la ntre. Ces systèmes dénissent des proessus pour ontrler le tra dans le réseau
pour des besoins de QoS des servies de téléphonie, de TV par exemple. Les interfaes
de ommuniation permettent ainsi de dénir le adre de e genre de ontrle. Nous
assistons aussi à la spéiation d'interfaes qui orent la possibilité d'exploiter des
fontionnalités réseaux par des appliations tieres mais rarement pour des besoins de
performanes ou d'optimisation. Les fontionnalités les plus demandées onernent la
messagerie, la loalisation, la faturation et la qualité de servie.
1.1 ALTO, l'interfae de référene
Le groupe de travail ALTO [ALT12℄ de l'IETF travaille sur la standardisation d'une
interfae entre réseaux et appliations qui utilise un protoole appelé ALTO [APY12℄.
Le groupe a pour objetif de onevoir et spéier une interfae qui permet aux applia-
tion d'avoir aès à diverses informations sur les réseaux de transport qu'elles utilisent.
Ces informations devraient permettre aux appliations de faire des hoix plus appro-
priés quant à la gestion du tra mais toujours au niveau appliatif. A titre d'exemple,
hoisir des pairs dans la même zone pour un lient P2P réduira le tra sur des liens
d'interonnexion ave les autres zones et orira en parallèle de meilleures performanes.
Le groupe de travail s'est intéressé plus partiulièrement aux besoins des appliations
P2P au départ mais a intégré par la suite les problématiques de séletion de serveurs
CDNs. En eet, le groupe de travail ALTO a permis de porter en standardisation à
l'IETF des travaux qui ont été initiés par le projet A Portal for Proative network Pro-
vider Partiipation for P2P (P4P). Nous présenterons dans les deux setions suivantes
les travaux du projet P4P et eux du groupe ALTO pour pouvoir aborder par la suite
l'ensemble des travaux qui les ont repris omme modèles.
1.1.1 Le projet P4P
Le projet P4P [XKSY, XYK
+
08℄ pour "A Portal for Proative network Provider
Partiipation for P2P" propose un système pour répondre à la forte roissane du
tra des appliations pair-à-pair ou P2P. En partiulier, le projet P4P fait valoir qu'il
existe un problème dans la gestion et le ontrle des réseaux de transport en ignorant
les appliations. Il onsidère que les nouvelles appliations peuvent avoir une grande
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exibilité dans la gestion de leurs ommuniations, et par onséquent, elles devraient
être intégrées dans la haîne de gestion et de ontrle du tra.
Dans e ontexte, le projet P4P onsidère que si les appliations et utilisateurs naux
doivent partiiper à l'optimisation des ressoures réseau, les opérateurs de es réseaux
ne peuvent pas ontinuer à garder une opaité absolue. Au ontraire, les opérateurs
réseaux devraient être amenés à exposer un ertain nombre d'informations telles que
leurs politiques, leurs topologies, et. En onséquene, le projet propose un moyen de
ommuniations entre réseaux et appliations.
1.1.1.1 Le système P4P
La proposition du projet P4P se base sur un système simple et exible qui permet
aux opérateurs réseaux de fournir des informations ou reommandations expliites aux
appliations P2P. Le système intervient sur deux plans diérents : le plan de ommande
et le plan de données.
Dans le plan de ommande, P4P introduit le module iTrakers. Ce module fournit la
fontion portail qui permet aux appliations P2P de ommuniquer ave les opérateurs
réseau. En eet, haque opérateur réseau maintient un ou plusieurs iTraker dans son
réseau. Un lient P2P obtient l'adresse IP de l'iTraker de son fournisseur loal par
requête DNS. Les tehniques standard permettent d'assurer la redondane des iTrakers
dans un domaine partiulier pour améliorer la tolérane aux pannes ou assurer une
meilleure exibilité d'évolution.
L'iTraker qui implémente le portail pour les appliations P2P, ore trois types
d'informations relatives au réseau dont il est représentant. Il s'agit de l'état du réseau
et sa topologie, les politiques et diretives de l'opérateur et ses apaités.
Dans le plan de données, P4P permet aux routeurs d'intervenir an de fournir un
retour (une boule rétroative) aux appliations P2P pour permettre une utilisation
plus eae des ressoures réseau. Plus préisément, les routeurs peuvent marquer les
bits Expliit Congestion Notiation (ECN) [RFB01℄ (ou un hamp dans une en-tête
P2P) pour expliitement désigner les sessions. Les lients naux se hargent ensuite
d'ajuster leurs débits en onséquene.
1.1.1.2 Le plan de ommande du système P4P
Le système déni par le plan de ommande de P4P fournit une interfae de ommu-
niation entre les entités appliatives lients ou trakers P2P et les réseaux sous-jaents.
La gure 1.1 illustre les entités potentielles du système : l'iTraker appartenant au ré-
seau, le appTraker de l'appliation P2P, et les lients P2P. Dans une onguration
partiulière (par exemple une appliation P2P totalement distribuée) ertaines entités
pourraient être ignorées (les appTrakers par exemple). P4P ne préise pas les ux
d'éhanges d'informations, mais fournit plutt un adre de ommuniation ave des
messages de ontrle enodés en XML pour assurer une meilleure extensibilité.
L'élément lé du système P4P est le iTraker. Ce module fournit trois interfaes qui
permettent aux appliations P2P d'interroger le réseau de transport.
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Figure 1.1  Illustration de l'arhiteture du système de ontrle P4P
L'interfae "Information" permet d'exposer des informations sur le réseau relatives
à sa topologie et son état. Plus préisément, étant donné une requête sur une adresse IP
appartenant au réseau, l'interfae permet de loaliser l'adresse en question en renvoyant
un triplet (ASID, PID, LOC) :
 L'ASID est l'identiant du réseau (par exemple, son numéro Autonomous System
(AS) )
 Le PID est un identiant opaque aeté à un groupe de noeuds du réseau. Il est
utilisé pour préserver la ondentialité des informations relatives à la topologie
des opérateurs réseaux en présentant des vues moins nes du réseau.
 Le LOC fournit des oordonnées virtuelles ou géographiques de l'adresse IP. Il
peut être utilisé pour déterminer la proximité des entités dans le réseau, e qui
peut être utile dans le hoix des pairs ave qui on s'apprête à éhanger des données.
Lors de l'envoi d'une requête d'information, un pair peut éventuellement transmettre
l'identiant du réseau de pairs auquel il est onneté (par exemple, les informations de
hahage d'un torrent). Le iTraker peut garder la trae des pairs et des réseaux auxquels
ils sont onnetés.
L'interfae "Poliies" permet, d'obtenir des informations sur la politique de l'opéra-
teur réseau. Ces informations permettent de spéier omment un fournisseur de réseau
souhaite que ses ressoures soient utilisées. A titre d'exemple, la politique de l'opérateur
peut énoner le ratio aeptable entre les volumes de tra entrant et sortant d'une zone
ou bien les diretives d'utilisation suivant les tranhes horaires pour éviter d'utiliser des
liens qui sont ongestionnées pendant les heures de forte harge sur le réseau.
L'interfae "Capabilities" permet aux appliations P2P, pairs ou appTrakers, de
demander des informations sur les apaités et ressoures du réseau. Par exemple, un
opérateur réseau peut fournir ertains servies omme des serveurs de ahe dans le
réseau. Un appTraker peut demander de l'iTrakers l'utilisation de es serveurs en tant
que pairs an d'aélérer la distribution des données de l'appliation P2P.
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1.1.2 Le protoole ALTO
ALTO dénit une interfae de ommuniation entre un lient et un serveur. Le pro-
toole adopte un design RESTful [Fie00℄ qui est un modèle de servie web simple et
eae reposant sur le onept de requêtes/réponses sans sauvegarde d'état. Le pro-
toole est basé sur le protoole standard HTTP an d'assurer une onformité ave les
infrastrutures HTTP largement déployées et bien maîtrisées. Les requêtes et réponses
HTTP sont formatées suivant le shéma JSON. La ollaboration néessite l'implémen-
tation d'un lient ALTO par le servie appliatif et d'un serveur ALTO par le réseau
(voir gure 1.2).
Figure 1.2  Illustration de l'arhiteture fontionnelle d'ALTO
Ce modèle lient-serveur permet au servie appliatif d'envoyer des requêtes au
réseau pour demander des informations qui guiderait ses hoix de séletion d'un noeud de
distribution ou bien d'un goupes de pairs pour haque lient. Les informations fournies
par les réseaux peuvent provenir des protooles de routage, des politiques de provision
de ressoures de l'opérateur, des informations de surveillane du réseau, et. Elles sont
ensuite traitées et struturées sous la forme de servies ALTO (voir gure 1.3). Nous
nous intéressons partiulièrement aux deux servies prinipaux qui fournissent la arte
du réseau, "Network Map" et la matrie des oûts, "Cost Map".
1.1.2.1 La arte du réseau
La arte du réseau fournit un ensemble d'emplaements réseau dénissant des groupes
appelés PIDs pour Provider-dened network loation IDentiers (PID). La politique de
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Figure 1.3  Illustration des servies ALTO disponibles à travers le protoole ALTO
spéiation de es groupes peut être basée sur diérents ritères omme la proximité
géographique, la loalisation dans le réseau, le type de réseau d'aès, le type de termi-
nal, et. Chaque PID est déni par l'ensemble des adresses IP, des adresses de réseaux,
des identiants de systèmes autonomes,et, qu'il inorpore. La gure 1.4 illustre une
arte réseau spéiant trois PIDs ave les adresses réseaux qui les dénissent. Les PIDs
1 et 2 représentent des sous-réseaux alors que le PID 3 représente le reste de l'Internet
(toute adresse IP qui n'appartient pas aux PIDs 1 et 2). La loalisation des entités ap-
{
"map-vtag" : "225006996",
"map" : {
"PID1":{"ipv4" :    ["172.10.10.0/
24","172.11.100.0/24"]},
"PID2":{"ipv4" : ["172.20.10.0/
24","172.20.12.0/24"]},
"PID3":{"ipv4" : 
["0.0.0.0/0"], "ipv6" : ["::/0"]}
}
}
Figure 1.4  La gure illustre un exemple d'une matrie de oûts entre 3 PIDs.
pliatives dans ette arte du réseau fournie par l'opérateur est eetuée par reherhe
d'appartenane de leurs adresses IP à l'un des PID (voir gure 1.5). Les opérateurs ré-
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seaux hoisissent le niveau de granularité des informations qu'ils exposent dans la arte
du réseau, par exemple une granularité du niveau des DSLAMs, des routeurs régionaux,
des routeurs de transit, et, en aord ave leurs politiques et/ou aords ave les four-
nisseurs de servies. L'intérêt indéniable de ette arte du réseau est de fournir aux
servies appliatifs le moyen de loaliser leurs entités dans le réseau suivant une onven-
tion ommune ave les opérateurs réseaux sans que es derniers n'aient à divulguer des
informations ondentielles ou ritiques omme leurs topologies et infrastrutures.
A
B
Redirection
Figure 1.5  La gure illustre un exemple d'une matrie de oûts entre 3 PIDs.
1.1.2.2 La matrie des oûts
La matrie des oûts est un autre servie proposé par les opérateurs réseaux pour
permettre aux fournisseurs de servie de déterminer le oût d'aheminement du tra
réseau entre deux entités appliatives du servie. Cette matrie reprend les PIDs dénis
par la arte du réseau. Les oûts sont spéiés de bout en bout entre les diérents PIDs
et non entre les entités appliatives. A harge du fournisseur de servie de déterminer
la loalisation de es entités en exploitant la arte du réseau. Les oûts spéiés par
la matrie peuvent exposer des valeurs onrètes de ertaines métriques réelles omme
la distane au sens réseau entre deux PIDs (-à-d le nombre d'équipements ou liens
réseaux), la latene,... ou bien des valeurs abstraites qui sont alulées par l'opérateur
à partir d'une ou plusieurs métriques, de sa politique, de ses aords ave les fournis-
seurs de servie et du ontexte de ette ollaboration (nature du servie, nature de la
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ollaboration, et). Les opérateurs réseaux hoisissent la nature des informations qu'ils
désirent exposer aux servies appliatifs et la façon de le faire. Ils utilisent pour elà
l'attribut type pour spéier le type d'informations et l'attribut mode pour spéier la
façon de les interpréter (par exemple numérique, ordinal, et). La gure 1.6 illustre une
matrie enodée en JSON qui expose des oûts de transport abstraits entre 3 PIDs.
{
"cost-mode" : "numerical",
"cost-type" : "routingcost",
"map-vtag"  : "225006996",
"map" : {
"PID1":{"PID1":1,"PID2":5,"PID3":5},
"PID2":{"PID1":5,"PID2":1,"PID3":10},
"PID3":{"PID1":5,"PID2":15,"PID3":1}
}
}
Figure 1.6  La matrie de oûts expose des oûts de transport entre 3 PIDs. L'attribut type spéie
que les valeurs doivent être interprétées omme des oûts abstraits d'aheminement du tra entre les
PIDs. L'attribut mode spéie que les valeurs sont numériques.
1.2 Les interfaes proposées dans la littérature
Divers travaux de reherhe aadémique ont déelé l'importane d'aligner les ontextes
du transport dans le réseau et du tra généré par les appliations. Ils ont ontribué à
spéier des interfaes et des tehniques apables d'améliorer les rendements à diérents
niveaux. Nous aborderons dans les setions suivantes diérentes approhes proposées à
travers deux visions diérentes. La première onentre les travaux sur l'optimisation du
transport à travers l'exploitation d'informations sur les réseaux. La deuxième préonise
l'alignement de l'ingénierie de tra sur les ontraintes appliatives.
1.2.1 Des informations réseau pour une meilleure gestion du tra au
niveau appliatif
Qu'il s'agisse d'appliations, P2P, CDN ou d'autres natures, rapproher les soures
et les destinations des données et hoisir un hemin réseau plus adapté est une stratégie
qui a été largement étudiée dans la littérature. Les avantages esomptés sont justiés
par une meilleure qualité de servie oerte par les réseaux de transport ave un impat
positif sur les servies. Nous présenterons dans les setions suivantes ertains travaux
aadémiques qui ont été entrepris dans la voie d'un meilleur routage du tra au niveau
appliatif grâe à des informations relatives aux réseaux de transport.
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1.2.1.1 PaDIS
Le système PaDIS, "Provider aided Distane Information System", proposé dans
[PFA
+
10℄, a pour objetif d'utiliser des informations fournies par les opérateurs réseaux
aux appliations overlay dans le but de réaliser une meilleure répartition du tra dans
le réseau. Plus préisément, 'est le as des fournisseurs de servies CDN qui a été étudié.
Le système supporte des informations de type distane, latene ou bande passante.
Les auteurs ommenent par démontrer, en analysant des traes de tra, que la
plupart des requêtes d'aès aux données (environ 70%) des utilisateurs des prinipaux
opérateurs européens sont disponibles dans divers sites. Cette diversité justie le besoin
de proter des informations pertinentes dont disposent les opérateurs réseaux an de
réaliser un hoix approprié onernant la soure à mobiliser pour servir les requêtes.
L'arhiteture du système PaDIS (illustrée dans la gure 1.7) est très similaire à elle
d'ALTO. En eet, PaDIS est présenté omme un servie proposé et géré par les opéra-
teurs de réseaux. Les diérentes appliations, P2P, CDN, serveurs DNS, et, utilisent le
servie PaDIS pour demander à l'opérateur de déterminer la meilleure soure de don-
nées à utiliser pour servir un lient spéique. Il s'agit d'un ordonnanement d'adresses
IP de la part de l'opérateur suivant les informations dont il dispose (distane, latene,
et).
Figure 1.7  Illustration de l'intégration du système PaDIS
1.2.1.2 CaTE
CaTE, pour "Content-aware Tra Engineering" [FPS
+
12℄, est une proposition
pour exploiter les informations disponibles sur le transport dans la gestion du tra
des CDNs. CaTE s'appuie sur l'assomption qu'en séletionnant le noeud de distribution
le plus approprié parmi eux qui sont apables de satisfaire la requête d'un lient, la
qualité du transport des données dans le réseau peut être améliorée ar le hemin ore
une meilleure disponibilité. Pour permettre aux CDNs de bénéier d'informations sur
les onditions de transport dans leur séletion de serveurs, le système CaTE a été onçu
omme un module apable de déider des hemins réseaux à emprunter par les ux de
données.
Ce module est implémenté par les opérateurs réseaux pour s'interfaer ave leurs
vis-à-vis de servies. En e sens, CaTE est très similaire à PaDIS. L'interfae ALTO est
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évoquée omme possible andidate aux besoins d'éhanges d'informations entre réseaux
et servies.
Le positionnement de CaTE par rapport au Tra Engineering En parallèle,
les auteurs de CaTE s'opposent à toute intervention dans les proédures de "Tra
Engineering" (TE) des réseaux. Ils onsidèrent que le TE est basé sur des règles de
répartition de poids bien étudiées pour aboutir sur une politique de routage saine et
adaptée aux variations de la matrie de tra dans le réseau. Pour éviter les miro-
boules lors de la onvergene du protoole IGP [FB07℄, il est de pratique ourante de
seulement modier un nombre réduit de poids [FT02℄. Pour limiter e nombre tout en
proposant une politique de routage orrélée aux ontraintes de tra, les ingénieurs de
TE s'appuient sur des matries de tra alulées sur de longues périodes et testées
hors des systèmes opérationnels. En onséquene, CaTE est positionné omme une
solution plus adaptée pour faire du TE au niveau appliatif sans se trouver soumis aux
ontraintes des réseaux opérationnels.
Le modèle de CaTE Dans CaTE, le réseau est modélisé par un graphe orienté
G(V,E) où V est l'ensemble de noeuds et E est l'ensemble des liens. Un ux dont
l'origine est O et la destination est D, noté fod, est omposé de l'ensemble des données
qui entrent dans le réseau au noeud o ∈ V et sortent par le noeud d ∈ V . Le tra
sur un lien est la somme de tous les ux OD qui traversent le lien. La relation entre
les ux de tra et les liens du réseau est exprimée par la matrie de routage A. Cette
matrie, de taille |E| × |V |2, est une matrie booléenne dont haque élément indique si
le ux OD traverse le lien ou non. y a été déni omme un veteur de taille |E| pour
représenter le tra sur les liens du réseau. x a été déni omme un veteur de taille
|V |2 pour représenter l'ensemble des ux de tra OD. De es notations, les auteurs ont
déni l'équation suivante y = Ax.
L'objetif du modèle L'approhe du système CaTE est d'utiliser les informations
réseaux an d'ajuster la demande de tra représentée par le veteur x. En onséquene,
étant donnée une matrie de routage A, le veteur de harge sur les liens du réseau y peut
être amélioré. Pour améliorer la demande de tra, les auteurs dénissent x = xr + xs
ave xr le veteur du tra qui peut être ajusté et xs le veteur du tra qui ne peut
être hangé.
L'objetif est de déterminer le veteur optimal x′, étant donné une topologie G, une
matrie de routage A et un veteur tra initial x, pour minimiser le taux d'utilisation
maximal parmi tous les liens du réseau.
1.2.1.3 DONAR
Le système DONAR [WJFR10℄ est un système distribué qui a été étudié pour one-
voir une tehnique de rediretion des requêtes lients de façon eae, sûre et perfor-
mante. Le système repose sur le aratère distribué de la solution. C'est un système de
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séletion déentralisé qui tend à optimiser le proessus de séletion de noeuds de dis-
tribution en prenant en onsidération des informations sur le réseau (la loalisation du
lient, le oût du transport, et), la harge des serveurs, et les politiques des fournisseurs
de servies.
Le modèle du système DONAR Ce système distribué est onstitué par une ouhe
omposée par plusieurs noeuds appelés "Mapping Nodes" qui sont responsables de la
gestion des requêtes et de leur rediretion vers les diérents noeuds de distribution
appelés "Replias Servers". Ce système s'interpose entre les lients et les noeuds de
distribution des fournisseurs de servies Cloud ou CDN omme illustré par la gure 1.8
[WJFR10℄.
Figure 1.8  Illustration du modèle système DONAR
Pour réaliser des rediretions pouvant atteindre des résultats performants, haque
noeud de rediretion doit disposer d'informations sur le servie et le réseau pour s'adap-
ter aux onditions hangeantes. DONAR ritique l'approhe la plus simple qui onsiste
à avoir un organe entral de oordination pour la ollete et le traitement des informa-
tions. En eet, les auteurs onsidèrent qu'un organe entral présente un point ritique
ar en as de défaillane ou d'attaque iblée, le système est inopérable.
La dimension réseau du système DONAR La politique de séletion de noeud de
distribution du système DONAR repose sur plusieurs ritères dont un ritère réseau.
Dans ette optique, le hemin réseau emprunté est onsidéré important ar il a un impat
signiatif sur la performane de bout en bout. Les auteurs préisent par exemple que
les ontenus Web interatifs néessitent une latene, exprimée en "Round Trip Time"
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(RTT), limitée dans le réseau. En ontraste, les servies de transfert de gros volumes de
données par exemple néessitent quant à eux un bon débit de transfert dans le réseau.
L'algorithme de DONAR utilise en onséquene une fontion de oût abstraite
cost(c, i) pour s'adapter à es diérentes ontraintes tout en aratérisant la perfor-
mane du hemin réseau entre un lient partiulier et le noeud de distribution iblé.
Cette fontion est onsidérée omme très exible. Elle permettrait par exemple d'op-
timiser les temps de latene du servie en utilisant un oût dépendant uniquement du
RTT du réseau. Les valeurs du RTT peuvent être mesurées diretement dans le réseau
ou bien estimées à partir d'un système de oordonnées implanté dans le réseau.
Le modèle d'optimisation de DONAR Pour formuler le problème de séletion
de noeuds de distribution, les auteurs ont introduit un modèle réseau dans lequel C
est l'ensemble des lients et I est l'ensemble des serveurs. Rci a été dénie omme la
proportion de tra du lient c aheminée au serveur i. Ces valeurs font l'objet du
problème d'optimisation dont la performane globale est alulée dans l'équation 1.1.
Perf =
∑
c∈C
∑
i∈I
Rci × cost(c, i) (1.1)
L'algorithme est soumis à des ontraintes de servies. Les auteurs proposent une
résolution distribuée de l'algorithme orant une plus grande indépendane aux noeuds
de rediretion introduits par le système, même s'ils doivent onserver des anaux de
ommuniations entre eux pour éhanger des données vitales pour la résolution des
aluls.
1.2.1.4 Le projet NAPA-WINE
Le projet "Network-Aware P2P-TV Appliation over Wise Networks"
1
(NAPA-
WINE) est un projet européen qui a pour objetif de développer des tehniques per-
formantes pour la diusion de la TV dans des réseaux P2P. Le projet propose une
arhiteture où les lient de leur système P2P-TV exploitent des mesures dans le réseau
(RTT, estimation distane, et) pour réduire leur empreinte sur le réseau. Le projet
propose aussi d'exploiter des servies de type ALTO quand ils sont oerts par les opé-
rateurs réseaux. L'objetif étant d'optimiser la performane du système P2P-TV tout en
réduisant la harge globale de tra exerée sur le réseau. En eet, le système P2P-TV
ompte exploiter les informations olletées à travers le protoole ALTO pour optimi-
ser le proessus de séletion de pairs. Par exemple, les lients P2P seront onnetés en
grande partie à des lients de leur voisinage an de réduire les distanes entre eux et
améliorer les temps de réponse.
L'arhiteture de NAPA-WINE Le système P2P-TV de NAPA-WINE [BLM
+
11,
ABB
+
10℄ repose à la fois sur ses estimations propres eetuées par ses lients et sur les
1. NAPA-WINE (http ://www.napa-wine.eu) est un projet européen d'une durée de trois ans sou-
tenu par la Commission Européenne dans le adre du programme 7 (FP7-ICT-2007-1, Networked Media,
grant No. 214412)
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informations qu'il est suseptible de reevoir des opérateurs réseaux ou ateurs tiers pour
optimiser son fontionnement. Ces fontions sont assurées par les modules "Monitoring"
et "Repository" de l'arhiteture globale du projet illustrée dans la gure 1.9 [BLM
+
11℄.
Le module "User" est responsable des gestions de interfaes ave l'utilisateur. Le module
"Overlay" s'oupe des fontionnalités néessaires au réseau P2P omme la sélétion de
pairs, et. Finalement le "Sheduler" est lui responsable des transmissions et réeptions
des hunks.
Figure 1.9  Illustration de l'arhiteture globale du projet NAPA-WINE
Les modules Monitoring et Repository Le module "Monitoring" a été onçu
pour reueillir et partager des informations utiles pour la onstrution et la gestion
de la topologie du réseau P2P et l'amélioration des proessus de d'éhanges de hunks
vidéo. L'objetif prinipal est d'assurer la disponibilité d'informations à jour sur la
qualité des hemins de bout en bout entre les pairs et d'en déduire des informations sur
les ressoures disponibles du réseau. Plusieurs métriques réseaux sont estimées omme le
RTT, le taux de perte de paquets, la bande passante disponible, le nombre d'équipements
sur le hemin, et.
Les modules "Repository" de l'arhiteture NAPA-WINE est omposé de bases de
données globales ontenant des informations utiles pour les proessus de déision relatif
à la séletion des pairs pour haque lient ou à la transmission des hunks. Ces bases
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de données sont un élément lé pour permettre au système P2P-TV de NAPA-WINE
d'être apable de prendre en onsidération le ontexte du réseau dans sa gestion. On
distingue les trois suivantes :
 P-REP (peer repository) : 'est une base de données distribuée qui sauvegarde des
informations sur les peers et les performanes de bout en bout des hemins réseau
qu'ils utilisent.
 N-REP (network repository) : ette data-base sauvegarde des informations glo-
bales sur le réseau à partir des olletes eetuées dans des P-REP.
 E-REP (external repository) : ette data-base est dédiée à sauvegarder des infor-
mations de soure externe sur le réseau. La oneption de e module est destiné
aux opérateurs réseaux qui aeptent de lui fournir des informations relatives à
leurs réseaux omme par exemple les graphes des Autonomous System, les points
de peering, les performanes des hemins réseau, les tables de routage, la topolo-
gie, et. le E-REP peut également stoker des informations relatives uniquement
à un seul domaine. Pour assurer la protetion des informations exposées par les
opérateurs réseaux, le projet NAPA-WINE propose que le module E-REP soit ins-
tallé et géré diretement par les opérateurs réseau. Par ailleurs le E-REP dispose
également d'une interfae vers les serveurs ALTO.
1.2.1.5 I-CDN
I-CDN pour "ISP operated Content Delivery Network" [KMK
+
10℄ est une propo-
sition de déploiement de systèmes de distribution de ontenus CDNs dans les réseaux
d'opérateurs. L'objetif étant de réduire la harge de tra sur les réseaux tout en amé-
liorant la QoE des servies. Dans l'artile, et objetif serait réalisable en exploitant les
informations valorisantes dont disposent les opérateurs de réseaux.
Ces informations serviront à optimiser les divers phases relatives au déploiement et
fontionnement des CDNs. Ainsi le positionnement des divers noeuds de distribution a
été étudié en fontion de la topologie du réseau et la répartition des lients. Le proessus
de séletion d'un noeud de distribution pour servir un lient est lui aussi assujetti aux
informations à disposition des opérateurs.
1.2.1.6 Les systèmes de oordonnées virtuelles
Diérents travaux de reherhe ont porté sur la spéiation de tehniques apables
d'aboutir à des onentrations loales de tra. Ces tehniques reposent sur la mini-
misation de la distane entre l'utilisateur et les divers soures de données apables de
satisfaire ses requêtes (les pairs pour les systèmes P2P ou les noeuds de distribution
pour les CDNs à titre d'exemple). L'objetif est d'emprunter un hemin réseau plus
ourt an d'améliorer la performane de transport (omme la latene par exemple) et
éviter des hemins de longue distane empruntant des liens de transit éventuellement.
Une lasse d'algorithmes [Bak05, BP08, HAOF05, RHKS02, BJZP09, MDJ11℄ pro-
posée dans la littérature repose sur le onept des approximations topologiques. Le
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onept se traduit par un système de oordonnées virtuelles apable de déterminer la
loalisation des entités appliatives et en onséquene d'estimer les distanes entre elles.
Dans [BP08℄, les auteurs proposent une approhe de séletion de noeud de distribution
CDN basée sur des informations relatives à la harge et à la proximité. Les informations
de harge omprennent des données sur le taux d'utilisation des serveurs. Les informa-
tions de proximité se basent sur des oordonnées virtuelles dans le réseau, alulées au
niveau appliatifs pour estimer la distane entre le lient et les diérents serveurs. Dans
l'arhiteture qu'ils proposent, les auteurs utilisent un proxy qui est questionné par les
lients an de déterminer le noeud de distribution le plus approprié. Bakiras [Bak05℄
propose un réseau artiiel omposé d'objets, de serveurs et de lients. Il dénit une
fontion de oût pour aluler le oût d'utilisation d'un serveur partiulier par un lient
à partir de trois paramètres : la quantité de tra, la apaité du serveur et les temps
de traitement et de propagation. Dans sa proposition, le délai de propagation est al-
ulé à partir d'estimations de latene (messages ping) entre des agents de rediretion.
Les diérentes entités appliatives sont ensuite loalisées par rapport à es agents. Les
travaux réalisés dans [RHKS02℄ proposent une tehnique de regroupement distribuée où
les lients sont situés dans des zones. Un ensemble de noeuds de référene répartis sur
Internet est utilisé pour loaliser les lients en estimant leurs distanes, alulées à par-
tir des RTTs, par rapport aux noeuds de référene. Ces distanes permettent de situer
haque lient dans une zone. L'approhe se base ensuite sur le système de oordonnées
virtuelles pour déterminer le serveur le plus prohe de haque lient. D'une manière
similaire, les auteurs de et artile [HAOF05℄ utilisent des repères dans le réseau pour
dénir une topologie virtuelle permettant de situer les serveurs et regrouper eux à
proximité d'un repère. Les lients sont aussi loalisés par rapport à es repères et don
par rapport aux serveurs. Dans un autre artile [BJZP09℄, les auteurs ont développé
une tehnique de répartition de harge entre les noeuds de distribution d'un CDN qui
va au delà de la simple variable de harge. Ils proposent d'intégrer des informations
relatives à la topologie du réseau dans le système an d'améliorer l'utilisation du réseau
et la QoE des servies CDNs. La topologie du réseau est dénie à travers l'utilisation
de points de référene dans le réseau qui servent de moyens pour la réation de zones.
Des mesures de RTT entre es points de référene permettent par la suite d'obtenir des
estimations de distane ou de performane de transport entre es zones. Finalement,
dans [MDJ11℄, les auteurs utilisent un outil de mesure appelé ABET pour "Available
Bandwidth Estimation Tool" pour estimer la bande passante disponible de bout-en-
bout entre les serveurs et les lients. Ces mesures sont eetuées entre un équipement
de réseau implémentant le système ABET, un routeur par exemple, et l'ensemble des
serveurs. Ces mesures sont ensuite transmises au serveur de gestion pour aider dans le
hoix du noeud de distribution le plus approprié.
Une approhe diérente au problème onsiste à herher à minimiser des oûts spéi-
ques et en partiulier des oûts de transport dans le réseau ou des oûts d'utilisation
des serveurs [CE10, WLCM11, WJFR10, FPS
+
12℄. Carlsson et Eager [CE10℄ ont déni
dans leurs travaux une fontion de oût à partir de la somme des oûts d'utilisation
des serveurs et des oûts d'utilisation du réseau. Ils ont proposé un modèle ave une
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topologie de N serveurs et M zones réseau, ave des serveurs loaux annexés aux zones.
Pour aratériser le oût du réseau, ils l'ont déni en tant que variable binaire ; égale à 0
lorsque le lient est redirigé vers le serveur loal de sa zone et égale à 1 autrement. Dans
d'autres travaux [WLCM11℄, une stratégie optimale pour la rediretion des requêtes
lients est proposée. Les auteurs ont déni un modèle aratérisant les lients, les ser-
veurs et les servies. Ils intègrent le délai de latene entre serveurs et lients omme
variable dans le alul du prot du CDN : un délai plus grand résulte en un prot infé-
rieur. D'autres approhes que nous avons préédemment évoquées [FPS
+
12, WJFR10℄
sont aussi basées sur la minimisation de ertains oûts relatifs aux réseaux.
1.2.2 La modulation du Tra Engineering aux ontraintes des ap-
pliations
Traditionnellement, le Tra Engineering (TE) dans les réseaux est opéré indépen-
damment d'appliations ou servies partiuliers. Néanmoins dans les travaux de Jiang
et Al. [JZSRC09℄, les auteurs étudient une nouvelle approhe de oordination qui for-
malise la gestion du Tra Engineering (pour séletionner les hemins réseau les plus
eaes pour le tra) par rapport à la problématique de séletion de serveur (pour
séletionner le serveur le plus approprié pour haque lient). Ils ont déni un ensemble
de modèles aratérisés par des niveaux de oopération diérents entre les opérateurs
réseaux et les fournisseurs de servies : un modèle où haque opérateur est indépendant
dans sa gestion, un modèle de oopération intermédiaire où les ateurs s'éhangent des
informations et un dernier modèle où la oopération fusionnelle, 'est-à-dire que les deux
ateurs ne font plus qu'un. Dans haque modèle, les auteurs étudient les performanes
des tehniques d'optimisation qu'ils proposent et analysent leurs utilités.
Les modèles du système Les modèles étudiés par les auteurs orrespondent à trois
situations diérentes ; (1) auune oordination entre réseau et servie, (2) une oordi-
nation limitée ave systèmes de déision indépendants de part et d'autres et (3) une
oordination entière ave systèmes de déision fusionnés. Ces sénarios s'appuient sur
les interations entre les systèmes TE et SS (Séletion de Serveurs) illustrée dans la
gure 1.10.
L'approhe d'optimisation L'intérêt des études qui ont été menées dans et artile
réside dans la résolution onjointe des deux problématiques de TE et SS. Les auteurs
ont spéié le problème mathématique qui modélise haque problématique. Ainsi le
premier problème propose de minimiser le paramètre TE qui est la somme des oûts
d'utilisation des liens du réseau. Ces oûts dépendent des taux d'utilisation des liens.
Le seond problème propose de minimiser le paramètre SS qui est la somme des délais
expérimentés par les ux de servie. Les auteurs s'appuient ensuite sur le diagramme
de Pareto [Par℄ pour résoudre le problème global et analyser les interations entre TE
et SS.
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Figure 1.10  Illustration des interations entre les systèmes TE et SS
1.2.3 Synthèse des tehniques étudiées
Les tehniques que nous avons présentées dans les setions préédentes montrent
qu'il n'y a pas de solution unique à la problématique que nous avons posée. La plupart
des approhes se basent sur une interfae entralisée, ave ALTO souvent expliite-
ment ité, pour la gestion du tra en fontion d'informations d'état sur les réseaux de
transport. Ces diérents systèmes reposent aussi sur fateurs d'optimisation diérents,
omme la distane au sens réseau entre les noeuds appliatifs ou bien la harge de tra
sur les diérents liens. Nous synthétisons es diérentes propositions dans le tableau
réapitulatif 1.1.
1.3 Les interfaes issues du monde de la normalisation
Le besoin d'assurer une meilleure gestion des ux de servie dans les réseaux a
poussé les ateurs du monde des Téléommuniations et plus réemment les géants du
Web à travailler sur la spéiation d'interfaes apables de fournir informations et
fontionnalités disponibles dans le réseau aux appliations. Fabriants d'équipements,
opérateurs de réseaux et autres ateurs ont joint leurs eorts dans la normalisation des
es interfaes pour assurer une pérennité et garantir une interopérabilité entre leurs
systèmes. Nous aborderons dans les setions qui suivent les prinipaux systèmes, arhi-
tetures et interfaes qui ont fait l'objet de travaux poussés dans les divers organismes
de normalisation, ITU, ETSI, 3GPP, IETF, et.
1.3.1 Le Next Generation Network
Le réseau de nouvelle génération, Next Generation Network (NGN) [TSfANT09a℄,
est un réseau à ommutation de paquets apables de transporter les données de dif-
férents servies y ompris les servies de téléommuniations. Il se aratérise par sa
apaité à fédérer diérentes tehnologies de transport, à orir des méanismes de ges-
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Table 1.1  Synthèse de diérentes propositions aadémiques pour la problématique
de gestion tra par interfae entre servies appliatifs et réseeaux
Approhe Interfae
Fateur
d'optimisa-
tion
Tehnique de
résolution
Appliations
P4P
P4P
(prohe
d'ALTO)
Tra intra-
domaine
Connetions aux
pairs les plus
prohes
P2P
ALTO
Protoole
ALTO
Tra intra
et inter
domaines
Non dénie
P2P et
CDN
PaDIS ALTO
Distane,
Latene,
Bande
passante
Ordonnanement
des soures par
priorité eetué
par l'opérateur
P2P et
CDN
CaTE ALTO
Utilisation
maximale
des liens
Équilibrage des
ux
CDN
DONAR
Non
évoquée
Distane,
Latene
Algorithme
distribuée de
rediretion
CDN
NAPA-
WINE
ALTO Distane
Connetions aux
paris les plus
prohes
P2P
I-CDN
Interne à
l'opérateur
Charge de
tra
Equilibrage de la
harge
CDN
Coordonnées
Virtuelles
protoole
propre à
haque
tehnique
Distane
Rediretion au
noeud le plus
prohe
P2P et
CDN
TE
Interfae
interne
utilisation
des liens
Modulation du
TE
CDN
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tion de qualité de servie et à garantir une indépendane entre servies et tehnologies
de transport.
L'organisme de normalisation Teleommuniations and Internet onverged Servies
and Protools for Advaned Networking (TISPAN) [TIS12℄, rattahé à European Te-
leommuniations Standards Institute (ETSI) est responsable des travaux de spéia-
tions du NGN. La première version (Release 1 ) qui a été ahevée en déembre 2005,
a fourni les normes néessaires aux développement et essais de la première génération
de réseaux NGN. Elle a permis d'adopter l'arhiteture de l' IP Multimedia Subsystem
(IMS) [Her10, PMKN04℄.
La deuxième version (Release 2 ) a été ahevée au début de 2008, et a ajouté des
éléments lés pour les réseaux NGN omme le support du Internet Protool televi-
sion (IPTV) pour les systèmes IMS et non-IMS, l'extension des travaux aux réseaux
domestiques et terminaux, ainsi que l'interonnexion ave les réseaux d'entreprises.
1.3.1.1 Arhiteture fontionnelle du NGN
L'arhiteture fontionnelle du NGN [TSfANT09a℄ exposée dans la gure 1.11 est
struturée en deux ouhes ; une ouhe de servie et une ouhe de transport. La ouhe
de servie omprend les omposants suivants :
 le noyau du sous-système multimédia IP (IMS)
 le sous-système d'émulation du PSTN/RNIS
 les autres sous-systèmes multimédias (IPTV...)
 les omposants ommuns utilisés par les diérents sous-systèmes tels que eux
requis pour les gestion des proles utilisateurs ou pour les opérations de omptage.
Cette arhiteture partiulière a été pensée dans l'expetative de pourvoir intégrer et
inter-opérer ave de nouveaux sous-système ouvrant de nouvelles exigenes et types de
servie.
1.3.1.2 Le ontrle du transport dans le NGN
La ouhe de transport de l'arhiteture présentée dans la gure 1.11 omprend une
sous-ouhe de ontrle du transport au-dessus des fontions de gestion du transport
dans les réseaux aès et oeur. Cette sous-ouhe de ontrle est omposée de deux
sous-systèmes :
 Le sous-système de onnexion au réseau, Network Attahment SubSystem (NASS)
 Le sous-système de ontrle d'admission et ressoures, Resoure and Admission
Control Subsystem (RACS)
Le sous-système NASS Le NASS fournit ertaines fontionnalités au niveau aès
omme l'adressage IP dynamique, la onguration des terminaux, l'authentiation
et autres autorisations liées, et. Le NASS dispose d'interfaes ave d'autres modules
fontionnels (voir gure 1.12) :
 L'équipement utilisateur (interfae e3) pour l'aès et la onguration
41
Interfaes entre réseaux et servies
Figure 1.11  L'arhiteture fontionnelle du système NGN
 Les fontions de gestion de transport (interfaes a1 et a3) pour les besoins de
ontrle d'adressage, d'authentiation, autorisation ,et.
 Le RACS (interfae e4) pour exporter les informations liées aux proles et privi-
lèges des utilisateurs
 Les sous-systèmes de ontrle implémentés par les servies pour délivrer les infor-
mations et notiations relatives aux sessions des utilisateurs
Le doument [TSfANT09b℄ fournit des informations plus détaillées sur les spéia-
tions et les interfaes du NASS.
Le sous-système RACS RACS est le sous-système NGN responsable du ontrle
des méanismes d'appliations des politiques et règles de réservation de ressoures et
d'admission que e soit pour le tra uniast ou multiast dans les réseaux d'aès ou
oeur. En plus d'assurer es fontions, le RACS prend également en harge le ontrle
des translations d'adresses et port réseaux, "Network Address and Port Translation"
(NAPT). Il est apable aussi de la gestion des aspets liés à l'établissement et la mo-
diation des politiques d'aheminement du tra, de la qualité de servie de bout en
bout et des besoins de omptage. Le RACS dispose d'interfaes (voir gure 1.12) ave :
 Le NASS (interfae e4) pour réupérer les informations liées aux proles des uti-
lisateurs
 Les sous-systèmes de ontrle implémentés par les servies (interfae Gq') pour
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Figure 1.12  Illustration des interfaes externes du NASS
exposer les diérents servies qu'il fournit
 Les fontions de gestion du transport (interfaes Re et Ia) pour l'appliation et
ontrle des proédures de gestion du tra
Le doument [TSfANT10℄ fournit des informations plus détaillées sur les spéia-
tions et les interfaes du RACS.
La gestion du transport dans le NGN Divers fontions sont responsables de la
gestion du transport dans les réseaux d'aès et de oeur pour le NGN. Elles implé-
mentent à la fois des méanismes élémentaires omme la transmission, aheminement
ou routage des paquets et d'autres fontions dénies omme des entités fontionnelles.
On ite les fontions suivantes :
 Media Gateway Funtion (MGF), fournit les fontionnalités de traitement des
sessions multimédias omme le transodage.
 Border Gateway Funtion (BGF), assure une interfae entre deux domaines de
transport IP et fournit des fontionalités omme la translation d'adresse ou de
port (NAPT).
 Resoure Control Enforement Funtion (RCEF) pour l'appliation des règles
d'aheminement des ux
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Figure 1.13  Illustration des interfaes externes du RACS
 Aess Relay Funtion (ARF), agit omme un relai entre l'équipement utilisateur
et le NASS pour transmettre les requêtes de onnexions au réseau par exemple.
 Signalling Gateway Funtion (SGF), assure la gestion de la signalisation au niveau
transport omme la onversion ou adaptation entre domaines distints.
 Multimedia Resoure Funtion Proessor (MRFP), fournit des fontionalités plus
omplexes que la MGF telles que les servies de onférene, analyse de ontenus,
et.
 Aess Management Funtion (AMF), onvertit les requêtes de onnexion émises
par l'équipement utilisateur en un format ompréhensible par le NASS
 Basi Transport Funtion (BTF), fournit des fontionnalités de transmission et
ontrle des paquets.
Le sous-système RCEF Le sous-système RCEF est une entité de gestion de trans-
port qui implémente une ou plusieurs des fontions élémentaires suivantes :
 Le ltrage des paquets en fontion des adresses IP ou ports pour autoriser uni-
quement le tra ayant droit
 Le marquage des paquets pour le tra sortant
 L'admission du tra entrant
 La répartition de ressoures entre les ux de tra pour s'assurer qu'ils restent
dans les limites autorisées
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Le RCEF, en tant qu'entité fontionnelle, peut être implémentée aux niveaux des
diérents niveaux du réseau à savoir l'aès, l'agrégation, ou le oeur. Plusieurs instanes
du RCEF peuvent ohabiter dans le même domaine. Le RACS interagit ave le RCEF
à travers les interfaes Ia et Re pour ommander les diérentes fontions élémentaires
fournies par e dernier.
1.3.2 L'IP Multimedia Subsystem
1.3.2.1 Présentation de l'IMS
L'IMS, "IP Multimedia Subsystem" [Her10, PMKN04℄, est un système onçu pour
fournir un ensemble de servies plus rihes omme la VoIP, Video-Conférene,et, ave
une plate-forme standardisée. Initialement proposé par le 3GPP, "3rd Generation Part-
nership Projet" [3GP12℄ pour les réseaux sans l, l'IMS vise à assurer la onvergene
entre les diérents réseaux d'aès (onvergene entre réseaux xes et mobiles) en of-
frant les mêmes servies quel que soit le type de réseau d'aès auquel le terminal est
onneté, sur la base du protoole IP. L'IMS devrait également permettre la mobilité
des utilisateurs.
1.3.2.2 L'arhiteture 3GPP PCC
L'arhiteture 3GPP Poliies and Charging Control (PCC) [rGPP12℄ a été onçue
an de remplir deux fontions prinipales :
 Le omptage au niveau ux de données ave un ontrle des proédures du omp-
tage et de faturation et de gestion du rédit en diret.
 Le ontrle des politiques de gestion de ux omme les politiques d'admissions et
de gestion de qualité de servie (QoS).
L'arhiteture 3GPP PCC spéie les modules fontionnels suivants : le "Poliy and
Charging Enforement Funtion" (PCEF), le "Bearer Binding and Event Reporting
Funtion" (BBERF), le "Poliy and Charging Rules Funtion" (PCRF), le "Appliation
Funtion" (AF), le "Tra Detetion Funtion" (TDF), le "Online Charging System"
(OCS), le "Oine Charging System" (OFCS) et le "Subsription Prole Repository"
(SPR) ou autrement appelé le "User Data Repository" (UDR).
Le sous-système AF Le module AF permet d'inter-onneter l'arhiteture PCC
assoiée au réseau à ommutations de paquets à la ouhe servie du système IMS.
Il assure ertaines fontions omme la orrélation des identiants de omptage entre
les systèmes IMS et PCC, la notiation des évènements sur les sessions (terminaison,
modiation) au PCRF, la réeption de notiations onernant les anaux de transport
géres par le PCRF, et.
Le sous-système PCRF Le PCRF est responsable prinipalement de la réservation
des ressoures et du ontrle d'admission pour le transport des ux de données dans
le réseau mais il peut assurer aussi des fontions de NAT. En mode push, le PCRF
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reçoit des demandes de réservation de ressoures de l'IMS, transmises par le module
AF. Le PCRF se harge aussi de vérier si les demandes de ressoures orrespondent
bien aux privilèges aordés à l'utilisateur. Il aède à et eet à la base du système
HSS de l'IMS. En outre, il oordonne les demandes d'admission transmises aux PCEF
et BBERF. Le PCRF et l'arhiteture globale 3GPP pour le omptage et les politiques
de ontrle sont détaillés dans le doument 3GPP TS 23.203 [rGPP12℄.
Le sous-système PCEF Le PCEF est responsable de l'appliation des demandes
de réservation de ressoures ou du traitement des paquets et ux de données (ltrage,
marquage, modiation, et), transmises par le PCRF à travers l'interfae de Gx. Les
règles PCC peuvent être pré-dénies dans le PCEF et en onséquene référenées par le
PCRF à travers l'interfae Gx. Elles peuvent aussi être dénie de façon dynamique. Une
règle PCC omprend un ertains nombres d'identiants, de paramètres et de méthodes
relatives aux ux et à leur transport dans le réseau.
Le sous-système BBERF Le BBERF ore les mêmes fontionnalités que le PCEF
tout en assurant la apaité d'assoier les ux de données aux anaux ou porteuses du
système radio. Le BBERF est piloté par le PCRF à travers l'interfae Gxx.
Deux méanismes de fontionnement sont dénis pour le PCC :
 Un mode pull, indépendant de l'IMS, dans lequel le BBERF et PCEF trans-
mettent aux PCRF les politiques d'établissement des anaux de transport et la
onguration des modes de transmission et de omptage. Ce méanisme permet
par exemple le ontrle des paramètres QoS dans les réseaux "Evolved Paket
Systems" (EPS) pour tout servie IP.
 Un mode push, dans lequel un module IMS (par exemple le module AF), dénit
les politiques de omptage et de QoS transmises au PCRF lors de l'établissement
de la session IMS. Le module AF, déni dans le adre de l'EPS, n'est pas une
entité autonome mais il est habituellement implémenté dans un P-CSCF (à ne
pas onfondre ave le module "Appliation Server" (AS) déni dans l'IMS).
La gestion des ux par le PCC pour l'IMS Le PCC ore divers fontionnalités
pour la gestion des ux de données pour les servies IMS :
 L'assoiation des ux de données aux anaux de transport (par exemple porteurses
radio) des systèmes IP-CAN ("Connetivity Aess Network").
 Le ltrage des ux, à savoir bloquer ou autoriser la transmission les paquets
appartenant à un ux de données ou identiés par un identiant de servie.
 La notiation d'événements onernant les données et les ressoures dans les
équipements relais omme le PCEF.
 La gestion de la QoS assoiée aux ux et servies, à savoir la spéiation de la
QoS dont bénéie un ux de données, une appliation partiulière ou des anaux
de transports des systèmes IP-CAN.
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 La rediretion des paquets appartenant à une appliation partiulière à l'adresse
de rediretion spéiée.
 L'initiation des anaux de transport pour les systèmes IP-CAN qui supportent
une initiation du réseau de leurs anaux.
1.3.3 L'arhiteture ommune 3GPP et TISPAN pour l'intégration
de l'IMS et le NGN
L'arhiteture EPS du 3GPP met partiulièrement l'aent sur les réseaux mobiles
et sans l. Dans e ontexte, le rle de l'organisme TISPAN fût de se onentrer plutt
sur les réseaux xes. L'arhiteture ommune qui a été dénie par le 3GPP et TIS-
PAN omme base à leurs travaux est dérite dans le doument [TSfANT09a℄. Cette
arhiteture, illustrée dans la gure 1.14, dénit deux ouhes fontionnelles, haune
omprenant un ertain nombre de sous-systèmes :
Figure 1.14  Illustration de l'arhiteture ommune 3GPP/TISPAN
 La ouhe servie, omprenant le oeur IMS (CSCF, MRFC, et). Elle fournit
toutes les fontionnalités néessaires au fontionnement des servies IMS.
 La ouhe de transport, intégrant le sous-système NASS, qui ontrle l'aès au
réseau IP à travers les diérentes ouhes de transport physiques et le sous-système
RACS qui ontrle les politiques d'admissions et d'utilisation des ressoures du
réseau.
Les modules et interfaes TISPAN ne sont pas entièrement alignées sur elles du
3GPP. La tendane des organismes de normalisation est d'aligner progressivement leurs
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systèmes à l'exemple du RACS qui apparaîtra omme une instane spéique du PCRF
déni par le 3GPP.
1.3.4 OSA/Parlay
1.3.4.1 Introdution à OSA/Parlay
Traditionnellement, l'éosystème des téléommuniations est un environnement as-
sez loisonné. De e fait, les servies et appliations développés pour e genre d'éo-
système ne peuvent être développés qu'en interne grâe à la maîtrise des diérentes
tehnologies réseau déployées. Des eorts ont été investis dans la perspetive d'ouvrir
et environnement en orant la possibilité de onsidérer ertains aspets liés aux réseaux
dans le développement d'appliations [MK03℄. De es initiatives d'ouverture ont émergé
de nouveaux modèles éonomiques permettant à des entreprises tieres de développer et
fournir des servies, exlusifs jusqu'alors aux opérateurs réseaux. Ces servies peuvent
bénéier de fontions enrihies par des fontionnalités du réseau par le biais d'inter-
faes de programmation, Appliation Programming Interfae (API), ave des outils et
tehnologies tels que Java ou Web Servies.
Les APIs de programmation Parlay [LLOH05, UVB06℄, autrement onnu sous "Open
Servie Aess" (OSA), est un ensemble d'interfaes ouvertes et standardisées qui per-
mettent aux appliations d'aéder à ertaines ressoures du réseau. L'approhe Parlay
permet d'interfaer les fontionnalités des réseaux de téléommuniations ave les ap-
pliations et servies via des interfaes séurisées, eaes et orant des apaités de
omptage et faturation. Les APIs OSA/Parlay ne dépendent pas d'un réseau parti-
ulier mais ont été onçues dans la perspetive de permettre aux appliations d'être
hébergées par les opérateurs réseaux et par les fournisseurs de servies tiers.
Les spéiations des APIs OSA/Parlay ont été menées onjointement par l'ETSI
[ETS02℄, le 3GPP [rGPP09℄ et le groupe Parlay. Les spéiations se sont basées sur
un modèle UML, à partir duquel le ode en java des APIs a été développé. En utilisant
ette approhe, les travaux réalisés par l'ETSI, Parlay, et le 3GPP ont été homogènes.
Des APIs en Web-servies, onnues sous le nom ParlayX sont également disponibles.
Elles ont été normalisées onjointement par l'ETSI, Parlay et le 3GPP aussi. ParlayX
est une interfae Web Servie permettant l'aès aux fontionnalités et ressoures des
réseaux de ommuniations.
1.3.4.2 Présentation des APIs
Les APIs OSA/Parlay fournissent une ouhe d'abstration qui ne dépendent pas
d'une tehnologie partiulière et qui ore des fontionnalités telles que la gestion d'ap-
pels, la loalisation ou l'interation ave les utilisateurs. Les APIs ParlayX orent éga-
lement les mêmes fontionnalités, mais stimulent davantage l'intérêt des développeurs
d'appliations qui n'ont pas des onnaissanes poussées des tehnologies téléom. En ef-
fet, ParlayX ore un niveau d'abstration meilleur par rapport aux APIs OSA/Parlay,
en protant d'interfaes de type Web-Servies plus répandues.
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L'usage prinipal des APIs Parlay a onerné dès le départ les servies de téléphonie,
qui néessitent des fontionnalités de gestion et ontrle d'appels, tant pour les réseaux
xes [JBA05℄ que mobiles [JG05℄. Des fontionnalités avanées du système NGN in-
luant la gestion de la QoS, le multiast, la réservation de ressoures (notamment pour
permettre à des servies de type TV de réserver une bande passante à la demande) ont
été ouvertes aux appliations à travers les APIs,.
1.3.4.3 OSA/Parlay Connetivity Manager
L'API "OSA/Parlay Connetivity Manager" est l'interfae qui permer aux servies
d'aéder aux fontionnalités de QoS dans un réseau. Les APIs OSA/Parlay plus globa-
lement dénissent un adre de fontionnement (le framework) et un ertain nombre de
fontionnalités de servies appelées "Servie Capabilities Features" (SCFs). Le frame-
work est le point de ontat initial pour les appliations. Il leur permet de déouvrir et
aéder aux fontionnalités oertes par le réseau. Ce framework dispose de méanismes
appropriées pour assurer la séurité des interfaes à travers des fontions d'authenti-
ation, autorisation, gestion des privilèges, et.
Les SCFs fournissent l'ensemble des interfaes qui permettent aux appliations d'aé-
der aux fontions oertes par le réseau. L'API Connetivity Manager dénit un ensemble
de SCFs qui permettent une gestion onjointe des paramètres de QoS par les founisseurs
de servies et opérateurs réseaux qui les utilisent. Les méanismes de ontrle de QoS
dans le réseau ne sont pas imposés mais les tehniques de diérentiation de qualité de
servies de type "Di ?erentiated Servies Code Point" (DSCP) ont été évoquées pour la
gestion d'agrégat de ux.
Pour assurer ette gestion de QoS dans le réseau, l'opérateur réseau maintient une
liste des sites des fournisseurs de servies ave leurs "Servie Aess Points" (SAP) pour
distinguer leurs ux de données. L'objetif est de permettre aux fournisseurs de servies
de dénir la onguration QoS pour leurs ux de données entre les SAPs. Ces ux sont
appelés "Virtual Provisioned Pipes" (VPrP). Un groupe de VPrPs est appelé "Virtual
Provisioned Network" (VPrN). Les appliations d'un fournisseur de servies ave des
VPrNs établis utilisent par la suite l'API pour onstruire des VPrPs pour leurs ux de
données ave des paramètres QoS préis.
Le sous-système RACS du NGN, responsable de la gestion des méanismes de ontrle
d'admission, de réservation de ressoures, de gestion de la QoS dans le réseau, de l'ap-
pliation des politiques de ltrage, et, onstitue la ible des travaux de l'ETSI [ETS02℄
en vue de l'intégration de l'API OSA/Parlay Connetivity Manager pour l'ouverture
des réseaux NGNs aux servies tiers et la mise à disposition des divers fontionnalités
qu'ils implémentent.
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1.3.5 GSMA OneAPI
1.3.5.1 Introdution à OneAPI
L'initiative OneAPI du GSMA [GSM12℄ a abouti à la spéiation d'un ensemble
d'APIs très orientée Web pour permettre aux opérateurs de réseaux mobiles ou autres
d'exposer des informations utiles et orir des fontionnalités réseau aux développeurs
d'appliations (voir gure 1.15 [Unm11℄).
Pour la spéiation de OneAPI, le GSMA a ollaboré ave le "Open Mobile Al-
liane" (OMA) [OMA12℄ an de revoir et ré-utiliser des APIs existantes telles que les
APIs ParlayX orientées Web-Servies. Les eorts onjoints des deux groupes ont permis
de revoir les spéiations de es APIs et les étoer pour orir une utilisation beauoup
plus faile aux développeurs d'appliations. A titre d'exemple, parmi les voies d'amé-
lioration empruntées, on peut iter l'utilisation de l'approhe RESTful et des shémas
de présentation JSON et XML, très onnus des développeurs d'appliations web.
Figure 1.15  Illustration des interfaes prodiguées par les APIs OMA entre servies et réseaux
1.3.5.2 Les APIs OneAPI
Cette ollaboration a abouti à la standardisation entière de OneAPI [Ope12℄ omme
prole d'APIs dans le standard REST NetAPIs du OMA. OneAPI se ompose d'un en-
semble d'APIs qui permettent l'aès à ertaines informations et ressoures du réseau
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(APIs de messaging, de loalisation, de paiement, et). Ces APIs ont été onçues de
manière à orir une intégration faile pour les opérateurs réseaux d'un té et une
interfae uniée et simple aux développeurs d'appliations d'un autre té. Les opéra-
teurs réseaux sont en eet en mesure d'implémenter OneAPI sans apporter d'énormes
modiations dans leurs arhitetures et systèmes. Les fournisseurs de servies de leur
té auront un aès eae aux informations et ressoures relatives aux réseaux et
utilisateurs à travers les diérentes APIs.
L'API SMS par exemple permet à une appliation d'envoyer et de reevoir des
messages en texte. Des méthodes supplémentaires ont été dénies an d'orir des fon-
tionnalités avanées. Elles permettent aux appliations par exemple de vérier la bonne
remise d'un message. Similaire à l'API SMS, l'API MMS permet d'envoyer et de re-
evoir des messages multimédia. Elle ore aussi des méthodes apables de demander
l'aquittement de la bonne remise des messages, éventuellement à destination d'autres
appliations.
L'API de loalisation quant à elle permet à une appliation de déterminer la loali-
sation d'un ou de plusieurs terminaux mobiles. L'appliation utilise un ertain nombre
d'informations sur le prole de l'utilisateur pour permettre à l'opérateur réseau de
l'identier et le loaliser. Ce dernier renvoie une réponse indiquant la position du ter-
minal ave des données portant sur l'altitude, la latitude, la longitude et l'heure de
loalisation.
OneAPI met à disposition des appliations aussi une API pour la faturation et le
paiement des servies ou ontenus qu'elles orent. Diérentes tehniques de paiement
sont proposées.
Dans ses versions 2.0 et 3.0, OneAPI ore plus d'APIs mettant à disposition des
développeurs et fournisseurs de servies plus de fontionnalités du réseau. Citons à titre
d'exemple la possibilité de demander une QoS diéreniée pour des servies de diusion
vidéos.
1.3.6 Openow
Openow est une nouvelle oneption des systèmes réseaux qui fait partie des tra-
vaux sur les "Software Dened Networking" (SDN) [MAB
+
08℄. Ce standard ouvert
sépare désormais le plan de données du plan de ontrle. En onséquene, le traitement
des données est toujours eetué dans les équipements omme les swiths alors que
le plan de ontrlé est porté dans un autre équipement omme un serveur entralisé
dans le réseau. Les ations de traitement des ux de données omme la rediretion sur
un port partiulier ou la suppression de paquets sont prises par le plan de ontrle et
ommuniquées au plan de données à travers un protoole spéique omme le protoole
Openow.
Openow ore ainsi l'avantage de pouvoir mieux maîtriser une infrastruture réseau
distribuée grâe à un ontrle à distane standardisé. Il ore des perspetives pour
la virtualisation des réseaux ou pour l'amélioration des tehniques de séurité. Cette
approhe agit par intervention sur les ux de données dans le réseau. Pour des servies
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internet, ela néessite une ouverture des réseaux pour permettre un ontrle dité par
des tiers.
1.4 L'utilité d'une interfae de ollaboration
L'évolution remarquable des servies sur Internet a été soutenue par un développe-
ment des tehnologies réseaux de dernière génération omme le LTE ou la bre optique,
la diversité des terminaux onnetés (smartphones, tablettes, TV numérique, et) et l'at-
trativité des ores de servies dont nous iterons à titre d'exemple YouTube et Netix.
Dans e ontexte bien implanté, nous débattrons des launes des approhes existantes
dans la gestion de la roissane du tra internet et nous introduirons l'utilité de notre
ontribution.
1.4.1 Des interfaes inappropriées
La standardisation d'interfaes apables de faire le lien entre servies et réseaux
a mobilisé divers organismes de standardisation depuis le début des travaux sur les
réseaux NGN et l'IMS. Ce adre bien partiulier de systèmes loisonnés qui sont sous le
ontrle total de l'opérateur de ommuniations est inompatible ave le modèle ouvert
des servies sur Internet. En partant de e onstat, es interfaes, entre RACS, NASS et
autres PCC qui ontrlent le réseau, et les modules de servies IMS ou autres, ont été
dénies pour les servies qui seront déployés par l'opérateur. Il en résulte des obstales
onsidérables et de natures diérentes quant à leurs utilisation aujourd'hui par des
fournisseurs de servies sur Internet. On ite par exemple les ontraintes séuritaires
et nanières. En eet, es interfaes orent des fontionnalités de ontrle dans le
réseau (ontrle d'admission, gestion de la QoS, ltrage de ux, et). Une utilisation en
interne ne pose pas de problèmes aux opérateurs mais la mise à disposition de ertaines
fontionnalités aux tiers est truée de risques. Finanièrement, les modèles éonomiques
des opérateurs téléom et eux des fournisseurs de servies sur internet sont diérents.
La onvergene des intérêts autour de l'usage des interfaes réseaux-servies n'est pas
une équation faile à résoudre. Cependant, l'obstale majeur qui réside dans ette voie
est l'ensemble adre et besoins tehniques qui ont induit la spéiation de e type
d'interfaes. On parle ii des fontionnalités disponibles aux servies des opérateurs
téléom. Une éventuelle transposition aux servies interne n'a pas été développée.
1.4.1.1 Les limites de la maîtrise de la QoS dans le réseau
Les prinipales fontionnalités qui sont oertes par les interfaes dénies par TIS-
PAN pour le NGN [TSfANT09a℄ et le 3GPP pour l'IMS [rGPP12℄ onentrent des
servies de gestion du omptage ou de la faturation et des servies de maîtrise de
la QoS dans le réseau. L'exploitation de es fontionnalités néessite l'intervention de
plusieurs modules impliquant l'utilisateur, le réseau et le servie engageant de fait l'uti-
lisation de ressoures non négligeables. Cette logique de fontionnement a été pensée
pour assurer une QoS à des servies majoritairement onversationnels et ontrlés par
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l'opérateur. Le ontraste est bien évidemment important quand il s'agit de servies In-
ternet. Les prols, les besoins et les ontraintes sont diérentes. En eet, apporter des
garanties de QoS à des servies sous le ontrle de diérents fournisseurs tiers, dont
les ux sont suseptibles de traverser plusieurs domaine réseaux, dont les modèles éo-
nomiques sont diérents, dont le développement et le déploiement répond à des règles
diérentes de eux des opérateurs, ne paraît pas adapté. Par ailleurs, il est tout aussi
important de noter que es garanties de QoS n'apportent pas d'éléments d'améliora-
tions à la problématique de roissane de tra dans les réseaux à tous les niveaux.
On peut s'attendre à vrai dire à l'eet inverse ar la généralisation de l'utilisation de
fontionnalités de gestion de QoS dans le réseau pour les servies Internet néessitera la
mobilisation d'énormes ressoures, et e non pas pour faire fae à la roissane du tra
mais pour satisfaire les garanties QoS de ux auparavant transportés en mode "best
eort". Nous partons de e onstat pour attirer la lumière sur le fait que la roissane
du tra est un handiap qui aetera à terme les performanes à la fois des réseaux et
des servies qui les utilisent. Une gestion eae de e tra néessite une ollaboration
étroite entre les ateurs onernés. Cependant, ette ollaboration doit s'insrire dans
un adre approprié qui satisfait les opérateurs de réseaux et les fournisseurs de servies.
En e sens, l'initiative de OneAPI [Ope12℄ qui a pris la relève du OSA/Parlay
[ETS02, rGPP09℄ a herhé depuis le début à onilier l'environnement des applia-
tions web et internet ave les ontraintes des opérateurs de ommuniations à travers
la spéiations d'interfaes de programmation APIs qui font l'usage de tehnologies
à portée des fournisseurs de servies omme les Web-Servies, JSON, XML ou enore
l'approhe RESTful. Cette démarhe a failité l'implantation d'une interfae entre ré-
seaux et servies an de permettre à es derniers de bénéier d'un ertain nombre
de fontionnalités et/ou servies disponibles dans le réseau. Malheureusement es APIs
sont portées sur l'aspet servie ave la possibilité de bénéier des fontionnalités de
omptage ou de messagerie. Les travaux de la troisième génération de OneAPI font
état de fontionnalité de réservation de ressoures dans le réseau pour ertains servies
multimédias. Ces travaux ne portent auune attention partiulière sur la roissane du
tra des servies suseptibles de bénéier des APIs OneAPI.
1.4.1.2 Un intérêt onvergent vers la ollaboration entre réseaux et servies
dans la littérature
Les travaux amorés par le projet P4P [XKSY, XYK
+
08℄ ont traé une nouvelle
diretion dans les possibilités d'amélioration de la gestion du tra et de la qualité des
servies sur Internet. A l'IETF, le groupe de travail ALTO [ALT12℄ a été réé an de
normaliser une interfae apable de garantir un éhange d'informations frutueux entre
le réseau et les appliations qui l'utilisent. L'objetif est de réaliser un aheminement
du tra au niveau appliatif qui soit adapté aux informations exposées au préalable
par le réseau. En eet, divers travaux qui ont préédé ette proposition se sont basés
sur des systèmes de oordonnées virtuelles. Ces systèmes se basent prinipalement sur
des estimations de latene à travers les RTT pour segmenter les domaines réseaux et
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loaliser les entités appliatives. Outre notre ritique envers l'exatitude des résultats
dérivés de es estimations, es travaux ne peuvent égaler les performanes d'un système
qui puise ses informations à la soure, ç-à-d hez l'opérateur qui ontrle le réseau.
Très réemment, d'autres travaux [WJFR10, FPS
+
12, WLCM11, KMK
+
10, PFA
+
10℄
ont développé ette dimension de ollaboration entre réseaux et appliations. L'arhite-
ture adoptée dans ertains de es travaux est expliitement ou impliitement basée sur
le protoole ALTO. Ils héritent en onséquene de deux inonvénients majeurs inhérents
à ALTO. Le premier inonvénient provient de l'aspet unidiretionnel de l'interfae. Il
s'agit d'une exposition d'informations depuis le réseau vers le servie appliatif. Cet as-
pet peut entraver une personnalisation de es informations suivant les ontraintes des
appliations. Le deuxième inonvénient est lié au premier ar et aspet unidiretionnel
empêhe aussi toute tentative d'optimisation par le réseau ar tout simplement ne dis-
posant pas d'informations. Au nal, le réseau est inapable de mutualiser ses ations ou
ses informations par rapport aux diérents servies appliatifs ave lesquels ils ollabore
dans l'optimisation du tra et l'amélioration de leur qualités.
1.4.2 L'utilité d'un système de ollaboration entre réseaux et servies
Les nouvelles appliations multimédias deviennent au l du temps de plus en plus
omplexes et omplètes ave une meilleure interativité, une qualité en hausse grâe à
des présentations HD, 3D et bientt 4K, des fontionnalités avanées, et. Les infra-
strutures de distribution de ontenus sont amenées à supporter une harge roissante
et deviennent en onséquene de plus en plus distribuée. Dans e ontexte, les appli-
ations P2P orent aussi des avantages indéniables et proposent des alternatives pour
le partage de ontenus. Ces tendanes aboutissent au nal à des besoins en transport
et en qualité sans préédent sur les réseaux sous-jaents pour assurer une exéution de
qualité des servies engagés entre des entités appliatives imprévisibles.
En onséquene, au lieu de traiter le problème par un investissement olossal en
surdimensionnant les ressoures de transport, nous préonisons d'adopter des tehniques
intelligentes basées sur une ollaboration entre les réseaux et les appliations qui les
utilisent an d'employer de façon optimale les ressoures et les servies disponibles dans
le réseau en veillant aussi à e que les appliations s'adaptent aux diérentes ontraintes.
Elles bénéieraient en ontre-partie d'une QoE améliorée grâe à un transport eae
des données entre leurs entités. Deux appliations phares sont partiulièrement étudiées
dans nos travaux, les CDNs et les P2P. Ces appliations onentrent en eet aujourd'hui
la majorité du tra multimédia et présentent des opportunités d'optimisation onrètes.
1.4.2.1 L'intérêt pour les servies CDNs
Les réseaux de distribution de ontenus CDNs maintiennent plusieurs points de pré-
sene géographique pour rapproher les serveurs de distributions aux utilisateurs. Ces
serveurs peuvent ne pas être onnetés diretement aux réseaux de transport mais inter-
onnetés omme une entité indépendante ou à travers d'autres réseaux. Ils peuvent
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aussi être rattahés diretement à ertains noeuds des réseaux de transport, générale-
ment au niveau des points de présene du réseau ou bien au niveau des noeuds multi-
médias. Les ontenus demandés par les utilisateurs sont répliqués dans es serveurs de
distribution pour orir un aès plus rapide et plus able pour les lients. En eet, d'un
té le temps d'aès aux informations se trouve amélioré et d'un autre té on évite un
aheminement des informations depuis le serveur d'origine vers des lients lointains e
qui se traduit par une éonomie non négligeable d'utilisation de ressoures réseaux. Les
politiques de déploiement des ontenus dans les divers noeuds de distribution apparte-
nant aux CDNs peuvent varier en fontion de diérents ritères. Il existe des approhes
qui tentent d'antiiper les demandes des lients, d'autres qui se ontentent de reevoir
une requête expliite et d'autres approhes qui herhent à optimiser la distribution des
ontenus sur les diérents serveurs en fontion de ritères spéiques omme la harge
des noeuds de distribution par exemple. Nous nous onentrons dans nos travaux sur
l'optimisation du transport du tra réseau et l'amélioration de la qualité de servie
étant donné un ontexte réseau et servie onnu.
Dans e ontexte de servie, les opérateurs CDNs ne disposent pas aujourd'hui d'in-
formations sur le ontexte des réseaux de transport qui vont aheminer leur tra vers
les lients. Typiquement, un opérateur CDN dispose d'un très grand nombre de noeuds
de distribution. Akamai annonçait en 2012 ontrler plus de 73,000 noeuds [CRM
+
10℄.
Même en réduisant e nombre à une liste réduite de noeuds grâe à des informations
de loalisation qui permettent d'approher la situation géographique d'un lient, les
opérateurs restent onfrontés à une diversité de hoix au moment de rediriger le lient
vers un noeud partiulier. Il s'agit de faire un hoix eae qui permet d'optimiser un
ou plusieurs aspets omme le transport des données entre le lient et son noeud de
servie. Divers ritères peuvent don intervenir dans e proessus déisionnel. Certaines
approhes peuvent se baser par exemple sur le oût éonomique de transiter les données
par tel ou tel réseau, le type de ontenu, le type de terminal, et. Il est diile don
aujourd'hui d'armer ou d'inrmer une diversité de hoix qui pourrait se présenter aux
opérateurs CDNs lors de la séletion d'un noeud de distribution pour un lient. Cet
aspet dépend d'un ensemble de fateurs. Néanmoins dans les études qu'ils ont menées
sur le tra réel de deux fournisseurs d'aès à internet [PFA
+
10℄, les auteurs ont éta-
blit l'existene d'une diversité de noeuds de distribution apables de servir les lients
d'un ertain nombre d'ateurs majeurs dans les CDNs. En onséquene, une diversité
de hemins réseaux s'orent à eux.
Prenant en onsidération es onstatations et sans onnaissane élairée des onditions
de transport dans les réseaux qu'ils utilisent pour l'aheminement de leur tra, les
opérateurs CDNs sont inapables de fournir un proessus de déision able et optimal
pour le hoix du serveur le plus appropriée ompte tenu de l'état des diérents hemins
de bout en bout entre le lient et les serveurs disponibles. Certains opérateurs CDN
[NSS10℄ tentent de remédier à e problème en eetuant des mesures basées sur des
tehniques telles que le alul du temps aller-retour dans les réseaux entre ertaines
entités appliatives qu'il s'agisse des lients eux mêmes, des noeuds de distribution
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ou des robots distribués dans les divers réseaux. Ces approhes ne peuvent ependant
obtenir des résultats optimaux, voir même des résultats intéressants en raison de la faible
fréquene des mesures et de leur disparité ave le ontexte des servies. La justesse de es
mesures dépend énormément du protoole employé pour la réalisation qui doit mettre en
avant des moyennes statistiques susantes. Par ailleurs, des mesures eetuées dans le
ontexte partiulier d'une entité ne sont pas toujours appliables pour une autre entité.
le proessus deviendrait rapidement lourd si l'on herhe à obtenir des informations
pertinentes à travers e genre de proédés.
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Figure 1.16  Illsutration de la diversité de hemins réseaux entre le lient et les divers noeuds de
distribution suseptible de le servir.
Le moyen le plus eae pour atteindre une solution reevable à e problème est de
fournir aux opérateurs de CDN les informations néessaires pour intégrer les onditions
de transport du tra dans l'équation de la séletion. Il s'agit à proprement parler de
ommuniquer des informations relatives aux réseaux de transport aux opérateurs CDN
et à bien d'autres servies appliatifs suseptibles d'en tirer avantage en s'assurant de
faire des hoix alignés sur les ontraintes en ressoures des réseaux d'opérateurs qu'ils
vont emprunter.
Cette approhe semble sans doute évidente et ohérente pour atteindre les objetifs
xés à travers une telle ollaboration. Il n'en reste pas moins néessaire de poser la
problématique à l'envers an de herher si les opérateurs réseaux ne pourrait pas tirer
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d'avantage de prot d'une meilleure onnaissane du tra qu'ils devront aheminer en
apportant des moyens plus adaptés ou bien des réponses plus satisfaisantes aux divers
servies appliatifs qu'ils s'apprêtent à ollaborer ave. Ces mêmes servies sont en
eet en onurrene pour l'aès et l'utilisation des ressoures réseaux si on suppose
qu'ils appartiennent à la même lasse de servie et sont par onséquent traités de façon
identique par les équipements des réseaux. En ayant à disposition des informations
sur les ontraintes en tra auxquels ils sont ou seront exposés, les opérateurs réseaux
seraient aptes à dénir une stratégie plus eae pour l'aheminement des données.
Dans un tel adre, 'est une ollaboration entre les ateurs réseaux et les ateurs des
ouhes supérieures responsables de la gestion des servies et appliations proposées
aux utilisateurs qui s'installe. Cette ollaboration doit être régie par un système bien
déni an d'assurer une exploitation standardisée de e proédé à une large éhelle
et de manière ompatible ave les besoins et disponibilité des diérents ateurs. La
tâhe de dénir un tel système a été entreprise dans le adre du projet européen EN-
VISION [UCoL09, MES
+
11a℄, intégrant les ontributions des travaux de ette thèse.
Les prohaines setions apporteront des éléments de réponses onernant l'arhiteture
fontionnelle du système proposé, l'interfae de ollaboration et son appliation dans le
ontexte du servie de distribution de ontenu CDN.
1.4.2.2 L'intérêt pour les appliations P2P
Les appliations P2P ont fait l'objet de travaux d'optimisation onsidérables qui
traitent d'aspets variés omme les protooles de signalisation et de transport, l'arhi-
teture des "overlay" P2P ou enore la séletion de pairs. Cependant, les appliations
P2P agnostiques des onditions des réseaux de transport induisent une harge de tra
toujours perfetible dans un ontexte de transport de plus en plus tendu. Pour palier à
e problème, une nouvelle approhe qui prne plus de ommuniation entre les applia-
tions P2P et les réseaux qu'elles utilisent a émergé dans le but d'optimiser le transport
des données. Les travaux réalisés par le projet P4P [XKSY, XYK
+
08℄ ou par le projet
NAPA-WINE [ABB
+
10, BLM
+
11℄ et les sénarios P2P étudiés par le groupe de tra-
vail ALTO à l'IETF [SB09℄ intègrent ette voie d'optimisation. Toutefois, ils sont loin
d'apporter les solutions les plus optimisées. Néanmoins, l'intérêt de ette approhe est
d'assurer une meilleure gestion du transport des données générées par les appliations
P2P qui ontinue de représenter une partie non négligeable du tra Internet omme en
témoigne divers études [Gil12, GPSH12℄. Cette approhe repose sur une aratéristique
des systèmes P2P qui est la redondane des ressoures. En eet, la apaité de dié-
rentes entités d'orir les mêmes ressoures ou servies onduit au besoin d'eetuer des
hoix pour retenir parmi une liste de pairs, eux qui vont fournir les ressoures dont a
besoin haque lient. Une interfae de ollaboration entre appliations P2P et réseaux
de transport pourrait améliorer e proessus de séletion de pairs en intégrant une di-
mension transport dans l'équation. En eet, la onsidération d'informations relatives
aux performanes du réseau et aux ontraintes des appliations permet de séletionner
les pairs qui oriront les meilleures performanes pour un lient P2P tout en ménageant
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le réseau de transport. Ainsi, onneter des pairs loalisés dans la même zone ou le
même domaine par exemple permet non seulement de ménager des liens inter-domaine
ou de transit mais aussi de raourir le délai de réponse éventuellement entre les pairs.
Une interfae de ollaboration pourrait ainsi permettre d'améliorer les performanes de
transport pour les appliations P2P tout en parvenant à une meilleure utilisation des
ressoures réseau. Dans ette optique, on peut espérer d'une ollaboration plus pous-
sée entre les appliations et les réseaux, qui leur permet d'exposer leurs ontraintes et
délarer leurs besoins, de fournir une solution optimale pour la gestion du tra P2P.
1.4.2.3 Impats stratégiques et naniers pour les opérateurs réseaux
Dans un ontexte de plus en plus onurrentiel et une onjonture éonomique ten-
due, toute tehnique d'optimisation n'a bien sûr d'intérêt pour les opérateurs de télé-
ommuniations que si elle dispose d'impats non négligeable sur les aspets stratégiques
et naniers.
Impats stratégiques Dans le adre de sa onsultation publique sur la neutralité du
net [RH12℄, la ommission européenne a mandaté l'organisme de régulation européen
"Body of European Regulators of European Communiations" (BEREC) à laner des
investigations sur les pratiques de gestion du tra par les opérateurs de téléommuni-
ations. Les résultats ont prouvé qu'environ 20% des fournisseurs d'aès xe limitent le
tra de ertains servies omme le P2P. Les restritions sont plus sévères pour les lients
mobiles. Par ailleurs, les politiques de gestion de la ongestion dans le réseau peuvent
être identiques pour tout type de tra ou diérentiée pour favoriser un fournisseur de
servie partiulier omme Faebook. Certaines de es pratiques sont dans le viseur de la
ommission européenne. En onséquene, une gestion optimisée du tra dans le réseau
est néessaire pour faire fae à l'interdition des restritions. Une ollaboration ave les
appliations P2P peut être déterminante dans la stratégie des opérateurs pour lever les
restritions qu'ils pratiquent tout en ontrlant l'augmentation de la harge sur leurs
réseaux.
Impats naniers La roissane du tra internet en général et du tra vidéo en
partiulier est un fait sur lequel tout le monde s'aorde aujourd'hui. Il n'y a qu'à voir
les statistiques de Youtube dont je ite, quatre milliards de vidéos regardées haque jour,
plus de 60 heures de vidéos envoyées à Youtube par minute, plus de 800 millions d'utili-
sateurs distints par mois, et. En onséquene, ette roissane oblige les opérateurs à
revoir ontinuellement le dimensionnement de leurs réseaux et à opter pour des tehno-
logies orant de meilleurs débits pour faire fae. Les investissements onédés peuvent
atteindre plusieurs milliards d'euros par an et onernent toutes les infrastrutures ré-
seaux ar la qualité de servie et don indiretement l'attrativité des opérateurs aussi
qui en dépend. Nous pouvons espérer en onséquene qu'une meilleure gestion du tra
pourrait ralentir voir reporter ertains investissements en ontenant la harge de tra
à des niveaux gérables par les infrastrutures existantes. Bien que les investissements
dans les réseaux d'aès xes ou mobiles ne soient pas onernés par notre proposition,
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les arguments naniers sont toujours valables surtout que l'approhe ollaborative que
nous soutenons ne requiert pas d'investissement de départ.
Par ailleurs, les opérateurs réseaux sont de plus en plus enlins aujourd'hui à signer
des aords de peering ave des fournisseurs de servies de distribution de ontenus, des
aords appelés aussi "Content Peering". Même si es aords permettent aux opéra-
teurs de réaliser des éonomies sur les oûts de transit, les bénées à long terme ne sont
pas en leur faveur [Kro11℄. En eet, d'un té, une partie des revenues qui parvenait des
oûts de transit faturés pour aux fournisseurs de ontenus est perdue. D'un autre té,
des géants du web omme Google qui ontrle Youtube, dont on estime sa part dans
le tra mondial en transit entre 10 et 20%, et qui dispose d'infrastruture à l'éhelle
mondiale, se donne des atouts pour faire pression et négoier ses oûts d'aheminement.
Au nal, les opérateurs réseaux sont onfrontés à une augmentation du tra aom-
pagnée d'une baisse des revenues. Dans un ontexte onurrentiel, savoir optimiser la
gestion de ses ressoures tout en améliorant la qualité de servie pourvue est un fateur
déterminant. La tehnique que nous proposons s'insrit dans ette optique pour per-
mettre aux opérateurs de ollaborer plus eaement ave les fournisseurs de ontenus
an d'assurer une meilleure utilisation des ressoures du réseau. Les investissements
peuvent être plus iblés en onséquene et la rentabilité améliorée.
1.5 Conlusion
Nous avons présenté dans e hapitre les travaux qui ont été entrepris dans les mi-
lieux aadémiques et industriels pour apporter une réponse à une sérieuse problématique
de tra engendrée par plusieurs fateurs dont l'émergene de poids lourds de l'Inter-
net, la tendane multimédia des ontenus, la démoratisation des terminaux onnetés
et l'expetative roissante des usagers. Nous avons analysé les propositions existantes
et élaboré des synthèses autour des arhitetures dénies, des interfaes utilisées et des
tehniques appliquées. Nous avons par la suite avané les diultés d'emploi de ertains
de es systèmes et l'insusane d'autres. Puis nous avons présenté de réelles motiva-
tions qui nous ont amené à envisager une nouvelle approhe plus eae et plus exible
qui sera présentée dans le prohain hapitre.
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Chapitre 2
L'approhe ollaborative entre
réseaux et servies
Nous avons présenté dans le préédent hapitre les diérents méanismes qui ont
été proposés pour fournir des moyens apables d'interfaer les fontionnalités des ré-
seaux et des servies. L'analyse des limites de ertains de es systèmes en termes de
omplexité, d'inadéquation et d'insusane, nous a amené à envisager une nouvelle ap-
prohe plus eae et plus exible. Dans e hapitre, nous introduisons l'arhiteture
de notre système visant à permettre une ollaboration eae entre réseaux et servies.
Nous présenterons une interfae simple et adaptée de oneption permettant le support
de divers servies de ollaboration. Enn, nous détaillerons diérentes tehniques que
nous proposons ave diérentes niveaux de ollaboration et expliqueront leur mise en
exploitation pour diérents types d'appliations.
2.1 L'interfae de ollaboration entre réseaux et applia-
tions
Nous avons abordé dans la setion préédente les ontours d'une nouvelle approhe
d'optimisation basée sur des interfaes de ollaboration entre servies et réseaux. Cette
voie doit nous permettre d'apporter des solutions à la problématique d'augmentation
de harge dans les réseaux et de besoins roissants en QoS tout en dépassant les limites
et améliorant leur rendement des tehniques existantes présentées dans la setion 1.4.1.
Nous exposerons dans les prohaines setions de e rapport notre ontribution dans la
reherhe d'une solution à es problématiques. Nous présenterons les tehniques que nous
proposons qui reposent sur une approhe eae et simple an de limiter la omplexité
de mise en appliation et assurer un passage à l'éhelle pour des réseaux et des servies
de natures variées. Nous ommenerons dans ette setion par énoner les exigenes
pour la dénition d'un tel système, puis nous introduirons l'arhiteture que nous avons
onçu pour notre système et exposerons par la suite l'ensemble des exigenes auxquelles
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elle répond. Nous aborderons enn les servies fournis par l'interfae de ollaboration
et leur mise en appliation.
2.1.1 Les exigenes de l'approhe ollaborative
L'approhe ollaborative que nous avons évoquée plusieurs fois dans les setions
préédentes vise à assurer la gestion des ontraintes et des besoins des diérents ateurs
de transport et de servie de façon onjointe et optimale. Nous énonerons i-dessous
un ensemble de ritères qui posent la problématique que nous nous sommes proposés
de traiter.
Le support de multiples types servies Le système proposé doit être indépendant
d'un servie partiulier et assurer un support générique pour divers types d'appliations
omme les CDNs, P2P ou Cloud par exemple. En eet, la pertinene des résultats
obtenus dépendra de la apaité du système à optimiser le transport de la plus grande
partie du tra possible dans le réseau quelque soit sa soure.
La gestion ommune du tra La gestion du tra de plusieurs servies applia-
tif est une proédure qui requiert un traitement bien partiulier. La problématique se
dégage de la façon dont est gérée la ollaboration ave haque servie. Des appliations
de natures diérentes et ave des besoins distints ne peuvent bénéier du même trai-
tement. Par ontre, le tra est généralement traité de façon identique dans le réseau
(on ne s'intéresse pas aux méanismes de diérentiation de qualité de servie qui sont
rarement utilisés pour des servies "over the top"). Ces onstatations nous amène à
dénir un système qui fournit un traitement partiulier et optimisé pour haque servie
à partir d'une gestion ommune de l'ensemble des ontraintes et besoins de tous les
ateurs.
Une interfae simple et exible L'approhe ollaborative que nous proposons
s'adresse tout aussi bien aux servies proposés par les opérateurs (par exemple un
système de distribution de ontenus CDN propre) qu'aux servies overlay développés
généralement sur la base de tehnologies web dissoiées des normes et protooles ré-
seaux et Téléom. L'utilisation de l'interfae doit rester aessible en garantissant une
simpliité d'intégration et d'exploitation et une exibilité vis-à-vis des diérenes de
ontexte. Toute la omplexité doit à e titre épargnée aux servies appliatifs.
Une optimisation able et eae L'intérêt de la ollaboration proposée réside
prinipalement dans l'importane des gains réalisés. L'intelligene du système doit dis-
poser de proédures d'optimisations qui soient à la fois ables pour garantir l'intégrité
des réseaux de transport et du tra mais aussi eaes pour fournir des résultats pro-
bants en termes d'utilisation des ressoures réseaux et de l'amélioration de la QoE des
servies appliatifs.
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2.1.2 L'arhiteture du système de ollaboration
L'adoption de l'arhiteture que nous proposons est tributaire de son indépendane
d'une tehnologies ou infrastruture partiulière. Cette position nous ore une grande
exibilité dans l'utilisation au détriment d'une intégration plus exigeante.
2.1.2.1 Présentation de l'arhiteture
Dans ette setion, nous présentons l'arhiteture fontionnelle globale de notre sys-
tème. Nous ne préisons pas si les fontions dénies sont entralisées au sein d'une
entité ou distribuées (au sein de ertaines entités omme les utilisateurs naux). Les
reommandations d'intégration dans des arhitetures organiques dépendront de fait de
la nature du système ou du servie. L'arhiteture a été spéiée pour répondre aux
exigenes de la ollaboration prévue entre les entités partiipant à la distribution des
ontenus. Un ensemble de blos fontionnels apitaux pour réaliser ette ollaboration
a été identié et les interfaes entre eux orretement dénies. En e qui onerne le
réseau de transport sous-jaent, étant omposé de Systèmes Autonomes (AS) opérant
de manière autonome leurs ressoures, nous avons déni un niveau d'abstration arti-
ulé autour d'une fontion de gestion des ressoures sous la responsabilité de haque
opérateur réseau souhaitant oopérer ave les appliations utilisant ses ressoures. La
ollaboration a été identiée omme une exposition des informations pertinentes quant
à l'utilisation des ressoures et réiproquement la mise à disposition de servies. Un
tel niveau de ollaboration exige l'implémentation de méanismes de séurité pour of-
frir des failités d'authentiation, d'autorisation et de omptage si néessaire. Quant
aux appliations et servies impliqués dans ette ollaboration, des fontions de partage
d'informations sont néessaires. D'autres servies apables d'orir des fontionnalités
d'amélioration de la qualité d'expériene ressentie par les usagers, omme par exemple
l'adaptation du ontenu, peuvent être fournies par le servie appliatif, le réseau ou un
fournisseur de servies tiers.
2.1.2.2 Présentation des modules fontionnels
Il est intéressant de voir qu'une séparation des modules fontionnels s'impose natu-
rellement ave des fontionnalités implémentées au niveau réseau et d'autres au niveau
du servie appliatif. Nous ne nous attarderons que sur les fontions pertinentes à notre
modèle. En eet, ertains volets omme la séurisation de l'interfae font intervenir
des tehniques bien rodées et largement déployées. De e fait, les blos fontionnels
"" Authentiation, Authorisation and Aounting (AAA) ne seront pas présentés. Par
ailleurs, le module fontionnel "Servie Control", gestionnaire des servies tiers dispo-
nibles au soutien de l'appliation omme des servies de stokage ou de ahe, ne sera
pas traité non plus. Nous aborderons d'abord la présentation des modules fontionnels
du servie appliatif pour ensuite s'atteler aux fontions dénies pour le réseau et par
ordre d'importane roissant pour aboutir enn au module implémentant l'intelligene
du système.
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Figure 2.1  L'arhiteture représente les divers blos fontionnels néessaires au système de olla-
boration entre réseaux et appliations ave les divers interfaes permettant l'aheminement des requêtes
et données entre eux.
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EUAM Le "End-User Appliation Management", gestionnaire de l'appliation utili-
sateur est le module fontionnel responsable de la gestion des fontionnalités de l'ap-
pliation exéutées té utilisateur nal. Ce module dière d'un type d'appliation à
un autre. En l'ourrene, les appliations distribuées telles les appliations pair-à-pair
"P2P" sont exposées à des ontraintes diérentes des modèles lient-serveur. Ce mo-
dule fontionnel met en oeuvre les proédures permettant à l'utilisateur de se onneter
au servie appliatif "overlay", de transmettre et réeptionner des informations et de
négoier ave le gestionnaire du servie appliatif le ontenu d'intérêt, les préférenes
de l'utilisateur, les apaités du terminal, la ontribution en ressoures pour le servie
appliatif (stokage de données, adaptation de ontenus, redistribution...). Ce module
est responsable aussi de la bonne gestion de la onnetivité réseau notamment en sur-
veillant la qualité de la session appliative (retard, taux de perte...) et en ontrlant la
onnetivité du terminal.
ODM Le gestionnaire des données du servie appliatif "Overlay Data Management"
est le module fontionnel responsable de la gestion des données olletées par l'applia-
tion et qui sont relatives aux réseaux de transport, au servie appliatif, aux utilisateurs,
et. Ces informations s'intègrent dans la sphère du ontexte global de l'appliation et
sont néessaires pour l'optimisation du fontionnement du servie appliatif, plus parti-
ulièrement onernant la gestion du tra appliatif généré dans les réseaux de trans-
port. Ces informations inluent :
 Informations sur les réseaux relatives à l'état du réseau, onditions de transport,
disponibilité des ressoures et des servies (omme le multiast), loalisation des
infrastrutures mises à disposition (noeud soure pour le multiast ou serveur de
ahe par exemple), et.
 Informations relatives à l'appliation et qui inluent les apaités des noeuds ap-
pliatifs, la disponibilité de leurs ressoures, la disponibilité de servies tiers, les
onditions d'utilisation, et. Ces données intègrent aussi des renseignements sur
les ontenus disséminés, leur disponibilité dans les divers entités de servie, les
paramètres de performane de l'appliation, et.
 Informations sur les ontenus inluant les méta-données onernant tout élément
de ontenu distribué par l'appliation, omme le format soure d'origine, le pro-
duteur du ontenu, la nature, les restritions de distribution, et.
Ce module assure le stokage persistant des informations exposées i-dessus et olletées
depuis diérents autres modules fontionnels.
OM Le gestionnaire du servie appliatif, "Overlay Management", est le module fon-
tionnel responsable des déisions relatives au fontionnement de l'appliation et aux
interations ave les ateurs impliqués dans l'optimisation du servie qui sont les utili-
sateurs et les réseaux de transport. Cette fontion déide de l'utilisation des ressoures
et servies disponibles pour l'appliation an d'assurer un fontionnement optimal ali-
gné sur les ontraintes exposées par les réseaux de transport. Il s'agit par exemple de
déider de l'alloation de ertains noeuds de distribution à tel ou tel ontenu en fontion
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de sa popularité, de demander l'ativation de ertains servies mis à disposition par les
opérateurs réseaux ou des fournisseurs tiers ou d'initer les utilisateurs à ontribuer à
la distribution des ontenus à travers des onnexions pair à pair, et. L'objetif étant
de trouver un équilibre satisfaisant entre la qualité d'expériene ressentie par les uti-
lisateurs et le oût assoié à l'utilisation des ressoures et servies disponibles tout en
veillant que es atifs sont exploités de façon optimale.
Les modules fontionnels qui seront présentés par la suite sont implémentés par les
opérateurs réseaux. Certains modules présentent des similitudes ave les modules fon-
tionnels du servie appliatif, à travers des fontionnalités similaires.
NDM Le gestionnaire des données du réseau, "Network Data Management", est un
module responsable de la ollete et la gestion des données exploitées pour l'optimisation
de l'utilisation des ressoures et servies réseaux. Il fournit des fontions pour la ollete,
le traitement et le stokage des données, la gestion de l'aès aux informations par les
autres modules fontionnels, la gestion de la mise à jour des informations, des politiques
de surveillane et notiations, et.
NSC Le ontrleur des servies réseau, "Network Servie Control" est l'entité fon-
tionnelle responsable de la gestion des proédures d'exéution et surveillane des ser-
vies réseau sur la base des règles dénies par le gestionnaire du réseau. Le ontrleur
implémente un ertain nombre de fontionnalité inluant la réservation des ressoures
réseaux pour le tra du servie appliatif, la gestion de la transmission des données
en multiast, la surveillane des onditions de transport dans le réseau, la gestion des
serveurs de ahe, de stokage ou d'adaptation de ontenu disponible dans le réseau, la
surveillane du fontionnement des servies réseau, la remontée d'information au ges-
tionnaire réseau, et. Le ontrleur est implémenté par les opérateurs réseaux pour le
support des divers fontionnalités oertes par le réseau.
NM Le gestionnaire réseau, "Network Management", est le module fontionnel im-
plémenté par les opérateurs réseaux hargé du traitement des demandes du servie
appliatif dans le adre de ette oopération prévue par l'interfae CINA. Il s'agit par
ailleurs d'une entité responsable de la oordination de l'ensemble des ations à mettre
en oeuvre dans le réseau. Ce module implémente l'intelligene du système au niveau du
réseau pour le traitement, la déision et le ontrle des ations entreprises à e niveau.
De e fait, il assure plusieurs fontions :
 La ollete des données depuis divers modules fontionnels du réseau ou du servie
appliatif,
 L'analyse et le traitement des informations,
 L'exéution des algorithmes de déision,
 Le ontrle des modules réseau,
 La gestion de l'interfae ave les servies appliatifs.
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Les algorithmes de déision déployés au sein de ette entité fontionnelle représentent
les proédures intelligentes qui dénissent les ations à entreprendre pour optimiser le
fontionnement du système et plus partiulièrement du réseau. Les déisions sont dénie
en fontion de l'ensemble des informations relatives aux ressoures, servies et politiques
réseau et elles similaires relatives aux servies appliatifs.
2.1.3 L'interfae CINA : Collaboration Interfae Between Networks
and Appliation
2.1.3.1 Présentation
L'interfae de ommuniation entre les réseaux et les appliations, CINA, est une
omposante entrale du modèle de ollaboration que nous avons développé. Divers tra-
vaux ont été menés onjointement pour la spéiation de ette interfae an de ré-
pondre aux divers besoins fontionnels, tehniques, et de séurité. Une partie des tra-
vaux était dédiée à la spéiation du protoole de ommuniation qui sera utilisé par
les ateurs an de préiser les éhanges permettant les négoiations et les ommunia-
tions d'informations de part et d'autres. Une autre partie des travaux a été dédiée à la
spéiation des méanismes néessaires à la déouverte de la disponibilité d'outil de
ollaboration dans haque réseau. Il est néessaire de retenir qu'il en va du souhait de
haque opérateur réseau omme de haque gestionnaire d'appliation quant à l'adhésion
à e modèle ollaboratif. En onséquent, des méanismes permettant aux appliations
de déouvrir si l'opérateur réseau adhère au système de ollaboration sont néessaires.
Par ailleurs, d'autres travaux ont été onsarés à la spéiation de méanismes pour
la séurisation de l'utilisation de l'interfae intégrant des proédures d'authentiation
mutuelle, de ontrle d'aès aux informations, de hirement des éhanges, et. Ces
spéiations auxquelles nous avons pris part sont présentées en détail dans les diérents
livrables du projet ENVISION [BM11a, BM11b℄. Nous nous intéresserons spéialement
dans e doument au protoole de ommuniation entre les modules réseaux et les mo-
dules appliatifs . Les diérents volets des travaux omme la déouverte de l'interfae
et sa séurisation son traités dans les livrables D3.1 et D3.2 [BM11a, BM11b℄.
2.2 L'approhe de ollaboration passive des opérateurs ré-
seaux
2.2.1 Introdution de l'approhe
Cette approhe est fondée sur une ollaboration passive des opérateurs réseaux qui
sont solliités par les servies appliatifs an de fournir des informations sur les ondi-
tions de transport dans leurs réseaux. Les opérateurs réseaux se trouvent amenés à
ollaborer ave les appliations "overlay" sans pour autant intervenir dans les prises de
déisions relatives à l'aiguillage du tra appliatif. Par ailleurs, ette passivité se tra-
duit aussi par l'ignorane par les opérateurs réseaux des ontraintes en tra que vont
exerer les appliations sur leurs réseaux. Il s'agit néanmoins d'une approhe bien éta-
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blie qui pourrait orrespondre à des ontextes spéiques où d'autres types d'approhes
ne pourraient être exploitées en raison de ontraintes stratégiques, éonomiques ou teh-
niques.
Tehniquement, les servies appliatifs sont amenés à faire des hoix qui ont des onsé-
quenes diérentes sur les réseaux de transport. Ces hoix peuvent avoir une dimension
spatiale, par exemple rediriger un lient vers un serveur partiulier pour les CDNs ou
bien établir une liste de pairs pour un nouvel arrivant dans les appliations "P2P".
Chaque hoix se traduira par un hemin réseau partiellement diérent e qui implique
l'utilisation de ressoures réseau sous onditions diverses. Les hoix peuvent aussi avoir
une dimension temporelle quand il s'agit de dénir une planiation dans le temps de
l'utilisation des ressoures réseaux. Un as d'étude onret pourrait ibler les transferts
de données entre Data-Centers (DCs) qui peuvent être réalisés pendant des tranhes
horaires bien spéiques où les réseaux orent plus de disponibilité, moyennant parfois
des oûts moindres. Pour soutenir les appliations dans leur prise de déision, deux
besoins fontionnels se dégagent :
1. La loalisation des entités appliatives dans le réseau : Il s'agit de permettre aux
appliations de déterminer la loalisation de leurs entités lients, serveurs, et.
2. Les onditions de transport entre les entités an de faire un hoix optimal au
regard des ressoures réseau disponibles
2.2.2 Appliation de l'approhe
Dans ette setion, nous aborderons l'appliation de ette approhe de ollaboration
passive au as partiulier des servies CDNs. Ce hoix est légitime au vu de la proportion
de tra CDN qui transitent aujourd'hui dans les réseaux et la plae qu'oupe les grands
opérateurs CDNs dans le lassement des prinipaux ateurs du tra internet.
2.2.2.1 Le ontexte réseau pour les servies CDNs
Le ontexte réseau a une inidene direte sur l'élaboration du shéma tehnique
de ollaboration entre les réseaux et CDNs. En eet, l'adhésion à e modèle de olla-
boration requiert l'étude des arhitetures et topologies réseaux et leurs impliations
sur le transport du tra. A titre expliatif, nous ne iterons pour les lients du réseau
xe, abonnés à l'ADSL par exemple, que les équipements les plus pertinents. Ils sont
rattahés à des DSLAMs, onnetés à des noeuds de périphérie (NE), onnetés à des
noeuds multimédias (NM), onnetés à des noeuds de onentration (NC), onnetés
à des noeuds régionaux (NR), onnetés à des noeuds de transit (NT). En supposant
que les noeuds de distribution d'un CDN sont hébergés à un niveau plus haut que les
équipements NRs dans le réseau, on onstate que le tra CDN des abonnés ADSL
qui sont rattahés au réseau oeur à travers un équipement NR, emprunte un hemin
réseau en deux tronçons. Un premier tronçon entre les lients et l'équipement NR qui
est statique quel que soit le noeud de distribution vers lequel ils seront redirigés. Un
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deuxième tronçon entre le NR et les noeuds de distribution qui présentent une diversité
de hemin. On peut tirer deux enseignements de ette étude :
1. La diérene en qualité de servie relative au hemin réseau entre les lients CDNs
rattahés au même équipement NR intervient en aval de et équipement en pré-
sene d'une diversité de hemins d'où la possibilité de ontenir le problème d'op-
timisation du transport des données à e tronçon dynamique.
2. Les entités rattahées au même NR peuvent être onsidérées omme une seule
entité appliative ou bien regroupées ensemble vu que le tronçon statique en amont
du NR n'a pas d'inidene sur l'optimisation du transport.
Figure 2.2  La gure illustre l'existene d'un tronçon statique sans inidene par rapport à l'opti-
misation du transport pour diérents types de réseaux d'aès. En onséquene, le problème peut être
ontenu dans la partie du réseau présentant une diversité de hemin.
2.2.3 ALTO pour interfae
L'interfae de ommuniation néessaire à la mise en pratique de ette approhe
de ollaboration passive doit assurer les besoins fontionnels dénis dans les setions
préédentes. Le protoole ALTO [APY12℄ déni par le groupe de travail du même
nom à l'IETF [ALT12℄ propose aujourd'hui une interfae ompatible ave es besoins.
69
L'approhe ollaborative entre réseaux et servies
Cette même interfae a onstitué une rampe de départ au projet ENVISION [UCoL09℄
pour la spéiation de l'interfae de ollaboration CINA, qui proposent des servies
supplémentaires permettant des fontionnalités avanées dont une partie a été proposée
en standardisation au groupe ALTO [NJWB
+
12℄. Nous avons introduit le protoole
ALTO dans la setion 1.1.2 qui ommene à la page 27.
2.2.4 Les diérentes lasses d'information pour l'interfae ALTO
L'interfae ALTO présentée dans la préédente setion fournit les servies esomptés
pour soutenir les opérateurs CDN souieux de prendre en onsidération le ontexte du
réseau de transport dans le problème de séletion du noeud de distribution pour leurs
lients. ALTO, étant avant tout un groupe de travail en standardisation, limite ses eorts
à la spéiation des protooles, moyens et servies qui permettront la ommuniation
des informations des opérateurs réseaux aux fournisseurs de servies notamment les
opérateurs CDNs. ALTO ne fournit ni réponse ni reommandation quant aux questions
relatives aux approhes adoptées pour dénir les artes du réseau et les oûts liés, ni
ne traite la pertinene des informations exposées. Nous rappelons que notre intérêt est
porté sur l'optimisation de l'utilisation des ressoures réseaux et l'amélioration de la
qualité des servies appliatifs en exploitant les informations de ontexte relatives aux
réseaux de transport. Dans e adre, nous n'aborderons pas d'approhes qui peuvent
se baser ou tenir ompte de ontraintes ou aords naniers ou toute information de
nature autre que elles liées au réseau. Nous analyserons dans les setions suivantes
diérentes lasses d'informations que les opérateurs réseaux pourraient exposer aux
CDNs à travers l'interfae ALTO. Ensuite, nous proposerons une nouvelle tehnique
de alul des oûts basée sur l'état d'utilisation des liens du réseau. Cependant, nous
ommenerons par aborder les dés renontrés par les opérateurs réseaux pour fournir
les servies ALTO.
2.2.4.1 Les dés inhérents à la ollete et exposition des informations
Les opérateurs de réseaux qui implémentent l'interfae ALTO fournissent un en-
semble de servies autour des informations exposées par les artes du réseau et les ma-
tries de oûts. Ces informations sont au préalable olletées et traitées par l'opérateur
réseau par ses propres moyens.
La ollete des informations pour la onstrution des artes du réseau présente moins
de ontraintes que la ollete des informations pour le alul des matries de oûts. En
eet, les entrées de la arte (par exemple sous-réseaux ou PoPs) sont moins fréquem-
ment mis à jour. Deux tehniques prinipales pourraient être utilisées pour olleter
es informations. La première s'appuierait sur les informations fournies par les proto-
oles Exterior Gateway Protool (EGP) pour un ontexte inter-domaines ou Interior
Gateway Protool (IGP) intra-domaine omme Open Shortest Path First (OSPF) ou
Intermediate System to Intermediate System (IS-IS) qui onstruisent des représenta-
tions logiques de la topologie du réseau. La seonde reposerait sur le plan de ommande
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pour réupérer les informations diretement depuis les équipements du réseau. Inter-
vient ensuite la onstrution des artes du réseau. Cette étape est régie par le hoix du
niveau de granularité des informations qui inuent diretement sur les performanes du
système. En eet, loaliser par exemple plusieurs sites de noeuds de distribution dans
un même PID revient à ignorer tous les liens réseaux sur les hemins de es serveurs
appartenant à e PID au moment de la séletion. En ontre-partie, une granularité
très ne inomberait un volume de données onsidérable sans toutefois apporter plus
d'eaité. Un exemple préis est la présene d'une portion invariable pour tous les
hemins entre le lient et les noeuds de distribution 1.16. Les liens réseaux onstituant
ette portion peuvent être ignorés de la arte réseau sans aeter la performane du
système. Il s'en suit que la onstrution des artes du réseau doivent obéir à ertaines
règles et ontraintes notamment elles xées par la politique de l'opérateur en termes de
divulgation d'informations. La onstrution de artes réseau spéique à haque servie
appliatif onstitue sans doute la meilleure façon de faire. Elle néessite la onnaissane
de l'emplaement des entités appliatives, et plus partiulièrement des entités serveur
omme les noeuds de distribution pour les CDNs. Néanmoins, pour s'adresser à un
grand nombre de servies appliatifs ave des arhitetures diérentes omme le P2P,
l'opérateur réseau devrait entamer une étude rééhie de la topologie de son réseau
an de dénir le niveau d'intervention sur le tra réseau dont déoulerait le niveau
de spéiation des PIDs pour une ou plusieurs artes génériques. Les opérateurs ré-
seaux doivent aussi être prudents vis-à-vis des attentes des fournisseurs de servies en
exposant des informations d'intérêt ommun bénéques aux deux ateurs.
La tâhe la plus ardue qui guette les opérateurs réseaux reste la onstrution des
matries de oûts. La omplexité dépend bien sûr de la granularité de la arte du réseau
et don le volume de données à traiter mais surtout de la nature des informations à
olleter pour aluler les oûts assoiés. En eet, quand ertaines métriques omme
le nombre de sauts sont quasi-statiques, d'autres omme la latene du hemin réseau
de bout en bout doivent être mises à jour fréquemment pour garantir une ertaine
préision. Et enore la latene n'est pas toujours la métrique la plus appropriée dans
des ontextes de gros volumes de tra. A l'éhelle d'un réseau d'opérateur national
ou international, ette ollete d'informations requiert une durée de temps variable de
quelques minutes à plusieurs dizaines suivant la nature des informations et l'étendue
du réseau. Par ailleurs, les opérateurs réseaux peuvent aussi limiter la fréquene de
mise à jour des informations pour se onformer à une politique de ondentialité par
exemple. En parallèle, le protoole ALTO de oneption ne prne pas un transfert
de onnaissane en temps réel, quoique ette ontrainte soit mineure. Cependant, la
pertinene des informations exposées vis-à-vis du prole de servie appliatif représente
un fateur majeur dans la performane du système. En eet, les ontraintes dièrent
d'un servie à un autre. Les servies de diusion vidéo par exemple sont plus sensibles à
la disponibilité d'une bande passante susante et onstante. En revanhe, des servies
de prole diérent, ommunément appelés aélération du web, orent la possibilité de
téléharger des petits hiers, généralement des pages, des images ou des petits volumes
d'un site internet par exemple depuis un autre noeud que le serveur d'origine. Ces
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transferts de données se font en une fration de temps négligeable par rapport à la
durée d'une session de diusion par ontre le temps d'aès aux données est le fateur
prinipal de performane. L'étude des besoins et ontraintes de haque prol de servie
peuvent amener à l'utilisation de métriques diérentes en adéquation ave le prole
de haun, par exemple la disponibilité de bande passante pour la diusion vidéo et
le délai ou la proximité pour l'aélération web. Ces aspets résument les prinipaux
dés inhérents à la ollete et exposition des informations et qui doivent être pris en
onsidération pour l'analyse des diérentes atégories d'informations.
2.2.4.2 La lasse d'informations distane
La matrie de oûts que peut fournir un opérateur réseau à un fournisseur de servie
peut être alulée à partir des informations de distane entre les PIDs dénis par la
arte du réseau. Dans e as, le oût d'utilisation d'un hemin réseau entre deux PIDs
représente la distane en nombre de sauts ou équipements réseaux entre eux. La gure
2.3 illustre un exemple d'utilisation de ette métrique pour un CDN disposant de trois
noeuds de distribution dans les PIDs 1, 2 et 4. La fontion Request Routing (RR) qui
ontrle la rediretion du lient dans le PID 6 vers un serveur approprié est loalisée à
travers la arte du réseau dans le PID 3. Dans e as de gure, les distanes fournies
par le réseau entre le lient et les divers serveurs sont exposées dans le tableau 2.1.
Ces distanes permettent à l'opérateur CDN de séletionner le serveur le plus prohe
du lient et par onséquene espérer un délai de transport moindre dans le réseau.
Dans l'exemple de la gure 2.3, deux serveurs sont à égale distane réseau du lient.
Dans e as i, à harge de la fontion RR du CDN de se er à d'autres ritères de
séletion pour les départager. Dans la réalité, ette métrique présente un ertain nombre
d'inonvénients ar elle ne fournit auune indiation sur l'état du réseau de transport.
En eet, les hoix basés sur ette lasse d'informations s'avèrent sous-optimaux voir
ontre produtifs dans ertaines situations onrètes.
Premier as de gure Supposons dans et exemple la présene d'un tra élevé sur
le lien entre les deux routeurs RN2 et RN3. A distane égale, les deux serveurs dans
le PID 1 et PID 2 peuvent être hoisi indiéremment (ou se voir partager la tâhe).
Cependant, il serait préférable de rediriger les lients dans le PID 6 vers le serveur A
dans le PID 1 an d'un emprunter un hemin réseau moins utilisé du oup orant une
meilleure disponibilité aux tra des lients CDN.
Deuxième as de gure Dans e as de gure, supposons une harge élevée sur le
lien entre les deux routeurs RN1 et RN2. Par onséquene, le tra sur les hemins
réseau vers les serveurs A et B en pâtiraient empruntant e lien partiulier. Comme la
matrie de oût basée sur la lasse information distane ne permet pas de fournir e
genre de détail, le ontrleur du CDN hoisira un des deux serveurs pour répondre aux
requêtes du lient. Pire enore, en ontinuant à rediriger les lients vers es serveurs, il
peut ontribuer à aggraver la situation. Si le CDN dispose d'outils apables de surveiller
la qualité de son servie, il pourrait déteter les désagréments que les lients seraient
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suseptibles de renontrer et par onséquene retier ses hoix. Autrement, un ertain
nombre de proédures peuvent être lanées dans le réseau an de réduire la harge sur
les liens onernés. Il peut s'agir de l'ativation du méanisme "Expliit Congestion
Notiation (ECN)" qui aete les débits de transfert ou bien du faire du "Tra
Engineering (TE)" pour l'utilisation d'une autre route pour une partie du tra et dans
les situations extrêmes, une suppression de paquet intervient au niveau des routeurs
pour ontenir la harge.
Figure 2.3  Illustration de la métrique distane dans une arte du réseau
Table 2.1  Distane entre le lient et les noeuds de distribution
PID Client
PID
Ser-
veur
Distane
6 1 3
6 2 3
6 4 4
Les sénarios préédents ont souligné l'insusane des informations de distane,
agnostique de l'état des liens omposant les hemins de bout-en-bout entre les PIDs, e
qui amènerait à des hoix pas assurément performants pour les ateurs onernés. Par
ailleurs, es données doivent être prudemment onditionnées an de ne pas divulguer
des informations ondentielles sur la topologie réseau.
73
L'approhe ollaborative entre réseaux et servies
2.2.4.3 La lasse d'informations latene
Le alul de la matrie de oûts peut se baser sur les informations de latene de bout
en bout entre les PIDs de la arte du réseau. Ces valeurs peuvent être réupérées par
mesure du "Round-Trip Time (RTT)" entre les noeuds de bordure des PIDs diretement
ou par aumulation des délais de transmission et propagation entre noeuds adjaents
du réseau. Cette lasse est défavorisé par un ertain nombre de handiapes relatifs à la
nature des informations. Nous dégageons d'un té un besoin d'assurer une mise à jour
fréquente des données an de fournir des mesures de préision faute de quoi la perfor-
mane du système est négativement aetée. D'un autre té, la latene réseau n'est pas
un andidat approprié pour un nombre de proles de servies, et plus partiulièrement
les servies de diusion vidéos, assujettis à de gros volumes de transfert. Nous onsidé-
rons une latene réseau plus importane (généralement on ne dépasse pas une diérene
de quelques entaines de milliseondes dans les réseaux terrestres) omme un fateur
seondaire omparé à la apaité d'aheminer le tra. Conrètement, e proédé de
réupération d'informations de latene n'ore que des estimations approximatives sur
l'état et la apaité des hemins réseau, dont l'eaité est aetée par fréquene des
mesures dans le temps.
2.2.4.4 La lasse d'informations bande passante
La bande passante disponible entre les PIDs peut être onsidéré omme une lasse
d'informations suseptibles d'être fournie par les opérateurs réseaux. En surveillant les
interfaes de leurs équipements réseau, des protooles omme SNMP permettent aux
opérateurs de réupérer la bande passante disponible entre les équipements adjaents.
Cette lasse peut fournir des indiateurs pertinents pour ertains servies sensibles à
la disponibilité de bande passante si la fréquene d'atualisation des informations est
aeptable. Elle permettrait une meilleure utilisation des ressoures du réseau à travers
une meilleure distribution de la harge du tra entre les hemins réseaux disponibles
pour l'ensemble des lients.
Malgré les avantages prégurés par e type de données réseaux, deux dés majeurs se
dressent sur la voie de son déploiement. Le premier dé, de nature tehnique, onsiste à
aluler la bande passante de bout en bout sur le hemins réseau entre lient et serveur.
Les valeurs du maximum, minimum ou la moyenne des bandes passantes des liens qui
onstituent le hemin ne fournissent pas d'indiations exploitables. Le maximum et la
valeur moyenne peuvent onduire à une surharge des liens ave des valeurs inférieures
alors que la valeur minimale pourrait être elle d'un lien présent sur divers hemin et
ne permettrait don pas de départager entre eux. La gure 2.4 présente un as onret
qui illustre la diulté d'usage des informations de bande passante. Le lien entre les
équipements réseaux RN1 et RN2 dispose d'une bande passante disponible de 10 Gb/s,
utilisée par les lients des PID 6 et 7. Entre RN2 et le PID 2, la bande passante est de
45 Gb/s et 20 Gb/s entre RN2 et le PID 4. Par ontre, la matrie de oûts fournie au
CDN ne délivre que les valeurs de bout en bout entre les PIDs (voir le tableau 2.2). Ces
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informations ne permettent pas de réaliser des hoix assurément eaes dans toutes les
situations. Un opérateur réseau ne peut indiquer aux servies appliatifs qu'ils disposent
de 10 Gb/s entre les PIDs dont les hemins empruntent e lien ar il revendiquerait 10
Gb/s pour haque hemin. En même temps, il ne pourrait partager ette valeur entre
les diérents hemin au risque d'allouer plus de ressoures au PID qui en a le moins
besoin. Dans un tel ontexte, il semble impossible de fournir e genre d'information en
l'état à des servies appliatifs.
Enn, il semble aussi très diile qu'un opérateur réseau puisse exposer des données
de ette nature au regard du degré d'importane et de ondentialité de es informations.
En dehors de es propres servies omme un CDN interne, nous doutons sérieusement
qu'un opérateur réseau ait la volonté d'exposer es informations.
Figure 2.4  Illustration de la métrique bande passante dans une arte du réseau
2.2.4.5 Autres lasses d'informations
Les opérateurs réseaux sont suseptibles de se tourner vers d'autres lasses d'in-
formations pas forément indiatrie des onditions de transport dans le réseau pour
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Table 2.2  Utilisation de la métrique bande passante pour une matrie de oûts
PID Client
PID
Ser-
veur
Min
(Gb/s)
Max(Gb/s)Moyenne (Gb/s)
6 2 10 45 27.5
6 4 10 20 15
onstruire des matries de oûts à leur avantage. Nous retenons partiulièrement les pré-
férenes unilatérales des opérateurs en dépit des disponibilités de ressoures qui feraient
que le tra des servies appliatifs serait aheminé via des hemins moins performants
mais plus rentables pour les opérateurs réseaux. Le tra inter-domaine via des noeuds
de raordements ou "peering" peut être assujetti à une politique plus favorable à l'opé-
rateur dont déoulerait une matrie de oûts soigneusement alulée. Il s'agit ii d'un
axe de reherhe qui favorise des ritères diérents des ntres omme des objetifs -
naniers par exemple. Certains travaux en e sens ont été menés dans le adre du projet
ENVISION. Nous invitons les leteurs à lire les travaux exposés dans l'artile suivant
qui traite de l'optimisation des oûts naniers du tra inter-domaine suivant une dis-
tribution spatiale et temporelle exploitant l'interfae CINA [LMC
+
12℄. Cette approhe
peut ependant onduire à des résultats ontre-produtifs si les objetifs des opérateurs
réseaux et fournisseurs de servies ne sont pas alignés en vue d'un ompromis bénéques
pour les deux ateurs.
2.2.5 Proposition d'un nouvelle lasse d'informations
Bien que la liste des lasses d'informations que nous venons d'évoquer n'est pas ex-
haustive, elle omprend néanmoins les prinipales métriques suseptibles d'être utilisée
par les opérateurs réseaux. Par ailleurs, à notre onnaissane, il n'y a pas d'autres types
d'informations évoqués par la littérature ou par le groupe de travail ALTO à l'IETF
pour être utilisé pour le alul des matries de oûts.
L'analyse des diérentes lasses d'informations que nous avons menée dans les préé-
dentes setions a montré que bien que ertaines métriques sont inutilisables en l'état,
d'autres peuvent ontribuer à l'amélioration de la performane globale des ateurs
ontributeurs de la ollaboration sans toutefois garantir les meilleurs résultats. Pour
remédier aux launes de es lasses d'informations, nous proposons une nouvelle ap-
prohe pour aluler les valeurs des oûts exposés par la matrie de oûts à travers
l'interfae ALTO.
2.2.5.1 La lasse d'information oût de transport
Nous dénissons le oût de transport entre un PID soure et un PID destination
omme le oût d'aheminement des données sur le hemin réseau de bout en bout entre
eux. Quand plusieurs hemins sont omparés, elui qui présente le oût le plus faible est
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retenu pour aheminer le tra et le lient est en onséquene redirigé vers le serveur
approprié dans le as d'un servie CDN.
Pour aluler es oûts de transport, nous proposons une approhe exploitant les in-
formations de harge des liens réseaux. Bien évidemment, les servies appliatifs ne sont
pas autorisés à obtenir e genre d'information, ni n'avoir aès au savoir-faire des opé-
rateurs dont la gestion de la topologie, la politique de routage, le dimensionnement des
apaités des liens, et. Toutefois, notre approhe permet d'exploiter es informations
ritiques et d'en dissimimuler la teneur par respet aux politiques de ondentialité des
opérateurs réseaux sans altérer la pertinene des informations délivrées par les matries
de oûts. En eet, es oûts sont présentés omme des valeurs abstraites qui n'orent
auune possibilité de déduire des informations sur le réseau, autre que les oûts d'ahe-
minement de bout en bout.
Dénition Les oûts de transport d'un hemin réseau est l'aumulation des oûts de
transport des liens omposants le hemin. Si un des liens onstituant le hemin atteint
ou dépasse un seuil donné, son oût de transport est xé à −1 et ainsi sera le oût de
transport de tous les hemins réseaux exploitant e lien.
Exemple Tenons l'exemple illustrée par la gure 2.5. Le oût de transport sur le he-
min Π4,6 entre PID 4 et le PID 6 est la somme Σ(LC1, LC5, LC6, LC7, LC8. Cependant,
en aord ave la politique de séurité qui tend à éviter l'utilisation des liens réseaux au
delà d'un seuil déni par l'opérateur réseau (par exemple 80% de la apaité de haque
lien), les liens dont les onditions de harge ne respetent pas e ritère auront un oût
négatif de −1. Nous onsidérons que le pourentage des ressoures disponibles restantes
(20%) omme marge de séurité pour le tra inontrlable des autres appliations.
Ainsi, la première étape pour aluler les oûts de transport est de vérier si le
tra sur un lien atteint un ertain niveau de sa apaité. Dans e as, le lien devient
temporairement inutilisable. Sur la gure 2.5, LC3 = −1 fait que les hemins pi2,6 et
pi2,7 soient inutilisable. Cette politique de séurité est déidée par haque opérateur qui
en xe le seuil de façon globale pour tous les liens ou bien séparément pour haun ou
un sous ensemble.
La seonde étape onsiste à aluler les oûts de transport de bout en bout entre les
PIDs. Si la harge de tous liens respetent la onsigne de séurité, le oût de transport sur
un lien i est alulée en utilisant une fontion de oût qui sera présentée dans la setion
suivante. Le oût PCi,j du hemin entier pii,j est par la suite alulé en aumulant les
oûts des liens :
PCi,j =
∑
Lu∈pii,j
LCu (2.1)
Où Lu est lien réseau numéro u.
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C4
C3 = -1
C2
C1
C6 C8
C5
C7
C9
Figure 2.5  Illustration des oûts de transport dans une arte du réseau
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2.2.5.2 La fontion de oût
La fontion permettant de aluler les oûts de transport est assujettie à diverses
ontraintes. Elle doit en eet fournir des informations pertinentes pour les proessus de
déision des servies appliatifs omme la fontion RR des CDNs. D'un autre té, elle
doit permettre de respeter les politiques de protetion des informations ritiques des
opérateurs dans le but d'éviter leur divulgation. En onsidération de nos ritères axés
sur l'optimisation de l'utilisation des ressoures du réseau et l'amélioration du transport
du tra généré par les servies appliatifs ollaborants, les métriques d'intérêt dans le
alul du oût de transport sont :
 les taux d'utilisation
 les apaités
des liens réseaux. Le taux d'utilisation d'un lien u du réseau est déni omme le quotient
de la harge de tra LTu par sa apaité LCAPu. Par ailleurs, il est évident que la
fontion de oût devrait roître ave la roissane de e quotient.
La spéiation exate de ette fontion, en respet des ontraintes que nous venons
d'énoner, est propre à haque opérateur réseau. A harge de haun de déider de e que
devrait être le oût de transport sur un lien réseau soumis à taux d'utilisation donné. Il
existe des approhes mathématiques permettant de dénir des fontions personnalisée.
Étant donné un ensemble de valeurs exprimant des paires taux d'utilisation, oûts de
transport, des tehniques d'interpolation omme Newton-Grégoire ou Lagrange ou bien
des approximations polynomiales permettent de dénir une fontion pour extrapoler
le oût d'un taux d'utilisation quelonque. De notre té, pour le besoin de dénir
une fontion à utiliser pour nos travaux, nous proposons une fontion exponentielle qui
remplit entièrement nos ritères avanés dans la setion 2.2.5.1.
LCu =


−1
if LTu ≥ 0.8× LCAPu
a× exp
(
b×
(
LTu
LCAPu − LTu
))
if LTu < 0.8× LCAPu
(2.2)
Dans ette équation, le seuil limite d'utilisation d'un lien réseau a été xé à 80%.
Rappelons qu'il est xé par l'opérateur réseau. Le paramètre b est un fateur d'am-
pliation de roissane qui permettent de alibrer les oûts d'utilisation suivant des
politiques plus ou moins agressives suivant le taux d'utilisation. Le paramètre a est un
fateur onstant d'ampliation et n'a auune inidene sur la performane du système.
Il permet surtout de rendre les valeurs de oûts plus imprévisibles vis-à-vis des four-
nisseurs de servies an d'éviter tout rapport ave les taux d'utilisation réels des liens.
Cette onstante peut être modiée aléatoirement au ours du temps.
Le hoix de la fontion de oût s'est porté sur la fontion exponentielle pour sa
propriété de roissane, qui est plus forte même que les fontions polynmiales. Cette
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propriété garantit en eet pour un taux d'utilisation élevé, un oût plus élevé que les
autres fontions (à partir d'une ertaine valeur bien évidemment). Sahant que notre
intérêt se porte plus partiulièrement à éviter des situations de forte harge sur les liens
du réseau, un oût élevé attribué à es liens ne serait que pertinent. Dans e adre, le
terme LCAPu − LTu garantit que lorsque la harge de tra sur le lien s'approhe de
sa apaité, le oût orrespondant tend vers l'inni.
Les gures 2.6 et 2.7 présentent les traés des fontions de oût pour des valeurs
diérentes du paramètre b. On remarque une roissane plus forte des oûts de transport
pour des taux d'utilisation plus élevés. Dans l'intervalle [0−50%] la roissane est toute
de même plus ontenue e qui fait que l'on onsidère aeptable des taux d'utilisation
dans et intervalle.
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Figure 2.6  Graphe de la fontion de oût ave a=2 and b=1
2.2.5.3 Analyse des informations exposées par les oûts de transport
Nous avions déni le oût de transport sur un hemin réseau omme la somme des
oûts d'utilisation des liens onstituant e hemin. Ainsi, l'information véhiulée par
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Figure 2.7  Graphe de la fontion de oût a=2 and b=4
e oût fournit une indiation ommune et non séparée sur l'état de haque lien. La
valeur de es oûts est alulée à partir de la apaité de haque lien et la harge qui
est exerée sur lui par le tra réseau (et inversement à la bande passante qui lui reste
disponible). Contrairement aux autres lasses d'informations telles que la distane ou
la latene, es oûts fournissent des indiations préises mais relatives sur les onditions
de transport :
 préises ar alulée à partir des métriques de harge du réseau
 relatives ar les hemins seront omparés entre eux et non par rapport à une
référene absolue pour éviter la possibilité d'inférer des informations diretes sur
l'état du réseau
Bien évidemment, l'utilité de ette lasse d'information est plus importante pour des
servies appliatifs ave des ontraintes en bande passante et en onstane dans le temps
omme les servies de distribution de ontenus ou les transferts d'imposant volume de
données. Par ailleurs, les heures de forte harge sur le réseau néessite aussi une gestion
appropriée des ressoures quelque soit le servie appliatif.
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Table 2.3  Comparaison entre les oûts OSPF et les oûts de transport
OSPF ALTO
Couhe Couhe Réseau Couhe Appliation
Paramètres de alul Capaité Bande passante et a-
paité
Algorithm Dijkstra Itératif
Paramètres de alul oût hemin métriques OSPF, voi-
sins
routes et oût de trans-
port des liens
Objetif meilleur hemin entre
routeurs
meilleur hemin entre
PIDs
A un ertain degré, ette approhe des oûts de transport est sensiblement similaire à
elle de ertains protooles de routage omme OSPF [Cis05℄. Par défaut, le oût OSPF
d'une interfae est alulé par la formule
coutOSPF =
108
capacite
(bps) (2.3)
.
Notre fontion de oût intègre une variable supplémentaire à la apaité du lien
qui est sa bande passante disponible. Mais au nal, le oût du hemin est l'aumu-
lation des oûts des liens qui le onstituent (voir gure 2.8). OSPF est utilisé par la
ouhe de réseau pour déterminer les meilleurs hemins entre les noeuds du réseau. De
façon similaire, en utilisant le protoole ALTO, nous proposons que les opérateurs ré-
seaux fournissent les oûts transport aux servies appliatifs an de leur permettre de
déterminer les meilleurs hemins entre les PIDs (voir le tableau 2.3).
R2R1
R5
R3 R4
R6
B4
T1 T1T3
B6B5
OSPF-C1 OSPF-C3OSPF-C2
D-C4 D-C5 D-C6
D-Ci : Delivery Cost link i
OSPF-Ci : OSPF Cost link i
Bi : available bandiwidth on link i
T1 : Link of type T1 (1.5 Mbps)
T3 : Link of type T3 (45 Mbps) 
Figure 2.8  Illustration des deux approhes de alul pour les oûts de transport et
oûts OSPF
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Table 2.4  Comparaison des résultats de diérentes fontions de oût
Chemin
Utilisation des liens (%) Fontion Fontion
L1 L2 L3 Linéaire Exponentielle
1 20 70 20 11 11.33
2 40 40 40 12 8
L'importane de la fontion de oût Un autre aspet qui revêt d'une importane
apitale dans la performane du système est la fontion de oût. Les résultats fournis
par ette fontion présentent une interprétation de l'utilisation des liens du réseau.
Une fontion linéaire par exemple aboutira à des oûts beauoup moins élevés qu'une
fontion exponentielle ou polynomiale pour des taux d'utilisation moyens ou élevés.
Pour illustrer ette diérene, prenons l'exemple de la fontion linéaire suivante L(u) =
10 × u, u ∈ [0, 1], où u est le taux d'utilisation (ii en fration et non en pourentage).
Nous allons omparer les oûts de transport pour deux hemins diérents dans le tableau
2.4 entre la fontion linéaire et la fontion exponentielle que nous avons proposée dans
l'équation 2.2 ave a = 1 et b = 2. Dans e as de gure, nous privilégierons le seond
hemin réseau ar l'un des liens dans le premier hemin a atteint 70% de sa apaité
alors que les liens dans le seond hemin sont tous à 40%. Nous remarquons que les
résultats de la fontion linéaire favorise par ontre le premier hemin tandis que la
fontion exponentielle reommande le seond. En eet, le taux d'utilisation élevé du lien
L2 se traduit en un oût très élevé par la fontion exponentielle qui pénalise don le
premier hemin. En onséquene, les opérateurs réseaux doivent hoisir intelligemment
la fontion à employer pour le alul des oûts de transport voire en dénir plusieurs
pour des situations d'usage diérentes.
2.3 L'approhe de ollaboration ative des opérateurs ré-
seaux
L'approhe de ollaboration ative que nous allons présenter est une tehnique qui
met à ontribution à la fois les réseaux et les servies appliatifs. Elle introduit de
nouveaux repères dans les interations entre les ateurs réseaux et servies. Nous déve-
loppons à travers ette approhe l'idée d'un éhange mutuel et direte de renseignements
entre les ateurs sans faillir aux ontraintes de ondentialité, de protetion du savoir-
faire ou de la séurité. Nous vous présenterons dans ette setion les limites de l'approhe
de ollaboration passive que nous avons introduite dans la setion préédente puis nous
détaillerons par la suite l'essene de l'approhe de ollaboration ative.
2.3.1 Limites de l'approhe passive
L'approhe de ollaboration passive est, nous rappelons, basée sur un éhange d'in-
formations unidiretionnel des réseaux vers les servies appliatifs. A et égard, nous
avons retenu le protoole [ALT12℄ développé par le groupe de travail du même nom à
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l'IETF pour permettre aux appliations d'obtenir des informations sur les artes des
réseaux et matries de oûts. Ces données guideront les servies appliatifs dans la
gestion améliorée du tra qu'ils génèrent à travers un aheminement sur des hemins
réseaux présentant les oûts les plus favorables. Ces interventions se traduisent aux ni-
veau appliatif par des hoix de rediretion par exemple omme la rediretion adéquate
des lients CDN vers des noeuds de distribution appropriés [NJWB
+
12℄, ou bien un
hoix onséquent d'une liste de pairs pour un utilisateur d'une appliation P2P, et.
Cependant, deux inonvénients prinipaux sont soulevés par ette approhe.
D'une part, les utilisateurs qui appartiennent au même PID se trouvent en train
d'utiliser le même hemin ar au nal ils sont redirigés vers des noeuds appliatifs
appartenant à un autre PID dont le hemin vers le leur présente le oût le plus bas dans
la matrie des oûts. A titre d'exemple, la matrie de oûts exposée dans la table 2.5 peut
être simpliée pour donner une table plus ompate (voir table 2.6). Dans ette dernière,
on attribut à haque PID qui ontient des lients, un unique PID qui ontient les noeuds
de distribution qui vont les servir. On voit ainsi dans la table 2.6 que les lients dans
le PID1 seront redirigés vers le serveur dans le PID5. Par onséquent, ette approhe
pourrait onduire à des résultats sous-optimaux. En eet, l'utilisation du hemin réseau
onerné va augmenter ave le nombre roissant d'utilisateurs. Dans un ontexte de
onditions sévères pour le réseau omme les pis de tra lors les période d'utilisation
maximale, un nombre important de rediretions statiques entraînant l'utilisation des
mêmes hemins réseaux pourrait onduire à des problèmes de ongestion, dans un réseau
qui pourrait s'auto-défendre ave des méanismes de perte de paquets. Ces dégradations
aboutissent au nal sur une médiore QoE expérimentée par les utilisateurs.
Table 2.5  Un exemple d'une matrie de oûts
PID 1 2 3 4 5
1 0 20 30 22 5
2 15 0 20 25 30
3 30 15 0 20 15
4 20 25 18 0 10
5 15 35 20 10 0
Table 2.6  Un exemple d'une matrie de rediretion ompate
PID lient PID serveur
1 5
2 3
3 3
4 5
5 5
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D'une autre part, de multiples servies appliatifs ayant des besoins et des ontraintes
diérentes les uns par rapport aux autres sont en ompétition entre eux pour l'aès aux
ressoures du réseau. Cependant, dans le ontexte d'une ollaboration passive, l'éhange
d'informations est unidiretionnel provenant des réseaux d'opérateurs. Or eux là mêmes
ne sont pas onsients du ontexte (besoins, ontraintes, types, étendues, et) des dié-
rentes appliations qui sont entrain d'utiliser leurs ressoures et orent ainsi les mêmes
informations menant aux mêmes déisions aux niveaux des diérents servies appliatifs.
En l'ourrene, toute tentative de rationnement ou personnalisation serait ineae
sans onnaissane préalable des bénéiaires. En onséquene, il peut en résulter des
mauvaises performanes dans le as d'une forte roissane du tra par exemple en-
traînant une sur-utilisation de ertains liens. An d'éviter de telles situations, nous
proposons une nouvelle approhe, où les diérents ateurs s'expriment et ollaborent
ativement.
2.3.2 Proposition d'amélioration de l'approhe passive
An de remédier aux limites de l'approhe passive exposées préédemment, nous
proposons une évolution du protoole de ommuniation ALTO et l'intégration de nou-
velles lasses d'informations dont la matrie de oûts de proportions, que nous appel-
lerons désormais matrie de proportions, et la matrie de ontraintes. Ces nouvelles
matries permettront d'avoir un éhange mutuel de renseignements entre les ateurs
réseaux et servies. A e titre, es évolutions sont introduites par la nouvelle interfae
CINA, Collaboration interfae between Networks and Appliations (CINA), qui in-
tègrent des servies additionnels notamment la possibilité pour les servies appliatifs
de bénéier de ertains servies réseaux exlusifs omme le multiast.
2.3.2.1 La matrie de proportions
Nous introduisons une nouvelle lasse d'informations dans ette matrie de oûts
dérivant non plus des oûts d'aheminement omme préédemment, mais des propor-
tions de tra ou de nombre de sessions à aheminer entre les diérents PIDs. Les ges-
tionnaires de servies appliatifs exploitent es informations pour réaliser un aiguillage
préis du tra de leurs entités appliatives an de se onformer aux proportions qui
leurs ont été ommuniquées par les opérateurs réseaux. Un exemple d'une matrie de
oûts fournissant des informations sur les proportions du tra entre les diérents PIDs
ontenant des utilisateurs (PIDs 1, 2 et 4) et des serveurs (PIDs 3 et 5) est exposée dans
la gure 2.9. Dans et exemple, où le type de oût est pourentage, 70% du tra reçu
par les lients du servie appartenant au PID 1 devrait être livré par des des entités
(noeuds de distribution, data-entres, pairs, et) dans le PID 3, le reste par des entités
dans le PID 5.
Cette nouvelle lasse d'informations que nous proposons permet de ontrer eae-
ment les limites des oûts de routage statiques préédemment introduis. En eet, dénir
des proportions de tra à respeter assure une bonne répartition de la harge globale
sur les diérents hemins et en onséquent sur les diérents liens du réseau. Il s'agit
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bien évidemment de prendre en ompte l'état d'utilisation des liens dans le alul de es
proportions. Les résultats esomptés de l'emploi de ette approhe sont dans l'intérêt
de tous les ateur. Dans les réseaux, la harge de tra sera répartie de façon optimale
e qui évitera ou bien limitera les situations de surharge pour ertains liens du réseau
tandis que que d'autres sont sous exploités. Les servies appliatifs de leur té béné-
ieront d'une meilleures onditions de transport grâe à une meilleure disponibilité des
ressoures réseaux d'où des risques réduits de ongestion et perte de paquets. Enn, les
utilisateurs eux-mêmes témoigneront d'une meilleure QoE assurée par un aheminement
performant de leurs données.
2.3.2.2 La matrie de ontraintes
Les opérateurs réseaux sont responsables de la mise à disposition des servies appli-
atifs de ette nouvelle lasse d'informations. Mais an d'être en mesure de déterminer
les proportions de tra ou de nombre de sessions à suivre par les diérents servies
appliatifs, les opérateurs réseaux doivent maîtriser un ertain nombre d'informations
relatives aux servies appliatifs qu'ils souhaitent ollaborer ave an d'apporter des in-
formations optimales et personnalisées à haque appliation. Nous avons identié deux
lasse d'informations néessaires et susantes pour atteindre l'objetif prinipal qui est
l'optimisation de l'aheminement du tra dans le réseau. Dans e ontexte partiulier,
l'opérateur réseau a besoin de onnaître :
 La loalisation et la apaité des entités appliatives
 Les prévisions de tra du servie dans le réseau
Conditions néessaires En eet, il est néessaire de savoir où se trouve les entités
serveurs d'un servie partiulier sans quoi, l'opérateur ne peut rien aluler. En marge,
ignorer la apaité ou la disponibilité de ressoures pour es entités risque d'aboutir à
des proportions de tra qu'elles ne peuvent assumer. A titre d'exemple, un opérateur
réseau ne peut pas reommander à un opérateur CDN de rediriger un ertain nombre
de es lients vers un noeuds de distribution dépassant la apaité de e dernier. De
façon similaire, il est néessaire de onnaître les quantités de tra à devoir gérer dans
Figure 2.9  Illustration d'une matrie de proportions
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le réseau an de pouvoir les répartir de façon optimale.
Conditions susantes Par ailleurs, es informations sont susantes de la part des
gestionnaires de servies appliatifs pour résoudre le problème d'optimisation. En eet,
en onnaissant la loalisation des entités soures de données et leurs apaités, nous
savons où et quel nombre de lients rediriger vers es entités ou bien quelle quantité
de tra desservir à partir de es entités. L'autre donnée relative aux prévisions de
tra permet de savoir quelle quantité de tra ou quel nombre de lient s'attendre à
avoir dans haque PID d'où la possibilité de déterminer les proportions entre haque
PID ontenant des lients et les diérents PIDs ontenant des serveurs. il ne peut pas
reommander l'équilibrage du tra pour un servie Cloud sans la onnaissane de
l'ensemble du tra entrant et / ou sortant requis pour haque PID. Pour permettre de
telles interations entre les ouhes, nous introduisons un nouveau servie, le Servie de
artographie de ontraintes, e qui permet CCSP pour exposer des informations à NOs
sans divulguer des informations essentielles telles que les adresses IP.
Cette matrie de ontraintes qui est fournie par les gestionnaires de servies exposent
les informations requises par les opérateurs réseaux pour ahever le alul des valeurs
optimales de proportions. Elle est dèle au format de struture introduit par le protoole
ALTO. Les informations exposées sont relatives aux PIDs dénis par la arte du réseau.
La matrie de ontraintes exposent deux lasses d'informations dans la même struture
protant des servies additionnels rajoutés à ALTO omme les matries à plusieurs
oûts. Cette matrie expose au nal deux ontraintes (voir gure 2.10). La première
ontrainte dérit l'emplaement et les apaités des entités serveurs. A titre d'exemple,
dans la gure 2.10, ette apaité est exprimée en terme de apaité à servir une quantité
de tra en Gbps d'où le serveur dans le PID 3 est apable de gérer 20 Gbps de tra.
La deuxième ontrainte expose les prévisions par le gestionnaire de servie du tra vers
haque PID. Par exemple, 6 Gbps de tra sont prévus pour des lients dans le PID
1. Pour déterminer es valeurs, les gestionnaires de servies peuvent s'appuyer sur des
outils d'analyse statistique de leurs historiques de servies.
2.3.3 L'éhange bidiretionnel d'informations
Les opérateurs réseaux et gestionnaires de servies utilisent L'interfae CINA pour
éhanger les diérentes artes et matries d'informations néessaires à l'exéution des
proédures de aluls et d'optimisations. De ette façon, les opérateurs réseaux sont
apables de répondre aux solliitations et ontraintes des servies appliatifs tout en
assurant une utilisation optimale de leurs ressoures réseau. Cet objetif engage une
réponse personnalisée à haque servie appliatif. Le diagramme de ux qui dérit la
proédure de ollaboration simpliée pour l'éhange d'informations entre réseaux et
appliations est représenté dans la gure 2.11.
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2.3.4 Le problème d'optimisation
Les nouveaux servies d'éhange d'informations que nous avons introduis dans l'in-
terfae CINA ont pour objetif de permettre aux ateurs de la ollaboration de remédier
aux inonvénients de la ollaboration passive préédemment présentée. Dans e ontexte
d'interation inter-ouhes, nous proposons l'utilisation des information éhangées dans
la mise en oeuvre de proédures de aluls et d'optimisation au niveau du réseau. En
eet, le réseau onstitue l'environnement ommun aux diérents ateurs. L'aès aux
ressoures disponibles doit être géré de façon optimale entre les diérents servies ap-
pliatifs en fontion des besoins et des ontraintes de haun. En onséquene, pour des
Figure 2.10  Illustration d'une matrie de ontraintes
Figure 2.11  Diagramme de ux de la proédure d'éhange d'informations utilisant
l'interfae CINA entre opérateurs réseaux et gestionnaires de servies appliatifs
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raisons évidentes, il apparaît que l'opérateur réseau est le plus à même de fédérer l'en-
semble des besoins et ontraintes à la fois de ses ressoures et servies mais aussi elles
des divers servies appliatifs qui utilisent son réseau. Cette mission lui inombe de
dénir la stratégie d'optimisation à suivre. Nous présentons l'approhe de modélisation
mathématique du problème et détaillons sa résolution dans les setions suivantes.
2.3.4.1 Modélisation mathématique du problème
Considérons un réseau de transport qui a été étudié et modélisé par une topologie
onstituée de N PIDs relié entre eux par M liens réseau, qu'on note Lu, u ∈ [1,M ].
Chaque lien u est aratérisé par sa apaité de transport qu'on dénote LCAPu. Soit S,
S = Si, l'ensemble des entités appliatives soure de données ou serveurs, où i dénote le
PID auquel appartient le serveur Si, ç-à-d sa loalisation dans la topologie, et SCAPi
sa apaité. Nous dénissons la variable X = xij omme la proportion de tra entre les
utilisateurs dans le PID i and les serveurs dans le PID j. Cette variable xij peut aussi
modéliser un nombre de sessions au lieu de proportions de tra. Dans le as éhéant,
nous passerions d'un modèle plus générique qui repose sur la quantité de données à un
modèle plus restreint qui repose sur un nombre de sessions.
Nous introduisons une marge de séurité qui garantit un ertain seuil, par exemple
80% de l'utilisation des liens réseau. Cette limite est xée par les opérateurs réseaux et
est personnalisable pour haque lien du réseau séparément. Son utilité est apitale pour
faire fae à une augmentation inontrlable du tra. Dans e as, tout lien dont le taux
d'utilisation dépasse les 80% de sa apaité, présente désormais un oût négatif égal à
−1, e qui se traduit par le fait que le lien est temporairement inutilisable. Par ontre,
si le tra dans le lien est en dessous e e seuil, alors la fontion de oût (équation
2.2) est utilisée pour aluler le oût d'utilisation LCu du lien Lu fontion du tra
réseau sur le lien LTu et sa apaité LCAPu. Nous rappelons que le oût d'utilisation
de hemin réseau piij entre les PIDs i et j est la somme des oûts des liens omposant
le hemin omme le dénit la fontion 2.1.
Matrie d'utilisation des liens LU = [LU iju ] est la matrie qui dénit les taux
d'utilisation des liens réseau en fontion des proportions de tra xij routées vers les
diérentes liens. La matrie a une dimension M ×K où M est le nombre de liens et K
est le nombre de variables X = xij . Les veteurs [LU
ij
1
, LU ij
2
, ..., LU ijM ] qui représentent
les olonnes de la matrie LU déterminent les liens qui sont utilisés par haque variable
xij . Les veteurs [LU
1
u , LU
2
u , ..., LU
K
u ] qui représentent les lignes de la matrie indiquent
l'ensemble des variables xij qui utilisent le lien Lu. A titre illustratif, onsidérons la
matrie présentée dans la table 2.7. Dans et exemple, LU [1, 3] = 1 indique que lien L1
subit une proportion de tra dénie par la variable x3. L'ensemble des paramètres du
modèle mathématique sont présentés dans la table 2.8.
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Table 2.7  Exemple d'une matrie LU
1 0 1 . . . 0
0 0 1 . . . 0
Li 0 1 0 . . . 1
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 1 . . . 1
xj
Table 2.8  Les paramètres du modèle
Notation Paramètre
N Nombre de PIDs
M Nombre de liens
Lu Lien u ∈ [1,M ]
LCAPu Capaité du lien Lu
LTu Tra réseau transporté par lien Lu
LCu Coût de transport du lien Lu
PCi,j Coût de transport à travers le hemin réseau piij
Si Serveur dans le PID i
SCAPi Capaité du serveur Si
LUM×K Matrie d'utilisation des liens réseaux
xij proportions de tra entre PIDs i et j
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2.3.4.2 Dénition du problème
Le problème d'optimisation que nous allons présenter a pour objetif de déterminer
les valeurs optimales des proportions de tra entre les diérents PIDs qui permettront
d'atteindre un équilibre satisfaisant entre l'amplitude de la harge de tra exerée sur
les diérents liens de la topologie réseau et la qualité de servie attendue par les servies
appliatifs. Pour répondre à es besoins, nous avons intégré deux axes d'optimisation
dans le problème
Optimisation des oûts de transport Le premier objetif que nous proposons
d'atteindre est d'optimiser le oût global d'utilisation du réseau en répartissant la harge
de tra de façon intelligente sur les liens réseaux. Nous dénissons le oût d'utilisation
du réseau omme la somme des oûts de tous les liens (voir équation 2.4).
NetCost =
M∑
u=1
LCu (2.4)
Nous herhons à minimiser le oût global NetCost en déterminant les valeurs opti-
males pour xij . Nous allons don spéier la relation entre es paramètres. La nouvelle
harge de tra exerée sur le lien Lu onsidérant l'apport des proportions xij est al-
ulée dans l'équation 2.5.
LT optu = LTu + LU
ij
u ×X (2.5)
LU iju ×X =
∑
ij△u
xij (2.6)
où ij△u inlut tout le tra qui va utiliser le lien Lu. En eet, le veteur binaire LU
ij
u
spéie l'ensemble des variables xij qui vont utiliser le lien Lu. Ainsi nous pouvons dénir
la relation entre le oût global NetCost and le veteur proportions X dans l'équation
2.7.
NetCost =
M∑
u=1
a× exp
(
b×
LTu + LU
ij
u ×X
LCAPu − (LTu + LU
ij
u )
)
(2.7)
Optimisation des hemins réseaux L'optimisation des oûts de transport peut être
aompagnée par une optimisation du nombre de liens utilisés. L'utilisation d'entités
serveurs plus prohes des utilisateurs naux présente des avantages indéniables quand
ette opportunité est en adéquation ave les disponibilités de réseau de transport. Nous
dénissons à et égard un paramètre d'utilisation des liens réseaux, qui indique le nombre
global de liens utilisés par les servies appliatifs (voir équation ).
NetLink =
K∑
k=1
M∑
u=1
LUuk (2.8)
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Le veteur binaire LUuk , colonnedelamatriceLU(M ×K) fournit le nombre de liens
utilisés par haque variable xij , traduite en variable xk pour les besoins du alul ma-
triiel.
Le problème d'optimisation global En intégrant les deux axes d'optimisation dans
notre approhe, nous dénissons un nouveau problème d'optimisation multi-objetif
appelé aussi optimisation vetorielle. Ce problème d'optimisation peut être déni omme
suit :
Minimize F(x) = [F1(x), F2(x), . . . Fp(x)]
subjet to gi(x) ≤ 0, i = 1, 2, ..., n
hj(x) = 0, j = 1, 2, ...,m
(2.9)
C'est un problème sous ontraintes d'égalités hj et inégalités gi. Il existe des teh-
niques sophistiquées pour résoudre e type de problèmes et qui peuvent être basées sur
des pondérations des objetifs ou bien des algorithmes révolutionnaires ou génétiques
par exemple. Les auteurs de et artile [MA04℄ exposent un panel de tehniques apables
de fournir des solutions à e genre de problèmes et y détaillent les approhes.
Dans notre approhe, ertaines onsidérations sont inuentes sur le hoix de la teh-
nique à utiliser. D'abord la dimension des fontions sujet à optimisation de notre pro-
blème peuvent avaner un grand nombre de variables atteignant failement la entaine.
Il y a aussi le aratère non linéaire de la fontion de oûts qui rajoutent une omplexité
de alul. Pour garantir des performanes aeptables ave un temps de alul ontenu,
nous avons déidé d'orienter la tehnique de résolution vers la méthode de la somme
pondérée des fontions objetives.
F =
p∑
i=1
ωiFi(x) (2.10)
A ondition que tous les poids ωi de l'équation 2.10 soit positifs, ette approhe
assure que la solution du problème est "Pareto Optimal" [Zad63℄, -à-d minimiser l'ex-
pression dans l'équation 2.10 est susant pour atteindre l'optimalité Pareto.
Nous avons déni en onséquene une nouvelle fontion multi-objetif Net que nous
herhons à minimiser (équation 2.11).
Net = (α×NetCost) + (β ×NetLink) (2.11)
α et β sont les poids respetifs de haque objetif. le hoix des valeurs de es pon-
dérations traduit la préférene de l'opérateur réseau envers l'un ou l'autre des axes
d'optimisations. Le problème global d'optimisation qui onerne notre système est don
déni ainsi :
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Minimiser Net(X)
sujet à LTu + LU
ij
u ×X ≤ LCAPu ∀u∑
i
xij ≤ SCAPj ∀i, j
∑
j
xij = Ti ∀i, j
xij ≥ 0 ∀i, j
(2.12)
La première ontrainte est une ontrainte d'inégalité qui indique que la harge de
tra sur haque lien, qui est la somme de la harge initiale et la harge rajoutée par
les variables xij ne doit pas dépasser le seuil déidé par l'opérateur (par exemple 80%
de la apaité du lien). La deuxième ontrainte spéie que le total du tra desservis
par haque entité du servie appliatif ne doit pas dépasser sa apaité. La ontrainte
d'égalité garantit que le tra total destiné à haque PID est égal aux besoins exprimés
par le servie appliatif à travers la matrie des ontraintes. La dernière ontrainte
stipule que les variables xij doivent être toujours positives.
2.3.4.3 La résolution du problème
Le problème (2.12) est un problème d'optimisation non linéaire sous ontraintes
d'égalité et inégalité linéaires aratérisé par une imposante dimension de variables.
Le premier dé onsiste à déterminer l'existene d'une région faisable ℜ de reherhe
(équation 2.13), 'est à dire vérier si l'ensemble des onditions déoulant des ontraintes
exposées par le réseau (par exemple les apaités des liens) et des ontraintes exposées
par les servies appliatifs (omme les prévisions de tra et les apaités des serveurs)
peuvent être satisfaites.
ℜ = {x ∈ Rn | h(x) = 0, g(x) ≤ 0} (2.13)
Le seond dé onsiste à déterminer l'existene d'une solution optimale dans ette
région. Le théorème Karush-Kuhn-Tuker (KKT) [Kuh82℄ fournit un ensemble de ondi-
tions néessaires et susantes pour garantir l'existene d'une solution optimale qui tient
sous les ontraintes exposées. Toutefois, la dimension du problème et des ontraintes
exigent des ressoures de alul onsidérables pour une approhe lassique. En onsé-
quene, nous avons employé un algorithme que nous présenterons un peu plus loin et
qui est apable de gérer de larges problèmes d'optimisation.
Préparation de la résolution L'optimisation que nous herhons à atteindre est
née d'une problématique que nous avons identiée et exposée dans les setions préé-
dentes. Sa transposition en problème mathématique pur nous a permis de onrétiser
nos objetifs. A travers notre modèle, nous herhons à déterminer les quantités de tra-
 optimales entre les lients et les serveurs qui sont loalisés dans diérents PIDs du
réseau. Nous avions traduit es quantités en proportions de tra sur haque lien. Ces
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variables nous sont inonnues et nous herhons à utiliser un algorithme d'optimisation
pour les déterminer. Cet algorithme devra satisfaire des ontraintes que nous lui spéi-
eront. Ces ontraintes vont réduire l'espae des solutions. L'algorithme devra trouver
une solution optimale dans l'espae disponible quand 'est possible. En eet, il arrive
aussi que les ontraintes soient tout simplement impossible à satisfaire. onrètement
dans un réseau de transport, il pourrait s'agir d'une quantité de tra supérieure à la a-
paité du réseau. Ces ontraintes proviendront d'un té des apaités de haque lien du
réseau. Ainsi l'algorithme devra trouver des proportions de tra, qui en s'ajoutant au
tra existant ne dépasseraient pas une ertaine limite de apaité. En onséquene, es
apaités sont fournies à l'algorithme. Les ontraintes proviennent aussi des besoins des
appliations. Les lients s'attendent à reevoir leurs ux de données. En onséquene,
l'algorithme doit être en mesure de fournir des valeurs qui au nal orrespondent à la
quantité de tra attendue dans haque PID.
La préparation de la résolution onsiste don en la transposition des paramètres du
modèle en variables d'entrée et de sortie pour l'algorithme an de dénir les ontraintes
et déterminer la solution optimale.
L'algorithme utilisé Il s'agit de l'algorithme programmation séquentielle quadra-
tique Sequential Quadrati Programming (SQP) [BT95, BTK94, Bar08℄. SQP apporte
une méthode très eae pour la résolution d'imposants problèmes d'optimisation. Nous
allons fournir une brève présentation de l'approhe de résolution de problèmes employée
par l'algorithme et ses avantages sans entrer dans les détails. Des exposés bien détaillés
sur la méthode SQP sont disponibles [BT95, BTK94, Bar08℄.
L'idée de base de SQP est de modéliser le problème d'optimisation sous la forme d'un
sous problème de programmation quadratique à une ertaine solution approximative xk.
Ensuite, l'algorithme utilise ette solution pour trouver une meilleure approximation
xk+1. L'itération de ette proédure permet de onstruire une suite d'approximations
qui pourrait onverger vers une solution x∗. Cette approhe peut être assimilée à une
extension des méthodes Newton et quasi-Newton dans la résolution des problèmes d'op-
timisation sous ontraintes. SQP est aussi aratérisé par le fait qu'il n'appartient pas
à la famille des méthodes de reherhe strite dans la région faisable ("feasible-point
methods"). Ces tehniques exigent que la suite de solutions déterminées par la séquene
d'itération se trouve dans la région faisable. SQP est plus tolérant dans le sens où les
solutions peuvent se trouver à l'extérieur de la région faisable. Cette tolérane apporte
un gain onsidérable en performane ar déterminer un point dans la région faisable
peut être aussi diile que la résolution même du problème, surtout en présene de
ontraintes non linéaires. Un autre intérêt en faveur de l'emploi de la méthode SQP est
l'existene d'algorithmes reonnus rapides et eaes dans la résolution des problèmes
de programmation quadratique. En onsidération de es aspets et des évaluations de
performanes de l'algorithmes SQP [Sh86℄, l'approhe fournit des résultats intéressants
pour les problèmes de grande envergure qui nous onerne en termes d'eaité et de
préision.
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Chapitre 3
Appliation des approhes de
ollaboration
Nous avons présenté dans le préédent hapitre les approhes de ollaboration que
nous proposons de mettre en appliation pour améliorer les performanes des réseaux
et des servies. Nous avons détaillé l'arhiteture du système, les modalités d'exploi-
tation et les proédures d'optimisation. Dans e hapitre, nous présenterons des as
d'appliation de l'approhe à des servies de distribution de ontenus fournis par CDN
ou bien par appliation P2P. Nous disuterons des diérentes niveaux de ollaboration
et avanerons des propositions qui permettent d'améliorer l'utilité des approhes de
ollaboration.
3.1 Appliation de l'approhe aux servies CDN
Dans ette setion nous présenterons l'intégration des approhes de ollaboration
dans les arhitetures de type CDN et leur appliation dans pour les servies qu'elles
fournissent. Nous présenterons brièvement les prinipaux modules fontionnels d'un
arhiteture CDN puis nous détaillerons les interations néessaires pour l'exploitation
de nos propositions.
3.1.1 Présentation d'une plateforme CDN
Une plateforme d'un réseau de distribution de ontenus peut revêtir d'un niveau de
omplexité onsidérable suivant la taille et les servies fournis par le CDN. Néanmoins,
ertains systèmes sont de-fato ommuns à tous les CDNs mais se diérenient par leurs
niveau de omplexité. Ces systèmes qui assurent les fontions de base inluent :
 Système de ontrle : e système assure des fontions vitales ommme le ontrle
des autres systèmes du CDN ou les interations ave les ateurs externes.
 Système de logging : e système est responsable de la ollete d'informations sur
le fontionnement des servies CDN. Ces informations peuvent viser les perfor-
manes des servies ou bien servir à la faturation des servies rendus par le CDN
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par exemple.
 Système de routage et distribution : e système assure le routage à la fois des don-
nées et meta-données relatives à l'intérieur du réseau et des utilisateurs desservis
par le CDN.
 Système de transport : e système est responsable du transport des données.
Nous proposons d'étudier l'intégration de notre proposition d'approhe ollaborative
dans la plateforme CDN d'Akamai [NSS10℄, le leader mondial mondial des réseaux de
distribution de ontenus.
3.1.1.1 La plateforma d'Akamai
Nous présenterons dans ette setion les prinipales omposantes de la plateforme
d'Akamai 3.1 an d'analyser par la suite les impliations de l'appliation de notre pro-
position de ollaboration ave les réseaux de transport sur e système.
les serveurs Edge Ces serveurs onstituent les noeuds de distribution qui desservent
les lients naux en ontenus demandés. Ils implémentent divers fontionnalités omme
la gestion des hemins vers des ontenus statiques ou dynamiques, l'authentiation,
et.
Le système de Mapping Ce système gère le routage du tra du CDN. Il se base sur
des informations temps réel olletées depuis le réseau de distribution et des statistiques
olletées du historique de fontionnement an de déider du routage du tra dans le
réseau du CDN. Ce système se sinde en deux modules :
 Le Maro Mapping : Appelé "Mapping Soring" by Akamai, il est responsable
de la réation du arte topologique qui apture l'ensemble l'état des liaisons dans
tout l'univers Internet. Il s'agit plus préisément de segmenter le réseau mondial
en régions et de déterminer la bonne santé des liaisons entre es régions. Cette
proédure se base sur un ensemble d'informations olletées depuis des pings,
traeroute, informations BGP, logs, et.
 Le Mapping temps-réel : e module est responsable de la réation des matries
de rediretion utilisée par les fontions de "Request Routing" pour rediriger les
utilisateurs vers le meilleur noeud de distribution.
Le système de ommuniation et de ontrle Ce système est responsable du
ontrle de l'ensemble du par de mahines du CDN (plus de 60,000 serveurs) à des ns
de monitoring, de onguration, de mise à jour, et.
Le Système de ollete et analyse des données Ce système utilise divers méa-
nismes de ollete d'informations, inluant :
 Les logs : es logs ontiennent des informations sur l'utilisation des ressoures du
CDN qui permettent de réaliser par exemple des analyses de performanes ou
d'audit ou bien de faturer les servies rendus par le CDN.
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 Monitoring temps réel : à travers un système distribué de base de données, Akamai
est apable d'aéder en quasi temps réel aux informations relatives aux perfor-
manes de haque omposant software ou hardware du CDN
 Analyse et reporting : e module permet à la fois à Akami et es lients de visualiser
des informations de performane et de tra qui onernent leurs servies
L'Agent de Monitoring Cet agent surveille les performane des servies et des
réseaux de transport. Ils sont apables de réaliser des mesures de pings, d'exéuter
des proédures traeroute, et.
Le Portail de gestion Il s'agit d'un portail web qui ore divers fontionnalités de
onguration aux lients du CDN pour leur permettre de ontrler et visulaliser les
ontenus qu'ils souhaitent distribuer à travers le CDN.
Figure 3.1  Illustration de la plateforme CDN d'Akamai
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3.1.2 Intégration des modules de ollaboration dans une plateforme
CDN
L'appliation de l'approhe de ollaboration entre un opérateur CDN et un opérateur
réseau néessite l'intégration du système de ollaboration CINA présenté dans la setion
2.1.2.1 dans les plateformes des deux ateurs. Nous présentons dans ette setion les
détails de l'intégration de l'arhiteture CINA (voir gure 2.1) dans la plateforme CDN
d'akamai (voir gure 3.2).
Figure 3.2  Illustration de l'intégration de l'arhiteture CINA dans la plateforme
CDN d'Akamai
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L'opérateur CDN se doit d'implémenter le lient CINA qui ommuniquera ave le
serveur CINA implémenté par l'opérateur réseau. Ce lient est intégré au module de
ommuniation et de ontrle qui est responsable des interations ave les ateurs ex-
ternes notamment les opérateurs réseaux. Les éhanges sont opérés par le module fon-
tionnel "Overlay Management" de l'arhiteture CINA. Ce module qui est responsable
aussi du traitement des informations et de la gestion du routage du tra appliatif
du CDN. Il dispose de fontions implémentées dans les systèmes Maro Mapping et
Mapping Temps Réel de la plateforme Akamai. Ces fontions assurent l'intégration des
reommandations fournies par les opérateurs réseaux dans la politique de séletion de
noeuds de distribution du CDN. La ollete et la sauvegarde des informations réupérées
sont gérées par le module fontionnel "Data Management" implémenté dans le système
Akamai de ollete et d'analyse de données. Ce module fournit en outre les informations
néessaires à la préparation des ontraintes exposées par le CDN, à savoir ses prévisions
de tra et ses apaités de servies.
Le serveur CINA est déployé par l'opérateur réseau. La fontion de e système est
passive vis-à-vis du réseau, ç-à-d, il n'induit pas de modiations dans la politique de
fontionnement du réseau. Le serveur est en intégration ave les systèmes de monitoring
du réseau qui lui fournissent les métriques néessaires aux proédures de aluls et
d'optimisation.
Cette intégration souligne surtout la apaité du système de ollaboration CINA
d'agir en mode passif, ç-à-d une ollaboration unidiretionnelle de la part des opérateurs
réseaux, ou bien en mode atif ave une ollaboration mutuelle des deux ateurs dans
le ontexte de servies CDN. Dans e adre, il s'agit avant tout de dénir le périmètre
de la ollaboration entre opérateurs CDN et réseau en fontion de leurs politiques et
besoins.
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3.2 Appliation de l'approhe aux appliations P2P
Malgré un notable délin es dernières années de l'utilisation des appliations P2P,
elles présentent toujours des avantages indéniables inhérents à leur arhiteture distri-
buée et ontinuent de susiter l'intérêt d'une utilisation parallèle aux infrastrutures
lient-serveur type CDN pour un allégement de harge. Nous évoquerons dans ette
setion les opportunités de l'appliation des approhes de ollaboration que nous pro-
posons pour les appliations P2P. Nous présenterons par la suite des travaux que nous
avons menés pour la oneption d'une arhiteture optimisée pour les appliations P2P
streaming.
3.2.1 Intégration dans les arhitetures P2P existantes
Le groupe de travail ALTO à l'IETF a réalisé des travaux d'investigations relatifs
à l'intégration de l'arhiteture ALTO, noyau du système CINA, dans les appliations
P2P [ALT12℄. Ces travaux ont abouti à la spéiation de deux voies d'intégration
possibles dans les systèmes P2P.
Intégration dans le traker Plusieurs appliations P2P sont gérées par des trakers
qui assurent les opérations de séletion de pairs auxquels sera onneté haque lient
P2P. En eet, le traker dispose de la liste de tous les lients onnetés au réseau P2P.
Pour haque lient, il séletionne une liste de pairs ave qui il éhangera les données.
Cette séletion peut être optimisée à travers des informations relatives aux onditions
de transport dans le réseau de l'opérateur. Pour avoir aès à es informations, le traker
implémente un lient CINA qui lui permet de ommuniquer ave le serveur CINA de
l'opérateur (voir gure 3.3). Il a besoin par ailleurs d'implémenter les fontionnalités de
traitement et de sauvegarde des informations olletées.
Intégration dans le lient P2P Dans e mode d'intégration, 'est le lient P2P qui
est responsable de olleter les informations depuis le serveur CINA de l'opérateur réseau
(voir gure 3.4). En partant d'une liste de pairs fournie par une entité entralisée omme
un traker ou bien distribuée omme les tables de hahage distribuée "Distributed Hash
Table" (DHT), il séletionne les meilleurs peers relativement aux reommandations
de l'opérateur réseau. Cette tehnique permet aux utilisateurs des appliations P2P
totalement distribuée de proter de la ollaboration d'un opérateur réseau au sur-oût
d'une harge plus importante sur son serveur. En eet, haque lient devra réupérer
les informations depuis le serveur de l'opérateur et les mettre à jour au ours de son
utilisation.
Ces voies d'intégration permettent aux appliations P2P de proter des informations
que peuvent leur fournir les opérateurs réseaux an d'améliorer le proessus de séletion
de pairs et en ontre partie améliorer l'utilisation des ressoures réseaux. Il s'agit d'une
appliation de l'approhe de ollaboration passive où toute l'optimisation est réalisée
au niveau appliatif. L'appliation de l'approhe de ollaboration ative pour e type
d'arhiteture paraît impossible. D'un té, l'intégration du système de ollaboration
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Figure 3.3  Illustration de l'intégration de l'arhiteture CINA dans un traker P2P
au niveau du lient P2P limite le hamp d'intervention à e lient et exlut le reste du
réseau "overlay". Par onséquent, il n'est plus possible de fournir des ontraintes de
servie aux opérateurs réseaux ar les lients sont totalement indépendants dans leur
fontionnement les uns des autres. D'un autre té, même une entité entrale de gestion
omme un traker est inapable de synthétiser les besoins et ontraintes du réseau P2P.
En eet, les éhanges de données entre les pairs peuvent être régis par des politiques
omplexes omme le "tit-for-tat" de l'appliation Bittorent [Coh03℄. En onséquene,
il est très ompliqué de dénir une loi aratérisant les éhanges de données entre les
pairs.
3.2.2 Proposition d'une arhiteture P2P dédiée
Dans ette setion, nous présenterons la nouvelle approhe P2P que nous avons
onçue. La struturation du réseau P2P permet d'avoir plus de maîtrise sur le tra de
l'overlay P2P d'où une meilleure gestion des ontraintes et besoins de l'appliation P2P.
Dans ette oneption, les pairs sont rassemblés en groupes ou "lusters". Les données
sont éhangées entre les pairs appartenant au même groupe ou bien à des groupes
diérents mais suivant des tables de routage prédénies.
3.2.2.1 Intérêt de ette oneption
La tehnique que nous proposons présente des avantages indéniables :
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Figure 3.4  Illustration de l'intégration de l'arhiteture CINA dans un lient P2P
 La harge de tra de l'appliation P2P est réduite ar les messages de ontrle
sont ontenus. En eet, la oneption du système dispense les pairs de s'éhanger
entre eux les listes de moreaux ou "hunks" dont ils disposent.
 Le délai d'aès aux données est raouri apportant en onséquene une meilleure
eaité au système. En eet, les hunks sont éhangés entre les pairs sans avoir
reours au méanisme de requête-réponse.
 La réation et l'interonnexion des lusters P2P sont basées sur les reommanda-
tions fournies par les opérateurs de réseaux, e qui assure une meilleure QoE pour
les utilisateurs des appliations P2P qui adopteront notre oneption.
3.2.2.2 Coneption du système
Nous présentons dans ette setion la oneption du système P2P. Considérons un
réseau "overlay" P2P omposé d'une ou plusieurs soures S et une population de N
pairs. Nous herhons à dénir un plan de routage appliatif optimal pour les données
provenant des soures S et éhangées entre les pairs N . Nous dénissons deux strutures
pour la oneption du système. La première onerne la struturation propre aux don-
nées. La seonde dénit la struture de l'overlay P2P. Notre objetif est de onevoir un
système P2P ave des éhanges de données struturés, ables, optimaux et sans reours
aux requête-réponse. Nous exposons le système que nous avons déni dans les setions
suivantes.
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3.2.2.3 Struture des données
La struturation de données que nous proposons les onditionnent en fragments ou
"hunks" de taille égale. Chaque fragment est identié par son numéro. Les éhanges
de fragments entre les pairs sont quant à eux régis par des numéros dénis par un
shéma d'identiation ylique. Cette identiation permet d'attribuer des identiants
à haque fragment suivant un yle prédéni. A titre d'exemple, si on onsidère que
les fragments sont numérotés dans l'ordre et si nous appliquons un yle de 8, les pairs
peuvent déterminer la position de haque fragment 1 à 8 dans le yle. Dans e as,
le fragment dont le numéro est 15 est attribué l'identiant 7 dans le yle (15 ≡ 7
(mod 8)) tandis que le fragment qui arrive à la position 33 (33 ≡ 1 (mod 8)) est attribué
l'identiant 1. Cette struture ylique permet d'organiser les éhanges de fragments
entre pairs dans les appliations P2P et plus partiulièrement elles où le nombre de
fragments est initialement inonnu omme les appliations de diusion vidéo en diret
ou "live streaming".
Cette struturation permet d'un té d'assurer une homogénéité dans le traitement
des données pour les lients du réseau P2P et d'un autre té d'établir une base ommune
pour un éhange piloté des données entre eux. Un éhange piloté se traduit par une
politique d'éhange de données entre les pairs qui soit ontrlée par le système. L'objetif
de ette politique est d'atteindre un rendement optimal.
3.2.2.4 Struture de l'overlay
Le seond shéma dénit la struture de l'overlay ou du réseau P2P. Nous proposons
d'organiser la population de pairs en groupes de nombre xe. Chaque luster reçoit les
hunks provenant de l'extérieur (à partir de la soure S ou bien de pairs dans d'autres
groupes). Les pairs de haque groupe éhangent les hunks entre eux et peuvent en
transmettre à d'autres groupes en fontion de la apaité de transmission agrégée du
groupe. Dans e qui suit, nous allons d'abord disuter de la taille des groupes puis nous
exposerons l'aheminement des fragments de données entre les diérents pairs.
La taille des groupes Dans les travaux de Mundinger et Al. [MWW08℄, les au-
teurs ont démontré que dans un réseau P2P struturé suivant un modèle de trans-
mission/réeption simultanée, le nombre minimal de tours requis pour aboutir à une
diusion omplète de tous les fragments de données est :
M + [Log2N ] (3.1)
M est le nombre de fragments de données et N est le nombre de pair dans l'overlay.
Dans leur étude, ils ont assumé que tous les lients disposent de apaités de téléharge-
ment identiques. En plus, ils ont supposé que la soure et tous les lients sont onnetés
entre eux. Nous avons utilisé e résultat omme une jauge de performane pour le sys-
tème P2P que nous avons onçu tout en étant onsient que nous ne pourrions atteindre
de telles performanes à ause des onditions favorables des études dans [MWW08℄.
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Nous iblons partiulièrement l'existene de onnetions entre tous les lients. En eet,
pour une réalisation onrète ave une population de plusieurs milliers de lients, il
est impossible d'établir des onnexions entre eux. En onséquene, dans notre système,
nous nous ontentons d'un nombre limité de onnexions pour haque lient. La dérivée
3.2 de la loi 3.1 montre que le nombre de tours néessaires à la diusion omplète des
données diminue ave un nombre de onnexion roissant.
d(M + [Log2N ])
dN
=
1
N × ln2
(3.2)
Ainsi pour réaliser un ompromis entre un système P2P théorique et optimal et un
système réalisable et performant, nous proposons de limiter le nombre de onnexions
pour haque lient de base à 8. Ce hire, qui représente aussi la taille des groupes pour
notre système, présente diérents avantages :
 Le nombre de onnexions maintenues par haque lient est aeptable au regard
des mahines réelles qui seront lientes de l'appliation P2P, omme les tablettes
et smartphones,
 Le shéma de routage des fragments de données est bien moins ompliqué dans
un groupe de 8 lients que dans un réseau où tous les lients sont onnetés entre
eux,
 La formation d'un groupe omplet de 8 lient est bien plus rapide que elle d'un
groupe de 24 lients par exemple. Un groupe omplet assure un éhange stable et
eae des données
3.2.2.5 L'approhe retenue pour les éhanges de données
Nous allons présenter dans ette setion l'approhe que nous avons adoptée pour
optimiser le rendement du système. Nous avons déni un éhange de données struturé
entre les lients sur la base d'une période unitaire de temps T . Pendant, haque intervalle
de temps T , nous allons déterminer l'ation réalisée par haque entité du réseau P2P.
Cet intervalle de temps peut représenter par exemple le temps de leture d'un fragment
de données pour une diusion en diret d'un ontenu sur une appliations P2P. Dans
e as, la soure devra transmettre une plusieurs opies de haque fragment de données
pendant T aux lients P2P en fontion de sa apaité de téléhargement.
Notre objetif est d'optimiser l'eaité du système en optimisant l'ation de haque
lient pendant l'intervalle T . An d'atteindre et objetif, nous avons travaillé sur l'opti-
misation de deux aspets. Le premier aspet onerne le nombre de fragments éhangés
entre les pairs pendant l'intervalle de temps T . Plus e nombre est grand, meilleur est le
partage de données dans le réseau P2P et en onséquene son rendement. Le seond as-
pet onerne l'optimisation de l'ordre de transmission des fragments suivant plusieurs
ritères de priorité. Nous avons retenu partiulièrement le retard de transmission des
fragments an d'augmenter leur priorité dans la le d'attente et assurer une meilleure de
hane de réeption à temps. En onséquene, nous onsidérons l'eaité du système
omme une omposition de deux éléments ; le premier représente l'eaité en terme de
104
3.2. Appliation de l'approhe aux appliations P2P
débit atteint par rapport à la bande passante totale disponible au système par intervalle
de temps. Le deuxième élément représente la apaité du système à éviter les pertes de
fragments et à les délivrer le plus rapidement possible pour réduire les déalages dans
le temps.
3.2.3 L'optimisation du rendement du système
Nous présenterons dans ette setion les notations et onditions puis le modèle que
nous utilisons pour aluler le rendement du système.
3.2.3.1 Notations et onditions
Nous onsidérons que haque lient dispose d'un débit susant pour la transmission
d'au moins un fragment de données à un autre lient au ours de l'intervalle T . Cette
ondition est légitime ar le fontionnement des appliations P2P est prinipalement
assuré par la ontribution des pairs dans la distribution des données. Ainsi, nous onsi-
dérons qu'une ontribution normale est le partage d'autant de données que la quantité
reçue. Nous supposons également que les lients disposent d'une apaité de réeption
au moins égale à leur apaité de transmission. Nous résumons les notations que nous
utilisons dans le tableau 3.1.
Table 3.1  Les paramètres du modèle
Notation Paramètre
N Nombre de lients P2P
M Taille du yle pour les hunks
Cj Chunk numéro j
Pj Priorité de Cj
Nx Identiant d'un lient dans un groupe x ∈ [1, 8]
UPx Capaité de transmission de Nx
DPx Capaité de réeption de Nx
Rx,j Disponibilité du fragment Cj hez le noeud Nx
Tx,y,j Transmission du fragment Cj par le noeud Nx au noeud Ny
3.2.3.2 Le modèle d'éhange de données
Dans le modèle P2P que nous avons onçu, haque nouveau lient qui rejoint l'overlay
est aeté à un groupe. Par ailleurs, haque lient joue un rle bien déni dans le
groupe auquel il appartient. En eet, il remplit le rle d'un noeud spéique du groupe
déterminé par un identiant de noeud, Nx ave x ∈ [1, 8].
Réeption des données par un groupe Pour éviter un point de défaillane entral
dans le groupe lorsqu'un seul noeud est responsable de la réeption des données de
l'extérieur et leurs transmission vers les autres noeuds du groupe, nous proposons une
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réeption assurée par tous les noeuds. Nous dénissons une rotation ylique entre les
noeuds où N1 reçoit le hunk Cj pendant Ti, puis N2 reçoit Cj+1 pendant Ti+1, et.
Priorité des hunks Nous dénissons aussi une loi pour déterminer la priorité de
haque hunk au moment de déider lequel transmettre. Chaque fragment est aeté
une priorité dans l'ensemble ordonné 1, 10, 20, 30, 40, 60, 70 pour un yle de 8T . Chaque
fragment débute ave la priorité la plus basse PTY = 1 en entrant dans un luster. Après
haque intervalle de temps T , il réupère la valeur supérieure (voir gure 3.5).
Figure 3.5  Illustration du shéma d'aetation des priorités aux fragments de données
3.2.3.3 L'optimisation du rendement du système
Nous présentons dans ette setion la formulation du problème d'optimisation que
nous herherons à résoudre. Nous avons introduit dans la table 3.1 le paramètre
T (x, y, j) qui spéie la transmission du hunk Cj par le noeud Nx au noeud Ny. Ce
paramètre prend une valeur binaire égale à 1 lorsque la transmission a eu lieu et 0 sinon.
R(x, j) représente la disponibilité de Cj hez Nx, UPx et DPx respetivement sa apa-
ité de transmission et de réeption. A haque intervalle de temps Ti, nous alulons
l'eaité du système SE omme la somme de tous les produits des hunks transmis
par leur priorité 3.3.
SE =
N∑
x=1
N∑
y=1
M∑
j=1
T (x, y, j) × Pj (3.3)
Nous herhons à maximiser SE à haque intervalle Ti en déterminant quel noeud
du groupe doit transmettre quel hunk et à quel autre noeud. Ainsi, la résolution du
problème onduit à la détermination de la variable T (x, y, j), tout en satisfaisant les
ontraintes inhérentes aux :
 apaités limitées de transmission et de réeption des lients
 disponibilités des fragments hez les diérents noeuds à haque intervalle de temps
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Le problème d'optimisation peut ainsi être exprimé omme suit :
Maximiser SE =
N∑
x=1
N∑
y=1
M∑
j=1
T (x, y, j) × Pj
sujet à T (x, y, j) ≤ R(x, j)∀x, y, j
N∑
x=1
T (x, y, j) ≤ UPx∀x, y, j
N∑
x=1
T (x, y, j) ≤ DPy∀x, y, j
T (x, x, j) = 0∀x, j
(3.4)
La première ontrainte stipule que les pairs ne peuvent pas pas transmettre un frag-
ment de données dont ils ne disposent pas enore. Les deux ontraintes suivantes en-
adrent les limites de transmission et de réeption des lients par leurs apaité pendant
haque intervalle. La dernière ontrainte empêhe les auto-transmission de fragments
dans le modèle mathématique.
Le problème présenté dans 3.4 est un problème de d'optimisation binaire d'entiers
soumis à des ontraintes d'égalité et d'inégalité. Nous avons utilisé un algorithme de
programmation linéaire de type "branh-and-bound" pour la reherhe d'une solution
optimale au problème [Kia10℄.
3.2.4 Les éhanges de données dans un groupe de pairs
Nous présenterons dans ette setion le fontionnement des groupes P2P. Notons
d'abord que la transmission des hunks entre les noeuds répond à un shéma de routage
établi. Il permet d'éviter d'inutiles éhanges de "buer map" pour indiquer les disponi-
bilités des hunks en mémoire et réduire ainsi la bande passante aetée aux messages
de signalisation. Par ailleurs, les délais d'aès aux fragments se trouvent aussi ontenus
par délaissement des proédés d'exposition de disponibilités et de requêtes/réponses.
Au nal, rajoutons que le shéma de routage est basé sur l'optimisation de l'eaité
du système au niveau de haque étape e qui onduit à des performanes intrinsèques
intéressentes pour les appliations P2P.
Formation des groupes Chaque groupe est formé par un nombre onstant de noeuds.
Il est onstruit par les diérents lients qui rejoignent l'overlay et qui lui sont aetés.
Lorsque le nombre de lients dans un groupe atteint la taille de groupe pour l'applia-
tion, il est onsidéré omme omplet. En onséquene, un nouveau groupe est réé et
les nouveaux lients lui sont aetés. Nous allons ommener par exposer le shéma de
routage pour un groupe omplet, puis nous présenterons les liens entre les groupes.
107
Appliation des approhes de ollaboration
3.2.4.1 Le shéma de routage pour un groupe omplet
Le système P2P que nous proposons dénit un rle spéique pour haque noeud
dans le groupe. Le rle détermine exatement quelles seront les ations à exéuter par
haque noeud. Quand un lient rejoint le groupe, il est attribué un identiant de noeud
qui spéie son rle. Le shéma de routage du système dénit pour haque rle les
hunks, déterminés par leurs identiants yliques, qu'il sera le premier dans le groupe
à reevoir de l'extérieur. Ainsi par exemple, dans un shéma de routage peut partiulier,
N1 sera le noeud du groupe à reevoir le hunk C1 à T1. Ensuite, N2 reevra C2 à T2 et
ainsi de suite. Nous supposons que dans et exemple, tous les lients ont la apaité de
téléharger au moins un fragment de données par intervalle de temps.
Le alul des tables de routage Pour dénir le shéma de routage, nous avons exé-
uté l'algorithme présenté dans 3.4. Pendant et après haque intervalle de temps, nous
mettons à jour les apaités de transmission et de réeption des noeuds et la liste des
hunks dont ils disposent en prenant en ompte aussi les fragments qu'ils téléhargent à
partir de soures externes au groupe. La résolution du problème d'optimisation sou les
ontraintes énonées dans 3.4, détermine le shéma de routage optimal pour les frag-
ments de données entre les lients. Ce shéma maximise l'eaité du système. Nous
avons ainsi pu dénir des tables de routage.
Le Régime transitoire et le régime périodique Le shéma de routage pour un
groupe de noeuds est régi par deux régimes ; transitoire préédant le périodique. Le
régime transitoire aompagne tout hangement dans le groupe omme l'arrivée d'un
nouveau lient par exemple. Il s'en suit un régime périodique où la table de routage
est statique. Ainsi l'ation de haque noeud pendant haque intervalle de temps est
bien prédénie. Un exemple de régime transitoire est illustré dans la gure 3.6. Les six
premiers intervalles de temps après la formation d'un groupe omplet sont présentés.
Par exemple, au ours de T1, le noeud N1 reçoit C1 d'un noeud X qui n'appartient pas
au groupe. Ensuite, pendant T2, N1 devient le seul noeud qui dispose d'un fragment de
données à partager que les autres n'ont pas. L'optimisation des éhanges de données
établit que C1 soit transmis à N3 pendant T2. Dans le même temps, N2 reçoit C2 à
partir d'un noeud externe X.
Le régime stable pour un groupe de 8 noeud et un yle de taille 8 ommene à T25,
'est-à-dire après 3 yles en régime transitoire. La table de routage qui sera utilisée
pendant le régime périodique est don aussi périodique ave une période 8T , 'est-à-dire
que les noeuds répètent les mêmes ations tous les yles (illustrée dans la table 3.2).
Ainsi, à haque intervalle de temps T , haque noeud sait exatement quel hunk envoyer
à quel autre noeud. Par exemple dans la table , à T1, N1 doit envoyer C4 à N7.
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Figure 3.6  Illustration des six premiers intervalles de temps du régime transitoire
après la formation d'un groupe omplet de huit noeuds.
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Table 3.2  La table de routage pour le régime périodique d'un groupe de taille 8 pour un yle de taille 8
T1 T2 T3 T4 T5 T6 T7 T8
X C1 → N1 C2 → N2 C3 → N3 C4 → N4 C5 → N5 C6 → N6 C7 → N7 C8 → N8
N1 C4 → N7 C4 → N8 C1 → N4 C1 → N6 C8 → N4 C2 → N4 C3 → N2 C3 → N6
N2 C5 → N3 C5 → N4 C5 → N7 C2 → N5 C2 → N1 C8 → N3 C4 → N1 C3 → N7
N3 C4 → N6 C5 → N1 C5 → N8 C6 → N8 C7 → N8 C3 → N1 C3 → N4 C3 → N5
N4 C4 → N5 C6 → N7 C7 → N1 C1 → N7 C1 → N3 C4 → N2 C2 → N3 C4 → N3
N5 C6 → N2 C5 → N6 C7 → N2 C8 → N2 C8 → N6 C2 → N7 C2 → N8 C5 → N2
N6 C6 → N5 C6 → N3 C7 → N3 C1 → N2 C1 → N5 C6 → N5 C6 → N1
N7 C3 → N8 C7 → N5 C7 → N6 C1 → N8 C2 → N6 C7 → N4
N8 C8 → N5 C8 → N1 C8 → N7
1
1
0
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Ce système permet aux appliations P2P d'éviter d'utiliser des messages de signali-
sation entre pairs pour éhanger les disponibilités des fragments données et par la suite
d'envoyer des demandes de transmission. En eet, haque noeud du groupe dispose d'in-
formations sur la disponibilité des hunks hez les autres. En outre, les transmissions
de fragments de données sont régies par les tables de routage et ne néessitent pas de
requêtes ou d'interventions de la part des lients.
3.2.5 La formation d'un overlay de groupes P2P
Nous pouvons remarquer dans la table 3.2, qu'à haque intervalle de temps, il y a des
ressoures de transmission qui sont inexploitées (une ase vide pour haque olonne).
En eet, la réeption de tous les hunks par tous les noeuds du groupes pendant une
période de 8T néessite 64 = 8(rceptions) × 8(intervalles) opérations. Cependant, à
haque intervalle de temps, un noeud X externe au groupe ontribue en injetant un
nouveau hunk dans le groupe. Ainsi, il sut que 7 noeuds du groupe ontribuent au
partage de données pour assurer la transmission de tous les hunks à tout le groupe.
En onséquene, des ressoures sont don libérées. Elles peuvent être exploitées pour
transmettre des fragments de données à un autre lient ou un autre groupe. La formation
du réseau P2P global est ainsi établie sur la base de onnexions parent-desendant entre
les groupes de lients qui se forment.
3.2.5.1 Exploitation des ressoures additionnelles
Nous avons déjà évoqué la néessité de disposer d'une apaité de minimale per-
mettant la réeption et la transmission d'un hunk par intervalle de temps pour haque
lient. Nous avons justié ette ondition par le mode de fontionnement intrinsèque
des appliations P2P. Cependant, ertains lients peuvent disposer de apaités plus
élevées. Nous n'introduisons pas de notion de super-pairs dans notre modèle ar il n'y
a rien de fontionnel qui les diérenient des autres lients. Par ontre, es noeuds
peuvent ontribuer ave plus de ressoures dans la transmission des données aux autres.
Cette diérene peut avoir omme origine par exemple le types d'aès au réseau de
haque lient. Ainsi, eux qui disposent d'un aès à Internet par la bre optique Fiber
To The Home (FTTH) possède des apaités de transmission bien plus supérieure que
elle d'une ligne Asymmetri Digital Subsriber Line (ADSL). En fontion de leurs
apaités de transmission, les lients peuvent ontribuer diéremment à l'appliation
P2P. Pour exploiter es ressoures, nous introduisons le paramètre Capaité Unitaire
de Transmission (CUT), qui est la apaité de transmettre un fragment de données par
intervalle de temps. Certains lients peuvent ne pas disposer d'assez de ressoures pour
assurer une CUT dans des situations partiulières, omme par exemple des lients P2P
onnetés via un aès mobile. D'autres utilisant un aès FTTH ou ADSL peuvent
failement disposer d'une apaité de 3 ou 4 CUTs à mettre au servie de l'appliation
P2P.
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Ces CUTs additionnels permettent à haque groupe de transmettre des hunks à un
ou plusieurs autres groupes de l'overlay. Par exemple, si le groupe A est omposé de 7
noeuds ave une apaité de 1 CUT haun et un autre noeud ave une apaité de 2
CUTs, alors e groupe est en mesure d'envoyer des hunks simultanément à deux autres
groupes de l'overlay. Nous déterminons le nombre de groupes desendants qu'un groupe
spéique Gu de taille 8 est apable de servir en tant que parent dans l'équation 3.5.
Gdu =
N∑
x=1
UPx − 7 (3.5)
Nous présentons les performanes de notre modèle pour ertains as d'appliation
dans la table . Les performanes sont omparées aux valeurs théoriques optimales alu-
lées par Mundinger et al. [MWW08℄ dans leur modèle qui assume la possibilité d'inter-
onneter tous les pairs de l'overlay. Nous nous sommes arrêtés à un nombre de 4
groupes desendants pour limiter les perturbations dans l'overlay quand il y a des han-
gements dans le grand parent. Les performanes obtenues sont intéressantes par rapport
aux référenes théoriques. Nous observons aussi que la durée du régime transitoire est
bien ontenue. Elle peut atteindre une durée de 48T qui onsiste en 1 seonde lorsque
T = 50ms. La période du régime stable est très ourte (entre 8T et 16T ) e qui ore
l'avantage d'avoir des tables de routage petite de taille.
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Table 3.3  Comparaison des performanes de notre modèle par rapport aux limites théoriques d'optimalités. Les groupes
P2P ont une taille de 8 noeuds ave des apaités de transmission diérentes et un nombre de groupes desendants diérents
Capaité de trans-
mission agrégée
du groupe
Nombre de
groupes desen-
dants
Durée du régime
transitoire
Duré du régime
périodique
Durée d'éhanges
du modèle (T)
Durée de réfé-
rene théorique
(T)
8
0 24T 8T 13
11.16
1 48T 8T 14
9
0 16T 8T 12
11.321 16T 8T 12
2 32T 8T 13
10 3 32T 16T 13 11.45
11 4 32T 16T 13 11.58
1
1
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3.2.5.2 Atténuation des instabilités de groupes dans l'overlay
Les appliations P2P font fae en pratique à un phénomène d'instabilité engendrée
par une lasse de lients qui rejoignent et quittent de façon brève l'overlay. Ce phéno-
mène peut induire des problèmes d'instabilité dans les groupes P2P dûs aux hangement
fréquent du nombre de noeuds dans haque groupe. An d'atténuer e phénomène, nous
introduisons un noeud supplémentaire partiulier à haque groupe, que nous appelons
le Pair de Stabilité (PS). Nous lui attribuons l'identiant de noeud N9 dans le luster.
N9 reçoit les hunks en priorité par rapport aux autres noeuds du luster. Par exemple,
si N1 reçoit le hunk C1 à Ti d'une soure X externe, à Ti+1, N1 transmettra C1 à N9
(voir gure 3.7). Par ailleurs, N9 n'est pas solliité pour ontribuer à la distribution des
données pour le groupe. Cette approhe garantit ainsi que N9 soit apable d'assumer le
rle de n'importe quel autre noeud du groupe ar il reçoit les fragments données avant
eux. En onséquene, N9 pourra substituer instantanément et de façon able n'importe
quel lient de son groupe qui quitterait l'appliation. Le groupe est ainsi en mesure de
garder le même shéma de routage et bénéier d'une meilleure stabilité. En parallèle,
un nouveau pair est aeté au groupe pour prendre la relève de e rle de N9.
Figure 3.7  Illustration des éhanges de données en présene du pair de stabilité. Les
fragments de données sont transmis en priorité à e noeud partiulier, identié N9 dans
haque groupe.
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Cette tehnique permet de réduire le phénomène d'instabilité quand son ampleur est
limitée, 'est-à-dire quand les arrivées et départs des lients sont raisonnables. Dans
des onditions sévères, les groupes P2P devront permuter vers des shémas de routage
propres à des groupes inomplets onstitués de 7 noeuds voir moins jusqu'à e que de
nouveaux membres leurs soient aetées. Cependant, nous royons que des onditions
sévères d'arrivées et départs fréquents de lients aeteraient toute appliation P2P
même ave un fontionnement diérent. Notre système dispose de et argument de
pouvoir maîtriser le phénomène dans des onditions raisonnables an d'assurer une
bonne QoE pour les utilisateurs.
Exploitation des ressoures de N9 Les apaités de transmission dont dispose
le noeud N9 dans haque groupe peuvent être utilisées pour envoyer des fragments de
données à d'autres groupes, et ei est d'autant plus intéressant queN9 reçoit les données
immédiatement après leur réeption dans son groupe. En onséquene, les destinataires
des données transmises par N9 les reevront enore plus vite. Lorsque N9 est appelé à
remplaer un noeud qui a quitté le groupe, les ations de transmission qui lui étaient
destinées seront utilisées pour servir les noeuds auxquels ils transmettait des hunks,
ainsi la ontinuité de servie est préservée jusqu'à e qu'un nouveau lient rejoigne le
groupe pour reprendre e rle.
Coût de l'ajout du noeud N9 Le méanisme que nous proposons est aompagné
d'un oût en terme de performane que nous jugeons aeptable (voir table 3.4). En eet,
le fait d'imposer la transmission prioritaire de tous hunks à N9 avant les autres noeuds
et interdire simultanément à N9 de ontribuer aux éhanges dans son groupe rallonge
la durée moyenne d'aès aux données. Au nal, nous observons que l'aheminement
de tous les fragments de données à tous les noeuds d'un groupe néessite un intervalle
de temps supplémentaire. Ce retard est ompensé en ontre-partie par une meilleure
résistane de l'appliation aux phénomènes d'instabilité.
Table 3.4  Comparaison des performanes du modèle ave ou sans l'utilisation d'un
pair de stabilité
Groupe sans PS Groupe aved PS
Nombre moyen d'intervalles T pour la réeption
d'un hunk par tous les noeuds
3.62 4.66
Nombre maximal d'intervalles T pour la ré-
eption de n'importe quel hunk par tous les
noeuds
5.75 7.43
Durée du régime transitoire 32T 32T
Périodiité du régime stable 8T 16T
Durée pour la réeption de tous les hunks par
les noeuds
13T 14T
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3.2.6 La onstrution de l'overlay P2P
Les performanes des appliations P2P dépendent aussi diretement de la onstru-
tion de leur topologie. Nous avons évoqué dans les setions préédentes l'utilité des
interfaes omme ALTO et CINA dans la onstrution de la topologie de l'overlay. Le
hoix de la liste des pairs auxquels sera onneté haque lient détermine la qualité
de réeption de données pour haque lient. Dans le modèle que nous proposons, les
performanes de transport dépendent des onnexions intra et inter groupes, 'est-à-dire
du hoix des pairs pour former un groupe puis des hoix de groupes parents et des-
endants. Nous présentons dans ette setion les approhes que nous adoptons pour la
onstrution d'un maillage eae et performant pour l'overlay P2P.
3.2.6.1 Connexions intra-groupe
L'aetation des lients dans des lusters est régie un ritère de proximité géogra-
phique ou réseau. Cette proximité permet d'atteindre de meilleures performanes grâe
à la rédution de la distane qui s'aompagne généralement d'une rédution de la la-
tene. Ce genre d'informations peut être fourni par les opérateurs réseaux à travers des
artes réseaux. Ainsi, les lient qui sont dans le même PID, sont regroupés ensemble
en lusters. Quand il y a besoin de requérir à des lients dans des PIDs diérents pour
former un luster, d'autres ritères omme la latene, la distane ou bien le oût de
transport peuvent être employés.
3.2.6.2 Connexions entre groupes dans le même PID
Les données sont éhangées entre les lusters à travers des onnexions établies entre
lusters parents (soure) et desendants (destination). Nous présentons dans ette se-
tion les approhes pour onneter des groupes qui sont dans le même PID.
Les pairs qui sont dans le même PID sont regroupés ensemble dans des lusters.
En onséquene, haque PID pourrait ontenir un ertain nombre de lusters. Nous
appliquons la même approhe et privilégions les onnexions entre es groupes qu'ave des
groupes dans d'autres PIDs. Cependant, deux aspets sont à prendre en onsidération
pour garantir un système able.
Le premier aspet onerne l'isolement des groupes dans un PID. Les onnexions
intra-PID peuvent aboutir sur des îlots totalement isolés du reste de l'overlay. Dans
e as, les groupes ne sont pas en mesure de réupérer les données de l'extérieur.La
solution que nous proposons dénit une arboresene de groupes à l'intérieur de haque
PID ave un groupe à la raine qui assure la réeption des données de l'extérieur de son
PID et qui les transmet aux autres groupes.
Le deuxième aspet onerne la performane des arboresenes onstruites dans haque
PID. En eet, un nombre important de groupes dans un arbre entraîne un délai sup-
plémentaire pour la réeption des données qui sont transmises des groupes parents aux
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groupes desendants. Par ailleurs, une défaillane d'un groupe de l'arbre aete immé-
diatement ses desendants. En ontre-paptie, un nombre réduit de groupes résulte en
harge de tra plus importante. En onséquene, nous avons établi des règles pour
la onstrution des arbres dans notre système en xant deux limites : une profondeur
maximale et un nombre maximal de groupes dans haque arboresene. Ces limites tra-
duisent un ompromis entre les performanes de l'appliation et sa harge de tra sur
le réseau.
Nous exposons dans la gure 3.8 deux onstrutions diérentes d'arboresene. L'arbre
à gauhe ontient 20 groupes ave une profondeur de 4 niveaux. Ceux qui sont à droite
sur la gure ontiennent autant de groupes mais limitent le nombre maximal à 7 pour
profondeur maximale de 3 niveaux. Alors que dans la première onstrution, un seul
luster est responsable de la réeption des données pour l'ensemble des autres lusters,
dans la seonde onstrution, les 3 lusters parents engendrent plus de tra inter-PID.
en ontre-partie, ils orent de meilleures performanes grâe à un aheminement des
données plus rapide et plus able.
Figure 3.8  Illustration de deux onstrutions d'arboresene ave des tailles et des
profondeurs d'arbre diérentes.
3.2.6.3 Connexions entre groupes dans des PIDs diérents
Les arbres de groupes onstruits par le système que nous proposons néessitent la
réeption de données à partir de soures externes à leur PID. Cette ondition évite
la formation d'îlots de groupes isolés du reste de l'overlay. An de hoisir le meilleur
parent parmi la liste de soure disponible pour servir haque arbre, nous exploitons des
informations qui peuvent être fournies par l'interfae CINA sur la distane, la latene ou
bien le oût d'aheminement pour déterminer le meilleur hemin réseau entre la raine
de l'arbre et la liste de soures retenue.
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Chapitre 4
Evaluations des performanes des
approhes de ollaboration
An d'étudier les performanes de l'interfae de ollaboration CINA, nous nous
sommes appuyés sur plusieurs solutions. Nous avons développé des modèles de simu-
lation analytiques pour les appliations d'une importante étendue. Nous avons aussi
réalisé des expérimentations réelles sur des prototypes onrets. Nous avons ontribué
par ailleurs à la validation du fontionnement de l'interfae onjointement dans le projet
ENVISION [BM11a, BM11b℄. Notre prinipal objetif ependant est d'évaluer l'utilité
de l'interfae CINA à travers ertains as d'appliation et observer les performanes
obtenues sous diérentes onditions. Dans e hapitre, nous présentons l'implémenta-
tion de notre modèle de simulation ainsi que les diérentes évaluations que nous avons
menées pour des servies partiuliers. Ensuite, nous exposerons les détails du prototype
que nous avons développé et les tests que nous avons eetués avant de onlure.
4.1 Les simulations analytiques
Nous avons développé un modèle de simulation pour les réseaux à ommutation de
paquets à partir de travaux existants sur la théorie des les d'attente. Nous exposerons
dans ette setion les raisons qui nous amenées à utiliser e modèle avant de le présenter
en détail.
4.1.1 Les prinipaux dés relatifs aux évaluations
L'exploitation des interfaes de ollaboration de type CINA et ALTO néessite l'a-
ès à des informations relatives à la fois aux réseaux et servies. Cté réseaux par
exemple, il est impératif de disposer de données sur la topologie du réseau, ses ara-
téristiques, les plans et les politiques de routage, et. En eet, es informations sont
néessaires par exemple à la onstrution de la arte réseau et de la matrie des oûts.
En onséquene, toute évaluation d'un algorithme qui exploite des informations réseaux
est voué à l'éhe sans la maîtrise de l'outil réseau. De manière similaire, les traes et
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l'historique de tra réseau sont tout simplement inutilisable si on n' pas aès aux
informations sur le réseau de transport.
omplexité des expérimentations à large éhelle La meilleure façon d'évaluer
les performanes des algorithmes reste inontestablement l'expérimentation dans des
réseaux physiques. Une possibilité serait de mener des tests dans des réseaux à éten-
due loale. Cependant, elle ne permet pas d'aboutir à des résultats onluant. En eet,
outre le fait que la diversité de hemins et de serveurs est très limitée, le nombre de
lients admissibles n'est généralement pas représentatif. Sans iter le fait que les ré-
sultats peuvent être failement obtenus analytiquement. Une autre possibilité serait
de réaliser des expérimentations dans un réseau opérationnel. Cette gamme assure
des tests à large éhelle dans des onditions réelles. Cependant, ette tâhe présente
d'énormes dés très ompliquée. En eet, elle néessite l'aès aux infrastrutures d'un
réseau opérationnel, la manipulation d'importantes quantités de données, la possibi-
lité de déployer ou bien d'utiliser des servie existants, CDN ou P2P, la partiipation
d'une population importante de lients. Réunir toutes es onditions semble ompromis
d'avane. A notre onnaissane, il existe aujourd'hui deux expérimentations de ette
envergure [GLP
+
09, LG12℄. Chaque expérimentation était portée par une oopération
de grands ateurs (Comast et Pando pour la première et China Teleom et Xunlei
pour la seonde). Par ailleurs, es tests ont été menés pour évaluer les performanes
d'une appliation P2P onjuguée à l'utilisation de l'interfae ALTO. Ils se sont appuyés
sur des oûts prédénis pour remplir la matrie de oûts. Cei onrme d'autant plus
la diulté de mettre en plae des tests ave des mesures dynamiques dans un réseau
réel. Il s'agit bien sûr d'abord d'avoir aès aux infrastrutures puis de développer les
modules néessaires.
Ainsi, une approhe plus raisonnable pour évaluer les performanes de nos proposi-
tions est don de s'appuyer sur des simulations. En eet, lorsque les expérienes réelles
s'avèrent ompliquées, il est plus sage de valider les propositions par des résultats ana-
lytiques avant d'entamer des tests réels. Dans la setion suivante, nous présentons le
modèle de notre simulation.
4.1.2 Introdution au modèle
Dans les modèles intégrant des entaines voir des milliers de noeuds, les simula-
tions ontinues dans le temps sont très exigeantes ar elles néessitent énormément
de ressoures de alul et de temps [Liu02℄. Pour parvenir à outrepasser es diul-
tés, nous proposons l'utilisation d'un modèle de simulation analytique qui s'appuie sur
les réseaux de les d'attentes multi-lasses de type Baskett, Chandy, Muntz, Palaios
(BCMP) [BCMP75℄ pour modéliser le réseau et le tra des appliations. Le modèle
nous permet d'évaluer les performanes de divers paramètres relatifs au réseau et au
tra. Le modèle BCMP est un réseau de les d'attente onvenable pour la modélisation
de réseaux étendus à ommutation e paquets [Nai98, Kle76, GK77, LW81℄. Il a aussi été
utilisé pour la modélisation de divers autres systèmes omme pour la surveillane du
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tra routier [DOL11℄, l'étude de l'équité entre les lasses [LW81℄ ou l'étude de l'uniité
d'un routage optimal entre une soure et une destination dans le ontexte de la dispo-
nibilité de plusieurs hemins ave des lasses diérentes [AK01℄. Nous nous intéressons
à la faulté de e modèle d'analyser indépendamment diérentes lasses dans un réseau
à grande éhelle e qui nous permettra d'évaluer les performanes de diérents servies
et appliations simultanément. Le modèle est basé sur un système disret dont les pa-
ramètres et les performanes peuvent respetivement être modiés et mesurés de façon
disrète dans le temps.
4.1.2.1 Notations
Nous présentons dans ette setion les diérentes notations et assomptions retenues
pour notre système.
Le réseau Le modèle de réseau de les d'attentes que nous employons un modèle de
réseau ouvert, 'est à dire ave des arrivées et des départs, sur la base d'un graphe orienté
de N sommets etM ars. Chaque sommet modélise un PID du réseau. Rappelons qu'un
PID peut représenter une adresse IP, un sous-réseau, un ensemble de sous-réseaux voir
même un système autonome ou une entité supérieure. Les ars modélisent quant à eux les
liens du réseau. Leurs poids représentent la apaité de haque lien. Il est possible aussi
dans le modèle de dénir des distanes pour prendre en ompte le temps de propagation
sur des liens de longue distane. Le routage dans le réseau est statique et est indépendant
de l'état des liens. Il est alulé à travers l'algorithme de Dijkstra à partir des poids
assoiés aux diérents liens ('est-à-dire leurs apaités). Nous supposons que le délai
de traitement des paquets sont onstants et négligeables ar généralement insigniants
omparés aux temps de transmission et propagation dans les réseaux IP. Sur la base de
es onsidération, on peut maintenant modéliser un réseau de ommutation de paquets
à l'aide d'un réseau de les d'attente, où les liens sont représentés par des stations de
le d'attente et les paquets par les lients du réseau (voir gure 4.1).
Le lien est représenté par une le d'attente de transmission et une le d'attente de
propagation. Cette dernière est de type serveur inni, 'est-à-dire qu'il n'y a pas de
temps d'attente dans la le e qui aratérise la propagation. Les paquets, qui sont les
lients du réseau, sont traités au niveau de haque sommet ou station pour être orientés
vers un autre sommet ou bien quitter le réseau.
Le tra dans le réseau La modélisation du tra dans le réseau est assujettie
à un ertain nombre de lois. Le proessus d'arrivée des paquets est un proessus de
Poisson d'intensité λr pour haque lasse r de tra. La taille des paquets est dénie
par une distribution exponentielle ave une moyenne
1
µ
, dont la fontion de densité est
µexp(−µx)pourx ≥ 0. Dans les simulations que nous avons exéutées, une partie du
tra provient des servies que nous étudions dans le adre de la ollaboration ave
les réseaux de transport. L'autre partie provient du reste des servies et appliations
qui exploitent le réseau simultanément. Les paramètres de e tra sont aléatoirement
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Figure 4.1  Illustration de la modélisation d'un noeud d'un réseau à ommutation de
paquet par les les d'attentes
hoisi. Ainsi les intensités de tra λr sont générées de manière aléatoire dans des
plages pré-établies. Aussi, les probabilités d'arrivée des paquets à haque station et les
probabilités de transition d'une station à une autre sont également générées de manière
aléatoire pour haque lasse de tra. Ces probabilités sont dénies dans une matrie
de probabilité de transition [M,M ].
Les appliations Les diérentes appliations étudiées sont régies par un ertain de
nombre de paramètres que nous faisons évoluer aléatoirement dans des plages pré-
établies durant nos simulations. Ainsi le nombre de lients ou bien le nombre d'instane
de servie sont aléatoirement dénis. De la même manière, la répartition de es entités
entre les diérents PID du réseau évolue de manière aléatoire.
La génération aléatoire de paramètres Certains paramètres de onguration sont
diiles à avoir ar portant des informations ondentielles ou jugées privées, d'autres
sont ompliqués à manipuler alors que l'utilité d'autres est dépendante d'autres para-
mètres. Pour toutes es raisons et elles évoquées préédemment, nous avons axé notre
modèle sur l'évolution aléatoire des valeurs des paramètres d'une simulation à une autre
ave une exéution susamment. Les résultats ne traduiraient pas une situation parti-
ulière mais plutt une représentation eae d'un ensemble d'exéutions.
4.1.3 Présentation du modèle
Nous présentons le modèle analytique et sa onguration pour les simulations que
nous avons eetuées dans les paragraphes qui suivent.
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4.1.3.1 Les onditions du réseau BCMP
Le modèle repose sur un réseau de les d'attentes de type BCMP. Ce type de réseau
ore la possibilité de réaliser des mesures de performanes pour des réseaux ouverts (qui
est la atégorie de réseau nous intéressent), fermés ou mixtes. Certaines onditions sont
à respeter pour les réaliser :
 Les taux d'arrivées de paquets dans le réseau doivent être régis par une distribution
de Poisson de paramètre λr ave r ∈ [1, R] et R le nombre de lasses dans le réseau
 Les taux de servies µi, i ∈ [1,M ] où M est le nombre de stations (liens réseaux)
doivent suivre une loi exponentielle.
 La disipline de servie pour le traitement des paquets doit être onforme à l'une
des politiques suivantes : premier arrivé premier servi, partage des ressoures,
servie immédiat ou bien dernier arrivé premier servi.
Ces onditions maintiennent les propriétés néessaires pour aboutir à des proes-
sus indépendants et identiquement distribués. Cette approhe permet la résolution des
états d'équilibre du réseau par les outils employés pour les proessus de Markvov à
temps ontinu [LW81℄. Nous avons retenu le modèle de réseau ouvert BCMP pour nos
simulations pour permettre l'arrivée de paquets depuis des soures externes omme les
noeuds de distrubution CDN, instane data-enter ou bien soure P2P. La disipline de
servie est "premier arrivé, premier servi" ar nous ne nous intéressons pas aux poli-
tiques de diérentiation de traitement des paquets. Nous supposons par ailleurs que les
équipements du réseau sont apables de stoker tous les paquets en voie de traitement,
e qui assuré dans des onditions normales. Enn, la dernière ondition stipule que les
hangements de lasse ne sont pas autorisés e qui respeté ar haque lasse représente
un ou plusieurs appliations ave un tra indépendant distingué.
4.1.3.2 Les paramètres du modèle analytique
Les paramètres du modèles sont résumés dans la table 4.1.
4.1.3.3 La stabilité du système
La vériation de la stabilité du système est une phase néessaire avant l'entame
des aluls relatifs à ses états et à ses performanes. ommençons par les probabilités
introduites dans la table 4.1 et qui satisfont les relations suivantes :
M∑
i=1
pij,r = 1∀i ∈ [0,M ] (4.1)
λir = eir × λr (4.2)
.
L'équation 4.1 préise que la somme des probabilités d'arrivées des paquets à la
station j depuis toutes les autres stations et depuis l'extérieur du réseau est égale à 1.
L'équation 4.2 préise que le taux d'arrivée des paquets d'un ux de tra r dans une
station i est égale aux taux de visite du ux à la station multiplié par son intensité.
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De es deux équations, nous pouvons onsidérer que le modèle du réseau présente les
mêmes aratéristiques qu'une le d'attente de type M/M/1 ave un taux d'arrivée
de loi Poisson de paramètre λir, de taux de servie de loi exponentielle de paramètre
µi et de disipline "premier arrivé, premier servi". Les mêmes onditions de stabilité
s'appliquent don sur haque le d'attente du réseau, à savoir le tra λi sur haque
lien i du réseau doit être inférieur à sa apaité µi :
λi < µi∀i ∈ [1,M ] (4.3)
La stabilité du réseau est assurée par la stabilité de l'ensemble de ses stations.
Les taux d'arrivée λi sont alulés à partir de l'équation 4.4. Les variables λir son
déterminées à partir des valeurs de eir dans l'équation 4.5. En eet, le taux de visite
d'une lasse de ux à une station spéique provient de la probabilité d'arrivée de
paquets depuis l'extérieur et depuis les autres stations.
λi =
R∑
r=1
λir (4.4)
eir = p0,ir +
M∑
j=1
ejr × pji,r (4.5)
L'équation 4.4 renvoie à la résolution d'un système d'équations. Notons Er = ‖eir‖
et Ar = ‖p0,ir‖ respetivement les veteurs des taux de visites et d'arrivées des paquets
de lasse r. Ainsi, nous obtenons le système suivant :
Er = Ar + P
′
rEr (4.6)
Table 4.1  Les paramètres du modèle analytique
Notation Paramètre
R Nombre de ux de tra distints dans le réseau
Na Nombre de ux de tra d'appliations analysées
λr Taux d'arrivées des paquets dans le réseau pour haque ux de tra r
M Nombre de stations qui représentent les liens du réseau
N Nombre de sommets qui représentent les PIDs
LCi Capaité de transmission du lien i
µi = µ× i le taux de servie au niveau du lien i
λir Taux d'arrivée des paquets du servie r au niveau de la station i
p0,ir Probabilité d'arrivée de paquets du servie r au niveau de la station i
pir,0 Probabilité de départ de paquets du servie r au niveau de la station i
pij,r Probabilité d'aheminement de paquets du servie i des stations i à j
eir Taux de visite des paquets du servie r à la station i
Pr Matrie ‖M ×M + 1‖ de transition des paquets du servie r entre les stations
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L'équation 4.6 nous permet d'établir l'équation suivante :
Er = (I − Pr)
−1Ar (4.7)
La matrie (I −PR) est une matrie stohastique ave un rayon spetral inférieur à
un dans notre modèle, ar il s'agit d'un modèle de réseau ouvert ave des départs. La
résolution du système dans l'équation fournit les valeurs taux de visite à haque station.
4.1.3.4 Les mesures à l'état d'équilibre
Après la détermination des onditions de stabilité du système, nous pouvons établir
l'équation sous forme de produit qui aratérise l'état d'équilibre du réseau de les
d'attentes BCMP. Cependant, nous ne présenterons pas dans e doument l'équation et
les étapes pour sa détermination. Ces travaux mathématiques sont largement expliqués
dans la littérature omme dans [BCMP75, Bay00℄. En eet, notre intérêt se porte sur
les mesures de fontionnement et de performanes fournies par le réseau BCM. En
partiulier, nous sommes intéressés par des indiateurs omme :
 Les taux d'arrivée λir des paquets de haque lasse r dans haque station i
 Le taux d'utilisation ρir de haque station i par haque lasse r (voir équation
4.8)
 Le nombre moyen de paquets Xir de haque lasse de r à haque station i (voir
équation 4.9)
 La durée moyenne de temps Tir passée par un paquet de lasse r à la station i à
partir de la formule de Little (voir équation 4.10)
ρir = λr ×
eir
µi
(4.8)
Xir =
ρir
1− ρi
(4.9)
Tir =
Xir
λir
(4.10)
4.1.3.5 Les métriques de performane
Les résultats obtenus à partir du modèle BCMP nous permettent de aluler des
métriques de performanes pour évaluer à la fois les réseaux de transport et les appli-
ations qui les exploitent. A titre d'exemple, l'équation 4.4 fournit le débit de tra
en paquets/s sur haque lien du réseau. En onnaissant les apaités de transport des
liens réseaux, nous pouvons aluler le oût d'aheminement du tra LCi sur haun
d'eux (équation 4.11) et en onséquene le oût d'utilisation global du réseau Netcost
(équation 4.12).
LCi = a× exp(b×
λi
LCAPi − λi
) (4.11)
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Netcost =
M∑
i=1
LCi (4.12)
Nous pouvons aussi déterminer la durée moyenne d'attente dans haque station
(équation 4.13) et en dériver la latene moyenne sur haque segment du réseau entre un
PID soure i et un PID destination j (équation 4.14).
Ti =
R∑
r=1
λir × Tir
λi
(4.13)
PTTij =
∑
u∈piij
Tu (4.14)
Les temps de traitement et de propagation peuvent être utilisés aussi dans le alul de
la métrique PTT s'ils sont onsidérés non négligeables. Ces temps de latene par segment
nous permettent aussi d'en dériver un indiateur global de la qualité de transport de
données pour haque appliation r en alulant une latene moyenne APTTr sur les
tous les segments empruntés par l'appliation (équation 4.15).
APTTr =
N∑
i=1
N∑
i=1
NCrij × PTTij
NCr
(4.15)
Dans l'équation préédente, NCrij représente le nombre de lients de haque appli-
ation r qui utilisent le segment piij du réseau alors que NC
r
représente le nombre total
des lients de l'appliation.
D'autres métriques et indiateurs de performanes sont aussi soit diretement dis-
ponibles soit alulables à partir des paramètres modèles. Nous itons par exemple, le
nombre de liens utilisés par haque appliation ou bien la latene moyenne du réseau.
4.1.4 La onguration du modèle analytique pour les simulations
L'outil de modélisation que nous avons présenté dans les setions préédentes nous a
permis de réaliser des simulations pour mesurer les performanes des tehniques d'opti-
misations que nous avons proposées dans les hapitres 2 et 3. L'objetif que nous visions
était de omparer les tehniques que nous avons développées à la fois entre elles mais
aussi ave des tehniques usuelles à travers la modélisation de l'exéution de servies et
appliations diérentes utilisant un réseau que nous maîtrisons.
4.1.4.1 Implémentation du modèle
Le modèle analytique a été développé sur Matlab. Cet environnement fournit un
panel d'outils très avanés pour les traitements mathématiques et matriiels, en plus
des apaités de programmation. Le programme a été struturé de manière onforme à
l'exéution disrète de la simulation.
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Les étapes de la simulation Chaque simulation répond à un shéma d'exéution
présenté dans la gure . Le modèle du réseau est d'abord initialisé et onguré. Les PIDs
et les liens entre eux sont réés. Leurs apaités sont dénies. Le routage est déterminé
entre les PIDs soure et destination. Durant la seonde étape, le tra réseau est initialisé
aléatoirement. Ce tra représente le tra dans le réseau qui n'est pas dans notre hamp
d'ation. La troisième étape permet ensuite d'initialiser les paramètres d'exéution de
la simulation omme le nombre de répétition mais aussi d'autres paramètres appliatifs
omme les débits de transmission des données.
L'étape suivante est un ensemble de sous-étapes répétitives. En eet, haque itéra-
tion orrespond à un pas disret dans le temps. Ces itérations modélisent l'évolution
dans le temps de la simulation. Elles ommenent par une variation aléatoire du tra
dans le réseau pour modéliser l'évolution du tra dans le temps. Ensuite, le module de
ollete des informations réseaux est exéuté à la fois pour déterminer les performanes
du réseau mais aussi pour disposer des données qui seront transmises aux appliations.
Ces informations seront disposées dans les formats adéquats : arte de réseau, matrie
de oût, matrie de ontraintes, matrie de proportions. Ces données sont exploitées
ensuite par les appliations onernées pour appliquer les diérentes tehniques d'opti-
misation à omparer. Le même ontexte d'exéution est utilisé pour assurer une base
ommune pour la omparaison. Ainsi le nombre de lients, de serveurs, leurs apaités
ou enore le débit des données sont similaires. La dernière sous-étape de haque itération
est la mesure des performanes des diérentes tehniques.
4.2 Évaluation de l'approhe passive de ollaboration
Nous présenterons dans ette setion les résultats des simulations que nous avons
eetué pour évaluer les performanes de l'approhe passive de ollaboration.
4.2.1 Présentation des paramètres
Nous avons déjà évoqué dans la setion préédente la génération aléatoire de er-
tains paramètres omme le nombre de lients dans le réseau. Certains autres paramètres
omme la topologie des réseaux modélisés sont déterministes. Nous nous sommes ap-
puyés sur des bases d'informations à la fois fournies par les opérateurs ou bien par des
organismes omme CAIDA, "The Cooperative Assoiation for Internet Data Analysis"
[CAI℄, qui reueillent des informations sur les réseaux de transport. Nous avons utilisé
ainsi des informations sur la topology du oeur de réseau de l'opérateur AT&T pour
modéliser le réseau dans la simulation. Chaque PoP de la topologie, représentant un
sommet du graphe (total de 46), est onsidéré omme un PID dans la arte réseau qui
sera fournie aux servies appliatifs à travers le protoole ALTO.
Pour simuler des onditions d'exploitation diérentes, nous avons fait varié plusieurs
paramètres dont l'emplaement des serveurs dans le réseau, l'emplaement et le nombre
de lients et la harge du réseau initial sur les liens. Ainsi pour haque simulation,
trois serveurs sont situés aux niveaux de PoPs de grande inidene, 'est-à-dire, des
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Figure 4.2  Les étapes d'exéutions des simulations analytiques
PoPs importants inter-onnetés ave un nombre d'autres PoPs onséquent. Ce hoix
se justie dans la réalité par le fait que les noeuds de distribution seront déployés en
priorité dans les zones de forte densité de population pour minimiser la distane vis-
à-vis du plus grand nombre possible d'utilisateurs. Ces PoPs sont généralement situés
dans les grandes agglomérations et s'inter-onnetent ave divers autres PoPs.
Les onditions de tra sont elles aussi variées. Nous avons hoisi dans la simulation de
nous ontenir à deux niveaux d'utilisation moyenne du réseau ; 20% et 40% pour simuler
des périodes d'utilisation normale et d'utilisation plus sévère. Cette moyenne s'établit
sur l'ensemble des liens du réseau, qui quant à eux sont soumis à des taux d'utilisation
totalement aléatoires. Les simulations sont ensuite répétées une entaine de fois pour
haque niveau d'utilisation du réseau et pour haque emplaement partiulier des noeuds
de distribution dans le réseau, ave une génération d'un nombre aléatoire de lients
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à haque fois. Par ailleurs, omme nous l'avions évoqué préédemment, pour haque
simulation, un ertain nombre d'itérations sont exéutées. Les prinipaux paramètres
de la simulation sont exposés dans le tableau 4.2.
Table 4.2  Prinipaux paramètres des simulations
Paramètre Utilisation à 20% Utilisation à 40%
Niveau moyen initial
d'utilisation réseau
20.16 % 40.42 %
Nombre moyen de lients 2915 5854
Niveau moyen total
d'utilisation réseau
24.86 % 48.79%
Nombre d'emplaements
diérents des serveurs
4 4
Débit appliatif [0.9, 1.5℄ Mbps [0.9, 1.5℄ Mbps
Nombre de simulations 400 400
4.2.2 Résultats des simulations
Nous avons évalué les résultats de diérentes tehniques de séletion d'un noeud de
distribution pour haque lient pendant les simulations eetuées :
1. Tehnique de séletion aléatoire d'un noeud
2. Tehnique de séletion du noeud le plus prohe en utilisant une métrique distane
dans la matrie de oût. La distane est alulée à partir du nombre de liens
traversés entre le lient et le serveur.
3. Tehnique de séletion d'un noeud à partir de la métrique latene dans la matrie
de oût.
4. Tehnique de séletion d'un noeud à partir de la métrique oût de transport.
Ce oût est alulé à partir des ressoures disponibles sur les diérents hemins
envisageables entre le lient et tous les serveurs présents dans le réseau.
5. Tehnique de séletion d'un noeud de distribution par l'opérateur réseau. L'ap-
pliation soumet une requête à l'opérateur pour hoisir un noeud adéquat parmi
une liste de serveur pour un lient partiulier. Cette tehnique se base aussi sur
la métrique oût de transport. La diérene ave la tehnique préédente est que
les oûts de transport sont mis à jour en temps réel alors que la matrie de oût
envoyée aux appliations est mise à jour après une ertaine période de temps.
Nous réupérons ensuite diérentes métriques des simulations pour évaluer les per-
formanes de transport des ux de données, elles du réseau et elles des servies appli-
atifs. Avant d'exposer un peu plus en détail la teneur de es résultats, nous proposons
d'étudier la rediretion des lients dans un réseau omposé uniquement de 19 PIDs. Ce
nombre limité a été hoisi uniquement pour nous failiter l'analyse des rediretions des
lients. Les simulations par ontre ont porté sur des réseaux plus étendus. Le graph
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Figure 4.3  Graph du réseau RNP
(voir gure 4.3) modélise le réseau "Rede Naional de Ensino e Pesquisa" (RNP), qui
fournit les informations de topologie et de apaités de transport [dEeP13℄. Dans et
exemple, les serveurs ont été plaés dans les PIDs 8, 11 et 18 oloriés en rouge.
Rediretion des lients Dans la gure 4.3, nous présentons le nombre de rediretion
de lients vers haque serveur eetuées par haque tehnique. La séletion aléatoire de
serveur résulte en l'utilisation de tous les serveurs par la quasi totalité des PIDs, -à-
d que les lients dans haque PID utilisent le lot entier de serveurs disponibles. Cette
tehnique est lairement ineae. La métrique distane est au ontraire exlusive entre
PIDs. En eet, même quand il y a deux PIDs à égale distane d'un autre, un seul est
retenu. Au nal, les lients dans haque PID sont servis par un seul et unique serveur
dans le PID le plus prohe. Finalement, les trois autres métriques qui dépendent des
onditions de transport dans le réseau évolue en fontion du temps. Nous pouvons
aperevoir que les rediretions des lients ne sont exlusives ni aléatoires entre les PIDs
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Evaluations des performanes des approhes de ollaboration
Gain en utilisation moyenne du réseau Les résultats obtenus démontrent que les
tehniques de séletion qui sont basées sur des métriques du réseau permettent de réaliser
un gain non négligeable en termes d'utilisation des ressoures du réseau par rapport à
une rediretion aléatoire des lients vers les noeuds de distribution des ontenus. Sur un
éhantillon de simulations exposé dans la gure 4.5, nous pouvons onstater que le gain
réalise osille entre 41% et 52% en moyenne en fontion des tehniques. Dans e adre,
'est bien la tehnique de séletion basée sur la métrique distane qui réalisé les meilleurs
gains. Ce résultat s'explique par le fait que ette tehnique engendre l'utilisation du plus
petit nombre de liens possibles omme haque lient est redirigé vers le serveur le plus
prohe au sens nombre de liens réseaux utilisés. En onséquene, l'utilisation du réseau
est minimale et le gain est maximal. Notons tout de même, qu'il n'y a pas une très
grande diérene par rapport aux autres tehniques analysées.
Distribution du taux d'utilisation des liens Le taux d'utilisation des liens du
réseau est un aspet important à onsidérer pour évaluer les bénées apportés par
haque tehnique. En eet, la ondensation du tra sur un nombre limité de liens
est suseptible d'engendrer des problèmes de ongestion à ause d'une harge de tra
mal répartie dans le réseau. Nous onstatons à travers les résultats que nous avons
olletés que l'utilisation de la métrique oût de transport permet de réaliser la meilleure
répartition de harge dans le réseau. En omparant la distribution des taux d'utilisation
des liens par plage de 10% dans la gure 4.6, le pourentage de liens dont le taux
d'utilisation est supérieur à 90% est respetivement de 20%, 10%, 8% et inférieur à 2%
pour les tehniques basées sur une séletion aléatoire, sur la métrique distane, sur la
métrique latene et sur la métrique oût de transport. Ces pourentages se rééquilibrent
ensuite pour des taux d'utilisation supérieur à 70% autour de 30% pour les tehniques
qui se basent sur des informations réseaux. Par ontre la séletion aléatoire présente un
pourentage de liens plus important (43% ). Nous voyons bien en onséquene le bénée
apporté par la tehnique basée sur la métrique oût de transport que nous proposons.
Elle permet de réaliser une meilleure répartition de harge dans le réseau et évite des
taux d'utilisation élevés sur un grand nombre de liens. En onséquene, en ontre-partie
d'un gain inférieur en utilisation des ressoures du réseau, la maîtrise de la harge est
mieux assurée.
Ces onstatations moyennées sur l'ensemble des résultats obtenus des simulations
sont onrmées par l'analyse de l'utilisation des liens du réseau obtenues à la n de
haque simulation. Ces résultats démontrent aussi que l'exploitation d'informations de
transport dans la problématique de gestion de tra apporte des avantages indéniables.
Si les performanes obtenues pour un niveau de tra initial à 20% semblent modérées,
l'intérêt est par ontre évident pour une utilisation moyenne des ressoures du réseau
aux environs de 40%. En eet, à 20%, le réseau dispose enore de 80% de es ressoures
disponibles d'où une meilleure apaité pour faire fae aux ux de tra. En onsé-
quene, les taux d'utilisation des liens restent tout de même dans des proportions non
alarmantes (gure 4.7. Pour un niveau de tra moyen de 40%, le nombre de liens dont
le taux d'utilisation dépasse 80% est plus important (gure 4.8). Par ailleurs, toutes les
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tion par rapport à une séletion aléatoire
14%
9%
7%
22%
13%
35%
24%
13%
7%4%6%
46%
24%
14%
9%5%3%
45%
 
26%
15%
12%1%
< 1%
45%
 
[50% - 60%[
[60% - 70%[
[70% - 80%[
[80% - 90%[
[90% - 100%[
 >= 100%
Delivery cost
SØlection
alØatoire
Distance
Latence
Coßt
de
transport
Figure 4.6  La distribution des taux d'utilisation des liens du réseau des diérentes
tehniques de rediretion
133
Evaluations des performanes des approhes de ollaboration
approhes à l'exeption de la séletion qui est opérée par l'opérateur réseau, présente
des liens utilisés à plus de 80%. En eet, même une matrie de oût fournissant une
métrique de oût de transport ne peut éviter es taux d'utilisation élevés si la fréquene
de mise à jour des informations n'est pas élevée. Rappelons que les oûts de transport
augmentent exponentiellement ave les taux d'utilisation des liens ave interdition de
dépassement de 80% de la apaité dans notre modèle.
La variane de l'utilisation de liens réseaux ore aussi une exellente analyse de l'ap-
port de haque tehnique en termes d'utilisation des ressoures du réseau. Elle araté-
rise en eet la dispersion des taux d'utilisation des liens. Nous onstatons enore une fois
à travers nos résultats que la métrique de oût de transport dont nous proposons l'utili-
sation dans la matrie de oût présente la variane la plus faible utilisation par rapport
aux autres approhes. Les moyennes d'utilisation sont équivalentes pour les tehniques
qui exploitent des informations réseaux (gure 4.9). Cette variane plus faible indique
une faible dispersion des taux d'utilisation des liens. Pour des moyennes équivalentes,
elle assure des pis d'utilisation moins fréquents que les autres tehnique e qui résulte
en une meilleure répartition de harge au sein du réseau.
Latene moyenne réduite Les servies appliatifs tirent un bénée aussi de l'ap-
prohe de ollaboration passive que nous proposons. En eet, ils protent d'une meilleure
disponibilité de ressoures dans le réseau pour leurs ux de données par le biais d'une
meilleure répartition de harge. Les utilisateurs sont aussi bénéiaires des lots d'amé-
lioration à travers une latene moyenne réduite dans le réseau. Les résultats que nous
avons obtenus démontrent que la latene moyenne sur l'ensemble des hemins du réseau
est plus faible en exploitant les oûts de transport (gure 4.10). En eet, lorsque la
harge de tra généré est mieux répartie sur les diérentes équipements du réseau,
leurs temps de réponse sont plus faibles. En onséquene, même si ertains hemins
peuvent être un peu plus longs, les temps de parours de bout en bout pourraient être
réduit grâe à ette meilleure disponibilité du réseau. Notons aussi que la probabilité
de perte de paquets se trouve aussi réduite et que les risques de ongestion sont plus
limités. Tous es fateurs ontribuent à fournir une meilleure qualité d'expériene pour
les utilisateurs.
4.2.3 Synthèse et onlusions
Compte tenu des résultats que nous avons obtenus à partir des simulations réali-
sées, nous pouvons eetué un lassement des performanes des diérentes tehniques
évaluées pour l'approhe de ollaboration passive. Dans e sens, e sont les tehnique
qui exploitent les oûts de transport qui fournissent les meilleurs résultats par rapport
aux autres en termes de répartition de harge sans pénaliser les performanes du réseau
mesurées en termes de latene moyenne. La métrique latene peut fournir des india-
tions approximatives par rapport à l'état d'utilisation du réseau. Ainsi, elle peut aider
à éviter la onentration du tra sur des liens présentant des taux d'utilisation déjà
élevés. Cependant, au-delà des résultats de performane, ertaines approhes ne sont
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Figure 4.7  Illustration de l'utilisation des liens du réseau durant une simulation pour
un tra initial à 40%
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Figure 4.8  Illustration de l'utilisation des liens du réseau durant une simulation pour
un tra initial à 40%
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pas rédibles pour une réelle exploitation. Ainsi la tehnique de séletion opérée par le
réseau présente un inonvénient majeur. Le méanismes de requête/réponse résulte en
une énorme harge sur les infrastrutures dédiées et un délai supplémentaire pour la re-
diretion des lients. La tehnique de séletion aléatoire quant à elle fournit des résultats
très médiores. En revanhe, la métrique distane peut fournir des performanes simi-
laires aux oûts de transport en partiulier dans des ontextes favorables, 'est-à-dire
quand les taux d'utilisation du réseau sont faibles.
Il est également important de signaler l'inidene de la fréquente de mise à jour de
la matrie de oût sur les performanes des tehniques dont qui se basent sur des infor-
mations dynamiques omme le oût de transport. En eet, lorsque le réseau est soumis
à de sévères onditions, des mises à jour fréquentes des oûts de transport onduisent
à une amélioration les performanes. Ces aspets doivent en onséquene être pris en
onsidération par les opérateurs de réseaux et ateurs appliatifs au moment de se er à
l'approhe de ollaboration passive pour améliorer les performanes de leurs systèmes.
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4.3 Évaluation de l'approhe ative de ollaboration
Nous présenterons dans ette setion les résultats des simulations réalisées pour
évaluer les performanes de l'approhe ative de ollaboration.
4.3.1 Présentation des paramètres
La onguration des simulations dans ette setion héritent des paramètres utilisés
pour l'évaluation de l'approhe passive. A e titre, le modèle analytique, les données
topologiques, la génération aléatoire des valeurs de ertains paramètres sont identiques.
Le modèle d'exéution des simulations est lui aussi similaire. De nouveaux paramètres
sont spéiques ependant au modèle de ollaboration ative. Il s'agit tout partiuliè-
rement des informations renseignées par les servies appliatifs. Nous avons évoqué lors
de la présentation de ette approhe que les appliations fournissent une estimation du
tra qu'elles s'apprêtent à générer dans le réseau. Dans notre modèle, ette estima-
tion portent sur le nombre de lients qu'elles pensent servir sur une plage de temps
jusqu'à la mise à jour des informations. En onséquene, nous avons introduit un taux
d'erreur dans notre modèle pour ompenser l'éart en pratique entre le nombre réel de
lients qui seront servis et le nombre estimé. Ce taux d'erreur varie aléatoirement entre
±[20%, 30%] pour haque simulation. La apaité des serveurs est un autre fateur dé-
terminant dans la résolution du problème et renseigné par les servies appliatifs. Nous
détaillons l'ensemble des prinipaux paramètres dans le tableau 4.3.
Table 4.3  Prinipaux paramètres des simulations
Paramètre Utilisation à 20% Utilisation à 40%
Niveau moyen initial
d'utilisation réseau
20.73 % 40.78 %
Taux d'erreur des estimations ±[20%,30%℄ ±[20%,30%℄
Nombre moyen réel de lients
dans le réseau
5244 7939
Nombre moyen estimé de
lients dans le réseau
5238 7946
Niveau moyen total
d'utilisation réseau
[22.88%, 24.93%℄
%
[44.01%, 47.11%℄
Nombre d'emplaements
diérents des serveurs
4 4
Nombre de serveurs [3, 4℄ [3, 4℄
Capaité totale des serveurs
(en nombre de lients)
10 000 10 000
Débit appliatif [0.9, 1.5℄ Mbps [0.9, 1.5℄ Mbps
Nombre de simulations 400 400
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4.3.2 Résultats des simulations
Pour évaluer les performanes de l'approhe ative de ollaboration que nous pro-
posons, nous avons omparé ses résultats ave les résultats de diérentes tehniques de
séletion d'un noeud de distribution :
1. La tehnique de séletion aléatoire
2. La tehnique de séletion d'un noeud à partir de la métrique oût de transport.
Nous réupérons ensuite diérents résultats des simulations pour évaluer les perfor-
manes de transport des ux de données, elles du réseau et elles des servies appliatifs.
Rediretion des lients Nous présentons dans la gure 4.11 une illustration du
réseau dorsal européen d'Orange que nous avons modélisé pour nos simulations. Pour
un ertain d'entre elles, les noeuds de distribution ont été positionnés dans les PIDs
de ouleur rouge. Nous nous intéressons partiulièrement à omparer les rediretions de
lients dénies par les deux approhes de ollaboration (voir la gure 4.12) ar la nature
de la séletion aléatoire permet de réaliser une bonne répartition de la harge sur les
noeuds de distribution mais elle résulte en l'utilisation de tous les serveurs par la quasi
totalité des PIDs, e qui est loin d'être performant du point de vue transport et servie.
La première onstatation que nous pouvons relever est l'exlusivité d'un serveur pour
haque PID pour la ollaboration passive. Du fait de l'utilisation d'une matrie de oût,
un seul hemin réseau est retenu e qui aboutit à l'utilisation du même serveur par tous
les lients appartenant au même PID. Ainsi, les PIDs sont distintement répartis sur
les serveurs, qui sont généralement à proximité. Quand à la tehnique de ollaboration
ative, les lients du même PID peuvent être servis par diérents noeuds de distribution.
Nous onstatons ainsi que le nombre de PIDs servis par haque noeud est supérieur pour
l'approhe ative par rapport à l'approhe passive. La performane de la tehnique que
nous proposons repose au nal énormément sur les proportions qui déniront le nombre
de lients à rediriger vers haque serveur dans les PIDs du réseau.
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Figure 4.11  Graph du oeur de réseau Orange Europe
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Taux d'utilisation des liens Les taux d'utilisations des liens du réseau est un indi-
ateur d'une bonne distribution de harge. Il s'agit d'un aspet important à prendre en
onsidération pour exploiter pleinement et de manière eae l'ensemble des ressoures
disponibles dans le réseau. Nous présentons les taux d'utilisation des liens au ours une
simulation unique dans la gure 4.13 (ar il n'est pas possible de faire une représentation
de es valeurs par rapport à l'ensemble des simulations au regard de ertains paramètres
aléatoires qui varient). Nous remarquons dans ette gure quelques pis d'utilisation qui
orrespondent à des liens sur-utilisés. L'approhe ative de ollaboration est par ailleurs
la seule qui arrive à respeter la limite d'utilisation des liens que nous avons xé à 80%.
L'intérêt qui peut sembler léger dans e as partiulier est non négligeable. En eet,
un lien très utilisé dans le réseau est généralement un lien qui appartient à plusieurs
hemins liant diérents PIDs du réseau. Si un tel lien est ongestionné, toutes les entités
appliatives dans tous les PIDs qui exploitent des hemins réseaux inluant e lien seront
aetées. Pour es raisons, nous partons dans notre approhe du onstat que haque
lien est important mais aussi que eux qui sont les plus utilisés sont généralement les
plus importants. En arrivant à limiter l'utilisation des liens et à les ontenir sous er-
tains de séurité, nous assurons une meilleure résiliene dans le réseau aux bénées des
appliations et de leurs utilisateurs.
Distribution des taux d'utilisation des liens Nous avons omparé la distribution
des taux d'utilisation des liens pour les diérentes approhes par rapport à l'ensemble
des simulations que nous avons réalisées. Ces valeurs nous permettront de juger de
l'eaité de haque tehnique quand il s'agit d'assurer une bonne répartition de la
harge dans le réseau. Nous onstatons à travers les résultats que nous avons obtenus
que l'approhe ative de ollaboration assure le maintien de l'utilisation des liens en
dessous de 80% (gure 4.14). Il y a un report de harge sur d'autres liens et 'est la
raison pour laquelle la plage d'utilisation entre 50% et 60% est de 79% alors qu'elle est
beauoup plus faible pour les autres approhes, 44% pour la séletion aléatoire et 48%
pour la tehnique de séletion basée sur les oûts de transport. Le bénée réalisé est
don non négligeable sur plusieurs niveaux. En eet, il permet d'assurer une meilleure
utilisation des ressoures du réseau, de supporter une harge supérieure par rapport aux
tehniques et omme nous allons voir, d'orir une meilleure qualité de servie.
Ces onstations sont orroborées par ailleurs par les valeurs de variation des taux
d'utilisation des liens illustrées dans la gure 4.15. L'approhe de ollaboration a-
tive présente la dispersion la plus faible pour les taux d'utilisation e qui traduit une
meilleure répartition de la harge par rapport aux autres tehniques.
Gain en utilisation moyenne du réseau Par rapport à la séletion aléatoire, les
gains qui peuvent être atteints en termes d'utilisation moyenne du réseau sont très inté-
ressants. La moyenne des gains sur l'ensemble des simulations que nous avons eetuées
a été de l'ordre de 45% pour la ollaboration ative et de 52% pour la ollaboration
passive (gure 4.16). Les résultats obtenus démontrent que la ollaboration entre les
ateurs du transport et les ateurs du servie est une option onrète dans l'optimisa-
tion de leurs environnements. Et si le gain réalisé par la ollaboration passive est plus
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important, il se paye aux prix d'une moins bonne répartition de harge mais aussi de
performanes moins intéressantes omme nous allons le voir. Ce gain plus important
s'explique par ontre par le fait que la ollaboration ative pousse enore plus loin la
possibilité d'utiliser des hemins réseaux plus longs. Le fateur déterminant entre les
deux tehniques reste les taux d'utilisation des liens au départ du proessus et l'arbitre
devient leur oût d'utilisation pour l'aheminement du tra. En onséquene, l'utilisa-
tion d'un plus grand nombre de liens par l'approhe ative assure une meilleure gestion
des ressoures au détriment d'un gain global légèrement plus faible.
Latene moyenne réduite Nous avons onstaté dans les résultats de nos simulations
que la latene moyenne dans le réseau est meilleure pour l'approhe de ollaboration
ative. La bonne gestion de l'ensemble des ressoures du réseau assure une meilleure
disponibilité pour l'aheminement du tra dont tire prot diretement les servies
appliatifs et leurs utilisateurs (gure 4.16).
4.3.3 Synthèse et onlusions
Les résultats fournies par les simulations réalisées nous onfortent dans notre théo-
rie de développement d'une nouvelle approhe inter-ouhes qui permet aux diérents
ateurs de ollaborer, mettre à disposition leurs informations et ressoures en vue d'as-
surer une optimisation onjointe de leurs performanes. Nous avons bien onstaté des
gains dans le réseau qui aetent diretement et indiretement le tra des servies
appliatifs.
L'apport indéniable de la ollaboration ative n'est pas uniquement dédié au rat-
trapage des launes inhérentes à l'approhe de ollaboration passive mais surtout à
l'amélioration des performanes du proessus global. Bien que les informations soient
mise à jour à des instants disrets dans le temps pour les deux approhes, la ollabora-
tion ative hérite d'un proédé optimal de répartition de harge. Nous avons onstaté
la diérente entre les résultats des deux approhes par rapport à e aspet et leurs
réperussions sur l'ensemble des indiateurs de performanes que nous avons analysés.
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4.4 Évaluation de l'appliation de l'approhe de ollabora-
tion à un système P2P
Nous avons présenté dans la setio 3.2 une arhiteture pair-à-pair optimisée pour
distribution de ontenus. Nous allons proéder dans ette setion à l'évaluation de l'ap-
pliation de l'approhe de ollaboration dans e système à travers les performanes du
réseau et de l'appliation P2P. Nous présenterons les détails et les résultats des simula-
tions que nous avons eetuées.
4.4.1 Présentation des paramètres de la simulation
Nous avons utilisé le modèle analytique présenté dans la setion 4.1 pour modéliser le
réseau de transport qui supportera l'appliation P2P. La diérene réside dans la nature
du modèle appliatif qui est une arhiteture P2P spéique ontrairement au modèle
lient-serveur employé dans les préédentes simulations.
Notre système P2P est aratérisé par des paramètres qui lui sont spéiques omme
la taille de haque groupe (le nombre de pairs qu'il ontient) ou la taille de haque
arbre de groupes. Notre objetif étant d'évaluer le gain en performane que pourrait
apporter la mise en oeuvre d'une ollaboration inter-ouhes, nous n'avons pas herhé
à optimiser le paramétrage du système P2P mais nous restons onsients qu'il y a là
aussi d'intéressantes perspetives. Nous avons proédé en onséquene à des hoix de
onguration présentés dans la table 4.4. En partiulier, notons que nous avons réalisé
tout de même les simulations ave trois tailles d'arbres de groupes diérentes 5, 10, 15
et dans les mêmes onditions.
Table 4.4  Prinipaux paramètres des simulations
Paramètre Utilisation faible
Utilisation
moyenne
Nombre de pairs par groupe 9
Nombre de groupes par arbre 6
Capaité exédentaire de
transmission par groupe
2
Taux moyen initial
d'utilisation réseau
20.35 % 40.34 %
Taux moyen d'utilisation
réseau après simulation
22.69 % 42.96 %
Nombre moyen de pairs dans
le réseau
3513 4887
Débit appliatif [0.9, 1.5℄ Mbps [0.9, 1.5℄ Mbps
Nombre de simulations 600 600
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La onstrution du réseau P2P est réalisée suivant des onditions établies. Les arbres
sont onstitués en priorité par les groupes qui se trouvent dans le même PID. De même,
les groupes sont onstitués en priorité par les pairs qui se trouvent dans le même PID.
Nous réduisons ainsi le tra inter-PID en permettant à l'appliation P2P d'exploiter
les informations de loalisation fournies par la arte du réseau. Dans les simulations,
après la génération d'un nombre aléatoire de lients durant haque itération, les groupes
et les arbres sont formés suivant un ordre aléatoire pour simuler l'arrivée aléatoire
de nouveaux utilisateurs dans le réseau. Les onnexions entre les arbres sont ensuite
déidées par l'appliation P2P qui exploite les servies d'informations ou de séletion
oerts par l'opérateur réseau.
4.4.2 Résultats des simulations
Les performanes de diérentes tehniques utilisées pour optimiser les onnexions
entre les arbres du réseau P2P sont omparées. Ces tehniques se basent sur des mé-
triques spéiques et font intervenir un proessus de séletion au niveau appliatif ou
bien au niveau réseau.
1. La tehnique de séletion aléatoire
2. La tehnique de séletion exploitant des informations de distane
3. La tehnique de séletion exploitant les oûts de transport
4. La tehnique de séletion par le réseau, qui exploite les oûts de transport et les
met à jour en temps réel.
Les résultats des simulations sont ensuite analysés pour évaluer les performanes de
transport des ux de données, elles du réseau et elles des servies appliatifs omme
nous allons le voir.
Taux d'utilisation des liens Les taux d'utilisations des liens du réseau est un indi-
ateur d'une bonne distribution de harge. Il s'agit d'un aspet important à prendre en
onsidération pour exploiter pleinement et de manière eae l'ensemble des ressoures
disponibles dans le réseau. Nous présentons les taux d'utilisation des liens au ours une
simulation unique dans la gure 4.13 (ar il n'est pas possible de faire une représentation
de es valeurs par rapport à l'ensemble des simulations au regard de ertains paramètres
aléatoires qui varient). Nous remarquons dans ette gure quelques pis d'utilisation qui
orrespondent à des liens sur-utilisés. L'approhe ative de ollaboration est par ailleurs
la seule qui arrive à respeter la limite d'utilisation des liens que nous avons xé à 80%.
L'intérêt qui peut sembler léger dans e as partiulier est non négligeable. En eet,
un lien très utilisé dans le réseau est généralement un lien qui appartient à plusieurs
hemins liant diérents PIDs du réseau. Si un tel lien est ongestionné, toutes les entités
appliatives dans tous les PIDs qui exploitent des hemins réseaux inluant e lien seront
aetées. Pour es raisons, nous partons dans notre approhe du onstat que haque
lien est important mais aussi que eux qui sont les plus utilisés sont généralement les
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plus importants. En arrivant à limiter l'utilisation des liens et à les ontenir sous er-
tains de séurité, nous assurons une meilleure résiliene dans le réseau aux bénées des
appliations et de leurs utilisateurs.
Distribution des taux d'utilisation des liens Nous avons omparé la distribution
des taux d'utilisation des liens pour les diérentes approhes par rapport à l'ensemble
des simulations que nous avons réalisées ave des profondeurs d'arbres diérentes. Ces
valeurs fournissent un indiateur de la bonne répartition de la harge dans le réseau.
Les gures 4.17, 4.18 et 4.19 illustrent la répartition des taux d'utilisation des liens res-
petivement pour les appliations P2P paramétrées des profondeurs d'arbres de taille 5,
10 et 15. Nous onstatons à travers es résultats que l'utilisation des oûts de transport
permet de limiter l'utilisation intensive de ertains liens. Ainsi la harge est positionnée
sur des liens plus faiblement utilisés. L'éart est notable entre les métriques oût de
transport et distane où en moyenne pour haque simulation 5 liens en plus sont dans
la plage d'utilisation entre 60% et 70%. Pour la tehnique de séletion aléatoire, la dié-
rene est onsidérable. Nous onstatons aussi que l'éart entre les diérentes tehniques
a tendane à se réduire quand la taille des groupes d'arbres augmentent. En eet, une
taille d'arbre plus importante résulte en un nombre plus important de lients onnetés
entre eux. Le tra entre les PIDs est réduit et la harge sur les liens inter-PID du
réseau est ontenue. En onséquene, les diérenes entre l'utilisation de telle ou telle
métrique deviennent moins prononées quand la harge de tra est plus petite. Cepen-
dant, le gain réalisé reste intéressant pour diérentes raisons. D'un té, une meilleure
utilisation des ressoures du réseau, est assurée e qui permet de supporter une harge
supérieure par rapport et d'un autre té, la qualité de servie dans le réseau se trouve
améliorée.
Variane des taux d'utilisation des liens du réseau La variane de l'utilisation de
liens réseaux est un autre indiateur pour analyser les onséquenes de l'utilisation d'une
métrique ou tehnique partiulière sur les performanes du réseau. En aratérisant la
dispersion des taux d'utilisation des liens, la variane permet de remonter les plages
supérieures d'utilisation des liens. Nous présentons la variation de la variane des taux
d'utilisation des liens pour un ensemble de simulations dans les gures 4.20, 4.21 et
4.22 respetivement pour des tailles d'arbres de 5, 10 et 15 groupes. Le premier sous-
ensemble des simulations porte sur des taux initial d'utilisation d'environ 20% et le
sous-ensemble restant porte sur un taux d'environ 40%. Ces gures montrent que les
variations les plus faibles sont rendues en utilisant la métrique oût de transport. La
séletion faite par le réseau permet d'obtenir des résultats légèrement meilleures mais
l'utilisation de la métrique oût de transport qui est basée sur les informations de bande
passante disponible des liens assure une variation plus faible des taux d'utilisation par
rapport à la métrique distane. Cette variane plus faible indique une faible dispersion
des taux d'utilisation. Pour des moyennes sensiblement équivalentes, elle assure des pis
d'utilisation moins présents que les autres tehnique e qui résulte en une meilleure
répartition de harge au sein du réseau.
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Figure 4.17  La distribution des taux d'utilisation des liens du réseau des diérentes
tehniques de séletion pour une taille d'arbre de 5
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Figure 4.18  La distribution des taux d'utilisation des liens du réseau des diérentes
tehniques de séletion pour une taille d'arbre de 10
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Gain en utilisation moyenne du réseau Nous présentons dans la gure 4.23 les
gains moyens sur l'ensemble des simulations réalisés par haque tehnique de séletion
par rapport à la séletion aléatoire pour les diérentes tailles d'arbres que nous avons
modélisées. Notre première onstatation porte sur les valeurs de gains réalisés qui os-
illent ente 8% et 15%. Pour un tra, en l'ourrene ii elui de l'appliation P2P,
qui représente entre 4% et 10% du tra total dans le réseau, es valeurs sont non
négligeables. Assoiées à d'autres types de servie omme les CDNs, les gains umulés
peuvent ontribuer à atteindre une meilleure eaité du réseau qui se traduit en une
meilleure qualité pour les servies appliatifs.
Si nous omparons par ailleurs les tehniques entre elles, nous onstatons que l'utili-
sation de la métrique oût de transport permet de réaliser des gains supérieurs. Contrai-
rement aux résultats que nous avons obtenus dans les simulations que nous avons réa-
lisées ave des servies de type lient-serveur, la métrique distane n'ore pas toujours
le meilleure gain. En eet, dans un réseau P2P, le nombre de soures de données est
beauoup plus important que dans un réseau de distribution de ontenus où le nombre
de serveurs est limité. Au nal, en termes de distane ou nombre de liens utilisés, les
deux métriques obtiennent des résultats omparables mais le gain en utilisation penhe
en faveur de la métrique oût de transport.
La dernière onstatation que nous pouvons faire onerne la variation du gain en
fontion du nombre de groupes dans haque arbre. Nous remarquons que le gain tend
à augmenter légèrement quand le nombre de groupes augmentent. Ces valeurs s'ex-
pliquent par une diminution du tra sur les liens entre les PIDs au prix d'un retard
supplémentaire dans la distribution des données. En eet, les données sont distribuées
plus rapidement dans un arbre ontenant 5 × 9 lients que dans un groupes ontenant
15 × 9. Ces valeurs montrent qu'augmenter la taille des groupes ne permettent pas de
réaliser un gain signiatif. Mais l'approhe peut être intéressante quand le réseau est
soumis à une forte harge de tra.
Latene moyenne réduite La latene moyenne alulée dans le réseau montre que
l'utilisation de la métrique oût de transport assure une meilleure uidité du tra qui
se traduit en un meilleur temps du réponse du réseau. La bonne gestion de l'ensemble
des ressoures disponibles prote ainsi aux utilisateurs aussi (gure 4.24).
4.4.3 Synthèse et onlusions
Les diérents résultats que nous avons présenté dans ette setion portent surtout
sur les performanes de ertaines tehniques de séletion appliquées à notre modèle P2P
de distribution de ontenu. Pour hoisir une soure de données appropriée pour haque
arbre du réseau P2P, nous avons omparé les métriques oût de transport et distane.
Ces tehniques s'insèrent dans le modèle de ollaboration que nous étudions. L'éhange
d'informations entre le réseau et l'entité de gestion du réseau P2P a permis de réaliser
des gains intéressants quant à l'utilisation du réseau, d'améliorer la répartition de la
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harge du tra P2P sur l'ensemble du réseau et d'assurer ainsi une meilleure réponse
du réseau aux solliitations des lients P2P.
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4.5 Évaluation de l'approhe ollaborative sur un proto-
type d'un système de distribution de ontenus
Nous présenterons dans ette setion les travaux que nous entrepris pour dévelop-
per un prototype de test sur des systèmes réels. Nous ommenerons par présenter le
prototype, le ontexte et l'environnement des tests menés puis nous détaillerons la pro-
édures des tests. Nous analyserons ensuite les résultats que nous avons obtenus an de
produire une synthèse de l'expériene.
4.5.1 Présentation du prototype de test
Nous avons hoisi de développer un prototype d'un système de distribution de onte-
nus en intégrant les fontionnalités de base. Ces systèmes sont largement utilisés au-
jourd'hui pour améliorer l'aheminement des ontenus vers les utilisateurs naux et
onstituent un as d'appliation très intéressant pour nos études.
4.5.1.1 Le prototype CDN
Nous nous sommes basés sur arhiteture simple pour dénir le fontionnement du
système. Trois fontions prinipales ont été implémentées :
Contrleur CDN : Cet élément fontionnel réeptionne les requêtes HTTP Get
des lients. Il hoisit un serveur de distribution suivant une ou plusieurs politiques
de déision prédénies et renvoie au lient une rediretion vers le serveur retenu.
Serveur ahe CDN : Cet élément est un serveur de distribution qui dispose des
ontenus suseptibles d'intéresser les utilisateurs. Il reçoit les requêtes des lients
et les traitent. Dans notre implémentation, et élément est apable de servir tout
type de ontenu. Il interagit en HTTP ave le lient( un navigateur web par
exemple). Les ontenus vidéo peuvent être transmis à un débit égal à elui de la
vidéo pour émuler un servie de "live streaming".
Client HTTP : Bien que les navigateurs soient susants pour interagir ave les
autres fontionnalités du système, nous avons développé notre propre lient HTTP
an de pouvoir analyser plus nement les détails du ux appliatif. Le lient est
apable de transmettre des requêtes et traiter des réponses en HTTP.
L'ensemble des éhanges entre es entités aboutissant à l'aheminement du ontenu
au lient nal est illustré dans la gure 4.25.
4.5.1.2 Le prototype CINA
Le prototype CDN que nous venons de présenter applique des politiques prédénies
pour le hoix d'un ahe de distribution à haque lient. Ces politiques s'appuient sur
des informations fournies par le réseau d'où le besoin de s'appuyer sur l'arhiteture
CINA pour permettre l'éhange d'informations entre le prototype CDN qui fait oe
de servie appliatif et le serveur CINA qui synthétise les informations réseau. Les
fontionnalités implémentées omprennent :
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Figure 4.25  Illustration des éhanges entre les entités fontionnalités développées
pour le prototype CDN
Serveur CINA : Ce serveur éhange ave le servie appliatif les informations
néessaires pour l'optimisation du tra dans le réseau. Le protoole de ommu-
niation est le protoole ALTO étendu ave les fontionnalités et informations
spéiques à CINA omme la matrie de proportions. Le protoole d'enapsula-
tion est le protoole HTTP. Dans notre modèle de test, le serveur CINA reçoit
une requête du prototype CDN au début de l'expériene pour réupérer les infor-
mations pertinentes au réseau.
Client CINA : le lient CINA est embarqué dans le système CDN. Il interagit ave
le serveur CINA pour transmettre et reevoir des informations et les aheminer à
l'entité de déision du Contrleur CDN.
Les interations entre l'ensemble des entités fontionnelles du prototypes sont dérites
dans la gure 4.26. L'exéution des diérentes phases du système sont indépendantes.
En eet, les interations entre le servie CDN et le réseau peuvent être programmées
périodiquement dans le temps. Dans notre modèle de test, l'éhange d'informations a
lieu juste avant de ommener l'exéution du servie appliatif ('est-à-dire l'ahemi-
nement des données aux lients qui demandent un ontenu). Pendant ette phase, les
informations qui seront réupérées seront utilisées par l'algorithme de séletion pour
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hoisir un serveur ahe.
Les étapes [1− 6] illustrent don la phase d'exéution du servie CDN :
 Etape 1 : Le lient demande un ontenu au ontrleur CDN via une requête HTTP
 Etape 2 : Le module HTTP du ontrleur CDN demande au module de séletion
de hoisir un serveur ahe pour servir le lient
 Etape 3 : Un serveur retenu et son adresse IP est transmise au module HTTP
 Etape 4 : Une rediretion HTTP est transmise au lient en réponse à sa requête
 Etape 5 : Le lient transmet une nouvelle requête au serveur ahe
 Etape 6 : Le serveur transmet le ontenu demandé au lient
Les étapes [I − IV ] illustrent l'éhange d'informations entre le lient et le serveur
CINA :
 Etape I : Le module de séletion du ontrleur CDN fait appel au lient CINA
pour ommener un éhange d'informations ave le réseau
 Etape II : Le lient CINA prépare et transmet les requêtes au serveur
 Etape III : Le serveur CINA traite les requêtes et envoie les informations aux
lient.
 Etape IV : Le lient traite la réponse du serveur CINA et transmet le ontenu
au module de séletion qui va les exploiter pour hoisir un serveur approprié à
haque lient.
Chaque étape indique qu'il y a eu une ou plusieurs interations entre les entités. Nous
ne dérivons pas en détail dans la gure 4.26 l'ensemble des éhanges qui ont lieu dans
leurs phases respetives mais nous indiquons qu'il y a un aheminement logique d'in-
terations entre les entités. A titre d'exemple, l'algorithme de séletion peut demander
la arte du réseau pour situer un nouveau ahe serveur. Il utilise le lient CINA pour
transmettre la demande au serveur CINA. Le lient CINA reçoit les informations en
réponse et les fournit au module de déision.Il peut demander par la suite la mise à jour
d'une matrie de distane et ommener ainsi un nouvel éhange.
156
4.
5
.
É
v
a
l
u
a
t
i
o
n
d
e
l
'
a
p
p
r
o

h
e

o
l
l
a
b
o
r
a
t
i
v
e
s
u
r
u
n
p
r
o
t
o
t
y
p
e
d
'
u
n
s
y
s
t
è
m
e
d
e
d
i
s
t
r
i
b
u
t
i
o
n
d
e

o
n
t
e
n
u
s
Figure 4.26  Illustration des étapes de fontionnement du prototype à travers les interations entre les diérentes entités
fontionnelles
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4.5.1.3 Le module de monitoring réseau
L'ensemble des informations qui sont rendues disponibles au serveur CINA sont ré-
upérées par un module de monitoring dédié. Ce module dispose des droits aès aux
diérentes équipements réseaux pour réaliser les tâhes suivantes :
Constrution de la arte du réseau Déterminer l'ensemble des réseaux qui sont
desservis par haque routeur pour onstruire une arte du réseau où haque adresse
réseau appartient à un PID. Ces informations sont ensuite stokées en base pour
permettre de déterminer le hemin entre deux réseaux.
Calul de la métrique distane Déterminer la distane en termes de nombre de
noeuds réseaux entre les PIDs à travers le plan de routage.
Calul de la métrique distane Déterminer la latene du hemin aller-retour
entre tous les PIDs. Cette métrique est alulée en opérant des ping diretement
depuis les routeurs de bout-en-bout entre les PIDs.
L'ensemble de es informations est stokées dans une base de données onsultables
par le serveur CINA. Ce dernier ne ommande pas le module de monitoring dans notre
modèle. L'exéution du module est eetuée avant haque test pour mettre à jour les
informations réseaux. Le serveur CINA réupère le ontenu de la base et met à jour les
diérentes artes et matries mises à dispositions des servies appliatifs.
4.5.2 Le réseau de test
4.5.3 Présentation de la plateforme de test
Nous avons évoqué en début de e hapitre les diultés de réalisation de e genre de
tests qui requièrent la maîtrise d'un réseau étendu et représentatif et la disposition d'une
population de lients et d'un ensemble de serveurs pour pouvoir évaluer eaement
nos travaux. Nous avons opté pour l'utilisation d'une plateforme d'expérimentation
d'Orange qui ore une large étendue en inter-onnetant des sites à Lannion, à Rennes
et à Paris. Les équipements réseaux sont similaires aux équipements présents dans le
réseau de prodution ar utilisés à des ns de tests. La plateforme ore diérentes types
de réseaux d'aès omme l'ADSL, la bre ou les réseaux mobiles. Certaines mesures de
séurité et ertaines ontraintes logistiques ne permettaient pas une exploitation parfaite
de la plateforme. Il n'était pas possible ainsi de onneter diretement des équipements
omme les serveurs aux équipements réseau mais il fallait passer par des agrégations de
vlans mise à disposition de notre laboratoire. La deuxième ontrainte onernaient le
nombre de lients simultanés que nous pouvions avoir pendant haque test. Nous avons
du équiper des serveurs physiques de plusieurs artes réseau. Nous avons exéuté ensuite
un ertain de nombre de lients sur la mahine en les départageant sur l'ensemble des
interfaes réseau. Chaque interfae représente ainsi un PID et les lients qui l'utilisent
appartiennent à e PID. La plateforme de test utilisée est présentée dans la gure 4.27.
L'ensemble des paramètres de la plateforme et du servie est détaillé dans la table 4.5.
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Table 4.5  Paramètres des tests
Paramètre Détail Loalisation Mahine physique
PID1 10 lients Lannion 1
PID2 10 lients Lannion 1
PID3 10 lients Lannion 2
PID4 Contrleur CDN Lannion 4
PID5 10 lients Paris 3
PID6 Serveur ahe Lannion 4
PID7 10 lients Lannion 1
PID8 10 lients Lannion 2
PID9 Serveur ahe Lannion 5
PID10 Serveur ahe Paris 6
Table 4.6  Conguration des servies CDN
PID
CDN-A CDN-B
Clients Serveurs Contrleur Clients Serveurs Contrleur
1 5 0 0 5 0 0
2 5 0 0 5 0 0
3 5 0 0 5 0 0
4 0 0 1 4 0 1
5 5 0 0 5 0 0
6 0 1 0 0 0 0
7 5 0 0 5 0 0
8 5 0 0 5 0 0
9 0 1 0 0 1 0
10 0 0 0 0 1 0
4.5.3.1 La onguration des servies CDN
Nous avons apporté une attention partiulière depuis les débuts de nos travaux sur
la ollaboration entre appliations et réseaux sur la gestion de plusieurs servies appli-
atifs simultanément, pour garantir une meilleure appliation dans un environnement
de prodution et atteindre de meilleures performanes. Dans ette optique, nous avons
déni dans notre modèle de test deux servies CDN indépendants disposant haun de
son ontrleur, ses serveurs ahe et ses lients (table 4.6).
4.5.3.2 Les résultats des rediretions des lients
Nous avons appliqué quatre politiques de séletion diérentes pour la rediretion
des lients vers les serveurs de haque CDN :
Rediretion irulaire : Le ontrleur séletionne un serveur de façon irulaire
dans la liste de serveurs disponibles à haque requête lient. Cette approhe permet
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de balaner la harge équitablement sur l'ensemble des ahe CDN disponibles
dans le réseau sans se souier des onditions de transport.
Utilisation de la matrie de oût distane .
Utilisation de la matrie de oût latene .
utilisation de la matrie de proportions : Cette politique de séletion applique
l'approhe de ollaboration ative pour déterminer l'ensemble des hoix optimaux
en fontion du nombre et des loalisations des lients et des serveurs. En ignorant
les onditions réelles de tra dans la plateforme de test, nous avons opté de partir
d'un tra initial nul dans nos aluls.
Nous résumons le résultats des rediretions des lients pour haque approhe pour
le CDN-A dans la table 4.7 et pour le CDN-B dans la table 4.7.
Table 4.7  Présentation des résultats des rediretions des lients du CDN-A vers les
serveurs loalisés dans les PIDs 6 et 9
PID Client
Séletion Métrique Métrique Séletion
Cirulaire Distane Latene Optimale
PID6 PID9 PID6 PID9 PID6 PID9 PID6 PID9
1 3 2 0 5 5 0 3 2
2 3 2 0 5 5 0 4 1
3 1 4 0 5 5 0 1 4
5 2 3 0 5 5 0 4 1
7 0 5 5 0 5 0 4 1
8 4 1 5 0 5 0 1 4
Table 4.8  Présentation des résultats des rediretions des lients du CDN-B vers les
serveurs loalisés dans les PIDs 9 et 10
PID Client
Séletion Métrique Métrique Séletion
Cirulaire Distane Latene Optimale
PID9 PID10 PID9 PID10 PID9 PID10 PID9 PID10
1 2 3 5 0 5 0 4 1
2 4 1 5 0 5 0 4 1
3 3 2 5 0 5 0 1 4
5 3 2 0 5 0 5 2 3
7 0 5 5 0 5 0 2 3
8 3 2 5 0 5 0 4 1
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4.5.4 Les résultats des tests
Nous présentons dans ette setion les résultats d'exéution du prototype que nous
avons développé sur la plateforme de test présentée préédemment. Nous avons proédé à
la apture du tra relatif aux servies CDN sur haque interfae réseau pour l'analyser.
Nous avons enregistré aussi les informations d'exéution de haque lient appliatif
HTTP que nous avons lané pour déterminer les instants de réeption des données. Ces
données fournissent toutefois des informations redondantes ave elles fournies par la
apture du tra plus bas dans la ouhe réseau.
4.5.4.1 La mesure des débits appliatifs de haque PID
Nous avons analysé les sessions TCP des utilisateurs des deux servies appliatifs pour
mesurer les débits de données dont a bénéié haque PID assoié à une politique de
séletion spéique indépendamment du servie. Le débit appliatif est un indiateur
de la apaité du réseau à absorber eaement les données générées par les deux
servies CDNs. Ce débit dépend diretement du hemin réseau emprunté par le tra
ar généralement il est est limité par la portion la moins uide du hemin qui ne peut
supporter une débit supérieur. Nous présentons les débits appliatifs des PIDs lients
dans les gures 4.28 à 4.33.
Les résultats obtenus montrent que la politique de séletion optimale, qui s'appuie
sur l'approhe de ollaboration ative entre le réseaux et les deux servies appliatifs,
permet d'entretenir souvent des débits légèrement supérieurs à eux des autres teh-
niques de séletion. Dans le même registre, la durée moyennes des diérentes sessions
TCP des utilisateurs de haque PID est plus ourte quand la séletion optimale est
employée e qui va de pair ave un débit appliatif légèrement supérieur. Quand aux
autres politiques de séletion, les résultats montrent que les tehniques ont produit des
performanes sensiblement équivalentes. Il y a quelques diérenes qui se remarquent
entre les diérents PIDs ave un léger avantage pour l'une ou l'autre. Les politiques
de séletion basée sur les métriques distane et latene orent ainsi de meilleures per-
formanes dans les PIDs 7 et 8 grâe à une loalisation favorable, prohe d'un serveur
ahe. La séletion irulaire de serveurs a permis ependant d'orir des débits équiva-
lents pour les PIDs 1, 2 et 3 grâe à une répartition du tra sur les diérents serveurs de
haque servie prototype CDN. Cette répartition, non optimale et pas toujours garan-
tie, assure une distribution de harge sur plusieurs hemins réseaux ontrairement aux
métriques distane et latene qui s'emploie à utiliser l'unique hemin qui minimise la
métrique. Nous rappelons toutefois que es résultats enourageants restent insusants
pour jauger de façon indéniable les performanes des diérentes approhes que nous
avons omparé. En eet, les ontraintes de l'aès indiret à travers des agrégations de
vlans à la plateforme de test peuvent fausser les résultats de performane.
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Figure 4.28  Débit du servie appliatif du PID 1
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Figure 4.29  Débit du servie appliatif du PID 2
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Figure 4.30  Débit du servie appliatif du PID 3
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Figure 4.31  Débit du servie appliatif du PID 5
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Figure 4.32  Débit du servie appliatif du PID 7
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Figure 4.33  Débit du servie appliatif du PID 8
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4.5.4.2 La mesure d'autres indiateurs de performane
Le RTT moyen par PID Nous avons mesuré aussi les RTT des sessions TCP dans
les diérents PID à travers les aptures de tra eetuées. Nous voulions mesurer un
RTT moyen dans le temps pour haque PID an de omparer les diérentes politiques de
séletion. Nous présentons es résultats dans les gures 4.34 à 4.39. Il est ependant plus
diile de se prononer sur l'eaité de et indiateur que elui du débit appliatif.
En eet, nous nous sommes assurés au préalable que nos aès à la plateforme de test
sont apables de supporter la harge de tra que nous générions ave nos prototypes
CDN. Ainsi, le débit appliatif ne se trouve pas handiapé par les hemins d'aès à la
plateforme. Nous ne pouvons faire de même pour la latene sur es hemins. Dans e
ontexte, malgré que dans ertaines gures, nous pouvons aperevoir une performane
légèrement meilleure pour la tehnique de séletion optimale, une analyse prudente de
notre environnement de test nous empêhe de tirer des onlusions de es résultats.
D'autres indiateurs Toujours soumis aux mêmes ontraintes, d'autres indiateurs
omme le taux de perte de paquets, le taux de paquets désordonnées ou bien le nombre
de retransmissions sont autant de mesures que nous sommes apables de présenter mais
dont la valeur est altérée par les tronçons ommuns d'aès à la plateforme de tests.
Cette topologie partiulière nous empêhe de savoir quelle est l'origine de perte d'un
paquet par exemple. Nous nous sommes abstenus de présenter ainsi es gures.
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Figure 4.34  RTT moyen pour les sessions des utilisateurs du PID 1
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Figure 4.35  RTT moyen pour les sessions des utilisateurs du PID 2
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Figure 4.36  RTT moyen pour les sessions des utilisateurs du PID 3
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Figure 4.37  RTT moyen pour les sessions des utilisateurs du PID 5
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Figure 4.38  RTT moyen pour les sessions des utilisateurs du PID 7
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Figure 4.39  RTT moyen pour les sessions des utilisateurs du PID 8
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4.5.4.3 Analyse de la répartition de la harge dans le réseau
Nous avons alulé le taux d'utilisation des diérents liens utilisés dans la plateforme à
travers la onnaissane des hemins réseaux empruntés par le tra. Nous avons supposés
un tra initial nul dans le réseau pour deux raisons. La première raison est la apaité
de transfert des liens et équipements de la plateforme qui dépasse souvent 1Gbps. Nous
avons pris ette valeur omme référene dans nos aluls. La seonde raison est la
réalisation des diérents tests pendant des heures de faible utilisation du réseau pour
éviter les perturbations.
Nous présentons don la répartition des taux d'utilisation des liens, qui est une faible
utilisation entre 0 et 8% environ, dans la gure 4.40. Nous pouvons voir que la séletion
optimale a permis de ontenir l'utilisation des liens en dessous de 4%, e qui équivaut
à un débit eetif de 40Mbps. Les autre tehniques de séletion présentent un ertain
nombre de liens qui dépassent ette valeur d'utilisation. C'est la tehnique qui exploitent
les métriques de latene qui obtient les taux d'utilisation les plus élevés. En eet, à
travers les résultats des rediretions des lients présentés dans les tables 4.7 pour le
CDN-A et 4.7 pour le CDN-B, nous remarquons que le plus grand nombre de lients
redirigés ensemble vers le même serveur (55 lients en tout entre les deux CDNs sont
redirigés vers le serveur dans le PID 6) est réalisée par ette politique de séletion. Ces
hoix mènent don évidemment à une utilisation plus intensive de ertains liens, même
si dans notre plateforme de test, es valeurs d'utilisation ne présentent pas de besoins
d'ations.
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Figure 4.40  Répartition des taux d'utilisation des liens pour les diérentes tehniques
de séletion
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4.5.5 Conlusion et synthèse
Les développement et tests que nous avons menés durant nos travaux nous ont
permis de valider le fontionnement de ertains systèmes omme l'interfae CINA et
de mesurer l'importane de la haîne de bout-en-bout depuis la surveillane du réseau
jusqu'à l'utilisation des informations par les servies appliatifs. Si ertains résultats
obtenus se sont avérés diilement exploitables, il n'en reste néanmoins que les proto-
types sont aptes à des tests de plus grande envergure et dans un environnement plus
adapté.
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Nous avons onsaré nos eorts durant ette thèse au développement d'une nouvelle
vision sur les relations entre opérateurs réseaux et fournisseurs de servies. Nous es-
pérons à travers es travaux ontribuer à une nouvelle hégémonie dans la gestion du
transport de données basée sur une ollaboration mutuelle et frutueuse. Les approhes
de ollaboration ative et passive que nous proposons sont les pierres angulaires de ette
hégémonie. Elles se basent sur une interfae de ollaboration dont l'essene est tirée du
monde IT ave pour objetif de respeter trois points fondamentaux :
 Simpliité : pour permettre une adoption faile à très large éhelle et sans mobilisa-
tion de lourds investissements ni eorts. L'interfae CINA à e titre, extension du
protoole ALTO lui même protole JSON enapsulé dans HTTP, est un exemple
d'ingéniosité dans la réalisation simple et évolutive de framework de ommunia-
tion.
 Eaité : la ollaboration n'a de sens que si elle apporte une valeur ajoutée et
de manière eae. Cette eaité se mesure par la apaité de nos tehniques à
répondre à des besoins avérés en QoE pour les servies et en meilleure gestion des
ressoures pour les réseaux à travers une répartition plus ne du tra dans le ré-
seau. Pour atteindre es objetifs, nous avons porté énormément d'attention dans
nos travaux à la prise en ompte à la fois des besoins mais aussi des ontraintes de
haque ateur an d'apporter une réponse eae à la problématique de haque
ateur.
 Adéquation : Le adre d'exploitation de toute tehnique est un paramètre fonda-
mental qui doit être tenu en onsidération dans sa oneption. Pour ette raison,
notre approhe a été adaptée aux exigenes d'ateurs diérents an de permettre
et failiter son exploitation. Nous pouvons que la répartition du tra dans notre
modèle est réalisée au niveau appliatif par les appliations qui en sont la soure.
En eet, ette approhe est adaptée au ontexte atuel où les servies sont pro-
posés par des ateurs internet dont le tra est étranger aux opérateurs réseaux.
En onséquene, une gestion au niveau appliatif de e tra est plus adaptée
qu'une intervetion dans le réseau pour des diérentes raisons tehniques, légales
et nanières. Cependant, les déisions sont prises soient au niveau appliatif soit
au niveau réseau suivant l'approhe de ollaboration adoptée.
Ces points fondamentaux ont été pris en onsidération depuis les travaux d'élabora-
tion de l'arhiteture fontionnelle et la spéiation de l'interfae. Les eorts qui ont
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été investis dans es tâhes nous permettent d'aujourd'hui de proposer des tehniques
qui avanent des avantages indéniables en termes de quantité de ressoures néessaires
aux déploiements et de failité d'exploitation outre les performanes atteintes.
Les deux approhes de ollaboration proposées orent par ailleurs plus de exibilité
dans les adres de ollaboration bilatéraux entre opérateurs réseaux et fournisseurs
de servies. Les ontraintes et les besoins de haun permettent de dénir le niveau
de ollaboration à retenir pour ahever une meilleure gestion du tra injeté dans le
réseau et en onséquene une meilleure QoE pour les utilisateurs. Si les performanes
atteintes onstituent l'intérêt majeur de l'emploi de notre approhe de ollaboration, il
n'en reste pas moins que permettre un éhange d'informations entre des ateurs réseaux
et servies de façon simple et séurisante est une approhe très prometteuse à l'heure
de la restruturation de la haîne de valeur de distribution des ontenus. Dans ette
perspetive, l'interfae CINA a été pensée pour permettre l'exploitation de ertains
servies réseaux par les appliations en vue de pousser enore plus loin les améliorations
des performanes aussi bien té réseaux que té appliations. Ainsi, un servie de
transmission multiast qui substituerait à un mode de distribution en P2P est apable
d'alléger la harge de tra dans le réseau et d'améliorer la qualité de servie dont
bénéie l'appliation.
Ces performanes que nous évoquons ont été présentées et analysées pour évaluer nos
propositions à travers des simulations analytiques et des expérimentation réelles. les
résultats obtenus sont très prometteurs et annonent des gains réalisés non négligeables
de l'ordre de 40 à 50 % pour les opérateurs réseaux et une nette amélioration des
performanes de transport pour les servies appliatifs. Les expérienes eetuées dans
un réseau physique ont permis de onsolider les résultats obtenus.
Les diérents travaux que nous avons entrepris durant la thèse ont fait l'objet de plu-
sieurs publiations dont trois internationales. Dans [MES
+
11b℄, nous présentons le déve-
loppement de l'interfae de ollaboration CINA en ours de spéiation dans le projet
ENVISION. Ensuite, nous présentons notre arhiteture fontionnelle dans [Ell12℄. Nous
détaillons les diérents modules fontionnels et nous introduisons le modèle d'éhange
mutuel d'informations. Puis nous développons le modèle ollaboration entre réseaux et
appliations qui permet de proter des servies réseaux mis à disposition. Dans [EMT12℄,
nous avons présenté notre modèle de ollaboration passive entre réseaux et appliations.
Les simulations que nous avions eetuées ont porté sur la omparaison de diérentes
métriques d'intérêt pour les opérateurs réseaux. Notre modèle de ollaboration ative
est présenté dans [EMT13℄. L'approhe de ollaboration ative est omparée à l'ap-
prohe de ollaboration passive an d'évaluer les performanes de ette proposition par
rapport aux ontraintes qu'elles introduit.
En plus de es publiations, nous avons ontribué aux travaux d'études et de spéi-
ations des interfaes d'inter-onnexions entre CDNs dans le groupe de travail CDNi à
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l'IETF [SE12℄. Nos études nous ont permis par ailleurs de déposer quatre demandes de
brevets à l'INPI dont deux sont en ours d'extension aux Etats-Unis et dans d'autres
régions du monde et deux en ours d'instrution.
Perspetives et évolutions L'aboutissement ultime des travaux que nous avons
entrepris dans un milieu professionnel au sein d'Orange Labs à Lannion est un déploie-
ment dans un réseau expérimental représentatif des réseaux d'Orange. Aujourd'hui, nous
avons pu démontré à travers un prototype la réelle possibilité de ontinuer sur ette voie
et les résultats que nous avons obtenus traduisent un intérêt indéniable. Ainsi, nous es-
pérons pouvoir porter es travaux sur le terrain. Nous prospetons la possibilité de les
adapter à un nouvel environnement d'utilisation. La surveillane passive du réseau peut
être remplaée par des mesures atives eetuées à partir de sondes plaées stratégique-
ment dans les zones névralgiques du réseau. Par ailleurs, notre approhe est sujette à
divers évolutions. Nous pensons partiulièrement à la possibilité d'adapter la tehnique
et la métrique utilisées dans la gestion du tra à un ertain nombre de paramètres
omme l'état de harge du réseau, le type de tra, le niveau de ollaboration.
Le plus réjouissant quant aux travaux de ette thèse est sans doute de savoir que
ette vision de ollaboration et d'ouverture des réseaux est entrain de s'imposer au sein
de la ommunauté Téléom et IT.
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