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Abstract
In this paper we propose a new approach for an optimization of %nite element analysis in elasticity.
From a mechanical problem and a criterion of optimization, the procedure provides an approximate solution
satisfying the prescribed criterion. An error measure based on the constitutive relation and an e6cient adaptive
technique which automatically takes into account steep gradient areas are used. With such a procedure, even
a nonspecialist can carry out accurate %nite element analysis. In particular, the user does not identify a priori
the regions that must be re%ned. Several criteria of optimization have been developed and some examples
show the e6ciency of the method.
c© 2003 Elsevier B.V. All rights reserved.
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1. Introduction
The numerical simulation of mechanical problems is more often carried out by %nite element
methods. For the user, an important stake is evidently to evaluate the discretization errors due to
the use of this type of approximation. Another di6culty is to adapt the mesh in order to obtain a
prescribed accuracy. Several methods have been developed to compute these errors and to optimize
the meshes. A method to entirely automate %nite element analysis has also been developed [1].
The remained di6culty is that the user does not know the desired level of accuracy to prescribe.
In order to work out this di6culty, we propose an adaptive method of %nite element analysis for
2D elastic problems which provides an approximate solution with the respect to several criteria
(accuracy, number of elements, cpu time or memory size of calculation). This method is based on
a technique of error in constitutive relation (the process could be used with other estimators) and
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an e6cient adaptive technique which automatically takes account of the steep gradient areas. In the
second paragraph, we introduce the concept of error estimator. The error estimator in constitutive
relation used in this work is detailed. This method allows us to construct a conservative measure
of the error. In the third paragraph, we display the principle of the adaptive procedure. Some 2D
examples are shown. They prove the e6ciency of the multi-criteria adaptive method.
2. Measuring of the discretization error
The %nite element solution (Uh; h) is an approximation of the true solution (U; ). Indeed, it
satis%es the kinematical constraints and the elastic constitutive relation but the equilibrium equations
are only satis%ed in a weak sense. Then, the error can be de%ned by
eh =  − h: (1)
To measure the global error eh, we use the standard energy norm over the whole structure :
eh = ‖eh‖ = ‖ − h‖ (2)
with
‖ · ‖ =
[∫

·TK−1 · d
]1=2
: (3)
The elasticity operator of the material is the Hooke tensor, denoted K .
In practice, it is not possible to compute the error eh. Since approximately 25 years, numerous
estimators for linear problems have been proposed and studied by diHerent authors:
• error estimators based on the concept of error in constitutive relation and adapted techniques of
construction of admissible %elds [6],
• error indicators using the residuals from the equilibrium equations [1],
• error indicators obtained by comparing the %nite element stress %eld and a smoothed stress %eld
[12].
All these methods allow us to obtain an approximation e of eh. The quality of the approximation is
evaluated by the eHectivity index 
:

=
e
eh
: (4)
The eHectivity index should be as close as possible to 1 and we think it is important to require
the use of a conservative estimator, in other words e must always over-estimate the true error
(
¿ 1). This condition is necessary in order to obtain the quality prescribed by the user. It should
be noted that, for most error indicators proposed in the literature, this condition is not veri%ed. Only
indicators based on duality verify this property [11]. So, to measure the discretization errors, we
check, following [6], the concept of error in constitutive relation. The basic principles of the method
[9] are brieIy mentioned below.
Suppose that Uˆ is a kinematically admissible displacement %eld, that is to say a displacement
%eld which veri%es the kinematical constraints and ˆ a statically admissible stress %eld, that is to
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say a stress %eld which veri%es the equilibrium equations. In that case, the quantity
eˆ = ˆ − Kj(Uˆ ) (5)
is called error in the constitutive relation associated to the pair (Uˆ ; ˆ).
If eˆ is equal to zero, the pair (Uˆ ; ˆ) is the solution of the mechanical problem. Otherwise, eˆ
allows us to estimate the quality of (Uˆ ; ˆ) as an approximate solution of the problem. To measure
the error eˆ, we use the standard energy norm over the whole structure :
e = ‖eˆ‖ = ‖ˆ − Kj(Uˆ )‖: (6)
From the absolute error, we can de%ne a relative error
=
‖ˆ − Kj(Uˆ )‖
‖ˆ + Kj(Uˆ )‖
(7)
as the contribution to the relative error of a part E of  (in practice E will be an element of the
mesh)
E =
‖ˆ − Kj(Uˆ )‖E
‖ˆ + Kj(Uˆ )‖
(8)
with
‖ · ‖E =
[∫
E
·TK−1 · dE
]1=2
: (9)
Therefore, we have
2 =
∑
E
2E: (10)
The global measure  allows us to quantify the global quality of the approximation and the local
contributions E allows us to localize the errors on the structure. We must note that all the developed
methods of adaptivity can be used with the two other error indicators.
3. Determination of the optimized mesh
We use the h-version which is the most frequently encountered adaptive method. The size and the
topology of the elements are modi%ed, but the degree of interpolation is kept for diHerent meshes.
Other procedures such as the p-version, where the mesh is kept and the degree of polynomial
interpolation is modi%ed, have also been introduced [10]. However, this method is not commonly
used because industrial codes do not have elements of degree superior to 2.
3.1. De=nition of an optimal mesh
The aim of classical adaptive procedure is to oHer the user a level of accuracy 0 at a minimal
computational cost. We use the criterion of optimality introduced in [8]; a mesh T∗ is optimal with
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respect to a measure of the error  if
∗ = 0 prescribed accuracy;
N ∗ minimum number of elements: (11)
This criterion of optimization (denoted CO1) naturally leads to a minimization of computation costs.
We propose herein to introduce a new criterion (denoted CO2); a mesh T∗ is optimal with respect
to a measure of the error  if
N ∗ = N0 prescribed number of elements;
∗ maximum of accuracy: (12)
To solve such problems, the following procedure is used:
(i) a %rst analysis is performed on a relatively coarse mesh T,
(ii) the global error  and the local contributions E are computed for this mesh,
(iii) the characteristics of the optimal mesh T∗ are determined.
The method for solving step (iii) is described in the following two paragraphs. Then, the mesh T∗
is generated by an automatic mesh generator, and a second %nite element computation is made.
Another criterion can also be used: let us consider that the memory size of calculation M ∗ is equal
to a prescribed size (CO3 criterion)
M ∗ =M0 prescribed memory size;
∗ maximum of accuracy: (13)
It is possible to adapt the optimization procedure to the computer. Thus, it is not only adaptive
meshing but adaptive software. For example, we can impose the cpu time t∗ (CO4 criterion)
t∗ = t0 prescribed cpu time;
∗ maximum of accuracy: (14)
Therefore, for the CO4 criterion, the optimized mesh will be dependent on the computer used.
3.2. Computation of optimal sizes in the case of the CO1 criterion
To determine the characteristics of the optimal mesh T∗, the method computes on each element
E of the mesh T a coe6cient of size modi%cation [7]
rE =
h∗E
hE
; (15)
where hE denotes the size of the element E and h∗E the size that must be imposed on the elements of
T∗ in the region of E in order to ensure optimality. The computation of the coe6cients rE is based
on the rate of convergence of the error  = 0(hq). Where q depends on the type of element used
and on the regularity of the solution. The method of calculating the regions of stress concentration
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[5] enables the convergence rate variation pE of each element of the mesh to be taken account. We
show [4], that problem (11) becomes
Minimize N ∗ =
∑
E
1
r2E
with
∑
E
r2pEE 
2
E = 
2
0: (16)
To solve (16), we introduce the Lagrange multiplier A, which must satisfy the equation∑
E
[(ApE)−pE=(pE+1) 
2=(pE+1)
E ]− 20 = 0: (17)
The numerical solving of (17) allows us to compute A, then to compute the coe6cient rE
rE =
1
(ApE2E)2(pE+1)
: (18)
For the test, let us consider a cantilever beam in plane stress loaded with a pressure on the upper
surface to introduce bending (Fig. 1). The elastic material properties are 210 Gpa for the Young
modulus and 0.3 for the Poisson coe6cient.
The model was meshed using triangular elements of both higher and lower order (3- and 6-node
triangles). Two meshes were used. M1 was meshed using 500 elements and M2 was meshed using
944 elements. Fig. 2 shows the ratio =0 between initial and prescribed errors versus the ratio 0=∗
between prescribed and obtained errors. We can note that the ratio between prescribed and obtained
errors varies from 0.8 to 1.2 if we limit the ratio between initial and prescribed error to 3. This
example proves the e6ciency of the technique of adaptivity for the CO1 criterion.
Fig. 1. Cantilever beam subjected to bending.
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Fig. 2. Ratio between initial and prescribed errors versus the ratio between prescribed and obtained errors.
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Fig. 3. Ratio between prescribed and initial number of elements versus the ratio between prescribed and obtained number
of elements.
3.3. Computation of optimal sizes in the case of the CO2 criterion
We demonstrate that problem (12) becomes
Minimize ∗
2
=
∑
E
r2pEE 
2
E with
∑
E
1
r2E
= N0: (19)
To solve (19), we introduce the Lagrange multiplier A which must satisfy the equation∑
E
[(A=pE2E)
−1=(pE+1)]− N0 = 0: (20)
The numerical solving of (20) allows us to compute A, then to compute the coe6cients rE (18).
By using the cantilever beam subjected to bending and the meshes M1 and M2, Fig. 3 shows
the ratio N0=N between prescribed and initial number of elements versus the ratio N0=N ∗ between
prescribed and obtained number of elements. We can see that the ratio between prescribed and
obtained number of elements varies from 0.85 to 1.05, and as such these results show the e6ciency
of the technique of adaptivity for the CO2 criterion.
3.4. Computation of optimal sizes in the case of the CO3 criterion
For the CO3 criterion, we must express the memory size of calculation M as a function of the
number of elements N . This method requires calculations in order to deduce this law. Fig. 4 allows
us to choose the law in the following form:
M = aNb: (21)
The identi%cation of (21) by a least-squares method and the inversion of this equation give the
prescribed number of elements N0, which in turn allows us to calculate sizes with the CO2 criterion
N0 = M; (22)
where  and  are two parameters which depend on the type of element and the problem studied.
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Fig. 4. Evolution of the memory size (in Mo) as a function of the number of elements.
Table 1
Workstation characteristics
Workstation Processor Frequency (MHz) Ram (Mo) Disk storage (Go)
HP 735 PA 7100 99 80 2
HP B2000 PA 8500 400 256 4
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Fig. 5. Evolution of cpu time (in seconds) with the number of elements.
3.5. Computation of optimal sizes in the case of CO4 criterion
We have used two workstations with characteristics given in Table 1.
For the CO4 criterion, we must express the cpu time t as a function of the number of elements
N . Fig. 5 shows the evolution of the cpu time with the number of elements. The curves allow us
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to choose a law in the following form:
t = cNd: (23)
The identi%cation of (23) by a least-squares method and the inversion of this equation give the
prescribed number of elements N0, which in turn allows us to calculate sizes with the CO2 criterion
N0 = 
t; (24)
where 
 and  are two parameters which depend on the type of element, the problem studied and
the computer used.
4. Examples
The procedures described above have been implemented using a software of error estimation [3].
This post-processor can be interfaced with all %nite element codes and all automatic mesh generators
respecting a map of mesh sizes. In the following, we present optimized meshes using the criteria
presented above. The optimized mesh is obtained with only one iteration. However, with a very
coarse mesh the prescribed criterion can be reached with two or three iterations. The example is
a cantilever bracket in plane stress studied with 6-node triangles (Fig. 6). The initial structure was
meshed using 779 elements, 1660 nodes with an error of 6.14% (Fig. 6). The memory size of
calculation and the cpu time are, respectively, 1:7 Mo and 0:86 s.
The parameters identi%ed for the two workstations are given in Table 2. These parameters are
obtained with only two %nite element computations.
For the CO1 criterion, the prescribed accuracy is 1%. We obtain an optimized mesh with 1678
elements, 3587 nodes and an accuracy of 0.83% (Fig. 7).
For the CO2 criterion, the prescribed number of elements is 2000 triangles. We obtain an optimized
mesh with 2162 elements, 4583 nodes and an accuracy of 0.71% (Fig. 8).
Fig. 6. Cantilever bracket—6-node triangles.
Table 2
Identi%ed parameters for cantilever bracket
Parameters   
 
HP 735 224.91 0.9361
HP B2000 503.59 0.7921 982.89 0.9357
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Fig. 7. Cantilever bracket—6-node triangles. Prescribed accuracy 1%.
Fig. 8. Cantilever bracket—6-node triangles. Prescribed number of elements 2000.
Fig. 9. Cantilever bracket—6-node triangles. Prescribed memory size 4 Mo.
For the CO3 criterion, the prescribed memory size is 4:0 Mo. We obtain a mesh with 1643
elements, 3506 nodes and an accuracy of 0.89%. The obtained memory size is 3:82 Mo
(Fig. 9).
74 E. Bellenger, P. Coorevits / Journal of Computational and Applied Mathematics 168 (2004) 65–75
Fig. 10. Cantilever bracket—6-node triangles. Prescribed cpu time 2 s.
Fig. 11. Cantilever bracket—6-node triangles. Prescribed cpu time 2 s.
For the CO4 criterion, the prescribed cpu time is 2 s. With a HP B2000 workstation, we obtain
a mesh with 2046 elements, 4339 nodes, an accuracy of 0.76% and a cpu time of 2:1 s (Fig. 10).
With a HP 735 workstation, we obtain a mesh with 509 elements, 1130 nodes, an accuracy of 2.45%
and a cpu time of 2:3 s (Fig. 11).
5. Conclusion
We have proposed a simple procedure of adaptivity with multicriteria for 2D elastic analysis. With
such a procedure, even a nonspecialist can carry out accurate %nite element analysis. The criteria
presented allow us to obtain optimized meshes for prescribed accuracy, number of elements, memory
size or cpu time. The cpu time criterion enables us to adapt the calculations to the computer used.
Moreover, by using the 3D methods of adaptivity [2], it will be possible to extend this technique to
the 3D problems. In that case, the pro%t obtained should be even more considerable.
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