In this paper, we deal with the inverse problem of the shape reconstruction of inclusions in elastic bodies. The main idea of this reconstruction is based on the monotonicity property of the Neumann-to-Dirichlet operator presented in a former article of the authors. Thus, we introduce the so-called standard as well as linearized monotonicity tests in order to detect and reconstruct inclusions. In addition, we compare these methods with each other and present several numerical test examples.
Introduction and problem statement
The reconstruction of inclusions in materials by nondestructive testing becomes more and more important and opens a wide mathematical field in inverse problems. The applications cover engineering, geoscientific and medical problems. This is the reason, why several authors dealt with the inverse problem of linear elasticity in order to recover the Lamé parameters. For the two dimensional case, we refer the reader to [15, 20, 16, 18] . Further on, in three dimensions, [21, 22] and [5] gave the proof for uniqueness results for both Lamé coefficients under the assumption that µ is close to a positive constant. [1, 2] proved the uniqueness for partial data, where the Lamé parameters are piecewise constant and some boundary determination results were shown in [19, 21, 18] .
In this paper, the key issue of the shape reconstruction of inclusions is the monotonicity property of the corresponding Neumann-to-Dirichlet operator (see [23, 24] ). These monotonicity properties were also applied for electrical impedance tomography (see, e.g., [13] ) and for linear elasticity in [4] , which is the basis for our current work. Our approach relies on the monotonicity of the Neumann-to-Dirichlet operator with respect to the Lamé parameters and the techniques of localized potentials [12, 11, 9, 7, 8] . Thus, we start with the introduction of the problem and summarize the main results from [4] . After that, we go over to the shape reconstruction itself, where we consider the standard and linearized monotonicity method. In doing so, we present and compare numerical experiments from the aforementioned two methods.
We start with the introduction of the problem of interest in the following way. We consider a bounded and connected open set Ω ⊂ R d (d = 2 or 3), occupied by an isotropic material with linear stress-strain relation, where Γ D and Γ N with Γ D ∪ Γ N = ∂Ω are the corresponding Dirichlet and Neumann boundaries. Then the displacement vector u : Ω → R d satisfies the boundary value problem      −µ∆u − (λ + µ)∇(∇ · u) = 0 in Ω, λ(∇ · u)I + 2µ∇u n = g on Γ N ,
where µ, λ are the Lamé parameters,∇u = 1 2 ∇u + (∇u) T is the symmetric gradient, n is the normal vector pointing outside of Ω, g ∈ L 2 (Γ N ) d the boundary load and I the d × d-identity matrix.
For given constants α 1 , α 2 , β 1 , β 2 satisfying 0 < α 1 ≤ α 2 , 0 < β 1 ≤ β 2 , we define the set of admissible Lamé parameters by
The weak formulation of the problem (1) is given by
where V := v ∈ H 1 (Ω) d : v | Γ D = 0 .
We want to remark that in continuum mechanics, the function v from the test space V can be seen as a virtual displacement, while the weak formulation (2) itself can be interpreted as the principle of virtual work.
The existence and uniqueness of a solution to the above variational formulation (2) follows from the Lax-Milgram theorem, see e.g., in [3] .
For the sake of completeness, we state two important inequalities (see e.g., [6] ) in the framework of elasticity, which play an essential role in the proof of the aforementioned existence and uniqueness of the solution of the weak formulation.
Korn's first inequality:
Let Ω be a bounded and connected open set in R d . Then, there exists a constant c such that
Korn's second inequality:
Let Ω be a bounded and connected open set in R d . Then there exists a constant c such that
Next, we introduce the Neumann-to-Dirichlet operator Λ(λ, µ) by
It is well known that Λ(λ, µ) is a self-adjoint compact linear operator. The associated bilinear form is given by
where u The operator Λ(λ, µ) is Frêchet differentiable, which can be proven by similar arguments as in the corresponding proof in [17] for the impedance tomography problem.
is the self-adjoint compact linear operator associated to the bilinear form so that
Note that forλ 0 ,λ 1 ,μ 0 ,μ 1 ∈ L ∞ (Ω), we obviously have that for
The inverse problem we consider here is the following:
Find (λ, µ) knowing the Neumann-to-Dirichlet operator Λ(λ, µ).
Monotonicity methods
In this section, we introduce two monotonicity methods in order to reconstruct inclusions in elastic bodies. The first method is the standard (or non-linearized) monotonicity method and the second the linearized monotonicity method. For both methods, we analyze the monotonicity properties for the Neumann-to-Dirichlet operator and formulate the corresponding monotonicity test which we apply for the realization of the numerical experiments.
First, we summarize and present the required results concerning the monotonicity properties. The details and proofs can be found in [4] . We start with the monotonicity estimate and the monotonicity property itself, which is the key issue for our study and will be analyzed later on in detail.
Lemma 2.1 (Lemma 3.1 from [4] ) Let (λ 0 , µ 0 ), (λ 1 , µ 1 ) ∈ A, g ∈ L 2 (Γ N ) d be an applied boundary load, and let u 0 := u (g)
Then
be an applied boundary load, and let u 0 := u (g)
≥
Proof We start with a result shown in the poof of Lemma 3.1 in [4] :
Based on this, we are led to
Lemma 2.2 leads directly to
Based on these results, we can go over to the standard monotonicity method.
Standard monotonicity method
Our aim is to prove that the opposite direction of Corollary 2.1 holds true in order to formulate the so-called standard monotonicity test (Corollary 2.2 and 2.3).
Therefore, we consider the case where Ω contains inclusions in which the Lamé parameters λ and µ differ from otherwise known background Lamé parameters.
For the precise formulation, we will now introduce the concept of the inner and the outer support of a measurable function in a similar way as in [13] . For ease of notations, we assume that the background Lamé parameters are equal to (λ 0 , µ 0 ). Further on, we consider ϕ = (λ − λ 0 , µ − µ 0 ) T . Our goal is to determine the inclusion D := out ∂Ω supp(ϕ) (8) from the knowledge of the Neumann-to-Dirichlet operator Λ(λ, µ). Hence, the inclusion in our nomenclature always contains the support of ϕ as well as all holes which cannot be connected to the boundary. Let us consider the setting (8) as depicted in Figure 1 . By proving the opposite direction of Corollary 2.1, we show that D can be reconstructed by monotonicity tests, which simply compare Λ(λ, µ) (in the sense of quadratic forms) to the Neumann-to-Dirichlet operators Λ(λ 1 , µ 1 ) of test parameters (λ 1 , µ 1 ). To be more precise, the support of ϕ can be reconstructed under the assumption that supp(ϕ) ⊂ Ω has a connected complement, in which case we have supp(ϕ) = out ∂Ω supp(ϕ) = D (c.f. [13] ). Otherwise, what we can reconstruct is the support of ϕ together with all holes that have no connection to the boundary ∂Ω, i.e, D (c.f. [10] ). Hence, in this paper we only take a look at inclusions with supp(ϕ) = out ∂Ω supp(ϕ) = D.
This leads to the formulation of the standard monotonicity test which is implemented in the next part. In the following, we define α and β as the contrasts and χ D as well as χ B as the characteristic function w.r.t. the inclusion D and the so-called test inclusion B, respectively. 
For every open set B (e.g. ball or cube) and every α, β ≥ 0, α + β > 0,
Hence, the set
be an open set and α, β ≥ 0, α + β > 0 and
We start with Lemma 2.2 and get
This shows that with
Hence, we get with Corollary 2.1 that
It remains to show that
Let B D. Corollary 2.1 states that shrinking the open set B only makes Λ(λ 0 + αχ B , µ 0 + βχ B ) larger, so that we can assume without loss of generality that B ⊆ Ω\D. We can apply Theorem 3.3 from [4] and obtain a sequence
From Lemma 2.1 and Equation (10)-(13) it follows with u (gn) as in system (9),
where the index 0 represents the reference medium and the index 1 indicates the parameters of the inclusion, that
and hence
In addition, we state the theorem for the case λ ≤ λ 0 , µ ≤ µ 0 .
Proof The proof follows the lines of the proof of Theorem 2.1.
Based on this, we introduce the monotonicity tests.
Proof Let B ⊆ D and α ≤ λ 1 − λ 0 , β ≤ µ 1 − µ 0 . This means, that the conditions
For the opposite direction we assume that there exits a B D, which fulfills Λ(λ 0 +αχ B , µ 0 +βχ B ) ≥ Λ(λ, µ). By applying the second part of Theorem 2.1 we obtain
Further on, we formulate the corresponding corollary for the case λ ≤ λ 0 and µ ≤ µ 0 .
Proof The proof follows the lines of the proof of Corollary 2.2 but we have to consider
Next, we apply Theorem 2.1 to difference measurements
which leads directly to the following lemma.
Under the same assumptions on λ and µ as in Theorem 2.1, we have for every open set B (e.g. ball or cube) and every α, β ≥ 0, α + β > 0,
implies
and
Proof We take a look at the difference
The assumption αχ B ≤ λ − λ 0 , βχ B ≤ µ − µ 0 leads via Theorem 2.1 directly to the desired results.
Next, we go over to the consideration of noisy difference measurements
where δ > 0 and formulate a monotonicity test (c.f. Corollary 2.2). We have to be aware of the fact that (18) will not hold in general for all B ⊆ D. Thus, we have to modify the testing in the following way.
Corollary 2.4 Standard monotonicity test for noisy difference measurements
and every open set B ⊆ Ω we mark B as inside the inclusion D only if
Proof We base our considerations on Remark 3.5 from [13] which deals with the handling of noisy data. Monotonicity tests for noisy difference measurements can be stably implemented in the following sense. Let
By replacing Λ δ − Λ B by its symmetric part, e.g. by ((Λ δ − Λ B ) + (Λ δ − Λ B ) * )/2, without loss of generality, we can assume that Λ δ − Λ B is self-adjoint. Hence, we have for Λ D − Λ B ≥ 0, that
cannot hold for all g ∈ L 2 (Γ N ) d and for δ ≤ |θ| 2 . Hence, we mark B as inside the inclusion D only if Λ δ − Λ B + δI ≥ 0 for 0 ≤ δ < |θ| 2 .
Numerical realization
In order to close this subsection, we take a look at the numerical realization of the monotonicity test (Corollary 2.4) implemented with COMSOL Multiphysics with LiveLink for MATLAB.
Implementation
We are given discrete noisy difference measurements Λ δ which fulfill
where the notation
represents the discretized operator corresponding to A ∈ L(L 2 (Γ N ) d w.r.t. the boundary loads g i ∈ G. Here, the set G := {g 1 , g 2 , . . . , g m } is a system of boundary loads g i , in which the boundary loads g i and g j (i = j) are pairwise orthogonal.
Let (λ 0 , µ 0 ) be the Lamé parameters of the background material and (λ 1 , µ 1 ) be the Lamé parameters of the inclusion, so that
where D denotes the inclusion to be detected and B k are k = 1, ..., n known test inclusions. In addition, the contrasts must fulfill α ≤ λ 1 − λ 0 and β ≤ µ 1 − µ 0 .
For our numerical experiments, we simulate these discrete measurements by solving
for each of the i = 1, . . . , m boundary loads g i , where v := u 0 − u. The equations regarding v in the system (28) result from substracting the boundary value problem (1) for the respective Lamé parameters.
To reconstruct the unknown inclusion D, we determine the Neumann-to-Dirichlet operator for small test cubes B k , k = 1, . . . n, so that the Lamé parameters are defined as in (26) and (27). We calculate
by solving an analogous system to (28) (but with a different FEM grid to avoid the socalled "inverse crime"). Note that this calculation does not depend on the measurements Λ δ and can be done in advance (in a so-called offline phase). We then compute the eigenvalues of
If all eigenvalues are non-negative, then the test cube B k is marked as "inside the inclusion".
Results
We present a test model, where we consider a cube of a biological tissue with two inclusions (tumors) as depicted in Figure 2 . The Lamé parameters of the corresponding materials are given in Table 1 (see [14] ). material λ µ x ∈ Ω \ D: tissue 6.6211 · 10 5 6.6892 · 10 3 x ∈ D: tumor 2.3177 · 10 6 2.3411 · 10 4 We use the n = 10 × 10 × 10 test cubes as shown in Figure 2 . The face characterized by z = −0.5 has zero displacement and each of the other faces is divided in 25 squares of the same size resulting in m = 125 patches, where the boundary loads g i are applied. In this example, the boundary loads g i are the normal vectors on each patch. By performing the procedure described before without noise and using the parameters as given in Table 2 , we end up with the result in Figure 3 , depicting the test blocks with positive eigenvalues marked in red. We can see that the inclusions are detected correctly and a clear separation of the two inclusions is obtained. However, additional blocks were wrongly detected as lying inside the inclusions.
Further on, we slightly change the setting and take a look at test cubes with the same size as in the first example (see Figure 2 ). However, now we shift these test cubes so that they do not "perfectly fit" into the unknown inclusions as shown in Figure 4 . Figure 5 depicts the reconstruction of the two inclusions, which are detected but there are also blocks in between wrongly marked. Next, we take a look at noisy measurement data Λ δ with a noise level of 0.1% and set
, where E ∈ R m×m contains randomly distributed entries between −1 and 1. In doing so, we obtain the reconstruction shown in Figure 6 , where we chose δ = 3·10 −10 heuristically. In addition, we want to remark that this δ seems to be relatively small, if one observes that the absolute value of the largest eigenvalue is approximately of order 7 · 10 −7 . Thus, with a noise level of 0.1% the two inclusions are still located correctly but they are not separated as two single inclusions due to noise. Table 2 in the Appendix) due to the required solutions of problem (28) for each test cube and each Neumann boundary load g i . However, it should be noted that for testing multiple objects with the same background domain, we only have to perform the offline phase of the test once, since it will be the same for each object to be tested. Hence, in this case, the computation time of the offline phase can be neglected. For testing multiple objects with different background domains, we need a method whose offline computation time is faster. That method is the linearized monotonicity test discussed in the next subsection.
Remark 2.1 The main drawback of the method is its offline computation time (see

Linearized monotonicity method
Now, we go over to the modification of the standard monotonicity method considered so far and introduce the linearized version. For that we apply the Frêchet derivative as defined in (3) in the form 
we have with Lemma 2.2 Then we obtain in the same way as in the proof of Theorem 2.1 for u (gn) as in (30)
It remains to show that
so that the assertion follows using localized potential for the background parameters (µ 0 , λ 0 ) as in Theorem 2.1.
Next, we formulate a theorem for the case λ ≤ λ 0 , µ ≤ µ 0 .
Proof In order to prove this theorem, we have to consider the same steps as in the proof of Theorem 2.3, but we have to apply the estimate from Lemma 2.1 instead of Lemma 2.2 which results in different upper bounds on the contrasts α and β.
Summarizing the results from Theorem 2.3 as well as Theorem 2.4, we end up with the linearized monotonicity tests as introduced in Corollary 2.5 and 2.6. In addition, we formulate the linearized monotonicity test for the case λ ≤ λ 0 and µ ≤ µ 0 . Proof In order to prove this corollary, we apply the results of Theorem 2.4 in a similar way as in the the proof of Corollary 2.2.
Corollary 2.5 Linearized monotonicity test: 1. version
Let λ 0 , λ 1 , µ 0 , µ 1 ∈ R + , (λ, µ) = (λ 0 + (λ 1 − λ 0 )χ D , µ 0 + (µ 1 − µ 0 )χ D ) with λ 1 > λ 0 and µ 1 > µ 0 ,
Corollary 2.6 Linearized monotonicity test: 2. version
Next, we apply Theorem 2.3 to difference measurements Λ D as defined in (16) and obtain the following lemma. 
Proof Similar as in the proof of Theorem 2.1, we start with the consideration of Λ D + Λ B = Λ(λ 0 , µ 0 ) − Λ(λ, µ) + Λ (λ 0 , µ 0 )(αχ B , βχ B ) and obtain the corresponding relations with Theorem 2.3.
As for the standard monotonicity test, we also introduce a linearized monotonicity test for noisy data (c.f. Corollary 2.5). Let the noisy difference data be given by (19) and fulfill (20) . 
and every open set B ⊆ Ω we mark B as inside the inclusion D only if Λ δ + Λ B + δI ≥ 0 for δ > 0 sufficiently small.
Proof
We proceed in a similar as in the proof of Corollary 2.4 and summarize the essential results of that proof. Possibly replacing Λ δ + Λ B by its symmetric part we may assume that Λ δ + Λ B is self-adjoint. Hence, we have for Λ D + Λ B ≥ 0, that
Hence, we mark B as inside the inclusion D only if Λ δ + Λ B + δI ≥ 0 for 0 ≤ δ < |θ| 2 .
Numerical realization
Next, we go over to the implementation of the linearized monotonicity test according to Corollary 2.7. The implementation is again conducted with COMSOL Multiphysics with LiveLink for MATLAB.
Implementation
In doing so, we solve system (28) to simulate our discrete noisy difference measurements Λ δ which must fulfill
With λ, µ as in (24)-(25) and
where the contrasts must fulfill α ≤ λ 0 λ 1 (λ 1 − λ 0 ) and β ≤ µ 0 µ 1 (µ 1 − µ 0 ), we proceed as follows. To reconstruct the unknown inclusion D, we determine the Frêchet derivative
for each of the test cubes B k , k = 1, . . . , n, by an approximation via Gaussian quadrature in MATLAB. The required solution u 0 for the background Lamé parameters used in the calculation of Λ k is again calculated via COMSOL.
Note that this calculation does not depend on the measurements Λ δ and can be done in advance (in a so-called offline phase).
We then estimate the eigenvalues of
Results
First, we consider the same setting as for the standard monotonicity method. Implementing the linearized monotonicity method for the same boundary loads g i and without noise leads to the result depicted in Figure 7 , where the test cubes with positive eigenvalues are marked in red. The computation time as well as the applied parameters can again be found in the Appendix (Table 2 ). As a result, we get a similar outcome as we obtained with the non-linearized monotonicity tests (for comparison see Figure 3 ). However, the result for the nonlinearized monotonicity method is slightly better. The reason is the stronger constraint on α and β in the non-linearized case (c.f. Equations (17) and (31)). In other words, the non-linearized method allows us to test with stronger contrasts.
Remark 2.2 All in all, the complete computation time including the offline phase for the linearized monotonicity test is faster (cf. Table 2 ). However, the direct and the online time are similar if one uses the same mesh size. Hence, for testing objects with different background domains, the linearized approach should be applied since the offline phase has to be realized each time. For testing many objects with the same background domain, the non-linearized method should be applied, since it provides a slightly more precise reconstruction. The drawback of the offline calculation time is mitigated in this case, since it has to be calculated only once at the beginning, so that the testing itself for each object is as fast as the testing via the linearized method without its offline phase.
The significantly shorter offline phase of the linearized monotonicity method (see Table  2 ), allows us to increase the number of test blocks. In addition, we also increase the number of tetrahedrons to test the influence of the mesh size on the runtime and in order to provide enough nodes inside of the smaller test blocks so that the Frêchet derivative can be calculated with sufficient precision. Hence, we go over to a slightly different setting (Figure 8) , where we perform the testing for 125 patches with 14 × 14 × 14 test cubes instead of 10 × 10 × 10 cubes in order to obtain a higher resolution. We want to remark that these smaller cubes are chosen in such a way that some of them are also lying on the boundary of the inclusions we want to detect. That means, that in theory, we are able to detect also smaller inclusions than the test cubes used before and a higher resolution enables us to reconstruct inclusions, which do not surround a complete test block for a coarser set of test blocks, since Theorem 2.3 guarantees that we cannot detect inclusions smaller than the used test inclusions. We see that the two inclusions are detected and their shape is reconstructed almost correctly. However, additional blocks where wrongly detected. Those blocks lie again between the two inclusions, as was the case for the standard monotonicity method, or are only partially located inside of the inclusion.
Remark 2.3
If we compare the noiseless results of the standard monotonicity method ( Figure 5 ) with the one from the linearized monotonicity method (Figure 9 ), we can conclude that in our examples with both methods, the inclusions were detected. In addition, our numerical example showed that both monotonicity methods reconstruct the shape of the inclusions and are able to separate them.
Finally, as for the standard monotonicity method, we again present the result obtained from noisy data Λ δ with a noise level of 0.1% ( Figure 10 ). This reconstruction shows us that the linearized monotonicity method applied to noisy data gives similar results as the standard monotonicity method (see Figure 6 ). The inclusion is again located correctly, but a separation is not possible due to the noise level.
Conclusion and Outlook
In this paper we introduced and analyzed the standard as well as linearized monotonicity method for the linear elasticity problem and gave an insight into the performance of the monotonicity tests. Further on, we showed numerical examples of the different methods and compared them with each other. The next step will be the adaptation of these methods to the elastic Helmholtz-type equation.
time increases while increasing the number of tetrahedrons used in the discretization (cf. last line of Table 2 ). In addition, the offline phase is considerably larger than the runtime of the direct problem. This is due to the computation time of the Frêchet derivative. linearized method, α = 0.28(λ 1 − λ 0 ) ≈ 4.6 · 10 5 Pa, β = 0.28(µ 1 − µ 0 ) ≈ 4.7 · 10 3 Pa, 2744 pixel, #tetrahedrons = 37252 (direct problem, offline similar) 1h 4min 6h 40min 7min 39s Table 2 . Comparison of the standard (non-linearized) and linearized monotonicity method.
