Sur quelques structures d'information intervenant en jeux, dans les problèmes d'équipe ou de contrôle et en filtrage by Lévine, Jean
Sur quelques structures d’information intervenant en
jeux, dans les proble`mes d’e´quipe ou de controˆle et en
filtrage
Jean Le´vine
To cite this version:
Jean Le´vine. Sur quelques structures d’information intervenant en jeux, dans les proble`mes
d’e´quipe ou de controˆle et en filtrage. Automatique / Robotique. Universite´ Paris Dauphine -
Paris IX, 1984. Franc¸ais. <pastel-00833877>
HAL Id: pastel-00833877
https://pastel.archives-ouvertes.fr/pastel-00833877
Submitted on 13 Jun 2013
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
THESE
DE DOCTOR.l\T D'ETAT ES SCIENCES 11.l\THEHATIQUES
presentee a
L' Universite Par is 9 - Dauphine
UER de l'!athematiques de la Decision




Sujet de la These :
Sur Quelques structures d I Information Intervenant en Jeu:.::,
d aris les Pz obLeme a d'Equipe ou de cont.r o Le et en Filtrage.
Directeur de Recherche
Alain BENSOUSSAN
Soutenue Le 19 Novembre 1984
DE'vant la commies ion cornpo s e e de IwlM A. BENSOUSSP.N

A Martine et Sonia

RENERCI EUEUTS
Que cette these s o it La preuve de rna r e c on n a i s s anc e en v er e
tous ceux q u i , de pres a u d e l oin, ont par t .aq e me e preoccu pat ions ,
m'a i d a n t a assembler a u f i l d e s a n neea Le s p i e c e s d e c et e d i fice
r e s t.e , he Le e , t.r ea im p a rfa i t.
Je ti en s a expr ime r rna p r o f on d e q r at.f t.ud e tout par t ic u -
La e r eme n t. A A. BENSOUSSAN qui m' a e ou vent. t.em c I qne sa c o n f i ance et
e'a pro d igue l e s conse i ls e t enco uragement s s a ns Les q ue La c o
t r avai l n ' a u r ai t 8an s dou t e pa s YU Le jour ; a P . BERNHARD q u i m'a
r n r t t e A l a p r up ar t, d e s d omaines a b o r de a dan s c e memc f r e et qu i a e r
b i en r e u s e t a me trans rnettre son e n t ho u s ias rne pour l a reche rche
app liquee a e lu i doia rna presence a u CAl d e l ' Ec o l e des Hine s ; a M.
FL I ESS , 3 .M LASRY, P . L . LIONS ct; E . PARDOUX q u i ont so uv e n t
ma n i r e s t.e leu r interet pou r man t rav a i l , Le p r o u v a n t, par l e u r s
n omb r e u x cone e i r e , et qui me f ont l ' ho n ne ur e t l 'amitie de
p a r t.i c ipc r .\ c e jury.
J ' a d res s e a u s s i mes e mce r e a r e rne r cie me nts A ta u s Le a co-
slgn a t air e s d e s travau x t c t pr e s e nt. e s r J. THEPOT , G. P IGNI E , A.
KASI f\:SKl, F GEROJoolEL e t P . WIUoIS, a i nsi qu 'a t.o u e mea co Lk e q u e a du
CAl , G. COHEN, Y. LENOIR , L. PRALY e t t.o us r e e a ut. r c a qu i. par t agen t
qu o t id i e n n e me n t Le d ur a pp r en t i s sag e de l a rech erche me t.h c d c Lcq Lqu e
eo u mi ee aux ox rqencee des application s.
Qu 'i l me so i t perrnis a u s s r d ' e xp z im er rna r econna i s s a nce
e nve r s 3 . LEVY. Di r ect. eur de l ' Ecole de s Hi nes, et Le sou h a i t q u e
l e s moyen s d e ma inten i r un e qu t Lf br e e ntr e t h e o r i e at app l i c a t i on s
iro n t e t e me t r o r e n t ,
Je r e me r c re enf in J . Al t i rni r a et A. Le Ga ll i c qu t ont pris
ch a r g e Le tr av ai l de f r a pp e avec b e a u c o u p d e so in et d e bo nne
h ume ur.

RESUME DE LA THESE D'ETAT DE
Jean LEVINE
Sur Quelques structures d' Information
Intervenant en Jeux, dans les Pz ob Leme s
d'Equipe ou de corrt.r o Le et en Filtrage.
Ce memo i r e est cons acr e a I' etude de certains aspects de la
prise de decision ou de La commande avec information incomplete sur
l'environnement d e t.e r mi n i s t;e ou a Le at.o i r e ,
Dans l a t e r e partie, on p r c s e n t e des structures d'infor-
mation classique d e t c r-rnLn i a t o s . comprenant la boucle ouverte, la
structure de Stackelberg, la boucle f e r mc e et la boucle f e r me e sur
Le futur On compare, sur u n exemple de duopole dynamique issu de
la t h e o r J e de la firme, les e q u i Li b r-e s en boucle o u v e r t e et fe r me e
Puis on e t u d i e la s t r-u c t u r e feed forward et on montre, en g e n e r a Li,
s a n t I.a methode des c a r-a c t o r Ls t t qu o s pour les s y s t e me s d t e q u a t Lo n s
d' Hamil ton-Jacobi-Bellman, une c o n d i tion n e c e s s a i re d t existence
locale, s u g g o r-a n t qu'il existe u n e infinite d t e qu i Li b r-e a dans cer-
tains
Dans la 2eme partie, on etudie I' information non classique
pour les pr ob Leme s d' e qu Lp e stochastiques dans Le cas de d e c Lde uz a
multiples ayant des observations d Lf f e r errt.e s et une memo i r e limi-
tee. On generalise la methode de programmation dynamique en prenant
La loi des tra"jectoires jusqu'a l'instant present comme variable
d' e t.a t., On obtient une equat aon d 'Hamilton-Jacobi-Bellman sous des
hypotheses de regular I t e , donnant une d e f inition r igoureuse de la
notion de "signalisation". Ces hypotheses de r equLaz ite sont
v e r if I e e s dans Le cas du contrOle des diffusions avec observations
partielles.
La 3eme par t ie est c ori s ac r e e a l' etude d ' 117".8 c La s s e d<==
s y a t.eme s non Lin e a Lr e s admettam:. des f I Lt.r e e de d Lrneris i cn f Ln i e Les
sy s t.erne s c ori s Ld e r e s , a t.emp s discret au c o nr. i nu , s orrt, C':t:;,:aC1:~L1J~S
par Le fait que lee bruits n'c.gissen1: pas sur La dynarmqu c~ du
e y s t.erne , mais a e u Lernerrt, sur les observations. On donne La cond i t ion
n e c e e s a i r e et suff i s ant.e d I ex istence d' un f .i Lr.r e de d i rneric i on !::i n i e
ainsi que sa realisation minimale, et on montre Le lien entre
dimension finie du filtre et Imme r s t on dans un sye t.erae Lf.nea i r e . Un
exemple concret permet d' e v a Lu e r les performances de la met.hcd e de
f iltrage, e t, de La comparer au f iltre de Kalman e t.eridu ,
La 4eme partie, enfin, propose un aLqo r i.t.hrne rapide nour
Le calcul des ccrrcnand e s r e a Li a ant; Le d e c oupLao e cu Le rejet des
perturbations d "uri s ys t.eme no n Li n e a i r e (comluandes pcuvant, s e r v i r a
d e f Ln Lr une sous-optimalite r a Ls ormab Le pour certains p r ob Leme s de
contr61e s t.o chast.Lque ) Cet algorithme n e c e s s i t.e d e r ivation
formelle (et peut e t.r e p r oo r arnme dans un La nq aq e cornme REDUCE ou
MACSYMA) at utilise l'interpretation des nombr e s dits "carac-
t.e r istiques" comme la longueur de chemins mi n i.rnaux dans 1e qr aph e du
s ys t.erne • Cette methode est appliquee au calcul des command e s qu i
d e c oup Le nt; la dynamique d I un bras de robot.
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LES STRUCTURES DYNAMIQUES D' INfORt1ATION
Lorsqu'un d e c i de u r- veut elaborer rationellemenT sa s t r-a t e g i.c ,
par exemple dans .Le cadre de la gestion d'une firme, il d o i t bien
e n r e n d u tenir compte des informations qu'il a en sa possession,
mais aussi d'un certain nombre d'autres facteurs dont l'oubli
risquerai t de faire echouer ses proj ets :
combien y a-t-il d ' autres d e c Ld e u r s et que lIes sont les
informations en leur possession ?
. Savent-ils la nature des informations que p o s s e d s notre
decideur, et celui-ci connait ilIa nature des informations de ses
c o e q u Lp Le r s ou/et de ses concurrents?
. Y a-t-il des informations dont on sait qu'elles existent
mais que certains d e c i d e u r s uniquement peuvent connaitre sans en
trahir Le contenu ?
que Le fait meme de libeller ces questions est
conn u de tous ?
Si chaque d e c i.d e u r- adopte une s t r a t e g i e d o n n e e , comment
r e s u Lt a t sera-t-il evalue par chaque d e c i d e u r- et cette
evaluation est-elle connue de tous ?
. Le resultat d ' une telle s t r-a t e g I s influence-t-il
observations des d e c i d e u r s et si oui comment?
On pourrai T prolonger cette liste encore longtemps, mais
but n 'est pas de tenter de d e c o u r a g e r- Le d e c Ld e u r p o t e n r Le L
II s ' agit simplement de sensibiliser .l e lecteur non pas au c o n c e p t
vague et multiforme qu'est l'informaTion, mais plus p r e c i s e me n t ,
ala structure dyna'J1iq'..le d'i:1formation gui intervient dans 10.
prise de decision 0'..1 le guidage automatique.
Notons que dans les questions precedences o n t ete e mp l o v eOo:
termes assez proches : information e r observation.
C I est en fait 1 I ensemble des observations auxquelles les deci-
deurs ont a c c e s a u n instant donne et 10. maniere dont
ensemble varie avec le temps qui servira de definition informelle
l'expression "structure dynamique d'information" Et comme
precise plus haut, on p r s t e r a plus p a rrt Lc u L'i e r-e me n t attention a
l' influence quantitative de certaines structures d ' information
sur les decisions qui en r e s u Lt e n t ; ce qui n'interdit
d'ailleurs, de tirer des conclusions qualitatives.
Ainsi, les cadres t h e o r Lq u e s que l'on s'est donne sont les
Dynamiques, les Problemes d'Equipe, et 10. Th c o n i e du Controle,
d e t e r-rni n i s t e s 0'..1 stochastiques, et l'influence de l' information sur
les decisions se traduit ici par 10. notion de bouclage (voir pour
certains cas particuliers [1] et [2]).
Dans tous ces p r-o b Le me s , l' etat est donne par 10. solution
d 'une equation d 'evolution Ln f Lu e n c e e par une 0'..1 plusieurs
commandes, et cet etat est soi t observe c o mp l c t e me n t , soi t obseC've
par 1 I Ln t e r-me d i.a i r e de me c a n Ls me s qui r e n d c n t impossible 10.
connaissance exacte de l' etat, soi t encore pas observe du tout.
Dans les deux premiers cas, on peut avoir une me mo Lr-e parfaite,
se souvenir d 'une partie seulement du passe des observations, 0'..1
encore n' observer q u I une f o n c r i o n .i r a t a n t an e e de l'etat et oublier
tout ce qui precede 1 'observation a chaque instant. Mais dans tous
les cas, 10. structure dynamique d'information peut s'exprimer d'une
ma n i e r-e simple, comme 10. d o n n e e d'une famille de a-algebres
.i n d e x e e s par le temps (voir Ben¥s [3]), contenant a chaque instant
l'ensemble de toutes les observations dont on peut tenir c o mp t e
loi de commande, et 10. 10i de commande est dite admissible
si elle est mesurable par rapport a c e t t e famille de a-algebres.
Cette d e f i n i t Lo r; contient naturellement
les notions classiques de boucle ouverte (pas d' information autre
que le temps) ou de boucle f e r-rae e (i-nformation comp:"ete ic stentanee
s a n s memoireJ, e r a un s e n s aussi b i e n dans
cieterml~is-;:es que
pro b I e rne s
=n contrale au c a n s les p r o b Le me s d 'equipe, les o e r f c r mc n c c s
realisees par l'utilisation des c o r.m an d e s , s o n t evaluees a.
d'une fonction c o ii t qui est un e foncti-onnelle 't r a ] e c t o i r e s
des c o mrnan d e s , e t que l'on c h e r c h e a .ni n i n i e e r- dans la
.I o i s, commande admissibles.
Eri j e u x , chaque joueur dispose d'une fonction c o ii t
suppose que les joueurs cherchent a realiser un type donne
d'equi1ibre (equilibre de "ash par e x e mp Le ) a l'aide des lois de
commande admissibles pour chaque joueur.
Dans tous les cas, on s' attachera a d e v e Lo p p e r- des techniques
de calcul a d a p t e e s aux diverses structures d'information, a mettre
en evidence l' influence de ces structures sur les c o n d i r Lon s
d'cptimaliTe et, lorsqu'on 1e pourra, sur le minimum ou l'equilibre
obtenus.
peut trouver de nombreux exemples pratiques pour lesquels
formalisme p r e s e n t e convient parfaitement. Citons, sans les
d e t a i Ll e r-, les p r o b Le me s d' oligopo1e dynamique en economie,
d' allocation des taches dans un ordinateur mulTiprocesseur ou dans
un atelier flexible, d'evaluation des transitoires e t des c a p a c i t e s
temps reel d'un r e s e a u de communication, et enfin guidage
automatique en general avec observat ion partielle de l' etat (1' u n
p r o b Le rne s les plus frequents en Ln g e n i e r-i e !)
Cependant, a part de rares exceptions ayant t r o o souvent un
caract ere a c a d e mi q u e , .I e calcu1 effectif des s t r a t e g i e s optimales
d e p a s s e les p c s s Lb Lc Lt c e des ordinateurs a c t u e Ls , ce qui compromet
gravement les p c s s i b L'i t e s d'app1ication en l'etat actuel de la
l:heorie. Notamment, en contrale stochastique avec observations
p a r t Lo Ll es classique (memoire parfaite), on est a me n e a calculer
loi de p r-o b a b i L'i t c de l'etat conditionnellement aux observations
p a s s e e s (1e filtre).voir [4],[5],[6],[7],[8],[9],[10], loi qui
depend des commandes de rna n i e r e e x t r e me me n t c orr.p Li q u e e , ~e cas
lineaire o u e c r a t i q u e gaussien joue ici role singuller p u Ls q u a
le :"iltre s 'y calcule a l' aide d "u n r:ombre fi"i de p e r a rne t r o s
que seule la mc y e n n e c o n d Lt Lo n n e Ll e depend des c o mrna n d e s Cpr Ln c Lp e
de :~eparation de Honham [~1]). On peut done essayer de r r-o u v e r-
classes de p r-o b Lc me s d o n t Le filtre est de dimension finie, ce
qui simplifie notablement la conduite ca1cu1s : c e t t c idee, popu-
La r Is e e p a r- Brockett [12], a fait l'objet de tentatives encore t r e s
limi Tees [13], [14], [15] avons c h e r c n e a la developper pour
classe de p r-o b Le me s a temps discret o u continu. (Partie III.).
Une seconde approche permettant d "c s p c r e r des simplifications
substantielles, consiste, a l'insTar de [15], a renoncer a
l'optimalite, pour l'utilisation de lois de commande induisant une
structure beaucoup plus simple et meme, eventuellement, p e r rr e t t a n t
de se ramener a un p r-o b Le me d e t e r-m i n Ls t e . Ainsi, on proposera
l'uti~isation des techniques de d e c o up La g e et de r e j e t de
perturbations [17], [18], permettant en particulier de lineariser
Le s y s t e me par bouclage, et d 1 appliquer, a p r e s rej et des
p e r t u r b a t Lo n s , si besoin est, les techniques du Li n e a i r-e quadratique
deterministe !
Avant de passer a une revue de detail sur les points que .i.'on
vient d'aborder, p r e c i s o n s que ce travail est la reunion d'une
s e r I e d' articles p u b Li e s ou a publier, don t Ie soucis maj eur est
de developper des Techniques de calcul lorsque celles-ci sont
parcellaires (lere partie), ou inexistantes (2eme et 3eme parties),
deja connues mais trop lourdes (4eme partie).
J3ien entendu, les divers d e v e Lo p p e me n t s proposes n "a p p c r t e n t
de solutions miracles, et d' importants efforts restent a faire,
aussi bien t h e o r-Lq u e s que pratiques, p a r-t Lc u Li e r-o mo n t dans la
seconde partie, avant de pouvoir s ! attaquer a des applications
reelles dont la taille est g e n e r a Le me n t colossale ! Cependant,
les deux d e r-n i e r e s parties (Filtrage n o n Li n e a i r-e de dimension finie
et d e c o up La g e des s y s t e mo s n o n Li n e a i r e s ) n o u s semblent, du p o l n t
de vue des applications, e x t r-em e me n t prometteuses comme .l e s u g g e r-e n t
.i.es o x e rnp Le s p r e s e n t e s (conduite de til' et g u i c a g o rap ide d'un b r a s
de robot, exemples emanants de s e c t e u r s industriels d o n t la demande
d'innovation n' est plus a d e mo n t r-e r- i ».
Ce travail rassernble 10 articles organises en quatre parties
- Generalites sur les structures d'information. etude de
quelques structures d' information en jeux differentiels
deterministes non cooperatifs. application au duopole
dynamique.
1.1. Dynamic duopoly theory (en collaboration avec J. I'h e p o t L,
p ub Li e dans l' Encyclopedia of Systems and Control. Pergamon
Press. 1983.
1.2. Open-loop and closed-loop equilibria in a dynamical duopoly
(en collaboration avec J. Thepot), p u b Ld e dans "Optimal
Control Theory and Economic Analysis. G. Feichtinger Ed.,
North-Holland. 1982.
1.3. On the solutions of Hamilton-Jacobi systems and applications
the dynamic duopoly. A parai t r e , 1983.
II - Etude des conditions d'optimalite avec information non
Classique pour les problemes de controle et d' equipe
stochastiques.
Non classical information and optimality in continuous-time
dynamic team problems. A parai tre. 1984.
III - Fil trage nonlineaire de dimension finie pour une classe de
systemes a temps discret et continu.
III Exact fini te dimensional filters for a class of nonlinear
discrete-time systems. (en collabora tion avec G Pignie)
A paraitre. 1983
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nonlinear discrete-time systems Proc of the 9th IFAC
World Congress Budapest. 1984 (en collaboration avec
G. Pignie).
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des filtres de dimension finie. A paraitre. 1984.
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IV.1. A fast graph theoretic algorithm for the feedback decoupling
problem of nonlinear systems. (en collaboration avec A. Kasinskil.
in Mathematical Theory of Networks and Systems. P.A. Fuhrmann.
ed. Lecture Notes in Control and Information Sciences, N°58,
pp. 550-562. (1983). Springer.
IV.2. A fast algorithm for systems decoupling using formal calculus
(en collaboration avec F. Geromel et P. Willis). In Analysis
and Optimization of Systems. A. Bensoussan, J.L. Lions e d ,
Lecture Notes in Control and Information Sciences, N°63, Part.2,
p p , 378-390, (1983). Springer.
Un a p e r cu elementaire de la t h e o r i.e moderme des s y s t s ms s
n o n Ld n e a Lr-e e , p ub l d e dans la RAIRO - Automatique. (Dec. 83).
Partie 1 :
Dans la premiere partie, on donne u n e p r-e s e n t a tion informelle
de differentes structures d' information dans Le cadre de la t h e o r Le
des j eux dynamiques non c o o p e r-a tifs a 2 joueurs (duopole d yn a mi q ue i .
Les structures d' informa tion sont c La s s e e s en deux series :
"information complete" (qui est d'ailleurs u n c h o i.x malheureux
p u i s q u t o n n'y connait pas n e c e s s a Lr-eme n t. tout! mais qui veut
simplement dire qu' u n e structure probabiliste n ' est pas n e c e s s a Lr-e )
et "informa tique incomplete".
L' informa tion complete regroupe la boucle ouverte, La boucle
f e r-me e , les structuces du type Sl:ackelberg t d i s y rnc t r Lq u a ) e t en fin
la "boucle f e r me e sur le f'u t u r ? • Les techniques hamil toniennes de
cal c u L des strategies optimales sont presentees Aucune structure
donne Le meme r e s u I ta t en general.
Cette affirmation est e t a y e e par les deux papiers c omp Le me n t.a i r-e s
1. 2 et 1. 3 de ce chapi tre o u l' on mon tre (1. 2) que la notion de
boucle f e r-me e n I implique pas, ma Lg r e la presence d I informa tion
complete Ln s t a n t a ne e , une concurrence plus e x a c e r-b e e : au contraire,
dans le cas de firmes se partageant Le ma r c h e par le c c n t r-o Le des
prix, pour un mar c h e de biens substi tuables avec une demande a
elasticite constante, la boucle fermee induit une certaine cooperation
parce que chaque firme sait que les 2 ont interet a saturer les
contraintes,ce qui limite les choix s t r a t e g Lq u e s au lieu de c r-e e r-
des menaces s up p Le men t a Lr-e s , et produit en definitive un consensus
pour avoir des prix plus eleves qu'en boucle ouverte. Le second
papier (1.3) p r e s e n t e une structure d'information originale que l'on
rencontre naturellement dans le cas general de la resolution des
condi tions d' optimali te : l' e q u Ll Lb r-e de Nash des Hamil toniens
donne les strategies optimales comme des fonctions de l'etat, mais
aussi des variables adjointes (done contenant des informations sur
le futur). Or, on montre par le calcul d u s y s t e me c a r-a c t e r t s t.Lq ue
que ces strategies donnent lieu en general a une infinite d'equilibres
possibles en tout point regulier g e n e r-Lq ue . On termine en donnant
exemple Ld n e a Lr e quadra tique o u aucun des e q ua.Li.b r-e s en boucle
ouverte, f'e r-mee ou f e r-mee sur le futur ne coincide. On peut
certainement en c o n c Lu r e que l'equilibre de Nash n'est pas une
d I equilibre suffisamment precise pour etre vraiment pertinente ...
Dans la seconde s e r Le de structures d'information incomplete,
p r-e s e n t e les structures de boucle f e r-mee sur les observations
de boucle f e r-me e sur la loi de probabili te de 1 I eta t . Nous
reviendrons sur ces structures dans la seconde partie.
Cette partie est c n t i e r-e me n t c o n s a c r-e e a l' information non
classique, a savoir lorsque les o i- a Lg e b r-c s d 'observation ne sont
pas croissantes en fonction d u temps On peut donner 2 exemples
simples de structures d ' information o u cela a lieu : lorsque Le
con trol eur (decideur dans un p r o b Le me de contra Le ) oublie une
partie du passe des observations, ou, lorsqu'il y a plusieurs
joueurs, si chaque joueur a des informations d i f'f'e r-e n t e s sur l'etat
du s y s t e me et n'a pas a c c e s a u x informations des autres On voit
que cette d e r n i e r e structure est g e n e r a Le en t h e o r i e des jeux ou
dans les p r-o b Le me s d' e q u.i p e , On montre que l' on peut utiliser la
methode de programmation dynamique a condition de "grossir" l'espace
d'etat: au lieu de l'etat du s y s t e me de depart, il faut utiliser
sa loi de probabili te non condi tionnelle comme nouvelle variable
d'etat. Dans ce cas, la programmation dynamique donne la ou les
strategies optimales en fonction des observations et de la loi, ce
qui oblige a c o n s Ld e r-e r une structure d ' information plus g e n e r a Le
o u Le bouclage des commandes sur la loi est permis, et que l' on a
a p p e Le e "boucle f'e r me e v • On montre alors que l' optimum en boucle
r e r me e est egal au precedent, puis on derive les condi tions d' opti-
mali t e .
Cette etude est me n e e dans deux cas: lorsque les bruits
temps discret ou dans Le cas des diffusions
On montre dans ces deux situations que la fonction valeur est
et continue par rapport a la loi des trajectoires, et done sur-
differentiable, et, moyennant une condi tion de r e g u La r Lte sur Le
sur-differentiel, on peut obtenir une equation du type Hamilton-
Jacobi-Bellman c a r-a c t e r Ls a n t La fonction valeur et la ou les
stra t e g i.e s optimales. L' Hamil tonien a s s o c i e a cette equa tion comporte
alors un terme supplementaire par rapport a celui du c o n t r o Le a
information complete, terme que l'on peut interpreter comme la
variation du c o u t c o r-r e s p o n d a n t a une v a r La t Lo n d'information; on
donne ainsi une definition precise de la notion de "signalling",
introdui te heuristiquement dans [19J et [zo] , disant q u ' aI' optimum
la commande devait r-e a Lt s e r le meilleur compromis entre minimiser le
c o u t et coder des Ln f o r-ma t Lo n s dont la connaissance pourrait a rue Lt o r-e r
les decisions f u t.u r e s
Dans Le cas particulier du c o n t r o r e des diffusions avec observations
partielles et information c La s e i q u e , on mo n t r-e en plus que .L' c q u a t i o n
d' Hamil ton-Jacobi-Bellman p e u t. etre obtenue sans hypothese de
r e gu La r-Lt e sur La fonction valeur, donnant ainsi une condition
n e c e s s s a Lr e et suffisante d I optimali t e , g e n e r-a Li s an t les
condi tions n e c e s s a Lr e s obtenues par A. Bensoussant [5J
Partie III :
Comme p r-e c e d e mme n t a n n o n c c , c 'est la p e n u r i e de techniques de
cal c u L efficaces en contrale stochastique, me me a information
classique (.3. 1 'exception du cas lineaire-quadratique gaussien) qui
montre l'importance soit des techniques de filtrage approche, soit
de fil trage exact mais dimension finie.
C' est Le p r o b Le me d u fil trage exact de dimension finie qui est
a o o r de ici pour une classe de s y s t e me s n o n Li n c a I r-e s a temps discret
continu , ne comportant pas de bruits de dynamique.
Du point de vue des applications, une telle mod e Ld s a t Lo n peut
justifier au moins dans les deux cas suivants :
- la d u r-e e de vie ou d'observation du processus est t r e s
- les bruits de dynamique n'agissent que sur les composantes
"Ientes" du processus. On peut ainsi filtrer sur un court intervalle
de temps la dynamique rapide non b r-u i t e e (situation p r-e c e d e n t e l ,
puis r-e a c t u a Li s e r la loi en fonction de la derive du processus lent
recommencer.
Les deux premiers papiers sont c o n s a c r-e s au temps disc ret , le
premier exposant la t h e o r Le et le second comparant d i.f'f'e r e n t e s
methodes de filtrage dans le cadre d'une application, et Le t r o i a i s e me
est c o n s a c r e au temps continu Les s ys t e me s a temps discret e t u o i e s
ici sont plus gene raux que ceux a temps continu puisque, pour les
premiers, L' Ln t e n s Lt e des bruits d'observation peut etre c o r r e Le e
a l'etat (bruits c o Lo r e s ) .
Dans Le premier papier I on c o mma n c e par p r o uv e r- u n e formule
recursive donnant La loi c o nc i t i c nn e I j e non n o r-ma Li s e e , puis
montre qu "u n e orientation n a t.u r-e Ll e consiste a g e n e r-a Li s e r- a la
dimension infinie les techniques de realisation des s y s t e me s
nonlineaires a temps discret.
On montre, dans Le cas des bruits gaussiens, que l'on peut construire
explici tement une base canonique du fil tre qui donne lieu a u n e
condi tion necessaire et suffisante d' existence de fil tre de dimension
finie .Cette condi tion est pa r t Lc u Ld e r e me n t. simple et accessible au calcul,
et permet de d e c r-Lr-e explicitement la realisation minimale du filtre
dont la dimension est e ga I.e a la dimension de l' espace e n g e n d r e par
la base canonique. Bien entendu, on veri fie que cette realisation
minimale est bien localement faiblement observable et localement
faiblement accessible, au sens de La t h e o r Le des s y s t e me s n o n Li n e a Lr-e s .
De plus, on montre q u t u n s y s t e me n o n Ld n e a Lr-e admettant un filtre de
dimension finie peut etre t r-a n s f'o r-me en un s y s t e me Ld n e a Lr-e si et
seulement si l'intensite des bruits n'est pas c o r-r e Le e a l'etat.
Enfin, on tente d'evaluer Le nombre des s y s t e me s admettant un filtre
de dimension minimale do nn e e r , et pour une equation d'observation
d o n ne e . On montre que,
sous certaines hypotheses de r e g u La r I t e sur la base canonique, on
peut effectivement construire au moins autant de s y s t e me s satisfaisant
aux condi tions ci-dessus que d ' elements d' un sous-groupe d u groupe
Li n e a Lr e de dimension r , En plus d'exemples a c a d em i q u e s , on p r e s e n t e
une application r e e Ll.e a un p r o b Le me de conduite de tir, donnant
des r e s u Lta t s probants, alors qu'aucune methode Li.n e a i r-e ou a p p r o c h e e
ne donne de bons r e s u Lta ts. Ce point est p a r t t c u Lt e r-eme n t d e v e Lo p p e
dans Le second papier o u 1 'on montre, toujours pour Le p r o b Lem e de
conduite de tir, que Le filtre de Kalman e t e n du diverge presque
systematiquement, que Le filtre de Kalman sur un s y s t e me L'i n e a i.r-e
obtenu en d e r-Lva n t. deux fois Le s y s t e me de depart est c o mp Le t eme n t
inefficace puis que l'etat n'y est plus observable, alors que Le
filtre n o n Li.ne a Lr-e obtenu par les techniques p r e c e de n t e s donne I pour
une erreur ini tiale de l' ordre de 40 %, u n e e s t Lrae e en moins de 15
observations ( 2 secondes r e e Ll.e a ) dont l'erreur est Ln f'e r-Le u r e a
5 %. Notons enfin que pour des temps de cal c u L aussi courts
l'utilisation du filtre n on L'i n e a Lr-e general (de dimension infinie)
etai t rigoureusement impossible.
Dans Le t r-o Ls i e me papier, on mon t r s qU2 la pLu pa r r. des r e s u I ta ts
precedents se g e n e r a Lt s e n t au te mps c o n t Lnu Ainsi I a o r e s avoir
c a l c u Le explici t e me n t la solution de I' e q ua tion c e Zakai pour Le cas
de la dynamique non b r u i t e e , on fait apparaitre comme p r e c e d emme n t
la base canonique du fil tre donnant ainsi la condi tion n e c e s s a i r-e
et suffisante d'existence d t u n filtre de dimension finie, ainsi que
la realisation minimale du filtre. La condition obtenue est equiva-
lente a la dimension finie de l'algebre de Lie a s s o c i e e a l'equation,
de Zakai, g e n c r a Li s a n t ainsi des r e s u Lt a t s heuristiques [21] obtenus
p r e c e d e mme n t dans Le cas o u I' a Lg e b r c de Lie est nilpotente. On donne
enfin un exemple d' observation p o Ly n Smi a Le de d e g r-e quelconque d' un
s y s t.e me Li n e a Lr-e non b r u i t e ou Le filtre est toujours de dimension
finie, alors que lorsque la dynamique est b r-u I t e e et l'observation
cubique, il n ' y a pas de fil tre de dimension finie (voir [14J).
Partie IV :
La motivation de cette d e r n Le r-e partie, qui n'est pas d o n n e e
dans les papiers p r e s e n t e s , comportant en soi un interet plus
general, peut etre vue comme Le o e ve Lo p pe me n t de methodes permettant
de transformer un p r o b Leme stochastique n o n Ld n e a Lr-e en un p r o b Le me
eventuellement decouple et Ld ne a Lr-e , mais surtout d e t.e r'mLn Le t e
(rejet des perturbations). La classe naturelle des lois de commande
assurant une telle p r-op r i e t e est done la classe dans laquelle on
peut chercher la "sous-optimali te".
Le premier papier IV. 1, a p r-e s avoir r a p p e Le les conditions
necessaires et suffisantes de rejet de perturbation et de d e c o up La g e ,
prouve que Le calcul des lois de commande assurant Ie rejet de
perturbations et Ie d e c o up La g e peut etre t r e s largement simplifie
a l'aide de l'interpretation, en terme de graphe, des nombres
c a r-a c t e r-Ls t Lq u e s , Ces nombres s' Ln t e r p r-e t e n t. comme Le nombre minimal
d t Ln t e g r a t t o n s q u ' il faut a une commande pour etre "visible" dans
une sortie do n ne e . On donne l'algorithme de calcul, utilisant des
methodes de calcul forme 1 (Reduce ou Macsyma).
Le second papier IV.2 donne u n resume du papier IV 1 et montre
comment est organise Le programme de calcul formel. L' interet de
la methode de graphe est c h i f f'r-e sur l'exemple du c e c ou p La g e de la
dynamique d' un bras de robot. Cet exemple montre Le gain que 1 t on
retire des methodes de c a Lc u I formel, sans lesquelles Le d e c o u p La g e
de tels s y s t e mes n e c e s s i. teraient des efforts e x t r eme n t lourds.
Annexes :
On donne u n expose e Le me n t a Lr e des r e s u Lt.a t s les plus modernes
t h e o r Le des s y s t e me s n o n Li n e a Lr-e s qui pourra servir a e c La i r-c i.r-
certain nombre de definitions et p r o p r-Le t e s u t Ll d s e e s dans les
deux derniers chapi t r-e s .
Conclusion :
Ce travail comportant essentiellement des methodes de calcul,
il est clair q u ' u n travail de comparaison et d' approfondissement
sur chaque structure d I information est n e c e s s a Lr-e . Ce travail semble
cependant t r e s difficile dans Le cas de l'information non classique
ou de gros efforts t h e o r Lq u e s res tent a faire, surtout concernant
les methodes n ume r d qu e s .
D' autre part, la generalisation des methodes d e v e Lo p p e e s en
fil trage, au cas comportant des brui ts de dynamique semble etre
question t r e s importante aussi bien t.h e o r-Lq ue men t que pour les
applica tions.
Finalement, il serait Ln t e r e s s a n t de savoir s'il est possible
de trouver des algori thmes performants pour Le d e c o u p La g e et Ie
rejet de perturbations par retour de sortie puisqu'ici les methodes
pr o po s e e s n e c e s s i t e n t la connaissance exacte de l'etat.
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PARTIE I
Gt!meralites sur les structures d I information.
Etude de quelques structures d I information en jeux differentiels
deterministes non cooperat.Lr s ,
application au duopole dynamique

RESUME DE LA Jere PARTIE
Generalites sur les structures d' information. Duopole dynamique
Cette partie sert a introduire les diverses structures
d' Information qui ant ete e t.ud Le ea jusqu' a present dans Le cadre des
j eux dynamiques Le premier article, pubLi e dans I' Encyclopedia of
Systems and Control, en collaboration avec J. Thepot, sert en quel-
que sorte de f il d irecteur pour les 2 premieres parties: on y
pr e s errt e , sans les d emorrt.z e r , les pr incipaux r eauLt.at,s sur les con-
ditions d'equilibre pour chaque structure d'information, et les
r e s u Lt.at.s originaux sont d eve Loppe e et demont.r es dans les autres
articles des parties I et I I.
t.es structures d' information presentees sont classees en
deux grnupes: l' information de nature deterministe et l' information
d e n at.u r e probabiliste.
£1) n:ln~ I.e premier groupe, on trouve la boucle ouverte (la seule
information pour les 2 joueurs est Le temps et le point de depart
du j eu), La boucle fermee (les joueurs ont une information com-
plete sur l' etat du j eu mais purement instantanee), les struc-
tures d Lsymet.r iques du type Stackelberg ou l' un des 2 joueurs est
Le meneur et I' autre le suiveur. Le meneur joue en boucle ouverte
a l.o r s que le suiveur joue en boucle fermee et connaissant la
s t.r ateg i e du meneur; et enf in, la boucle f ermee sur le futur
(information complete instantanee des 2 joueurs et en plus, ob-
servation exacte de leur revenu marginal).
Deux contr ibutions or ig inales y sont annoncees, et deve-
Loppe e s dans les deux articles qui suivent. 11 s'agit d'une part
de la comparaison entre equilibres en boucle ouverte et en boucle
f e r mee , dans le cas d' un duopole au 2 f irmes se partagent le
mar cb e par le contr61e des pr ix et de I' investissement, les biens
pr odu i t.s par les 2 f irmes etant substituables, et la demande
at-ant s uppos e e a elasticite constante. On montre que, contrai-
rement a ce que l'on attend, la boucle fermee induit une certaine
cooperation entre les f irmes car chaque joueur sait que chacun a
inter~t a. saturer les contraintes sur les investissements, ce
qui limite leurs choix strategiques et produit, en definitive,
des pr ix plus e Lev e s qu' en boucle ouverte en reg ime permament.
11 s' ag it d' autre part du calcul des equilibres en boucle
f e r mee sur Le futur. On montre d' abord que c' est cette structure
d' informat ion qu t apparalt naturellement lorsque l' on cherche un
equilibre de Nash des Hamiltoniens, pUisqu'alors on obtient les
s t.r at.eq i e s optimales comme des fonctions du temps, de l'etat, et
lies variables adjointes (revenus marginaux des 2 joueurs), et
lorsque les strategies optimales ne saturent pas les contrain-
tes r on ne peut e Lirn Lne r les var iables adj ointes. On montre
alors, en generalisant a. ce cas la t.heor ie des car act.ar istiques
de Cauchy de I' equation d' Hamilton-Jacobi, qu' il existe en tout
point generiqlle une infinite d'equilibres possibles. Enfin, on
donne un exemple elementaire OU aucun des equilibres (boucle
ouverte, f e r mee et fermee sur le futur) ne coincide.
b) Dans Le d eux Leme groupe, on pr esent,e des structures d'infor-
mation incomplete: boucle fermee sur les observations instan-
t.anees ou , d'une part, les joueurs observant l'etat par des
pz oc edes differents, ils ne peuvent comparer leurs informations,
et r d' autr e part, les observations etant instantanees et sans
memo i r e , ils ne peuvent utiliser ce qu' ils auraient pu apprendre
dans Le passe. ce type d' information non classique ne ver if ie pas
les conditions "habituelles" sur les o-algebres d' observation
que l' on suppose en contrOle avec observation partielle. On pre-
sente alors une equation de programmation dynamique qui sera
largement developpee dans la partie I I, consacree exclusivement
a. l' etude de l'information non class ique.
DYNAtlIC IJUQPOL.y' TrrEORY
L.EVINE;t J. THEPOT JtJt
Since the prominent contribution of von Neumann and Morgen-
stern (1944) 0 o Ld g o o e Ly theory is widely recognized as part of
Game Theory. Static f~rmulations of the c Lf.g c p o Ly game have t:Jeen
developed to explain how the competitive interdeoendencies deter-
mine the price. quantity or advising decisions of the firms. How-
ever. it is clear that Time plays a determinant part in the defif1
it ion of the strategies of the competitors. Differential Games
techniques have therefore been used to extend the static tradit-
ional models to dynamic situations. By emphasizing here duopoly
situations. we are gcing to outline the main issues arising in
this Th e s r-y and to present illustrative and recent models.
I - General Statement and Informational Structures o f a
Dynamic Dilopoly
L.et us consider two firms (firm 1 and firm 2) competing
on the same market over a horizon [D. T]. At time t • the state
n.
of firm i is represented by a vector Xi (t) of 1R ~ (ex:
or8ductien capacity, inventory levels. balance-sheet accounts.
etc ... ) 0 ana its decision by a vector function of its ot:Jserv-
ations (to be defined later) with values ui Lt ) in [RPi The
result u i (t) of firm i' s decision at time t knowing its observ-
ations is called a control (ex: price. quantity to be sold by
unit of time 0 etc •.. ) 0 and a sequence of decisions over the
horizon is called a strategy.
At any time. each firm
to given constraints :
according
tPj (t oX (tJ, u 1 (tJ, u 2 (t)) ... 0 , j • 1 .... ,m [1]
where x Lt ) • (x 1(tJ,x 2(t)]' € iBn [prime denoting transpose],
JtCentre d' Autom:tiqUe et c ' InfDrmatique de l' Ecole Nationale
denotes the state of the duopoly. If firm i must satisfy "':he
set of constraints ~i. {~. " •. d. } independently of its
~ 0 J i
::Jpponent's decision, we say that this set ::J-i' constraints is
under firm i' s responsibility.
The dynamics of the duopoly are described by the follow-
ing differential system :
XCt] • fCt.x Ct), u i Ct J. u 2 CtJ] (2)
in which the initial state x CO) • ~ is given.
During the interval [t, t+dt], firm i' s profit
by gi[t,x,u1 , U2)dt, so that the net present v.sLu e J i
horizon (with a discount rate eli) can be written as :
J i ( Ui , u 2 ) • f: giCt,xCt),U1CtJ.1J2Ct))e-elitdt + Mi[xCTJJ. (3)
i·1.2.
where Mi describes ahe evaluation of firm i at time T.
aefore to discuss the various structures of information
that can be met in these game problems, we suppose that an
information struc.ture S is given, and that Ui CS) is firm i' s
set of strategies adapted to S, and satisfying the constraints
un d e r i' s res p 0 n sib il i t y. i • 1. 2. Th us, we ass urne tn a t the
two competitors try to realize a non-cooperative Nash eqUilibr-
Lurn i namely. if S is a complete information structure (see
below]. they want to find a pair of strategies (u~. U~) in
U1(S) x U2CS) such that:
J 1 [u~, u~) .;;; J 1 (u 1 ,u~) IfU 1 E Ui (S)
J2CU~.U~) .;;; J2Cu~.uZ] lfu Z E UZCSJ
If ~ is incomplete information structure, (4) must be
(4)
adapted in replacing J i by ECJ i) the mathematical expectation
of J i , i • 1, Z.
Finally, let us present a brie-f survey of the informational
structures that have been studied or, at least, pointed out, in
the literature until now: they are classified into complete and
incomplete information structures.
1. Complete information.
In all this paragraph, both firms are supposed
least a perfect knowledge of the set of data
{{tPj},f,J 1,J2,;,t,T}. (5)
For all the structures introduced below, simple counterexamples
prove that they yield different solutions to the Nash game.
1.1. Open-loop structure : Both firms have only the know-
ledge of (5). This structure is called "static" since there is
change of information during the game. The strategies of Ui (5)
are thus measurable functions of t and;, and, when <; is fixed,
reduce to controls. This class of games is by far the most
studied and the reader will find a complete bibliography in
(Feichtinger, Jorgensen 1983).
1.2. Feedback structure: Both firms observe exactly the
state x at any time to Ui (5) is thus made of measurable functions
u i (t,x). A careful definition of the solution of (1.) mu~!: be
provided in order to allow strategies that are discontinuous with
respect to x ,
As in (Basar ,Olsder 1982); we distinguish between "Feedback" and
"Closed-Loop" structures, where the initial condition; is also
r e mamb e r e d . Thus s tra tegies take the form u i (t,x,;). When, further
more, the competitors perfectly remember the past of the state,
we say that we are in a "Full memory structure". Whether these
three structures coincide or not is not clear at all.
I . ] . S ta c k elberg 't h e l eade r , s ay f irm I , p l a y s
op e n - l o op a nd g i ve s i t s c o n t r o l at e v e r y time t o the foll o we r
wh i c h , i n a d d i t io n , per f e c t ly ob s e r v e s t h e s ta t e . 'thus U1 ( S) is
ma d e of co nt ro ls u \ ( t ) ; wh er e a s U
2
{ S ) i s ::la d e o f me a s ur ab l e
f u n c t i o n , o f t he fo r m u 2 ( t , Jl , U1 (t ». Deta i l s c:a ll be fo u nd in
t ea s a r 1977) .
1 . 4 .F e ed f o r wa rd s t r u c:t u r e : Each f i r m tak e s d e c i si o n s of
fo r m ui ( t ,x , .. ,q ) whe re p ( r,u p . q ) i s th e o p ti mal ma r g ina l
fo r f ir:ll \ ( r e sp 2 ) o f th e g a :ne s t art i n g a t t c , x ) o v e r the
hori z o n r t , T] . Th i s i n fo rm at i o n struc t u r e i s na tur a l l y a d a p t e d
to Dyn a mic Pro g r ammi ng met h o d s ( Lev i ne 1 9 53 ), As a r e su lt, t h e
s t r u c tu re s 1 . 3 . lind \. 4 . e e Le e t d e i n th e z er o -s u m si tu a tio n .
2 . In c o mpl e te I n f o r mati o n .
Th i s is th e cas e wh e r e l ea s t o n e f irm does not o b se rve
I
p e r f e c tly th e s ta t e b e c a u s e of d i s t u rb a nc e s a lld/o r of t h e n o n
i aj e c ti vity o f t h e o b s e r v a tio n f u n ct i on . Pr e ci s ely , s u p p o se t h a t
t h e o bse rvat io n s e q ua t ions a r e g i ve n by :
Yi ( t) • h i ( ]t ( t ) , Vi ( t) , i • 1 , 2 ( 6 )
·..he r e VI and \1
2
a re exoge n eous d Ls e u r e an c e s ,
Co n c e p t u a l l y , n o t h i n g wo u l d c h a n g e if, i n p l a c e of ( 6) , t he
ob se r va t io n. wer e d e s c r ibed by a s toc h a s t ic d Lf f e r e n t La L s y s t em .
Fo l l o wi n g ( Ha r s a n y L 19 6 8 ), th e fi t':lls mus t agre e o n all a p ri or i
p ro b a b il it y me a sur e o n th e i ni t i a l s t a t e t a n d on t he dis t u r ba nc e s
Le t P U;,v l , v 2) be t his a prio r i pr o b abi li t y ee a s u r e , Then J 1 a n d
J 2 must b e r e p la c e d b y th e ir llIa t h emat i ca l e x p e ctation with r-•• p eet
P , n a me l y
Ile s h a l l a s s u me t ha t t h e co ns t r a i n t s (J) a r e o f t he fo r m
~ i ( t , y i , u 1 , u 2 ) , i • 1 ,2 .
-,
2.J. Output Feedback Structure: Each finn perfectly knows
the set of data : {{Ijl~},f,h],h2,'J],J2,P,t,T}, and observes Yi at
every time t (and possibly all or part of the past Yi). Decisions
t a k e the form u i (t , Yi) 0 r u i (t, { Yi (s) I s ~ t}).
Z.2. Closed-Loop Structure : In addi tion to the preceding
the decisions take into account the actual probability
measure P
t,
image of P by (Z), which plays the role of the state
of the game with incomplete information. Thus firm i' s decision
is of the form ui(t'Yi'P t), For details see (Levine J981).Z.1.
and Z.Z. are referred to as non-classical information
(Witsenhausen 1968) since firms 1 and Z have different o b s e r v a t Lo n
and the associated sigma-fields included one in another.
- Characterizations of Nash Equilibria.
We shall review the existence results and the characterizat-
ions of the solutions for the preceding information structures.
We shall use the same numbering as in paragraph I.
1.J. Open-Loop structure: Existence results of an open-loop
Nash solution can be proved for linear-quadratic games (Starr,
Ho 1969). For the characterization of open-loop solutions, it
can be proved that a two-sided minimum principle holds (Starr,
Ho 1969):
Theorem I : Let f ,gl ,gz ,M I ,HZ be c
Z functions and Ijl~ depend only
CUI,u Z), 'It i,j. Then a necessary condition for (u~ ,u~) to
be an open-loop Nash solution is that there exist two continuous
functions Pl and Pz satisfying:
. * *x = f(t,x,u I ,u Z) x(O) = ~
ax.
Pi(T) = ax~(X(T» 1,Z.
* * * *
with H] = PI.f(t,x,u I ,u Z) + g] (t,x,u] ,u Z)
..; PI.f(t,x,u1'u~) + g](t,x,u1'u~) "I u 1 s v t , <jl](u],U;)';;;; 0
and HZ = PZ·f(t,x,u~ ,u;) + gZ(t,x,U~ ,u;)
.,; PZ • f (t ,x, u: ,u Z) + g 2 ( t , x, u: ' uz)
1.2. Feedback s'tructure : Existence results over a small
horizon can be derived for linear-quadratic games (Lukes 1971),
(Bensoussan ]974). Also characterizations can be obtained under
regularity assumptions on the optimal value functions, by means
of the Dynamic Programming method, and under the assumption that
the "local" Nash equi 1 i b rium of the Hami 1 tonians a t every po i n t
can be obtained as functions of (t,x). Namely (Case ]969)
Theorem Z : f ,gl ,gz ,M] ,M Z are chosen as in theorem 1. Let
d~f J i (t,x,u: ,u~) , i = ] ,Z, where (u; ,u~)
supposed to realize a Feedback Nash equilibrium over the horizon
[t,TI, from the initial point x . Suppose furthermore that VI and
Vz ar: piecewise continuously differentiable. Then VI' V2' -.
and Uz must solve the following system of Hamilton-Jacobi
equations every regular point :
av I av] * *
at -a.]v l+] Min * (ax .f(t,x,u] ,uZ)+gl (t,x,u I ,uZ»=O
<jl (t,x ,u I ,uZ)';;;;O
(8)
av z av Z * *at -a.ivz+ 2 Min* (ax .f(t,x,u-I ,uZ)+gZ(t,x,u I ,uZ» .. O •
<P (t x u l ,u 2 ) ..,;o
Corollary (Case 1969) : Under the* same as:umption and if (u~ ,u;)
o b t a i ned by ( 8) are 0 f the form u] (t , x ) , u Z ( t •x ) , the n
p] = ~l and Pz = ~Zsolve, at every regular point, the adjoint
equations :
aMi
Pi(T)-ai(x(T» , i=I,Z (9)
*Remark: in (9) appear the derivatives of u i' i .. 1, Z, with
respect to x, so that its solution is generally different from
the open-loop adj oints.
Let us also point out that the optimization problem of (8)
determines u: and u~ as functions of (t,x,PI ,PZ). Thus a method
to obtain u~ as functions of (t,x) consists in making the change
of variables
(10)
Thus Pi must satisfy the system : * *
.:.:.i + ~{ .s" = af* ag i j ( df* + ~i)~ ~
at ax - Pi" aij - aij - CliP i - Pi' ~ "aU 'aP'd X j
i .. 1,2; j,k" I, ... ,n. (II)
where f* denotes f evaluated at u~ (t,x'P 1 (t,x) ,PZ(t,x», and the
*same for gi'
For linear f and quadratic gi' and if we look for u l U z
linear feedback functions of x , (11) becomes the well known.
system of two coupled Riccati equations. Nevertheless, there is
no proof of the fact that, in the linear quadratic case, the
linear solution of (11) is unique, and the author conjectures
the contrary.
On the other hand, one can find verification theorems in
(Stalford, Leitmenn 1973), (Mehlmann 198Z), but an open problem
remains the derivation of necessary conditions on singular s u r f a c a .
1.3. Stackelberg structure : Since the leader plays open-
loop and the follower c Lo s e d-cl.o o p knowing the leader I s control,
the characterization of the Stackelberg equilibrium can be
obtained by crossing the two preceding methods. It can be seen
in (Basar 1977) that there exist infinitely many equilibria even
in the simplest linear-quadratic case with strictly convex cost
functions. This result illustrates the sensitivity of the Nash
equilibrium to the information structures.
1.4. Feedforward : It was seen in ] .Z. that one generally
obtains the optimal strategies in (8) in the form:
* *u'j (t ,x ,PI 'PZ) ,uz(t ,x,p] ,PZ) .
Thus, since the information structure allows the competitors to
use their optimal strategies as such, without introducing the a
priori change of variables (JO), it remains to find the adjoint
system for PI'PZ in order to compute the optimal trajectories.
. * ir *Thus, l.f we note f* (t;x'P1 ,PZ)"'f(t,-x,u] (t,x,p] ,P Z) ,u Z(t,x,Pl ,PZ)
and the same for gl ,gz' and if we set




the following theorem (Le-v i.n e 1983) holds true:
Theorem 3 : in the feedforward structure the adjoint equations
are given, in addition to x '" f* (t''X'P 1 ,P Z), by
i '" J ,2; j ,k '" 1, ... ,n,
i - J, Z; 1 '" ], ••• ,n,
aM.
with terminal conditions: Pi (T) '" a:xl.('X(T».
Note that , in (12), we must determine the n(n+1) functions
a~k with Zn equations,and suitable transversality conditions. This
suggests that non-uniqueness of Nash equilibria is a generic prope:ty. *
~ : The non-uniqueness of (IZ) disappears when u 1 and U z
independent of PI'PZ' in which case the informations on the
future contained in PI ,P Z are wot:thless, and the adjoint system
reduces to (9). However, it can be proved that the solutions
obtained by (1Z)
loop solutions.
generally different from the open and closed-
Z. Incomplete Information. Feedback structure: We shall
just sketch the dynamic programming methods, for example when the
observation equations are given by (6), with vi a piecewise
constant process on prescribed intervals [t j ,t j+ I[ forming a
partition of [O,T] • We note vi the projection of vi on the interval
[t j ,t j+ 1[ and we suppose that vi is independent of x and of
v~, k r j, and we note o Cv) the probability measure of (vJ '\,)Z).
Let us denote :
e -(1i tv i (t, Pi) - JJcJ~gi (s 'x: (t ,x) ,u: ,u~) e -(1i s ds+M i (X; (t ,x» )
dPt(x)dp(v) , i-1,Z (13)
* *where ul,u Z are supposed to be a Nash pair in the Feedback
structure (precisely, for every t'Yi(t) and P
t,
they are given by
* *u 1(t'Yl(t),P t), uZ(t'YZ(t),P t » , and where Xs(t,x) is the solution
of (2) at time s starting from (t,x) and generated by u~ ,u~.
Finally, let us recall that the Lie derivative of P t in the
direction of u l ,u z ': ~~e limit when it exists:
LUI ,u
z
(P t) ,. ~~~ ~(Xe:l z(t,p t) - P t) (J4)
U 1 ,uz







The following results hold true (Levine 1981) :
Proposition: Vi has the integral representation
Vi(t,P
t) = fwi(t,x;t,Pt)dPt(X) , i = 1,Z,
*with wi(t,x;s,P
s) '"' wi(t,x;t,Xt(s,P s)) '" (t,s,P s)'
~ : If (u~ ,u~) is a Nash point and if w1'wZ are C 1
functions of all their arguments, then we have :
ff(~I_CllW )dPtdP(\»)+f{Minfl;;l.f(t,x,UJ ,u~)+gl (t,x,u] ,u~)+
u J
+<~I,L *(P )-L * *(Pt»ld(Pt~P)(x,\)IYJ)}dQ~(Y]) = 0
ap ul,u Z t ll J ,u z




wi th the boundary conditions :
(J5)
wi(T,x;t,P) '"' Mi(x) , '" x,t,P; i = I,Z,
where Q~ = yi(t,P
t) , i'"' I,Z, and where the bracll:ets <,> denote
the duality between C 1functions and first order distributions.
~ : Very little is known about the solutions of (15) which
constitutes a non-linear integra-differential system. It is
interesting to interpret the coupled minimization problem of (15)
as a trade-off between cost and information, since the Lie
deriva tive term des cribe s the variation of probab i Li, ty induced
by a variation of control.
To conclude this survey of theoretic methods for non-zero
sum differential games, let us just mention the analysis in
(Dockner, Feichtinger, Jorgensen 1983) of classes of games
showing simplifications on the open-loop Hamiltonians, so that
11
the optimal controls can be directly obtained by a system of
differential equations :
Ui = 'I' i (u1 ,u Z ' c ) , i - 1, Z .
This situation occurs for example when ~i and ~i do notdU i '3X i
contain those adjoint components p~ corresponding to x j ,j i.
III - An Illustrative Example: Growth Strategies in a Price-
Setting Duopoly. (Levine .. Thepot 1982)
Let us consider a price setting duopoly aver an infinite
horizon when the outputs of the competitors are substituable. At
time t , firm i charges the price Pi (t); its demand xi by unit of
time is supposed to depend on both prices:
(16)
Without a great loss of generality, we will assume henceforth
that the demand functions are time independent and constant
e 1 as tic i tie s fun c t ion s ' in the form xi" B i P i - E i p j n i, wher e B i i s
a constant depending on the variable units, E i the elasticity
with respect to i's own price, n i the crosselasticity with respect
competitor j 1 S price, satisfying the following inequali ties :
Ei>l,ni;;'O; D=E1EZ-n1nZ>O,
which merely' express classical assumptions on
I. Defini tion of the differential game.
(17)
demand functions
Each firm is supposed to maximise its net present value; then
the problem can be stated as the following differential
Yi = Ii - U\Yi' Yi (0) = ;i






where Yi is the output capacity of firm i, Ii the rate of inves t >
ment in volume of capacity, c i the production cost by unit of
put, wi the rate of depreciation of capacity, vi the price of
unit volume of investment, <;i the level of capacity at time O.
Re Ls . (20) express that the investment is irreversible and that
firm i is not allowed at any time to lose money; all the para-
meters vi' c i' wi are supposed to be constant throughout the
horizon. Hence it is a differential game with two state variables
YI'Y2 and two control variables Pi,I i at the disposal of each
compe ti tor.
2. Open loop strategies in the duopoly
By' using the classical results (see sect. 11.1.1.), we d e f i n .
the current value dualized Hamiltonian Hi of firm i as follows
Hi = (Pi-ci)xi-viIi+qi(Ii-wiYi)+'Pi(Ij-wjYj)+a.i(Yi-xi)· (22)
with qi' 'Pi' (].i being respectively the costate variables
associated to capacity Yi' Yj are the Kuhn and Tucker multiplier
associated to cons traint (21). The class ical necessary condi t ions
yield: qi=(wi+di)qi-a. i ' ,p("'(wj+di)'P i ;
(x'+(P.-c.)~·)(I+.!. )(q.-v.)+_a..~i = 0
~ i, 3Pi vi ~ ~ ~3Pi
(23)
(24)
lim q. (t)exp(-d.t) lim 'P. (t)exp(-d.t) 0; (25)
t ...oo ~ ~ t....... ~ ~
q i < vi" Ii = 0 , q i = vi" Ii> 0 un d e termined,
qi > vi .. Ii = ;i (Pi - ci)x i ;
(26)
sake of simplicity we do not consider situations where
excess capacity may occur. Accordingly (26) determine the three
po licies I ike ly to be cho sen by each firm along the eq ui I ib ri um
path: [policy I (qi < vi):I i = 0; policy 2 (permanent policy,
qi = vi); policy 3 (qi > vi):I i = }; (Pi - ci)xil . A combination
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(k-s) of policies where firm i and firm j use respectively p o I i c '
k and s is called a duopolY regime.
It is easy to show that regime (2-2) is the final regime of the
duopoly to be held from a time t* (t* < + 00); this regime coin-
cides with the long term classical static equilibrium of the
duopoly with constant prices P:-E:i(ci+(wi+di)vi)/(E:i-l)
To emphasize growth strategies of the firm, we suppose that the
initial production capacities ';i are lower than, the long term
* * *pro d u c t ion 1 eve 1 s xi = x i (p i ' P j ); a s are s u 1 t the firm s are
both incitated to invest and to grow from the ·beginning. Three
types of equilibrium paths can be found according to the values
of the ini tial capaci ties .; 1 and .; 2 :
For initial capacities of same ma g n Lt u d e-, the equilibrium
path is in the form (3-3) ... (2-3) .... (2-2) : at the beginning,
the competitors use their maximum investment policies 3 while
decreasing the prices and increasing the production until time
t i when the price
*reaches the value Pi' Then, firm i adopts
the permanent policy 2 with its price being" kept constant; firm
j I S pro d u c t ion iss till inc rea sing but firm i' sis dec reasin g .
At time t: price Pj becomes equal to p J and the duopoly adopts
its permanent regime with production and prices being
to infinity.
For a high initial capacity ';i and a low initial capacity
';j the equilibrium path is either in the form (3-3) .... (J -3) ....
(1-2) ... (2-2) or (3-3) .... (1-3) .... (2-3) .... (2-2) .Initially, the
firms use their maximum investment policies as previously. Howeve
at a time t i, firm i stops its investment although price Pi has
not yet reached the value Pi' As a result, firm i goes through a
stop in investment period while its production decreases.
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I t turns ou t tha t the growth of the firms is no t c rea ted
through monotonically increasing productions for both competitor
Moreo-ver, in some cases, one of the firms has to stop Lnv e s tmen t
during a transitory period, as the decrease of the competitor's
price causes too much of a decline in demand"
3" Feedback strategies
In the closed Loop formulation, the prices and the rates of
investment are to be sought in the feedback form
Pi = Pi(yi,yj,t), Ii" Ii(yi,yj,t) (Z8)
The feedbacks are determined by the Nash equilibrium of the
Ham i Lt o nd au s HI and HZ at any point in time t and for any
production capacities Y1 and YZ " As a result, the rates of
investment Ii are given by (26), as in the open loop case, and
the capacities constraints (21) are saturated: Zi(Pi,Pj)=Y
i'
f r om which we deduce the feedback laws of the prices
_ <-e/D) (-nJD)
Pi - Yi Yj , and consequently those of the investments
The characteristic equations (9) actually take the form




Clearly, the feedback strategies are sequences of the three
policies defined above in the open loop case. However,
differences have to be pointed out :
a) The feedback final regime (2-2) holds with constant
--prices Pi = (Ci+<llli+di)Vi)/~I-ej/D) which are higher than
permanent open loop prices Pi' This means that, in the long run,
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and contrarily to what is intuitively expected, feedback stra-
tegies imply more cooperative behaviour than the open loop
strategies do.
b) In the growing phase of the duopoly, regime (2-3) does
not hold in feedback with firm i keeping its price constant. In
this regime, the prices evolve according to a non linear differen
tial equations system (see Levine,Thepot 1982) which indicates
that both prices are decreasing. It turns then out that the
feedback strategies express a tendency towards some mimetism and
synchronization of the competitor's decisions.
IV - Generalized Competition Dynamic Models
Price (or quantity) manipulation is basically considered by
the managers as a two-edged sword which jeopardizes the profit-
ability of the firm rather than really affects the rival's
position. Accordingly, the firms are more and more involved in
using other competitive weapons. Some dynamic duopoly models t h e r e
fore have emphasized more accurate types of competition on
advertising, quality of the products or R&D projects for
instance. Let us outline some typical and recent contributions
in thi s field.
1. An advertising model (Deal 1979)
Deal ·has developed extension of the classical monopolistic
sales response model of (Vidale, Wolfe 1957) :
Let x_(t) and a i (t) the sales and the advertising expenditures
per unit of time at date t of firm i. The evolution of the sales






= the sales decay parameter, 6 i .. the sales response
parameter and M ,. the total potential market size (6 i, ci > 0)
Eqn. (31) indicates that advertising expendi tures increase the
sales; however, such an increase is more efficient when the
market is saturated (namely when xl + x 2 is close to M). As a
result, advertising expenditures of a firm have a direct effect
on its own sales and an indirect one on the competitor's as they
contribute to saturate the total market.
Deal defines the o b j ective function J i of firm i as a
weighted sum of the market share at time T and the sum of the
profi t s earned over the horizon.
J i = wi X i ( T ) ! [ X1 ( T ) + x 2(T)] + f~[Pixi(t) - a~(t)]dt. (33)
with Pi being the net revenue coefficient and wi the weighting
factor for the performance index. The problem is then stated as a
differential game which is numerically solved in Open Loop. The
obtained results for a wide range of values of the parameters give
interesting insights on the relative importance over the horizon
of the direct and indirect effects of advertising.
2. A marketing mix model (Thepot 1983)
This model is related to the price setting model presented
above in Section 3. The demand of firm i is assumed to be in the
form:
xi(t) = Xi[Pi(t),Pj(t),Ai(t),Aj(t)] exp(yit) . (34)
where Ai (t) denotes the goodwill of firm i , defined by the
differential equation Ai .. a i -r i Ai with a i representing
advertising expenditures per unit of time, r i the depreciation
of the goodwill and Yi the growth rate of the demand. Then the
problem is stated as the differential game :
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In this model each firm has three control variables at its
disposal : the price Pi' the investment Ii and the advertising
expendi tures a i•
By emphasizing the Open Loop equilibrium and the case where
the demand functions are constant elasticities functions. it is
shown how Competition and Growth interact in the investment and
marketing strategies of the firms. It turns out that the cross-
elasticities of the demand with respect to the goodwill play an
important role: they determine whether Competition holds through
pricing or advertising decisions. This is due to the fact that
pricing and advertising decisions quite differently affect the
profits: the first ones have an instantaneous effect while the
impact of the second
goodwill variations.
are displayed over time t h r ou g h
Two situations may occur: either the competitors behave in
a close way to the monopoly case by cohabiting in the industry
while increasing their sales and both benefiting of the growth.
or one of them is self eliminated of the market. In some case.
this elimination process leads this firm to manipulate its price
in order to avoid excess capacity.
3. A model of R&D competition (Reinganum 1982)
J.F. Reinganum addresses the problem of resource allocation
Research and Development in a competitive conte-xt by d ev e Lo p i n
a dynamic duopoly (in fact oligopoly) model which 'i n c o-r p o r a t e s
the main aspects of this type of competition over a non already
existing market. Each firm is assumed to accumulate knowledge
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relevant to the innovation by expending resources on research
activity or knowledge acquisition. The knowledge acquisition
process is assumed to be deterministic whereas the date of
successful completion of the project is a random variable. Then
the problem can be stated as the differential game
J i = f~[PLAl1i+PF~~j-ci(J1i)][exp - (Zl+ zZ)]dt;
Zi = Pi ' zi (0) .. 0; O';;;;}li '" B ,
where 11i (t) is firm i' s rate of knowledge acquisition, c i (11i) the
discounted cost of additional knowledge acquired at time t, B is
an upper bound of knowledge acquisition; PL is the present value
of firm i's reward if it is the first to succeed in the completio
of the project, P F if it is the second (P F ,,;;; PL). Let t i be the
time at which firm i succeeds; it is supposed that
Prob{t i .,; t} = I - ex~ - zi (t)] and that the conditional probab-
ility that firm i will succeed in the next instant, given that it
hos not already done so, is Probiti£(t,t+dt)/ti>t}=A)li(t),O. > 0)
Consequently, J i is the expected net present value of the
gain of firm i according to the fact that imitation is costless
immediate.
Due to the specific features of the exponential distribution,
it turns out that Open Loop and Closed Loop strategies coincide.
Analytical solutions are obtained for interior solutions
{O -e ].Ii < B} •
Differential games techniques are an appropriate conceptual
framework to analyse the competitive strategies of firms in a
dynamic context, although a very limited number of models can be
completely analytically solved. However, they provide a unified
language which makes comparisons and economic interpretations
meaningful. It turns out also that Competition does not exhaust
19
the ga-me situations in which firms are involved; relations
between industrial firms and banks, industrial firms ana unions
may be studied with similar tools. }1any applications of
Differential Games in Economics are therefore expected.
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This paper analyses a dynamical duopoly when each firm is able
to decide at any point in time the price and the investment.
The problem is stated as a Differential Game. One studies the
strategies of the firms in Open loop and in Closed loop formu-
lation.Analyticalresultsareobtainedinbothcases.
The aimofthis paper is to compare the open loop and the closed 100psolutionin
a price-setting dynamical duopoly and to give some economic interpretationofthe
differences observed between them. As far as we know. there is no closed loop
analytical Nash equilibrium solution except in the classical li near-quadratic case
without constraints. By emphasizing a particular case of our model where the
demandfunctionsareconstantelasticitiesfunctions,analyticalresultsare
obtained. That allows us to give economic interpretations. The paper is divided
into 4 sections The first one is devoted to the statement of the model ;inthe
secondonewerecalltheresultspreviouslyobtainedbyoneofusintheooenloon
case; in the third one we study the closed 1000 solution. The last section deals
with the economic interpretations of the results.
1. THE MODEL
We present there the main features of a model of dynamical duopol ywhichhasbeen
introduced previously by one of the authors (see [5])
1.1. The demand functions
Let us consider two firms (firm 1 and firm 2) involvedinaprice-settingduopoly
throughout the horizon [0. + ~ [ At time t , firm; sells its output at the price
Its demand by u~it of time is assumed to depend on both ori ces
1 Forconvenience,wewil1noteinthefollow;ng i t j for i = 1, 2 ; i ! j
JLi:!l'lneandJThepor
"i thout a great 1055 of genera 1i ty we wi 11 assume nencefor-th that the demand




the demand with respeetto;'sownpr;ce, 0i the elasticity of the demand with
respect to the competitor orice. Letus;ntroducenowtheconditions
(2) >l,ni>O;
The inequalities (2) expressmerelyclassieal assumptionsonthe demand functions
The inequality (3) expresses that the determinant of the eouolingmatrixof the
demands :~ defi ned by
[~ 51'Pl 30,-M= dx2 3X2~ 3ii2 is always strietlypositive. It means that the directeffects ofa prices variation are gioballystronger thanthe undirect ones.
Definit;onofthedifferentialgame
Each firm is supposed to maximize its net present value. Then the problem ean be
stated as a non-zero sum differential game:
(4)
VI = o:w~ Pl - e1) xl (PI' P2) - v1 II] e-d 1t
V2=/"(pZ-C2)X2 ( Pl' Pz ) V212]e-d2t
(8) Dl > 0, P2 ~ 0
where Yi(t)istheoutputeaDacityoffirmiattimet,Ii(t)istherateof
investmentinvolumeofoutputeapaeityattimet,eiistheproduetioncostby
Open loop and closed loop equtlibrta
unit of output, wi is the rate of depreciation of capacity, vi isthe price of
unitvolumeofinvestment,diisthediscountrateoffirmiwhichequalstherate
of interest of its shareholders, I;i is the level of output capac ityattimet=O.
Differential equations (5) statethatachangeincapacityequalsthegross
increase in capacity less depreciation for each firm; Constrai nts (6) that gross
investmentmustbenonnegative(investmentconstraints);Constraints (7) that the
cash flow must be greater or equal to the investment (financing co nstraints)
according to the fact that no borrowing opportunities are all owedtofinancethe
activity of the firms; Constraints (9) that the productions ofthe firms are
limited by the capacities.






mation,withtwostatevariablesYlandY2andtwocontrolvariableSPi and Ii at
thedisposalofeachplayer.Asitiswellknown,therearetwotypesofnon
cooperative equilibrium solutions of differential games the Open Loop equilibrium.
th"ClosedLoopequilibrium.
2. OPENLOOP SOLUTION
In this section we will recall themainresultsinopenloopformulati on.
extensive presentation of them, the reader is invited to refer to [5].
2.l.Characteristiceguationsofopenloopeouilibrium
Openloopsolutionconsistsinconsideringtheproblem(4)-(1O)asaclassical





The necessary conditions may be written as
(11) ~i = (wi + di) qi - ~i
(l3) (xl+(Pi-
[
qi - Vi > O = I i = ( l lv i J( Pi - Ci ) . Xi '
(l4)qi=v i =Ii>Oundetermined.
qi-vi<O=Ii=O.
N.B. We suppose here that the capacity constraint and the financ ialconstraintof






combinations of positive or zero "i and - Vi)' ~ut it is easy to prove that
the firms do not invest when they have capacities(see[5J) Only four
policies therefore are liable to be part of an equilibrium trajectory;theyhave
the following characteristics
~Thefirmhasexcesscapacity,itdoesnotinvestanddistributesalithe
cash flow to shareholders. The output capacity is decreasing '~i=O. qi-vi < O.
~Thefirmhasnoexcesscapacity.Itdoesnotinvestanddistributesall
the cash flow. The output capacity and the production are decreasing
:"1;>O,qi-vi< O.
~Thefirmhasnoexcesscapacity.ltinveststoadapttheproductionto
the demand; it distributes the remaining cash flow to the sharehalders. This
policyiscalled"balancedpolicY"'i>O,qi-vi=O.
~Thefirmhasnoexcesscapacity.ltinvestsatthemaximumlevelwith-
out distributing anything to the shareholders ~i > O. qi-vi > O.
Let us specify the terminology by the following oefinitions
Definitionl Acombination(k,s)k=o .... 3;s=O.... 3.ofpolicieswhere
firm 1 uses policy kand firm Z policy s is called a duopoly reaime.
DefinitionZ:Asequenceofreg;mes;scalleda~;thecorrespondingsequence
ofpoliciesoffirmiiscalledStrategyoffirmi.
Open loop and closed loop equilibria
In the case where the demand functions are constant elasticities functions, it is
possibl<; to compute the investment rates 11 and 12, the variation rates TTI-PjlPl
and "2- P/P2 of the prices PI and P2 for each duopoly regime. Without a great
loss of generality, we do not consider the policies o with excess capacity since
they may occur only in very specific situations 2 which are noteconomicallyrele-
vantwithregardtoourproblem.Letp\:bethebalancedpriceheldbyfirmiin
balanced policy -[<;!«i-l)J'("'i+di)vi+ci)
Let P~+ be the level defined by ("'i +«;!nj)"'j) vi + ci and Pi-"'ivi+ci
A regime (k-s) issaidtobefeasibleifpolicieskandsarefeasi blerespectively
for firms land 2 according to the investment and financing constra ints.
2.3. Open loopstrateqies over the horizon
2.3.1. The analysis of the open loop equilibrium will be done here underthe
followingassumptions:
a) At time t-Othefirms have no excess capacity, they are selling the iroutputs
at prices plandP2 such that (16) xl(P1,P2)-<I;x2(P1,P2)-<2'
b) The initial prices pi and P2 are higher than the balanced prices PT and p~.
(17) P1 > PT ; P2 > p~.




s2 (3-3) + (1-3) + (2-3),+ (2-2)
s3 (3-3) + (1-3) + (1-2) + (2-2)
2,3.2. To simplify the analysis, we will give the results on the basi sofFigurel
wherethesituationsarerepresentedintheplanelPl,P2} (i) the initial con-
ditionscorrespondtoapointofcoordinates(pi,P2) belonging totheareas lSs 2;
(ii) whatever are the initial conditions, the duopoly reaches the balanced regime
in a finite time; all the paths are thus ending at the point Sofcoordinates
{poi. p~}; (iii) the curve USz represents a specific situation for any initial
conditions lying on it, the firms will both adopt the pol icy 3 of maximum invest-
ment and decrease their prices until the date t"when the prices are~equal
to the balanced prices. This curve can be numerically obtained as the solution of
the differential equation






Open loop and closed loop equilibna
(18)d PZ=PZ(€1;YZ)(PZ-PZ) + (nZ/v1)(pi-PI) . PZ(P'I:)=P'Z:'diil PI (€Z/vI)(Pi-PI)+ (nt z)(p"2- PZ),
The curve USzdivided the plan into two main areas (i) the area sZSz where firm
1 has the possibility to reach the balanced price by using policy 3 beforefirmZ
candoit;(ii)theareas1SzwherefirmZhasthepossibilitytoreachthe
balanced price by using policy 3 before firm 1 can do it. Wewill emphasize there-
fore the area Theresu1tscorrespondingtotheareas lSzareeasytoobtain
by using arguments. Two situations have to be considered
I) When thetoppricep;-is higher than the initial price Pz of firm Z,the
regime (2-3j is feasible because firm I can keep a positive flow of investment
although its production is decreasing because of the price decreaseoffirm2.
Consequently theeguilibrium path is of the form s, At the beginning (represented
by the point A
o)' the firms use thei r maximuminves tment pol tcy 3, they decrease
thei r prices and in~rease their productions until the date t"l where the price PI
reaches thevalueP"l(pointAI). !hen, firm I adopts thebalancedpolicybykeeping
itspriceconstantandequaltop"l,itsprcductionisdecreasingwhiletheproduc-
tionoffirmZisincreasingagain(anditspricePZdecreasing)untilthedate
t" when price Pz becomes equal to P~ (point S).
~~nW~::s~:~et:: ~:::ea~~zi: ~Fr ::::r~~~g~~:t::: ~::::sm:~'o:::rr~g;:~ ~~-~~eiS
areaZSVv,nothingischangedwithrespecttotheabovesituation. Firm..lis
able to adopt the balanced policy as soon as its price reaches the valueP"l
(initial pointA'o); (bjintheareavVszthesituationbecomesmorecomplicated.
At the beginning the firms use their maximuminvestment policies ,aspreviously.
Atatimetl,firmlwillstoPitsinvestmentalthoughitspriceplhas not reached
yet the balanced value PI (pointB I) After thismoment,thepriceandthe
productionoffinnlaredecreasingwhilethepriceoffirmZisalwaysdecreasing
;~~ i ~~e~~~~c;:~:e i~:r~:::~:~ ~~:a::~u:r~;:..Pi p:~~~m::) : o~~mt~a:e:~~s b::a~~::ase
itspriceinordertofindagainthelevelp·{. Twosituationsmayoccur,depending
whetherfirmlisthefirstofthetwotobeabletoputitspriceatthebalanced
price level (pointB3) or not (point B'3)' Accordingly the open loopeouilibrium
path ison the type sZ2.!:..2.3'
2.4.Corrments
(i) In the open loop formulation, the selling prices of the firms are the key
variables which determine the strategies held by the competitors throughout the
horizon.Theproductionsarejustaconsequenceofthepriceslevels
(;;) Asaresult,itturnsoutthatthegrowthofthefinnsdoesnotno ld ever witn
monotonically increasing productions. Moreover, in some cases, 0 ne of the firms
has an interest in stopping the investment during a certain period because the
decrease of the competitor's price makes its demand decline too much.
3.CLOSEOLOOPSOLUTION
Inclosedloopfonnulation,atanytimetthefinnsareabletoobservetheproduct-
:~~a~::~::t:~~c~1~~~ ;~~ c~; (~~d t~~c~a:: :~f~:;~:n:t:~c~~~e I; n:~:e~o:i ::e~:nt
soughtonthefeedbackfonn, say
Pi=Pi(t'Yi'Yj) ,Ii=Ii(t'Yi'Yj)






(19)Oslis(llvi)(Pi- X; (p;'Pj) ,
(20) x;(Pi,Pj) sYi' for Ij'Yi'Yj'qi,fi't, fixed.
Since the hamiltonian H; is a linear function of Ii' themaximizationofH;with
respecttoIi9ives
(21) Ii = r~n::t:;':in:~ if q; = vi
~(l/vi)(P1 - c1) xi (° 1 , OJ) if"1 > v;
the constraint (20) is
O. As mentioned above,
<i.",Hn",.,h'nh'n," be avoided by supposing
Asaresult,thecaoacitycon-
By maxinrizi nq with respect to the price
saturated except in the case
thatcorrespondstoavery
thz t the averageproduct;on costs c; are small
straintsaresaturated:
(22) x1(Pl,P2)=Y1' x2(P1'P2)=Y2'
fromwh;chwecleduce the feedback laws of the prices wh;cn canbewrittenfortne
constant elasticities functions
(23) PI = y/-02 / O) .y/-n1/ 0) , P2 = Y2(-c/ 0) 'Yl(-"2 / O)
Thus, the feedback laws of the investment are given by (21) where thepr;cesPl
and P2are replaced by the feedback laws (23)
Open toop and ctosed toop equittbna
Characteristiceguations of closed loop equilibrium
Byapplyingsufficientconditlons(see[l1),wegettherelatlonswhlcnaetermlne




Clearly, rules (Zl) define the three policies which candidate t o be part of the
strategies of the firms. Although these policies have the same economic inter-
pretationas they have in open loop solution, they differ in terms of prices and
production levels. In the following. we will specify all the elements of the
mcdelbyasuperscript"o"or"c"accordingtowhethertheyaredefinedinopen
loop or inclosed loop formulation.
3.3. Closed loop reqimes of the duopoly
3.3.l.Finalreqimeoftheduopoly
Thanks to conditions (Z6) the final regime the duopoly will hold is the regime
(Z-Z)cWithQi=viand;j=o.Consequently,relation(Z6)maYbeWrittenas
We deduce that the prices PI and PZ
to the balanced prices in closed loop
the regime (Z-Z)candequal
defined by
As in the open loop equilibrium, the final regime of the duopoly i scharacterized
by constant prices. But the open loop balanced differ from the closed loop
ones. We have the inequa 1ities p';o < P~c < P~c
Clear1ytheycoincidewhenoneofthecross elasticities Tll or Tl2 vanishes.
Let us study now the transitory regime the duopoly is allowed to hoi dinorderto
reach this balanced regime. Clearly, regimes (1-3), (Z-l), (3- 1) and (3-3) have
the samecharacteristlcsas in the open loop formulation. However,specificdiffer-












BydifferentiatingfIwith respect to timet in relation (Z3) and by putting the
result in the differential equation (30),wegetaftersomecomputations
(31)TTj(PI+«j+nz)(p'i- PI»+TTz(l-nj-<z)(p'i- PI)-
[(PZ-PZ)(PI-PI)(l-<l/D)(l-<z/D)-~PIPZ]/vz(l-<z/D)
~;:/o~E:::m+zn:~:c:~l~:zt~ep~~Ximum investment policy, we have
Where p'i - p{ and Pz - CZj+_(:~/; dl)v Z ; (p
z
- p~c if dl - dZ)
Consequently the evolution of the prices PI and Pz is determined by the system of
differential equations (31)-(32). It differs considerably fro m the results
in open loop formulation. It must be pointed out that the constant price
solution of (31) only in the case where nl£':"Z equals zero. In this
situation open loop and closed loop regimes coincide since one afthefirmsis
decoupledfromitscompetitor. Inregime(Z-3)c,neithertheproductionnorthe
price of firm 1 remains constant.
3.4. Closed loop strategies over the horizon
Wearegoingtostudythestrategiesthatthefirmswilladoptalon9 the closed
loop equilibrium path. The analysis will be done under conditions which are close
to those introduced in the open loop case
a) Attimet-O. the firms have no excess capacity; they are selling theiroutouts
at price pI and P2 such that
(33)xI(Pl,PZ)-i;I;
b) The initial prices than the closed loop balanced prices
p'(and pt pi'
Open loop ana ctosed toop equittbna
c) ThecostatevariableSq1(t),qZ(t),f1(t),fZ(t)arecontinuousalongthe
equilibrium path.
d) The crosselasticitiesnland nZhave the same magnitude. Thisconditionwill
Ilediscussedlater.
Under these circumstances, the closed loop equilibrium path has to be chosen among
the following types of trajectories
s~ (3-3) ... (Z_3)c ... (Z_Z)c ,
s~ (1-3) ... (Z_3)c ... (Z_Z)c
The results will be illustrated and discussed in the planefpl' PZ} (FigureZ).As
intheopenloopcase,theplaneisdividedintotwomainareasbythe curve UScz
of equation (18)
~::i~~r~;_~)cWtr~::~ ~:;~~;cal ~~eS~q:;~i :~p::s:~:: ::~v:v~:u::::no:y t:l ::: :~: in
(31) and (3Z) with the boundary conditions meaning that for some valuet",P1(t")
= p{, PZ(t") = p{ Although this system of differential equations has no evident
solution,itcanbeeasilyimplemented. The numerical experiments we made indicate
clearly that. for values of thecrosselasticities of the samema qni tude , the prices
PlandPZaremonotonicallydecreasingwhiletheproductionsYlandYzareincreas-
ingalongthiscurve; in addition, the investment rate of firm 1 remains positive.
Consequently,itcanbearquedthat,underthiscondition,theregime(2-3)c i s
feasible. Butforhighvaluesofthecrosselasticityn2,thesituationbecomes
more complicated and appears to be very different from that intuitiveguessing.
It requires a more systematic use of numerical experiments that we have made by




situations may occur (i) IntheareawIScz(pointAo),thefirmsbegintoinvest
at the maximum level up to a time t'f (point Al on figure 2) where firm lis able
to use the balanced policy Zc It will use it until the time t"when the two
pricesPlandpzareequaltotheclosedloopbalancedpricesp'fandpj1.Itis
importanttonoticethat,alon9thispath,theproductionsofbothfirmsincrease
monotonically while the prices are strictly decreasing. Noneofthe firms will
reach its balanced price before the t"when they are able to reach it together;
(iil In the area sZScWl (pointB
o),firm2beginstoinvestatthemaximumlevel
whilefirmIdoesnot.PricePZisdecreasingandpricep1isincreasing up to the
:;::, t~h:h::o;:~ ~i ~ ~ ::l~nt~e~~~et~~_~;~a:~e:op~~:c~i~:o::tw~~~ bo~~t:~i :::s are
equallingthellalancednrices,asprevi0usly. It is interesting to observe that
firm 1 will adopt a stop in investment policy at the beginning even 1 n the parti-
P2









Figure 2 The dotted lines correspond to the open loop trajectories and
the continuous lines to the closed loop tr-ajector-ies
cularsituationwhere
pro ductt on YI " x:1
curve'1 \)
OpenloopandclosedloopeqUJlibna
production level 'lis lower than the balanced
(sincetheproductionjlisincredsingalongthe
4.0PENLOOPVERSUSCLOSEOLOOPFORMULATJON-WHATABOUTTHEDIFFERENCE?
4.1. Economic interpretation of the difference between open loop and closed loop
sout l tbr-ta.
Inthispaperwedidnotcompletethestudyoftheclosedloopformulation it
remains to investigate the cases where one of the crosselasticitiesishighwhile
the other remains low. Such cases deal clearly with specific situations where the
duopoly is unbalanced. In these cases. some technicalities appear in thediffe-
rential equation (31) which require suitable treatments. Neverthelesssomehints
can be given about the differences occuringin the strategies ofthe firms when
they operate in open loop or closed loop context.
(f ) As mentioned above. the final state of the duopoly holds with constant prices
in both cases. But the prices are ~ower in open loop than they are inclosed loop.
Ifthecrosselasticitiesnlandn2aresmall enough. theproductionsarehigher
inopenloopthantheyareinclosedloop.Suchadifferencecanbeexplainedas
follows: inclosed loop. at any time. each firm knows that the competitorhasno
excesscapacity;thisinformationrnodifiestheevaluationofthemarginal revenues
and consequently the prices. Moreprecisely: in open loop. each f irmcomputesits
marginal revenue as if the competitor will notchangeitsprice;inclosedloop,
each firm computes its marginal revenue taking into account that the competitor
willreacttoanypricevariationbyasuitablevariationofitspriceinorder
to equal always capacity and production.
(ii) We have seen that regime (2-3) is differently defined in open loop or in
closed loop. It holds with constant price for firm 1 equal to the balanced price
in the first case and with a price changing over time in the second. As regime
(2-3)isatransitoryregimeintheequilibriumpaths.suchadifferenceimplies
qualitatively as well as quantitatively different strategies.
Let us illustrate it on the examples given in figure 2 For initial values of the
iJrices(andthecapacitiesjrepresentedbythepointAo,theopenlooppathcorres-
ponds to the curve AoA'l So' Disregardingthedifferencesinbalancedprices,the
closed loop and the open loop strategies are qualitatively c l os eenough:inboth
situations. the firms begin to invest. then firm 1 holds its balanced policy until
the time when the competitor is able to do so. But it appears that the productions
and the prices evolutions are more smoothed in closed loop than they are in open
10op;ForinitialconditionsdefinedbythepointBo.thestrategiesareinaddition
gualitativelydifferent in closed loop, firm 1 begins by stopping the investment
while in open loop it begins by investing at the maximum level (curveBoB'lSo)
4.2.Concludinqremarks
The open loop and closed loop equilibria of differential games are t heoretically
wellrecognizedtobedifferent.Theydealwithdifferentinformationstructures
and their characteristic equations are not identical Unfortunately, closed loop
equilibrium is defined as a solutionofa partial differential sys temwnichis
highlyuntractableinmostcases,andeconomicinterpretations,comparisonsand
empirical investigations generally remain out of touch. Under these circumstances
ourpapermaybeseenasacontributiontothedifficult'toolofmodellingthe
competitive behaviour by comparing the influence of two specific information
structures on the strategies of the firms.
[1] Case,J.H.,"TowardsaTheoryofManyPlayersDifferentialGames",SIAMJ.
Control,Vo17,No2,179-l97,1969. -
[2] Friedman, A., "Differential Games",J. Wiley Intersciences, NewYork,1971.
Lesourne,J.,ModelesdeCroissancedesEntreprises,Dunod,Paris,1973.
[4] Levine,J.,"Twopersonszero-sumdifferentialgameswithincompleteinforma-
~~~~ ~i~ ~~~e~~a~e~~~1~~d~),Drf~kk~~~\~9~Ih~n~~o~~~~~Im~y' III,
Thepot,J.,"Politiquesdeprixetd'investissementd'unduopoleencroissan-
ce",EIASMWP79-42,1979.
ON THE SOLUTIONS OF HA:1ILTON-JACOBI
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l3S"RAC';' :
'lie derive the gerceral cnar-ac t erLs t i c equa t i.o ns t he Hamil ton-Jacob i
s v s t ems of :r;;&rtid differer.tial equations of a closed-loop iuo r o Lv ,
equilibrium solution can be seen to b e Long to an information s cruc tur-e i nc i.uo Lng
some knowledge of the future t hrough the observation of the mar gi.na.I cos ,3-co-go
·..;e call s .oh an equilibrium a feeciforwarci equ i Li.o r i.um,
We prove that t he nonuniqueness of this eq.riLfo r Ium surface generic.
In regard to the number of papers or. Optimal control, the
litterature on Nash equilibria in dynamic non zero sum oligopolies
appears to be very poor, particularly concerning questions
existence / uniqueness, qualitative behaviour,
The most studied point of view until now the open-
loop one, since a generalized version of the helpful minimum
p r a n c Lp Le applies The open-loop solution may be interpreted as
an equilibrium without a posteriori information and it is often
noted r I 1 J , [2 J, [4J, [5J) that the information structure plays a
basic role, yielding / for example, very different behaviours
open-loop or in closed-loop form.
On the other hand, closed-loop solutions still deserve a
great deal of work if we want to answer questions like : "can
we be sure to have ~ the possible solutions and how can we
compute them, how does the information structure interfere into
their computation, are there intermediate information structures
between open-loop and closed-loop that can be obtained without
introducing probabilistic models, are there games without
solution of a given type, and so on .....
To specialize our subject, let us first state a fundamental
remark : the local or global characterizations of the closed-loop
([ 3 J .I 5] .t 6J) always assume that we directly have a
candidate solution in closed-loop form, whereas such a candidate
solution is computed as a Nash equilibrium of the Hamiltonians
and is thus generally a function of the state x and of the whole
adjoint vector A Therefore, we have to complete the solution
of the game to be able to express A as a function of
finally to put the Nash Strategies into their closed-loop form,
are just in the case where no theory exists to solve the
game !
The aim of this paper is thus to give a generalized theory of
characteristics to solve the coupled Hamilton-Jacobi systems of
partial differential equations obtained by the dynamic programming
method and to draw some conclusions about the number of possible
equilibria.
STATEMENT OF THE PROBLEM
II.l Open-loop and closed-loop equilibria :
For obvious notational reasons, we shall restrict ourselves
the duopoly case. \'Ie shall suppose that the state equation is
given by
(1) c ~(t)=f(t,x(t) ,u1 (t,x(t») ,u2(t,x(t»)
x (0) =x
o
in which x is an n-vector, and u l and u 2 are ml and
m2 vectors representing respectively player l's and 2' s strategy.
u l and u 2 are subject to constraints u l (t,x) E U 1 '
u 2 (t,x) E U2 and are such that (1) has at least one solution.
The cost functions for players 1 and 2 are given by :
and 13 are positive actualization coefficients.
f, gl and g2 are supposed regular in all their
argumen ts .
\'Ie recall that an open-loop Nash equilibrium (u~ ,U~)
pair of functions (u~ ( .) r u~ ( ») depending on t and the ini tial
condition X
o
only, such that (u~(t),u~(t)) E U 1 x U2 '1ft and:
o 0
.:S J 1 (u l ,U~) VU1 t only, u l (t) E:{J' 'u, ,u 2 ' :.11
(3)
J2(U~'U~) ~ J 2 (U~, u 2) VU2 t only, u 2 (t) E: u 2
A closed-loop Nash equilibrium (U~ ,u~) is a pair of functions
t and x satisfying (U~(t,X) ,U~(t,X)) E: U 1 x U 2 V(t,x)
* •
.:S J 1 (u 1U~) 'Vu 1 closed-loop function, u l (t ,x) E:{J1 'u, ,u,' u 1
(4)
J2(U~'U~) .:S J 2 (U~ ,u 2) VU 2 closed-loop function, u 2 (t",x) E: U 2
open-loop equilibrium is not generally a closed-loop
and we generally have J l (u~,u~) i- J 1 (U7,U~)J2(u~,U~) i- J2(U~'U~) if both exist.
11.2. The Hamil1:.on-Jacobi system for closed-loop strategies
If we set :
V 1 and V2 are regular enough, it is a we ii-known
result that V1 and V 2 solve the following Hamilton-Jacobi
system of first-order partial differential equation :
shall use the classical
~ = Dj t . n+l
and (6) can be rewritten as
(7)
Thus, if we perform the two minimization problems of (7)
appears that, in general, u~ and u~ are functions of
(t,x,p ,q) ,
(8) u~(t,x,p,q), U~(t,x,p,q).
Useful exceptions appear when, for example u~




-. (t,x,p,q) = u 1 (t,x,k)
• _ if (p, q) E P k x Qk Vk E N
u
2(t,x,p,q) = u 2(t,x,k)





(9) generally holds when the constraints are
saturated and allow the elimination of (p,q) (for an example
[4]) Then, the classical method of [3 J , [6] give a local solution
(7)
the otter wh en !::te co ns tz-a i.r.ts ar-e :;'egeYlera:e:~, or the
eoyi~ibriu:n (7) Ls 2. t t a i.r.ed i:'l an interrior of 'J1 »; TJ2 ' t ne
(u"u2) takes t he ge',eral form (8). 'de sha:"l no 'II .i nv es t i.ga t e c. met ncd to
conpu t.e a .o ca l sn Lut i.or; of (7) in chis case. '"e shall also as su'ne uf
u~ a r e urii cuelv c ef Lned by (7) and piecewise regular in all their argumert s ,
the sequel, it 'tlill be implicitly assumed that we r es t.r-Lc t our ana.lv s i,s 1;0
r-egu Lar: points for (u1'u~).
It must be remarked that the Lnf'o rma t Lona L Strucb.re induced by strategies
of t rre form (8) is not a ~riori included in the closed-loo:; structure. Fur t':er,ore,
since p q summarize the future in the point of v i.ew of "layers 1 and 2
r es pec t i v e Iy , the strategies (8) "ill be called feeciforward strategies and the
cooresponci.inr; information structure, the f eedf'o r war c structure.
III - THE CHARACTERISTIC EQUATIONS
Let us denote:
OVj




, hence the notation ui(X'~';)o
-:-heore::l : If the ('l1'u2) uniquelyiefi:1ed bv (7) sufi i.c i er t Lv
Jifferen:;iab~_e in a ne i gnb o r-hoou of u regular r.oi n t (x ,p,-q.l , chen one can
3. 10c2.1 eo Iu t i.o r. ::0 (1',)
0V
(X) = i\ ' OX~ (x) = ,i=1 , ••• ,r..+l •
Further:nore, this local s o Lu t i.o n de~;enus 01'. E(n+1 ) arbi t.r-arv functions,
char-ac r er i.s "ic system is given by (12), (13):
n+1 oR1 oR1 oR1 .
k:1 (JP
k
CJli,k + oQk <l>i,k) = cxPi - oXi
' l=1 , ••• ,n+l
and:
n
H1 =i~ Pif i + g1 + 9n +1 '
(13)
Pi = j~1 CJli,j f j + CJli,n+1
qi = j:1 t+>i,j f j + Wi , n +1
, i=1 , ••• ,n+1





i=1 , ••• ,n













linear system of rank 2 (n+1) (see Remark 2) in the (n+1 )(n+2)
(<:p. . , 4J. . , 1";;i";;j~+1 l. Thus (n+1) (n+2 )_2 (n+1 ) = n(n+1 ) f'unc t i.o ns
~,J ~, J
(<:p .. , d>•• l remain arbitrary. Finally, using:
~, J a , J
d 01/~ n 0~ i - 0~ i . .
(16) d't(OX
j




' ~=1 ,2, J=1 , ••• ,n+1,
we obtain (13).
-8 -
(i,;:,q),i'es~ect to t ne variables
(12). r:"en, Pi
Fur t nermor e , using the classical method of Cauchv , Pi and qi can be ob t a i r ec,
functions of (X1' ••• ,x n +1 ) only, i=1, ••• , n+1, and one can deno t e s
op. 00
I
CJl (x,p(x),q(x)) =~(x), (j.J (x,p(x),q(x)) =~(x), J.,~=1, •• o,r:+',a , ~ x
J
a , J x
J
~17) fJ.(X) = rl(x,;(x),~(x)), J.=1, ••• ,n,
gJ.(x ) = ;J. (x,;(x),~(x)), i=1,2.
Consequently, we have
of. or. nor. ilPk or. Oqk
(18) ilX~ = ox~ ... k~1 (~ilXj +~ ilXj)' i=1 , ••• ,n ; j=1 ,.o.,n+1,
og1 og?
and similarly for ~, ox~ , j=1, ..• ,n+1.
J J
Thus (1 2), (13) become :
or, wi, th (17) and (18) :
-9 -




- aV1 + iE1
oX
i
1i +~ + g1
n dV2 _ OV2 _




f i +~ + g2 o.
OV1
Thus at a regular point, Pi = oX
i
' 0i
solved, \'ihichachieves to proves that (12), (13)
(11). •
, and w.i t h (17), (11) is
a characteristic system of




fkCf'i,k + <Jli , n +1
oH1






Pi = aP i - oXi
'
i=1 , •• , ,n+1
which is precisely the classical charac t er-Ls t i c system of the closed-loop
eauilibrium.
As a result, (22) defines a local solution for sUitable initial
ou~
co nd Lt i.onn , wher eas the pres ence of , de<.~ in (12), (13) yield
indeterminacion of n(n+1) functions among t~e ~2v ~
x j ~
- 10 -
Re!ll2.rk 2 : the sys 'eIT. (1 5) has a Lwavs rank 2 (n +1 ) since i'~ can be .,:ri t t er;
n o f",
+ (~ I'j ~_r +
j=1 "
oH1
= CC9i - oX
i
'
i=1 , •.. ,n+1.
= ~qi - ::~, i=1 , ••• ,n+1
and thus, the submatrix corresponding to the vector :
(CP1 ,n+1 , ••• , CPn+1,n+1' «11 ,n+1 , ••• , <l'n+1 ,n+1 ), (prime denoting transposition),
is the identity of R2(n+1 )x2(n+1 ), which proves the assertion. _
III - EXAMPLE
We shall try to compare the open-loop, closed-loa? and feedforward so Iu t i.o ns
on a very simple example :
1
~ =;~ +v, J 1(u,v) =x2(1) +t tel +u2)dt,
1
2() 1 J (2 2 2)J 2(u,v) =X 1 +2" ax +~u +v dt , ex> 0,
a
1. ~he 0 pen-loop egui 1 ibrium
The Hamiltonians are :
B > o ,
-11 -
a a
u = -p, v =-q





p(1) = q(1) = 2x(1 )
Thus, ,;he Nash equilibriuo is unique given
'tlith :
2. The closed-loo"J eguilibrium :
Now, (1.1) and (1.2) still hold, but lie look for u* and v* i", the form
(;0.1) v* = -Qx-S
p = Px+R, 0= Qx+S.
Thus, replacing (2.1) in (1.1) :
H~ = -C{((P+Q)x+R+8) +t(ax2 +j3(p2 X 2+2PRX+R 2) + Q2x2 + 2QSx +82)
and, since p = _ :::; , q = - ::~, we obtain
Thus, with p = Px + R , q = Qx + S, it results that
~ = Q.2 + 2PQ _ 1, p(1) = 2
; = Q2 + 2PQ _ ~p2 _ ex, Q(1) = 2
~ = (P+Q)R + PS, R(1) = 0
; = (P+Q)S + (Q-~P)R, S(1) = 0
Obiously, R = S '= 0 and the closed-loop equilibrium is finally given by
~ = -(P+Q)x,
• 2
P = P + 2PQ - 1, P(1) -=2
But it is easy to check that (p,q) solution of (1.4) satisfy
t hus (po,QO) canno t be solution of (2.5) if p i 0, vhi.ch proves t ha t
(siY1ce p is 'lssClT'led > 0) the closed-loop equilibri'-1.m does no, coincide
the open-loop one.
3. ':he feedfor-lard ecuilibrium
Going back to (1.1), (1.2) and noting ~i and Hi t~'le op t i.ma, feedfon:ard
S j~rategies and Hamiltonians for 1.=1,2, we have
Thus
, ,
:;1 = _(p~), ~:1 = _ p, ~:1 = x
h h h
~:2 = p~q , ::2 = _(p+q), ::2 = ax
. .. 0;;-1 0;;-2_
Now, Look i.ng for the so Iu t Lor; for vhi.ch oxot = oxot = 0









. ( p~)(( \ _ a )p~ ) • _ ( p ~-Jl « a-+8) !,=(' _a)9) • _ ( )
p '" - ( p _.(d2 -+-p (~ P-Q) :X . q - - ( p -+o::d2 +p(~p-(d x, x - - p-q
(, . ,)
p ( l ) = 0 (1 ) .. 2x(, ), :x(o ) .. X
o
In orde r t o compare t he s o lu t Ion of (3.3) t o th e ci c e ee- fcc c equ.i Ldbr-Lura
or t o th e opeo- Lccp one , l e t us try t o solv e (3.3 ) und er th e f onn e p" Px ,
q '" Qx , whi ch is nec es s ary t o hav e t he co incidenc e. Pand Q must b e s o lu tion of :
But i f (p,Q) ec iv es also (2 . 5) , \<j e alus t hav e :
Thus
(3 . 6) PQ = p ~ (q-a )~-( l ~)Q) =Q f( ~ a )~ :9 1 A
(p+Q)2 . P(13P_Q ) (p ~)2+f'(IlP_Q)
" 2 "" " 2 P~def
But a l so : (e- a)p - 2PQ - Q = 0 , or : ~ = (:I - a = y i f 1 +p > 2 ,
and we s ee t ha t f or 1 +j3 < 11 t he f e edforward an d c Ius ed -cI oop sc m t.t c ne a r e
differen t . gu t if 1 +j3 > 11, we :'ind that ~ =< Y an d , us i ng (3 . 6) we fi nj that
: : Q
P '" Q = 0 a nd that II and e uus t satisfy a s e t of 4 Ind epend en t r ere t t cna
(1.£ we tak e i n t o !lOCQunt t;ha t ;( t) ,", 2 an d Q( t ) . 2 ) whi ch i s i:llposs ibl e ,
and t hua th e f eed fo r ....ar d and o l o'l e:;\- l o0 "J solut~or.3 nev er co i nc i de ( VIl, e > 0) .
'JEing th e eeee ~ethod , o r.e ca n c heck tha t e Leo t e e o v-, en- loop so lu tion nev e r
eQ inc i~ e '~ i t h " he hs t two W 1u t iop. s (Vo- ,e > 0 ) .
- 15 -
IV - CONC=.D:JING REMAEKS
i'le have derived the adjoint equa t.i.ons , for an a.rb i, craryii:ne,.sion n ,
solving the Nash equilibrium problem when the optimal s t a t eg i.es ".11 u~
are oo t a Lned as functions of (t,x,p,c.). It appear-s that 'in, these equu t i.o ns
d e cend on (n 2+n) arbitrary f'unct.Loris and this pr-ov es that, generically, there
are -:,nfini t e Iv manv surfaces that locally solve the rie ces sar-v conditions. This
remark is eo np l emerrt ar'v to T. Basar's [1] and A. Mehlmann's [5J claim of non
un Lqueneas depending on the information structure. It is finally 'forth noting
t.ha t the -ion-urri.cuenees disappears when u1 and u2" are Lnd ependan t, of p ani ct.
- 16-
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PARTIE II
Etude des cond i tions d' optimalit.e avec in!ormation
non class ique pour les prob Lemaa de contr6le et
d I equ Lpe stochastiques.
-73 -

RESill1E JE LA Heme PARTIE
Cette partie est coneacr-e e aux pr-ob Ie mes d'equi:tJe a information non c Las s i.cu e ,
a s avo Lr lorsque les cr-algebres d'observations ne sont pas croissantes en f'o nc t i.on
du temps. Cette situation se presente en particulier lorsque plusieccrs decideurs
effectuent independamment des observations de l'etat sans echanger ces observations
et/ou Loracue des decideurs ont des capacatcs de memorisation Lt mi te e , et doivent
minimiser une fonction cout commune a l'aide de strategies n'utilisant que :'-ellrs
observations.
Ce pr-ob Lerue est abo r de dans deux cas extremes : Le premier, lorsque la
structure probabiliste des bruits est discrete et Le second dans Le cas des
diffusions.
On y dev e l cppe une methode de programmation d ynamjcu e ou la loi de prob ab Li.Lt.e
destrajectoires du proceeaus joue Le role c'etat. On montre, sous des hypotheses
de regularite du coil t optimal, que les strategies optimales sont obtenues par
integration d'une equation d'Hamilton-Jacobi-Bellman genEJralisee, comportant un
terme suppIemerrtai.r-e par rapport a la t.heo r Le e Laas Lau e, Le terme de "signalling"
qui mesure l'utilite marginale d'une variation d'information. Ces resultats sont
justifies sans hypothese de regularite dans Le cas 0.-1 con t rd Le des diffusions
avec observations partielles et Lnf'or-mat Lon cLass Lque ,

NON ClASSICAL INFORMATION Al'JD OPTIMALITY
IN COIlTHmOUS-TIME DYNAll1IC ?E1J1l PROBLEHS
J. L1VINE
Centre d' Automatique et Informatique
de l'Ecole Nationale Superieure des ;\'fines de Paris
35, Rue Saint-Honore
F-77305 Fon taineb leau - FRANCE
Abstract: This paper is devoted to the study of optimality criteria in dynamic
team problems where the decision makers have noisy observations of the s tate and
given maximal memory capacities. Thus the information structure is non classical
for two reasons : on the one hand because each decision maker has no access to
the observations of the other decision makers, and on the other hand because his
memory can be limited.
'tIe develop in the cases \'lith discrete-time noises and for dLf'f'us Lons , generalized
dynamic programming method giving rise to efficient optimality characterizations
via genen.lized Hamiltoniar.s minimizations, Eam.i.Lt.on.Lans containing a "signalling
term". This theory is also applied to the control of partially observed diffusions
wi th classical information and to the famous vii tsenhausen 's count er-examp '.e ,
1.1. The team problems with non classical information
Non classical informatior. control or team ~roblems have been firstly
Ln troduced by H.S. ',\itsenha:A.sen ([31J) and, since they appear naturally in
many examples in commurri.ca't i.nns ([3J,[18J,[31 J), Ln mathematical economics
([5J,[18],[19J), in large scale systems ([3J,[4J,[5J,[10J,[17J,[18],[19],[25J,[30J,
[31 J, [32J, [33J, and more briefly, in decision prob lems ,lith 'oo t h es time. tion
and control, they have motivated an important literature.
Fowev er-, besides particular examples, almost no general results are
known concerning existence and optimality characterizations (see [5J, [12J, [21J
and [31J for existence results in particular cases, and [21J, [22J for o p t i.mal i, ty
criteria in discrete time problems). 'The aim of this paper is to obtain
optimali ty criteria for t1,0 kinds of team problems \'ii th non classical
information, the only difference between them lying in the probabilistic
s t.ru c tur e of the noises : in the first model, the noises ar-e discrete-time
processes, wher-eas in the second t ney are aasumec to be Wiener processes.
In both cases, the team Ls made of N stations ob s erv i.ng Lnd ependen t Iy ,
wi t h an individual noisy observation function, the state of a sys t em wi th noise
perturbations, and governeci by control v ar-Lab Les , ':'he informational structure
is supposed to be the following: at each time t, the decision maker k has no
access to er"e other decision makers observations and cannot remember his past
observations before Ji:k(t) , Xk being a given function ·1'k=1,..• ,N, known by
every decision maker, s a t.Lsf'vLng :
(1.1) 0 c; ~(t) ~ t lit E [O,TJ , 1fk=1, ••• ,N
This function ~ may be interpreted as the maximal memory capacity a.I Locat ed
to decision maker k at time t ,
The admissible decisions for each Sea-ion are thus assumed to be b a s ed on
these informations, and satisfying eventually a.idi t i.ona L co ns t.r a i.n ts on the
controls. Finally, the N team nlavers wi.s h to minimize a co.umon cos': f'unc t i.ori
respect to their admissible strategies.
In tr.e firs t cas e , t he e ve een i s g.rven by a cor.t r o ll ed di f f e r eCltl lll
ec ua - ac n , per tu rb ed by pi e cewis e co ns t a nt eo i.eee occu r-t ng a t t he g i ven
de te =-:tl i r.:',:~ic dates : to .t, • . . .• t M• "i~ h :
(1 .2 ) 0 = t o <: t
1
< • •• < t
M
:: T (the hor iz on T is fix ed) .
t he nois e r eal i za tio ns i n two dif!'e r ent int ervals be i ng «ncc r r-eLe t ed , The
ob a er-ve t i c ns are alao per tu r b ed by pi ec ewis e cons t ant noi s es occu r i ng a t t he
S8:Ile da t es t o •. .. • t M• ha vi ng t he same tim e- un co r r e l a t i on pr op erty .
In th e s econd ceae , th e s ys t em i s gi v en by 8 cont r o lled s t ochasti c
diff er entia l equat i on dr iv en by wh i t e no i s e . an d t he obs e r va t io ns are al s o
given by a s t ochas ti c differ ential ecua t i on dr i v en by an i ndepend ent whit e
nois e .
Thi s pr obl em gener-a Lt a es th e co nt ro l pr ob Jea f or partially obs erved
diff=ioM {see [1] , [2], [, ] , [6J,[7] , [9] , [11] , [12J, [14], [I ,J , [24].[ 34J,[35]) whore t he
i nfo rma t i o r. stru ctu r e is c l as s i ca l : N '" 1 and )('( t ) .. 0 , t hus th e co n t r o ller
ha s perf ec t :Il800ry and t he o_ fi elds of h i s observ a t io ns ar e in cr easing wi th
For N > 1 . eve n i f \ (t) '" 0 VIc '" , • • • • , N. en d exce pt f or some r are
a Lt uat I cns with par tia lly nes t ed i nf ormation stru c t ur es (s ee [1 0 ], [ ' 7J . [ 18 J .
[ 19J . [30 J , [33 ]) , th e i ncr easing proper t y of the o-fi e l ds of cb e erv a ctc ns
van i s hes , an d t he compu t a t i on of co ndi t i ona l expec t a t i ons wi th respec t t o th e
pa e t obs erva tions b ecc ae e u nt ra c tab l e . This exp.ta t ns why we shall a.void as
muc h a s pos s ib l e t he us e of co ndi t i ona l ex pec t a t t one ,
On t he o t her hand , our app r oac h gen eraliz es th e c nee of (21 ], [22 ], [3t ).
(32). es s ent i a l l y ba eed on di3 c:,@t e- t.i me pr op er t t es ,
Fi r.a l lv . th e r-eee one to r estr i c t ou rsel ..ee t o th e C--~ _1 e3 of dis cr e t e- tiu e
i ncu r r ela ted no i s es or to ~i ener pr oces s es are es ser.t i a l lY t ecnni ca j, : t hes e
ty pes of noi s es ar e ext re me eas es s Lne e the f i rst is eve r .Y wh er e deg enerat ed
(in t eras of infinites1::oa.l generator ) . wher eas t he s econd i ll nowher e deg ener-a ce d,
Th.lS we hop e to convi nce th e r ead er on t he f l exi b i l ity of our Dynlllll1c
Pr ogr a mmi ng ap pr oa ch. On th e o t he.:- ha nd , i t is als o cl ear tha t t he compl exi ty
o f t he an a l ys i s in cr eas 6<l wi th t he degr ee of gener al ity of t h e nois e pr-c c es s es ,
and for cl a ri t y ' s s ake , we have assumed t he s i mpl es t pr obab i listi c frame works .
1.2 . Or i e!lt 9-': i o l'l.'J o f th e pa pe r
In or der t o expl a i n and DlO':ivat e t h e crLent a t .ic ne of th e pap er , l e t us
b r i eflY r ecall t he cethode us ed in t he pr-ec ed e nt Iy c it ed contrcj, for par- t La Lky
obs erv ed dt.r rus t oos , wi th c l as s i ca l Lnf'o rtaa t.Lon a t ru c rur-e , to octa In o p t i ma li t y
cond i t io ns vi a Dynami c Pr ogramming t ec hm oues , Mos t of th e r esult s in th i a ar ea
ar e bas ed on t he f act t ha t th e 1nf i mun of t he co s t fun otion with r es pec t t o u.,
na meIy t he Va lu e fu nc t ion , depends on a condit i ona l pr obabil ity measur e
( ev enruef Iy unna nna lize d ) of t he s t a t e wi th r ea pec t t o th e pa s t obs er va t io ns ,
and th is cc ndd.t ao ne I mea s ur e sat is f i es an evo l u t i on equ at i on wher e u a ppears as
a oont ro l var i ..b Le , It r-eeat es t hat t he co nd i t i ona l meas ur e can b e used as t he
g enu i n e e ea t e var iable , and t he nlinilll i za:ion pr-obLesn can b e e t a t ed in an
equ.Lva Len t way i n t er-aa of this nev s t at e variAbl e (s e e fo r example [1] , [2 ] , [6 l ,[1 ] ,
[111. [14],[15], [24].[25] . r34] . [35] . The adva n t age , as c l a i ne d ab ov e , is that th e
Dynami c Pro grammi ng eque s Lons can b e der iv ed in t hi s s t at e sp a ce .
In our non c l as s ica l in f ormationa l str u ct ur e , su c h a method does no t 'lark
b eca us e of t he non nee t ednee s of t he a- fi el ds of obs erv a tions , as 'las firs tly
r emar k ed in [31]. Howev er , t he s ame xype of appr oa c h can b e app lied i n our
fra llle;lork i f one r ep Ie ces t he eondd t Lcna I mea s ur e by an uncond i t iona l pr obab il i ty
~ on '!;!'le space of t r a j ec t o r i.ee , pl aYin g her e th e r ol e of t he contro lled
s t at e variabl e. This app r oa c h has b een alread.Y developed i n par t t cuLar- cas es i n
[2' ], [22) , [31],[32].
Thus , t he paper is or-ganac ed as f 01 1o;ls
In s ec t i on II. 'ole s hal l deal wi t h t he t eam pr ob l em wi th di !3cr et _ti:ne nois es ,
and i n s ection III , wi t h th e t eam pr-ob Lem f or diffus i ons .
Thes e t wo s e c tions fo llo\ll a l most t he s ame lines :
~ : The t eam pr-ob Len wit h di s cr e t _ t irne noi s es.
I L l. th e aorle I and th e as auetpt Lcns
II .? : reformulation of the pr obl em i n th e a pac e of bounded u eae uv ee , wit h :
11.2. ' . : f irst r efo rmUl a t io n into a pur ely fi na l cos t ,
II . 2 . 2 . : t he v al ue f un ctio D. sed th e opt i ma l i ty principl e ,
II . 2.3. : th e c l os ed- l oop f ormulat i on
II. 3. some regulari tv p::"oper ties of uhe oral ue function : concavity,
subdifferentiability ar.d in~egral representa+_ions. Directional
c erLv s.t tve fo~"mula.
II.4. : the Hamilton-Jacobi-Bellma::t equations fmC. the SignaEing.
Section III : The team problem for dLf'f'ue Lor.s
III.1 . Model and assumptions
III.2. : The dynamic programming method in the space of bounded measur-es
II1.2.1. Reformulation into a purely final cost
II1.2.2. The value function and the optimality principle
III.2.3. The closed-loop f'o r-nu.Let.Lon
II1.3. Some r-egu.Lar Lcy properties of the value function (concavit:,-,
subdifferentiability and integral representation; d i.z-ec t i.ona.l
deriva tive formula )
II1.4. The Hamil ton-Jacobi-Bellman equations and the signalling
III.5. Application to the control of partially observed diffusiJns 'Iilh
classical information.
III. 5.1. The Hamil tori-Tacob t-B ellman theory ana the .uax.Imum principle.
II1.5.'!. The link with Mortensen's equation.
Sec-!;ion IV is devoted to examples, the last one being the ,Iell-knoim counterexample
of II .S. '1litsenhausen [31].
II - THE TEAl'! FROBLEr'l '.'!In JISC::tETE-THE :~OISE3
11.1. Mociel and assum'Jtions
Since the measurability properties playa central role ':0 oee e r i.b e t.h e
Lnf'o r aa t i.on structure, we shall have to give t he ;Jrecise a ef i.rri t i.onc of the
a-fields of observations and of progressive measurability of a process Hi th
respect to ;-. family of a-fields which is not increasing. These no t i.o ne will
be used to define the admissible strategies. Furthermore, the concept of a
co Lu t i.o n , or trajectory, of a differential equation wi t n such admissib Le
strategies is no t completelY standard and deserves careful introduction.
'<'1e wan t to point out that, though heavy, these developments are essential
for the sequel.
Finally, the cost function and the minimization problem ',Iill be defined
wi t h some comments on the public and private informations.
11.1.1. The dynamics and observations ecuations
The interval [O,TJ is subdivided into to"'" tM as in (1.2).
The system is given by :
"here:
• f,h1""'~ are smooth functions of all their argune m s , f satisfying the
classical linear grO'lith condition and conv ex Lty co nd i t i.o n :
[
Suplx.f(~,x,u,v)l.;; c(1+llxI12) '[x ERn
(2.2) t,u,v P1 x•.• x IRPN
f(t,x,U,v) is convex V(t,x,v), u=u 1x",X[)N eLos ed subse+ of IR
~ (Vj'V~, ••• ,v~) ERr, W = !W j l j =o , ••• ,M-1)
noise s equence, We set P j = probabili ty measure on
(Rr ,OJ)' j=o, •.• ,M-1. W j and ~ being supposed independent Vj 0/k,
probabili is measure p of W is given by :
(2.3)
M-1
P = 0 p.
j=o J
(R,O) with Q = Rr l1
1,1-1
a = II a..
j=o J
\'Ie shall also de~~oce at =
• The initial s t a t e x(o) is supposed to be a r-andom vector inde;e:c.dent on w,
'Nith probability measure flo OYl Rn and a-field ;}'o' Thus, the na tur-a;
measurable space of the problem is : (Rn x Q, ;}'o x a, flo (9 p).
A stochastic process:; on [o,TJ X Rn x Q is thus said l'rogressively
"With res ect to t3'o x ; t E [0, l' J l if the restriction of :; to [0, t J is
B[o,tJ x ;}'o x at iTt E [o,TJ, 'tlhere B[o,t] is the Borel a-fielCi
of [o,tJ •
• Let ~(t) be the sub a-field of 3'0 X at generated by the observation paths:
(2.4) Yk(t) = lYkes) = ~(s,x(s),v~)I~(t) .;; s .;; t, x: {3'
o
X atl progressively
measurable, and v~ = pr~(w), wEill, k=1, ••• ,N,
,'Ii th pr~(w) = (k+1 )st component of wj •
Denote X:(s,t) = U ~(a), and Yk(o,T) the space of observation path
on [o,TJ. s~.;;t
Clearly, the family {~(t); t E [0 ,TJ 1 is not increasing in general.
Defini tion 2.1 : we shall say that a process ~ on [0, 1'J x Yk(o ,1') is
progressively measurable "With respect to {~Ct) ; t E [o,1'J if :
~(t) is ~(t)-measurable 1ft E [0,1'], and ~ restricted to [o,tJ
is B[o,tJ x ~(o,t)-measurable Vt E [o,TJ ••
Thus, "We shall say that ~ is an admissible strategy for decision maker k if
'-\: is progressively-measurable wi t h respect to {\ik(t); t E [0 ,TJ 1 and if
1'he set '\ of admissible '.ltesies for s t atLon k is thus :
(2.6) '\: = {~ : {'1!k(t)l-p,-ogressively neasur-acLe ~rocess s e t Ls f'y i.ng (2.5)}
We d eno t a U = U1 X ••• x t);r-
o :B'inally, a solution of (.2.1) s t ar t Lng from (o,x) ge,le:aLea by
u = (u, , ••• ,~) E U and w E Q, may be defined in the sense of Krassovski
(see [20J and the Appendix 1). However, such solutions neea not oe unL,ue
and we rrus t introduce the set t<,W(o ,x) cf all such ao Lu t'i.ons (in
CO([o,TJjRn) : the space of continuous functions from [o;rJ to Rn), issued
from (o,x) and generated by (u,w). x~,W(o,x) will denote the value at time
t of an element of t<,W(o,x) (namely a solution of (2.1) for (o,x) and
(u,w) evaluated at time t }, Also t«o) will denote the.set of flows of
trajectories generated by u f'z-orn time 0, that are {dO x at l-progressively
measurable, namely :
(2.7) t«o) = {xu'·(o,.)lxU,W(o,x) E t<,W(o,x) 'i(x,w) ERn x Q, and the
process t - x~,W(o,x) is {d<o x atl progressively measurable}
Since ;f'W(o,x) is a compact subset of CO([o,T]jRn) depending upper-
semicontinuouslyon (x,w) (see [20J), one can prove (see for example [8J)
that ;f(o) f rj 'iu E U.
To specify the dimensionalities, let us set
x E Rn, Yk E RCJ.k (k~l CJ.k = CJ.),
~(Yk(t)) E RPk (k~l Pk = p), with Yk(t) piecewise continuous path on
[~(t),tJ x RPk 1ft, '\Jk.
II.l.2. The cost functional
The expectatior. being taken with respect to fLo 0 p, with:
• g and G smooth and bounded functions,
• the notation u(c,y~,W(o,x)) meaning precisely:
u(c,y~,W(o,x)) = (u l (t,Y~:~(o,x)), ••• ,~(t,y~:~(o,x))), and :
(2.9) Y~:~(o,x) = {(s'Yk(s))IYk(s) = ~(s,X~,W(o,Ji!),v~) with v~ = pr~(w),
'is E [t j,t j +l [ II [\:(t),tJ, 1"fj=o,..o ,M-l}
for .k = 1 , ••• ,i\T, ::;r~(w) being the (k+1 )st component of w;
11.1.3. Statement of the 'lroblern
~linimize Jo,!-Lo (given by (2.8) with respect to 1.1 = (u 1, •• "uN)
(2.10) in U = U1 x ••• x ~ (given by (2.6», for trajectories
given b.-! (2.1)
Remark that, because of the non-unicueness of the trajectories of (2.1),
the team is i.nterested in a minimum g.l.aranteed cost obtained via the aupr-emum
for every possible flow generated from time 0 by each strategy 1.1 E U. Of course,
if for a given 1.1 E lA, (2.1) admits a unique solution, then we recover the usual
definition of J (1.1).
o,!-L
o
II.1.4. The public and private informations
To summarize, the pub Lf.o informations are
the sequence It j I j=o, •• 0 ,M}, the functions \:, ~ (k=1, •• 0 ,N),
f ,g,G, t.he a-fields ~ (t) vt E [0 ,T], 11k=1, ••• ,N, the probability space




® p ) and the family of increasing sub a-fields
lJi
o
x at ; t E [o,T]I, the system (2.1), U = U1 x ••• x ~ (and thus the
form of the controls), J (u ) 1fu E U.
o'~o
Each team player has the same clock and agrees on the concept of solution for
(2.1).
On the other hand , player k's private information is, at every time t ,
a path of the form (2.9).
Finally, with this formalism, the fact that the information s t.ruc tur e is
non classical may be wr i t t en :
(2.11) neither (1fj, k E 11, ... ,N} 'If/t) c ~(t) Vt E [o,T]),
nor (~(t) c 'Wk(s) 1t,;; s, 11k = 1 , ••• ,N), hold true In generaL
11.2. Reformulation in "the space of boun~ed
The aim of this paragraph is to prove that the team 9roolem (2.' 0) can
be :'eformulatec: terms of bounded rneasures on the space of trajectories




' the Value function, satisfies the
well-k.clo'tIIl transition \01' optimality) pl'l.r.ciple of Jynamic Programming t. i, th respect
to these measures.rhis reformulation will be done in three steps
• a first reformulation into a purely final cost wher-e the iependence of
the cost f'unc t i.on on rhe measure of the final state is linear,
• the definition of the Value fmc t Lon for any initial time -;; E [o,r]
where we prove the desired transition principles (on the value function and
on the measures),
• the final reformulation f'o r closed-loop strategies (depending on
the measures) and the comparison result b e tween the bptimal values
wi th r-es p ec t to closed-loop strategies ani the current sera tegies defineci. in
(2.6).
II.2.1. A first reformulation into a purely final cost
I'he most natural way to show how measures appear as new
state v ar i ab Les , co ne Ls ts in making the classical change of variables to have
a purely final cos t :
Let us Lnt roduce a new scalar variable x
n+1 and the iifferential
aqua t i.on :
r ;n+1 (t) = g(t,X~'W(o,x),u(Y~'W(o,x)))
L x
n
+1 (0) = 0
1ft E [o,T]
·,lith Xu,w(o,x) satisfying (2.1) (in the generalized sense of Krassovski) ,
and let us deoote :
Thus, the system (2.1), (2.12) becomes:
Y~:~(o,z) = {(s,yk(s))lyk(s) = Hk(s,z~'W(o,z),v~), v~ = pr~(w),
'rs E [t j' t j+1 [ n [hk (t), t ] } "Ifk = 'f , ... ,N.
Thus, since x
n+1 (t) = ~g(s,X~'W(o,x),u.(s,y~'W(O'X)))dS
and since
Proposition 2.1
G(Z) = G(x) + x
n+ 1 ' we obtain the
"ith ZU(0 ') defined exactly as in (2.7) with ZU and z in place of XU
and x , and "ith Po = fJ.
o
@ 00 ' namely
(2.16) J 1ep(z)dP (z) = r 1'P(x,x 1 )dfJ. (x)d6 (x 1) = r cp(x,o)diJ. (x)Rn+ 0 JRn+ n+ 0 0 n+ JRn 0
'rep E ~(Rn+1) (space of continuous bounded functions on Rn+1)
Proof: It suffices to prove that Zu(o) = {(Xol , X
n+1 (XU)) IxU E ,f(o)}
with x
n+1 (Xu) the solution of (2.12) a- s oc i.a t ed to XU ; and this is
straightfor,mrd since x
n
+1 (xu) simply the integral b e t ween 0 and =
o~ a f~nct:;.on. independent " xn+ 1 ' and thus, 1-'uni~uel~ Qefinecl~uHence, if
Z E Z (0), l t lS necessanly of the form (X ,x
n
+1 (X )) for L E': (0 ),
anc the resu.lt f'o I.Lows, -
It turns out from (2.15) that J is purely final but also it can be expressed
as a linear functional of the measure P~ , image of Po by the application z~
precisely, let us denote :
(2.17)
or, ec i Lva.Lent Ly :
(2.18) J 1ep(z) dpUT(z) = J 1 ep(Z~,W(o,Z))dP (z)dp(w) rep E r.o(R n +1 )0Rn + Rn + xQ 0 [)
We shall also denote fepdP~ = <ep,p~> to recall that P~ is a linear
continuous functional on ~(Rn"1). On the other hand, since we shall need to
extend the problem to Po : general bounded measure on ~(Rn+1), we shal.L a Lways
suppose that the measures considered are bounded with arbitrary total maae and sign.
Corollary 2.1 :
with:
Remark 2.1 : Clearly, p~(o,Po) can be interpreted as the set of probability
measures of z at time T knowing that the strategy u = (u 1, ... ,~) has been used
between 0 and T. Formula (2.19) shows that p~(o,pol sums up all the dynaminal
informations needed to compute the cost, and thus P can be seen as the controlled
state variable of the problem; t hi.s is the point of view that we shall develop
in the sequel. -
Remark 2.2 : It can be proved that since g and G are bounded on [o,T] x Rn x U
and on Rn respectively, the supremum in (2.19) is attained.
We shall not prove this result since we shall not use it
in the sequel, but it is an easy consequence of the equicontinuity of the
solutions of (2.1) with (2.2)-(see also [20]). -
Remark 2./ : If we denote 1jJ;~(o,Po) the support f'unc t i.on ([25J) of p~(o,po)
in the ps.Lr-ed spaces <C~(Rn+1), ?i/(Rn +1 » (bounded measures o n Rn+ 1 vich the
weak* - topology), then by definition :
A resul t of the same nature can be found in [32 J in simpler context.
From the properties of support functions, we easily ob t ai,n :
where 00 p~(o ,po) is the~e~* - closed convex hull of rP~(o ,po). It is
interesting to note that co Pr(o ,po) corresponds to Filippov's definition of
the trajectories of (2.1) (see [13J and the proof in the Annex). [VIoreover, if a
concept of solution for (2.1) is such that the resulting Q.~(o ,F 0) ,3atisf:'.es :
rP~(o,po) c Q~(o,po) c co rP~(o,po) Vu E U, then, with (2.21) and (2.22), the
cost function will not be affected. In particular, this property holds with the
solution concepts of Krassovski [20J, Sentis [28], and Filippov [13J that,
cons equerrt Ly , yield the same cost function. -
II.2.2. The value function an.} the optimality principle
Let us define :
Sup <G, P~>.
P~ErP~(o ,po)
In the light of the preceding par-agr-aph, we shall define the value function V
for any initial time t E [o,TJ and initial measure. However, since (2.14) is a
delayed - differential equatIcn by the contribution of the controls, one must be
careful on the nature of such an ini tial measure : if (2.14) begins at time t , to
define completely the solutions, one needs a function Zo,t' continuous on [0 ,tJ,
as an ini t i.a.L condition. Accordingly, the ini tial meanur-e tur ns ou t to be a
measure on CO([o,tJ; Rn+1), i.e. on the set of continuous trajectories Zo,t (an
elementary theory of measures on CO can be found in [29J). SLlch a measure wi Ll. be
noted Po,t' Precisely, ;Ie Jefine ZU,W(t,Zo,t) as a generalized so Iu t i.on of:
,r' ..th U(s,y~,W(t,Zo t)) defined as in (2.14) wi t h z~,W(t,Zo,t) Ln place of
z~,W(o,z), and Zo:t E CO([o,t] ; Rn +1 ).
Acco::dingly, ZU(t) is the set of all .soIut tcns ZU'·(t,.) of (2.14) such that
s -z~,W(t,zo,t) is l~s XJo,-c ;n:1E [t,rL]1 progressively measurable, Jo,t b e i ng
a given o-fielc on C ([o,t] ; R ).
Finally, if Po,t:'s a bounded measur-e or. (CO([o ,t] ; Rn +1 ) , Jo,t)'
ciefine
\'lith similar f'o rmuLas as (2.17), (2.20) :
Pu c.~f Zu(+ P ) d~f J Zu,W(t P )d ( )T T J' o j t Q T "o,t P W
or, ecu Lva.Lent Iy , noting Co,t for CO([O,t]; Rn +1 )





de have the following trsnsition properties
'tu E U
PrOTjosition 2.2 :
(2.30) E Ct,:], 'iu E U
where Z~,s (po,t) the bounded :neasure on CO([o,sJ ; Rn+ 1 )jefined bv
Conseque,ltly :
and (optimality principle) :
Proof: (2.30) follows from the f ac t that P~ E p~(t'?o,t) is equivalent to
3: ZU E ZU(t) such that P~ = Z~(t'Po,t)' which in turn is equivalent to
P~ = Z~(s,Z~,s(po,t)) E U p~(s,Z~,s(po,t))o
ZUEZu(t)







Let us !lOWprove (2.33) : from (2.32), ',ie hav e :
T'hus., since U can b", seen as the product of concatenated
ut,s ana us,T cef Lned respectively or- [e,S[
measurable on each subinterval (the co ncat ena't i.on b e i ng trivially
{'1,t(t)l-pro§;ressively -neasurable on [t,?J), ar.d on [e ,«] 'illd [s,TJ,
s i.nce Js,z~,s(Po,t)(u) is only defined on Us,T ' cfu<:ing the ILf for
U E Us ,T in the right-hand side of (2.34), we ~btain, noting zU(t) I [t ,s [ the
r es triction to [t, s [ of the trajectories of Z (t)
Sup
z~ ,sEZU ( t) I[t ,s [
and finall~, using onceumore the fact tha~ V(~,z~,s(Po,t)) depends only on the
pas: of Z so that Z can be chosen ar~trar~ly on [s,T], ·,Ie have:
Since, by aasumpt.i.on , g and G are bounded, we have: !v(t'Po,t)[ < +00,
consequently there exists a sequence {urnlmEN in U such that
(2.36)
Thus, 'lfm EN, We have:
.. !.'1.f
uEU
rcr- t he sane r-ees cn as i n (2. 35). But t he right _ ha nd Ai de is -l.nde pend errt on :r. and
....e :::an t ake th e limi t as ;;1 - <>0 :
end t he r es '-l.l t is pr ov ed , -
To oev e a ccmpl.e t e pi c tu r fll of t he ne-.. stat e SPfJ.Cf' co r ?r oba".,;ili ty u eas ur-ea
he r e in t r od uc ed , we need to des c r i b e t he s t a t e va riab le P~ , t ea t he r esuL t of
an c vcI u t t cn equ at ion ccnt z-c j.Led by u f or ev ery t E [o , r] . This ::'s t he pur'pca e
of t he :
Pr opo8 1 t i on 2!l. :
....za E zU(t L 'rfPo, t E wt , t ' th e ap a ce of bound ed -aeaaur-es on




' t he r e exia t a
a omc u e a easur e pZU defined or: ~~r " e-r't.eto on Co ,T gen er at ed by z",
lla.t ls fy :Lng pZU(Zo I t E B) • Po , t (B ) va E ;;0 , t and d e t er-m.ned b.r th e fa:D.i~·
or' trana it io n pr cb ab Ll t sy funCltiO:1.3 :
\2 .37 ) pz Ub , Zolt ; s ,B ) '" p(! w E Q iz~ ,W (t ,Zo , t) -= Zo , t (a ) V" E [ o , t ] , and
Yo' € [ t ,s ] : z.~,W( t , Zo , t. ) E B}) '!B E ~~s ' Ys E [t ,T ] .
satis fy i ng t t.e Cha;.;man - Kolmogor o ;; eq u a tion ;
," Jr-" re,a j s ,B) --'
O,L C
o ,cr
(2 . 38 )
{de r tc ed in the Annex : F is t he s e t of ac c ucuj. a t r on poin ts of F( 3, Z, U,Vj ) when
u i s pLec ev r s e uone t.e nt 0 '1 Ln t er-va.Ls '..hose magnitud e t e nd to 0 ) , i t f o l l o ws t hat
(a.eo) E ZU(.(, ) - I' %,,(, I.r (z Idolz t) " . (, )
pS t Z r::J U,W 0 , <1 0 , t
Vrp E ~(rf+') , \'Zo,t E Co,t with "e '" Zo, a ( r::J) ':f11 E l e.e l ,
or equ fv a Lent Iy
(2 . 41 ) 1-; qJ(zs )pZU(t , Zo ,t ; dZo ,s ) = Ie ~(Zs ) ·Fu ,w (Zo.s )P:'U ( l; . Zo,t ; B,dle ,s
0,'
't ip E C.~ (Rn+1) , and. f or atccs t eve r y a E [ t,T] .
Pr oof: ::,et us f i r s t r-eua r k t ha t (2 .3 7) i s equ i v alen t t o
and ·. In " ,
with r es pect t o t he conc a t.en e tdon,
en t he other hand , j' r-cn ( 2 .37) we ha v e , 1fip E <:Cco ,s )
r
ZU
1I(Z )p (e , a t ; 8 ,6.2 )dP t (Z ,) •
. C xc 0 , 5 0 , 0 , 3 O . 0,
O, S o , t
Fin ally , (2 . 38) ens ur-es that t he family {~ .s (po . t ) 1 8 E (t ,r ]l is cors rs t ene
(s e e [29]) and t hus, l.f we define :
ZU (1' ) = pZu , it f o11 0 ;o8 f r om Ko lmogo r ov IS extens i on t l:eo r e 71 t hfl.t th er e
e:~: '..s °;\niQ.U~ · S pZU whos e pr oj ac t i o n on [c ;»] i s pZu Va E [t , T], and
ec ns equ.ant Iy , Z~ .T(Po . t ) =; pZu • O, S
Let us no w pr ove (2 . 40) and (2 .4 1) .
Let 'lI E ~ (Rn +l ) , and l e t ~ > o ,
(2 . 43 ) Dc. d ~f .;<Ie 1p( Zs +£) pZU(t , Zo , t ; s +(., dZO, S+E:) -
o, s+ E:




xC lfI(zs +£) pZU(s .zo , s ; 8+£., dZo ,s+£) -
0,8+£ O ,S
1tI ( l':s)]pZU( t ' Z
o
, t i s ,d 20 ,s »
(fr om (2. 38)) . Aho, uaing (2 .4 2) :
(2 .44) De:=7L xQ { <p ( Z~ :~ ( S . zo . s » - <p(zo . s (s » )pZ ( t , Z'),t ; 8 ,dZo ,) dP(w) .
0,'
Finally , s i nc e ." E ~ (Rn+l ) . i t f o llows that
we hav e :
/ : m" DE. exi s t s and , f r om (2 .4 1 ) ,
/~o Dc ~ Ie ~(Z9) ·Fu "./ZO , 3)PZU (t 'Zo ,t ; s ,d Zo ,a )
0, '
(204' ) is proved. To prove (2.40), it suffices to integrate (2.41 ) be t ween
t and a , Conversely, if (2.40) holds, it suffices to wrLt e it in the for:"!
J~s .£.... E Zu(cp(Z ) [z t)da = Jrs E zu(~(z )oF (Z ) [z t)dat do P a 0, t P o z o ,« u ,:» o ,« 0,
and thus (2.40) is equivalent to (2.41) whi.ch achieves to prove the Pr'o po s i, t i on...
Proposi tion 2.4 :
Suppose that (p,;r) are given ~n Co,.1' ' satisfying (2.40) ifcp E ~ (Rn +1) ,
VZo,t E Co,t' for a given Fu , . and u E U, with:
Proof: Let us c eno t e Po,s t~e restriction of P to Co,s] Vs E [0,1'].
(2.40) and (2045) imply that :
(2.46) ~ (~ (cp(zs) - cp(zt)lzo,t» = ~ (cp(zs) - cp(Zt» =
o,t o,s so,s
E (} ~(z )0; (Z )da)
Po,s t Z a u,w o ,«
But it is not dLfficult to check that:
[
; as in (2.39). Thus ZU obv Lous Iy satisfies ZU E ZU(t), and (2,46)
yields:
Sen ce , po ." = Z~ . a (po . t ) Va E [ t .': ] . an d t he r esult is pro v ed . -
Ee n,9. r k ' .4: Pr opo s i tion 2 . 3 and its co nve c-ee 2 . 4 gi v e t he s olu t i on to a
pr ob l em. whi c h is t he analogu e . in the con text of ar acre t e- vr e e nois es , of the
probl ea o f :nartingales of 3 troock and va rachan ( [29 ] ) . f or t he infini t ea ioal
gener a t or L~U ·:.JIfI ( l': ) 3 %;(Za) .F
u
.:.J(Zo . C1 ) ' The f act that ~u ,w is o f o rd er 1
co nf i r ms that th e diffu~ ion is deg en er ated . th a t ee kn ew f r om t he b eginning ! _
i s nev er as sumed t o b e posi tiv e wi t h t ot a l e aas I .
Thi s gener a li t y wil l b e ue er ur i n th e s equ el s in c e
the f unction V( t . P
o
•t ) C8."l in f~Ot b e d efi~~ on t he who l e v ector s pa ce ~ . t
of gen er a l bo unded mea s ur es on C ([ o , t ] ; R ) . -
Re:::lark 2 . 6 : For simplicity ' s sak e . we hav e i n trodu c ed mea aur- es Po ,t on
th e who l e pas t . wher eas t he obs erv a t i o ns of s tat i on k are onlY def i ned 0 :1.
[ \.{t ) , t ] . Howev er , th e res.u l t i s th e sa me since we take expec t a t i ons of
fu nc tions o f the oba erv at fc na be t ....een l\(t) an d t , k =l , • • .•N. the ob s erv a tions
pa ths b ef ore \( t ) be ing arbitrary . and gi vif18 no cont r ib ut i on t o the int egra 13 . _
R~ark ' .7 : Going back t o (2 .33), we s ee t hat t hi s equa tio n r s s i mpl y the
pr i nc i pl e of trans i t i on of Dynami c Progra mming . and ther ef or e co ns t itut es a
ba ck war d equa t ion : f r om th e final co ndit io n : V(T .P
o
•T) = <~ . PT> Wo •T •
going b ack ear-d in t ime . one pr ogr es s i v e ly coapu t ea V(t , F
o
•t) 'l"t .. T . 'iP o •t '
A "dua l " a ppr oa ch can a 130 b e developed . as in [32] or . in t he er eas r ce .t
i nf or ma tion a l s t r uc tur e . lI"i t h t he non linea r s emigrQup th eon . which gi v es r i se
t o an on wa r d B(J uation (s ee [1 1][14] ) :
Let us defin e t he f amily of nonlinear oper a t o r s {~sI3~ by :
ThUs . th e r ead er ea e eas ily check t hat (2 . 33 ) b ecce ea :
(2. 5' ) r Va, a ;>- 0 su ch t ha t s +cl'''' T_t .
Hen c e , th e faroily I~s l s>o f orms a s en:.J.group of nonlinea r ope r a t ors. Howev er , it
is c r ea r t hat this met hod is equiva l en t t o t he Dyna rme Pr ogr=ine and t he
t r a ns l a t i o n of t he r esul t s in t he s e que l i n t erms of nonli n ear s emigr ou p i s l ef t
th e rea d er . _
R e~:,k 2 .8 : I f Wg l ook: at (2 .33) as an opt imi za t i on pr ob l e:r., and if we tr'J
t o COal t e a eoI u t Icn u'*':; 1..1 , sup pos ed t o ex i s t, then obvious l y u· wi ll b e a




• wher eas this is no t a l l owed in th e definit i on of U. By
ana lo gy to t he det e!'mi ll.is t i c co n t ro l th eory , ',;'8 shall say t ha t 'the cur r ent
def i ni t ion of U is in~ (the cont ro l s do r.o t dep end on U::1l e t e t e Po ,t ),
an d that u * i s ob tain ed i n c l os ed- l oop ro r-a, Th~ , i f we wan t t o s olv e ( 2.10) o r
(2 .29) by a eana of (2. 33) . we need a compari son r es u l t between open- loo p and
c l os ed- l oop eoIut I ona , This point wi ll b e ana lyzed i n the next s ection .
11. 2 . 3. The c lo:'!til _ l oop f ormu l ation
Let ~.T b e t he s pa ce of bou nd ed mea su r es on CO([ o , l' ] ; Rn +1) endowed
with t he " eak + t opology . l et ~ b e its Bor el tJ-fie l d.. and t? i t s projec t i on
o n CO( [o .t] ; an .' ), \'t E [0 .1'] . Let l.I.9 als o deno t e "1Jk th~ Bor el a- fie l d. of
Uk • k =l • • •• •:1. end Yk (O.T ) th e s pac e of piec ewis e co nt i nuou s observ a t i o n pa th3
betwe en 0 an d T s a tisf y i ng (2. 4 ), with the i'amily 11k(t) ; t E [o. T] } of sub
a- f i elds of 3"0 x a. We r eca ll that t hi s f ami lY 1"4.(t ) ! Is not s up posed to b e
t nc r-ea s tn g wit h r esp ec t to t ,
Def<n itton 2 .? : An ad mi ssibl e c l osed- l oo p s trat egy "\: f or decision maker
k i s an a pplication r ro e [0 . 1'] )( (k(o ,'!.') x 7,'1~ .T tOt Uk whi ch t e
pr ogr essiv ely measurab l e with r esp ect to {l',/ t ) x e.m ; t E [o ,T )}
r.a lIle:y :
~ (t) is (~( t ) x ~ . ~)_measurab l e it E [o ,T ] , and :
~ rest r i cted t o [o . t ] is (B[o, t] x ~(o ,t) x ~ . ~k )-measurab l e ,
wher e ",e r ecall that 11 , (0 , t) .. U ~ (s ). •
K o"",,<t lC
lie den ot e UlC th e ~e t of ev er y admissib l e c lo s ed- l oop s t r a t egies f or sta t ion
k , an d 1.1 " 1.1, x • • • x ~ :. H
Cl ea r ly . we hav e u c \.I and ~ ery 'ic E '\ is . by def i ni t i on , a ncnant r ct-
pa t iv e applica tion of (t ,Yk(t ) .F o , t ), with
t - ~(t 'Yk ( t ) ,Po ,t ) '" 8 [O, Tr measur ab l e , 'fk =1 • •• • •N.
In ord er to compar e cp en- dcop and c 'loe ed c Loop ty pes of 09t ima li ty, we need
to ex t end th e d efi niti ons of Ztl(t )' r~(t ' ?o ,t) ' J t ,F
o
t (U) f or u E U, and ,
co ne equ en t Iy , of V(t ,F o , t) ' •
I n fa c t a ll t hes e ext ene I c ns f ollo'ol directly f r om th e ext ens i o n of th e
conc ept of t ra j ec t or i es fo r c l os ed- l oa f' s t ret e8"i es . Thus , ada p t i ng Kras so vski ' s
defi niti on [20]. lie s et :
iU'W (t .Zg , t , p~ ,t) is the s e t of all the und.fo rm l itl it s i n Co,T of traj ectori es




) of (2 . 24 ) gener a t ed by the pi ec ewis e co ns t ant a pprox ima t Icna
of u of the f orm
A pr ecis e def i ni t i on o f iU 'WCt 'Z o , t . Fo ,t) i s giv en i n the Append i x . as
we ll a s some of its pr opert ies .
Also , we defin e t \ t ) as the s et of all the so lu tio ns iu · · (t • • •• ) defined
her e ab ov e eu en t ha t the pr ocess :
(2 .54) a - Z:,Iol ( t' Zo, t . Fo .t ) is las )( J o ,t x ~ ; s E [ t ,r] !- pr ogr es s i ve ly
measurab l e .
Cono ecu cn t Iv , "Ie set = lp~ = Z~(t,po,t)IZU E :Zu(t)} 'rith the
notation : z~(t'Po,t) for the image by Z~ of Po,t' namely
FinallY
ProDo:::itl;0n~2.~.: n~e conclusions of the proposition 2.2, 2.3 and 2.4 hold
for U, Z, p, J and V in place of u, Z, P, J and V••
The proof follows exactly the same lines as those of propositions 2.2 to 2,4 and
is left to the reader.
In order to compare V and V, the value functions for o per--Lcop and closed-
loop strategies, we want to point out that the situation not as clear as
in a deterministic control problem: in this case, it suffices that a closed-loop
strategy u(t,x) generates a unique solution x(.) of the differential equation,
to obtain an open-loop s t r a t egy , namely u(t,x(t)), giving the same cost. Here
though we use the same kind of idea, we have to be sure that the open-loop
representation of u does not generate other trajectories Yielding a higher cost
(remember that 'lie take the supremum of every cost induced by every possible
trajectories generated by a given u i ),
\'1e have the following lemma :
Lern.m.a 2.1: 'fE > a and lfu E U , one can find u
E
E U aa.t Ls f'y i.ng
u
(i) z E(t) contains exactly one element.
Proof : Let u E U. Clearly,
and
By definition of J, one can find
;~ = ~~(t'Po,t) such that, :
IJt,p (u) I < + 00 e
0, t ~u E Zu( t },
ALao , by d ef'Lrri, t i.on of ~u, on e can find a aub d i.v i.a i.on 1:
0<1:1
<••• <1:L of [t ,TJ,
initial condition i;o,t in a neighborhoad of Zo,t'
and an initial probability measure 'Tto,t in neigllborhood of
Fo,t such that the trajectory ZL,U,W(t,i;o,t,'Tto,t) obtained by the approximations
scheme (2.52), (2.53), which is uniquely defined for each L,w,i;o,t ami 'Tto,t'
satisfies, by the un.i.f'or-m convergence :




t s a t i.af'y i.ng
(2.59) IJI (f G(Z~,U,W(t,e:; t''Tt t))d'Tt t(z t)-C ~ 0, 0, 0, 0,
Q o,t
r G(z;,U,W(t,e:; t''Tt t))dP t(e:; t))dp(w)I <£
"C 0, 0, 0, 0, - 3 '
o j t
(2.59) being a consequence of the uniform convergence of z;
compect subsets of Co,t
Thus, putting (2.57) to (2.59) together :
Fina lly, it suffices to define :
(2.61) uE(S,y:E,W(t,Zo, t)) = u(1:j,y~,.u'W(t'Zo,t),'Tt~~1:) E
J J
'is E [1:j,1: j +1 [ Ii [t,TJ, Vi-=o,.·',L-1, Vw E Q, 'tZo,t E Co,t'
It lS s t r-e i.g ht.f'o r-war-d to check that Uc: is ['lI(s); s E [t,T] l-p:c'ogressively
measurable, for ex amp.l e Bene¥ lemma [5], and thus u
E
E U. On t ho other
hand, u E ge~:rates oniYuone trajectory for each w Zo,t' by construction,
t hu s Z (t) = [Z ' 7O(t""o,t)l has only one element. Finally:
and (ii) follows from (2.60)••
Theorem 2.1 :
In °the:::- vo r ds the open-loop and closed-loop team prob lems are equivalent.
Proof: Since U c U, V(t,Fo,t) = ~~t Jt,Fo,t (u ) ,,; ~~~ ~t,Fo,t (u );
But it is easy to check that if u E U, ~t'Po,t (u) = Jt,Fo,t (u },
and thus
On the other hand, since V is the infi:uum over 1.l, "IE > 0, one can find IT E U
such that
Thus, by lemma 2.1, there exists a u
E
E U such that
Finally, from (2.64) and (2.65), we obtain:
and, since E is arbitrary, the result proved._
To co nc l ude , t heor-era 2 .1 ana wez-a t o th e ques t i on r aised in r ee ark 2 .8 ,
an d ass er ts that th e so lut io n t o (2 .1 0 ) or (2 . 29 ) c an b e r ound v ia t he
Dy nami c Pr ogramming equ ation (2 . 33 ) f or V or V i r.differe ntly .
Rema rk 2 . Q : The assumpt i on t ha t g and G er-e bound ed b not valid i n gene ral
f or linea r quadrat i c pr'oc Leaa : However , one can res t r i c t the analysis to a
neighbor hood of th e optimUJ:I vz er e t his theo ry a!;lpli es . _
II.}. SOT.e r egular i t y oToo er t i es of th e va lu e f ur,ction
7his pa r-agr-a ph i s d evo t ed to t he pr oof of th r ee r egularity prop er t i es of V
t ha t will b e v ery us eful f or the s eque l.
• The firs t prop er ty stat es t hat V is not only the minimum gua rant eed Cos t ,
but als o t he abs olute min imum, giving_thus the same z-eeuj t a s if t he tr-e j ec t cr-Lee
wer e un i o,: e l y def i n ed f or eve r y u E 0. Fur t he rmore , if the minimum is attained
at u · E U, fNfITy t r ajectories gen er a t ed by u* gi v e t he same minimum cos t.
• The s econd one is an integral r-e pr-es en t a t tc n of V th a t . il l b e us efU l to
int erpre t th e d irec tional der i va tiv es ob t a ined in t he s eque l in the op t i ma li t y
cr i t er i a .
• Finally , the third one states t ha t V i s conc ave an d cont i nuou s ....ith resp ec t
t o ? , and t hUs ev er ywhe re sub clif f er en tiable (in the s en s e of co ncav e run c t t c ns },0, '
The su bdiffer entiabi li ty will b e us ed to ob t a i n the de r i v a t i v e of V a l ong t he
t.r-a jec tc r-aes of p Zu •
Pr o :JQs itiqn :>. 6 V s at i s fi ed
Fur t her more, if u* E U i s su ch that jt ' Po ,t (u .. ) '"' V( t ' Po , t) ' th en
(2 . 68 ) V(t ' '' o ,t )'' <G , ?~" ) , .,p~" E ;;r ( t , Fo , t ) , 'i t E le.rl , Wa , t E ~ , t '
b2f : By def i.nt t t.on of V and by t heo j-ern 2 . 1 , we hav e
v (t 'P o ,t ) " ~"CI _~u p <G , P~) 1fu. E 0.
Pr Efll ( t , Po , t )
Let u E it and Q~ E p~ ( t' Po , t) b e su c h that
(2 .69)
<G ,Q~> < ~'..1 "u Sup <G JP~> , and
Pr Ef.'T ( t ,Po , t )
<G,Q;:) < v( t ' Po ,t) - e with () 0 J
th e las t in equality b eing f eas ibl e sinc e V ) _ ""
But , by l emma 2 . 1 , t' er e exi s t s " e E U su ch t hat
and , with (2 .6 9) :
whi ch is a con t r adict i on , and (2 . 67) is pro v ed . (2 .68) fo Ll c ea i = ea i a t e l y by
c hangi ng u i n ue ,
Pr opos it i on 2 .7 :
Ther e exi s t s a .erO, T] x ~n+' X;m - e easus-ebI e fun c tion '01,
int egrab l e 'oIith r es pect to every me asur e on Rn + of t he f orm Pt = pr t (p o ,t) '
pr t b eing th e proj ection oper a to r defined by prt (zo , t) '" Zo , t ( t) , and
sa t i s f y i ne :
Remark 2 . 10 : 'if can b e int erpr et ed as t he "de r.ai ty o f value " of V with
res pec t t o t he pr-cb ab i.Lt ty meas ure of z(t ), or , more pr ecis ely , as t he d ef.a it.-,
o f cos t- t o- go Er-om ti me t and position z ("t ) , ;m owing that :z:(t ) te the end point
of any Zo , t I'. i t h pr obabi lity Fo , t
Pr oof of tte Pr opos i t i on 2.1 Let Iumlm,>o b e a :::i ni:::.iz i ng s eque ee e in U,
namely a s equ en ce satisfying
su ch a s equ ence ex i s t s s i nc e V is finit e e ver-y vhe r-e .
Let us d enot e r
:n is Pt - in t egr ab l e f or Pt '" prt(Po , t ) 'fPo ,t E~ ,t ' and
8 [O,T] x Ban+1 x ~- meaa ur-ab Le, On t he o ther hand . th e ~
uniformly bounded b el ow by a cc ea t e nt (the cons t a nt s b eing P
t
i n t egr ab l e ) an d
(2. 76)
t hus , by Pa tcn ta l emma :
Let us denote :
then , c lear ly , w is B[O,T] x l\n+1 x ~ _mea:lur ab l e as l i mi t in f of a e eou enc e
of e e a s u r -eb Le fun ctions . and . by (2 .77 ) w i:3 Pt in t egrabl e. Finally , by
Pro pos iti on (2 .6 ) . we hav e :
v(t .P t ) < f w (t ,z ; P , )dPt(z) 'fill, and cons equen t ly .
c , m 0 ,
and , 'tog e t her- with (2. 77 ), 'W e ob t ll1!l :
v (t ' Po , t ) .. J~ v( t , z ; ? o ,t; )dPt(Z) , an d (2 .72 ) 1,3 pro" e-~ i } ....e rl'JlTJllrK that the
d efi'l it io n of .... do cs no t d "~ ""ld on the crc re e of the 15&q'l enCe IU:II ' .
Bu t 11' \u ll:. ' I 10 ,l" " t; l9r lI'i niClt z i ne a aqu ence , l e t us -teno r e
Al s o , tlOtir.g lum..l: {ull'. l U (U
m
' I, fall "] 19 also a rlr..i:lll =ing :Ieq' l er. c e and
v" ( t,z ; Po,t ) " m: i : ao "':Il"(;; , .t;Po• t) sataa ra es :
v .. v ' = v n P t - almost ev ery where• •
P;y ....,., .. fti oIj ?~ : v satisfies t he r ollol/ing properUes
( 1) 1ft E [o,r}, th e applic a t i o n P - V<t, P) fro: ~ , t t o R, is co nc ave .
(11 ) V(t , p) 1s everveher-e finit e and P - V{t, p ) 1s cont i nuol.18 on ~ . t .
(111 ) P - V{t, p ) te s Ubdit f er e n t i abl e on ~ , t and t he 3l.wdifferen tia l
0pV ( t , p) ( in th e s ens e of co nc ave fun ctions) defined by :
i n a co nv ex co mpa c t euba ee of ~(Co, t) ( Wi t h th e unitor:n tOllo1ogyl ,
'IT E ~ ,t ' ve E Ie-rl-
fr221: : Let P , Q E ~ ,t and a E [0 ,1] . Fr om Pr o position 2 .6 , lie hav e :
'h > 0, '3 Ut; E U such that :
U
E
,W( t , zO, L) )d (,XP+( i - a )Q) ( Zo , t )d P(W) - E
= a t XQ G(Z;E,WCt,Zo,t))dP(Zo,t)dPCW)
o,t
+ (i-a) J" G(Z;c.'lU(t,z t))d(,«(Z t)dp(lol)-E
c XQ 0, 0,
o,t






J G(Z;e'W(t,Zo,t))dQ(Zo,t)dP(W) ::>V(t,Q)c xQ
o,t
and (2.81) becomes: V(t,aP+(1-IX)Q.);;' IXV(t,P)+(1-IX)v(t,Q) wrn.ch proves the
concavity of P - V(t,p), lft E [o,T],
':'hen (ii) and (iii) I'o Ll.o v from standarci results of convex analysis
in infinite dimensional vector spaces (see r26]), the only thing to prove being
t he t and C~(Co,t) are paired spaces when i;,t is endowed w.i t h the
and ~(co,t) with the uniform topology, and this result can
be found in [29]._
Remark that the continuity property of V cannot be obtained in 7{:;
this method since this subspace of ~ ,1' has an empty Ln t er-Lo r , -
'/Ie shall apply the subdifferentiabili ty property of V for a special type of
increments, namely : ~C?O,t+E-Po,t)' to obtain a formula for ~. d:~ t that
will 'o e of special interest in the next section.
In fact, since "O,t+E and Po,t are not in the s arae space, we must define
V(t'?o,t+s) liE > O.
Definition 2.2 : Denote et'_t t.he translation operator from Co,t' to Co,c
wi t h t';. t, defined by : et'_t(zo,t')(s) = Zo,tt(s+(tt-t)).
Then, we define f.l~(t'Po,tt) = {p = z~(t,et'_t(po,t,))lzU E zU(t)l , and
.Jt,Fo,t'(u) = sup <G,F> liu E U, V(t'Po,tt) = Tnf .It,P ,(u). _PEf.l~(t,Fo,tt) uEU o,t
P :!'o Do~ i '; i on 2. 0 :
I f Pis &. c eeeur e on «(;o , 7 ,:10 ,T ) 3atis f.ving (2.40) 0:' (2 • .:1 1 ) , and
:' f o ne of th e two f ollowing as auap cdcns ho ld
Then , t he direc t i onal deriva tiv e of V(t , Fo ,t ) in t he direc tion ft ?o , t exi.e ue
and i s g Lven by :
m2.i : R ema~k f i r s tly t hat ~o , t is no t in g~ne~~~ a measur e on Co , t
a anc e , by (2 . 4;) , « o, t is a lir.ea r fU~~~ iOna.l on S; (R ) , and t hus a
d i s t r ib u t i on of or d er 1 (s ee [27 ] ) on R , and ia def Lned on a s !Il'3.11 er s pa c e
t.han ~(Co t ) ' ConS 9Q ~ ently , it H e::; ea r t ha t (2. 83) do es no t lll8.ke s ense f or
A E ~ (Co , t) an gen er a l. But if ~ E ~ , t ' (2 . 83) i s t he e Las a Lca I
f'or muL.. of t he d i ::.-eo t i ona l deriva t i v e of a conc ave aub d t f f e r en t i.ab Le f unc t i on
(s ee [26 ] ) . On th e o t her hand , if AE 0 pv (t 'P o , t ) n ~ (Rn+'), ae bev e , by
def i ni t Ion of a eungr-ad f e rrt :
(2 . 84) ~ (V( t ' Po ,t +() - V(t , PO, t » .. <A, ~ (po ,t +(:- Po ,t» •
and since <h,~> is finit e by eeeua pr I on , the r ight_ha nd side of (2 .84 ) <::1l.!'I
b e maj oriz ed by a finit e cc na t a r rt f or E su f f i c i ent l y s mal l.
Conv e rs ely , a in c e V is co ncave and f i nit e , one :t'3.S :
thus :
1 "" / ':'11I
0
+7 (V( t ' Po ,t+c ) - V( t , Fo , t» exi s t s an d is finit e , and , by (2 . 84) ,
1 " <A, dP~tt~ . Thus (2 .83) f o110 ....e by us i ng once ;DO :!'e the fo r 'tl\11a o f the
c Lr ec t LcneI der iv ative f o r conc ave s ubd i f f e r entiable fu nct io ns . _
Co rQ lla~y 2 . 2 :
Supp os e that tte fun ction 'of of Pr-opca t t t cn 2 .7 1.3 d Lf f er-en t Lav Le
wi th r-ee pec t t o z on Rn",' , and nth r-eapec t t o P i n th e f ollowb.g s ens e
;r{ t ,z ; Po , t ) r e 3UPPOSed to b e giv e n by a kernel ~, d ef'Lned by
( 2. 86 ) (~-jf(t, z ; Po ,t ), Q) '" f
R
fl +1 ~1( t , z , l; ) dQ. t ( C) VQ € ~ ,t ' wi t h c. t '= prt (Q) ,
and s Lt h ~J di f f e r en t i a":lle wi th r esp ect t o 1;.
Then (2 . 83 ) c ecc a ea :
(2. 87)
a nd t hus
(2 .88 )
Hill .L (V( t , P t ) - V(t , P t )) '"
£ _ 0 ... £ 0 , +~ 0 ,
I",( t , . i P ,) + r 1~p J( t , I; , . )d P (e ) 1 '= 0pV(t ,F ) .0 , J Rn+ u t o , t .
.£.!:2.0..[ : Co::nhini ng (2 . 88 ) an d (2 . 72) , one ob t a i ns
1 ,= U rn .L[V( t , F t ) - V( t ,P t ) ] '=
£ - 0 + £ o ,+~: 0 ,
l im .LI 1 [ w(t , Z~ (t , Z t ); p t ) - w(t , Z t( t} ;P ) ] .
f.: - 0 ... E Rn + XC ...c 0 , 0, + 1; 0 , o , t
. dPt (Zo, t {t )dP (W)
(2. 89) I • -1 '= ~t , z ; P , ) .F (Z ,)dP , (Z ,)dP(w)C x Q u Z 0 , W 0 , 0 , 0 ,0.'
I • dP+ 1 <:-pW(t , z ; P ), ----.2..o..ld , ) d P (e )Rn... u O, t t
b y ( 2 . 40 ) and by t he eae c e peLc n on w' s differ el"lt.l ah i lity .
I t r ema i ns to eva l ua t e th e l as t t er tii of the righ t- ha nd s Lde ?f (2 .89) .
By
(2.90)
= J ~(J +1 l~pWlCt,z,c)dPt(Z))oF (I; t)dP t(1; t)dp(W),
c xC o r, Rn v w 0, 0, 0,
o,t
applying once more (.2.40). Thus (2.87) fo110\</8 after the exchange of z ar.d l; in "he
right-hand s i.o e of (2.90). Finally, since V is differentiable (since -,{ is), there
is exactly one subgradient, thus given by (2.88). •
~: Since %t Po,t is not in general a measure, the existence of
subgraciients of V is not sufficient to compute the variation of V along a
trajectory pZU , and we f Lna I Ly have to assume regularity on the suogradients or
on %t Po,t' Remark that if is such that P t = ;:f(P~,t) is absolutely
continuo~s "lith respect to the measure of R "nth a smooth d ens i ty
and if is regular enough, one can prove, integration by parts in
the side of (2.41), that %t Po,t E ?ib,t - Nams ly , if pt(z) is the
d e no i ty of P t with respect to dz :
< rp,%t(p t) > = II ~(z)oF (Z t)p(s,z ; t,dZ t)
0, ~ C z w 0, o,S 0,
o,t
= r 1 ~(z).(J F (Z t)p(s,Z ; t,dZ tlZ t(t) = z))pt(z)dzJRn+ z Cwo, a,s 0, 0,
o,t
= - J 1 rp(z)div ((I' F (Z t)p(s,z ; t,dZ [z t(t) = z))p (z))dz
Rn + z ~Cwo, 0 ,s 0, to, t
o,t
:::':::0:':~h:::p:::Ce:::::)~e:~::: w:·~5(::::~ ;ep:::z:'_':tfrf'or
<.Ii ~ ((j;1, ... ,(j;n+1) of class C1• Thus, If Pt has compact support in Rn+ '
equality can also be written Vrp E ~(Rn+1) and this proves that %t(Po,t) E
~(po,t) coincides vlith the Lie derivative of Po,t in the
On the other ha n':", t t.e us-.1I:Ip t io n (ii ) of Propos:. tio n 2.9 , althou!ih str"ne;e ,
is natu ral in the ea se \ ( t) :; t Yt , ':"!C , s i nce i n t h:.:l .- e:DOryl~s cu e th e
lleasures: Po , t or. CO([o,t]; R!l"'l) , deg e ner-ate to lle ,l.$UI'e3 P
t
or. Rn- I • T!"-us
0pV( t , P t ) c; ~ (Rn.l ) and ( U ) s eer .a t c.at.e a3t1UJ1le H a t ttere is at leas t on e
8'..I,cre.d i en':. whi : h i s r..ot on ly eo n rt nac as an d boaMed o n Rn." OJ:..t ala .:>
dl!fer en':.le ble . I n the s en ere. i c as e, ( 11 ) e eans that f~tly t her e ez:.s t s a
s'.1bgrad i e!l t in ~(CO([o ,t]; Rn...'» tl".&.t def e nds onlY 0 :1. th e poir.t Zo , t (t) .. s ,
an d s eco:}(Uy tr..at this <i e~ end'il nce is d l f f er er. ttab l e wit h bou nded and ec nt Lnucue
pa r tia l der i va t :;.v es with r-eepec t to e ,
Another e aee o f int erest te when N '" I , X( t ) " 0 Vt {cont ro 't w1t h partial
obs erv a t i o ns and 018..a Lea I i n f o rma tio n ) where Po t is r e pLaeed by the r Lt t.er- ,
ta e , t he c o nd t t Lona I proba.bil ity ...eaaur-e a ~' z .. Zo,tlt ), knowi:1g a L, t Ile pas t
cb e erv a't t c ne Yt (o ,zo) ' In thin c as e als o the co nd i t i ona l lllea8:J.r e is a ee asur e
o n a'" (pa r ane t r i zed b J Yt(o ,:o:o )) and. "pv(t ,pt(.IYtlo ,l':a)) is !! s ubs e t
of <:~ (Rr.• ' ) , aa in the c as e \. ( t) ~ t. , •
Let 'i :; de~h tl: e prob abil i ty ::.e 'lS OI.r ., on Co , tO
Th<-9~ec 2.2 :
t o t an d t r.a t ~':. , P )
ph3.t :
A.ss:.u.e tha t "l is :ii!fe r e nt "iabl e .,i t h r espec t
is finite 'f~ E [o ,T) , yP E 7{ :; , a.."l.:i esaue.e fil'.ally
'rh en V 3a tiefi~ th e Hamilton-Jacobi-B ellMon equa t.Lcn :
conv ers e tz ( her e ( n) 13 not 3UPPO::> ed rc hol li) , i f V .!os ·1if f e r :::n tl " b l e
vtth r-ecp e c t co t 'lith *(t ,p o t) f in i t e 1ft , Po , t ' conca ve :nJ " u hGi f f e :"m ..
t Lab La i n P, and s e r ae r t ea (2 . ("1), (2 . <;12 ) , t hen V(t 'Po ,t ) =~~ Jt ,p o , t ( et)
'f t E [O,T], Wo , t E .".~ : ; .
f!:Q2L : f l'OlJ (2.33) and (2 .6 7) , ve have :
~~~ ~[V (t+£ , i~, t +£ ( po, t )) - V(t ' Po ,t)] == 0
ZUa"..\ ( t)
vc > O.
(2.94) ~~~ 7[ (V(t +e,i~ , t +l:(Po ,t» - V (t ,i~, t +l: ( Po , t » ) +
zu Ei-U( t) + (V( t . i.u t (p t)) - V( t ,P »)] '"0
t , +f; 0 , o , t
By aes ua pt t on , ve hav e :
lim ~V ( t +E , P t) - V(t ,P ) + O( E) ]
s - 0:; 0, o , t
=~(t ' Po , t ) ' s inc e V is uniformLy co ntinuous on the coop ec t
[ t , t +£) x 1 ?~~t +£l o c e c EO}'
On th e ot he r ha nd , by (2.83) and ( a ), ;.;:' t h ... es i n (a l , we have
and th is prov e s (2 .91 ) , (2 .92 ) fo llowing f r om t he c.e f l nl tic n (2. 29) a t time T.
Conv ers e ly, if V :'s s uch t ha t ~ 13 finite ev erv vhe r-e and ewch that
Cl pV{t , Po , t ) ., '! eve ry wher e, and if V s a ttsfi es (2 . 91 ) , (2 . 92) , t hen c Lear-Ly :
Inf ~ V(S .P~:s)ls=t ,. a 'It E [ o,T)
u EU
zuEiU( t )
Thus , integrating b e twe en s end ':', :.o i th 0 " e .. T :
Als o :
tha t , f inally : V(s ,F ) = I nf
o ve uEU
an d thus : V( s ,Fo ,s ) = ;nf ~s, p (il) , by pr opos i t i on 2 . 6 , an d the theorem
i s pr ov ed . _ EU c ss
Rema r k 2 . 12 : The cc nve r-ae part of t he t heor-em Ls a.n f ac t a uniquen es s r esult
o f th e soluti on of ( 2 . 9~), (2. 92) i n the c l ass of h n ctions whi oh are d Lf f e r en-,
t LabL e in t and co ncev e a nd s ubdiffe r en tiab1 e i n P • •
!(gra l1ary 2 .">; :
Let w , d e f i n e d b y Propo.• ition 2 .7 , aat isfy
and wi t h ~ sat1.<,fying (2 . 86 ) . Then Ii satis fi e>l t he general i zed Ha:n::.. lton _
Ja .::obi _ B eLl. can equa tions :
'ifP
o,t
J [OW( , CJ ) 071.(, ) ( ( r ))0t,c,z;- t -..:;- c,z;P t .F~t,z,u t,Ji \2 ,v.)]Q EU C xQ 0, vZ 0, v o,t Jk .c o,t
'\:~ (t )-Gleasurab Ie
lik=1, .. o,N
ve E [o,T], lfPo,t E 'i;; 9
(2.97) w(T,z ; Po,T) = G(z) 'lfz E Rn +1 , 'lfPa,T E
with:
7I.(t,z ; P ) = w(t,z ; P t) + J 1 !~lCt,c; ; z)dP (c;)
o s t a, Rn+ t
u(t,J:ly(Za,t)) = (u, (t,J:l~(Za,t)),···,~(t,i~(za,t)))'
~(zo,t) = !~(s,Zo,t(s),y~)ls E [~(t),t] n [t j , t j +1 [ , 'lfj=O,o.o,M-1)[
Cons ers ely, if w satisfies (2.96), (2.97), (2,98), under the ~recedillg
chen V(t,P t) = J 1 w(t,z ; P t)dPt(z) = Inf Jt CJ (u),
'1ft E [a,~j. Rn+ a, uEU "a,t
Proof: He have, by aaaump t.i.o r. : ~(t'Po,t) = J
R
n+1 ~(t,\~;Po,t)dPt(Z)'
and by (2.87), (2.88) and (2.91) (the aasuup t Lons of t h eo r em 2.2. being
t r-Lvi a Lly satisfi'ld) :
(2099)
'I>_c,w(Za,t) = V(zll ) F(t'Zo,,(t),u(t,J:ly(V(Zo,t)))'V j ) with t E [tj,tj+1C
', o,t
and v = pr~(w), y~ = pr~(w), and V(Za,c) being any neighborh0od of Zo,t
Co,t (see Appendix).
But, since the Inf on '1?u,w(Zo,t) is the sarne as the one on co G?u,W(ZO,T)'
wh.i.ch , on turn, is also the same as t.he one on :
t hen (:.!.96) is proved. (2.97) follows trivially from (2.92) and (2.72). The
)roof of the convers e is exactly the same as in tne theorem 2.2 and is left to
the reader. -
Corollary 2.4
Under the proceding assumption, the optimal strategy 1!f for station k is
determined at each time t, for each observation path Yk(t), and each F
Pa,t E ~:; by:
Uk being the optimal strategy of all the stations except k , and "ith A. given by
(2.98).
lJ:QQf. : trivial from (2096). -
Remark 2.13 : (20100) shows that this problem can be solved by Hamiltonian
t schn.l-tues , Nevertheless, this Hamiltonian is far to be the classical one since
the adjoint ~ is given by (2.98). One can see that ~ = ~ + iJ. ,~ being
the classical interpretation of the adjoint (the sensi tivi ty of the cost for a
variation of control, the probability measure being fixed) and
u = J~ ~} (t,l;;z)dPt(C) can be interpreted as the variation of cost induced
by a variation of information (and thus of probability measure), the controls
being f'Lx ad , 1'0 summarize, the interpretation of the adjoint is :
(2.1C1) ad jo Lnt = s ensitivit y of co s t \'J.r . t o co n t ro l + s ens i t.Lv Lty o f cos t
',t.r. to i nf orma tion
Th.Ls ph enomeno n has b een Ln tu.i.t LveLy noted by H.2. '~'it s enhaus en [31 ] i n 1968 , ai id
ha s r-ec ei.v ed th e name of signa ll i ng (see a lso [10 ], [ ' 7], [18 ], [ 19J , [21 l . [22 J , [)( ) J,
[32] . (33 ) ). For the first t ime in [22J . this co t i.on has r ecerved a rigorou "
defi niti on in t he d'Lac r-e t e- Ed.ae case . Fina l h , one ean s ee the o ptimi za t i on
pr-ob Lem (2 . 100 ) as a ta-a dc- o ff betve en cheap cc nt r-oIc , bu t con t a i ni ng poor
inf orma tions , and expe ns i ve co ntro l s cont a i ni ng mor e mj'o r ca td on t o r ecov er the
sta t e Zo. t as pr ecis e ly as pos s i b l e, I n tras poi n t of vLev >l ca n also be
i n t e rp r et ed. ae s; nor rcal ve ctor to t he di r ect i on wh er-e t he l ear ni ng is t h e
"s te epe s t " . -
Re'!'.l3.rk %. 14 : The on l y t Lme when we need t o t ak e co ndit i onal expec t a t i on
wi th r es pec t to ob s erv e t i.on s , is t o eompu t e t he OJ;l t ima l ue by (2. 100 ) . Once
ut ("t,Yk (t ) ,p o ,t ) i s co mpu t ed ve, 'If Yk(t ) , "If Po ,t ' one can compu te w :JY pZu '"
(2 .96 ), (2 .97) , by r ep l a cing Yk( t ) i n (2 .96) by :U'/ Zo, t )' an d by
obtained through (2 .39 ), (2 . 41). We s ha ll s ee mor-e pr ec i s e ly ho w t o a ll
t hes e qua nta t des i n "the examples of s ec tio n Ill . -
Rema-rk 2 . 15 : A s imilar equ a tio n t o (2 .9;) wa s f i rst c er . v co ')y Nc r-t ens en
[ 23 J , i r. t he c.laa s Lea L Lnf or mat i.on ca s e , gi'ling ris e to e par tia l dLf f ar enc La L
equa t Lon with c er-dv e t dv ee wi th r esp ec t t o the co ndi t i ona l d ens Lt y , (s e e a Lee [1 J,
[ 7 ], [ 11 ] , [14 J, [35J) of t he s ame na t ur e as *.Howeve r , t he r-eaaon whS lie ob t a i n
her-e .nor e pr ecis e conddt r cns lies on "the r-ep r-ea ens a t .i.cn (a . I?) of the i a l u e
f unc t io n . _
~....!...§. : A pc-,rt ia l s t.a cenen t. o f 'tne Coro l l a r ies 2 . 3 , 2. 4 C !3.11 b e =.;> ur.c
an Quadr at [25 J i n t he ca s e \: ( t ) '" t '1ft E [o,T] , 'riC "" 1 ' 0•• , r< , vt t h &:1
ad jo i :lt co mpuued Via an a lgorit hc of Iicwar-d t s typ e b zt vd t hc a t explici t f'ormu Lv
f or t he eo jo tnt , and wi t hou t conver-gen ce pro of of t he algorith:a. -
III - crEE TEAN PROBLE!'1 FOR DIFFUSIONS
As announced in tne in tr-o dn c t Lon , we shall follow almost the same lines as in
section II for discrete-time noises. In fact, in spite of appearences, this case
will appear easier, essential.ly becau-~e of tile ni.c e and simple formalism of the
problem of martingale and of Girsanow's absolutely continuous change of measures,
and this whatever the complexity of the information structure.
We recall that the five pi ral:'r .phs of this section are :
111.1. Model and assumptions.
III. 2. The dvnam Lc programming method in the space of bounded measures.
111.2.1. Reformulation into a purely final cost.
111.2.2, The value function and the optimality principle.
111.2.3. The closed-loop formulation.
111.3. Some regularity properties of the value function.
II1.4. The H amilton-Jacobi-Bellman equations and the signalling.
III.5. Application to the control of partially observed c Lf'f'us Lons with c Lae s i.ca L
information
111.5.1. The Hamilton-Jacobi-Bellman theory and the max i.num principle.
111.5.2. The link wi.t h 110rtensen's equa t Lon ,
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111.1. i-bdel and as:nmptions
IIL1.1. '1'lle dvnamics and ob s ervntio ns equations
Let us consider the f'o lIo wLng stochastic idfferential svs tern on [O,TJ
{
where the state x t lies in R
n Nand station k t s observation y~ at time t,
lies in R'1k 1Jk==1, •.• ,N, wi t h k~1 qk == q ,
As in the preceding section, we shall focus attention on the probability
measure generated by the process (Xt'Y t) for each strategy N-tuple u == (u, , ••• ,~)
adapted to a au i.tab l.e observation a-field, and the approach via the problem of
mart i.nga Les and Girsanow's t.r-ansf'o t-na t i.ons is par t.LcuL'rr-Iy appropriate. For this
purpose, let us give a precise statement of the problem and of the assumptions.
'I'ne basic probability space (Q, J, p ) is defined by :
Q == CO([o,TJ; Rn+q) d;f Co,T
J t == S{(Xs,ys)js E [o,tJ) : the borel a-field generated b v the family
(3.2) of coordinate functions E.
s
== (Xs,ys) = (Xs,y~, ••• ,y~), with
w(s) == (Xs(w), y~(w), ••• ,Y:(w)) = E.s(w), Vs E [o,TJ, Vw E Q,
;J ==;JT and p : the \'liener measur-e on (Q,;J).
The station k's observation a-field l'?l~lo.,;; t.,;; T) is defined by :
wi th '\: defined before.
(f 1 ( t , X) 1 1h
1
(t,y )
We assume that 11
1
: [o,T] x Rn+q - R(n+q)x(n-tqJ is continuous, everYlfhere
invertib Le and :
Vi,j=1 , ••• ,n+q
111 and 11~1 are uniformly bounded.
Let us also deno te :
TJ
o
: [o,T] x Co,T XU - Rn+q continuous, and:
(t,c;) -T)o(t,C;,u) ;)it adapted Vu E u, 11
0(t,C;,U) is convex Vt,l;,.
Sup 1111 (t,l;"u)11 .;; A (1 + Sup 111;,(s)11) VI;, E C T'
(t,u)E[o,T]XIJ 0 0 sE[o,t] 0,
where U = U1 x ••• X UN ' as in the pr e aed Ing section, Uk being a given closed
subset of RPk i!k=1, ••• ,N.
Defini tion 3.1 : iIk=1, ••• ,N, we say that uk : [o,T] x Q - Uk is admissible iff
(i) uk is ,1/ adapted, namely : u~ is 'W~ measurable V, E [o,T], and UI[s,t] is
B[s,t] X ~hs,t) measurable '10';; s .;; t ,,; T, with oyk(s,t) = s,,;~,,;t 'II~ ,
(ii) u~ E vk 'It E [o,T].
We denote ~ the set of all admissible strategies for station k , and
U = U1 x ••• X UN o II
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In order to define a solution to :
(3.8) {
vt > s
with :;'o,s random initial function in Co,s' u E U, and s E [o,'1'J, and, more
precisely, to give a s ens e to the measure generated by :; and u in (308) from l-t
s
a
given bounded measure on C ,let us introd'~ce the
o ;e
Definition 3.2 : Let u E U, s E [o,TJ, and E
measures on Co,s endowed with the say that the bounded measure




(i) (:;,(0') EB, 0"-.a'i3) =l-ts(B), VB E ~ = o«~<;s 3'0'
(ii) Vt>s, V<PE~(Q):
Jt 0 1 02<p(:;,(t))-<p(c,(s))- s [n~ (o,:;"ua(Y)~(I;,(a))+ ~r(a(cr,l;,(cr)) ~(I;,(cr)))Jdcr
)-martingaleo _
Remark )01 : if v~,~s solves the martingale problem for ("0'''1,U,S'l-t
s)'
let us aho w how a solution to (3.8) is deduced :
Let us d eno t e M~ =:;t - t;,s - r 110(cr,I;"Ua(Y))dcr.
Taking <Pie:;,) = Si' i=1, ••• ,n+q,sin (ii), we see that M~ is a local -martingale
after s , Also:
exp[_~el(O')dM~ - t ~el(cr)a(0,:;(cr))8(cr)doJ Ls a local -martingale after s , for
every :1 -adapted process 8.
Thus, taking 8(0) = 11;-1(cr,s(~))e with e E Rn+ci., we obtain that:
exp['e'£T]~1 (o,';(cr))dN~ - 0/ (t-s)J is a -martingale which proves that
v~ =: r,,~1 (o,t;,(cr))dH~ is a (3<, )- Wiener process. Finally we have:
with i;(er) = i;o,s(a) "\fa E Co,s], I';o,s = random function with law iJ.
s•
One can also easily check that
evo lution is Given by (ii) of




Remark 3.2 : We have introduced general bounded measures lls and v~,iJ.
than probability measures since this extension is needed in the sequel~ II
Lenuna 3.1 : Under the yreceding assumptions, \fu E U, \fs E [o,T], \f1J.
s
E nb,s '
there exists a unique solution to the problem of martingale associated to
(7]0,7]1 ,u, s, lls)·
Proof: Existence: Let v = Jlp(o II; )dll (I; ), be defined, for anv 13 E ;1, by:
-- --~ s,lls o , s so,s
where c;(w) is the unique strong solution of the stochastic differential equation;
with a ;1~-Wiener process, p its associated measure, vs(er) = 0 \fer E [o,s]o
T
(3.11) R~(W) = exp{J (7]~1(cr,c;(er»7]0(er,l;,uer(Y»)'dVs(cr)
T
- {117]~1 (er,c;(cr»7]o (cr,l;,u
cr(Y»11
2dcrl,
we have that d~f RU• v is such that 1ft;,. s :
s S'lls
v~( t) d~f v s (t) - 17]~1 (0,C;(cr) )7]0(0,I;,u0(Y) )dcr
is a (;:v, v~'ll j Wiener process (Girsanov theorem) and since:
(ii) of definition 3,2 is an easy cons equerice of Ito's f'o rmuLa , and VU solves
the problem of martingale for (7]0,7]1,U,s,lls). s,lls
Unigueness : let
[1'1)0 As in Remark
be a so Iu t io n to the problem of martingale for (11
0,1l1
, U, s ,
3.1, there exists a;r~ - Wiener process v~ such that :
Thus, noting
(3.12)
~u the bounded measure defined by :
s,l1
s
we have that VU solves the problem of
of u ) which i:,l1s
uniqueness of follows .i.mmedLa t eLv, III
for (0,111 ,S'l1s) (independant
'" v , and theS,l1
s
Let us now introduce the following family of bounded measures
!1tU ( t ; S ' l1s ) It E [s,T], I1s E ?{,sl defined by :
Thus, in par-t i.cuLar- :
Le=a 302 : the family nU forms a weakly * continuous semi-group on 7{; ,T and :
Proof: let c,(.;S,c,o,s,W;) denote the solution of
{
wher-e w~ is the application - W: for L ;;. s , \'1ith:
Hecall that, si.nce p is the Wiener measure on (14,3<), Vie have:
'If B E 3't' Vs ~ rJ ~ to
The following formula holds :
(3.19) J1cp(l:)dn;U(t;S,!-l )(~) = J cp(~Co;s,1: ,wO»RU t(I:(,:8,/;, ,wO)d!-l (I: )dp(w)
s C XQ o i s s S, o ;s s so,s
o ,»
'lfcp E ~(Co,t)' with:
R~,t(l:) = exp [ [ ('ll~1 (rJ,l:rJ)'llo(rJ,l:,ucr(Y»)'dVs(rJ) - t[II'll~1 (rJ,l:o.)'ll0(rJ,l:,u cr(Y»112dcr]
'1ft E [s,rr].
J1cp( /;,)dn;U(t ; S , !-l )(1:) = J cp(/;,)dvU (/;,)8 C s,lJ. s
o,t
= J cp(I:)RU t (I:)dv~ " (1:), and since :C s , w,,..s
o,t
The formula (3 ° 19) is pr-ov ed ,
But I:(.:s,/;,o,s'w;) satisfies the following semi-eroup property:




= f <P(i;(oiO",i;(O"i3,1;, ,WO"),WO)) RLl t(i;(oicr,i; ,wO"),w') x
C XQ o ,» s (J c , - O,S s (J
o s s
(by (3.19) and (3.18)
=I
c
<p(I;,)dn;U(tiO",n;U(·Jis,!J.s))(~') Yep E S;(Co,t)
o,t
and thus :






and (3. 15) is proved.
It remains to prove that n;u is weakly * contLnuous but this is obvious since
Yep E C~(Q) :
and the result is prov ed , •
rrLl.2. The cost functional
Let g be a continuous function from [o/r] x C~,T x U to R
C~,T = CO([o,T]; Rn) satisfying:
t (t,x) - g(t,x,u) is :Yt - progressively measurable(3.22) g : uniformly bounded on [o,T] X C~,T XU.
Let also G be a continuous function from Rn to R with:
(3.23) G : uniformly bounded on Rn•
The cost functional is thus defined by
T
[{ g(t,X,Ut(Y»)dt + G(X'l.,)]
Vu E U
Remark that, contrarily to what we saw in section II, a sophisticated definition
of the cost function is not needed because of the uniqueness of the measure VU •
s,lt
s
111.1.3. Statement of the problem
{
gi.v en s E [o,T] and It E 77P ,evaluate Inf J (u )
(3.25) SO,s u E U s,lts
characterize the optimal u* = (ur, .•. ,~) if it exists.
III.2. The dynamic programming method in the space of bounded measures
111.2.1. Reformulation into a purely final cost.





Let us now introduce some notations
Vt E [s/i']
z = (<;",1;)' = (x',Y',,)' E Rn+q+1
G(z) = C + G(x)
F°(t,z,u) = (no(t ,I; ,u)', g( t,x,u))t
(
TJ1(t , <;, ) 0)F1 (t,z) = 0 0' A(t,z) = F1 (t,z) Fj (t,z)
clearly, the (n+q+1) - dimensional process Z = (1;,1:)' given by (3.8) and (3.26)
must satisfy (in the sense of the problem of martingales defined hereafter)
{ dZ,' "(,,Z,",(y))dt +', ("z,)';,
Z = (1;' (cr), , (cr))' 1;fC5 E Co,s]
a o ;s o j s
vt E [s,T]
with ~t = (vt,o)', v t being a au i.tab Lv defined (n+q) - Wiener process.
We shall also denote C~~~+1 the space CO([o,t]; Rn+q+1), :\(n+::J.+1)
its Borel cr~field, Q= C::i+1 , ;?-k1+1 = :JT (n +q+1 ), and ~,t(n+q+1) the space
of bounded Radon measur-es on ~:;-:-1 with the weak * - topology. If no confusicn
is possible, we shall write Co,t(resp ~,t) in place of c~~+1 (resp. ~,t(n4q+1 )).
Remark that, by (3.6), (3.7) and (3.22), (3.23), we have:
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Su p IIF (t,z,u)11 ~ ~1 (1 + sup 11z(s)II, VZ E
(t,u)E[o,T]xu ° sE[o,t]
(3.29) ~ : '~niformly bounded on Rn~1+1
F, : uniformly bounded, uniformly Li.pucn.i t z
Definition 303 : Giv'9ll
bounded measure
iff
P E?Jf (n+Q+1), u E U and s E [o,TJ, we say that the
so,s
solves the problem of martingale relatively to (F
o,F1 ,u,s,ps)
(i) P~,ps (Z(cr) E B, 0 ~ cr~ s ) = Ps(B) VB E 3<~(n+q+1)
(ii) 1ft;;. s , Vep E ~(Q) :
It <'I 1 <'12rp(Z(t») - ep(Z(s)) - s[F~(cr,Z,ucr(Y» ~ (Z(cr)) +2" tr(A(cr,Z(cr»)~ (Z(cr)))JdO'
) - ma:::-tingale. ~
Proposition 301 : Under the preceding assumptions, Vu E U, Vs E [o,TJ,
V P
s
E ~,s(n+q+1), there exists a urri.qu e eo Lutd.ori P~'Ps to the problem of
martingale relatively to (F
o,F1,u,s,ps)' and:
'If ep E ~(Rn+q+1), and l'1here < tp,P > = Ep(rp) denotes the duality product be-cween
~ (Rn +q+1) and 7l1b (Rn;'<1.+1 ) 0
proofS: Let us denote fls the prOjeC~iOn of Fs on G~:;, namely
p = p (.I1;.)clfl (l;) 0 Clearly [J. E 'f/f 0 Let be the solution of the
3 s s s "b,s
problem of martingale relatively to (110 , T]1 ' u , S , l-I.s ) ' and define by :
(3031) J-rp(Z)dP~ p (Z) =JEp (rp(~,r: + [g(a,x,ucr(Y))dcr))dV~ (t;) lfrp E ~(Q) •
wi th t he :o'atio.' S:' do ~or" t he pror,,: ,~f,V;dO . '"a
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C'les.r-Lv, P~,ps E ~,T(n-f{{+1), 1'~,ps (Z(a) E B, 0 <;; a <;; s) = Ps(B) -f B E ~(n-f{{+1).
Furthermore, since solves the problem of mar-t i nga l e relatively to
(~o 'TJ1 ,u,s'~s L u 3.1, there exists a J - adapted (n+q) dimensional
\honer process vs after time s , auch that :
Thus, since
d:;t = TJo(t,/;,Ut(Y»dt + 111 (t':;t)dv~(t).
t
<:t = <: + f g(a,X,u (Y»da, it is clear, bv Ito's f'o rmu.La that
o , s s a
t
<p(:;(t),<:(t») - ep(:;(s),<;;Cs» - Jr [11'(cr,:;,u (Y) ~ (1;(a),c(a» +
sO a "
+ g(a,X,u (y» ~ (f.,(aLda» +.1. tr(a(a,:;(a» ~ (:;(cr),<:(cr»))]dcr
t cr 2 0:;
= {(T)j(cr,:;(cr» %f (:;(a),dcr»)'dV~(cr) Vep E ~(Q)
and thus :
t a 1 02
(3.32) ep(Z(t) - cp(Z(s») - J[F'(a,Z,u (Y»?- (z(cr») +2" tr(A(a,Z(cr) ~ (Z(a»)]dcr
sO rJ Z OZ
is clearlv a P~'Ps - martinc;ale, vep E ~(Q).
i'he uniqueness of P~ ,1's is deduced from the one of s Inc» by (ii)
definition 3.3 with 'P E c; (Q) independent of 1;" we obtain (ii) of definition 3.2
for which vU :i.s uniquely defined with ~ as precedenLly : P = JI' (.l:;)d~ (z ).
s,l1 s u. s . Su s s
Consequentlv 1's,1's as the product of 1's(.I:;) bv the amage VS'~s by the
application :
:; -1;,1; + {g(cr,x,Ucr(Y»dcr, and is thus unique.
Finally, since g and G are bounded, we obtain from (3.31) that
T(J g(t,X,Ut(Y»dt + G(x('r»I:; ~» = E
s 0,.,;)
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Let us now introduce the family of bounded meaaur-es :
Vt E [s,T], 'f P
s
E ?,n,~,s(n+q+1)0
Proposition 3.2 : the femily n" forms a we,o.kly * continuous semi-group on
~,T(n-Kt+1), and:




by (3.31) and (3033), one has:
E u (rp) = E u (~ (rp!I;.))
IT (t;s,p) It (t;s,[ls) s
= I f 1 rp(I;.,C + f· g(l1,X,U (Y))dl1)dP (C\I;.)dnU(t;s,[l )(1;.)
tfl-Kt C . s cr s s
o,t 0,1:
and, using the same argument as in lemma 3 02, and since :
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tat
I: + J gdcr = I: + Jg(,;,X,u (Y))d1: + Jr g("X,u (Y))ri'1:
O,S so,s s ' cr '
t a
= I: + I gd-r with I: = I: + JGel" we obtain :
0,0 a 0,0 o,s s
E (ep) = J E (rp\(.)d')l;U(tjcr,')l;U(OjS,J.l ))(c:.)
nU(tjs,F) c:~ nll(Ojs,F
s) s -
= E U UI (rp), Vrp E ~(Q)
n (tjCJ,TI \OjS,p
s))
since rrU(crjs,Fs)'S;Jrojection on c::; is ')l;U(cr j S' I-1) (see :pro:position 3.1).
A~S~, (3.37) for t = s yield nU(sjS,ps) = Ps ' and the simi-group property of
Il lS proved.
(~.34) f'o Ll.ows from the fact that rrU(T;s,P) = P~,ps (easy co ns equenc e of (3.37)
Wl-th t = T).
On the other hand, it suffices to prove the weak * continuity at t = s :
Finally, (3.35) is obtained by Lnt egr-a t i.on of (3.3?) \'lith respect to nU(tjs,ps)'
and the Proposi t i.on is proved••
Remark 3.3 : (3.35) plays the role of a state equation controlled by u , III
IIIo2.2. The Value function and the optimalitv -orinciple
Now, problem (3.25) can be reformulated as f'o Ll.owo :
given s E [o,T] and P
s
E i;,s(n+q+1), evaluate:
lnf J p (u ) = lnf <
uEU s's uEU
and characterize the opt:iJnal u* if it exists.
For this purpo se, let us introduce i he Value f'unccLori , r cpreeerrt i.ng the optimal




Theorem '3.1 : The fo Howing transi t i.on proper ties hold true
'Is E [o,T], 1ft E [s,T], 'IPs E 77'~,s(n+q+l)
(3-41 ) V(fl,P ) = In±' v(t,rf(t;E,P ))
suE U s
(3.41) is often called the optimality principle of dv nau Lc prog~C1IL'lling.
Js,p
s
(u) ==< (T) > and, by (3.34)
Finally, (3.41) follows LmmedLate.Iy by taking the infimum with respect to u in
both sides of (3.40). III
Remark 3d : As in remark 2.7, one can define a "dual" equation to the b ackward
one (3_41), name Iv the onward equation of the nonlinear :3emi-e;roup of operators.
Inf v(s+t,nu(s+t;s,P ))
u E U s
As in remark 2.8, (3.41) defines the optimal N-tvple u*, if it ex::'sts, as a
function of P
s'
Such a u";< need not belong to U, and we must extend the admissi-
bility of strategies in order to take into account this closed-loop d ependence,
III. 2.3. The c10s ed-loop formula tioD.
Let us introduce, as in definition 2.2 of 1102.3, t.he filtration
{~ I t E [0,'1'] ] where S; the Borel a-field of ~,t (n+q+1), and Lhe
Borel a-field SU
k
of Uk ' k=1, 000 ,N v
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:~~~~~~~~~'N~·\~ a an (~;:::~i:l~c~osed-~0::a:~::1;::c~sf:: ~:e~::~:: :~~:o The





way on the family of measures
Lhuo a.i Io wed to depend in a non-2.nLicip9.tive
o ~ ~ t ~ r ], It results that the
definition of the prob Le:n of mar-t i.nga Les muc t be extended. vie shall proceed as
follows:
Let us introduce the family of subdivisions of [o,'!']
lim
L -co o,;;;:i<L-1
- t~1 = o,
Startirrg from Po E mb (Rn +Q +1 ) , vie build as follows:
Suppose that I1~,13(tj;O'po) is giv en, Then on [t j,t j +1[,
n~,13(tj+1;0,PO) = n~,13(tj+1;tj,rr:',13(tj;O'Po)) is the unique solution o f the
problem cf martingale rehtively to (Po,F1 ,uC,I1j,(3),tj,I1~,13(tj;O,po))' restricted
to tbe interval [t j,t j+1[, wner e I1j , 13 is an arbitrary bounded measure on
C~~:1 bel~nging to a given weak * neighborbood of I1~,p(tj;O'Po)' noted
l3(I1~,13(t}O,po))
Thus, on ea ch [t j,t j+1[, \..e have:
Consequently, on [o,T], for eCl-::h 1, and for each denumerab Le basis of neighborhoods
:n'::,t::
m
: : ; : : : n{';': ~ ("i th roo pe t to t he weak • to po logy) t her e exf,s t.s e
:::::~::~: ~~\:O:;1 say t ha i, ::~~;O~P~)~=,t~Po :;l:::r,~h:~x~:::l:mf::i::r:~ngaleS
subdivisions of [o,T] and a denurner-no Le basis of neighborhoods 13
in mb
o
, T (n +Q+1 ) d1(T;O,Po) t 1,e weak * Lim i t of the sequence:
!I1~,13(T;O,Po)J , defined as ab ov e,
Remark 3.5 : the den.imer-ab Le basis B of weak * neiGhborhoods of each rr~,~(tj;O,po)'





) ' since the approximations
n~,B(s;o,Po) belong to a weak * neighborhood of TIll(S'O,F
o) but ar-e different
from the starting point of nU(t;s,rrU(,,;o,po) (see Appendix A.III)o This
definition is in the spirit of Krassovski' s concept of solution for a deterministic
differential equation wi th measurable right-hand side [::::0] 0 •
Proposition 303: pU(t;s,F
s) of. rI V~ E U, vt;:. s , V Ps E 7i7~,s(n+q+1).
Furthermore, for each ~P~,Fs E pll(T;s,r), there ex.s ts a B[o,t] x 3't x '?It x ~
measurable selection F
o
of the mul tifunctlon :
(3.45) <l'(t,Z,y,fi,P~ p ) =~ n
"s E:>o
where BE:(Y) is the E:-ballof C;,t centered ar Y, namely F
o
satisfying:
au c h that solves the problem of martingale relatively to (F
o
, F1 , U, s , Fs ) .
Proof: see Appendix A.III. •
IIldee-}, ~':lU(T;s,I)s) contains generally more then 1 element, and the cost
functional (3.30) must be r ep.l aced , in the closed-loop case, by the minimum
guaranteed cost functional :
('1') >, I;n.t E u,
arid rne Value function (3.39) becomes :
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TheoJ:"E~ILJd: 'Is E [o,T], 'It E [s,T], 'IPs E' ~,s(n+o,+1), the following
trans 1.t.io n properties hold true.
Vu E U
(3.51)




Proof: (3.49) is ErOV8:1 inAppendixA.III.
By defini tion of J, we have :
(T) >
which prov es (3.50).





Cor.v ers e Iv , since G is .i rii.f'o r-mIy bounded, V(s,p
s) is finite and there exists
{uml in U such that
but Vm;;' 0 we have :
~ u




m E P m~t;s,ps)
and, as ill - 00, using (3.53) :
and we have jvov ed (3.51), a
.T.heoren 3.3. : The closed-loop and open-loop v a Lue f'unc t i.oris Coincide, namely :
v(s,p
s) =V(s,ps) Vs E [o,T], V Ps E ~,s(n+q+1).
Proof: Clearly v(s,p
s) <V(s,ps) 'f 'Ps ' v«, since UC ~.




Furthermore, by lemma 3.3 below, one can find ~ E U
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Fi.'lD,lly, e b e i.ng ar-b l t rar-y , the result liroved o II
Lerrc'Tla 3.3 : v£ > 0 , Vu E U , one can find u
e
E U such that
Proof: Let E: > 0 be given. Bv definition of ,1, one can find
P~,psE rP(T;s,?s) such t ha t :
(3.58)
Also, by construction of r-,u(TjS,Ps)' there exists a sequence {rr'~,[3(Tjs,ps)l
weakly * converging to
Now, since G is con t i.nuous and bounded, we have :
Thus, choosing L and ~ such tlJat :
and ca.Ll i.ng :
we have: u L,13 E U and JS , F
s
(UL,I3 ) = < c,rr~,I3(TjS,Ps)IT > , rr~,13
uniquely defined for each 1,13" It results that:
<;;; E: and t)'e result is prov ed , III
l'ro1Josition 304:.: The value function satisfies :
Inf < ~,TI(T) >
n E ""U(T;s,F
s)
Inf_ Sup < ~,n(T) > 0
u E 1..l TI E ".,U(T; s ,Ps )
Furthermore, if u* E u is such that ; s ,I)~u*) = V (s ,1's ), we have :
R.!:QQf. : same as proposition C'.6. II
.Proposition 305 : There exists a B[o,T] x B
Rn
+q+1 X Bm measurable function w,
uniformlY bounded on [o,T] X Rn-Ki+1 X ~,T(n+ct+1), and saEsfYing :
Proof: [urnlm ;;,. 0 be min~rnizinG sequence in~, namely :
Such a sequence ex i.s ts since V is fini teo Let us denote :
(3.64) wm(t,z;P
t) = LG(Z(T»dTI'lm(Tit,pt)(z I Z(t)=z) vz E Rn+q+1 ,
u Q u
Vlith TIm(T;t,Ft) arbitrarilY cho:enuin pm(Tit,I'tL
C'Leur Iy , we have: Jw
m(t,Z;l't)dTIt (Z) = < G,TI m(Tit,Ft)[T >, since
Urn
~Tjt,rt)o Fur-t l.er-r.o r-e {\V
m
] are uniformlY bounded on
x ?7'b,T(n+Q+1), and:
by (j.63) and pr-o pos i t i.o n 3.4.
AppLv Lng Fatou. '13 lemma to (3.65), wo ob t.ai n
Then VI is 8[0,T] '>( 8
Rn
+q +1 x Bmmeasurab le [end bounded on
[0,'1'] x Rn+q +1 x 7I'~,T(n+q+l), and, bv (3.66) :
On the other hand, since, b:1 pr-o poc i tion 304
we have that
v(t,Pt ) .;; EDt (wm(t,.jPt ) )
EDt (\'1) = V(t,pt)o
Vm;;' 0
We have to check that w is independent of the sequen::e {urnI :
for this pu.r po e e , if {uJnt] is anc Lher minimizing o eqo cnc e , let us c:enote




= {urn1 U !'~ml I , UrnIt is also a minimizing sequence and , if
\'mlt(t,z;p t ) ·
and
which imply that vi" = .r/' =; W TIt - a lruos t suraIy , II
Proposition 3.6 :
(i) Vt E [0,'1'], the apj.Lica ti.o n I' -v(t,I') from i:,t to R j.s concave,
everywhere finite, and thus continuous on ~,tO
(ii) P -V(t,p) is sub di.f'f'e.r-en t Lab l e on nh,t (in the sense of concave
functions) an.I its subdifferential OpV(t,p) is a nonempty convex
compact subset of ) endowed with the uniform t.opo Io gv,
Proof : s ame as proposition 2 00 0 II
In order to a formula for the directional d.er i.vu t i.vea of V in the
direction of rrU(t;s,p
s)' we must in-:roduce the following tra.nslation
operator:
et t_ \ can also be ex ler.ded by dua i I tv em app Lf.ca l.Lon flt'_t from 7lI~,t'
to 77(;,t bv :
(3.70) J cp(z)d(e:,_.lt,Hz) = J <p(8 t'_t(Z» dP t ' (Z) Vip E ~(C::~+1)0~~~ ~~~
o,t o,t
We jefine for s';;' sane P
s'
E '1l'~,st , Vt;;. s :
Pronositio..n.....:k..l : ADSllme t lia t TI(T;s,P) E rP(T;s,P
s) and thai; t.her a exists
/\0 E 01' V(t,TI(t;s,p
s
» auc h that < \, h TI(t;s,ps) > is Then Lhe
dir-cc t Lo na I derivative of V(t,ll(t;s,p
s
» in the direction I1(t;s,p
s)
exists and is given by :
(3.72) £l~mo ~ (v(t,n(t+E;3,P) - V(-c;,l1(t;s,p
s
» ) =
+ I\@ v'(~~l1(t;s,p » ( /\,k TI(t;s,ps) >
p s
uTI.
Fu r t hermo r o , < A
o'
~ > is ve l I defined if one or these hlo conc i.ti.ons hold
Proof: the same lines as pt-o por i t i.or; 2'.9, the only difference being
that < ep, rp) is finite for ep E ~(Rn-Kl+1) whereas in
proposi tion 209 JJ~ was a order operator and thus the same formula
vas well-definec. for rp E 0 Here,
with ~ nieaaur-ab Le selection of @ (~'ee proposition 303)0 D
CO'T'ollary '3.1 : Assume that w, defined
differentiable with respect to z on
and satisfies :
305, is twice
(3074) lim ~ (v(t,nt,.~) - V(t,Ilt» = I (I,~ ;\,)(t,Z,ITt)dTlt(Z)
E - 0+ ~+q+1
0,1,
F~ measurable selection of 9, and :
.I::l:Q..Qi. : f'o Ll.o wa the SQITle .lLn.e» in t he corollary 2.2, Lnkin[; once more into
account the fact that, here a second - order operator. !!l
Remccrk ').6 : The condition
ab so Lu tely con t i.n.tous wi' h
c~ densi tv, ani if ~'~ and A in ()o 75) ar-e f'unc t i.o ns w.L...h respect
to is easily ceen, as in r-emar-k 2 011, by integrating by parts
< rp, > = J(F(Z)(I;~)*(Pt)(Z)dZ, whero Pt
wher-e (1~)* is the adjoint of 1~. III
the d ans i.tv of TIt and
::rL4o .The HcocITlilcon - Jucol.li - "3ell.m;m 'o<1Ua':iolls Hnd ',Le 0L~nallir.g
We note 7lS:; the space of probabili ty me.s.SLu·e~' on
Theorem "'.1.: Assume t ha t V is differentiable wi t h respect to t , with ~
ev er-vwhere f.i.nite, and ass.ume that
{
'1ft E [0, T] , V PtE ,:!I u E U, 3: TIu E r,u('1';c ,P ~) ,
(H )
3: \ E dr V(t,Ft) suer; that < /10' %t TI~ >
-;h- n~ short notation for %;- nU(a;t ,P t) I()' = t·
V satisfies the Eamil ton - .Iacob L - B ellmau equation :
Conversely, if V is d l Lfcrerrt Le.b.l e .i.n t, "iiLl! ff ev erv wher e fj.nite,
concave and cub d Lf'f er-en t i.ab Le in P, sa""L,fies (3.Tr), then:
'1ft E [o,T], 'if
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Proof: (3.77) follows by comui nc.ng :3.5.1) of t.heo r ein 3.2 ;Iith pr-opos i t i.or; 3.7,
whi ch :'..s nJ.i.d under (n ) 0
Conversely", .sLnce (3.77) m vans that uI~fU TIuI~i ~V(L,rr~) = 0,
(3.7 8) follows by integration wi tr, r ec pec t to L on
Corollary "-\.2 : Assume that w, deJ'ineQ in pr-opos Lt i ou 3.5, c at.Laf i.es :
{*(.,.,p), (.,.,p) E C([o,'r] x Rn+q+ 1 ) , Vi=1, ••• ,n+:J,+1,(3079) V P E 7lI~:; ,
and ~ satidies (3.73)0
Then w satis:"ies the follo;ling Hamilton - .Iaeob i, - Bellman equation:
(3.80)
(3081) \(t,Z;pt) = w(t,z;Pt) + J 1%* j(t,l:;,z)dPt(t)(t,;),
Rn -tq+1
2
(3.82) (L~ ep)(Z) = t tr(A(t,Z(t)~ (Z(t» + Fo(t,Z,ut(Y» ~ (Z(t»
Vep E C~(Rn+q+1),
Conversely, if w satisfies (3.79), (3.80) with (3.81), (3.82), then:
v(t,pt) = f vl(t,z;Pt)dPt(t)(z) = InL J P (u}, Vt E [o,T] ,Rn+q+1 u E U t , t
VP t E~:;.
Proot : This is just a translation of theorem 3.4 in the Language of curollary
3.1, the only thing to prove being the fact that Fo(t,Z,ut(Y» appears in L~
rather than any measurable selection of the corresponding ;P(t,Z,Y,u,rr). But
this is a consequence of the fact that :
Inf Inf ~(AoFU) = Inf vInEfU ~(A(t,Z).Fo(t,Z,v(Y»)
u E U F~ E <J?(t,Z,Y,u,p) 0 u E U
since w(t,Z,Y,u,p) = co n
E>O
and F~ E<J?(t,Z;Y,U,P) is equivalent to the_existence of
((1'···'((r;;' 0, i~1 ((i = 1, and v1,···,vr E U such that
~ ((.F (t,Z,v.(Y,p»= FU(t,Z,Y,u,p),
i=1 ~ 0 ~ 0
and, using the convex i tv of Fo(t,z,u) by (3.7), we have:
a v E U such that Fo(t,Z,v(Y,F» = F~(t,Z,y,U,p), which proves (3.83).
Finally, the right-hand side of (3.83) being independent of u , the proof is
complete. III
Corollary 3.3 : the s t a t emerrt of corollary 2,4 is true l,ith Fo(t,Z,u.:(t,y,p
t»
in place of F in (2.100), and with:
with Z = (X,y1 , ••• ,~,1;;).
Furthermore, with A given by (3.81), the adjoint is*'and can be written in
t wo parts as in (2.101) :
the second term being called the "signalling term". III
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Remark 3.7 : In pr-a c t i.ce , to cornpu t e the optimal u1,... ,uti and V, one has to
at the Hamiltonians :
(Corollary (3.3)), 1fk=1,.•. ,N, and to minimize \: with respect to '\: for every t,
IY~, xk(t) ,,:; o ,,:; tJ, A and Pt ' all the stations, except k, using their optimal
strategies : thus we are looking for a Nash eguilibrium of the Hamil tonia~.
After having obtained the optimal N-tuple u1,.. ·,uti for every (t,Y,Pt'A), \~e
compute V and w by :
{
Ep (~ + L~*(A)) =: 0, A(t,.,Pt) =: w(t,.;PthJ 1~}(t,I;,.)dPt(t)(l;)
(3.85) t Rn+q+1
w(T,z,P) = ~(z) ss , If r.
u*
together wi th Po, t obtained through :
(3.86)
remark that in (3.85) and (3.86), u* is considered as a stochastic process whereas
in the Nash equilibrium it is comput ed as a function depending on the observations'
realizations.
On the other hand, if Pt: and \'1 are regular enough, one can solve
numerically the evs t em of PDE's.
~ +~' F* +.1 tr A i/A =: 0 II oW 1
o t oz 0 2 oz2 ' A = w + bP "'t dl;
weere "'t is supposed to be the density of P
t
(supposed to exist), t'"e only
unusual problem being that we need an approximate expression for Ilfil"'tdl; that
can be obtained by :
wi th t> a neig hbor nood of t he point C: . pt> t he r-es t r i.c t 'icn of P t o t:.. More
d e t e Ll.a c:m b e fou nd in Section rv . 2.
It r-ea e Ins af ter to in tegrate (3 . 88) »Lt h respect to Pt and t o exc hange 2 and (;
to obtain the desir ed approxi ma tion . ~
.Rel:lar k 3 .8 : in t he cas e It.k ( t}!O t 'ft, ','k , on e ca n Lnt r-cdue e a s light l y
d ifferent f unc tion -; defir.ed by : v (t , pt ) '" J\;'( t , z ; 6 , Fa )dPt (z ) wher e
; ( t , z ; .,. ) i s invariant a long th e opt ima l tra j ectory (a , F
e
) peas Lng t:u- ough
( t ,F
t) (s e e for exaz pLe [22 ]) . Thi s ap pr-oach ne eds :r.ore r-eguLar -tty bu t l ead s t o
a d i f f e r ent equation then (3 .80 ), co nt ai ni ng a d if feren~e of Li e deriva t i v e s of
P, in pl a c e o f t he ac tual signall ing te:'I!1 ~. •
I II . S. Applisati on tg t he cont r o l af ':l!l.r tially obs erv-ed diff us i ons wit h
~ic'l l infgIT.l Q t io n
III .5 .1 . The Hg.mil t a n-Jacobi_Be ll e", n t heor y and the maximum principl e
I n this s ecti on , we aaaume t ha t N "" , It, ( t) :; 0 'ft , namely ther e is
onIy one decisio n :lInke(" having a perfec t merao t-y ,
Our purpos e i s to pr ove t hat in this cas e , the Han:iHon_Jacobi_Bellman equ a tion
(j.77) can be obt ained wi thollt t he regu l a r i ty es eoapt Ions (H) or (3 . 79) .
A cand.1da t e st a t e v ar-La c Ie is her e the unna r-roa I d.zed cond i t i onal density but eou e
s ligh t technica l diff erence::: must b e I n t r -cduced 1::. our gener-a), ap pr oe.cn : this
d ens i t y 1t~ 'Y 15 random an d it a e vc tu t tcn is given by a. stochast i c p:;.rtia.l
d iffer ential equation (Zak ai. equ a tic n (J .9S)) . I n ord er t o avoid these t ec hn t .ca-,
lities / we use , a e i n [15] , an exponential transformation to chang e Zakn:!:l s
ecua t.Lon i n an or di!'lary pa rtial differ entia l eque t.Lcn vho ae eo.Iu t i.on i~ noted P~ ,y
(equetion (3 . 98)) .
ha'lLlg t h a t p~,y can be used an the state variable, (?ropoi'dtion 3.8),
n eme ly that has t ne sc i t.ab l e se!TIi-s;roup property ar.d that t he corresponding
Value function V(t,p,::-) satisfies the op tdraa.l i ty we 8pply our general
dvnamdc progr-amnrtng r.e t ho d and prove that, b ecaus e of's regularity, the
as sumpt i.on (H) is satisfied (prol,osition 3.10), implying Lnmad.La't e Iy that the Value
f'unc t i.on satisfies the HamilToc,-Jacobi-Iiel1man equation (30109), analog of (3.77 ).
Fi.'lally, inverting the exporient.c.eI t r ansr'or-me t Lon , we prove that the v a Iu e f'unc t Lon
V(t,1t~'Y,y), with state variable 1't~,y , satisfies a stochastic partial :'ifferen:i9.1
ecua t Lcn , dual in s orie sense to Zah:2.1.'" ell,'J.ation (coroll2.ry 3.4)0
To finish this par-agr-aph we prove that the adjoint v ar-Lab Le ob t a i.n.ed by this method
satisfies the maxLnum principle of A. 13ensou83an [5J.
'l'he second part of this section es t.ab Lds he.s the links with MOrtensen's equation [24J.
The state and observation E!:luatior.s are given by
with:
and v, -Ii independent Wiener processes in Rn and RP respectively.
vie note as before (jt=(){yslo~s->;t), and vie have '1.\ C Yt 2 1ft 1 ~t2(cla.33ical information s t ruc tur-e},
The set U of adnu s s Lo Le controls is, by defini t i.on , the set of every
TJ1easurable "rocesses wi. Lh values in U, a given c Io ned and convex of
Rm• We also assume f
o
(x,U) is convex in Rn 1fX ERn.
Let [l. E I} (Rn) n :s2(Rn ) , and u E U. ',ve note the so::'ution of the




Z t = exp (J h'(x )dy - -21 II Ilh(x )112da )
s , s a (j 's a
Then, the measure Q~,[l. defined by :
1ft E [s,T],
has the property that, under Q~ ,Il ' y is a Wiener process after s, independent
of x and v , and ;
(3.93)' Epu (rp) = Ep(EQu (epzs,t1flt)) 1frp E C~(Rn),
S,1l S,1l
where p is l'!iener measure on CO([o,T]);RP ) .
Let us also denote TI~'Y the unnormalized co ni i. tional density given by
Applying the results of Fleming-Pardoux [15], this density exists in
L2 (Q;CO([s,T]; L2(R n ) ) ) n ~12(s,T;Hl (Rn ) ) and satisfies Zakai's equation:
1ft E [s,T]
with:
=.1 tr a(x) ~(x) + f'(x u ) .£s£.(x)
2 Ox2 0' t ox
Furthermore, if 1'1e make the change of variables :
then p~'Y satisfies the non-stochastic partial differential equation:
;lith :
(3.99)
~~,Y<:p(x) = L~'Yljl(X) - (t- (h'(x)Yt))'a(x) %; (x) 'rep E C~(Rn),
e~'Y(x) =t (t- (h'(x)Yt))'a(x)( t-(h'(X)Yt)) - L~'Y(h'(X)Yt) - t Ilh(x)112










, !1(u ,y ) = J< g~,Y,1t~'Y > dt + < G,1t~'Y >
Notine :
we have, by (3.97);
T( ) J "u Y u YJ u,Y = < g t' , p' > dt + <S,f1 s t.
Of course E (J (u,Y» = J (u)oP S,f1 S,f1
Finally, let us Lntz-oducc :
Proposition 3.8 :
(i) p~,Y = rru'Y(t,s)f1' where rru,Y is the strongly continuous semi-group
generated by ((~~,Y)* + e~'Y) in CO(o,T;L2(Rn».
(ii) J (u,Y) = r. ~U,Y,rrU,y(O",s)j.l > do + J
t
rru Yet ) (u,Y) ,
s,f1 Js 0" , ' ,s f1
I'tE[s,T], WEll, I'YECO(o,T;RP), 1'1.1, and
(iii) V(s,f1,Y) = Inf[[V(t,rf'Y(t,s)j.l,Y) + Jr\ ;~,Y,rrU,Y(O",s)1l > dO"]
u Ell °
Proof: (i) is classical and (ii), (iii) follow exactly the same lines as in
the preceding sections. III
As before, we need to extend the value function V (s ,f1,Y) for any f1 E ~b (Rn).
This can be obtained by considering p~,Y as the distributional solution of
and nU'Y(t,s) can be extended by density to .l(?Jf(n") ,?Jf (Rn».
Proposition 309 : V(t,f1,Y) is finite on [o,T] x ~(Rn) I' Y E CO(o,T;RP) and
f1 ~ V (t,f1,Y) is concave, continuous and subdifferentiable.
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Furthermore the subdifferential 0J1.V(t,f.l'Y) is compact in G~(Rn),
Proof: 'I'he finiteness of V is obvious (3.9,) and (j.102).
Let a, ~ > 0, a + 0 == 1, and fl.,v E
vie have:
a V ( t ,J1.,y) + ~ V ( t , v ,Y) ~ V ( t ,u\1 + 0v ,Y )
which proves the concavity, and the proposition follows by classical convex
analysis results (see [26J).1I
As before, we have to ex t end the co~t functional and therefore the value
function to closed-loop strategies u E U, namely the set of Bnp(Rn) x 1It
adapted processes with values in Do This extension is made exactly as in section
111.2.3 and is left to the reader. One can prove exactly as in the general Case
that the extented value function for closed loop controls co Enc Ldes with the
value function for 1'- adapted controls (open-loop).
Proposi tion "5.10 : Let u E L1 (Rn ) n L2(Rn ) and t > s , Then the f'o Ll.o wi.ng
directional derivative formula holds true:
(3.108) /.=:.m
o
~ (v(t,nu'Y(t+£,s)f.l,Y) - v(t,nu'Y(t,s)J1.'Y))
= Min < (~u,Y + eU'Y)1I., nU'Y (t,s)fl. >,
11. E ,\v(t,nu'Y(t,s)f.l,Y) t t
this limit heing finite \I'U E u. 'If Y E CO(o,T;RP) .
Proof : The only thing to prove is that the directional derivative formula can be
applied, namely that :
But this is a
(3.98) since Finally, since :
< 11., -h nU'Y(t,s)f.l > ==< 1I.,((~~,y)* + e~'Y)nU'Y(t,s)f.l >
= < (L~'Y + e~'Y)A., nU'Y(t,s)f.l >, the proposition is proved. CI
Theo':'e:Tl 3.5 : Let "c € L?(Rn ) n L' (n'') , A necesea r-r and suffic ient co ndition
f o r u La be op t f aa l is that t here ex rat s a fun ctlon V defin ed on
[o ,T] X mb(Rn ) x CO([o ,T)iR P) , C,1nt1nuou3 and co n cav e on ,f(Rn ) for every
f ix ed t ,Y . r i ght_ di f f er en t i ab l e on [0. '1') VIl.T, and moasu r-abLe on
CO( [o . T] iRP ) 'It .Il , sa t i efy i ng t he fo llowi ng Hamilton -Ja cobi - Be llma n ecua t tcn :
*(t .p t ,I) ... f!(i n Ki n ( (L~'Y ... e~·Y):\. t + ;~ ' Y ' Pt > '" 0
-I- U € U )" t E (\v ( t, pt , Y)
... *" (t .pt.y ) + Mi n ( (L~ 'Y -I- e~'Y)\ + ;~.Y . Pt )
... At E l'J....v {t .P t.Y)
vt E ]o, TJ , V Y E cf ( [o ,T] ; RP), \'!It e IIf ,T( t ,O)l1ol u E U},
... }~u [~(V(t+£ ,rf 'Y( t-l-c , t)Pt 'Y) - v( t ,rf 'Y(t+t . t )pt ,T »
+ ~(v( t ,nU , y (t+ t , t )pt .Y) - v( t .pt ,Y»
> .!. J t -l-E (;~ 'Y . nU 'Yk , t)Pt > do]
, t
Tak i ng the lim i t as c - o , t he l as t t erm cc nve r-gea t o
't he s eco nd t e rm, by (3 . 10a ), converges t o :
_ 1') 1-
(3.109) jr-ov cd wi.th V(T,p,Y) = <
Conversely, (30109) can be r-ewr i t t en as
and the limit of the first term ex i.s t s , equal to
t
%t (v(t,nU'Y(t,O)ilo'Y) + {< ~~'Y,nU,y(o,o)f.lo > do) = 0
t
,;;h (v(t,rrU'Y(t,o)f.lo'Y) + 5
0
< ;~,Y,nU,y(o,o)f.lo > do) \fu E U
and, integrating between ° and T, one obtains :
or, by (3.105) : J (u,Y) ,;; J (u,y) VU E U, and finally :
O'f.lo O'ilo
VU E U, which achieves to prove the theorem. !II
R;mar\3.~ : since in (3.109) A.~ E 0ilV(t,Pt'Y)' it results that
A.t E c;(R) \ft,Yo R
Corollary 304 : The equation (30109) can be transforme:l., by the change of
variable:
in to the s tochas tic part ial diff erent ial equation :
(3.111 ) + <
N Min _ Y « L~'Y~t + g~'Y ,lt~ > dt
E 0ilV(t,ltt'Y)
> dYt ) = 0
-1'52-
Pr oof : Rocu o- es r ed rcua bu t not diffi cul t ca r cu t e t r one ,
Theorem 3.6 : l e t 110 E L
1(Rn ) n L2( Rn ) , and u E U be an op t fraa L con t r o l. 'lie
deno Le ll~ 'Y~ t he c~rres.£O~d ing unnortna l i zed condi tiona l ce".sity start ing form
"0 ' and ;l,.t E O I1V ( t ,lt~ ' . r ) satis1y),.~g , .nth th e notat ions of (} .1 11)
Then ~ fa the uni qu e solution of the adjo i n t equa t i on :
~(x ) ",G(x )
~ E ~(o ,T iH 1 (Rn » n L<>O(o ,T iL4 (Qie' (Rn »)
~ : It eurrr ees t o r c:nar k that (3 .108) implies (2 .19) of (6] with :
e1:"''l!o i (v(t ,nu+€lu' Y( t , 3 ) I1' Y) - V( t , rf'Y(t , s )I1'Y» "
!'li n < x, ~ ne,Y.u >
;l,.,EOIJ,V ( t., rf 'Y( t ' 3 ) I1' Y)
and t he r es u l t 13 a r es t atement of t heo r'em 2.2 . of [6 ] . •
Re:ngrk 3. 10 : When V is diffe rent i ab l e with r-ce pec t. to p, u3 i ng th e
r-epr-es eneat to n of propcs Lt to n } .5 tog ether wit h th e as su mpt i on (3.7 3) , on e
ob t a i ns
(3 . 114 )
From Corol::'ary 3.4 to the end , <
contains the stochastic integral:
tf
o
< ~sh' ,'Tt~,y > dy
s
which not a pri.o r L an Ito inte;ral:
A.
s
is ?I.~ - meas1;.rable wher-eas 'Tt~'Y
> ::'s written fo!'maLly e i.nce it
\I~ - meaaur-ab Le,
rhis integral must thus be defLn.ed t hro.i gh the preceding transformation :
~t = \ exp (h'Yt)' 'Tt~,y = p~,y exp (h'Yt)·
The equations (:5.11S) and (3.119) are of GOUrDe lu'i tten in the same
fornal way••
To conclude this paragraph, we have proved that the machinery developed in
the preceding sections can be completely justified in the case of the control
of partially observed diffusions 1'1ith classical information. Furthermore, it
provides a necessary and auf'f i.c i.en t condition of optimality, improving the
results of Bensoussan [6J.
111.5.2. ~Phe liIL~ with Mortensen's equation
In this classical information structure, it appears that there are two
fundamental diffusion processes: the state and the filter. In III. 5.1., both
are used. However, the early approach of Mor-t ena en [24J is based on filtering
properties only. Namely, one considers the semi-group rrU(tjS,fL ) <iefined as in
(3. ;3) by s
with defined by (3.92),
and:
We clearly have :
with
Assuming that V is smooth enough, fol101;ling [35J, [24J, or [7J in a 'lifferent
context, the f'o Ll.o wi.ng Ito's f'o rmu La can be proved :
t
(3.118) v(t,n~'Y) - v(s,n~'Y) == L( + < L~*(cr,Tt~'Y),)t~'Y >
+t< h nU'Y o~ (cr,nU,Y),h'nU,Y »dcr
t o _on U Ci
+ Is < h' *(cr,Tt~'Y)' n~,Y),n~'Y > dycr
+ f' ~, !fL being the Frechet derivative of Vwi t h
o ox on o2V
resIlect to the second variable, and on2 being the second Frechet derivative
of V with respect to )t.
Thus, from (3.118), it is easy to ob t a i.n the following Eanri Lto n - J2.cobi-
Bellman equation. :
known as Mortensen's equation (see [24 J).
When is smooth enough, the adjoint in (3.119) is * ,and it can be easily
checked that it coincides with the one obtained in (3.114). Nevertheless, this
approach is formal whereas the one of III. '5.1 is rigorous. •
IV-~
1'1.1. A nonlinc:cr gU3~r3cic team problem









, h Z are smooch functions
of x; K 1 (t) c= KZ(t) = 0 '1ft (perfect memory each station).
The cost function ie given by :
T
(4.Z) J(u1 ,uZ) = E({ (go(xt) + u 1g1(x t ) + u 2g Z(x t) + Yl11.~ + Y2u~ + ZY1.l1uz)dt)
,Jith ,gz smooth functions and Y1 ,YZ > O.
To preceding theory, "l'le introduce :
and z = (x,y1 ,yZ , e:)'.
J(u1 ,1.12 ) = E(I;;T)'
'I'he Hami Ltonians are :
(4.4) H1 =E(~(u1f1 +U~fZ) +~> h1 +:>h2 +~(go +u1g1 +uZg 2 +Ylu~
+ yz(uz)Z + zyul11.~)lyl)
(4.5) HZ c= E( ;;;- (U;1'1 + 11.21') I- :> hi + ~> h2
t- YZU; t- ZY1.lfuz) I'(~)
Y~ = hr; , 0 -> c t ] , k = 1 ,Z; (uf'u~) is oot a Lned by :
Remark that (4.6) corresponds to the minimization of two coupled strictly convex
functions of (U1 ' 112) and the minimum is~. Thus :
It must be noted that (4.7) is a system of 2 integral equations in u1'u~ since,
if we denote (Xi ~~ i ,i=1 ,2, we obtain:
2 yiEPt (~XIYt)
+0:1 J4 (~f1 +*,g1 )dP t(X,y1 ,y2.1:1~)
Co,t
Nevertheless, when there is no instantaneous coupling in the cost between the
two controls, namely when y=o, (4.8) can easily be solved:




+ ~~1 h1 +~ h2 + ~ ~ go J = 0
Vz = (x,y1,i ,1;), w,
[;, A_(J2A+~+~
x,y - ax 2 a(y1)2 0(//'
A(t,X,y1 ,y2,1;;P:) = w(t,x,y1,i ,1;;P:) + It %* J(t,!;,;z)dP:(t)(;;),
V(t,p~) = J\,(t,X,y1 ,y2 ,1;;P:)dP:(t)(x,y1,i ,I;) ,





d r * r uf'u2 *dt J
C
cpdPt == JC Lt (cp)dP t
o s t o,t
== Po
+~(Zt)h1 (Xt) + ~;2(Zt)h2(Xt) + %Z(Zt) [go(Xt ) + g1 (Xt)uf(y1 ,P:)
+ g2(X t)u:2(y2 ,P:) + Y1 (ut(y1 ,F:»2 + y2 (u2(y2 ,F;) )2 J
+~ [~(Zt) +~(Zt) + 02C!lz 2(Zt)Jo
ax b(Y ) o(y )
A first r-em.n-k, to simplify a li t t Le (4.10), is that :
(4.13) ~~ =- 1 if ':I, solution of (4.10), is regular enough,
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This can be seen from the fact that ~(T,z,P) =' 1 ,
and I ~ }(T,z;/;') =' 0, since w(t,z,p) = I: \IF.
Thus : ~(T,z,P) = 1 Vz, V P.
But, going back to (4.10), one can evaluate ',,(T-E,z,P) by a Taylor's expansion
in E, from the knowledge of wand;\, at t = T, and since ~I t=T = :;\'i =T = 0,
i=1 ,2, and e
o
, g1 and g2 are functions of x only, 01:> y It-
one can see that i;(T-~~Z,P) = I: - <I!E(x,y1 ,y2)01:>Hith at == o. Thus %f1t=T.:'E1
and {~llt=T_E = { OpE llt=T_E but ~ I OpE} It=T-E == 0,
thus ~l t=T- E :; 1 for E sufficiently small. But, using the same argument on
[']1-2E, T-E] and the fact that f 1 ,f2,go,g1 ,g2,h1 ,h 2 are functions of x only,
we find that *=' 1 vt E [o,T] Vz, V Po
Thus uf, u~ and (4.10) can be r ewr.i t t en :
and:
~t( ~ + ~ /:'x,y;\. - 4~1 Eyt(~ f 1 + g1 h,p2 - 4~2 ~t( ~ f 2 + g21'Y~)2
+~h +Q.L h +g) =0
Oy1 1 Oy2 2 0
,/(T,z,P) = I: VX,y1 ,y2, V P.
Remark also that tn (4. ~ 0) or (4.10)',. ui is a prOgreSSiVel~ measurable function
of the process Y, whi ch can*be cons Lder ed as a current varLab Le for the
integration with respect to Pt and their expressions in (4.10), (4.10)' make
N01'/, if we try to give more insight into qualitative properties of the
solution of (4.9)', (4.10)', (4011), (4.12), some cornmencs may be necessary:
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• Firstly, (4.9)' states the.t the optimal stra1;eg-.Y for each decision maker is
t.hr-ough an """'-=="---"'=~~, namely the co nd.L t.i.ona.I expectation of
+ gi) knowing and thus, it confirms the intuilive rule that
"a con tro L may be obtained thrc,ugh a good es t.ima Le" •
• SecotJdl v, this optimal e.i t i.mct e obtained for each cleci:oion maker as a
Li near functional of his fil tel" : namely, if we EO Le :
i==1,2,
the conditional measure of the s ta te z knowing ~ (the filter of player i), then
u:(y: ,p;) == <~ f i + gi' 1t~Co IY~) > • 1t; may be obtained via the
solution vf ZakaI's equa t i on for its unnormalized version.
Remark also that the filter iepends on -r and u~, 2.S can be seen in (4.11),
(4.12), (4.14) and this is generally called the "dud effect" : the controller
minimizes the cost on the one hand and, on the other hand, tries to improve the
quality of his Lnf'o rmat.Lo n by choosino- "- food observation~.
It must be remarked that the filters of players 1 and 2 ar-e not in general
state v arLab Les since one cannot r ecover p~ from 1t~, 1t~, whereas p~ is needed
to compute A. (compare to EI.4).
'l'his c i.s p.Lays the gap between classical and non classical information structures.
Pur-Lherrao r-e , remark that, even in the classical case, the ,;ell-knol'lll Separation
Principle does not hold in gene:::'al. Thus, a fortiori, in our non classical
information case (see [1OJ, [17J, [21 J, [30J, [31 J, [33J).
o Thirdly, the only cEfference between the minimization of our Hamiltonians
and the classical Lnf'o rma tdo n t s ones, at least when there is no instantaneous
coupling in the cost function b etuecn the controls (I' == 0), lies in the ajoint1s
f'o rmu La , and marc precisely, in the signallinG term: Ji %i l(t,;;,z)dPt(t)(;;).
A nuurer-i c.i I for this signalling term can be obtained from (3.92).
Remark that
is such that
can happen when the trade-off between cos t and information
Q!L == - iL Ii Q.!!. jdPOZ OZ OP t
and, in such a case, and if there is no cost on the corrt ro Ls (g1 -= g2 == 1'1 -= 1'2 == 0),
both Hamiltonians are sinGular simul t aneous Iy , 'I'his situation seems to be
qualitatively veI'Y s p ec i.f i.c La non c lccs Lca L information structures.
IV .2. A linear auadratic team problem
IV.2.1. The optimality comlitions
The system is given by :
and the information structure is the same as in IV 010
The cost function is quadratic :
T
(4.17) J(u1,u2) = E({ (x; + g1u1 Xt + g2u2 Xt + Y1u~ + Y2u; + 2YU1u2)dt)
Applying the preceding method, we find that the HamiltonLms are :
(4.18) H1 = E( ~~ (Fx + u1 + u~) + :~1 H1x + :> ~x +~ (x 2 + g1 u1 x + g2u~X
+ Y1U~ + Y2(u~)2 + 2YU1u~) I 7~)
(4.19) H2 = ~(*(Fx + uf + u 2) + ~~1 Hi x + :> ~x + ~ (x 2 + g1 ufx + g2u2 x
+ Y1(ur)2 + Y2u~ + 2Yllf.l2) I y~)
'l'hus , takilg as before *Z:; 1 for slmplicityls sake (this can be proved, if w
is regular enough, as in IV 01 ), we find ut and u~ by :
As in the preceding example, uf and u~ are given by a system of -C,{O
integral equations, that can be interpreted, in vie,r of the discussion of N.1,
by the fact that each player estimates (or filters) the other player's str,,_tegy
through his o wn obs ervat.Lons , and takes into account that the o t.her player does
This ccn be seen more eas i.Ly by the equivalent s e t t ir.g :
Ur(t,7t
1
,pt ) =--f-E(~+[(1XIY~) +~E (E(~+g2XI~)lY~)(1 x "Y1 Y2 x '"'
2
+~ E(E(U:j(t,y1 ,Pt)llI~) IY~)
u 2( t , Y~ , p t ) = - 2~(2 E( ~ + + ~ E(E(;; + g1xly:)\y~)
+ L E(E(U!;(t,y2 ,Pt)I'?J~) IY~)
Y1Y2 L
Cf' course, the expec i.a t i.o ns cannot be simplified because
for must be com~,uted
knowing t hat the second player knows the ) IY~), and
thus pl.aver' o rie must also estimate this estimator by : E(E(uf(y1) I 'I!;)IY~).
The main qualitative result that can be extracted from (4.21) is that~
n e ed for a .seccnd guessing; name Iy , the ['layers do not have to es t i.mat e
E(...• E(ufI1l~)I'!!:)•.•• \Y~ ), the es t i.mato r of the estimator of •.•.•.. of
Lhe estimator of '.11, after step 1 (glless what the other player has observed),
are obtained iteratively through (4.20), and secondly
since the adjoint summarizes the complementary informations about the other
player's strategy.
Finally, let us conclude by a eharp er- analysis in the case y = 0, when
there i~3 no ins t antancous coupling in the cost f'uno tion 'o e t ween the hlo team
pLay er-s , The optimal str;,tegies 'J.I'e here ~e~efinedby
(4.22) .; Y~ , p t ) = - 2~1 Ept (* + e1x ly i ),
u2(t , y~ , p t ) = - 2~2 E~\ (~ + g2x\Y~),
and the value function is give"] b:r
1
~t (~ + t 6x j l. +~ Fx
(4.23) - 4~2
w(T,x,:,r1 ,y 2 , C; p ) = c 1;i:x,y1 ,y2, V P.
Also, Pi is given by :
%r < ep'Pt > = <
with:
(4.25) L:f'U~(lp)(Z) =~ (~+4+4)
ox o(y) o(y)
+%; [:B'x - 2~1 *+ g'lxl'l!~) - ~t(*+ g2xht~)J
+ .Q.L H x + 0L ~x +.2..s2. [x 2 _ g1x F~ (~+ g x 112 )
Oy1 'I 0/ 01; 2Y1 -.Pi ox 1 t
_:~X ~~,( ~ + g2xl'l!~) +*Ep*(*+ g1xl'l!~)2
2 t 1 t
+ 4~2 E1>:t(*+ g2xl~)2J
In fact, if we set Y = (y 1,y2), and:
(4.26)1 L~:y,t(ep)(x,y) = ~ ":'x,yll'(x'Yt) +~ (x,Yt)[Fx - 2~1 ~t( ~ + G1x 1y 1)
2~2 *+ g2x 1y 2)J +~ (x,Y t)H1X + :;2 (x'Yt)~x
1flp E ~(R3),
+ 4~1 ~t( ~ + g1x 1y 1)2 l- 4~2 Epi (~ + g2x 1y 2)2J
Vep E ~(R4),
one can see that Pt can "e obtained in two steps :
• Firstly, compute p~(X,yl ,y 2 ) by the operator (4.26)1 in (4.24),
* . and*then
1
ta~e the image of P~ by the integral part of the cost ];0 obtain
pt(Z) = pt(x,y ,Y ,C).
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But, because of the presence of Ur(y1 ,F;), u2(y2,F:), and of ~(x,y1 ,y2,F:)
wi ~:t~4~2:~~~U:::i::n::txs:~:~a::d ar:~~::r:nt;7 :~:P;~~"t::ni::er8stin~
open problem wou Ld be to charac ter-Lz e when do l'Ie have
between the state and the observations to be able to compute
:u~c::ona:: ~~ :hen:::'::S::"~~i~:'rt :~:::r::s H~:, s~:~'2~Vlel';eaklY E:~X t::::1
by proposition 3.6 the value I'unc t Lon converges to v(t,P;), and the limit
problem (c: = 0) is a linear quadr-atLc problem "Uhout information that is much
easier (Pontryaguine's conditions apply). Hore precisely, for E = 0,
we easily obtain that '" 0 (no observation), and A. becomes the classical
adjoint satisfying =Q(t) -;(t), where -;(t) = Ep l8p(x(t)) is at the same
time the mean value of x(t) and the best estimate at 0 time t knowing nothing!
Thus the solution can be completed via the separntion pr Jncd.p Le,
Conversely, wi.t.h c = 1, there is no r eason whY, in (4.22), (u1'u~) wou Ld
be linear in the observations, and thus, if we compute 1t~ and 1t~ by (4.14),
these conditional measures a!'e infinite d i.n.ens Lona L IiI tel's, "Nhereas
for linear u i ' i=1,2, n: and are given by two Killman filters I'lr,ich are,
of course, finite dimensionaL A more detaileil discussion on the nonlinearity
of (u1'u~) in a simpler context can be found in the next Rxample.
VI.2.3. Sketch of a numerical method
To co nc Lud e this exsuap.le , vie s ha l I sketch a nuraer-LcaL method giving the
appr-ox ima t e solution of (4.22) to (4.25).
To this aim, let us is a measur-e on
the co n td nuous paths (X,Y1 ; thus the fa(;t 111 depends on
y1 and 11.£ on y? , dLf f Lcu Lt i.ea in (4.23) and
(4.2<.), and ul is a well-aefiEcd measurable function, i=1 ,2. Consequently
of course, one canno t expect the 0j;ere.tor (4.25) to be local. Nevertheless, ~he
"non-local" e Lernent of (4.23), (4.24) can be easily isolated as ,18 ahsl I
Let us introduce the d.L3(~re·l;isa.tionB of [o,T] and R4 by a
o < e < 26 < ••• < ]VIe = T of raes h e = ,snd by a covering of by
closed balJs B (z,) = ir [z~ - rlj,z~ + nj ] with n = «1']1)2 + •.• + (1']4)2)1/2
being given, and n {:i l a j~~mUIl:I'~;ble S:bset of rr4 made of points s a't i.afyLng
IIz
i 1
- Zi} ?> 21'] ITi1 i i 2, and 'ti 1 ' 85-2 ' iIj E {1, ..• ,4] such that:
-164 -
Thus we have :
Iz;; - zi
z
l = 2T)j •
R
4




we sh811 omit t he
r)l; 0\'1 (",'1
'~'-1'2'oy os
that can be found in classical textbooks of
For c12rit.'!I:~
differences n etho d , of
ano. conditional ex:;-e::tations.
Let us first derive an aiJproximation of A. We have seen chat
"lfith {%* l defined by :
Thus, if we define :
And if we choose an arbitrary meauure Co E ~,t (for i~tan~el';heBrownian A.
ILeasure, cr, more naturally, the Lnc'r ementa I measure ~), noting Q 1
t1~ rest:;:-iction of Q to Ai ' and suppo s i.r.g that Q is Guitlloly cho s en to have :
Q
t
l(BT) (zi)) i 0 Vi EN, then (4.28) can be approximated as f'ot.Lo ws
I Q:::!: J(t ~) X QAi(B (:; )) - :d.hzip+8QAi)~1Xl
1 01' ~,z '''i t rj i 6 '
A.
(4030) {%f }(t,z':;i) - ,,(t.zip+8\~) - w(t,z·r) Vi E H ,
8QtJ.(Brj(:;))
e being the wesh of the time dLs cr-e't i.z a't Lon ,
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Thus ,,-Iso, one can appro xlr.e t e :
Acco r-di.ng Iy , to de-rive (4-031) in x, y'l and y2, we denote:
and ~
Thus vie approximate :
Finally
A.
w(t,E, .;P+8Q ~) - 1,(t ,I; .;p)
(4-.3')) t..(t,zi;P) ..... 1'I(t,zi;P) + .2"; ( l A. -) Pt(B
ll
(l; j ) )
JEN eq,tl(B
ll(zi))
\1].: E {1, ••• ,41 , Vi E lJ,
with + l11k being the point of ccord i nc t ea Z~ for j t! k and Z~ + nk for
coordinate, k=1 ,0",4,
Also:
(4,37) Ep* (*+ g1xIY~) ~ r~[ ~~1 (t,zr;p) l- g1z~Jp*(ArIY~)
and the same for E( ~ + g2xIY~).
one com check t.ha t , kno w.Lng for every zi,i EN, and
+ 8QAi, V Ai' one can cl e du c e (b8ckv:ard in time e i.nce the
boundary condition is for t='r). Thus, it to find P
t
- e such that wi t.h
the opt;mal ut, ,one ob t a Lns Pi at time t, and this is dorie as follows :
find Pt- e such V ex EN,
i8 a Galerkin's basis of the space C~(R4), the space of twice
continuously with uniformly continuous bounded partial derivatives,
and where is ohtained by (4.25) and the approximation f'o.rmu Lao (4036),
(4.37). The equation (4·,38) is the~efore transformed into system of polynomial
equat Lono of degree e; 3 in the lpt_e(Ai) liEN that canbe solved by algeb!:'aic methods,
Finally, when ;;(o,z,1') and p~ are obtained, one has to chooae P; in
order to have == P (tl'IO point boundary value problem).
o *
This numer i.ca I met ho d jus t i fied if wand Pare reeular enough,
but the main problem is t he very Lar'ge numb er of o per-a t i.ons ne ed ed to solve these
equations. Cons equ en't Iy , such a met!:od :nicht be very difficult to apply for
d tmens Lo na higher than this examp l e 1'lithout a cornput er machine 1'lit':l very large
memory capacities.
'I'h.l s well-knowr~ counterexample GO the separation llrinoiple of JLneaz--
qu,u;'ratic stochastic control, shows that when the observation O"-fields are no t
nested, the optimal 00:11,1'01 i.3 not generally give t by affiLe function of the
observations, 'I'hough a non- :'ineClr con t rc , , giving a lowe:;:: cost t~.a~. line'.l.r con cr-cLs ,
can be exhibited, the optimum iD not known until now, \.'e shall SJ10W that the
method of section II.l, applies t o t.h.i.s pr-ob Lcu,
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We recall that the two-stage system is :
X
o
is a random variable with probability Po and y '" xl + v where v is a
random variable independent of X
o
and with probability po It is crucial to
assume that u2 depends on y only (non classical information), unless the
problem becomes trivial.
The cost function is :
In [30J is used a discrete-time dynamic programming equa t i.on that leads to a
minimization problem which has many local minima, that make the numerical
methods f'a i.L,
IV .3.2. The continuous-time eqUivalent problem
lie shall introduce a continuous time analogue to (4039), (4.40)
t E [0,1J, [0,1J re',)resenti:a.g the first period, and :
We denote x1 =x(1), and x2 "'x1 -u2(y)0
The cost function is :
1( - f 2 2 24042) J(u1 ,u) = E( ok u l (t,x( t ) )dt + x)
E(X~) is thus the final co s t ,
Lemma : If (u, '~2) realize the minimum of J, then
1
u~(Xo) = tUl (t,x(t))dt, and u;(y) '" u2 (y ) realize the minimum of J,
and J« ,u;) = j(~1 '~2).
N _
Proof : We c l ear-Iy have Min J ;:;;Hin J since the corrtz-o Ls in J are richer than
in Jo On the ot her- hand,
,u,'(x ) - Jr ii( l,X- ( t ,x »dt , with X;;( t , x. ) th e tra je ctory of (4 . 41 )
, 0 0 U 0
g enerated by ii, is edm Iea fb Le for th e t"'O-a tace prob i ce , and s a tisf ies
1
J (llj ,Ui ' = E(k2 1 JU{t,X .:;(t ,x
o
» dt I2 + x~ )
,.
<; E(k2 t l u( t, Xu:(t, X
o
))12dt t- x; ) (by Cauc~v-Schwart z )
,. j{U1 ,Uz) and thus bo t h pr oblems ar e equIv a Len t ,
~ : The s ec ond part o f th e proof has b een kind ly coenum eat ed t o me b y
Pr of . T. aeeer ,
It wa s not ed in [3 1] by e s impl e dYnamic pr ol.l'ramminc argum en t that
'fi th p~,. XU,l( I ,F
o
) '
':'hus , th e f i na l c.)s t is
and we c a l l :
Th e pr ob l em i s t hus t o de termine ,, ( t , x ; t ,F t ) Vt < 1 .
Applying t he c or olla ry 2 . 4 . we min i mize the Hami lt0n i an :
yiel d ing
with :
canbe solved numerically \;ith the e arne t echni.ques as in
and (?o'I'l) becomes :
Je (hI 1 (O\. e »)2), ()ilt-
4k
2 ~t,x;Pt o.Ptx=o
\;ith the boundary condition (4044).
The probability Pt is finally given by its density :
~ (t,x) - 2:2 ~ (n(t,x) *(t,xjP t » = 0
n(o,x) = no(x)
and the solution of (4.47), (4048), (4.49), with boundary condition (4044),
give finally
This set of
IV02.3, and it is easy to oo t a i.n an approximation of ui on a small in
terval
J1-£,1 J by replacing ~ (1 ,xj1 ,P1) by ~ (1;1(1 ,Xj1 ,P 1 ) - ,:(1-£,Xj1 ,P1 »).
Thus, (4.48), (4.47) become :
(4.50) ,:/1-E,Xj1 ,P 1) = w(1,xj1 ,P1) - 41:2 (~ (1,XjP1 »2
But ','lith (4.44) :
(4.51) *(1 ,XjP1) = 2(x - JX1 (Y)P(y-x)dy + x JX1 (y) ~ (y-x)d.y
- t J(X1 (y) i ~ (y-x)dy)
wi t h x1 (y) = E(x1Iy) given by (4.43)0
Finally, we have the desired approximation U~(1-E,X,P1) on J1-£,1 J by (4.46)
and (4.51). An approximation on [0,1 J should require the use of the numerical
method of IV.?3.
If P satisfies Ixti~ oop(x) = 0, then (4051) b ecomea , after integration by parts
U£(1-E,X,F1_ £) =~ (x - - x J~ (x1 (x-J:f)p(y)dy
+tJ~ [(x 1 (x+y)2Jp(Y)dY)
,!here (g> * <jJ)(x) is the convolution between tp and <jJ at the point x,
ue: can thus be interpreted as follows : the first part of ue: correspond:3 to
- ~ (x - (x1 p ) (x)) wlri.ch is the dis tance b e twe en the real x kno wn
beforek time 1, and the best estimate after t Lme 1, re-estimatea. kno w.i.ng the
observation x before time 1, but I'lithollt knowing what is the observed Yo
Shortly, (x - (x1 * p)(x)) is the error of estimation between x and the
second guessinQ' of x knovi.ng that u~ = x1 (.'1)0
The second term: - ~ ( %Y (x - x1 )2 p)(x), corresponds to the guessing
before time 1 of the 2k first order expansion of the variance of error, that
can be interpreted as a correction term taking into account the fact that the
variance of error could vary with a small variation of control or of probability.
To conclude, we see that the nonlinearity of ue: is a consequence of the
second guessing and of the estimated correction on the variance of error. This
completes the picture already drawn by H.S. Witsenhausen, since in [31], no
characterization in terms of second guessing was obtained. Finally, the most
important consequence of our method lies in the fact that it avoids the problem
of many local minima of the discrete-time version, by embedd i.ng it into a
continuous-time version where more precise characterizations of the optimal
strategy are available, namely : equations (4.47) to (4049), and for whi ch a
numerical solution can be obtained by the method of Dl o2 030
Furthermore, we know by the Corollary 203 that if j; is obtained (in a suitable
function space), then the value function is unicuely defined through w, and thus
the"Y'e is no risk to find a local minimum by this mebhcd ,
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In the precedinG sections, vie helve five types of results :
1) The dynamic programming method can lJe applied Lo non - c.l aas Lca I Lnf'o rrno t Io n
t eam and control prob Lems , Alttough t.ni.s fact was implicitly noted in [51J
and [32J, no fruitfu:L re:mlts ',leI"3 obtained until no w,
2) This method gives efficient churac t er-Lz a't i.ona of the optimal a t.r a t eg i es when
combined with the integral representation of the value f'urict i.on ,
3) Non - classical team information problems do hav e an H8Jailtonian s t.ructure
(this fact is suggested in a par-t t cu Lar- cae e in [25J)0
A natural question from now is whet har ad jo i.n t eque.t:!.ons can be derived or
no t , The answer is yes, at least in par t i cu Lar Cases, as a ho wn in the classical
information case, where, moreover, the derivation of the Hamilton-Jacobi-Bellman
equation is rigorous.
4) 'I'he method developed ::Hits as well diffusions non di.f'f'ue ions models and
generalizes the techniques of control of par-t i.e.Tly ob s erv sd diffusions ([1],
[2J,[6J,[7J, [11J, [14J, [15J,[2"J)0
5) The optimality conditions allow a quaJiLat:'.ve but precise description of
phenomena like signalling, dual effect, e ecc nd guessing, that ,-,ere until now,
at least in this oorrt ex t , introduced heur-i.s t Loa Ll.y and imprecisely by many
authors ([10J, [17J, [18J, [19J, [30J, [YI J, [33J)0 Fur-t hermo r e , numor i.ce I met hcd s
can be used to integrate the Ham.il t.on - 3&cooi - BelLnan equa t i.one , and t huc
to obta.in the value function and the optimal strategy.
Acknowledrement : The aut.her- is indebted to Professors Po 10 Iri.ons and
Ao Bensoussan for helpful suggestions on s tochasrt.i.c differential e qua t i.ona
techniques, and for their kind encour-agemenl.s ,
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11.01. KRASSOVSKI'S CaNCEr']' OF SOToIJTJ:ON FOR OlJ1'PlJT-FSEDBACK S'I'RATEGIES
The system and the as sumnt i ons are the same as in section II.
Let u E 11. The problem consists in defining solutions to the differential
system with aeasurab Le right-hand-side ;
(11..1 )
x(t) -= f(t,x(t),u(t,7(t)),v j )
1ft E [t j , t j +1[ n [s,T] Vj=o, •.• ,M-1.
yet) = h(t,x(t),'J j )
x(t) = /;, (t)
o s s
vt E [o,sJ
For simplicity's sake, we state the results in the case N = 1. Their generalization
to arbitrary N is trivial.
The results presented here follow the same lines as those of [20] in a slightly
more general context : in [20], (11..1) is studied for purely instantaneous state
feedbacks of the form u(t,x(t)), wher-eas here, the right-hand-side of (11..1)
depends on the whole past history of the observations between It(t) and t
through the dependence on u ,
1et us be given a family of aub dLvi.s Lons of [s,T] given by :
with:
(11..2)
': -= s < ••• < '~m = T
lim (j=O'~~~'Lm-1h~+1 - ,~)) -= 0.
1et also /;'o,s E COCCo,s]; Rn ) , and the sequence !/;,ill } satisfy:
o,s ill




; m( , ) ~ r(t , .O ( ,) , um(ym( t » ," J )
(A.S) y!ll(t ) = h(t ,xm(t. },"j)
xm( t} "" (,111 (t) 1ft E [ a ,s ]0, '
'WEl sha l l say "K-solution " f or "so l u t i on "in t he s ens e of Kr-aasovakL'" ,
Dsf/.nition A,' : }!e s ay t ha t x is a K-so lution of (A. ' ) on [s , T] if t he re ex Ls t.a
a sequenc e of subdivi sions of [s ,T] s a tis fy i ng (A. 2 ), a s equ ence ! I;.m I
s atisfying (A. 3) and a s ubs eq uence IxIDr J of solutions of (A. 5 ) , w~~~ umr
defi ne d by (A.4 ) , s uc h t hat
~ : I f t he as s umpt i ons of r L l . 1 ro ld , t her e e xi s ts a t l eas t o ne
K_s olution to (A.l) , and eve ry K- s olu tion is an absolu tely cont Inc ua s olu tion
on [ s , T] of
,s. t ,Iic(t) E -;;;' V~(X /(t , x(t) ,U(t ,l l)V»),V j ) Vi E [t j , t j +1[ ,o , t Vj "" 0 , • • • , M-1.ll)xo ,t) = {y(o) = h(a ,x(a ) '''r) la E [ t r , tr +1( n [It( t ), t ] n [s .'!'] ,
yr ~ 0 • • •• • ~- ,!
wher e y (x
o
• t ) 1s a bas i s of ne1g hho:ohood..i of %o , t for th e unifo:om topo logy of
CO([O, t ] l eo) ,
Proo r : Le t 11~ 1, {~~ .s l b e giv en a s i n (A. 2 ), (A. 3 ) . Then , b .y c l as s i ca l
eee wr ee on di f 1'erent ial eq \.l...1.1.o= , sinco th o r i ght- ha nd_ s i d <3 i O! etscc t h in x ..nd
eeeaur-eb Le i n t , lCm 113 un dqu e lv defined 1fm ;;. o , and by (2 .2 ), xlll i.!l d efined on
["r] .
Furthe rmore , usiTl,(l: on ce ec r-e (2 .2) a nd c l a s s i c a l ineq ua li ti es . it. i $
s t.re.ightfo r ward to pr ove tha t t he s equ ence lxilll i s equd cont anucue and
e qll i bound cd f or e ach I;;o, s s a t is f y i ng Ill;o , sllc o , s < + "" . Thus , by As coli ' s
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theorem, oc e can extract a subs ecu euce conv erg i ng uniformly to x E CO([o,TJi Rn).
o also, if vie note \Xmr} the sub e equ enc e , He hav e :
\t r } converges to Z in L2 ( [ s , TJ ; Rn )
x = Z in the sense of d i.c i.r-Lbu t Lonn ,
weakly, and
Furthermore, by M.azur's theorem one can extract another subsequence, still noted
tx1!'rl such that a icffirl conv erges to Z in L2 ( [ s , 'r ] ; Rn ) strongly.
mr k
x = Z E 12 ( [ s , TJ ; Rn ) and x is absolutely continuous on [s,TJ, and
using the upper a e.rri, continuity of Xo,t -w(xo,t) = C;;-v~(x {(t,x(t),u(t,J:l)V),v j )
o,t
(see [8J), it is straightforward that x(t) E <l>(Xo,t) and (A.7) is established. II
Remark : If x is a K-solution, x does not generiilly satisfy (A.1), even for
almost every t E [s,T] (see [20J). Ilo wev cr , K-solutiom3 1.'-1'e the most intuitive
notion of a solution that satisfy t he basic property needed for control theory,
namely semi-group property.
On the other hand, every solution of (A.7) is not generally a K-solution
(see [20J). III
Defini tion A.2 : We say that x is an F-solution (or solution in the s ens e of
Filippov (see [13J)) of the system (A.1) if x is absolutely continuous on [s,TJ
and satisfies (A.7). fI
Propositior A.1 : if KU(s,E, ) denotes the set of every K-solution on [s,T],
startine from (s,E,o,s) and ~~~erated by u , then KU(S,E,o,s) is compact in
Co,T = CO([o,TJ; Rl1) for the uniform topology, and the multivalued mapping
Lo the compact suo s ets of Co, ':' ' is upper s emi-
tcJO following properties hold lfE,o,s E Co,s
if XU(s,E, ) E KU(s,E, ) then XU (s,E, ), restriction of XU on
o,s o s s s , o,s
(ii)
[s ,«], is a K-solution on [s,,], If, E [s,TJ.
if xU (s ,E, ) E KU (s ,E, ) md:
S,"t' O,S s,'t O,S
for s '" , ~ t ,;;; T, \vilh](U t le set of K-soluLions restricted to [s"J,
3,""{;
then:
2!22.f. : co mpac t ness an d up per a eeu co n t t nu Lty of KU (S ' ~O ,2) fo llow t he same
argum en t as in (20 ) , l emmas 1.2 an d 7. } pag e 33, an d th e ir adapt a t i on to our
f or ma lis m ia straic;h t f or ward .
For pr op erty (1 ) , if lulUl is a Sequ ence conv er gi ng to xU(s ,~ ) E KU (3, ~ )
and satis fYine; (A.5 ) , it suffi ces to res t r i c t lx:n l [s , 't ] 1 t~'~btain tha t o .
s
Xl[s, 't ] i s 111:30 a x-sc t ue rc n on [e, «],
Fi na l ly . f or pr op erty (ii) , if x~ . 't E K~ . 't ( lI, ~o .s) ' and if IX: .'t1 1s t he
asso ciated sequ enc e. if x~.th.x~ , 't (s ,to . s» E K~ , t( 't'X~ .'t (s .to.s)) and if
I X~: t ('t' X~ . 't ( S l to, s))1 i s t he as soc ia te d conver gi ng sequenc e , it i s no t di ff i C'.I1t
t o pr ov e , using th e up pe r a ca t con t inui ty of KU I t hat the e equenc e
l X~ :t ('t ,x: , 't ( S "o , s » } con t a i ns a s ubseque nce conv er gi ng to X~,t( "t,x~ ,'t(S ' ~O ,3»)
and thus t he c equenc e I X~: t ( 't , x: , /s " o , s » } oont a j ne a conve r gi ng auba equ ene e
to a n el emen t of K~ , t ( S , tQ , s) which achieves t he pro of. •
Pr ocos i t t cn A. 2 : Let us deno t e FU,W(s,{;o, s ) t he set of every F- s o l u tion of
(A.1 ) starting from (a ,<:.o, s) and gener-a.Led b.y (u ,w), and le t U3 1n t r0 1ue e EU(s) .
the s e t o f progr es s i vel y maaaur-ab Le r i ove whi ch ar e r - scju t i onc of (A. 1), narre Iy ,
satisfying (i) and (ii) :
(1) (W '~o . s ) - xu·~ ( :1 . <:'o , s ) i s l:io ,s x a t l t E [s , T[1 progres s iv ely e eaeur-ob j e
(ii) XU IW(S . ~O ,s) E FU ,W (S , ~o ,s ) \f(W ,~O ,:'l) E Q x C
o
•s •
Then th e meas ur es i mage of P by t'il i ppov 's f lova ar e con t a i nod in
'.'~ p~( s 'Po , s) ' namely :
weith tho no t a t i o ns of" 11.2. 1
Vop E ~( Rn ) •
..E!:2.2.t : Le t xU E FU( s ) . Then . by defi niti on ;
(A.9) i~ ,W(S '~O .:l) E c; V~Y( XU 'W(8 " » f (t. x~ ,W(s"o . a) 'U(U)V ) ) ,v j ) .
s ,t o ,s
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elements of v~v(xU'W(s,1;; )) f(t,x~,W(s,l;;o,s),U(:U)v)),Vj)
s,t o,s
since f is continuous with respect to all his arguments. u i is thus an accumulation
point of u at ):I}x~:~(s,1;;0,s)), i=1, ••• ,n+1 0
Furthermore, the can be chosen progressively measurable (see [8J)0
NOH, if we call = x~(s,po,s)' we have:
(A011 ) -ddt ]cp(x)dpUt(x) = Ldt Jfcp(XUt'W(s,1; ))dP (;; )dp(w)o j s o , s o,s
But if we denote dpi,U
o,t i=1 '0.0 ,n+1, we have :
d f n+1 J) .
at JCP(x)dpUt(x) = ~ ~ (x)of(t,x,u. (}.( (x t))'v .)dP~,Ut(x t)dp(w),
i=1 uX ~ v 0, J 0, 0,
and, defining xi,U,W(s,1;; ) E Ku,W(s,1; ) by :
o j s o , s
~lith initial condition I;o,s' for i=1 p. 0 ,n+1, it follows that:
I n parti cular for t • e ,
But , this !tean.s that on a s:lall tntenr8.1 (9,S.£( , ...e have :
..,
(A.1S) P~ ""i~ Q;t, tJ:; 'U(s ,Po ,s )
and , lnt f'grating (A.13) , ve find that (A. ,S) ho lds yt E (li lT] and thls
n - t .P~ .. i~ ai ,Tx~ , U (s ,po ,9) ' Since J:i , :.I E KU(s) , t.hen P~ E 00 p~ (s , po , s )
end t he r-eeu I t i s pr oved . _
A.II . Kra990vs ki ' s com~e ., t of I'Ql u ti gn for c l ol' ed_ I Qoo atrlltegt fls
As in s ection II . 2 . " ...e heve t o def i.ne solutions to (A. , ) where 1,1, dep ends
on th e measur e X: ,t(s ,PO,l'I) at tise t , and on y et) a: before. For this purpos e ,
l et us take a subdiViSion 8:1 in (A.2) , II s eq ...aene e it
o
,sl as in (A., ), and a
s eq uence ill~ , s I satis fyi.n& :
(A. 16 ) ':!41~",.: 'B ·Po ,s in tho l/eak * topology of ~ ,a '
'Jje de rine :
fo r every Y and P , and lie bu ild 'the sequ ence {xSI as follows :0,'
Definition 1..3 'lo' e SaY that (xu . pu ) is a x-sc tu t.tcn of (A.1) fo r th e c l os ed- l oo p
strat egy U E ~ , if t he r e exi s t a sequen ce of subdivi.s ions of {s . T] sat i sfying
(A.2 ) . a s equence {':.s } satisfying (A.J), a s equence 11t~ .s J s a tisfy in g (1.. 16) .
and a s ubs eq uenc e Ixl\'lr'u .plUr } sa tisfyine (1..1 '3) ....ith u~ defined by
(A.17 ) . S U C:l that
(A,1 9) lim Ilxmr '
u
_ xU11 '" 0 and /:'ll«:> pmr = e" ( weakly 1- in ~.T ) '
r - "" Cs •T
Theor em 1.. 2 : und er the 8S!!umpt1 ons of 11 .2.3 . , tber-e eXi s t !! a t l east one
x- sc tuti cn (xu ,pu) . and every K_solution ( J,:u,pu) s a tisfi es :
(1) xu , w(s ,E;. . p ) i s a n abs o l ut e ly continuous solu tion on [ s , T) of
o .s o ,s
Vt E (t j ,t j +1[ . Yj"o • • •• ,M-l . with 11v de fined as in (A.18) . and
with tl(p~,t) a denumerable filt er- conver g i ng to P~ , t in ~.t 'l ea k » ,
(ii) pU = xU(s ,Po , s )
~ : Let !'t~ J . {I;.:. sl and 11t:.
s
J be gi ven ea i n th o defini tion 1..3 . We
shall pro ceed by i nduc tio n on r with f i xed m t o pr ov e t ha t t he a equenc e lxm. ptll}
is uniquely defined :
on [t~ .t~(. on e can def i ne xm .u 'W(s '!;.: .s J1t~ ,s) i n a unique way by c l as s ica l
a r gu:nents on differential equ ations . and th e applicatio n :
(.... 1;. ) - J:m.u· ...(s .1;. , .",m ) is neaeuz-ab Le, Thus there is no diffic'.llty t o
c ,» O . S 0 ,13
define in a un i que way th e nee eur-e pro ill = xm, u(s , 'ltm ) . Su ppos e t ha t this0.t1 0 , 1'1
pr op erty hol ds u p t o th e o r-de r r , t hen f or r u , t he same areurec:lt lHJ a t th e o r der
c pr ov es t ha t (Xffi , U, pffi) is uni que l y defined '1m ... c ,
By the s ame argument a ll in theorem A.l , the s equ ence !Tm.ul i a equ 1continuou" 1n
eO([a .T] ; Rn) , equi bounrleLI for eve r-,Y in it i a l E;. t Ying i n a bound ed s ubs et of
0"
C , an d s atis fy i ng :
0"
(by Gr onwa ll ' s inequa li t y ) .
rres , i f we t ak e a fam ily of bou nded aubs e ta of Co ,s whose unio n is Co , s (f or
exa:ople I U~o , s llco ' 3 " r 'rEN), we have t ha t on each bounded s ubs e t B
r
ther e
exis t s a co nv e: g i ng s ubs equenc e Ixl!lr,Uj t o ~r ' an d t he cor r es ponding
s ubs equ ence P r , '&'it h t.he inl"'l.ua li ty (A.21) co n.erge " to pU i n t he weak ...
t opo logy , pU satisfy i ng :
~ (s , p ) = pUI with BUr'" XU(s ,Br ) .tl r o j e B~
Fi na lly, if 5 r C Br " ·...e hav e {r , IEr ==~r and t hus by a pr o j ectiv e l i mi t
argLl.:llen t XU is uniou e l y def ined on Co,T and pU = XU(s ,Po , s ) ' whi ch pr- ov es
the exist ence of a K_so l u tion . The proof of ( ii ) f o llows exactly th e s ame lin es
as t he pr ec eding a r gumen t. Fi na lly (i ) is prov ed exac t ly as i n t heo r em A.' . II
Fi na lly , t he pro pos i tion A.1 , adapted in t he c Ioeed-cI ccp cont ex t , holds t ru e
and i t s pr oof , f ollowi ng t he same lines as pr oposition AI 'S pro of , i s l eft t o
the r-eador-, _
A.II I. FJlillten ce of so l u t i ons to t he prob l em o f roar t i nga l !! fo r c l os ed- lo op
strateg i e? .
~: rP ( t ; 3 , P
s
) t- ¢ \ft.l E ii, ve > s , 'I Fa E 1I1: ,s (n+<l, +1 ) .
Fur t he r mcr e , f o r eac h P: , P
g
E pU(T; s ,P
s
), there exi s t s a
Bro , t ] x J t x '111,. x ~ moae ur -eb Le s el ecti on Fo of t he mult ifunc t i on <t>
su ch tha t P~ ,Pg s olv es t he prob l em of mar tineale r el a tive ly t o (F
o
, F1 , u , s , Fs ) '
.ftW : Sinc e 1! rr:., ~ (T : s .p~) 1I = IIPs ll 1fu , L . ~ . t he aequence { n~ , I3} lie>l 'in "-
lIeak .. compac t s ubs et of ~ ,T(n+o. +t ), and one can ext.r -ae t a s uba equ enc e , s t il l
noted 111~,13 L conve r g i ng t o If E ~,T(n +o. +1 ) .
Let us f i r stly ane Iy ze t he co nvergenc e of t he pro j ections of rr:., 13 on
C:~ namely of n~,f3
_ 18 1 -
If ep E ~(c:-:i)' vie have:
(A.22)
such that
Froposi tion 3.'. '1'hus since 1t~,~ (L;s, tt) ~ R~: ~'~ (. )vs , tts with
t
(A.23) RU'~'~(I;) = exp[ f (11~1 (0',1;(0'))11 (O',I;,u (y,II.( ) ~)))ldV (0')
s , t S 0 0' J o ) , s
1 r -1 ( )) 2 J
- 2' J
s
l1n1 (0',1;(0'))1') O',I;,uO'(y,IIj(O'),~ II drr
where we have noted j(O') = k Vcr E [tk,tk +1 [ n [s,TJ, and 110 haVi~g linear
growth (see (3.7)), we kno tr (see for exa~Ple [12J) that {R~:t'~l
remains in a weakly compact subset of L (c,» ), and that there




s) d~f "1tU (T; S , ).1s ) = R~,T vS ' l1
s
'
Consequently there exists no' 8[0,tJ x 3't x 'lit x 8~measurable such that
t
(A.25) !iu t(l;) = exp[ f (1')-1 1 (O',I;(cr))Ti (O',I;,Y,itU(O'jS,11 )))Idv (0')





But, noting 'R(Z) the function equal to 1 if 11zl1 <;; Rand 0 otherwise, it is
clear by (3.29) that for each R > 0, the s equence :
lF~,L,~.1RI isboundedin L1(;,~s,ps) 1,here:




'I'hus , one c an extract
weakly to Fa.' R in
subsequence such that F~,L,~ .1
R
), 1rlith:
~rll, eo r-e , a !.yir.e; )la Tou.r' ,: tt. l'()~· e::I , one e m f ..nd iJ ::e1;l.110:1::e o f f i nite co n ex
i _~ t tore of the { r~, !.· f, .l .J ' :; . :<tTO!",::l,/ co''' ·'''·r;<n.; t o ~.I'I i r.
, (Q' '' :I.p '1)' Fu t t'li:l IU.·n~ l ha t fo r tfN " r y ( ~ , Z . y ) :J" ¢ h ~hat IIzll < R,
lo/ nev e :
0fH.:, l et t ing R - "". lie OD~a ln :
No'l. e;oi ng back to (A. 22 ) , we helve :
and :
(A. 31 )
= E (9 ) V, E c~( ;) .
rf(-:- ;s ,f's)
!i'1na11y • .= lnce , by (s ,JO) . ; 11( -:-; 3. 11-) -; R~.TV3'lls • it f0 1;0"'8 tbt
v!I(l) _ J~T)~J (:: )~ (O)dO ll! a (at ' 'T.:1(T;s.ll-g ' ) ill 0.er Iro C~9 . and c.:. r.c lu h.~g
as i" Pr o ;.os i t lo n ) .1 , If solv e.'!. l he prob Lee or mart in .;ale rela tively to
Prol?O"Iition A.1 vu E u , Vt E [ ,., , '1' ] , 1fg E [0 .1'). If P.'l. E ~ ' :1 (n+q t1 ) ,
.w:22!:. : Clc" ..rl., . we huve t t.e Lnc Iun t on
Conversely, let n; E pU(t;s,I' )
.... ,s s
By definition, I\.s
and nU(T; ("n~,s) E ~·P(T;t,n~,s)o
limi t of a sequence n~,~'
Novr, choosing L,~ large enough, we have:
Thus it remains to build the sequence associate1 to nLl(T;t,II~,s) by letting u t
depend on nL[3(t~s,ps)'u and to choose the other nj,~ts to have the desired
convergence to II (T;t,nt,s)Q 'l'hus , for every fixed L,I3,
and, eventually extracting a sub cequence :
which means, by ciefinition, that nU(T;t,n~,s) E P~(T;S,Ps)' and the result is
proved. G
PART I E I I I
Filtrage n o n j. m e e Lr e d e d i men s ion f in i e pou r
u n e c La e e e d e eya t.eme e lL temps di s cret et co nt inu o

RESIHE DE ~ IIIoJle FAHTIE
Filtrage nonlineai:ce de d'rcension fir..ie pO"J.r ur..e classe rie systemes
a ,emps discret o~u__cor.t i.n.i ,
On etudie dans ce t t e Ik.rtie, le probleme de 2.'existence e t de la realisatio"
m.in.uua Le de filtre de di.mens Lon finie pour des s vs tcmes de i a forme:
sans bru j ts de dv nanu.que , mais avec, dans Le cas du temps dLs cre t , des bruits
d'observation ao rrt l'intensite est co r-r e.Ie e ;, l'etat.
Dans Le pre'1lier papier (temps discret) Le sve ten.e 8volue sur une variet8
diff8rentiable ci.e dimension e t f est un diffeomorphisme. L'observatio!l est dans
RP , et 11 est telle que [x Idet fI(X) = O} est une aoue-var i.e te de dimer.sion au
plus n-j ,
Les bruits s on t blancs, gaus s i.ens , stationnaires. On Co=ence par le caLcu ;
de l'equation (recurrercte) de la dens i te conditionnelle no r; no rrna l Ls e s je
sachant toutes les observations paaaees , ••• , Yk ' puis on mont.r s que cette
:;;Jeut s'interpriHer comme la sortie sy s te me ou les entrees sont ~es
observations. C'est ce t t e application en t r e e-v.o r td e qu s l'on va realiser en
dimension finie. Pour cela, on montre que l'etat de ce syst"me (rie dimension
infinie) s'exprime de marri.er e naturelle dans une "bxs e canonique" obtenue s i.mpl erucr,
e. partir des fonctions f, h et n, et on mon tre que la co nd Ltion ne cee s a i r-e e t
suffisante d'existence rie filtre de dimension finie est precisement que base
canonique soi t finie.
De plus, ladimension de La base canonique est egale ~ la dimension rrrirri mal e fic.tre,
et on donne les equations exp':'icites du filtre mi.ru.maL, On montre ensuite des
proyrietes de tMorie des svs temes pour Le filtre minimal et pour ~e sys terae (f,h,'1),
et on essaie Q'evaluer la "grosseur" de l'ensemble des s vs te mee av an t un filtre -de
dimension finie. On do nne enfir. un ex empLe d'application a un p:cobleme::e pou.r su r t e
cible mooile (conduite de tir).
Ie s ecor.c ;'2-;:ier, on developpe l'upplica~:'.-or, prOJ18CJle::e co ni.i i.r e (:e
t i.r en _es :ne-cho::es preceder:tes (Ie fi::" .r-e
c i ner.s io n 4) et er: les compar-ant aux techniques ::i.e filtrage de Kalman eter.du (qui
"iverge yresque systcmatiquerneclt) ainsi qu'a ur; f i l t r e (,e Ka.Lman ob t enu
sfsceOe 2 fois derive :iu :;ysteae .i e (aui s 'avere Lnob s ar-v ab Ls ) ,
Dans le t r oi.s i.erie papier, on generalise les techniques ;;Crecedentes au t emus
co n t i.nu , On donr.e une solution explicite de l'equation:i e Zakai et on dcduit I a base
cancm.cue comme precede=ent, ainsi que la CNS d'existence ~'ur_ filtre c e dimension
finie et La realisation miniaale de ce filtre. C"IS est de plus eO,uivalen"te a la
condition de dimension finie de ~'algebre d'estmation (algebre de Lie de
l'equaEon de Zakai).
EXACT FINITE DIMENSIONAL FILTERS FOR A CLASS OF
+NONLINEAR DI SCRETE-TIME SYSTEMS
J, LEVI NE* / G. PIG NI E*
We obtain a necessary and sufficient condition for the nonlinear
discrete-time system:
to have a finite dimensional filter.
This condition is used to obtain an explicit formula of the minimal
filter, as well as various systems theoretic properties of (l:) or of
the minimal filter. These results are applied to a tracking problem for
a moving target.
This work is supported by the French Army under contract DRET,
83.34.177 .
Centre d ' Automatique et d I Informatique de I 'Ecole Nationale
Sup e r i eu r e des Mines de Paris.
35 rue St Honore, 77305 Fontainebleau Cedex - FRANCE.
2.
INTRODUCTION
The filtering problem, recursive estimation of a partially observed
Markov process ([14],[22],[42J), has been studied by many authors. Among
these papers, the Kalman fil ter plays a central role since it can be
computed through a finite number of sufficient statistics. This property
has received the name of "finite dimensionality" and the very serious
difficulties met when computing nonlinear filters, have motivated to
study the systems having an exact finite dimensional filter ([ 1], [2], [5],
[6],[18],[19],[29],[30],[32],[40]), or whose filter can be approximated
by a sequence of finite dimensional filters ([9J,[17],[24J,[25J,126],
[31],[38J).
Unfortunately, in the case of exact filters, most of the results
prove to be negative and establish non-existence of finite dimensional
filters ([5],[19],[40]), at the exception of very rare examples ([IJ,[5J,
[6], [29]), whose applicability is questionable.
Concerning the approximation by finite dimensional filters, the
situation is only clear for processes of "small" dimension since the
dimensionality of the approximation increases exponentially with the degree
of accuracy ([9J, [171, [24J, [25], [26], [31 J, [38]).
Starting from a different viewpoint, some authors have tried to
characterize the stochastic properties of the processes that can be "rea-
lized" by a partially observed Markov chain ([3J, [II J, [20J, [35J, [41]),
their finite discrete-state structure inducing naturally a finite dimen-
sional filter.
Thus, the finite dimensionality has been mostly studied for conti-
nuous-time systems or for discrete-state systems, but very few work has
been done in the case of discrete-time, continuous-state, nonlinear
systems.
The aim of this paper is to study the finite dimensionality of the
exact filter for a class of discrete-time (continuous-state) nonlinear
systems of the form:
These systems are particularized by the fact that there is no noise on
the dynamics, but the observations are perturbed by gaussian noises vk
whose intensity is correlated with the state xk. (One sometimes says that
n(x).v is a coloured noise, but in a different sense of the one in [34]).
3.
This correlation with the intensity of the noise can be useful in filter-
ing applications as in communications networks with analog/digital conver-
sions, or for svstems with saturations in the observations: a simple example
can be found in the observation of the state of a valve in a water reservoir
by imperfectly measuring the level of water. \fuen the water overflows, the
noise cannot change the level, and we must have n(~) = 0 where ~ is' the height
of the reservoir.
We begin the paper by a precise definition of the finite dimensional
filtering problem. To this aim, we derive the evolution equation of the
unnormalized conditional density in section 1.2, and then define the
notions of realization of this conditional density (1.3); we give the
orientations of the paper in 1. 4.
The section II gives a complete caracterization of those systems (l:)
that admit a finite dimensional filter. The fundamental result is that
the functional space generated by the functions:
k k' -I P k k' -I k
cenof (.»(nof (.) \j , j:1 (nof (.»(nof C.» )ij hj.of (.),
for i,j = I, ... ,p , k ::: 0, is finite dimensional if and only if there
exists a finite dimensional filter. Furthermore, the dimension of this
space is equal to the minimal dimension of the filter. (Here' denotes
transposition, and fk is the k t h iterate of f). The preceding space is
called the canonical space (11.1). In 11.2 we give an explicit formula
for the minimal filter and bounds on its dimension, as well as observa-
bility and local weak reachability properties, providing thus another
proof of the minimality of the filter. Three elementary examples are
given. In 11.3, we characterize the systems (l:) having the same minimal
filter by the notion of subordination, and deduce a necessary and suffi-
cient condition for a system (2:) to be immersed into a linear system.
The section III is devoted to the application of this theory to a
tracking prob lem for a moving target.
Finally, in section IV, we evaluate the number of systems that admit
a finite dimensional filter of given minimal dimension.
4.
I - STATEMENT OF THE PROBLEM
Once the assumptions stated, we shall prove a recursion formula
for the unnormalized conditional density, and then state the finite
dimensional filtering problem in terms of systems realization.
I. I. The basic assumptions
Ive consider the following class of discrete-time nonlinear systems:
k = 0, 1, ...
where:
· the state variable xk at time k, k = 0, 1, ... belongs to a pureparacompact connected CI manifold X of dimension n ;
· the initial state Xo is a random vector in X with probability
density Po E CO (X;R+) with respect to lJo ' a given Lebesguian measure
on X;
· the observation vector Yk and the noise realization vk at time k,
k = 0, I, .•. , are in RP;
and:
(HI) f is a c1-diffeomorphism from X to X. [J
(H2) hE CO(X;RP), n E C1(X;RPx P) and:
(detn)-I(O) d~f{xExldetn(x) = 0 } is a c 1 manifold of dimension
at most n-l. 0
(H3} the noise sequences {vk}k>o are stationary and time-uncorrelated,
namely: E(Vkvj) = E(vk)E(vj) \Ii< f j (prime denoting transpo;e) and
E(¢(v
k)) = E(¢(v j)) \lk, ji \l¢ continuous and bounded oni\ ; furthermore,
each v
k
has a density VEe (RP;R) with respect to the Lebesgue measure
of RP, \Ik = 0,1, .... []
We shall talk dlbout the analytic, or shortly CW, case when X, Po'
f, h, n and V are C .
5.
Remark 1.1: The system (1.1) is a partially observed Markov process with
de;tVU11~VU.J.J;UC. transitions:
;~::eXC~~Xk~) stands for the space of continuous and bounded functions
This quite restrictive assumption is balanced by the fact that the.
;"VLt:e.nody o~ the. ob~eJlva.-t<..on',~ no..u,e de.pendll on :the lltate.. Note that, up
to the authors knowledge, the filtering problem for (1.1), or for its
continuous-time counterpart, has never been studied. 0
Remark 2.1: (HI) holds true for example when (I. I) is obtained by "exact
discretization" of an ordinary differential equation. Namely, if F is a
complete vector field on X, having the form:
n i d
F(x) = i:1 F (x) ~
with respect to a system of locfl coordinates (xl, .•. ,x n) in a neighbor-
~;~d of x E X, and if i;t (x ) = (i;t (x), ... , i;~(x» denotes the flow defined
t-£- i;i (X) = F i ( E;t (X» , Vt > O , i=I, ... ,n,(1.3) t tE;o(x) = x
then, if 8 > 0 is given, and if we denote:
(I. 4) t k = k8 , xk = E;t k
(x) , f (.) = E;8(.), VI< = 0,1, ... ,
we obtain that:
and, if 8 is small enough, it is a well-known result that f = i;e is a
CI diffeomorphism of X. '
This remark is very important for the applications. [J
1.2. The evolution of the unnormalized conditional density
We shall denote Yj{"(YI' •.. 'Yk)' VI<:::I, the history of observations
up to time k , and Yo the empty sequence.
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!heorem 1.1: The unn~rl(;alized.conditional law of ~k k,!(,owing 'iK h a s a -'-1
density Pk ( .IYk ) £ C (X;R+) wi t h respect to lJo ' wi t h X = X - j~o (d e t no f J) (0);
and Pk(.IYk) is given by:
(1.5) Pk(xIYk) = Idetll(x) 1-IV(ll-l(x)(Yk-h(x)))J~I(f-l(x))Pk_1(f-I(x) IYk_ l)
\1k > I, \1x £ X (and thus almost everywhere),
and where Jf(x) denotes the Jacobian of f relatively to X, evaluated at
the point x £ X.
The proof can be found in the Appendix I. 0
Theorem 1.2: Pk(.IYk) is the (infinite dimensional) output of the system.
{
- I -I I(1.6) 'TTk(xIYk) = V(ll (x) (Yk-h(x)))'TTk_1 (f (x) Yk- I) ,'TTo(xIYo) = Po(x)
(1.7) Pk(xIY
k) = ~~I [ldetll(f-j(X)) I Jf(f-j-I(x))]-I. TTk(xIYk)
J=o
whose state is ''J<. (. IYk) in COd';R+), and whose inputs are the sequences
Yk £ RPk , v~.::: I. th -I
In (I. 7), f J (x) denotes the j iterate of f , namely:
Proof: Expressing the outputs of (1.5) and of (1.6), (1.7) respectively,
a5'""fi:lnctions of Po' it is easy to check that they coincide \1k E N. [j
Remark 1.:3: Though apparent ly more comp Heated, the sys tern (1.6), (1.7)
~:;t~w( I~~~:n~~~::: t~: ~~;u~~ey:a~~~yw: ~;~:m~~P::~~:da:~ (i~~~) a i:~~O~d
one, (1.7), without dynamic contribution of the inputs. On the other hand,
it becomes natural, with this language, to try to find a m..tn-UnaX Ite.a£...tza-
lion (finite dimensional or not) of the system (I. 6), (I. 7). This will
motivate the definition of a finite dimensional filter in the next para-
graph. []
Remark 1.4: One can summarize the relations between inputs and outputs
O'f(T:l)and (1.6), (1.7) by the functional diagram of Figure I, where
the noises are the inputs of the first subsystem whose outputs are
the observations, which are, in turn, the inputs of the second subsystem
having the conditional density as output. We shall call indifferently
the second subsystem or its outputs the Sil-te.tt.
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In subsystem 2 of Figure I, we have noted:
\-1 for the translation operator defined by \_I(1T) = 1T(f- I (.» ,
and (DkJk)-1 = ~~I rldetnof-j(.)j.JfOf-j-I(.)]-I.
J=O
Clearly, our aim is to realize the second subsystem by a finite
dimensional "box", having thus the same inputs and outputs, when the





1.3. Definition of a finite dimensional filter through systems
realization
By realization, we mean the general definition of Automata Theory
(see Kalman-Falb-Ar1:ib [22] page II).
Definition 1.1: A &-LUeA (resp. local filter) for (1.1) is a realization
(resp. local realization), with unspecified dimension, of (1.6), (1.7)
of the form:
¥k .:: 0
(resp. ¥x E Uk = fk(U»,
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Definition 1.2: I) a 6J..Yl-ite cUme..n6J..ol'll1X 6J..-UVt (resp. finite dimensional
local filter) is a realization of the form (1.8) where a k E A lik::: 1,
A being a finite dimensional c! manifold, called the parameters space,
with
If dim A=r, we say that the dimension of the corresponding filter is r.
2) ~ filte:: is s~id to be -6:ta:ti..onaJLfj if <l>k :: ¢, °k :: c ,
lik, and pMudo--6.ta.:t-tonaJLfj i f <l>k = <I> and 'fIk(.IYk) = D(ak,.) lik(D independent of k).
is CW, if <l>kE cw~lx;p~~~~t:n~i~:~s~8(:~c~~t~:) ~s (~:~~~dc57~g~~k~~+~).).
4) a filter is said to be J..nve.tL:tJ..bie. if <l>k("y) is a
CLdiffeomorphism from A to A, liy E RP, lik E N, (and CW in the analytic
case). [J
Remark 1.5: In the case of a local filter, ¢k and ok depend on U.
~~ert~~ot~~:nn~~~~:nt;o~~~e{~T~~~~, ~&} t~~c~a~~a~fo~ ~~~~t~iP:r~t~t~~ing
dimensional filter exists of dimension r., i=I, •.• ,q; we thus obtain a
finite collection of finite dimensional tocal filters which generalize
the global case. But apart from this situation, the interest of a finite
dimensional local filter may be questionable for the applications. I::J
Remark 1.6: It must be noted that definitions 1.1 and 1.2 cover all the
~~::~~~~~afe~t~~~~~n~h~~,f~~~:~~r'A;ka c:~s~~t~b~~i~:~ '~~) a i;u~c~t:~t~f
a 6J..Yl-ite.. numben. 06 paJLame:t~ (ak, .•. ,a~) (lik ::: 1) whose evolution is
described by ak +1 = <l>k~ak'}\J' and secondly, for every ¢ continuous and
bounded on Rn, E (¢ IYk) = ¢k can also be obtained as the J..n6J..Yl-ite dimen-




<Pk = f¢(x)0 k(ak,x) dx ,
9 .
In the continuous-time conte xt , such a f i l te r i s c a ll e d II " un i ve r s a l
fin ite di mensi onal filte r" (see [5]) . to d istingu ish f r om t he l e ss res -
tric tive notion of f i n i t e dim ensiona l fi l te r f o r one o r II fin i t e nce be r
o f functi on s { ¢ :\ l . that may be d efi ned by (1 . 10) with th e g i v e n
f unc t io ns { 41 ) .
In the language of stat istics , th e pa ramete rs (a l • . : . •a r ) a ~e
called Qu66i c..ie.n.t .6ta.t.WU.CA s ince t he y su:n up 1I~1. the I nfor~atlons
n e e de d a bo u t t h e obse rv ations to co mpu te t he conditiona l dens k t y , a n d
reject pa rt of , or all, t he redundancie s of the o bs e r va t ions {Yk} k >o
(see for example [ 21]) . -
For example, in t he linear gaus s i an c as e , one can choose A _ Rn .x~nxn
and .:lk • ( ~k ' Ek ) wi th xk the co nd i t io nal mea n of ~ and rk t h e c o nd it i o na l
variance o f (~-,\) , ¢ k being t hu s d efined by th e Ka l man f il te r equation ,
Il ~d the ou tp u t Pk ( . I \ ) be i.ng th e g aussian de nsi ty with pa r ame t e r s
(Xk ,L k ) • Ilk '
Ano t h e r exampl e i s the heur ist ic definition of r ema rk 1. 4 as a co m-
pe nsator (subsystem 2 o f Fi gure i) . Th e next prop o s it i on p ro ve s th a t
definit ion 1.1 fi t s wi th thi s heuristi c de fi n i tion . [J
Pro position 1.1 : The system ( 1. 6) , ( I. 7) i s a f il t e r i n t he se nse o f d e fi -
m t rcn 1.1. Cons equen t ly , a fi lter of the fo rm (I .B) a l wa y s exist s (bu t
ge ne r a ll y infini te dime nsiona l) and can be chosen pseudo-s tationary .
Pr oo f : Let us set : A · C"('k ;R +) , ak ~ lIk ( · jYk ) ' ao • Po ( ' ) '
(1. Ii ) ~k( a , y ) . V (~ I ( , )(Y-h { .» ). Tr l (a ) • wi th \ _l(Il} • aU - I (.» .
(1.12 ) O'k ( a , . ) . ~ ii l [ ld e tllof-j( .) I .Jfo f-j - I{ .)] -I .a, "'1<. ~ I . 0o(a , , ) " a ;
r-c
~ ~~: ' (~ •~~ ~n~ 1~~~ tt~u~U ~ i ~~e; ~:; ~~~~~: l~~~~ ~ ~~~e:u~:;s~~:m2(~f B~ ig~~: I
is a filte r ) . a nd s ince t h e rea l i za t i on ( 1. 6 ) , ( I. 7) always e xis ts and ,
;;~~~z:~i~~ ' ~~~ ' b~ 1~~~~;n~Ss:u:o-:~:ti~~~ ~~ , ·a:d ~ ~~ . ~~~~ ;t Pi :k; ; ~~ e~ ~ i i:J
Remark 1 . 7: I n r e rms of fun c t i ona l diag r a m, (1 .8) f a c t o r i zes t he s ubsys tem 2
as s hown I n Figure 2 :
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This diagram suggests another simplification: since only c(Jk and A are
concerned with finite dimensionality, then the system made of equation
~~~~)r:~~i~~~r~~ :~~~~~~~e1T~~lY~~.~~~~l~~~~ew~t;~~~~ ~~~~ ~:~~l~h~n
the following proposition. [J
Proposition 1.2: To each filter (resp. local filter) of (1.1), there
corresponds a realization (resp. local realization) of (1.6) with output
-~~:~~~~:n:f«(l~~~: ~:~a~o~~~~~:l~im~~:~~~~~~r~~s~~ ~~~i~t~~:i ~:s;. f t~~~~­
~~: l:~m~i~~~~~r~~~nFi~~~iy:i~7. ~~t~~: :k;~l~~~_~::t~o~::~i;~~~~~ 7~t~nd
only if (1.6) with output 'TTk(.IYk) has a stationary realization.
Proof: Let (1.8) be a filter of (1.1). Then, denoting:
(1.13) 0k(ak,.) = ~~1 [ldetnof-j(.)I.JfOf-j-I(.)] 0k(ak,.),J=O
it follows that, for a o such that 0o(ao") = 0o(ao") = Po(')
is a realization of (1.6) with output 1Tk (. IYk), and the converse is
trivial. In the local case, the proof os exactly the same with
;~;~l~~U~~ ;h~~(:~;~~AUk'o:t;o~ht~ef~~~~~i~~m::~~n;~~~~';::l )i:~~~~i~~lity
the same in both systems. Finally, the ana l y t i.Ei t y property follows from
the fact that Ok is analytic with respect to a if and only if ok is,
and the stationarity property is an easy consequence from the definitions
and (1.13), (1.14). .
1.4. Statement of the existence problem for finite dimensional filters
and orientations
We want to characterize the triples (f,h,n) such that, given X, V
and Po' a finite dimensional (resp. local finite dimensional) filter
of the form (1.8) exists.
Furthermore, we want to know if there is a relation between the
dimension of the minimal (resp. locally minimal) realization of the
filter and the dimensions of X and of the observations space.
Finally, can we obtain the equations of the minimal (resp. locally
minimal) filter?
II.
In fact, it is not surprising that we cannot answer these questions
in such a generality. However, when the noises are gaw.,~~-tal1, we shall
give a complete solution to the three questions hereabove by algebraic
and geometric methods (section II). We shall also characterize the
triples (f,h,T) that admit a finite dimensional filter in terms of sub-
ordination to a system having a linear dynamics and nonlinear observa-
tions (systems of the filtering class).
A non academic example of tracking for a moving target is given in
section III to illustrate these results.
A final section IV is devoted to the evaluation of the number of
functions f such that (X,f,h,T),RP) admits a finite dimensional filter
of a given minimal dimension, h,T) and the canonical basis being given.
A partial result is obtained via algebraic topological methods.
The concluding remarks will be partly devoted to a discussion on
possible methods to deal with the general case, namely the case where
the noises are not gaussian, and the case of noises in the dynamical
equation.
II - FINITE DIMENSIONAL FILTERS FOR GAUSSIAN NOISES
In this section, we shall suppose that:
(2.1) V(v) = e-1/2/1vll 2 , with II v 11 2 = v'.v .
Remark that the normalizing coefficient (Zrr ) -1/2 is useless since we
consider only unnormalized densities.
Also, there is no loss of generality to assume that the variance
of the noise is the identity of RP since one can eas~ly deduce the same
results for a variance matrix l: by changing 11 into T)(x) = T)(x) [1/ 2•
The same remark applies if v is not centered.
Taking into account the algebraic properties of the exponential
function, and generalizing to this context the methods of exponential
families in statistics (see [27]), we shall easily obtain a functional
basis of the filter that will be called c.aVLOtUc.etf bM~ by analogy with
the classical realization theory. This canonical basis will provide the
YleCe1J1>M/:f and 1>u.n6~cA.en.t C.OI1c:UUOYl of existence of a finite dimensional
filter, the e.qu.a:UOYlJ.> on the. m-trUmetf Jte.etf-tza:UOI1 06 the. 6-<LteJt and, of
course, the minimal dimension of the filter, as well as system theoretic
caracterizations of the triples (f ,h, 11) by means of the concept of
-tmme.Jt6-<-ol1 (or subordination) (see [] 2]) .
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II. I. The canonical basis and the fundamental theorem
with (2.1), one can rewrite (1.6) as follows:
-1/2[(yk-h(f(x)))' (n(f(x))n' (f(x)))-l (yk-h(f(x)))](2.2) TTk(f(X) IYk ) ~ e
• TIk - 1 (xIYk_ l )
and, by induction:
k k -1 /2[ (y .-h(f j (x))) , (n(f j (x) ) n' (fj (x))) -I (y .-h(f j (x)))]
(2.3) TTk(f (x) IYk ) ~ j~1 e J J
. Po(x)
¥x E ~ (resp., in the local case, ¥x E U).
Let us now denote:
{
Hi j (X) ~ ~n(x)n'(x)i~
(2.4) H.(x) = z: H.. (x)h.(x) i~I, ..• ,p
i. j=1 ~J J
H (x) = t H.(x)h.(x) = H.. (x)h.(x)h.(x).
o i=1 ~ ~ i,j=1 ~J i. J
Thus, {2.3) becomes:
k -1/2 ·~l(atS=1 HaS(fj(X))yc;.y~-2JI Ha(fj(x))yj+Ho(fj(x)))
(2.5) TTk(f (x) IYk ) = e J ,
.Po(x)
where yj is the a t h component of Yj at time j, a = I, ••• ,p, j::: I.
is th~h~:;o~~n~i~~a~; ~h;~l~~~mr:~~~~a~h:oi{;~:;r;fl~~~;i~~~~,::nji~YI}
w~~~ ~~j~~i~~~~ ~~~~:i~~:~t~h~~o~~e~~~ci~~:J a~eai~:~;~~d~~~ ~/y:' ¥j > I
J -
Also, one can see that the set of functions:
(2.6) H ~ {HasOf j ,Haof j I a,S=I, ... ,p, j ::: I}
~;:Y~o:p~:~:~;ld:~~;m~~e~h:yf~I~~~i~~eP~~~~;~~t~~~~~~~ (~~~~i ;~~v~ki~IYk)
the sequel that H has intrinsic properties, as suggested by the word
"c anon.i c a L'":
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Definition 2.1: Span H is called the cal1onZco.£ ;.,pace. and a basis of
Span H is called cal1onZco.£ bM.u.,. [J
Recall that Span H is the vector space obtained by linear combina-
tions wilh cOYlJ.>tant coe.6Mue.ntJ.> of the functions of H.
Remark 2.1: We have not included {Hoof j, j ::: I} in the canonical space
since this set is not affected by the observations. Furthermore, one can
also reject it in the output function by considering the equivalent
system:
(2.7)
Remark 2.2: Span H does not depend on Po' We shall see that this implies
that the finite dimensionality of the filter does not depend on Po' [J
Remark 2.3: Formula (2.5) can be seen as a discrete-time analogue of the
Ka11J.al1pwr.-S.:tJUe.bel';., floJunuta (see [14]), giving the conditional measure
by its d~nsity with respect to dPo kl!l dv k,. and th~n. cond~tioned b~ the~~~;~v~=~o~:.s~:nt:= :alik;Zho~~\~~~ent~ald ef i.n i.ng "k (·1 Yk ) i,n
On the other hand, the functions Ha SOf
k
, HaOf k summarize the
contribution of the dynamics f in the ob s e rva t i ons . Consequently, Span H
has the system theoretic interpretation of an obJ.>eJtvatiOI1 ;.,pace. for (I. I)
(see [33]).0
Theorem 2.1: (Fundamental theorem): the following properties are equivalent.
~ admits a finite dimensional filter (resp. finite dimensional
local filter).
(ii) Span H is finite dimensional (resp. 3 U open subset of X such that
Span HI U is finite dimensional).
(iii) J.r.E N ,3 8f ... ,8 r E Span H, 3R matrix (r,r) wit~ constant.~oef-Sff~~~e~~=t~(~:I:::::)detR 1 0, aln:~~')i '"O'B,:~n:B~I"" ,0, ,-1, .... 'r
(2.8) 8r of(x) 8 r(x)
r r
Ha(x) = i~l )Ja,i8i (x ) , Ha,S(x) = i:l lJa , B, i 8 i (x)
Va, B = I, •.• p, Vx EX.
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(resp. 3u open subset of X such that (2.8) holds "Ix E U).
Proof: See Appendix 2. 0
Remark 2.4: With (2.8), we recover the intuitive idea that the filter is
finite dimensional if and only if the likelihood ratio's evolution
remains in a finite dimensional space. 0
Remark 2.5: As previously announced, the conditions (ii) and (iii) do
not depend on Po' [J
We shall now state various
or of its proof.
consequences of the fundamental theorem
11.2. The minimal realization of the filter
A particularly important consequence of theorem 2.1 is the following:
Theorem 2.2: If dim Span H = r <+0> , there exists an invertible analytic
and pseudo-stationary minimal realization of the filter of dimension r,
explicitly given, in matrix form, by: ak = Ca~, ..• ,a~)', and:
a = R,-I a k + MYk+l -+ y~+l 1\ Yk+l' a o = 0
(2.9) t k+l k-l . . -I _.!- ~i:l H (f-jCx))
PkCxlYk) ={.rr [!detn(f-J(x»I.JfCf-J-ICx»] e 2 J=O 0
J=O
.Po(f-k(x»} pCak,x)
. i~l atei (x) '"
:t~~ ~C:~:~~ 72~8), wh~re M .: ~~:r7p:~r~~~;~§}wh~:/e~::~~~C~~.b~:~S
the coor d i na t e of Hi wi t h respect to e j' namely: J
(2.10)











the coordinate of Ra,S with respect to 6 i, namely:
r. ,i i
Ra,S(X) = i:r A~,S 9 i(x) , /\a,S = AS,'l Va,S= I, ... ,p, i=I, .•. ,r.
Furthermore, any other minimal invertible analytic and pseudo-
stationary filter can be obtained from (2.9) by eW-diffeomorphism.
Finally, if the collection {RcL.S,Hall ::: a ::: S ::: p} is linearly indepen-
dent, there exists an integer k
o
~ I such that p(p+3)/2 :: r .:; k
op(p+3)/2
and r = k p(p+3)/2 if the collection {R SOfj,R of j , I <0.< S< p ,
0:. j:. k~-I) is a canonical basis. 0., 0. - - -
Proof: (2.9) has been proved to be a minimal filter in Appendix 2, proof
OfC1ii) => (i) and remark A.2.
The equivalence of every minimal invertible eW and pseudo-stationary
realizations up to a ell) diffeomorphism is proved in Jakubczyk [211.
Finally, the bound on r follows from (iii) of theorem 2,1 since
~h~rj ~xt::~}a\~~~:~n:na i~~~~~~c~P ~~~~s ~h~~n~:o.tR~f~~x~g~i Jnl~b~ra oi s :: p ,
indepe;dent functions in this collection is k o(p(p+I)/2 + p) = k op(p+3)/2,
the resul t is proved. []
Remark 2.6: Theorem 2.2 has been stated in the global case. The local
case can be easily obtained by restricting Span H, 0 and Pk to U, open
subset of k, and these straightforward modifications are left to the
reader. 0
Remark 2.7: Until now, we have used the simplest definition of a minimal
realization, namely, the realization having the smallest dimension of
the state space (here called the parameters space A), and we have proved
that dim A
mi n = dim Span H = r , with similar methods as [211.
Another approach to obtain minimal realizations consists in charac-
terizing them through observability and reachability properties (see for
example [13],[21],[33],[37],[39]). We shall prove that the minimal reali-
zation (2.9) is observable and locally weakly reachable after recalling
these basic definitions. 0
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11.2.2. Qb~eE.v~b2}i:ty~n~ E.e~cE.a~i!.i!y
Definition 2.2: The system (2.9) is ob-6eJwable iff for every sequence
{Yl""'Yk""} , arb, asA, b s A, implies p(ak,·) r p(bk,.) ¥k::: 1{~~:~. ~~y::~. ~~ a:~dt~~i~~~~t~:n=s a O~n~h~d i=n~u~~~;:c~~~:i/eDated by
Definition 2.3: The Jteac.hable. MX R(aa) fromkaO SA, for (2.9), is:~~:~~ :J:os,~kV~i~ St~~ ~~fu;i~~1~f' (2~~~ Sg::er:~~~ ~~a~kaf;~~'~~ =I:=j'
Definition 2.4: A bac.kwaJtd btaYL6-Won. of length k s N, generated by Yk
from a k, for (2.9), is t~r transitio~ n~ted akl(ak~Yk)' ~efined.by':k=ak~ao'Yk) <=> ao=ak (ak,Yk)· ak l t s well d efi.ned s i.nce R t si.iive r t i.b Le . 0
~:~inition 2.5: The weak1.y Jteac.hable. MX Rw(ao) from aosA, for (2.9),
Rw(ao) = {asAI 3 s e N, )kl' ... ,kssN, ]ykl, ... ,Yk s such that
a = a
k s
(a~:_/ ... (akl (ao'Yk 1)'''')' Yk s_ I ) , Yk s) }
(namely a is obtained by k l onward transitions, followed by k 2 backward
transitions, followed by ... , followed by k 1 backward transitions,
followed by k
s
onward transitions). 0 s-
Definition 2.6: (2.9) is lac.ally weak1.y Jte.ac.hable. at aa iff, given a
neighborhood V
ao
of aa in Rr, Rw (a o) II V
ao
is a neighborhood of a
o'
0
Remark 2.8: These definitions are borrowed from [21] and [33] and gene-
ralize the classical concepts of continuous time systems theory. It has
~een proved in [21] that Rw (ae) is. a ~anifold: I~ we denote Tao (Rw(ao)
i t s tangent space at the po rrrt ~, i t; r s not d i.f f i.cuI t; to prove that:
dim Tao(Rw(ao » = dim A
is equivalent to the local weak reachabili ty of (2.9). This idea is
also borrowed from [33] and will be used to prove the local weak reacha-
bilityof (2.9).0
Theorem 2.3: The minimal filter (2.9) is observable and locally weakly
reachable.
Proof: see Appendix 3. 0
The examples presented in this paragraph are purely academic and
our aim is just to prove the simplicity and efficiency of our method.
A "real" applied problem will be developed in Section IV.
Let X = ]0, I [ • The system is given by:
(2.13) {Xk . 1" ::~ 'fk,N
Yk = n(~)vk
where n(.) is an arbitrary scalar function from ]O,I[ to ]0+00[, and
where X o is a random variable in ]0, I [ whose probability density is




HI(x) = 0, HI,I(x) = (n(~))2 \Ix € ]0, I [.
(2.15) H = {(n/))2' (n(f~.)))21 (n(f(f~.))))2 , ... } with f(x) = ::: .
But it is easy to check that
(2.16) f2k(x)= x , f 2k+ l(x) = :::
and that:
\lXE: ]0, I [ , \lk ~ 0,
is a canonical basis of H, with dim Span H = 2.
Furthermore, 8 1 (f(x)) = 8 2(x) , 82(f(x)) = 8] (x), so that:
(2.18) (8 IOf ) = (0 I \(8 1, and R = (0 I).
S20 f I 0) 82) ,I °
On the other hand, since HI (x ) = ° and HI. I (x ) = 8 1 (x), we have:
(2.19) M = (0,0) , ~:I =] , Ai] = 0,
and the minimal filter, using (2.9), is:
18.
with, 'Ik ::: I:
Po (x )
pzk(xIY Zk) = ----(1((x)~(:::))k
(Z.ZI)
Z Po C:::)




Remark that the local weak reachabi li ty of (Z. ZO) is equivalent to the
contrOllabi(l~tYI O)f the U('n~) system:
E; = E; + u
k+1 ! 0 k 0 k
since the backward transitions have the same result than (_yZ) and,
~~~~~~ u = ±YZ['! t~(e0a~\(r~i)Oln is prove[d i gf]course, Kalman's criterion
rank 0 j I 0) 0 = rank 0 I = 2 which is the d es i.r-ed
result.
To conclude, the same kind of examplekcan be obtained with any
function f such that: 3 k o EN for which f O(x) = x 'Ix E: X, or, also,
when II s~tisfies ll(ax) =¢(a)ll(x) 'IXEX, 'IaER, and when '3koEN such
that f O(x)=ax Vx E: X. All these models correspond to the filtering
problem for periodic or oscillating state variable. [J
Example Z (linear gaussian system)
19.
where J is an invertible (P.P) matrix. H:a(p.n) matrix. and F an inver-
tible (n j n) matrix. X = Rn .
We have:
(2.23) H = {(JJ')~~B'
:~~h (~~~?~~~p~~:n~a;~) F~~m~~::~t of the matrix (JJ,)-I and (F)~cS
(2.24) Span He Span {I.x l ..... x n} • dim Span H :: n+1 •
where xi denotes the i th component of x ,
(2.26) SpanH=Span {I.x l ..... xm}
It must be noted that the classical Kalman filtering theory asserts
that. under the assumption (2.25). the Kalman filter of (2.22) is the
minimal J.>:toc.ha.J.,lic. realization of (2.22). or. equivalently. the minimal
realization of the input-output system with inputs the observations and
output function the Ylo/tma.U..zed conditional density. wah dimens.ion m
(see for example [10]) and Ylot m+7 as (2.26). But the normalization imposes
one more relation, !Pkdx = I, between the coefficients of the unnorma-
lized filter and thus makes the dimension decrease of I unit. (see also a
discussion about this problem in [2]). This example shows that the unnor-
malized minimal realization can have a higher dimension than the normalized
minimal one; nevertheless, with our local methods. it seems to be verv dif-
ficult to take into account the normalizing factor which is defined b; a
global relation.
Let us now suppose that m = n for simplicity's sake. From (2.26).
















c<,B ~ I, ... ,p,
~
M ~ ( 0; (JJ,)-I H) i' p
v ' A v > ((~J')-lYltI
\ 6 ) J n
Thus, noting (a, b l, ... , bn) the filter's variables, the minimal




It can be seen, when Po is gaussian, that ak and bk can be obtained
as functions of ':'k and xk ' the conditional variance and mean, respectively,
of the Kalman fi.lter at time k (see [10],[22],[23]). Namely,
b k ~CYkl ~ - F'-k cyo-I xo' and ak is the parameter left for the normalization:
exp ak ~ (2TT)n/2 IokI1/2 IJlkIFlk.exp(~(x~cy~lxk-x~cy~lxo)).fPk(xIYk)dx.
These tedious calculations are left to the reader.
(2.31) is known as the "information filter" (see [23]) and is numerically
well adapted to degenerated initial data. Also, (2.31) is valid even if
Po is no.t gOJl-6-6ian whereas in this case the Kalman filter doesn't work. []
Example 3 (polynomial observations). Let X ~ ] 0, O>D land:
(2.33) [' xk + 1 ~ ~l Yk ~ h { + Yjx~ v k
where F, hand Yj are non zero real numbers, F > 0, and where p, q E IV -{O}
are arbitrary. As before, v is supposed gaussian and Po is a given density
on ]0,:0 r.
Z1.
It is easily checked that:
(Z.34) Span H; Span { x- Zq ,xp- 2q, x Zq- p, x Zq}
and dim Span H; 4 if p" Zq (if p s- Zq , dim Span H; 3).
Let us denote:
It is easy to check that:
(Z.36) , M;(O,O,~,O) Z,J.\ Y =





k - ~~7(XP-zq + FP-ZqxZq-p) i ~ I a Zk8 i (x )






(112Fq)-(k-l) I11F-Ixq+ZI-1 e ZI1
itl a~k_1 8 i (x)
• P0 (~) • e Vk ~ J.
Remark that the same kind of result can also be obtained with the system
without any restriction on p and q, whereas for continuous-time models,
(see for example the cubic sensor problem [5], [19], [40]) finite dimen-
sional filters for linear systems with polynomial observations generi-
cally don't exist. This assertion must be however cooled down by the
fact that we have no noise in the dynamics, which makes quite a dif~erence. 1::::1
22.
Remark 2.9: The systems (2.13) and (2.33) of examples I and 3 cannot be
obtained, by a nonlinear transformation, from a linear system (see
corollary 2.1 below). But there exist transformations that change the
original systems (2.13) and (2.33) into systems having linear dynamics
but nonlinear observations: for (2.13), it has been seen that
8 1 (x) = cnc~w ' 8 2(x) = (r)-X»2 satisfy,-~ith 8 1,k = 8 1 (x k) ,8 2,k = 8 2(xk):
~(>~ _(~ ~) (::~k~l) )(:I,k) £]0,00 [x]O,oo [ = 9 \1k.2,k) , 2,k I 2,k(2.13)' -1/2
Yk = 8 1,k v k
which is equivalent to (2.13) in the filtering point of view.
For (2.33), we had:
8 1 (x) = x-
2q
, 8 2(x) = x
2q
, 83(x) = x
p·- 2q
, 8 4(x) = x
2q-p
:~~;v:::~(~~;;)Ri ;~:(f:t'~:::'i;;F~;~Y:;; ;;~)"::k:ha],0: [3:) _i~, Vk
('.33)' \~::~ - 0 0 F'q-P 0 A~::~-:
Yk = h 82,k 83,k + Tl82~2 v k
In both examples, the functions of the canonical basis play the role
of the nonlinear transformation (immersion, see next section). This
transformation does not preserve the dimension of the original system
since (2.13) and (2.33) have dimension I whereas (2.13)' has dimension 2
and (2.33)' has dimension 4. This result is in fact general and will be
discussed in the next section where the concept of subordination or
immersion, introduced in [12] and [33], is used. Rere (2.13) (resp. (2.33»
is subordinated to (2.13)' (resp. (2.33)'). []
Remark 2.10: The relation (2.8) gives a systematic technique to build
systems having finite dimensional filters: fix (h(.) and 1](.), compute
Ra,B(')' RaC), ak~= 1"-'k~P' an~ then fin~ ". such that for a.given
k
o'
al~ the Ra,Sof ,Raof are Li.ne a r comb i.na t i.ons of the p r e c ed i.ng
R
a,
SOf], Raof] , j :::. k a1 . It is particularly simple for k o = I where we




It follows that in fact "many" nonlinear discrete-time systems
of the form (1.1) have a finite dimensional filter. contrarily to the
appearances. The epithet "many" will be precised in section IV. []
11.3. Subordination of the systems (X.f.h.n) having a finite dimensional
filter
Let us consider two systems:
(L:) {~+I= f(xk) • X o E X
Yk = h(xk) + n(xk)vk
~~t~na~;~:p~~~~:t (~~~. i~H~~e a~~c:f ~a~:. a~~~t~:~~i ~~a~:~e~~s r:~~a~~~aight_
forward and left to the reader).
and l:' = (Z.g.1)!.x. RP. z o) defined by:
{
Zk + 1 = g(zk) • 2 0 E Z
(l:') t:k = l/J(Zk) + X(zk)vk
where zkEZ Vk. Z: Cl r-dimensional manifold. gECI(X;X). l/JEc'(t;RP).
XE C' (Z;RP2). where t is an open dense subset of Z. t:kERP \lk. VkERP Vk.
Definition 2.7: We say that l:' -0~ -6uboltcUYla.-te.d :to l: if there exists an
open dense subset 'k of X and an application 8 E C l (k;Z) such that if
8(x
o) = zoo we have:
(2.40) h(xk) + n(xk)vk = l/J( zk) + xC~)vk
IIxo E){, \IIith xk = r'<CXo) , ~ = gk(zo)'
We say that 8 is an -<mne.!t-6-<-OYl from l: to l: • [J
24.
Remark 2.11: This definition is slightly adapted from [33J to make it
fit with our problem: the system 1:' can be less regular than I: and
the immersion S is only of class Cion a dense subset of X, whereas in
the classical definition, everything is cw•
We shall now specialize to systems 1:' "of the filtering class".
Definition 2.8: A system 1:' belongs to the 6il-twl1g cXa!.l~ iff:
(i) Z eRr
(ii) g(z) = Rz with R: invertible (r,r) matrix.
(iii) there e~ists p(rl) :rectors Aa,S E Rr , I:. a:. S:. p, such
that the s ymmet r i,c (p,p) mat(nx: , '\
Allz •.•.... \pz
. . \
(2.41) L(z) • . I; :,!
A1pZ ..••... AppZ/1
is positive definite "Iz E: Z, and a (p,r) matrix M such that:
~~~~N~ (~~ 1=(~2r~z~:dN2~~~ ~ IN~~) a~ :;eEnZde:~:hs~~:~t s;t~~f~~ni:J
Theorem 2.4: I: admits a finite dimensional filter if and only if there
exists a system 1:' of the filtering class subordinated to L
Proof: Suppose that I: admits a finite dimensional filter. Then, by
theorem 2.~, the.canon~cal basis {SI,:",Sr} of Span H satisf~es:
80f = R8 wi t h R i.nver t i.b Le (r,r) matr i x , Let us prove that 8 as an
immersion of I: into:
;t~~nL~;)(~~i~~:da~~ ~~:~I~u7~~~1:aC~0;~~~nby (2.12), the matrix M
But this is straightforward since (2.12) implies that:
(n(x)n' (x))~~S = A~,S8(x)
(2.42) (n(x)n' (x))-I = L(8(x)).
Va,S = I, .•. ,p with A
a S = >Sa'
25.
Also, by (2.10):
(2.43) (n(x)n'(x))-Ih(x) = M (x)
(2.44) hex) = 1-1 (8(x))M8(x).
But, from (2.42), one can find a "square root" of L- 1(8(x)), noted
N(8(x), namely such that: N(z)N'(z) = L-1(z), and:
(2.45) nt x) = N(8(x)) V'x E: X,
N(.) being of class Cion an open dense subset of Rr (see for example
[15]). Thus, finally:
Yk = h(xk) + n(~)vk = L- 1(8(~))M8(xk) + N(8(xk))vk
and the result is proved since 0(xk) = R
k0(x
o) = Rkzo = zk'
Conservely, let l.:' of the filtering class be subordinated to l.:,
and let 8 = (8 1"" ,8 r) be the associated immersion from l.: to l.:'.
Since \txo'zo such that Zo = G(xo) :
\lie have, taking vk = 0 :
(2.47) h(x k ) = L-l(zk)Mzk, 11(xk) = N(zk) .






)-1 = L( Rk0(X
o»'
(n(fk(x




Hence: Ha,SOfk(xo) = La,S (RkG(xo» = A~,S RkG(xo)
HaOfk(X
o) = M~Rk8'(Xo)' 1txo £ X, \ta,S, 'tIk,
and thus:
H = {Ha'SOfk ,HaOf k ,Ct,S=l, ••• ,p, k~o} is spanned by {Gl"" ,GrJ
or : dim Span H ~ r , which is the desired resu1 t. 0
Corollary 2.1: A necessary and sufficient condition for the existence of a
linear system subordinated to l.: is that L admits a finite dimensional filter
and n(.):: constant.
26.
Proof: It suffices to prove that L' is linear if and only if Tl = constant.
Suppose that L' is linear and subordinated to L. Then, noting L':
{
Zk + l = RZk
(I:')
Yk = HZk + JV k
we have: h(xk) + Tl(xk):'k =.H8(xk~ + JV k \/"vk' \/"k, \'xo'8 being the corr e spoiid i.iig ammer s i on from L to L'.
Thus, we immediately obtain:
hex) = He (x), Tl(x) = J, which is the desired result.
Conversely, if L admits a finite dimensional filter and if Tl is constant,
by the same method as in the first part of the proof of theorem 2.4,
(2.42) holds and thus: (TlTl,)-1 = L(e(x» \/"x, or: L ::: constant on
eoo, and by (2.44), hex) = L-IM8(x) on 8(X). Thus, I: is immersed in
I:' defined by:
and the result is proved. 0
Remark 2.12: Theorem 2.4 can be used to classify the systems having a
finite dimensional filter: the relation I: 'U I:' defined by: "I: is subordinated
to I:' or I: 1 is subordinated to I:" , is an equivalence relation and it
can be easily checked that if I: 'U L', I: and I:' have the same parameters
equation of their minimal filter (the output functions can differ).
Conversely, if I: and I:' have the same parameters equation for their
minimal filters, the associated R, M and 1\ are the same and, using the
same method as before, one can find a system 1.:" such that I:" is subor-
dinated to both I: and I: " if and only if the same choice of N(8) fit to
I.: and I: I. If this is the case, we have: I: 'U I:' 'U 1.:". Consequently, a
c.omp-teJ:e. de.M.JUptiOn. 06 .the. -6LJ-6.te.m-6 06 th« 60Jun [1.1) w.Uh the. M-6wnptiOrt-6
IH7), (HZ), and will gaJ1..6-6-i.an. n.0-i.-6 es, adYYl-i.:tt-i.n.g a )-i.rtUe. dime.rt-6-i.on.a.-f
6-i.-t.teJ1. C.M be. made. in. .tvun-6 06 the qu.adnu.p-te. (R, M, /I., N ) •
To illustrate this assertion, it is not difficult to see that the
system
{
X k+ 1 = ::::
(I.:)
Yk = n (~)vk
of Example II. 2.1, is equivalent to:
with ¢ : arbitrary function satisfying
and also to:
(L")
since these three systems h[:V in common the parameters equation:
(~+) = (0 I) a~) -i (I)Y2a~+ 1 1 0 a~ 0 k+ 1
wi t h R • (: ~), M • (0,0), A -(~), N(,)' (,')-1/2
Note also that, by corollary 2.1, this equivalence class contains no
linear systems since N depends on z , 0
Remark 2.13: It may be noted that there is no JtemaJtR.ab£e ~-<mpu6-<-c.a.:t-LoYl.
concerning the pJtailic.a£. computations of a filter for a system that
can be immersed in a uneaJt ~y~.:tem L':
Firstly, if 8 is the corresponding immersion from L to L', and
if dP~ = 8(Po dx) is the image by 8 of Po, there is no reason whydP~ would have a density on Rr , and a fortiori a gaussian density.
Thus, the Kalman filter formulas cannot be used.
Secondly, 8 is generally not a diffeomorphism and it is thus quite
difficult, at least numerically, to recover Pk (·1Yk) from dP~ (. IYk) the
image of Pk(.!Yk)dx bye. 0
III - APPLICATION : TRACKING FOR A MOVING TARGET
A moving target is observed through an optical system giving a
noisy measurement of the inverse of the angular velocity of the target
The target's linear velocity V is supposed to be constant and known. He
want to estimate the -<-~a£. cLu.,.:taYl.c.e La from the system to the target
and the Yl.oda£. cLu.,.:taYl.c.e d (shortest distance from the system to the




An appropriate choice of coordinates consists in taking the origin
at the point 0, the xl-axis supported by OA, and the x 2-axis supported
by OB. We shall denote IIOAII = xl, IIOBII = x 2 = d.
In these coordinates, the evo Lu t i on yof ex l,x2) is: ~I = -v, ~2 = O.
The observation equation being yet) = 1/8et) +noise, since tg 8 = x l/x2,
we have: -8et)(l+tg28et)) = - V/x2, or yet) =eex l)2+ ex2)2)/Vx2+noise.
The noises are supposed to be gaussian, stationary, uncorrelated, and
~~et~~i~~~~o:c~~~si~~e~~, t~~(;~~:ni~e~t:~;~~m[;T~~l] ~h[~~ ,~2]~ity Po
Finally, since the measurements are digital, they are obtained in
discrete-time with the given time mesh ;'1t. Thus the problem is the
following:
(
~+I = x~ - V",t
2 2
l ~+I = ~ 22eXk)2 + e~)Yk = 2 + TlvkV x k
(3.2)
and the filter may be used to compute:
It can be easily checked that dim Span H = 4 < +00.
29.




We immediately obtain from «(2'~) ~o ~2.1~)." (I 000)
(3.5) 80f : R8 with R = 0 1 -2 1 R -I: 0 1 0 0
00 1 -I' 02 1 0
o 0 0 1 0 1 1 1
M - (0, ~, 0, 0) , A =(0
Thus, th('m~:~~al £1(''';C :"0 ;\./'~~) • Y~jl a~ : 0
(3.7) ak+ 1 _ 0 1 0 0 V a~ ~ Yk+ 1 a; : 0
a~+1 - 0 Z I 0 \ a~ + 0 a; = 0
a~+ Ii' 0 1 I 1,11 ~~ 0 a~ : 0
and one can check that:
-W[8;+Z(k-I)8 Z83+(k-l) (Zk-I) (8 Z84-(L',t)2)]






(~81+' .. +a~84) 1 Z
.e • Po (x +kVL',t,x )
Thus, the filtering numeric~l procedure consists in computing (3.7)
in real time and to tabulate E(x IYk) and E(Lo]Yk) as functions of(a I ,a2 ,a3, a 4 ,k). At each step k , one observes the new Yk and, by (3.7),
we deduce the new value of (a l,a2,a3,a4) which, in turn, is used to find in
a memorized table the new values of E(d Iyk ) , E(L o IYk). This algorithmis very fast and can easily be implemented on a microcomputer.
30.
The efficiency of the filter is shown in Figure 4. However, this
filter is very sensitive to the initial measure Po and can be improved
by adapting the support of Po from time to time in order to obtain a
more precise estimate.
It msut be noted that this example is in the class of systems that
can be immersed into a linear system (1"[ = constant). However, the
reader can check that it is more difficult to take this property into
account by computing a linear filter for the immersed system and then
pull it back to recover E(dIYk) and E(LoIYk)' than to use a nonlinear
filter. A complete discussion on the modelling of this example and
comparisons between the various corresponding filters can be found in
[28].
IV - ON THE NUMBER OF SYSTEMS HAVING A FINITE DIMENSIONAL FILTER
We shall deal, in this section, with the following problem:
(
Gi v e n X and. the observation equation y = h(x)+Tl(x)v, with v gaussian,
given the canonical space Span H, with dim Span H = r < + co and
(4.1) :~~hl~c~~s~I~~iff~~~~~~hi~:~:~ ~~i~~c~h~h:~tt~~ ;~~~~~~gf s~~~~m
(X,f,h,Tl,Rfl) has an r-dimensional minimal filter, and what is
the cardinality of this set of dynamics?
Roughly speaking, given the observation equation and a canonical
basis, are there many f that satisfy the condition (2.8) that ensure
that the minimal filter is r- dimensioncil.? We shall give a partial answer
under the following additional assumptions:
f (T](x)T]' (x))-I is everywhere defined in X and of class c ' from X
(H2)' 1. to RPxP, and hECI(X;RP). [J
(H4) with the notations (2.4), Hi j ,H j E Span {8 1, ••. ,8 r}, VI <-. i <-. j <-. p , [j
{
Not i ng 8(x) = (8
1(x), .•. ,8 r(x))', 8 ECI(X;R
r)
and:
(HS) (X,8(X),8) is a covering of 8(X) (see for ex. [7],[16]),
8 (X) is connected and simply connected. []
Theorem 4.1: If (H2)', (H4), (HS) hold, for each REGL(r,R) such that
R8(X) = 8(X), there exists at least a function f R: X -+ X which is alocal CLdiffeomorphism such that:
(4.2) 80fR = R8 on X.
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Furthermore, since y = Card e-I(e(x» is constant 'o'xEX, there
are y possible choices of f R for each R. Consequently, the set of f
solving (4.1) has at least the cardinality y Card Re, with:
(4.3) R
e
={REGL(r,R)1 R8(X) = 8(X)}.
Proof: Using the monodromy principle ([7], [16]), and assuming that
P:E"""R
8 '
there exists a unique CLlifting gR:e(X) ->-X of the linear
mapping y ->- Ry, satisfying gR (EJ = xo' for an arbitrary S E 8 (X) and
with Xo E 8- 1 (Rt;,). Otherwise speaking, there exists a unique CI function
gR such that:
Thus, denoting:
(4.4) fR(x) = gR(8(x» 'o'x E X,
we obtain that fECI(X;X), and, with (4.3):
(4.5) 8(fR(x» = R8(x) 'Ix E X.
. Thus, t? p~ove that ~R solves (~.I), it suffices to show tha~ f R
1.S a local C -rd i.f f eomo r ph i.stn of X, s i nc e , by the theorem 2.1, f R 1.S
such that (X,fR,h,n,RP) has a minimal filter of dimension r.
Since R- I exists and satisfies R- 18(X) = 8(X) for R E R8 ' let
us denote g -1 the unique CLlifting of y ->- R-1y satisfying:
R 2 I
(4.6) gr l (R t;,) = Xo ' 8(gR- I (y» = R- Y Vy E e (X),
X
o
and E, being defined as in (4.3).
Also, noting:
we have:
Furthermore, using (4.4) and (4.7), it is easy to check that:
(4.9) 8o(f
R_ Io
gR)(y) = (8ogR_I)o(8ogR)(y) = R-1Ry= y Vy E 8 (X)
(4.10) 8o(fRogR_ I)(y)
= (8ogR)o(8ogR_1)(y) = Rr l y= y Vy E 8 (X)
and, by (4.3) and (4.6):
32.
(4.12) (f RogR_ 1)(RE,)
= gRo(eogR_1)(RE,) = gR(E;) = xo'
Consequently, (4.9) and (4.10) me an that fR-1o gR and fRo gF
- 1 are
two sections of e, and, by (4.11), (4.12), they coincide at
the point RE;. Thus, using (H5), it is a well-known result (see [7],




gR = f Rog R_ 1
But using once more the covering property, there is a neighbor-
hood V of Rt; in e (X) and a neighborhood U of X o in X such that:
(4.14) x = (f
R_ 1o
gR)(8(x» = (fR_1ofR)(x) = (fRogR_ 1) (6(x» = (fROfR_1)(x)
VXEU, and it results that
(4.15)
and, by a classical homotopy argument, f R is a local cl-homeomorphism
of X with localinversefR_ 1=(fR) - I . Thus, since f R- 1 is also c l , wehave proved that f R is a local CLdiffeomorphism satisfying (4.5) and
thus, solving the problem (4.1).
Finally, let y(x) = Card 6- 1(6(x». By (H5), we have that
y(x) :: y > I VxEX (see [7],[16]), and, since there are y possible
choices of X o E 8-
1 (RE;), using once more the monodromy principle,
there exists exactly y possible choices of gR and thus of f R, which
achieves the proof. 0
IT - CONCLUDING REMARKS
The work presented here solves in great details the finite dimen-
sional filtering problem for a class of discrete-time nonlinear systems
without noise in the dynamics and with gaussian observations 1 noise.
We give a complete characterization of the systems having a finite dimen-
sional filter as well in terms of the canonical space as in terms of
subordination of a system having linear dynamics (system of the filtering
class) to our original system. This efficient characterization allows to ob-
tain the general equations of the minimal filter, and of course, its
dimension.
33.
On the other hand, our analysis is entirely based on the properties
of exponentials of polynomials and seems to be difficul t to generalize
to other kinds of noises. Nevertheless, in the particular case of
bounded noises with uniform density, the same kind of method can be
extended because of the elementary properties of the indicator functions,
and will be developed in a forthcoming paper.
But, in the general noises case, another idea can be explored.
Coming back to Proposition 1.1, it is both necessary and sufficient
for a finite dimensional filter ak+ 1 = eIl(ak'Yk+l) to exist, that f and
ell satisfy the equation:
that can be considered as an implicit function problem for f and ell.
But f and ell are submitted to the constraints:
\" f must be independent of a, y
( 5.2) l ellmus t be independent of x
and the only method known by the authors to carryon such contraints
consists in differentiating (5.1), (5.2) with respect to all the
variable (x,y,a) and to solve the system of partial differential equa-
tions obtained this way, applying the geometric methods of Cartan [4]
(for more modern methods see Pommaret [36]). However the computations
are very huge and general exis tence resul ts seem to be out of touch.
Another extension of interest is in the case of noises in the
dynamics. But in this case, the equation (1.5), which is a local
equation (in the sense that the operators are local), becomes an inte-
gral equation, and thus global, because of the noise convolution. And
so, the preceding methods fail. This problem is currently widely open.
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Proof of Theorem 1.1
Theorem 1.1: The unnormalized conditional law of x k knowing Yk has a . _.
density Pk(.I~k) ~ CO(}::;R...) with respect to Vo ' with 'k=X- .~~ (detnoCJ) J(O),
and Pk (.1 Yk) i s g i ve n by: L
(1.5) Pk(xIYk) = Idetn(x)I-1 v(n-l(x)(Yk-h(X») J;l(f-I(x» •
. Pk_ICf-I(x)IYk_l)
'i'k ~ I , 'i'x E X
where J f (x) denotes the Jacobian of f relatively to X, evaluated at
the point x E X.
Proof: Po is supposed to be density, Po E CO(X;R+).
Let us supp.ose that Pk- I (.IYk-l~ is a CO(X;R+) density with respect
to f'o' with Je' = X - jYo(detnof-J)-I(O), and let us prove the same
property for Pk (. IYk)-:-
:~~ ~:td~~o~~m~h~~ Ir~~ I ~e~~~t~o:~~~i~::~e~~a~~r~o ~f xk knowing Yk- 1
~~ ~) ~ ~:~~~e:t~; ~~;~~i~~o~o:~ i~~~u~m:~:c~~o~~ew;:~s~~:pac t support
Pk - I (.IYk- l) = Pk- I (.IYk_l)dV o by f:
(Al.I) E(Iji(xk)IYk_ l) = f i)J(f(O)Pk_l(~IYk_l)d]Jo(E;).
~~:~i::~~ntaa~s a~~~:t~~e~yw~~~p~~~:l t~~a~~~ie~~~~~ /~~} ¢g~in~ ~ ~~c:~~~
~~n~:: ~~~~r~:gha~~~gC~~:i:~;~:;t{ ~%}ij~~ :n~a~~~t~~;i~~ ~:i~~ :~~~~~:~ed
(AI.2) f8(x)dV o(x) = ~ f¢oCUa.) B(¢~I (0) Fa. (c]J~1 (0) d\(E;)
VB E COK(X), where x is the Lebesgue measure of Rn, c]Ja (Ua.) being an open
subset of Rn.
Then, putting together (AI. I) and (AI. 2):
(AI.3) E(\iJ(xk)!Yk_ l) = L
a.EN
I;J(f (go• (~» )P k- l (c]J~1 (0 IYk- 1)
• Fa.(¢~I(E:»dA(O.
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Let us now make the change of variables:
(AI.4) z = ¢S(f(9~I(O» on¢a(Uallf-ICUS» Vet,SEN
The application ¢Ro f 0¢~1 being a Cl-diffeomorphism from
¢a(Uaf) CI(US)) Eo ¢S(UStlf(Ua», we obtain with (AI.3):




1 (z ) IYk- I) •
•F
a
(f- I (¢Sl (z»)}1 -I (¢a (f- I (9 S1 (z))))dA(z)
<PSofo<P
a
where} -I is the usual Jacobian on Rn of <PSOfo¢~l, and summing in a:
¢sofo¢a





I (z ) • J;I (f- I (<PSi (z»)dACz)
where J;I (x) is the Jacobian of f relatively to X defined by:
(Al.6) L: Fa(f-I(x»}-I -1 (¢aU-I(x») = FS(X)J;I(f-l(x» ,
a <PSofo¢a
\Ix € Supp '"Sc Us ' \IS •
Thus, by definition of lJo (see (Al.2)) , (Al.5) becomes:
(Al.l) E(\jJ(Xk)lYk- l) = IX 1jJ(x)Pk_l(f-l(x)IYk_l) J;I (f-
I (x»d1-l
o(x)
which proves that Pk(.IYk- l) has a CO density with respect to 1-1 0:
(AI.8) ~k(·IYk-l) = (Pk-l(f-I(.)IYk-l) J;I(f-I(·»»)Jo'
or, noting Pk(.IYk- l) the density of Pk(.IYk- 1):
(AI. 9) Pk (xIYk_ l) = J;l (f-
I (x) ) Pk- I (f-
I (x) IYk- l).
Now, it remains to compute Pk(.IYk) the conditional measure of xl<.knowing Yk, and to prove that it lias a CO density on z:
For this purpose, if Qk is the conditional measure of (xk'Yk) knowing
Yk- l, and if 1jJEC~(XxRP;R), we have: 'V
(Al.IO) N(x,y)dQk (x,y) = I xxRP 1jJ(x,h(x)+Tl(x)v)V(v)dvdPk (xIYk_ l)
vk and x k being independent by construction.
39.
Also, since (detll)-I(O~ ~aslJo measure 0, ~k((detll)-I(O)IYk_l) = 0
by (Al.9), and, by Fub i rri ;
(AI. II ) ! u (x,y)dQk(x,y) = !X-(detll) -I (0) (fRp:jJ(x,h(X)+ll(X)V)V(V)dV)dPk (x IYk- 1
= ! X-(detll) -I (0) (fRP1)!(x,z)V(ll-1 (x ) (z-h(x))) Id e t n Cx) I-I dZ)d~k(x IYk- 1)
by the change of variables in RP: z = h(x)+ll(x)v, and thus:
(Al.12) dQk(x,y) = V(ll-l (x) (y-h(x))) Idetll(x) 1-IPk(xIYk_l)dlJo(x)dy.
'V
Finally, the unnormalized conditional measure Pk(.IYk) is simply:
(Al.13) ~k(.IYk) = V(ll-I(X)(Yk-h(x))) Idetll(x) I-I Pk(xIYk_l)dlJo(x) ,
and its density with respect to ]10 is CO on )(,
given by:
(Al.14) Pk(xIYk) = Idetll(x) 1-1V(1l-I(x) (Yk-h(x))) J;I(f-l(x))Pk_l(f-I(X)!Yk_l)
which is the desired result. 0
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Proof of Theorem 2. I (Fundamental theorem)
Theorem 2.1: The following properties are equivalent:
(i) the system (1.1) admits a finite dimensional filter (resp. local)
(ii) Span H is finite dimensional (resp.:i U open subset of X such that
Span Hlu is finite dimensional)
(iii) ~~:s~~n~81~~i';~~fEf~~~:n~~ :U~hi~~:~~i~~e~(~;~~p~a~~i~)~ith
(2.8)
J 80f = R~ with
l. Hex = i~1 flex,i 8 i
6 = (61" ~. ,6 r ) ' ,
Hex,S= i:[ flex,S,i 6 i ,TV a,S = I, ... ,p
Let us suppose that (1.1) admits a finite dimensional filter of
dimension r given by:
{
ak+[ = ¢k (ak,yk+ l)
(A2.1) 'V
Tlk(xl Yk) = °k(ak,x)
~~~ht~er~~~:~n~~~:7lt~~ :~~~f~~~~g:k:o~:i~~:Pi~) ;e;f:c~~~A;CO(X; ~) )
C[ (A;C°cJ<;R+)) by C[(A;CO(Uk;R+)) with Uk = fk(U)).
Since we have:
a,;d since Ok is differentiable w i t.h respect to'Va ~nd ~a is di~ferent~able
w i t h respect to Ya+1 TV a = 0, ... ,k, TVk, then Tlk i s d i.f f e r e nt i ab l e wi t h
respect to Y1""'Yk' and:
a:;r r ap a¢i o
(A2.3) ~(XIYk) = io~il, •• ,ik_j=l da~O (ak,x) d~~:(ak-l'Yk)
... d¢~J~~Y-J;"j (aJ"-l'Y
J') = ;Lor=1 fi
o (a ) aPk ( )







A~~j,k(aj_l'Yj'''''Yk) = i1,.:,ik_j=1 CJ:~:(ak-l'Yk)'"
... ::;~~j (a j_1'Yj).
cv J
It follows that the Span of { ~ <-IY k) I i= l, ... ,p, j = l, ... ,k}




On the other hand, using (2.7), we have:
(A2.7)
and:
(A2.9) p . k . k ISup dim Span ] - L: H .(fJ - (.))yC: + H.(fJ- (.)) i= i , ... ,p,
k> l a=l en J ~Y~ j = 1, ••• ,k} :5 r
Now, let us choose p+l observation vectors Y1.k, ... ,Yp+1,k with
~;&k.=, (::~::::::~,~: :i:e= ~,~~.:::lm~hY~;~j::~::y:h:u::S:::t:::vector
m,J
(p .... 1 ,p ...l ) matrix:




= ~ A~. (a . , y ) (dPk(a .o : 1 \
0.=1 ~,J,k ro,J-I ro,k daa. ro,k Pk(8
m,k") )




Vi = I, ... ,p, Vj = 1, ... ,k.
But this means that, with (A2.IO),
(A2.13) SkP dim Span {Hiofj-k,HSiofj-kl i=I, ... ,p, S=l, ... ,p, j=l, ... ,k}
~ dim Span ( ~~,k(') I o.=l, ... ,r, m=I, ... ,p+l}:S (p+l)r
43.
Finally, since f is a c ' diffeomorphism from X to X, it is easy
to deduce from (AZ.13) that:
(AZ.14) dim Span {Hiofk, HijOfkl i,j = I, ..• p, k::: O} = dim Span H .:: (p+l)r
wich proves (ii).
Zo) (El => (iii)
. ~~ppose that dim Span. H = r and that {8 I"': ,8
r} is a basis of Span H.If (Li i ) does not hold, th i s means that there ex i s t s at least one 8. of
~~a~ ~~~~~~d~~t~~~r:~~~~ ~~0; ~~n:a~i~~:~i~~~~~~a~fo~86f'~i~~~~t:h~~h the
form Haofk, Ha,Sofk, and dius 8 iof E Span H •
Thus, we necessarily have 80f = R8 • With the same argument and since
f is a diffeomorphism, one also has 8of- 1 = S8.
Therefore
and
8 = 8ofof- 1 = R80f- 1 = RS8
8 = 80C Iof = S80f = SR8
which proves that R- I = S and thus R is invertible.
F~nallY, since {8 1,.;.,8) is a basis of Span H, the relations
Ha = i~1 lJa i8 i, HaS = i~1 lJa Si 8i are trivial, and (III) is proved.
~f.81, ... ,8r satisfy (Z.8)~ let M be t~e (p,r) matrix made of the
co ef f i.c i en t s lJ
a i ,a= I, ••. ,p, ~=I, ••• ,r w~th:
(AZ.IS) H
a
= 2: lJai8i '
and let II. be the tensor of order 3 defined by:
(A2.IS)
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Let us also denote S = R- I and Sij the entries of S.
L a~ei (x )
If we set: i'k(xIY
k)
= ei=1 , with (2.7), we have:
1




, i=l, ... ,r,
r .
and since i'k (xIYk) = exp i:1 a~ei (x), it follows that there exists a
finite dimensional filter of dimension r .
Furthermore, this filter is ew, invertible and pseudo-stationary. 0
Remark A2: For (i) => (ii), one can prove a sharper result if the filter
(A2.1) is supposed invertible: in this case if dimA=r, then dim Span H < r.
Let us prove this fact. The only difference with the preceding proof -
~~e~h~\~~~w~~~i~~a~:i~lo~;' (~~~Pdlff~i~~~n~d~~4 c~~~i~~~) i~nm~~~:; ~~ofit
~~~~~~) ~l::y~h:~ ~~:ns~m~a~o~:te:tr~:~~dn~~ ~~n:1tk~~~bi~~ttb~sa~f in
3Pk/3a1(ak")' i=I, ... ,r, implying that dim Span H:s r. Thus to achieve
~~~ ~~O~~il~\~:l~o~~::~:~d~~g~::u:n~~~t~~l: c~~i~e= ~~ .~ ~ :t: i : .,Yp+ I, k'
j = 0, ... ,k-1. rn,J
fix a~eE:tA~sa~~O~:~:YI,k"",Yp+I,kso that (A2.IO) holds true,
(A2.21) am,o =¢:I(¢~I("'(¢>~~I(ak'Ym,k)""'Ym,2)'Ym,l)¥rn=I, ... ,p+1.
Thus:
(A2.22) Pk(ak,x) = Pk(¢>k-I ('''(¢>o(am,o'Yrn,I)'''''Yrn,k)'x) \1m= l, ... ,p+l,
and (A2.12) becomes, IIJith :
-a aPk 1
Pk(·) = aaa (a k,·) Pk(akpJ
(A.2.23)
) (
H. Of j _k )
-{; .... -yi. j H;it-k




)A.. key] k) ••••• A.. k(Y I k)1,J" 1,J"
~~,j,k(Yp+ 1,k) .... ~~,j ,k (Yp+ 1 ,k)
45
and thus concluding as before:
~~g dim Span H :: r, which proves the assertion. [J
Yk
As a consequence of this result, one can see that the system (A2. 20)
is minimal since it is invertible with dimension r, and since
dim Span H = r ::: dim A = r ,
Also, dim (minimal realization of the filter) = dim Span H . [J
46.
Proof of Theorem 2.3
Theorem 2.3: The minimal filter (2.9) is observable and locally weakly
reachable.
Proof: 1°) Observabili ty r i,
i:l ak8 i (x ) "







we have p(~,x) ~ P(bk,x) 'fx E: X (or in Uk)' then
r ..
i:l (a~~b~)8i(x) ~ O. But since 8 I"" ,8 r is a basis, this implies that
a{ ~ b~ 'f i ~ 1, ... , r .
But, since the system (2.9) is invertible, this immediately implies
that a o ~ b o which is contrary to the assumption. Thus ao # bo implies
p(ak,.) # p(bk,.) 'fk, and (2.9) is observable.
ZO) Weak local reachability
As announced in Remark Z.8, we shall compute dim Tao(Rw(a
o
» ' For
this purpose, we shall proceed as follows: Let us i.nt r oduce p+1 observa-
tion trajectories of length k (k is given) depending on a vector of
perturbation E: ~ {(E:I.I, .•. ,E:I,k), .•. ,(t:p+l,I, •.. ,E:p+l,k)} with
E: .E:RP 'fm~l, ••• ,p+l, 'fj~l, ••• ,k, and:
m.J
Ym,k(E:) ~ (Ym,I+E:m,I""'Ym,k+E:m,k) 'fm~ 1, ••• ,p+1.
We also suppose that the vectors Y
m
. satisfy (AZ.IO) 'fj ~ I, •.. ,k,
and we denote Ym.k(O) the sequence Where.JE:m,j ~ 0 'f j~ I, .•• ,k.




» ' we shall make:
· :~l~n=:r~o~;~n:~~:~~)~f length k from a o with Y1,k(E:). The endpoint
• :n~:~~~:r~i~~a~:i~~~:/;I~~7~~~ k from al,k(E:) with Y1,k(O). The
• :~d;::~~dw~~~n~~t~~~e~\~~:7~~. k from al,O(E:) with Y2,k (c ) . The
• :n~;~~~~r~i~~a~:i~~~:/~2~~7~~~ k from aZ,k(t:) with YZ,k(O). The









da~() = (R'k-jM'). _ ~ t (R'k-j). f,u Sd£~,k_j i £=0 i ,« u=1 S=I i.u as Ym,k-j ,
Vi=I, ... ,r, Va=I, •.• ,p, Vm=I, ... ,p+l, Vj=o, ... ,k-I, Vk ~ I,
with the. notation Ai afor the coefficient of the line i and column a of






IX = 1, ... , p ; m = 1, ... , p+ 1 ; j = 0, .•. , k- 1 ; k :: ]} ,
Vi=], ... ,r, Va=I, ... ,p, Vj =O, ••• ,k-!, Vk:: I,
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and since (A2.10) holds, we have:
(A3.7)
a = l, ... ,p ; j = 0, ....k-l ; k ::: I
But, since by definition:
H = Me and HaS = 1\'J.Se a,3 = l , ... , p , taking into account the
fact that Gof = Rfl, we have:
(A3.B)
Va,S=l •... ,p, Vj=O, ... ,k-l, Vk.
Thus. immediately, this yields: dim B(ao) = dim Span H. and:
dim B(ao) = r 2 dim Tao (1\" (a o)) 2 dim A = r ,
so that dim Tao(Rw(a
o)) = r and the result is proved. [1
Remark: Clearly the number p+l of onward + backward transitions is the
minimum number such that the matrix in (A2.10) is square, and thus can
be assumed to be invertible.
This proof is very similar to the ideas of [33]. However, we have
kept our elementary proof since, as a byproduct, we obtain a criterion
of local weak reachability very similar to the Kalman criterion of linear
discrete-time systems:
, , : ' I ': : 'r-l " I-=-








-za ,r.:l: ;: :I:U::S IC::;' ~ n ::;:;l I:;~ "'-C3 ;Dt 1tla
.• : :...>3 cr ::c:: :r. ;:::..R : ISO i:':':" :l lli:stS':'l:C
C""cr. d. · lut~q.t l~ u • • , tr.f~~'l'1u . <i. l ·r.a:.h
:IU,~nal. Sup'Orh u" ~ ... :tin ... u ?arlo
"."'. S.1:I.... Eo...,....
nJ<l 5 roJr.AD't:SLElC (rr~c. )
! hu '.~ n: h . up;~rtN ~,. l'l':or.~ 11 J.n:T W\~ ...
co~~nct. :Flr. nO 8J . '4,l n
t o ~.. . n .ll.1u;!.1.=..... i<lnal !uu... .
l h1.o eoll<1lt:Loll U u.300d to ~bto.1.ll Lll a'll l1 c lt ! 0 ...... 1& ~! l b .~~
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i:5 = a x~ = 2,,2/{j,
y(t) = (x 3+x2 ) /1 +OOJ.ge
lettin.g x3= (:<')2;,/ • :<4=_ 2Vx'/,/,
·?O(X'-+k:V6t,X2 ) .






su'O-cortof P fromtll1sto timeandreini.tial:-ze
th~' filter a.f~er a certain time.
?,,(:<IYk) = 'J "",,1(-k/2,.f)(S~+2(Jr,..' )9Z93
+ (k-1)(2k-t)(S2S4-(6t)2)4«k-,h384
+(1 /30). (k-' ) (6k 3_9k24<+1 )9~)J. (3.3)
exp(~al~92~93+<\94)
and':! in (2.6).
a.~+1 =R'-',\: + M'Yk- T:Tk fly" 0
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:J'mCLASSE JE S"S'I'EMES NOnINE.URES
A ,~PS CO:'Jc:'IN::- ADMSTc:'AN~ DES
FILc:'3.ES DE JHlENSION FEJIE.
J. LEVINE
On et'-ldie la propriete de fini eude du fil tre associe a un sys te me differentiel
stochastique nonlineaire sans bruits dans la dynamique de l'etat. On obtient La
condition necessaire et suffisante pour qu tun iel filtre existe, ainsi que la
realisation minimale du filtre grace a l'obtention de la solution explicite lie
l'equation de Zakai. On montre de plus aue Le filtre est de dimension finie si et
seulement si l'algebre de Lie de l'equation de Zakai est de dimension finie. Enfin
tous les svs te mes de la classe etudiee dont Le filtre est de dimension finie sont
immergeables dans un sys te me Li.ne a Lr e,
* CAI-ENSMP, 35 rue Saint-Honore, 77305 FONTAINEBLEAJ - FRAilCE.
Cette etude a ete f i.nance e par contrat DREc:' No 83.34.177.
I - IN"RODr:-CTION
Le 'o u t de ce t r avac I est de ge"leraliser en temps co r.t i.nu les result2.ts de [6J.





E Rn , Yt E RP , X
o
Gleatoire de dens i.te ~ par ra:;:port a la mesure de
Leb esgue sur Rn , et v t un mouvement B'rowrd en sur (Q, 3"t' p) a valeurs dans RP,
admet un fil tre de dimension finie, en abrege FDF.
Notre defini tion de FDF est legerement differente de celIe de fil tre universel de
dimension finie de [3J, mais a l'avantage d'apparaitre naturellement par Le calcul
de la Loi, conditionnelle non no rma.Li se e de (1.1 .a) par ra::port aux observations
(1.1.b), et sans faire les hypotheses d'integrabilite de la propriete (p) (voir [3J).
Definition 1. Etant donne e la loi conditionnelle ~ de x t sachant la trajectoire
y ~ {Y(s)lo~~tl. on dit que (1.1) admet un FDF ssi il existe un entier r fini,
une equation dLf'f'e r entLe.l.Le stochastique sur Rr :
avec qJ. <1;1, ... ,<1; E C:(RrjRr) a derivees de tous ordres bo r-ne es ,
une application ; E C=(RrXRn;R), et une application ;; E C=(RnXR+jRJ 1.e::'les que
ou a
o
est tel que ~(x) ~ cr(ao'x) ;(o,x), et oi; at est La solution de (1.2)
engendree par Y a partir de a
o'
•
Cette definition generalise les definitions (1.1) at 0.2) de [6J.
L'usage en f il trage est de considerer les equations au sens de Stratonovi tch four
des raisons geometriClUes. Cependant, comma on se place ici dans Rr et comme nous
ne ca Lcu Lons pas de developpements fonctionnels s to chas t Lcu es (tout au moins pas
diractement) il nous a semble Clue les resultats revetaie...'1t une forme plus sdzup.Le
en calcul d' Ito.
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Bien .u t on puisse par-tour r a.i.so nner- Loca.l enen t , pour la c Lar t.c de _'expose,
faisons _'h.ypothese simplificatrice:
(H )
Supposons que f et 11. sont COO et que (1.1 .a) admet un groupe de COO






(x)) ift E R, X
o
(x ) = x, Xt : C diffeomor~hisme de
sur R •
Notons J'r (hi )(x) la derivee de Lie de hi suivant Ie champ de vecteurs f evaluee
au point x :
n 011..
(1.4) 4(hi)(x) = j~1 f j (x) ox~ (x) et £;(hi) (x ) = .ti.l(1 (hi)) (x).
Le principal resultat de ce pap.ier est la caracterisation suivante des sYstemes
(1.1 ) admettant un PDF :
une condition necessaire et suffisante pour que (1.1) admet-+:e un FDF est que
dim Span $I < + 00, oiz :
cette caracterisation permet de calculer la realisation minimale d.u fil tre sous la
forme:
ou R et 111:1 , ••• ,Mp sont respectivement une matrice et des vecteurs que l'on
calcule a. partir des donnees.
Four faire Le lien avec l'approche utilisant l'Algebre de Lie, cie 'equation
de Zakal de la d.eris i.t e conditionnelle non norraa.l Lse e (voir par exemple [1], [2J,
[3J, [5J, [7], [8J), la condition (1.4) est equivalente a. la finitude de la
di:nension de cette a.l.geb r e de Lie. Un cas particulier de ce resultat, dans Le cas
ou l'Algebre de Lie est nilpotente a ete obtenu recernment par Roth et Leparo [9J
par des methodes heuristiques, utilisant en particulier la forme ro'ouste de
1 'eouation de Zaka'L sans demontrer sa validi te, e t sans meme demorrtz-er' l' existence
d 'une d ens Lt e conditionnelle.
L'approche que nous suivons ici est inverse: on ca Leu.Le explicitemeLl.t La
d ens i te conditionnelle 1t~ et on calque la derivation de la condition (1.5) sur
celIe de [6J.
II - 'J~ JE:'mITE CONDITION~;E1LE n:~
::heorerrre 1 : Si Ilh'lpothese (H) a lieu, n:~ est do nne e
Preuve: Designons par Q. La loi de (x,y), solution du pr-ob Lsne de martingale as so ci.e
a (1.1). Par I e Lheo re me de Cameron-Martin-Girsanov, la mesure 0.
0
de f i.n Le pe.r
dQo £ It i 1 It 2 -1(2.2) ~13\= (exp i~1[ ohi(Xs_t(X))dYs - 2" ohi(Xs_t(X))dS])
est telle que Yt est un Qo-Brownien, Lride pendan t de x t'
Comme d t au tz-e part on ve r i.f'Le facilement que la loi de x
t
a pour dens i.te par rapport
a la mesure de Lebesgue de Rn :
il vient que o.olJt = IltdX ~ PIJ
t
au Pest la mesure de Wiener, et, avec (2.2):
ou :
(2.5) Z, = exp ~
1; i=1
t t[I h. (x; t(X) )dyi - -21 I h~(X t(X) )dsJ,
1. u- s 1. s-
o 0
dlou i=ediatement n:~(x) = Zt(X,Y)llt(X), et, integrant par parties
rho (X t(x))dyi, au plus precisement, appliquant la formule dlIto aJ_ 1. s- S
o ~
hi (x, (x ) )y~, on trouve, pour tout x E Rn :
t t
(2.6) h. (Xt(x))y~ =f ~ f .(X (x)) :hi (X (x))yidS + I h. (x (x))dyi ,
1. 0 j=1 J s Xj s s 0 1. S S
- 5 -




h. (X t (x ) )dyi = h. (x)y~ - J ~ f ~ (X t (x» ~hi (X _(x ) )y~js
o ~ s- S l 0 j =1 J s- x j s- L o
et, ap re s avoir r empl.ace cians (2.5), on trouve (2.1)0 _
Remaraue 1 : l' hypothese (H) a lieu par exemple lorsque f est a cro ie aance linsaire
et a divergence bor-ne e, -
Corgllaire 1 : 1"1:; est solution de 1 'equation de Zakai au sens d'Ito
ou, de manLez-e equivalente, au sens de Stratonovitch :
ou. ~Y~ est La di.f'f'sir-errt i.e l Le de Y~ au sens de Stratonovitcho
Preuve: II suffit d'appliquer la formule d'Ito a. :
t t
fcp(xh~ (x)dx = Jcp(Xt (x» exp iE1 ({hi (Xs (x) )dY; - ~ J~hi (Xs (x»))2 ds )Il(x)dx. -




ou. seul ~ depend des observations Y.
Preuve : evident. _
(3.1 )
- 6 -
III - CARACTERISAnION DES FDF
Grace a. (2.9), (2.10), (2.11), on a r eus s i a iso1er 1a partie de 1t~ qui ne
depend pas des observations, et, dans (2.10), a. obtenir une connc i ss anoa precise
de la nante r e dont sont ponde re es les observations.
En effet, avec la notation (1.4), on a :
t
~(x) = exp ~ [h. (x)y~ - f 4(h.)(X t(x))yidsJ
i=1 ~ 0 ~ s- s
On va developper la m~me methode que dans [6J, qui consiste a. montrer que 1 'espace
vectoriel engendre par les{hi,.t;'(h)]dOit etre de dimension finie pour avoir un- FDF.
Theoreme 2 : les 3 assertions suivantes sont eQuivalentes
(i) (1.1) admet un FDF.
(ii) dim Span If < + 00 (If donne en (1.5))
(iii) &: EN, a81 , ••• ,8 r E Span If, aRE R
r xr,
:;r r-T1 , ••• ,Mp ERr, te1s que ~
{
4(8)(x) = R8(x)
hi (x) = Mi 8(x) , i=1 , ••• ,p
~ : liL..=..llil
Si (1.1) admet un FDF, d'apres :"a definition 1, il existe un entier r fini,
une equation diffBrentielle stochastique sur Rr
d.a = cp(at )dt + ~ 4dat )dYtit i=1 ~
et une fonction c : C de Rn x Rr o.ans R+ tels que
En effet, la partie ~t peut etre choisie comme en (2.11) sans restreindre la
geYleralite.
Utilisant alors (3.1), il vient :
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la trajeeto:i.re du f i.l t r e co r-r es ocndarrt a Y+ElJi q.i i. ex:i.ste et est unique pou- p-
presque tout Y et 'f Ui• IJlapres (3.4), il vient :
(3.6) ~ (Log a(at(:r+EUi),Xt(x)) - log a\.at(Y),Xt(x)))
= hi(Xt(x))u~ - S:;f-:f(hi)(XS(X))J~ ds
done 10. limite lorsque E -0 existe, et comme a est C en a 11x fixe, Le second
membr-e de (3.6) etant liaeClire et co n t i.nu sur ~Iespo.ee AC(R) ties fonetions
ao so Lument continues sur R+, on peut t rouver r formes lineeires continues sur
L1CRJ no t e ea Dy(o.;), k=1, ••• ,r, telles que:
(3.7) El~mo -; (Log a(at(Y+Eui),xt(x)) - Log a(o.t(Y),Xt(x)))
= ~ 1 oak (o.t(Y),Xt(x)) < Dy(o.~),Ui >
k=1 a(at(Y),Xt(x)) 00.
= hi (Xt (x ) )U~ - s: 0:;. (h) (Xs (x ) )U~ds 'if ui E AC(R), 1fi=1 ,"" ,p.
Noso ns Pk(at(Y),x) = 1 oak (at(Y),x/x)), et
a(o.
t
(Y) .x, (x)) 00. "
rnontrons que hi' «hi) s'expriment cornme des comlJinaisons line aires , a coefficients
independants de x , des r foncti~ns P1 (at(Y),.), ••• ,Pr(at(Y),.). Dans ce but,
r-en p.ls cons d'abord dans (3.7) U1. par 1t d~f !Us = 1,0";; S ~ tl. On obtient
RempLacan t ensuite Ui dans (3.7) par U8,0: de f i.ni, par
Ue,a = tU
s
= 1 "\fs E [0,8], Us E [0,1] "\fs E ]8,8+0:[, 1"03=0 "\fs ~ 8+a, U8,a E AC(:s.) 1
Pour 8, a > 0 tels que 8+['( < t, ::'l vient, pour a yetit :
et done :
9
f :c k/r(hi ) (X3 (X) )dS = k~1 p)at(f):,x) (a1=.mo < Dy(a),Ue'L~ ».
AU.S3i, comme l'application 9 - L4(hi )(Xs (X) )i s est COO sur [O,t], on peut
trouver I' t'onct Lons e - ck(at,y,e), de clacae COO sur [o,t] -telles Q.ue :
e
f 4(h.)(X (x»)ds = ~ Pk(at(Y),x) Ck(a-c,y,e)o " J. s k=1
,m J6 r am(3.9).2..- -:f.r(h.)(X (X»)dsl = Yl(h.)(x) = L;Pk(at(y),x)(-c.(a ,':'",6»1
oem 0 J. S 6=0 ot.r J. k=1 o6 m "k t 6=0
Donc, r egz-oupant (3.8) et (3.9), on obtient
Ce q-.l.i prouve que dim Span li c; r.
(ii) ~ (iii) evirient :sidimSpan}l=r etsi {61,.oo,6rl estunebasede
Span:li, comme 4(li) eli, on do Lt avoir
r
4(8) = R6 avec R mc.trice (r,r).
DeplLls, commehi Eli, ona: hi(x) =k~1 r\,k 6k(x) = rI1i 6 (x ) 11i=1, •• "p, d10u
(iii).
r k 1
(iii) ~ (i). Posons cr(at,x) = exp k~1 at 8k(x) = 1tt (x ) , et identifions ~es
coefficients cp et <V1 ' ••• , <Vp de La diffusion as soc.i.e e a at :
Par la formule d'Ito app Ld.que e a cr(at,Xt(x)) = 1t~(Xt(x)), on a, 11x ERn:
(3. 1 0 ) (CPk(at)8k(X t(X))+ a~4(8k)(Xt(X)t}iE1
p .
+ k~1 i~1 8k(Xt(X))~i,k(at)0(at,Xt(X))dY~ ~
~ ~ (t h~(Xt(X))dt + h. (Xt(X))OS;)~Y(Xt(X))
i~1 - ~ ~ t
e, , ::..dentifiant les parties a v a.r i.a t i.ons boz-ne es et mar t i.nga Les , av e c e fait que,
par definition, 0(a
t
,x ) = ~(x), et que X
t
est bijectif:
soit, comme le second me.nor-e de la t e r e equation est egal par hypothese a
~ M. k8k(X) :
k=1 ~,
et la 2eme equation dev i.en t :
Utilisant enfin l'identite : 4(8) = R e, on ootient
(3.13) ~(at) = - ~ R. k a~ , k=1 , ... ,r.
j~1 J,
Soit f i.na Lemen t , comme fJ(a .x ) ~ 1 = exp ( ~ akek(x)
o k~1 0 •
p .
{
da = - R' a ... :s M dy~





et at E Rr "lft,?- 0, ce aui prouve qu e (1.1 ) adme t ~e f i l t.re (3.14)
d in.ens io r. finie, e t .Le :heoreme est dcrnor.t zvi, •
Corollaire 3 : Cona i.de rons les o prir-a t eu r s L
o'
L1 , ••• , Lc defir-is ;,ar
(3.15) L ep '=' -div(fep) - -21 ep ~ 1::, L, ep = h.ep, i=1 , ••• ,p, "If ep E C""'(Rn).
o i=1 1.. 1.
L'al",ebre de Lie {L
o
, L1 engendr-ce par Lo,L1, ••• ,Lp est de d i.rneus Lon
finie s ; et aeuLemen t si dim :If < + 00.
Pre"ve : On a : [L
o,Li]ep=4(hi)ep, [Li,LjJ<r '=' 0 Vi -I j,
[Lo,[Lo,Li]]ep = - :t:(hi)ep, et c •••• "If q> E C""'(R'l).
Dono {L
o,L1 , ••• ,LplLA = Span {Lo,hi,:4(hi)!i=1, ••• ,P, 1Ik?- o]
o ii hi et ~(\) desigr~llt ~es operateurs lineaires 'fJ~ hi'r et ljl-4(hi ) cp ,
"If cp E aOO(R:}. Posons l:! = {hi,~(hi) !i=:1,o •• ,p, 1ik?- 1}. Or a evide=ent
dim Span :If =: dim Span l:! et :
lL
o
, 11 , ••• ,1p l LA = Span ({Lo l E9 ~) et Ie resultat est demontre, •
Corollaire 4 : Si dim Span J:I '=' r, la realisation minimale du fil tre es t de
dimension r, et indistinguable de la realisation Li.ne a i r e su i.varrt e :
ou i 81 '0 •• ,81') est une b as e de Span J:I, R et M1 , ••• ,Mp comme (iii) ciu theoreme 2,
et crt donne par (2.11).
Pre-elVe : en prouvant que (i) => (ii) au ,Moreme 2, on a mcn t re si dim (filtre
Llinimal) = r, alors dim Span 1:! ,,;; r ,
Inversernent, dans La preuve de (iii) => (i), cri v va i t dim Span J:I = I' d'ou l'-3xisten~e
dim Sp.n J:I?- dim (r n tre m.Lru.ma.l ), d' ou 1 I ega:"i te.
Enfir-q comme (3.16) est.lne realisation de meme climension que dim Span J:I (voir
preuve de (iii) => (i) au t heo reme 2) Le res'lltat est e t ab Li.••
Remargue 2 : corrtz-aar emen't a ce qui se passe en temps discret, R p eu t ne pas etre




tels que 40 ( 8i ) ~ 0,
Si cet t e propriete a lieu Vi=1 , ••• ,p, a savoir : 0
'ifi, :3: kEN tel que
est, nilpotente. Ce cas a
Cependan t ~a realisation qu ; Y es t presente en' es t pas minimale en 6en4ral
pclisaLl'elle ntelimine pas Les dependances ~ineaires eventuelles entre es
l"tj(h) 'fj';;; j(i), Vi), oi; j(i) est ~a premiere puissance telle qie
f i
:ii(i)(hi) == O. •
Remargue'2 : Si l'on di.s cr'e t i.s e en temps, et si l'on pose:
rex) == x+ tltf(x) , oii tit est Le pas Cie temps,
les conditions de (iii), tteoreme 2 r edo nnen t au premier ordre celles deja. obtenues
dans [6J, (iii), theoreme 2.1 dans Le cas TJ(x) 0: I. Capendant Le filtre minimal a
temps discrat n'est pas Le discretise du filtre minimal continu, a Lor-s que la
d ens i.t.e conditio=elie a temps discret converge vagument vex's 1t; Y-p.s.
Remargue 4 : Les methodes developpees dans [3J ne permettent pas dto::Jtenir aue
dim Span :Ii < + "". En effet, on obtiendrait que dim Span :Ii(x) < + co VX ERn,
ce qui est b eau coup plus faible pu i.s qu t a Lor-s ~es relations de dependance entre
les 6i (x) peuvent dependre de x, Une telle situation est impossible dans notre
cas pui.s qu e la matrice R de pendr-a.i.t de x et l'equation (3.16) ne pourrait done
plus etre un fil t r e, •
IV - EXEMPLE : Capteur polynomial de degre p guelcongue
On v er.i.f i.e que : dim Span :Ii = p+1 , une base de Span :Ii etant
En effet, il suffit de calculer Fx %- ( ~ a.xi) = ~ a.iFxi et d'iterer cette
x i4) l i=l l
operation. Le degre du po Lvndme ob t enu est toujours inferieur ou egal a p, d'ou
le resultat.
De p.l.us , on a cet t e base:
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Enfin : Fx ~ (8 i) = iFxi = iF8i, i=O, ••• ,p, o.or.c R est ~a matrice d i.ago na l e,
(
OF2F ••• 0)
at Ie filtre minimal est do nne par
o pF
( d~~ ) =_ (OF2F••• 0\ (~~) dt +(~o) d:Tt ' (~~) = (~) ,da~ 0 PF) a~ ap a; 0
yD. . _
1t t (x) = eXP(i~ a~x~).()t (x),
t
~t(x) = exp[- t J(f ~e-kF(t-S\k)2dS]8-Ft\l(e-Ftx)o -
o k-o
v - HlMERSION DAliS lJ'N SYSTEME ~INEAIRE
On adapte ici Les definitions et resultats de [4J.
Definition 2: on dit oa e (1.1) est immerge dans ~e svs te me
avec Zt E ~m \ft et g, T) C=, s'il existe une application e de Rn dans Rill
de classe C telle que s i, e(x
o) = zo' alors
Tteoreme '3 : IIne cond.ition ne c es s a i r e et suffisante pour que (1.1) admet t e un FDF
esc ou'il soit immergeable dans svsts me Li.ne a i.r-e ie forme:
Preuve: s i. (1.1) admet un FDF a lo r-s , par (iii) du t heo re rae 2, on pose 8(x
o) = zo'
Zt = e(xt(x
o)' h(Xt(xo)) = M'8(X t(xo))' et h- Zt= J1.(e)(x t (x) ) = R 8(X t(xo) = RZt
done G = R, K = M', Zt = e(xt(x
o)) et h(Xt(xo)) = KZt = KeR\o'
l' immers ion es t done realisee.
Inversement, si h(Xt(x
o)) = KZt(zo) = KeG\o 1ft;" 0, on a :
h(X
o) = Kzo = K 8(xo). Puis, enieri-rant par rapport a t
o~, pour t~ :k4 (h)(xo) = KG8(xo)' De meme, on vo i.t facilement que
;/f:(h)(X
o) = KG 8(xo) 'Vk:;" 1, et ceci pour tout X o E If done e = (8 1 , ••• ,8 m)
engendre Span ):I et dim Span ):I ,;; m, CQFD. _
Remargue'5 : De meme qu'en [6J dans Le Cas T](x) = I, tous les sv a teraes (1.1) qui
admettent un filtre de dimension finie peuven t etre t r-ansf'o rme s par ehangernent de
co or donr.e ea no n.l Lne a.i r-es en un svs tcme lineaire. Cependant prati'1Uement, aussi
b Len pour' des questions de dimension qu e de stabilite numcr i.que , il est souvent
plus inc eressant de travailler en nor.l.Lr.e e.Lr e, _
~ : La classe des ava tcmes (1.1) etudiee Lc i , ou son equivalent 11temps
iiscret (endiee en [6J), a pour specifieite de ne pas avoir de bruits entrant
dans la dvnam ique, C'est cette propriete qui, aussi bien en continu ::;u1en discret,
permet d10btenir des FDF sous des conditions mains rastrictives oue clans Le cas
ies brui~s de dvr.am.ique; Notons que la condition de f Lnd.tud a de l'algebre de Lie
ie llequation de Zaka'L est ob t enue Lc i , comme dans les que.liues exemples co r.nus
avec 'oru i t s de dvnam rque ([1],[2],[3J,[5J,[7],[8J).
[1 J V. BENES: Exac t finite dimensional filters for certain diffusions ,lith nonlinear
drifts. Stochastics 5 (1981) p , 65-92.
[2J R. W. BROCKETT : Remarks on finite dimensional nonlinear esti::nation. C. Iob ry ed ,
"Analyse des Syscemes". As t e r ioue 75-76 (SMF) P- 47-56.
[3J M. CHALEYAT-~JI~UREL, D. MICHEL: Des resul tats de non existence de fil tre de
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[5J M. HAZEWINKEL, S.l. MARcUS : On Lie algebras and finite dimensional filtering.
Stochascics 7, (1982) r- 29-62.
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(1980)
[8] S.K. MITTER : GeometriC theory of nonlinear filtering. Out i I.s et mode.Les
mat hema t i.quee pour l'automatique, l'analyse des svs te mos et le
traitement du signal. Vol. 3, p , 37-60. Editions du CNRS (1983).
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PARTIE IV
Methodes de graphe pour le de coupLaqe et
le rejet de perturbations des systemes nonlineaires

RESUiJIE DE LA Neme ?AR::'IE
Methodes de 2ra::Jhe -20ur Ie decoLl:;lage et Ie
re,jet :le perturbations des svste:nes c:on1 if'eai-res
Ce t t e partie est co ns acr-ee a l'etude du decouplage et du rejet des perturbations
pour les s.'1stemes nonlineaires de La forme:
(2::)
[
X = f (x) + ~ u~f (x ) + ~
o ~=1 l ~=1
.'11 = h1 (x )
y = h (x )
p p
ou x evolue sur une v arLe te ana.i.v t Lque , ou f 0 ' f 1 , ••. , f N
des champs de vecteurs ana.lvt tques , et oii les fonctions h1
cr.aqu e .'1i ' i=1, ••• ,p etant scalaire.
,_ •• , gM son!
sont ana.Lv t i.q.zes ,
On montre que les algori tbmes de decouplage existants peuvent etre ane Li.ore s de
mani.e r-e sensible en evitant ur; grand nombre de calculs de cierivees de Lie des s o r t i.es
Le long des champs de vecteurs f
o'
, gi' car celles-ci peuvent s'inter-
de :naniere e l emen t a i.r-e sur l e du svs teme (2::). Plus precisement, on
derive les sorties ~e long de f 0 ' f j et g j pour connaitre les retards mi n i naux du
systeme (2::). Or ces retards se lisent directement, tout au mains ger_eriquement,
comn.e la longueur du pIus court chemin reliant 1 'une des entrees a La ieme sortie.
L'al8'oritbme est presente dans Ie 1 er article.
Le second article est consacre a l'application:::-e cet algorithme decou;JlaE;e
d'un bras de robot.
Les commandes ainsi obtenues dependent de par-amc t res que l'on peut optimiser
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:f: = t (x ) + E. u'r.(x) + Z w'g.(x)
a i=:1 i, i-=l a.
(E) Yi = hi(x) • i = 1••..• P
Zi=ki(x).'=1 •••• ,q
x belongs to a connected n-d'imena ronc I ana Iy t i.c manifold x, u ~ (u' , ...• uf
are the input functions, h" ••• ,hp and k 1, ••. ,kq aretheoutputf'l.nctiona,
analytic on X,n.ndwhere:
are analytic vector fields on x.
The f' eedb ack decr'luulinlj prab le~ co ns La t s in finjing analytic f'un c t i.o na (n i,9 i),
i.::::1, .... ,N, j=', .....,N, ev en t ua Ll y d ef Lned on an open subset 0- of X auc h that
(?)
locally .i nde pend en t of w\ i:::: 1, ..• , M.
The problem is ac tu a L'ly well understood and the differential geometric
met.hcds [4J together "'"ith the a Lgeb r-a tc ones [1] draw an almos1. cOr.lpletepicture
of the theoretic solution. In the g eome t.r-ro appr-o ach of the "u t r'uc tur-e l " de ccu pLti ng ,
"9 Lnt.r-oduce the maxdmaL involutive d.i2tribution .E of cons t am r-ank , chi ch is









.bk = i~ ~i~-' +~-I




"f'une t Ionaf '' po Lnt of vie...' : in p l ac e of a d i e t.r-t b u t i.on , o ne looks for a mo iu I.e
of vector fields, p Lay i.ng the same role d Lo t r-Lbu t Lon lJ but ev ent aa Ll.y
with anon co ns t arrt rank (see [1]). Clbude['lhas
Theorem 2 : The outputs Y1' ••• , y~ are d e co up Led v i t.h r esj.ec t to •.• , /1,
if and only if t.her-e eXlSC:S an analytic mocu Le 7!"which is also a Lie zsuba Lgeb r-a
of vector fields on X suchthat:
'fi:[Fi .7Ii] C 'In, and spanlG, , •••• GM! c
with Fi defined by (3).-












La a polynomial of differentials of hi up to the
a h:l,.- ..£1 can ~e interpr€ ted as the minilllal number
of integrations 91lchthat Y i is affected by one of the u J
'
To compu t e a. and ~, we tn t roduce the following quantities :
e.i(x) =F/X)F:i (x)h/d • i =1, ..•• p, j =1, ... ,1/ (1,)
'l'Jrl =~i(hi(x). Fo(x)\(x) •••. , F:i(X)hi(X)) - F:i+1(X).i=1, •••• P (12)
<Vi(x) = ~i(\(X),Fo(x)\(X} •...• F~i (x)hi(x)) • i = 1, ••• ,F (13)
j ~ 1, , N
with ~i. and ~~ arbitrary analytic f'unc t Lons ,
Let us call: e. the x 1/ analytic function whose (i,j)t~
element is «,
function whose
In this case, the change of variables :
x~ = \, ••• , X~i = F: 1 \ ' i = 1•••• , p.
putsthesystern(Z)locallyintotheforrn:




Charly . l hi- p"" ced u r e u lYo 1v.... a ~C~ . ..O"M of fo r .... 1 cale,, ! ,,~ , .. . pee u ll:.' t o
d H ...1 ~ ~ th e o~raC l uio tl. o nu ~" er. °, , 1 ~ ' , •. , p:on ~ .,.. t d ~ff .T .nI UI . ~ ,
;~::: :::::~:;:~~:;:~~ i; ' u~:~~:~:::~::~::~~:;~~'::o:::~:~:::;~E: t .
Tha ai aof thu pao.r I . to l nl rod "" •• rut.r ..~ t ""o to cO" flUl e o. with
the ,"~~ u.,. l n"lOber or fo rlla l d , rr .". ... "a tl OT•• , for th •• purpo.~ • • • • ~... ll pr ove
I..""t t he ""'lb.,.,, 01 Can (e"eT ~cally b.very .... 1.1' obta l"e<l on t he sHt~' . , :-aph .
lie .hall ala<> , I . e . l ow. r bo ",.d . , fo r 0. \~ l he ho.....g.n. r i o oa.., nlll
o~ Ulnlld f ro _ th ,rapll. ud pro ve tll _l ."!ler v, .. ....., or VI ~ 0\ - • ""
Th.... re su lt . .. re H "" lly • .I'n th~i t ed i~ a ~ . l f o r U hal t o Oo apu h ( a , ~ ) .
II _Tha , YO h~ ', H ap b
Aa i n [ 6 J,.a i nt r oduc e th e fo ll o~bg " H t..., 'a crorb :
~: ~' O.ll rUla ' V 'l OIll · ~ &r" Ph o f i: l r' '' l1. enOP@fl 3U"..t
~i t ll c iven 100.. 1 DooM ! na t •• , tb e o r u mt ed lI"ra pb " ,""a a I npu t- nodes are
r" l •• • • , ,,N. ,,' I! ). " hO" int ~1"OI edi a t nod u a r a th ata .. v. n u l ( I " I
n).
;::1::": O"lP"t-no ~ .... a r .. b , .....y p ). ~on""' 1Id ar ea of r ar e oH aine<! u
• 'l'h....e n l'" anO"lentM ar e J<'l gn ln g " : t o ..... 1ff ~ (,"),O re o
1 K 1 • ••• •N. k .t , • • •• ~ . .,..~ JO~En ], '4': • t o .. , r r E1( . ) i 0 I n 0
1 ~ 1 • • • • , !! . k _ T, • • , n.
• Ther e n lo t o a n 0 ,,1enl ed arO j oi nin g ~ 10 l J l ff ~{ ' ) .O
I n O. j . k K ' • •• • • n. k
• :'h ar e u l n h on o " ,.,n ' oo a r e Jo i n i n t: .. to Yi Hr 2- (I ) 1 0
•• , p,k _ , • • • • n. ' k
I;,";",",",''.', ", ,",'i 2 .. f~ ( I , " 2 )h ) ;'3 - r~ ( I , " 2" , ) ~ ~g1 (I, " 2 '" 3 )Y, ~ h (12 )
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Thu9,alroostwithoutcomputati0l1s, P, andtherelatlons G1h-=O and
G1Foh=O,canbededucedfromthesystem'sgraIJh(;.,teonlyneedtocompute F
1Foh!).
C1ear Iy the s ystem's gr a phsynth e~31.z es , t rJest r'lCt UTe oft he i r.t e r ().c t ions oft he
l-nout 2nd Qutuu t var-iab les ver~l,l~~ HlI: e"'ya bon of the state variab les. ,"[,hIlS it
is not surpriRinR' that 1n o-eneral but gener~callv only r the minimal lenrrth d l
representg the min" mum n1..l.:nberof 1n:egratiortS for the 1.nn1..lts to affect y ~'
namely Pi,uptoaconstantequalto2sincethefustandlastarcsdonot
represent Ln t cgr-at acna ,
qernark:in f,wedonottakelntoaCCQuntthefactthat f" •.• ,fN, g 1 ' •• ,gM
depend on x1 , ••• ,xn arnot. For our purpose these interactions do not play
anyroleingenericsituatlonsand riftheypl1:Lyaroleinnon-generlccases,
the profit of the graph's rnethodvanishes,aswillbeseenaftera
III-The characteristic numher3 Pi,theirlowerbounds vi,andthssystem'sgraph
Besides the characteris tic number s Pi J we shall introduce t he numbers vi
defined follow3:
Defir.ition4 : The number vi,i"""" •• JP,istheuniqueintegersatysfying:
3j (\1 .• ,N), (11, ... ,nl 8uchthat:
oh
-; '10 in 0,
and :Vj( [1,.a.,Nl,Vr<v i , 'ik r, .. ,h::ot 11, .. ,nl,
~:.Vi==di-2,i""1,••• ,P (20)
.Vi<Pi vi-=OPi g ener-a ca Lj y (21)
Bygenerically,'.,rsl!lean : for ev erv eys t em L '.,rho:::ecoefficients
fo,f" •• ,fN,g" •• ,gM,h1 •. ,hp
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,,,,
u pty 1nt e n or , of t he .p.cc o f .n d )t' cy ccu....va l u.,.; j"u,'c t ,o na on " e x.
~~ 'ro.t:cd.~inlt 'onof~i · · , n"'"
W 6t ,!" I H 0 ~h
f:/1 ~._. ~ i¢-t Oh 0 ,
e ,," l 1 0
.. . . l~ t_. ~0 ' 0 , ~Mch _ ... thoot th er . 1. an a n: t ........0 to '11 '
o r 1....1ed poon of r J0 1n,,,, u
J
t o '11' of lcnrt/l \Ii + Z. T....~ , ..~c. d1 h
th • • l no_ . ~l ·l .d .
Oft t ha otha>' ho.~d , aup po~. t lolot , """a ... . n .. a poo' h of r of l .....-«lt
r < "1 • 1 , JlOinl~ '\ 10 ' , B7 da h nl t1o" o f r . and unne li la . U e .. rC\O_ nt
•• h ~ora , ~a -:1 I ' \
f:r -;~(' ~o ~ t o
, "
b'H Hu s h cont rarY t o t ho definItio n of "I ' &lid f l ...U y , d1 a " l ' l _I'd (10 )
ia pn>" .cl . a
'!'l> ""," a etl) . .. ,,-..i t hoofol l c \li....... U11to.. :
L.ol"a l "tro<l ·JCatlla,u: :a.. rt and it "f It • •. • n l , ' ,]:, 0.b1'"' "" 110'''
~ .Iko £ /l•. ,,"I I~ t 0 1n "I ..~ .
an<! , ,~" 1 ,
.~Lo:· . : ~~·k :7(::~:: t_:;uJ::r::::::.):;ndt:::ta::-:tf::~:: ::r::~ ,:;at : :
.i(k
o




~~:~••• <l"k"+1 ni(ko,···,k,,) 'fro < 1>-' , 'ficO' ... , km_,( r:-2 ,
viththecOnVe:ltion:oP,{r;:l)'Oo.
Proof: Byinductiononm.Thelemmaistrivialfor
F:+\~ Fo(F~i) ~ ~ (F:\)
~ ~mf:m ~"km (~o(f~mf~"'-1.ni(ko' ... , km-l) +~m(r:-2))
(25)
k k








'll, - ~ ~~ (~:rr~ r:P I- " , (ko ' .. • kP! ' ) • ~O , (i':._2 ) ) •
_ . ... lnc n _ a__ arC"~.. t ... . ~ 1Aoa.Io 1 . ~. 11n<1 :
'l :ih1 • L r : 01 , ; (1<0 ' • • • • 1<0 l · 1: .'1. 1 r:Pl {1l1h o ' • • • • 1<, ) .I<O(~ 1 to' . . .. II'lcr~ 1
k( r01
" '.r:, ,-l ~ 'lho ' .. . kp , . , ) ' :~ ~'l ( i'/r2) ) (26 )
' 1 , Ii
lIJ(j , • • . •NI ,~cl: lh.t 'lO'to1i O. Ih. . ... ", JU.'I on. , ..... of (16 )
... 1 14,"I;«l1J O. If I h. fi n l ler. h no~ O. ne-ely t tl t, (1<0' •••• ' 01) " O.
;:.::::~:::'~)~?:.:::'::::::,:::''?:': ::,:':.:~<~: ,:..,.
::::r: I :~:~r::~:o~. :~~::~ ~~Ik ' t 1r:;~::(~ . no~. :.~ . )'~do : lt:lt~:a :~_ ~ ~ v,'
app17' rte l he .... . r,.....r.t to ....oh Un' of (n) . u fin.itY 11&.. " ~ v,
b l! ! ~ . np ~ rnuht·'i. · "l~·
Suppou Ih ... 1'1 > v , Tt-u ••an. \Il.ol '
' Jr: hl _0 ' J - ' .. ... " . ~ . vi ' . . .. "1. 1
But r~ = 11, .. , n ] - r~-1 = i6, and we have
-;. 0 11k:
o
' ••• , k
r
, lr~ n-1, and
-::::: a Vr;;Jo n, and thus vi ~ + CQ.
But (27)ioa
their pa.r t i.a L derivatives, system vhi.c h is
integrable in () of:S glove an analytic solution, by
aaauep t Lon, Thu9,itiswell-knowntha.tthesetofsolutionsof (27) isa
closedsubsetwithemptyinteriorofthespaceofanalyticvector-valuedfunctions
on 0, endowed with the uniform topology on the compacts of (). Thus, Pi;: vi
for almost fNery ~, and the proof of I'heo r-em 4 is achieved. _
..Q.o~:Ifvi>n-1,thenPi:::::vi=+CQ·
Proof:Letusfirstprovethat =ci,Vi=1, ••• ,p.
T·",o cases can happen : et tt-er ::::; ~ , or f. r/.
From (23), it is c Lear- if = 6 , ~ ~ Ii also.
"c!,oneemerefrom (23),weseethat
:F ¢, •.• , ~ ~ , and, since there is at least one eLement in each rir
mustben eleoentsin:
; r~ U r~ U ...
that r~ ~ ~ in
Now,if Vi >n-1, one has
since r~ = y1, one has also
Finally, since P1>v i,tr.e
~:Fromthecorollary,weConcludethatvii3Comp'-ltedinatmostn-1
and,genericallY,thesameb.oldsfor Pi. The result for Pi was proved in
However,itisremarkablethatonecanhave vi < n- 1 whereas p i .::::: +
cn as the




: It wou l d b e a n i c e r e9u l t , i f , P i > vi,thatthereexist.sa(non











y ' ~ I I Z .. . ~ ~------" <. .~ ~~ x,
f"'H it c" n b . "eC~ that , i n r , the l'e is 1'0 ori eI,t~J pa t h jo in i "E u to Y >'l l h
lec,g l h "" " , 1 t o p ' ? ;' . -j, c o" ly l",' h of l c f'CH l ~ rt " c
( u, ' 5 ' ' 4 ' ..d l~" ,.L L 4 . T!, ,,, , ~~ ~ i :> ~ i ' . ~ ~ ~~, l ~h ~,...~!, 'N ~~ 00'
(;i v e any::x>re o n P.i.' 'b~""er . t o c OT:J pu t e . i t ~ r > v L'
o~d if n et " 1~ no p.:;th of le r.g t h r . " i e. 1', it i .' to co~ p" ' e th e
firs t t eu o f ( ~5) p ] ~c c of "; r , e~ if n c, 'e wor e " nor> 'o r o .~V ~,,-
t er~ , t\'tre ~bo~ l " e, i ,t ~ o f le,,~ tb r + 2,.hiC " "o , . tr,,~ie"
~ ,the t-o l"oc~d i nc @To,"pl "" g ;~ .. a tQod i l1u " ~ ~~ ~ i o " of r.M...ce" e~ lC
,' " ' e ",,, ;' ll b Q \ ~ O,er . ,'~ ", or \' 'O> c""uli ty ~ ~l"tio ,," b ot ~ .. " r , b, <0 t ",,\
"." ~ i 0 , ou t t ~ei r s u" i ll O. G>r co ur , ,,, this io
wo e .....ng~ , fo ~ e"~" "I~ ,n F " "'~" k 1 , \J,' , ill (, ,,lu, ,.
~ ""X2 to . •
I f r " vI' .'e '," C "~3""" ly he""
. .. • I: . In t' ,e ,0t be ,;' '' t~~ ( I r ) c:'
~a t " .l~l HI Q 1 , • , ~Jr
•. J~,
: or",ini=l F.l rn • •
\. ~! , " gr~,,~ r
To .. , ,, J.d a c~qlot" ¢O"' truoc i-on of r ·..·-t h a . ' ,~be " o! v ~ e 1 8' " '"" eo ,e " " r c,..,
= \Ii ... 2, and Ui the subset of the (u; ... ,u~corresponding
directly from the da t e of 1:, and by 3. dvnaca c pr-og r-amrrri.ng
method:
• Starting from Yi(i::;: 1, _•• , p), we build every .inc i d en t arC'lnth: 0 .:/
Then, for every ~o ,Suchthnt (Xko,Y i ) c r, we test if there is an arc.
(uJ,,,"=o) in r by ~o '10. If (uj,,,"=o) ( r, di~' vi ~O and u J E U i
• If (u,j,~o) 'fJ, we change Yi into ~, and build every i.nca-Ient arc to
X
ko
oy ';0; then again, for ever? such that (~,'YKO) c r,
we test if there
is no are from u j , "lfJ, to
io, and soon. If there
':'hesameprocedurecanbe,Joneinparalleltodeter:nine :::::ui '
and Wi the subset of the Cw1 , ••• ,wM) corresponding to the (lli+2) length
in r.
s,
Vj such that u"Elli,
Then Pi = vi' t.£ VJ such that u~ E tAl.





JO' Vj auc h vthe t uJ(Ui
~hen Pi > Vi and one must co npu t e FJF~hi Vr > Vi '
~- 1, ..... , N, 11nt II the moment when one oft hes e ex-press io na b ecctncs non 0
Ls t hen equal to the cc r r-ea pond Lng r) or until r
If Pi is ~:n::~~ ~::enit~i lin: :;. the matrix f. is obtained by computing
CNeryexpression (11) for j:..=1, .... ,N ..
If pi.:::;+oo,onecandeletetbe ithlineof s,
3 .. The comnarj'lOnbet,..u:en P"l ~ ~li'
Pi < l-1i , we have GjF:hJ.. '= 0 Ym ~ Pi' 1fj •
• If Pi > lli' we have to look fur-t her- if
G}~i\ '" ° 'fJ auch that wj E illi'
""J.Li + l , ..... 'Pi' V'j.
O.M"i-1i eoC vro~'''''' 1Ia~ ~~ "nluli~" , ~"O t h~ ",'"\~~ i , fi"it~ ly c ~~o ·,
,he u,' to \t,~ o r~",' ~~ , y(~ ,,) . ts.... [? ] 1.
~nr of I ! : ~ "1" ' _ Vd . :In,.. ~~ ~ T. \'} • •
~, U ' 1 < " " ..d If !: ~"' ~ l orc~ 1,~ ..",ion , ,. C"" Le "a r,, :, " , ~I , n
:" :I ~ " ~;: ~ , ~ : r/ : t>, :~':o ·Y ~ ~~ :, ~: ::~·~:~:o~:o: I. ~~~~;:l~·:~:3 ~: .~~3~"~~ ~
",ce..u r 'l !:t e,u l 1 , ':'t= ,.e elai r.~ l . t h_5 W~\' n to r,"~l 'l i n '~ e" tla li<>M l.Il
F/~\ ..
~ , It b d eft" IN' ~"'~ ~ ~1 ""<l I~ ""' 0 .rr' c u nl for l a',.. , >i~ .." ~
brcer n , ~;, ~ ,~ . r r "; ' ", ''''.d.r ~. " 0 00 Til" "" ,.hUt 100 "",<e i n on.. ,
>~ c ~«I • ><.ry 10 _ "n,t·er of ro=o) d~, inti o..." ~ nd ' he Mf j c le~.c;.· of tt ,i .,,,,1.l ,,,5 i,
t he !:i , h~~t . C, lh. olh~T if Yi " "i ' . 1"00 ~ mi" i .... l l ""e ' ~ ill r 1.
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ABSTR..<\CT: The feedback decoupl i ng prob lem of nonlinear evs t ems is ac tua Ll v well
und er-s t ood a n a t heo r e t ac po an t of v a.ew, Bowev er-, to compute decoup.l i ng
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der-Lva t i.on pr-og-r-am to check if d rf'f er-ent r a I expressions are null [,J. We f' i r-a t Ly
recall the ger~eric in t er pr-e ta t Ion oft hese ex press 10 no in t er-ma of the gr ap h of the
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1-ThefeedbackdecouDlinl!oroblem:
where x belongs to a connected n-cdLmena Lona L ana Iy t Lc uean i f'o l dX.u-=-(U1 , a•• ,U N)T
:: ~::r~n~ut f'u nc t i ons , h1, .• ·,hp are the ou t pu t fUI:Ctl.O:l3, 'lr,alytic on X
'"f r,., 1s:!:.;. ' gt " 'S 0" ''Y' I .... ~" ,••_ ...~ , . r.. ",· ~, 1.-" r,- e'.. 9 ( .' ' f;) '
I""•. . • •~ . Jo1 • . • • • ~ . ,c r ", ,<,' on ... , 0;. ' . ,'C~ ,t .• t . ...
:::.~. \ ~.;~ . ::~ :~0':'·:~· ::.,.;:c; :::rl :...~::~::· b:ru:'r.•:::~ · ;;;.,
. .
[ o(. ) - (ob ) . ,:,.' (I )f. h l. ; 0(. ) J:,r~ ( . )t;;
t , (I ) 4 J~" ~ (' )f}" . r\h l . J~/~ [>lt: . 1-' • . .
",
(},
r .... I'Tob).... Ie "e·.u~Uv well ""eJon loon ~ "" ! ~. d \rr.t.,,\._l c O'Ou t n c ••U",d~
(~l ""te t h", " 11~ I h" o l toohr,,'e ",." rl] d r~ . IOn. 1Il1O.' t eo_" l e'. pl O'." ce of .I,e
I hltOrc h e 10 1. "'9 n. I n t h" ::eou' l n c . ~lra ~eh o f , t.. ' u n>c t un l - d .e9 ~ph ll£ • • •
u\ro~" e .. l h. u ..... l , nToh. "Y. 4.&1 0"0" ., of co nst u , roonk. wl'u " h b
( 'o." • • •• • l'.).. .ftYu ... r t . hl~O . ,.lro T.Go.._C l a rC l _ I!<>.... ClO [. l ..... pro y.-i
u,.rOllOW1~ ,
~ n •• • 1r ..c~ ..._1 ';.eo~~l.,,!: f n;lbh ,. _ • l oe.. 1 rA;lI "tl.Or . t .TA Rill< .r
,
"poon 11;, •. . • •c" I<;; ~ <. .;J k@r d\.
"'0 • • "an Ion, . . .. ' ~ "P t
-\. . ,~ L" .0\_, • ~••,






t M all"'ral ~ • • ~...b. ,..,.~{ ft, ... • 'n;"Ol ....OH . .. • "~I rel'~• ••" U t1 Q" . C1~"
.h...," DI"41· ~.;.n · .r ~ .,. I n r ' ~u.r a d a ·_ T1"~ I ) . ~••,., 100.... fo r .....O"h :0.
of ."' ....~ fi. : oa . p1.. ,nt t h.. n o• ...,1, D' . h.. 0•• t T1,,~ ·.• on .~ ..", ...... ~..!7 • • !h
• non COMt.. r. , r Dnil (" ".. [1)) . Cl UJ . [.J I>o.!' r "" ' '''' 0 ... ro llo ~ .ng
~ 1h o~ ', " \ . 7, • . • . •yp u " d ""o ~ ~ : D'l 'lih TO' pact ' 0 . '. . .~
1 ..0 o, l v " ! I.• r t.~ .. ~., . 1 <! 1C ,,~"'. lr. >h \CI , I . l b . ~ 1.>.. 1" 00 1, . J.,. 0 of
~ ", 'O ' f • .,ld. On 1 O. Dh !hlt
,.,
va t h 1\ defined by (3), and II ~ \~: vector f t.e Ld on Xl~(h) ~ 0 Vi ~ 1 , .•• ,pl.•




Defini ~ion 1 : The ch8.racteristic number Pi of order i Ls the unique in-t.eger
lIi(X) ~ F/X)F:i(X)hi [x }, i ~ , , •.. ,p, J ~ 1, ... ,N (1')
'Pi(x) ~ ;i(hi(X),Fo(X)hi(x), ,F:i(x)\(x))_r:i+1 (X)hi(x),i~1 , ... ,p (12)
<j,~(x) ~ ;f(hi (X),Fo(X)h i (X), ,F:i(X)\ (x)), i~1 , ••• ,p (13)
j~,. • .,N
~~ ar'b Lt r-a.r-y analytic function3.
6,~ me tr i.x-v a Iu sd analytic function 'tihose [L, J) t h
and <V the pXN matrix-valued analytic function{
V1...<: E 11,. 4 .. J M}, "fm..;,;; Pi' a necessary and ~::l! f f a c i.ent
rea l t.z e !he J_oc21 functional decouplint;" of (E), is that (a,p)
locallysolvethesYstem:
Inthiscase,thechar.geof
Pu ts the ave t.em (t ) locally In to j~ he :0 rm :
[ i i . x'p, _ l ",i~\ * '; ( X~ •• • • •J~ , ) + j~' .~ (x> ...l~/" ~
ChH lv , tn.. pr(l ~~d ~r<' , nvo! ves <> hug e "" " " 0 \ of f OT'•• l c o l cu l " . , "" peo h llt to
d e ur.. in e th e o ~uooterun c au"'.", P, , t .. ' , . . • , p , o ne :>uot d . f f e r e nluU
:~d ~ ~,:~0:: .: ~ r e;:~:~ .>:u ~~ h~ ; :: : .~ .p::::.~:: l::~' "~.::::"<lh: ·; :.: ::~ '
and Dufresne r,].UH Ttg t he l e ngoa g e ' .ACS! IU, lo CU.... t. U...., [0 .....1 " xpr u c.o no.
,. .,. aU of Hue f·" pe r is t o u" .... d" e.o <>!&uu lIeU>O<I to co",pu t . ~i ~H h tk •
.. 1a u . d ",,:01>0" Or 1<»'",. 1 d, fh r entut>ons , for Uu e fU'puc., •., oho!! p...... I M t
th. """'b .r. Pl ean ll . n ."ea1 ly b. v .rY U~ . ly Obt . , n .d o n l h. ~~. W.
a hall ela" Ifl .. . l o • • r bound "i f or 1'. 10 t he ",... ce, .. r ." e.....t> ll ob t •• n~
fro.. In. IfU ph, a nd pr o"e IM I eUher 'Ii ~ 1>-1 Or ''. .. Pi • + ~. rt."". res" lt.
a n h na U y . y ot h... ... .,;! '0 an al go r, th: to coe put a (o , ~ ) .
Il - 1E~ '
u 10 [6) , we . n t r<> o ~ e 8 t he fo llo " J.ne oY' h~ ' . rr..ph :
~: ~e ca ll r t he s vs l "", " t:roph gf r ,n I lp ve n o ~"" . ~bs w l et o ! X
wl lh l ," e n l gg. l ""g rd ln8t e.• , t /le orufj t od l ro ph"hOu~ lre
('I ' , • •• , ,,~ , v ' , .••• ,," ) . w'>os e ln te J"!ll.. di ot .... "o~e. u e l he . ta u vanaHes ( ' , •• •• • • ,,) .
;:1:: : 2" tpu t_hO ~ ..Su e (J , ••• • •Yp l . 'T.". ° raenl t<! ar s~ of t ~re 01 • • , n"'; ~~
·:h:r~.~~~~: :n~o : :~~~. e r::~::~~n:'w~o .:~r~r~~~~;. ~ ~ ~r.1~'0'
i " ' , , JI., k _ I , ••• ,n. 6f J
• : ~e:e ~ :: : :, :~ orhntad or c .)<linin !: '11: to ' J ctt ~(ll .0 ,n O.
· :h:r: . ~ ~ ~: ;: :n.o : :~~ :.8:e Joinin!; '"ktoJ 1 iff ~(. ) t'0 .n0,
~: 110 co ~ l d(uJ,Ji ) the ,nn,u ) nu~" . r or orun\r. ue~ of r f OrtllH.C fJ1
on en t .~ pe ~ h J0 1nl~ e ~J to >', ' a nd d , - , ~;~d ( " ) ' Y 1 ) '
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An introductory eX3mole : n ~ 3, N ~ 1, M ~', p ~ 1, fl(X) io, ~ (x, ,X2) i 0.
(17)
The ~w~~te:-!l 's "'r3."0h r
.. f~ 'J~:~X2) " 0,Finally, we also have G1F oh
Itcanbeeasl.ly::::;centlllt -=d(U'Y1)..:.5,
'tie shall prove that we can that, g ener-Lca l Iv r =; d, - 2 =:: 1, and that
d(w,y,»d, implies G1h=0 G,Foh"O. To
back to (9) and (10), and compu t e Pl' 'lie f Lr'a t chec'c that
(G,h)(X)~g,(X~(X2)=0.Then:(Foh)(X)=
.. f~(X~(X2) = f;(",'X2~X2). (F,Foh)(X) = I ',X..--I,X .• A_~-\X_}
P ~, ;
Thus,almost·....ithoutcomputatl.Ol1S,
the on;nl:nLlm r.'.l~ber of lni..e,'::'3.tiop...::> for the i.nput~ to affect y 1.' Pi up to a
con.stantequalto23ir.cethefirst..:ind :lrcsdo not representintegratiol'..s ..
t n1:0 ~"l.Cco ~l ': ': the f I:l.C1:. ~hd t f 1 r' .. , f H ' i: 1 ' •••• GM
depend on x1,., .,xu or not. For our- pur coc e t.hes e i n t er-a c t Lona .io r.o t a:l.I role
in ge-ie r Ic 51 tu a t i.o ns r f t.hey p l ay ~ role 1.0 nor.-.::e"':.er i c cac es , the pz-ota t. of
III - .l:.b!LsharJ.ct:eri.:3j.1C~ Pl' ~yeT_bQ'~~vi' -=.];Jl=-l'=.he~-,-="--",---=---,-=
Be!"; lollea t.he c h., r-ae t er- i x ~ i c -iumb er-a p 1. I we 1.11t ro duce t he v L
DefL~nti.or. 4 : The v
'l
' il, ...• P, io
,,.,
(n)
k ~f ·,.1 ~ f · ~h
,~ ., •••~ ~ ' O l nO.
' J E II ,. .. .~ ', ,,. ( v• • Yl<,.. ... ' ~o E b •. " nl. ". ","YO' ,
~', ., . 4, . 1. ' ·' .....P'
• • , ... P i ..,.j. vI· 1', ro~.... ..ally. I " ' • •• •• r .
B, r. ~"'I<'. I l.:t. v• • ...." fo r ... . '7 *",u_l oo.f'..,•.., u
fo . r , • . • • •f~ •• , ... . .~ . ", " F • h • • uu.4 l... d .~b• • '. v, t l: _ ; 1' I n·.onor •
• f tho .,...o.f .,.,,1 etor• • • lue<i h.~cho"" o~ Oc . . . ... f "n ClIO,,- f
o",",
'
", ' d~"... l<>ull:r 0.. u • • _ . vH.... l ... c U":O'of Ih orlt ..... 1 un.
~'lf·l)l'>-I .II>ot".PI · ·l· ·-
..l.IIatL.l ' '' ..... th o 00 ....11.,.,. . v. oonc luclo l hool • • 1.0 co"I"" ed . n.' -oc t l'>-' :'.l~ •
• ,,4 . , ..,..,.,ca1l J , th • • u .... ld. f or Pi 'l'h. r ....lt for PI "or r r ou.:I 1n (2).
Iloo.., .r . 1\ h ".b,.k ~l>1It l ho t on. eo" hIo.. " (n-l o·h. ,. "" p, ,, ... 0'. u ,.
{ ', ".',;'2 " - " ", ~ ', 12 ~'v/'
~1 11 """ l d h ... n' '' • •_'' ll . 'f Pi >'', ·lhallh.r.ni"u . ("" n", ,,, .. I)
Orlen t . d poll' rro. 0" " o f n. "J 10 'I O[ 1o"61~ Pi ' 2 .
Or.for1 " ' .. ~ . ls . I h• • u o nl y I,. ". ro. h noa . 3Yst"""l. I< oo "nle...r ...~) .. i n I'" no '.
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X1 = X4 + U X1





Foh = "2".,x4 ' F,Foh ~ - "2".,"4 ., o.
But it can be seen that, inf, there is no orientecipath joiningu tOY with length
equal to p+2=3.Theo:J.lypathoflengthlargerthan2is
length4.Thus,if we see that the graph does not give
on Pi'" However, to '"nthr> vi' and if there is !10 path of length
r +2 in I", it is no need to the terms of the form ('8) (withr inphceof
Vi) since if t her-e wer-e anon zero expression in these terms, thereshould extat a
pathoflengthr+2,whichoontradictsQurassumption••
~:thetwoprecedingexampleseiveagoodillustrationofnon-generi C 3ys t ems :
in both there were cr-t ho gona Latv r e Ie t i.o ns between F, and h , so that the expressions
(18) are io, but their cum is 0 .. Of course, this is non generic, for if we change,
for example in Remark', ux, in (,+E)ux" we obtain: F,h=('+c)x,"2-","2=£","2" 0 .•
~:Itisworthnotinethatifr(vi,W'eneces'Jar~lYhave











• StarU", fI ' " (. "' I • ••• •pl. u b~ . l d n rry 'f1C, h .. t u o ..111. , 0 ' ;;:;:-
Til.. , for ". "1.. n eh (-" 0 .7,) f r • • • ' H ••r ..... r. i ••~ or e " CuJ.\:o)
10 r by r ~" ' 0 . It (.J
o
) f r , tn o" d. . .. . "1 .. 0 and " J E 1,0•
• If ~~~~o ) c r YJ • •• 0 " 01>("0 ' . l M • .,. o a nd b ~.l d eY ..... 1nc . d ltA! a n \.0 "'0
bl ~ f o; t hon ~OU\ . fo r "' -• • , ... , ~. UC h l N. t (\c, .•~o ) E T,
;:o:~~ . l~J: I'::.::r;n~:: ;;J..,., \ :~~h~ Y~r~~, ~ ~~~.":1-: r,If tbore u... UC
ud:.:::·.:~:~:~·t:n ( : ~ ,~~~~..:~ :::::: n::~·::r: ::· (~:~~:~"::;~ h "'1:' ~.
'l'o ..vo, d (I 000 "10 ' 0 00'" ~r-..e"o" of r ~ •• ~ . .......... of .." .le~ ~.," ~ . ro _ .
on. e <1.""" " 0 ~. "' " , • _~ . a.ood II. t he S U~8" Of \~ t..1 •• • • •• • ) ,..,nd>r<
. 0 "" ..1 ..... h• • d, n c .lJ' fro- t ... :l.. t .. of t , ~'O!" ••~""".e Tl"O("r ,nr
.,n_:
l·V~;::: I::;:. \,;~:, t ~: .::::\~~ .. J EII,
'~.;:.::?~::/.o.,:::,:' ':~'.::: :~~".:':":'
_ 0 ' J u e h t qt yJ ; \I
. ~ : ;:'~<t"~0:'--:) P~;" ·I::'><IU ~ ": ~: h huor: ~Uh h ... .
Tt:en Pi ) OJ ~ _I'"~t. ' l': hi ' '' ) · 1 '
TJ .. ' ••. • ,•• "~ 1l 1 ..., 1 wI>.... or•• of tl ••• uP~"1l 0 ~ . b_ ., ...... 0
(Pi 18 t hen ""1.". 1 to 1M rrespoo~' n.!: r) or .... ~il r ~ .... ' .t ......,
.. . , r _doD 1••,, 11 ( tben I> . ....) .
,, 'It OJ is H .... _•• " " . 1u. . o ! . " . .... lrut. itl ob t ...... "7_;><>tL"Ii'
0 ' '"1 pr auoo ( t ,) for J .. t • • • • ,~ .
If " ono .,. .... . l o, o . "-' l t h l1 n o o f l. .
, . I b m .. ptri, o Q b et • • '" Pi All! "•
. If "1 ( Il, ' .. ... . C/:". _0 '. "". ' ' J.
r r '1~ "1 ' we "":_.0 Look hrthr , r
C/
o
11L. _ 0 'f J o uc h I N.t " J £ \lit
• GJF~hi eo Tm <; Pl.' Yj, then the d ecou p l Lng problem
so Lution iff the system( 14) has a local solution (a,~) •
• ~jo E {1 , ••• J ML i:n
o
< Pi such that GjaFOOhi i 0, then the d ecoup Li.ng
p rob Lem has no solution, and thesystemisfinitelydecoupledup t o the order
mo' V(fl,~). (see [2]).
4. Inversion of the system (14). 3ameasin[3]._
~:rf<Pi,andift'hasalarged.i!tiension,itcanbe'J.seful,inthe
w~J:h n > vi' to r-emar-k t ha t if there is :10 9ath of length
m .... 2 joining u J to Yi in I', every expr-esaacn (18) '..-ith !!1 a.n pl ac e of
is nec ess ar t Lv null. "hus , we e Li.m nat e this way n formal differentiations in
~:Itisclearthatthismethodismoreefficlentfor ViS and larger
n , N, M, p. If vi = Pi and if Ui to ea not con ta i.n too many e Lemen t s , we need a very
low number of formal derivations and the ef'fi.cf encv of this method is the highest.
On the other hand Jif vi(Pi,sinceaminimallengthinriscor:J.Putedrr.uchfaster
than a formal d er-Lva t ror- , the eco ncray of time grows va th Vi••
Remark~: For linearsY3teras, the graph's method can be s i gn i.f'Lcant lv irnprovedsince
Pi can be compl e t e l y ob t a i ned f r om t h e g r a ph : i n p l a c e of s t ep 2 of "the a l Go r i t r.m,
wehave:
If "i<Pi : delete every path of length "i+2,in
new minimal length 'Vi> Vi. Check if :3:j such that :I O.
If Yes, Vi Pi' If not, de Le t e 3.~ain every path of length
un t i L every path of Leng t h -(; n + 2 is deleted, then Pi ~
B-~




e )~( ) e ornl " .~ "O ll ~r ,~, !I ,e ,r~l' h '~ " ell", .,
d ) £ll!.!:!I.( ) co .. put~"o '. or ~
~) l 80 1.. l ~ e tl - ~ , ¥ 'u ~He'r<or...~n,".,:,o~
1)~ec.I..!l.n..l!l : t he n f" '" e ~n b e eheee-" . nd eone<:t .~, ~ ~~ t he u,,@r c~~ a~\r.
for f ur t n.r lnro ru tlo n~ (UI'h ( }) .
2)~....Jm.12!l t ~ ~ ~~ er ~U" t on3 ."c ~ ~ . quul1on~ o f r eco c n i~ l lll null
uV ... ..cns . r o r ~",,,, p l" 'hO' pr o r n . ca onot ot,...,k t he n" l !\t;' of ii ', ~,,·r M~'on
,,~ c~ .. 1 1~ - X2 ~ .I, en f , " no t e ~,~elf"" .
3)~ , lh . u' er "'o..l' he ll' th e P'f)C~~" \0 u_ph fy th~ r ",,~lts , rf)r ~r""n" ,
hy £. v i nt>nle~ of tnco '''' ~ .. tr ;'c " ;' a l" lifle~tiono. n.. un r H be .vau of tt>e
f. et t l>ot .".. .. >1Ot l . fl e •• \,o n$ ~ "to... t le . l ly ton ~ by 1"CS'f "~ y b~ So.~t l..e~
""TO. tl>on ~o .bI'HfJ. eo t l o ~ U . 11 .
l!..!t!.!.i:!I. ' In or" ffr \.0 r ....te<: \ th . l~te"" e'hau r u u h e froll • • nll"' l ~ "o~ ' ~ er ro r s ,
t he lIun pro c ra .. "'H l h.... ste p bv s t " l ' , n ~"uh.r)' fJ.l ..~ .
\Ie study t~. ~ eco u p l1 ~c pr ot l u f or a ~ deer " '"" of rr ..jo~ r obot "n .
COOlpoS"; cf H,..e £ eC" ~r.te o f l en r t h 1 " 1, .' I ~. n." llr<!;3 h>, e c eh", . ~ n(lu~
"Otd " ' 2 ' ' 3 . nc '4 ' Xs . ~d ' 6 ,,-.~ I r e r ",, ~ . eel ,,· • • n~ul~ c o. Joc ' H .... . r~..
eo r l e! ' 8 ~ eoo ~d t nat • • o f \ ~e . , t r .. " ly .. r e y, ' Y2 ' I J ;" .d w. wu h \ 0 e Ontrf)] I B
~otion .lo~£ '.l, e y, _ U n _ ~~ et. .. "r<>"o l.~ ,n~. " ... .u \.<:l,.. ..e ..~.,,( .
TI,. uo U.o,.· .. e ~ ~a \lon . ( [ J1) ..r.
i 2 · xS
:; : ;~ ,- r, (12 " " ' 4 " S " 6 )'~
" ~ (b 22("3" S" 6)u2 • b' 2''",- ', ' ' 6 u) •
• b71 ( "'I"'6)f? (I~ ""'4 " ') ) ' Ul('~ " " ' 6j
X6=(b23(X3'X5'X6)U2+b33(X3'X5,X6)U3+
+ b32 (x3"5 ,x 6 )f 3 ('3,x4 '''5,x 6) det(X~'xS ,x 6 J




Y3 = 13COs{x3 +x) +12c03X2 +1,
The program finds that: v, =v2 = v3 =, and P, = P2 = P3 1 and t ha t :
dett. - b" (x:~~;~~:~det(X3,xS'X6) (1 3sin(x3+x2) + 12sinx2)
The expressions of ui and ~ ij , l<i, j"0, expressed as functions of 1Jl1 rIJl2 ' !P,
and <1-",4>'2,4>33 as in (12),(13) are:
Q, =-[213bl,cos(X2+X3)x4(x6+xS)+212cos(x2)bl1x4XS-13f,sin(x3+x2)-12f,sinx2+
+('l',Sin(Xt)-'l'2COS(X,»bl1JX12sin(x3+:2J+12sinx2




+ «'l'213sin(x,)+q>,13cos(x,))b33 + ('l'213sin(x,)+q>,13COS(X,»)b 32)sin(x3+x2)
+'l'313(b33+b32)COS(X3+X)
+ ~::~:2:i~~:~~~: 12co',x, )sinx2+q>312cosX2)b32 - lhf2sinx3] x 1z13:inx3
+ det{x3'x
5,x6)
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UN APERC;:U ELEMENTAIRE DE LA THEORIE MODERNE
DES SYSTEMES NON L1NEAIRES (*)
par J. LEVINE el
Presente par Pi Baaxaxan
Ce rapport traite des developpements recents de la theorie des systernes
non lineaires et repond it un besoin d'information d'une part it cause de ques-
tions de plus en plus nombreuses emanant des industriels. d'autre part it cause
de la difficulte relative it acceder it ces informations. disponibles dans un
langage mathernatique assez peu vulgarise. L'auteur s'est done particulierernent
attache d'une part it presenter les resultats de la rnaniere la moins technique
possible, en motivant par des exemples simples les techniques algebriques ou
geometriques qui sont, somme toute, encore tres nouvelles en Autornauque,
la rigueur mathematique n'ayant generalernent pas it en souffrir : et d'autre
part it donner un grand nombre d'exernples d'applications reelles dans de
nombreux domaines allant de l'aeronautique aux reseaux de distribution d'eau,
en passant par la biologie...
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Le rapport est organise en trois chapitres
A. Les difficultes d'extension du lineaire au non lineaire.
B. Methodologies des systemes non lineaires. Systernes lineaires-analytiques
(representations externe et interne des systernes non lineaires).
C. Perturbations singulieres, Aggregation. Coherence.
Dans les chapitres B et C. on insiste particulierernent sur Ie parallele formel
complet avec la theorie lineaire, concernant les descriptions interne et externe
et les echelles de temps multiples. Ainsi. les notions de « fonction de transfert })
et de « reponse impulsionnelle » se generalisent aux « series genera trices » et
« serie de Volterra» respectivernent, la «notion d'espace d'etat» devient
« variete d'etat », etc... On a pris soin toutefois de detailler et d'illustrer par des
exemples les principaux cas pathologiques ou la generalisation brutale du
lineaire est en defaut.
Seuls les systemes deterministes y sont abordes car un rapport DRET de
G. Pignie et l'auteur est actuellement disponible sur les systemes stochastiques
et Ie filtrage non lineaire [I].
Enfin, les problernes du non lineaire en commande optimale ne sont abordes
qu'en conclusion pour eviter l'alourdissement du rapport par des develop-
pements trop heteroclites,
SYSTEMES D~TERMINISTES
A. LES DIFFICULT~S D'~TENDRE LES M~THODES DU LINEAlRE AU NON LINEAIRE
I. Les inconvenients de la linearisanon
Historiquement, les premieres tentatives d'approche des systemes non
lineaires (qu'on notera toujours dans la suite NL) sont basees sur la lineari-
sation autour d'une trajectoire nomina/e. Cette methode s'applique a divers
domaines d'etude : stabilite asymptotique [2), comrnandabilite et observabilite
locales [3), identification au voisin age d'un point de fonctionnement [4], fil-
trage de Kalman etendu [5) (bien que ce dernier point ne concerne pas les
systemes deterministes, il s'agit d'une question de theorie des systemes qui
deborde du caractere strictement probabiliste), etc...
Bien que son efficacite soit reconnue dans des situations particulieres, elle
comporte des defauts majeurs qui la condamnent comme outil general
• La linearisee d'un systerne NL ne donne qu'une description tres partielle
du comportement entrees-sorties.
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• La linearisation de non-linearites non bornees (par exemple polynomiales)
n 'est pas robuste.
• Le filtre de Kalman etendu n'offre aucune garantie theorique d'efficacite,
• Un systerne lineaire ou affine par morceaux qui approxime localement
un systeme IVL peut avoir un comportement entrees-sorties qualitativement
different de celui du systeme IVL.
Detaillons ces c points
• Point 1 : Nous allons donner un exemple de mauvaise description entrees-
sorties par linearisation, au Ie systeme NLest commandable alors que sa
linearisee ne l'est pas au voisinage de l'origine. Cet exemple, tire de [6], repre-
sente sous forme simplifiee, la dynamique d'un satellite rigide non spherique
propulse par un couple de tuyeres,
Le systeme est donne par:
,XI = al x 2 x 3 + bl U 1
'~2 = a2 X 3 Xl + b2 U
x 3 = a3 Xl X 2
(1)
avec I u I ~ let :a 3 # O,a l b~ # a2 bf.
(a3 # 0 s'interprete comme Ie fait que Ie satellite n'est pas spherique.] On
peut montrer (voir [6] et plus loin) que ce systeme est cornpletement cornman-
dable, c'est-a-dire que I'on peut atteindre tout R 3 a l'aide de commandes u(t)
continues par morceaux avec I u(t) I ~ I "It.
Avant d'etudier la commandabilite du systeme (1) linearise, rappelons la
condition de Lee-Markus [3]
THlioREME : Soit le systeme N L
(NL) x = fix, u) X E R" u E R"
te/que
flO, 0) = 0
Notons
F = ~(O,O) G = ~(O,O)
Alors si /e sysreme lineaire (/imiarisee de (N L) au voisinage de (0,0))
(L) .x= Fx + Gu
est completement commandable, if existe un voisinage de [' origine sur lequel IN L)
estcommandable. _
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On note que 11) satisfait bien f(O, 0) = 0 avec
(
f dX\' X2'x3. U)) (a\ x 2 x 3 + b, U)
fix, U) = f2(x l• x 2• x 3, u) = a2 XI X3 + b2 U
f3 (x l , x 2 • x 3 • u) a3 XI X 2
Ona
done
et Ie systeme linearise :i: = Fx + Gu = Gu n'est evidemrnent pas cornman-
dable. Remarquons aussi que meme si l'on avait un troisieme coefficient b3
dans G. Ie resultat serait identique puisque I'on ne dispose que d'une seule
commande pour 3 dimensions .
• Point 2 : On va considerer un systeme scalaire dont la non-linearite est
quadratique (done non bornee) :
x(t) = U(t)X 2(C)}
x(O) = xo "# 0
UE IR XE IR
(2)
et on va considerer Ie problerne de la robustesse de la Iinearisee de (2) pour une
erreur sur I X o I, lorsque I Xo I est tres voisin de O.
Notons d'abord que la solution de (2) est dormee par
~ r
x(t) = --,,-- "It> 0 tel que 1 - X o J, u(s) ds #- 0
1- Xo1u(s)ds 0 (3)
Si ute) = - a I.a > 0) et X o > 0, il est clair que Ie systerne (2) est stabilise
puisque
(4)
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et ceci pour tout X o > ° puisque
Notons que pour X o < 0. Ie systeme (2) diverge en temps lini avec u = - a.
puisque pour ttlx o) = - a:k > 0, on a
Si maintenant on linearise autour de la trajectoire (3), on obtient
yet) = - 1 +x~xo t yet) + (1 + '::0 t)2 vet) (5)
En choisissant la commande v. en boucle fermee, comme suit
) (1 + axo r) ((2 - sr) axo - e)v(t.y,xo 2 yX o
avec e > 0, on obtient y = - &y qui est bien un systerne stable. Or
(6)
(7)
Ainsi, la commande (6) qui assure la stabilite de (5) autour de la trajectoire de
reference 1 +x:
o
t' n'est pas robuste puisque son gain tend vers + Xi lorsque
X o approche de O.
• Point 3 : On va considerer un systeme NL stochastique donne. au sens
de Stratonovitch, par
(NLS) {dX, = !(x,) dt + g(x,) du,
dy, = h(x,)dt + dw,
ou, au sens de Ito (de rnaniere equivalente), par
1 (
l og ) -dx, = l(x,) + -., -.--(x.) g(x,) dt + g(x,) d»,(NU) - ox
dy, = h(x,)dt + dw,
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(dV) ... . (V) ..ou dw est la differentielle du brownien w au sens de Stratonovitch et ou
(dV) (V)dw est la differentielle de w au sens de Ito.
On rappelle que y est le processus d'observation de l'etat x. On va montrer
que la linearisation rigoureuse (NLS) s'effectue comme pour les systernes
deterrninistes, mais ne correspond pas Ii la linearisation utilisee pour Ie filtrage
de Kalman etendu qui. elle, n'est pas rigoureuse.
On peut montrer [7]que la linearisation de(NLS)oude(NLIJa bien un sens
et consiste a lineariser(NLS) au sens de Stratonovitch. Elle est donnee par
I of ogdz, = ax (x,) z, dt + ax (x,) z, de,(NLSL) dv, =~(x,)z,dt +dw,
Insistons sur le fait important que (NLSL) n'est pas un systeme lineaire mais
bilimiaire puisque z, se multiplie au bruit d», et done que Ie precede de line-
arisation classique n'est pos, en stochastique, un procede de linearisarion.
Pour appliquer les methodes de filtrage. il faut en plus traduire (NLSL)
au sens de Ito. Pour cela, il suffit de remplacer ¥X (x,) Z, par
+ H:X(~(XI) Z,))*(x,) Z, =
+ ~ z,r ~(X,)t(X,)Z, + ~ *(X,)~ (8)
Or dans Ie second membre de (8) apparait
~=~(x.ro)
ou <I',(x.oi) est la solution de (NLS) Ii trajectoire v,(ro) fixeeet pour la condition
initiale CPo(x.ro] = x. Rappelons qu'avec cette notation.
z,=~(x.m)
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Ainsi, pour resoudre (N LSL) au sens de It6, it nous faut connaitre
L'equation donnant czt/ox peut etre calculee comme precedernment en reli-




Pour conclure, on a montre que Ie pro cede de linearisation classique ne
permettait pas de lineariser en stochastique, et, pire, les equations au sens de Ito
dormant ~ (x. (0) sont en nombre infini. Or Ie precede de linearisation[ormelle
du filtre de Kalman etendu qui consiste simplement a ecrire, x,designant
l'estimee a l'instant r
dz, = '* (x,) Zt dt + g(x,) dv,
sans toucher au terme de bruit, ne construit pas un filtre des variations au
premier ordre autour d'une trajectoire nominate, meme dans Ie cas particulier
ou g(x) == G,matrice constante, puisque oG/ox == O.En fait, Ie filtre de Kalman
etendu correspond a un developpernent de f au 1er ordre et de g a 1'ordre 0,
et l'amelioration de la precision surfn'a aucune raison d'etre significative
comparee a la mauvaise precision sur g.
• Point 4 : Jusqu'a present, nous avons examine les problernes lies a la
linearisation «simple» mais on peut objecter qu'avec une suite de modeles
linearises, done un modele lineaire ou affine par morceaux, le comportement
entrees-sorties du modele NL doit etre mieux approche. En fait il n'en est rien
comme va nous le montrer 1'exemple ci-dessous (inspire de [8]).
On suppose que 1'on connait le flot des trajectoires d'un systeme inconnu
dans un certain voisinage, l'etat x etant scalaire.
Le flot est donne par la figure 1.
Considerons la trajectoire en trait plein de la figure I. echantillonnons-la
aux instants to = O. t1 = I. ...• tk = k. ,__, et notons Xk l'ordonnee du point
















X o = - 1,111 2 XI = 0,6668 X 2 = 0,6670 x 3 = 0,6675
X 4 = 0,668 8 x 5 = 0.671 9 X 6 = 0,679 7 X, = 0,699 2
X 8 = 0,7480 x9 = 0,870 1 x l O = 1,175 3 Xli = 1.938 2
x 12 = 3,8456 X 13 = 8,6140 X I 4 = 20,5349 X I 5 = 50,3372
On se pose alors Ie probleme de trouver un modele affine par morceaux. de la
forme
{
X.... I = F. x. + g. W'h(X.) k = 0, ..., 14
X
o
= - l,lll 2 19)
ou F. etg. sont adeterminer.
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On verifie que Ie modele suivant
{
5 .
2'x - 1 Sl x;?: 0
- ~X - 1 si x < 0
(10)
redonne exactement les points xo, ..., XIS'
Or, si ron perturbe legerement la condition initiale x = - 1,111 0 (soit
une variation de 2.10- 4 ), on trouve avec ce modele (9), (10~ la trajectoire
de la figure 2 dont on montre qu'elle est chaotique, xk variant toujours entre
102
-T et3
Done l'approximation (9~ (10) qui est exacte pour la trajectoire partant
de X o = - 1,111 2, et done qui suit une trajectoire monotone non decroissante,
donne un comportement qualitativement different lorsque l'on fait varier Xo
de 2. 10- 4 puisqu' alors on obtient une trajectoire non monotone et bornee !
On peut meme, en perturbant un peu plus xo, obtenir des trajectoires perio-
diques de periode arbitraire ; par exemple, pour la periode 3
! 34 14 2Xo = - 37~ - 0,9189 Xl = 37~ 0,3783, Xz = - TI~ - 0,0541x 3 = Xo x4 = Xl X s = Xz, etc...
En conclusion, contrairement a ce qui se passe en lineaire, la donnee du
champ Ie long d'une trajectoire ne perrnet pas de decrire ce qui se passe autour,
et les methodes de linearisation par morceaux sont ici en defaut,
II. Quelques points specifiques aux systemes NL a temps continu
Nous savons que les systemes lineaires jouissent de proprietes tres par-
ticulieres comme : existence et unicite de la solution sur] - 00, + co] tout
entier (pas d'explosion en temps fini), l'ensemble de ces solutions engendrant
un espace vectoriel (l'espace d'etat) lorsque l'on fait varier les lois de com-
mande sans contraintes. De telles proprietes cessent generalement d'exister
pour des systemes N L, et l'espace d'etat devient une variete differentiable,
variete qui peut quelquefois avoir une structure topologique delicate amanier.
D'autre part, il va sans dire que de nombreux phenomenes non triviaux
comme les bifurcations, peuvent apparaitre en NL, mais nous n'aborderons
pas ces problemes ici.
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Donnons quelques exemples elernentaires
a) Non-unicite
Le systerne
x= u(t) x'" },
x(O) = xo
(1)
avec u(t) fonction mesurable bornee et 0 < m < 1.a pour solution generale
x(t) = (x~-m + (1 - m)rU(S)dS)~
Or, pour X o = 0, il est clair que xfr) = 0 lit est une solution trivia Ie et done
(
., ) 1
xtr) = (1 - m) 1u(s) ds T=m et xtr) = 0
pour x(O) = 0 et u 't 0, sont deux solutions distinctes de (1).
Remarquons bien sur que la fonction x" n'est pas Lipschitzienne au voisinage




x(O) = X o
(2)
toujours avec u mesurable borne, mais, cette fois, avec. p > 1. admet pour
unique solution
x(t) = X o r' l (3)(1 - (p - 1)xg- 11U(S)dS)P=i
Or si le denominateur s'annule, c'est-a-dire si l'equation
ru(s) ds = (p _ :) xg-1 (4)
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admet une solution t 1 E ]0. + :XJ[, on a
!~~ I x(t) I = +:XJ (explosion au temps t 1 fini)
en particulier, si u(t) :; v "It, avec v> 0 et X o > O. l'equation (4) devient
vt = __1__
1 (p _ l)xg-1
et l'explosion a lieu au temps
1
t l = v(p _ l)xg- l
(Insistons sur Ie fait que t1 depend de la commande utilisee et de la condition
initiale.)
c) Varieted'Etat
Considerons Ie systeme bilineaire :
Xl = u(t) x 2 xl(O) = ~l }
x2 = - u(t) Xl x 2 (0 ) = ~2
avec u mesurable et bornee,
II est clair que l'on a x, Xl + X 2 x2 = 0 Vu, et done
x~ + x~ = ~~ + 1;~ Vu
(5)
(6)
(6) exprime qu'aucune commande u ne pourra faire sortir l'etat du cercle C
de centre l'origine et de rayon (1;~ + 1;~)112 qui joue done Ie role de variete
d'Etat. La commande u ne sert qu'a faire varier la vitesse de parcours sur C.
Remarquons enfin que la variete C est de dimension 1 alors que (5) est de
dimension 2, et ne constitue done pas la realisation minimale. Celle-ci s'ecrit
sirnplement
X = u en abscisse curviligne !
Donnons un autre exemple un peu plus riche
I~:) = ( ~3 ) U l + ( - Ox3!U2 + l-X:1 ) u3 ! (7)\x3 - x 2 Xl 0
x 1 (0 ) = ~1' x 2 (0 ) = ~2' x 3 (0 ) = ~3
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On verifie immediaternent que X, .x, + x 2 .x2 + x 3 .x3 = 0 \f(u ,• u2 - u3 )
et vr,
La variete d'etat est done la sphere 52 de [R3 de centre (0. O.0) et de rayon
(~T + ;~ + ;~)' 2 = R. u,- u2 et U3 representant la vitesse de parcours sur 52'
Comme precedemment, dim 52 = 2 et une realisation minimale locale




(x) U, (' XY ') U2 (2R 2+~) (' Y )Y = '2"R 2 R 2 _ X 2 ~ y 2 - '2"R X y 2 + u3 _ X
X(O) = ;~ :;k ; y(O) = ;~ :;~
(8)
Precisons que (8) n'est qu'une realisation locale puisque la transformation
utilisee est singuliere au point x3 = - R. On laisse au lecteur Ie soin d'ecrire
la realisation de (7)au voisinage de X 3 = - R en utilisant cette fois
X' = ~32_Ri Y' = ~32_R~2
Notons qu'on pourrait aussi utiliser d'autres changements de coordonnees
pour ecrire une realisation minimale de (7), comme les coordonnees polaires
(latitude, longitude), etc.... mais tous contiennent des singularites et il n'existe
pas ici de realisation minimale globale,
d) Singularite topologique [9]
On va montrer que pour le systeme bilineaire
.x, = X 2 x 1(0 ) = I }
'~2 = - (1 - u) Xl x 2 (0 ) = 0
(9)
avec I u I < E ~ 1, l'ensernble des points que l'on peut atteindre en un temps
« petit» est simplement connexe, alors qu'il ne l'est plus il partir de l'instant
T = 2n:.
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La solution de (9)pour u constant est donnee par
Pour u ~ O.ces courbes sont des ellipses de foyers
(± R~.O) etdegrandaxe v.~~ u
pouru <:;O,cesontlesellipsesdefoyers
(0. ± Rj2) etdegrandaxe2R
1101
On rnontre par des considerations geometriques elementaires que l'ensernble
atteignable A(l. 0) it partir de (1, 0) et pour Xl ~ 0, X 2 <:;0 est situe entre les
2 branches d'ellipse dont la branche superieure est donnee par (voir jig. 3)
(eD (1 - c) xi + x~ = 1 - c: (u = + e) Xl ~ 0 X 2 <:;0
et dont la branche inferieure est donnee par
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sur (eD, Ie temps mis a atteindre XI = 0 est t l = It/2y1'1=E et sur (e~), il est
t'l = It/2yT+"E < cl ·
En particulier, l'ensemble atteignable avant tl' note A,,(l. 0), est clairement
simplement connexe.
Continuons a construire l'ensemble A(l, 0), II est situe entre les courbes e l
et e2 (voir fig. 3), avec
les eietant les branches d'ellipse suivantes (el et ei etant definies plus haut]
ei = (1 + s) xi + x~ = 1 - e Xl ,;; 0, X 2 ,;; 0 (u = - €)
ef= (l - s)xi + x~ = (\ ~€t XI ,;; 0, X 2 ;:;, 0 (u = + €)
ei = (1 + s) xi + xi = (11~€t XI;:;' 0,x2 ;:;, 0 (u = - e)
ei = (l - s) xi + xi = 1 + € Xl ,;; 0'X2 ,;; 0 (u = + e)
e~ = (1 + s) xi + xi = (\ ~ €t Xl ,;; 0, X 2 ;:;, 0 (u = - s)
ei = (I - s)xi + x~ = (\ ~ €t Xl ;:;, O'X2 ;:;, 0 (u = + a)
On voit alors facilement que 'It < 2 It, I'ensemble A,(l, 0) des etats attei-
gnables par Ie systeme (9) a partir du point (1, 0) et dans l'intervalle de temps
[0, t], est simplement connexe, alors que pour t ;:;,2 It, A,(I, 0) contient des
trajectoires periodiques et n'est plus simplement connexe a cause du voisinage
de l'origine non contenu dans A,(l, 0). II s'opere done une singularite topo-
logique de l'ensernble atteignable pour t = 2 It.
D, DESCRIPTIONS EXTERNE ET INTERNE DES SYST£MES NON LINEAIRES
I. Quelques exemples conerets, er non academiques, de systemes N L
La liste ci-dessous n'est evidemment pas exhaustive, mais donne une indi-
cation sur la facon dont on a cherche a appliquer jusqu'a present la theorie
non lineaire.
a) En Aeronautique
De nombreux problernes familiers des ingenieurs comme Ie controle de
I'attitude d'un satellite rigide [10], comme la commande non interactive des
avions en mouvements rapides [11], [12] ou comme la rnodelisation et la
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commande du vol des helicopteres [13]ont contribue il dernontrer l'importance
et la specificite du non lineaire la ou le lineaire n'apportait pas de reponse
viable.
b) En Robotique
Certaines tentatives d'utilisation du NL existent deja pour la modelisation
et la commande des bras manipulateurs souples [14].
c) En Biologie et en Chimie
Lessystemes bilineaires y ont tres tot ete introduits pour modeliser l'evolution
des recombinaisons de certaines molecules dans une solution. Leur utilite
theorique est tres largement reconnue dans ces domaines [15].
d) En Petrochimie
La regulation et la commande non interactive des colonnes il distiller [16],
[17]ont aussi apporte un exemple d'application du NL ou Ie lineaire ne donnait
que des resultats mediocres,
e) Danslescentralesnucleaires
Pour l'identification du comportement en charge par un modele bilineaire
obtenu a partir des modeles linearises en differents points de fonctionnement
[18].
t) Dans les circuits electriques et electroniques
Le convertisseur de courant continu par commutations entre circuits RLC
[20]est l'un des premiers essais d'application des systemes bilineaires.
g) Danslesreseauxdedistributiond'eauetd'electricite
D'une part se pose le probleme de la classification en equilibres stables et
instables des solutions du systeme d'equations non lineaires du regime per-
manent du reseau, - pour les reseaux electriques, une litterature abondante
existe [21], [22] -, et d'autre part, Ie pilotage du reseau ou commence il se
developper une generalisation des methodes par echelles de temps du lineaire
[23],[24].
Rernarqued'orientation
II est facile de voir sur cette suite d'exemples que la « theorie )) non lineaire
est rnultiforme suivant que l'on s'interesse il une modelisation fine ou il
l'optimisation d'un systerne aggrege, le formalisme est radicalement different.
D'une part la modelisation fine demande une structure precise (structure
bilineaire par exernple) pour pouvoir repondre il des questions aussi delicates
que la commandabilite ou l'observabilite, et d'autre part l'optimisation des
reseaux secontente de modeles relativement grossiers du moment que Ienombre
de variables d'etat soit dirninue et que Ie systerne reduit ainsi que son systerne
de comrnande soient robustes, c'est-a-dire pertnettent d'obtenir du systeme reel
les performances desirees en depit des erreurs de modelisation. Des lors, le
leeteur pourra arguer que sans modele precis, on ne peut avoir d'idee precise
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sur Ie systeme ou, au contraire, que la precision des resultats avec un modele fin
n'est qu'apparente si les donnees pour construire ce modele sont peu fiables
et/ou peu nombreuses. Nous nous garderons bien de conclure et nous insiste-
rons par contre sur I'enrichissement potentiel et reciproque des 2 approches
let des autres it venir) dans un tel debar !
Pour essayer de dresser un tableau synthetique sur les resultats represen-
tatifs du non-lineaire, nous avons groupe toutes les theories et methodes ayant
un « degre de parente » evident les theories geometrique et algebrique des
systemes bilineaires ou, plus generalement, non lineaires-analytiques sont Ie
pendant direct des methodes interne et externe du lineaire et sont donc groupees
dans Ie chapitre « descriptions externe et interne des systemes non lineaires ».
Nous avons par contre separe cette derniere approche de celle par pertur-
bations singulieres, aggregation et coherence, qui n'a pas les memes objeetifs.
Pour terminer, en ce qui conceme la forme, nous nous contenterons Ie plus
souvent de faire une bibliographie commentee, en introduisant juste ce qu'il
faut des concepts mathernatiques pour pouvoir garder Ie fil. Par contre, nous
n'hesiterons pas it illustrer les resultats par des exemples lorsque ceux-ci sont
suffisamment simples et,.. courts.
II. Comment Caire un systeme non HOl!aireavec plnsieurs systemes lineaires ?
On va donner une interpretation (presque generique) d'une classe impor-
tante de NL : les bilineaires, Pour eviter de compliquer l'expose, considerons
seulement J systemes lineaires
et supposons que, entre ces 2 systemes, un interrupteur nous serve it piloter
Ie dispositif (voir fig. 4).
Figure 4.
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Les deux seuls degres de liberte dont no us disposons sont done Ie temps
passe entre deux commutations et le choix du systeme sur lequel on commute.
Modelisation
On introduit les variables de commande u l et u2 it valeurs binaires 0 au 1,
avec la contrainte u1 + u2 ~ 1 puisque les 2 systemes Al et A 2 ne peuvent
etre branches simultanement (ce point n'est rnentionne que pour la vraisem-
blance de la modelisation mais ne constitue en rien une limitation theorique !).
Le systeme de la figure 4 est alors donne par
x(tj = u1(t) Al x(t) + u2(t) A 2 x(t) = (u1(t) Al + u2(t) A 2l x(t)}
u1(t) u2(t)e{O,I} u1(t) + u2(tj ~ 1 'It (1)
Un tel systeme est appele bilineaire ou regulier, la non-linearite venant de la
multiplication de l'etat par la commande. On trouvera un tel dispositif par
exemple dans les convertisseurs de courant continu (voir [20]).
• Il est clair que (1) ne peut pas etre represents par un systeme lineaire : (1) est.
par construction, lineaire par morceaux.
• Il ne s'agit pas de controle impulsionnel puisque les trajeetoires de (1)
ne comportent pas de sauts mais des commutations (sauts sur la derivee pre-
miere).
• Il existe par ailleurs d'autres techniques apparemment proches pour
modeliser des systemes it commutations comme les techniques d'equations
differentielles multivoques qui s'averent beaucoup moins riches du point de vue
qualitatif, les inequations variationnelles ou les systemes lineaires implicites
dont le spectre, plus restreint, reste it la frontiere de ce type de problerne.
III. Nomenclature des systemes N L
a) Biiineaires ou Reguliers (voir § II)
Un systeme bilineaire est un systerne NL de la forme
(BL) 1x = (tlU' Ai) X
Y = Cx
ou C est la matrice d'observation et les Ai des matrices carrees (n. n). n etant la
dimension du vecteur d'etat x. Les matrices peuvent dependre du temps. Dans
ce cas, il s'agit d'un systeme bilineaire non stationnaire.
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PROPOSITION Les systl!mes lintiaires sone contenus dans les systemes bili-
neaires.
Demonstration : Considerons Ie systeme lineaire
.x= r« + Gu }
y = Hx x(O) = x o
avec x E R k , U E R'" et y E RP. FE R k', G E R km HE Rpk
Notons 02.~ la rnatrice nulle de R2~. G, la r-ieme colonne de Get
e = (H lOp.!)' puis notons
On verifie alors facilernent que le systeme bilineaire
(1)
x = (.to U' Ai) X X(O) = (x10) } (3)
y = ex
est « indistinguable » du systerne lineaire (2~ d'ou le resultat, •
Par un raisonnernent analogue, on montre facilernent que les bilineaires-
affines
(BLA) J = J!u'(A, x + bi)
1y = ex
sont eux aussi des cas particuliers des bilineaires, On ne gagne done pas en
generalite en rajoutant des terrnes affines. II n'en va pas de merne lorsqu'on
rajoute des terrnes non lineaires.
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b) Lineaires-anaiytiques
Ce sont les systemes lineaires en l'entree et analytiques en l'etat
1
x= folx) + f u' J.(x)
(LA) ,=1
Y = h(x)
lorsque h, fo, .... f N sont analytiques. (On fera souvent l'abus de langage
consistant it designer par Ie meme nom un systeme ou h. fo, ... , Iv sont C".)
En fait, en toute rigueur, et compte tenu du fait que Ie vecteur d'etat est
suppose evoluer dans une variete (C'" ou analytique), il faut parler de fo, "', l»
en terrne de champs de vecteurs et l'ecriture de (LA) est alors dans un systeme
de coordonmies locales.
Precisement, dans un systeme de coordonnees locales (x', ..., x"), les
fo, ...• f N sont les coefficients des champs de veeteurs Fo, .... FN associes par
laforrnule:
F,(x) = JI f/(x) b i = O.... , N
Les F, etant, eux, intrinseques, c'est-a-dire invariants par changements de
coordonnees,
Le cas ou les J; sont des polynomes a longtemps ete etudie separernent, rnais,
etant donnee leur faible specificite par rapport it (LA) nous n'en parlerons pas
(voir [25]).
On retrouve souvent, par ailleurs, le reproche que les systemes non lineaires
etudies ne sont generalement pas vraiment interessants parce que trop « regu-
liers ». En fait, dans la pratique, il est bien rare de trouver des non-linearites qui
ne sont pas C'" ou analytiques. Des non-linearites sinusoidales ou quadratiques
sont generalement considerees par les ingenieurs comme redoutables it juste
titre. Ceci ne veut pas dire qu'il ne faille pas considerer de systemes plus gene-
raux, mais cette remarque vehicule frequemment une confusion entre com-
portement non lineaire et comportement discontinu.
c) Non linea ires generaux. Approximation bilineaire
(NLG) {x = f(x, u)
y = h(x)
De tels systemes sont tres peu etudies d'abord pour leur trop grande gene-
ralite, et aussi grace au resultat d'approximation suivant du it Fliess [26].
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En fait. au lieu du systeme (NLG) on va considerer la relation entrees-
sorties causa1e qu'il definit, all plus generalement encore, n'importe quelle
relation entrees-sorties causale et continue sur T x C ou T (resp, C) est un
compact de [0, cc] (resp. de COlT) espace des fonctions continues sur T
muni de la topologie de la convergence uniforme).
THEOREME D'APPROXIMATION Tout systeme non lineaire decrit par une
fonctionnelle entrees-sorties causale et continue sur T xC peut etre arbitrai-
rement approche (au sens de la topologie de la convergence uniforme) par des
bilineaires de dimensionfinie que l'on peut choisir nilpotents.•
On trouvera un resultat Iegerement different dans Sussmann [27], et un
resultat analogue dans Ie cas des systemes atemps discret (echantillonnes) [26]
ou la nomenclature precedente s'adapte de maniere evidente.
IV. Descriptionexteme de systemes NL Approchealgebrique
Les resultats de ce paragraphe sont empruntes a (Fliess [28], Jacob [29]).
On sait que les systernes lineaires sont decrits de maniere exteme par leur
fonetion de transfert et/ou leur reponse impulsionnelle, ces 2 notions etant
reliees par une relation biunivoque. Le parallele exact existe (presque en
general) pour les systemes non lineaires reguliers ou analytiques : l'analogue
de la fonction de transfert est ici la serie generatrice, et la serie de Volterra
tient lieu de reponse impulsionnelle. Avant de preciser ces notions, rappelons
la methode de Peano-Baker pour approximer la solution d'une equation
differentielle par une serie (aussi appelee methode des approximations succes-
sives).
Soit )!x= (Ao + f ui Ai) X x(O) = X o(BL i=lY = Cx
Le calcul est classique et consiste a ecrire
Xl (r) = Xo + (tAo + t r' u'(s) dSA i ) Xot-lJo
puis, par recurrence
Xk+ 1(t) = X o + r'(Ao + t ui(s) Ai) x.(s) ds Ilk > 1
.Jo 1-1
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On montre que pour t et { u' } bornes, la limite lorsque k -+ s: des fonctions
x. existe uniformement sur tout compact, que cette limite est x, solution de
I'equation differentielle (BLl, et que x(t) est donnee par la serie de Peano-
Baker
x(t) = [I + JI}, ....~.=o A}I .. Ai. LUh('I)ruI'('2)'" x
x t"-l uJ·(,.)d,• .. d'IJxo (1)
ety(t) = ex(t).
a) La serie generatrice de (BL)
On commence par coder les integrales des entrees par
desorteque(l)devient·
l'integrale 1d~i• ... d~h etant une notation condensee pour la suite d'integrales
iterees de t l),
Considerons alors l'alphabet X = {~o ..... ~N}, et X* l'ensemble des mots
~ = ~}h ... ~}I formes a partir de symboles de X.
Posons enfin Il(~,) = Ai i = O..... N. et pour
On definit alors la serie formelle rationnelle g en variables non commutatives,
dite serie generatrice de (BL), par la formule
(3)
qui n'est autre qu'un codage de la formule (2).
Cette serie generatrice determine cornpletement le comportement entrees-
sorties de (BL). On montre, voir l'exemple 2, que pour les systemes lineaires,
cette sene redonne la matrice de transfert a un changement de variable pres.
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On mesure ainsi I'importance du concept de serie genera trice qui, comme la
matrice de transfert ne depend que de la fonctionnelle entrees-sorties et
perrnet, en particulier, de definir correctement la notion de realisation dans
l'espace d'etat,
Exemple 1 : La serie generatrice de x= ux est
g = (1 + I ~k) X o = (1 - ;k)-l X o
k31
On verifie facilement que g est aussi la serie generatrice de
(4)
(Xl) .y = (1,0) x2 = Xl
ou al et a2 sont des fonctions analytiques arbitraires.
Ceci illustre done bien que g ne depend que de la fonctionnelle entrees-
sorties. _
Exemple 2 : La serie generatrice du systeme lineaire




En efIet, reprenant l'equivalent bilineaire de III. a), et les combinant avec (2).
on est amene it calculer des produits }O.~'ik Aio '" A j k ou Ao, ... , A" sont donnes
it partir de F et Gj par les formules de III, a). On verifie alors facilement que(*k'k FGj)Ao Ai = Vi = 1, ... , N0I,k 01,1
et Ai A} = ° Vi = I.... , N, V}= 0, ..., N. d'ou (6).
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Finalement, faisons X o = 0 dans (6). On obtient alors
g = .t, H(I - ~o F)- l G, ~, (7)
qui n'est autre que la matrice de transfert de (5) au changement de variable pres
~~ = Z-k-l •
b) La serie generatrice de (LA)
La formule de la serie generatrice dans Ie cas lineaire analytique (en coor-
donnees locales)
1
x(t) = fo(x(t)) +f u'(t) /;(x(t) x(O) = X o
(LA) i e j
yet) = h(x(t)
F,(x) = J, k(x) -h i = O•... , N
est donnee, pour t et (o~~t IIu(t) 11)« petits », par'
et generalise done exaetement (2).
c) La serie de Volterra de (LA)
Rappelons que l'on appelle serie de Volterra une fonctionnelle de la forme
(SV) y(t,u) = wa(t) + Lw,(t",)u(")d,, +
+1f'w2(t, '" '2) U('2) u(,,) d'2 d" + ..
+ LL 1 wk(t,c,.···"k)U('k)···u(,t!d,k .. dt + ...
OU W k est un tenseur d'ordre k, pris SOllS forme triangulaire pour
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Pour un systerne lineaire, la serie de Volterra est simplement formee des
deux premiers termes, Ie second etant la reponse impulsionnelle en effet,
la serie de Volterra au systeme lineaire (5) s'ecrit
y(t,u) = HeF' X o + ,tIL HeF('-'dGju'('tl)d'l (9)
Ainsi, la serie de Volterra decrit Ie comportement tempore! alors que la serie
generatrice decrit les entrees-sorties dans un espace abstrait de variables non
commutatives generalisant Ie « domaine frequentiel ».
On a Ie resultat general suivant .
TlffioREME : Une condition necessaire et suffisante pour que (SV) definisse
unefonctionnellecausaleanalytique (etdoncrepresente les entrees-sorties d'un
systeme (LA)) est qu'elle verifie les deux conditions suivantes .
(i) les W k sont analytiques en (t"I"""k) au voisinage de (0, ... , 0),
(ii) les rayons de convergence des wk sont uniformement minores par une
quantite strictement positive .•
Les formules explicites des wk peuvent etre trouvees dans [28].
Exemple . On va donner ces formules dans Ie cas bilineaires :
x = Fx + ,tl ui G j x x(O) = xo ) (10)
y = Hx
Transformonsd'abord (10) en posant : zit) = e- F' x(t). On obtient alors
z(t) = JI u'(r) e- F' Gi eFt zfr}, z(O) = x o)
y(t) = HeFt ztr},
posant alors j~l u'(t) e- F' Gj eFt = ID(t),et utilisant la serie de Peano-Baker
( r' ~" r"-' N= HeF' I + I Jo1 "L "'_~'=l x
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Ie k-ieme noyau de Volterra est done le tenseur d'ordre k dont Ie coefficient de
u"('t)···u'k('k)est
HeF'(e- F" G" eF<t ... e-FT<G",,r,,)Xo • II!)
d) Fonctionnelles entrees-sorties des systemes c:i temps discret
Pour un systeme lineaire analytique it temps discret
x(t + ..1) = x(1) + fo(xlt) + Jtu'ltl !Jxlr) xlOl = xo ) (12)
ylt) = h(x(r)
il est clair que les techniques employees precedernment ne s'appliquent plus.
puisqu'elles utilisaient les proprietes de differentiabilite par rapport au temps.
ce qui n'a plus de sens lorsque Ie temps est discret. En fait, on peut encore
definir la notion de serie generatrice pour de « petites entrees ». en uniisant
ces entrees comme des variables jouant un role analogue au temps et en diffe-
rentiant d'une certaine maniere par rapport a ces entrees. Le lecteur peut se
referer a [30], [31] pour plus de details.
V. Realisation des systemes non lineaires
a) A temps continu
Le probleme de la realisation consiste ase donner une fonctionnelle entrees-
sorties, et a determiner un systerne, c'est-a-dire une equation differentielle
excitee par les entrees et une equation de sortie
(NLl{'X = Jix.u)
y = h(xl
que redo nne la fonctionnelle entrees-sorties.
La question subsidiaire est de trouver la dimension la plus petite possible
du vecteur d'etat x. et un precede permettant de construire cette « realisation
mimmale »,
Dans Ie cas lineaire, la fonctionnelle est la mat rice de transfert et on sait
depuis Kalman [32], que la dimension minimale d'un systerne iineaire qui
realise cette matrice de transfert, est egale au rang de la matrice de Hankel
associee ; on connait divers algorithmes donnant la realisation mmimale it
partir de la matrice de HankeL par exemple l'algorithme de B. L Ho [32].
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Pouree qUI est du non lineaire, il est clair que Ie problerne general tel qu'i]
vient d'etre pose est beaueoup trap vague pour qu'une reponse puisse y etre
apportee, D'abord la notion de fonetionnelle entrees-sorties en non lineaire
est une notion locale (temps et entrees petits) definie au voisinage de la condi-
tion initiale xo' Ensuite. l'espace d'etat est loealement une variete differentiable
mais des singularites, et done des sauts de dimension, peuvent se produire.
Done l'enonce est a prendre, sauf mention du contraire, au sens local. et on
parlera done de realisation locale (voir § A, II, c)). Jusqu'a present seulle cas
bilineaire a recu une description globale des realisations locales [33]. [34], [35].
[36].
Dans le cas general global. des reponses partielles ont ete donnees [37], [38].
[39], [40] sous des conditions tres fortes de regularite de I'equation differentielle
obtenue : celle-ci do it avoir une solution reguliere sur un horizon infini pour
toute entree.
Des resultats plus fins sont obtenus localement dans le cas lineaire ana-
lytique et la dimension minimale locale de la variete d'etat est donnee par Ie
rang de Lie de la serie generatrice (voir [41]). qui est au plus egal au rang de la
matrice de Hankel associee.
Enfin, la realisation localement minimale est caracterisee par le fait qu'elle
est loealement faiblement eommandable et localement faiblement observable
(voir toujours [41]). Les notions de cornmandabilite et d'observabilite seront
discutees au paragraphe suivant.
Exemple : Le systeme
x(O) = 0
de dimension I est evidernrnent minimal. Sa serie generatrice est
Or on verifie facilement qu'il possede un equivalent bilineaire de dimension 2
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(On le verifie directement en posant Xl = sin X, X 2 = cos x), done de meme
serie generatrice g. Or la matrice de Hankel de 9 est donnee par
de rang 2, ce qui montre que (:E2 ) est minimal dans la c1asse des bilineaires
sans l'etre en general et d'autre part que Ie rang de Hankel est superieur ou egal
a la dimension du systeme minimal. •
b) A tempsdiscret
Le probleme de la realisation minimale a temps discret peut s'enoncer
comme precedemment it condition de changer « equation differentielle » par
«equation recurrente » a savoir
Lorsque fest bilineaire, la reponse complete est donnee par [42], [29].
Une reponse partielle a ete donnee dans [43], pour le cas ou 1'0n cherche f
polynomiale, utilisant des concepts de geometric algebrique, Une reponse
plus complete peut etre apportee lorsque ron demande it f d'etre inversible
(voir [44]). Dans ce cas, on peut caracteriser les fonctionnelles entrees-sorties
qui admettent une telle realisation, et determiner la dimension minimale
sous des hypotheses de regularite, Le systeme minimal peut alors etre construit
par un algorithme donnant les transitions du systeme (N LTD) analogue it celui
de la theorie des automates, et satisfait aux conditions d'accessibilite et d'obser-
vabilite (voir paragraphe suivant).
Notons que cette theorie sulIit pour l'etude d'un systerne obtenu par discre-
tisation d'un systeme a temps continu, puisqu'alors la discretisee exacte est
inversible.
VI. Description interne des systemes non lineaires. Approche geomerrique
On a vu au paragraphe precedent que la realisation minimale d'un systeme
non Iineaire est caracterisee par des proprietes d'accessibilite et d'observabinte.
Le but premier de la description interne des systemes est done de donner des
criteres facilement verifiables d'accessibilite/cornmandabilite, d'observabilite,
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etc... Comme on va le.voir, cette etude se fait naturellernent, depUISLobry [6J.
dans le langage de la geornetrie differentielle,
Avant de donner les definitions formelles et les principaux resultats, nous
allons tenter de motiver, sur un ca\cul elementaire, l'emploi de notions telles
que « algebre de Lie », Une autre presentation elernentaire se trouve dans
Brockett [45].
a) Uncalculelementaire
Considerons Ie systerne bilineaire
x(t) = r; x(t) + ,tu'(r] F, X(t))
x(O) = X o
II)
On peut, par un changement de variables classiques, retirer le terme en Fa
z(t) = e- For x(t). En derivant, il vient
ifc) = ,tl u'(t) (e- For F, ~Ol) zft) I
z(O) = X o
(2)
Si maintenant on veut avoir une idee des directions dans lesquelles Ie systeme
peut aller pendant une duree infinitesimale, il suffit d'ecrire que
et de combiner, dans (3), Ie developpement de Taylor
ou [F, G] = GF - FG est Ie « cornmutateur » ou « crochet de Lie» de F
et G (Ia formule (4) est un cas particulier de la celebre formule de Baker-
Campbell-Hausdorff). Ainsi, en notant .
r' JO' r' 2
ct.' = Jo u'(slds P' = 0 su'(s)ds y' = Jo .yU'(Slds
on obtient
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done si l'ensemble des combinaisons lineaires des matrices F,. [Fo' F,),
[F o, [Fo, F,)], etc.... sont de rang n. il est clair que zit), et done xtr), va pouvoir.
avec des commandes bien choisies, se trouver n'importe ou dans un voisinage
de xo,pour r petit,
L'algebre de Lie engendree par {Fo, F l , ... , F'I l et notee : {Fo, Fl' ... .£.'1 lu,
est par definition la plus petite algebre contenant toutes les combinaisons line-
aires des crochets de Lie de Fo, F l , ... , F'I' Son rang, note rg{ Fo, FI>.... F; lu'
est la borne superieure des rangs des elements de cette algebre. On voit done,
avec (5), que ce rangjoue un role fondamental dans l'accessibilite et done dans
la cornmandabilite du systeme (l). Pour ce qui suit, le lecteur non introduit
au langage des « varietes differentiables » pourra, presque sans perte de
generalite, considerer qu'il s'agit de R" ou de surfaces regulieres de dimension n.
Enfin precisons que les techniques de geometrie differentielle sont diffi-
cilement generalisables aux systemes a temps discret. C'est pourquoi la com-
rnandabilite et I'observabilite des systemes non lineaires a temps discret
contiennent encore de nombreuses questions ouvertes et un expose sur ces
problemes sort du cadre de ce rapport C).
b) Accessibiiite. Commandabilite
Etant donne un systeme lineaire-analytique
!.X(t ) = !o(x(t)) + f ui(t) j,(x(t))(LA) ,=1x(o) = Xo
ou les u' sont choisis dans I'ensernble U des commandes admissibles (que l'on
precisera plus tard), et ou l'etat x evolue sur une variete analytique X connexe
de dimension n. on introduit les definitions suivantes .
DEFINITION 1 . Un point x est dit accessible a partir de Xo Ii I'instant T sil
existe une loi de com man de mesurable u de [0, T] dans U. telle que la trajectoire
de (LA) engendree par u et issue de x o, passe par x Ii I'instant T
L'ensemble des etats accessibles Ii ['instant T depuis X o est note A(x o, T)
(voirexemple II. c))et l'ensembledesetatsaccessibles: A "'(x o) = T~O A(x o' T).
On dit que (LA) est commandable si A "'(x) = X "Ix EX.
On rajoute le qualificatif local lorsque l'on rem place X par un voisinage
VeX. dont tous les points sont joints par des trajectoires restant entierement
dans V. On note que la locale cornmandabilite implique la commandabilite.
C) L'auteur a pns tardivement connaissance des travaux de D. Normand-Cyrot sur ce sujet,
Le lecteur pourra consulter avec profit sa these ' «Theone et pranque des systemes non lineaires
en ternps discret », Unrversite Paris-Sud, mars 83.
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DEFINITION 2 : L' ensemble des etats faiblement accessible a partir de X o
est l'ensemble A(xo) = T~R A(xo, T) icontenant les etats accessibles en temps
retrograde), et on dit que (LA) est faiblement commandable si A(x) = X
VXEX.•
Bien entendu un systeme commandable est aussi faiblement commandable.
alors que le contraire n'est generalernent pas vrai. Une litterature extremernent
abondante existe sur les caracterisations des etats accessibles et faiblement
accessibles, et la commandabilite en general. Au lieu d'exposer les subtilites
des jeux d'hypotheses sous lesquelles A +(xo) ou A(x o) sont ouverts dans X
ou engendrent tout X, nous nous contenterons de renvoyer Ie lecteur aux
deux principaux auteurs Lobry [6]et Sussmann [46],ainsi qu'a la bibliographie
de l'article [6]. Nous insisterons par contre sur l'un des resultats les plus com-
plets dii it Bonnard riO]. II s'agit du cas ou les commandes sont constantes
par morceaux it valeurs dans { - I; 0; + 1 } (Ie plus difficile i). Nous aurons
besoin des definitions suivantes :
DEFINITION 3: Soit l'equation differentielle definie sur X
x(t) = fo(x(t») x(O) = X o (6)
obtenue apartir de (LA) en faisant ui :; 0 Vi = 1, .... N.
Si l'on note X(t, xo) la solution al'instant t de (6), on dit que Xo est Poisson-
stable si pour tout voisinage V de Xo et pour tout T ;;. 0, if existe t ;;. T tel que
X(t,Xo)E V.
En outre. le systeme (6) est dit Poisson-stable si I'ensemble des points Poisson-
stables est dense dans X . •
DEFINITION 4 : L'algebre de Lie engendree par les champs de vecteurs
analytiques
lesf, etant ceux qui apparaissent dans (LA) dans un systeme donne de coordonnees
locales, est la plus petite algebre de champs de vecteurs contenant routes les
combinaisons lineaires acoefficients analytiques des crochets de Lie obtenus d
partir de F 0' ... , F~, Ie crochet de Lie de deux champs de vecteurs
•. i3 • i3
F = I l' ~ et G = I gJ~J~l exJ j=l exJ
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etant Ie champ de vecteurs defini par
[F.G] = GF - FG = f (gJ~ -F~)-; (7)
J.k=1 ex ex ex
Cette algebre est notee { Fa, Fl' ... , FI{ lu'
On definit son rang au point x E X, note: rg {Fa, Fl' ... , F" ILA (x), comme
la dimension de /'espace vectoriel engendre par les vecteurs de ( Fa• .. .. F,,, hA
evalues au point x.•
Cette definition generalise cIairement celle qui a ete donnee en (B. VI. a))
pour des matrices.
On a alors le resultat j l O]
THEOREME 1 : 5i Foest tel que ie systeme (6) est Poisson-stable. alors
rg ] Fo, ...,F.lu(x) = n '1xEX. est une condition necessaire et suffisante
de commandabilite de (LA) avec des commandes constantes par marceau X prenant
les valeurs
u'{t) E { - 1: 0: + I } 'Ii = I , .... N 'It > 0 •
Exemple 1 . Reprenons l'exemple de A. 1. l. aune entree scalaire
~l = a l X 2 X3 + bl u 1
X 2 = a2 X 3 X t + b2 u
'X3 = a3 Xl x2
on a ici X = R 3 U E { - 1: 0: + 1 }, a3 #- 0 et a2 bf #- Ul b~.
(
a t X2X3)
fo(x) = Q2 x J x,
,Q3 Xt x 2
(8)
On peut montrer que. si l'on fait u = O. Ie systerne est Poisson-stable.
Montrons que rg { Fa, F I lu (x) = 3 vx E R 3
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Pour cela calculons
F3 = [[Fo, Ftl, FIJ = 2a3 bl b2~
F4 = [F2,F 3] = 2a 1 a3 b, b~~ + 2a2 a3bib2~
(
XI)
En un point X = x 2 E R 3 , F2 , F3 et F4 ont pour coefficients q.j, etf4 res-
x3
pectivernent, definis par
Enfin, on remarque que f ,.f3 etf4 engendrent R 3 puisque
2 a , a3 b, b~ )
2a2 a~ bib2 =
= 3 sauf si a3 = 0 ou a2 bi = a, b~
ce qui est exclu par hypothese.
Done (8) est commandable sur R 3 •
Exemple 2: Le systeme lineaire x = Fx + Gu est commandable sur R"
avec U E { - 1 : 0 : + I } scalaire si et seulement si:
(i) Re A(F) = 0 (spectre imaginaire pur)
(ii) rg { G, FG. ..., F"- I G } = n (critere de Kalman).
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En eifel, Re A(F) = 0 assure la Poisson-stabilite, D'autre part rg ( F. G}LA
secalculefacilementenfaisant
Fa(x) = ,.~l
[Fa' Fd = (Ie coefficient estdonc FG)
[Fa, [Fa, FJ] = ,jt=l r; FjkGkix; (Ie coefficient est donc F 2 G)
etc." on verifie enfin que Ie n - I-ieme crochet [Fa, [Fa, "', [Fa, FIll ...]
a pour coefficient F n - 1 G done rg {F, G }LA = n '<IxE R" equivaut iJ(ii).
On peut rnontrer (Brockett [45]), lorsque u peut prendre des valeurs arbi-
traires, que la condition (ii) seule (critere de Kalman), equivaut iJ la cornman-
dabilite, ce qui est coherent par rapport iJla theorie lineaire l •
c) Observabilite
(Pour tout ce paragraphe, le lecteur peut se referer it Isidori [47].)
DEF!NITION 5 : Un etat x E X est dit observable pour Ie systeme lineaire-
analytique
1
x(t) = fa(x{tl) + f ui(t)!.(x(t)) x(O) = xa(LA) i=1
Y = h(x{t))
Si pour tout x' E X, x' '" x, il existe t ;:;: 0 et une entree u admissible tels que
h(X.(t, xl) '" h(X.(t, x'l), aUX.(t, xa)est la solution de (LA)pour l'entreeu et la
condition initiale xa. Le systeme (LA) est dit observable si tout etat de X est
observable .•
On note que, dans ce cas, 1aserie genera trice correspondant a l'entree u et iJla
condition initiale x ne peut etre egale it celie correspondant it u et iJ x' (voir
[29]).
lei encore, on rajoute le qualificatif locallorsqu'on remplace X par un voi-
smageouvert.
DEFINITION 6 : x et x' E X sont dits faiblernent distinguables si pour toute
fonction continue (j de [0, 1] dans X avec (j(0) = x et ot l) = x', il existe au
mains un s e:[0. 1] tel que o'(s) et x soient distinguables, cest-a-dire, avec les
notationsprecedentes,3t;:;: Oetuadmissibletelsque
h(X.(t.x)) '" h(X.(t.O'(s))
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x est dit faiblement observable s'il est faiblement distinguable de tout x' E X,
et Ie systeme (LA) est faiblement observable si tout etat x E X est faiblement
observable, •
On a les implications
observabilite e- observabilite faibie
observabilite locale _ observabilite faible
mais il n'y a pas de relation simple entre observabilite et observabilite locale.
Le resultat fondamental suivant est dii aHermann et Krener [39]
THEOlU,ME 2 : Soit F la famille de fonctions donnee par
r = {Fj o '" Fj k h Ilk ~ 0 Ilia, ...,jk = I. ..., N}
et notons : ker (E) (x) = { V E \RAI ~ (x).» = 0 Vy E r }. Alors si
ker(E) (x) = {O}
x est localement observable, Inversement, si (LA) est localement observable, alors
ker (dl) (x) = {O} pour presque tout x E X. •
{
X= Fx + Gu
Exemple I Pour un systeme lineaire, y = Hx la condition
ker (dr) = {O } redonne la condition classique :
(
H )HFrg = n
HF A - 1
En effet, par definition. I' est engendre par { H, HF, HF 2 ... }. •
Exemple 2 : Le systeme
j '~l = (I + uJx lX 2 = uX 2
Y = x, X 2
n'est pas localement observable: en effet I' est engendre par la fonction y = x, x 2
seule et done Ie systeme est inobservable lorsque x, x 2 = constante, puisque
ker (E) = {(v" v2 ) I X 2 v, + x, V 2 = O} '" { O}. Pour faire Ie lien avec Ie
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paragraphe sur La realisation, 11est clair que ron peut trouver un systeme
equivalent de dimension 1
{
.X= (1 + 2ulx
v = x
obtenu par Lechangement de variable x = Xl x2 • •
VII, Rejet de perturbations. Commande non lteractive, Linearisation par
bondage
C'est, pour l'heure, dans cette partie que les methodes par descriptions
interne et externe realisent Ie mariage Ie plus harmonieux.
a) Rejet de perturbations par bouclage. Commande non iteractive
Considerons Ie systeme lineaire-analytique
x.'(t) = fo(x(t)) + itl u'(t)!o(x(t)) + 1w'(r] gi(X(t)) ) (I)
v(t) = h(x.t)
ou les w' sont des perturbations non connues (Ie terme «non mesurable »
est souvent employe ici de maniere malheureuse ; il veut dire ici « que ron ne
peut pas mesurer » et il n'est pas question de theorie des fonctions mesurables i).
Le probleme consiste il trouver une loi de bouclage statique :
ui(x) = a'(x) + Jl ~~(x) ~ i = I, ..., N (2)
telle que la sortie y soit independante des Wi
Les ~ seront alors les nouvelles commandes du systeme boucle, et a', ~j sont
supposes analytiques IIi.}.
Les conditions necessaires et suffisantes de rejet de perturbations par bou-
clage ont ete obtenues par Isidori-Krener-Gori-Giorgi-Monaco [48] par la
methode geometrique (description interne) generalisant les (A, B) invariants
de Kalman developpes ensuite par Wonham [49]; et par Claude [50] d'autre
part. par des methodes algebriques (description externe) cornpletant l'approche
par variable d'etat et donnant des algorithmes algebriques de calcul des lois
de bouclage.
Sans entrer dans Ie detail de ces resultats dont on trouve un expose complet
dans [50], il apparait que la notion de « nombres caracteristiques » joue un role
cle dans cette theorie. II s'agit schematiquement du nombre d'integrations
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qu'il faut realiser dans Ie systerne (I) pour que l'une des entrees apparaisse
dans la k-ieme sortie. On peut montrer [51] que ces nombres sont relies au
systeme (I) par les proprietes de son graphe. ce qui permet d'ecrire un algorithme
plus rapide. A peu de choses pres, ces conclusions valent aussi pour leprobleme
de la commande non interactive ou l'on fait w' == 0 Vi = I, ..., M dans (I),
et ou ron suppose que la dimension de la sortie y est egale a N.
Le probleme est alors de trouver des lois de bouclage du type (2) telles que
la i-ieme entree n'influence que la r-ieme sortie. Remarquons que dans de nom-
breux cas pratiques Ie probleme linearise n'est pas decouplable alors que Ie
modele non lineaire l'est (voir [52]).
b) Linearisation par bouclage
Ici encore. on se donne un systeme lineaire-analytique
X(,t) = fo(x(t)) + .tl ui(t)J;(x(t)) l
ylt) = h(x)
et on cherche des lois de bouclage :
(3)
u'(x) = a'(x] + J~I ~~ vi, i = I, "', N (4)
qui rendent le systeme boucle lineaire et commandable c'est-a-dire
x= Ax + Bv (5)
Dans (4~ on suppose que :xi(O)= 0 et ~ = (~~) est inversible en O.La solution
de ce probleme (propose par Brockett [53]) a ete donnee par Jakubczyk et
Respondek [54],Hunt et Su [55],lsidori et Krener [56].Le fait interessant est que
les conditions d'existence d'un tel bouclage, lorsque Ie nombre d'entrees est au
moins egal au nombre de sorties, sont « presque toujours » verifiees ! II s'agit
la d'un moyen (pour I'instant Ieseul) d'etudier la stabilisabilite et fa stabilite d'un
systeme non lineaire. Pour plus de details, Ie lecteur peut se referer a [57].
vm. Stabilite.Stabilisabilite
A part cette derniere idee, la stabilite des systemes non lineaires en est a ses
balbutiements. Ie problerne principal venant de la difficulte de passer du local
au global. On trouvera un expose relativement technique dans Gauthier et
Bornard [58],generalisant les techniques de fonctions de Lyapunov.
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IX. Identification
II existe deux techniques d'identification non lineaire la premiere [59].
consiste it calculer les noyaux de la serie de Volterra it partir des signaux du
systeme, Cette methode necessite une enorrne quantite de mesures et s'avere
tres instable dans la pratique. La seconde consiste it construire. it partir de
modeles lineaires obtenus en differents points de fonctionnement, un modele
global non lineaire dont les linearisees aux points de fonctionnement consideres,
redonnent le plus fidelernent possible les rnodeles lineaires de depart. Cette
technique s'avere beaucoup plus fiable. On trouvera des details et des exemples
d'application dans Normand-Cyrot [18].
C. ECHELLES DE TEMPS MULTIPLES. AGGREGATION. COHERE:'oICE
L'idee qui sous-tend cette approche (Peponides-Kokotovic-Chow [23])
est que si, dans un systerne differentiel, certaines variables sont « faiblement
couplees », leur influence se fait sentir sur Ie long terme et, it court terme, il
suffit de resoudre un systerne de dimension plus petite. On dit alors qu'on
aggrege le systeme par echelles de temps. Si les couplages des sous-systernes
obtenus gardent au cours du temps le« merne comportement» que le compor-
tement asyrnptotique, on dit qu'il y a coherence.
Formellement, considerons Ie systerne
~ = 1,(x" E) + Eg,!X.E) i = I. ... l. x, E R'" (I)
ou
E est un petit parametre, et Egi(X, E) represente le couplage faible entre x, et le
vecteur d'etat complet x,
On suppose alors que
(i) j,(x. 0) = 0 definit une variete Ai de dimension Vi < l1i appelee variete
asymptotique. On suppose qu'elle est definie par 11, - V, equations
cp7(x,) = 0 i = I. .... l.k = 0..... "i - V,'
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Iii) l'equation dx, di = !,(x,. 01. i = I... / admet une variete integrale B,
de dimension 11, - ",. donnee par B, = ' x, I (J,(x,(1:1) = cr,(xjIOI) ,
Done aussi. it existe une application differentiable "(telle que
x, = "(,IY" =,1 si Y, = cr,(x,) z, = (j),lx,) i = 1..... / (2)
Alors, si ron fait Ie ehangement de variables dans 11)
Y, = (J,lx,) =, = q>Jx) I = I. ... /
on obtient, au premier ordre en E
dy, _ ccr,( .)(0.(. _ 0) ('(' _ 1)'" ,_dt - ax; "(,(y".,) ('i; "(;1.1",-,), + g, Yh·),E - F,I.I._. c l
c~=~(y,ly,'Z,))(.r.(,,(,(y"Z,)'C)+E9,lylY'Z)'E))






Edt = Gi(Yi,;;"E) + EHJy,Z.E) i = 1. .... /
Les variables y, s'interpretent done comme des modes lents et les variables =,
comme des modes rapides. Heuristiquement, le systeme peut alors etre approxi-
me par un equivalent long terme Yiet un equivalent court terme =,
:!Jf = F,Cv.O.OI i = 1, .... / !
ai, _
dt = G,(y,. z.. 0) i = I, .... l
16)
On a done aggrege (1) ell 2 sous-svsremes lents-rapides.
Naturellement, les hypotheses faites sont tres fortes. mais Ie point de vue
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local suffirait en fait a definir une aggregation locale. Remarquons qu'en 16),
ziestparametreparYi'
On trouvera dans Peponides et al. [23] et dans Cohen [24] des exemples
d'application et une discussion dans differents cas de figures de l'importance
des concepts respectifs d'aggregation et coherence. Notons enfin que si (I)
comportait des entrees, celles-ci pourraient detruire la separation en variables
lentes et rapides par des bouclages qui ne respectent pas cette structure. Pour
determiner les bons bouclages, on peut aloes utiliser les techniques de com-
mande non interactive et de rejet de perturbations.
Exemple [24] : On considere le reseau de distribution d'eau forme de 3 noeuds
comportant chacun un reservoir et une pornpe, Les equations des niveaux
d'eau Xien chaque noeud sont donnees par'
ou S, est la section du reservoir i, K, est la caracteristique de la pompe au noeud t,
C, est la consommation en ce noeud, et R i j la resistance de la canalisation de i
s ].
Supposons alors que R I 3 = R 2 3 = R et que R I 2 = 1::2 R (I:: petit), avec
SI' S2 et S3 du meme ordre de grandeur.
On verifie aloes que l'on a .
j~(X3' 1::)= 0 VI::,
et
9i(X, 1::)= ~ (Ki(X;) - C, - )1 Xi ~ X3 1sgn (Xi - X3») i = I, 2,
93(X,I::) = *(K 3(X3) - C3 + )1 XI ~ x3 1sgn (x, - X3) +
+ )1 X2 ~ x 3 1sgn(x2 _ X 3»), VI::
La variete asymptotique est done Xl - X2 = 0 et :
R.A.I.R.O. Automatique/Systems Analysis and Control
niEoRIE ~ODERNE DES SYSTEMES NON L1NEAlRES 317
L'hypothese de rang est trivialement verifiee et on deduit Ie systeme asyrnpto-
tique en posant i x = X, = x 2
qui est de dimension 2.
L'interpretation de (8) est evidente : on aggrege les noeuds 1 et 2 en les rem-
placant par un seul noeud ou la pompe est la somme des pompes, ou la consorn-
mation est la somme des consommations et ou la resistance de la canalisation
au noeud 3 est R/4. •
En guise de conclusion, remarquons que l'achevement de la theorie des
systemes lineaires a ete realise en grande partie grace au formalisme de la
commande optimale lineaire-quadratique. En effet, c'est dans ce formalisme
simple qu'ont pu etre regles les problemes de stabilite des systemes boucles,
du placement de poles pour Ie controleur-observateur, etc...
Or la commande optimale non lineaire est encore loin de pouvoir donner
des reponses aussi preeises. Le probleme de fond est que l'optimalite, comme
les proprietes en general des systemes non lineaires, ne se caracterise facilement
que localement alors que c'est du comportement global dont on a besoin pour
l'etude de la stabilite. On voit done l'importance de developper les recherches
en eommande optimale. Nous allons passer en revue tres brievernent les
developpements recents en ce domaine, a la lumiere de la theorie non lineaire.
Tout d'abord, la theorie non lineaire deterministe a permis d'obtenir des
resultats tres lins sur les extremales singulieres et Ie principe du minimum
d'ordre eleve [10]. En commande stochastique, ce sont les developpements
recents sur Ie filtrage non lineaire de dimension linie qui permettent d'esperer
des resultats plus ealculatoires. D'autres travaux cherchent iI degager des
classes de problemes plus vastes que le lineaire-quadratique, mais suffisam-
ment simples pour avoir des notions globales sur la solution: ainsi [60] pre-
conisent les problemes lineaires a cout exponentiel; dans [61], on remarque
que la solution complete est donnee lorsque I'on peut avoir une equation
differentielle donnant directement la commande et on donne des classes de
problernes ou l'elimination de l'etat et de l'etat adjoint sont possibles. Cepen-
dant, d'autres travaux tendent iI montrer qu'il faut s'eloigner du lineaire-
quadratique puisqu'en changeant «Jegerement » les hypotheses, peuvent
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apparaitre des non-linearites uniquement dues a l'optimisanon le rneilleur
exemple du a Witsenhausen [62] est lineaire-quadratique-gaussien, la seule
difference avec Ie cadre classique etant Ie manque de memo ire. C'est ce manque
de memoire qui oblige a faire un compromis entre une commande peu coil-
teuse et une commande qui revele suffisamment 1es actions passees pour
compenser l'oubli, d'ou la non-linearite de la commande optimale par rapport
a l'observation (alors qu'avec une mernoire parfaite, la commande est affine
en l'observation), On trouvera la solution theorique generale des problemes
a II information non classique » dans [63], [64].
Cependant, tous ces developpements rnenent generalement a des calculs
qui sont encore tres loin des prerequis du temps reel. Ainsi l'approche par
commande adaptative cherche essentiellement aeviter des ca1culs compliques
pour obtenir une grande precision. et a remplacer les objectifs d'optirnalite
par une sous-optimalite qui respecte un comportement entrees-sorties donne.
Ces methodes prolongent la theorie lineaire et peuvent etre appliquees a des
systemes non lineaires qui varient « assez » lentement (voir [65]).
Citons pour terminer les methodes qui utilisent des developpernents par
rapport a un petit parametre pour diminuer la cornplexite des ca1culs.dans la
lignee du paragraphe C [66], et les techniques de decomposition-coordina-
tion[67].
II est bien entendu hors de propos de donner un apercu complet des deve-
loppements actuels de la commande optimale, et nous arreterons ici en insistant
de nouveau sur \'importance de progresser aussi dans cette theorie pour
pouvoir enfin parachever la stabilite non lineaire, etc...
Les references sont. pour des raisons de comrnodite, classees selon leur ordre de
premiere apparition dans Ie texteet non par ordre alphabetique.
Certains ouvrages contenant des series de publications reviennent souvent. Pour
evuer d'avorr a chaque tois a reecrire les references completes, nousdonneronsles
abreviatlOnssuivantespourcesouvrages
• CNRS 81 : Out lis ct Modeles Mathernanques pour l'Automauque, l'Analyse des
Systemes et le Traitement du Signal. L Landau coordonnateur. Editions du C:-IRS.
1981
• Belie-Ile 82 Developpernent et Utilisation d'outils et Modeles Mathematiques
en Automauque, Analyse des Systernes et Traitement du Signal. Colloque C:-IRS
Belle-lIe. septernbre 1982.
• INRIA 82 : Analysis and Optimization of Systems. A. Bensoussan, J. L. LIOns
Editeurs, Lecture Notes III Control and Information, SCIences nO44. Spnnger Verlag,
Berlin, New York. 1982.
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I COMMENTAIRE DU RAPPORTEUR I
L'artlcledeJ.Levmealegrandmeritedefaireprececterl'exposedesresuItats«theo-
nques », d'exernples simples et convaincants qui montrent pourquoi il ne suffit pas de
Iineariserpouraborderl'analyseetlaregulatlOndecertamssystemeslinealres.
Ceci mdique queUes sont les limites des approches, extremernent efficaces dans
d'autrescas,dutype«commandeadaptative»
!l me semble mamtenant evident qu'une bonne maitnse des deux domaines est
devenue necessairepouraborderlesproblemes tres non lineaires. !lest non moms
evident que des progres importantsrestent a faire pour simplifieret approfondirnotre
comprehension de ces differents modeles non Iineaires.
