Amplitude and phase variability in acoustic fields are simulated within a canonical shelf-break ocean environment using sound speed distributions computed from hydrodynamics. The submesoscale description of the space and time varying environment is physically consistent with tidal forcing of stratified flows over variable bathymetry and includes the generation, evolution and propagation of internal tides and solibores. For selected time periods, two-dimensional acoustic transmission examples are presented for which signal gain degradation is computed between 200 and 500 Hz on vertical arrays positioned both on the shelf and beyond the shelf break. Decorrelation of the field is dominated by the phase contribution and occurs over 2 -3 min, with significant recorrelation often noted for selected frequency subbands. Detection range is also determined in this frequency band. Azimuth-time variations in the acoustic field are illustrated for 100 Hz sources by extending the acoustic simulations to three spatial dimensions. The azimuthal and temporal structure of both the depth-averaged transmission loss and temporal correlation of the acoustic fields under different environmental conditions are considered. Depth-averaged transmission loss varies up to 4 dB, depending on a combination of source depth, location relative to the slope and tidally induced volumetric changes in the sound speed distribution.
I. INTRODUCTION
A significant issue in sonar system evaluation is the prediction of array performance in littoral regions where significant ocean variability is present. In this respect, the ability to simulate sensor array performance in controlled but realistic synthetic ocean environments can represent a significant contribution to a performance prediction scheme. Realistic simulation of acoustic propagation in littoral regions depends on knowledge of several quantities that characterize the ocean waveguide structure: a volumetric sound speed distribution, a set of bottom parameters and waveguide boundary conditions. This information is collectively referred to as an "environmental model." As a step toward developing a predictive simulation capability, this paper describes a model of acoustic propagation in a littoral environment where submesoscale sound speed variability is computed in a physically consistent manner with respect to fluid motion over variable bathymetry. For littoral regions such as continental shelfbreak areas, the sound speed distribution has significant space-time dependence and, therefore, an environmental model of such a region should incorporate this variability in a consistent manner with respect to external forcing and internal flows. Because of the quality of currently available numerical codes describing ocean acoustic propagation for a given sound speed distribution, the ability of an environmental model to faithfully represent a natural oceanographic environment determines, to a large extent, the predictive capability of an acoustic modeling effort. The emphasis here is on the numerical model and several example computations are presented. A direct comparison of numerical results with experimental data for a particular ocean environment is beyond the scope of this paper; that issue will be addressed in future work in order to assess the predictive capability of this approach.
A specific case is considered for illustrative purposes, that of an idealized continental shelf-break environment where tidally driven flow of stratified water over variable bathymetry induces volume variability in the form of internal tides and nonlinear wave packets. The latter are often referred to as solitary wave packets or solibores. These oceanographic features impact acoustic field propagation and subsequent array performance through their effect on the sound speed field. The sound speed distribution is determined here by first solving the Navier-Stokes equations of fluid dynamics which describe the space-time temperature, salinity and non-hydrostatic pressure fields, and then mapping these distributions into sound speed using a phenomenological relationship. Simulations of the influence of tidal flow on acoustic propagation are presented using this environmental model in conjunction with acoustic field calculations provided by two-dimensional ͑2D͒ and three-dimensional ͑3D͒ wideangle parabolic equation codes.
A combined oceanographic-acoustic experiment, graphic features, they yielded significant insights into the nature of this interaction. The early emphasis was first placed on scintillation index 2 and mode coupling [2] [3] [4] [5] along the direction of propagation of the wave packet using simplified packet wave-form shapes to describe the isopycnal displacements and resulting sound speed perturbations. More complex waveforms based on weakly nonlinear theories of solitary wave propagation were also considered. These included the cnoidal 6 and dnoidal 5, 7 elliptic functions that more closely resembled some of the isopycnal variations found in experimental data. The relationship between the acoustic field structure and source/receiver orientation with respect to the solitary wave propagation vector was described using N ϫ 2D single frequency 6 and pulse 7 calculations of the acoustic field, without the inclusion of horizontal refraction. The effects of horizontal refraction on both acoustic field intensity and horizontal ͑cross range or transverse͒ coherence are inherently 3D and have been analyzed using both analytic 3, 8, 9 and numerical simulation techniques. 10, 11 Relationships between horizontal array beamforming and horizontal refraction induced by solitary wave packets have been described recently. 12 Mesoscale ocean models have been applied to describe the evolution of large-scale sound speed distributions for some time. 13, 14 This class of ocean models filter out spatially localized internal gravity waves that are ubiquitous in continental shelf regions. As these waves have a significant effect on the amplitude and phase of an acoustic field propagating through the region, a more comprehensive hydrodynamic model of littoral oceanography is considered here by describing the environment with a submesoscale ocean model, representing recent developments in simulating ocean dynamics. [15] [16] [17] [18] [19] The submesoscale models can naturally include, in a physically consistent formalism, the generation, propagation, and dissipation of internal waves driven by tidal forcing as well as other oceanographic features such as fronts, jets and overturning bores. Recently, there have been attempts to evaluate the influence of some of these finer scale ocean structures on acoustic propagation. [20] [21] [22] Our view is that the extra effort involved with the design and implementation of submesoscale ocean models to estimate the sound speed field for use in acoustic propagation studies of sonar performance is mitigated by a corresponding increased flexibility in describing littoral environments, the potential enhancement to acoustic predictive schemes and future advances in computer hardware. The issue of whether these models enhance predictability over that obtainable through either mesoscale modeling or by use of approximate approaches involving, e.g., weakly nonlinear Korteweg-de Vries ͑KdV͒ descriptions of internal waves is an important issue in performance prediction but is not considered here. It can only be resolved by quantitative comparisons of simulation results with experimental data, taking into account the environmental uncertainty in the parameters, fields, and model initialization describing the simulated environment. Such model/data comparisons have a host of issues that would need to be considered, though it is worth making a brief comment here to distinguish between the verification and validation procedures needed to develop a simulationbased prediction scheme. The results presented in this paper are based on codes that were benchmarked as part of a validation procedure to ensure that they properly represent, in a numerical form to some level of accuracy, the mathematical description of the system ͑ocean environment and acoustic field͒. Verification, on the other hand, depends on computing metrics which assess the ability of the numerical model to predict or represent experimental acoustic data. The spatial and temporal sampling requirements needed to execute a submesoscale code reflect the underlying scales of the physics to be represented and correspond to much finer sampling of the boundary/initial conditions and ocean volume than is normally available in partially controlled, at-sea experiments for which temperature and salinity are sparsely sampled. The resulting information deficit presents a significant challenge in the validation phase where the "value-added" of submesoscale modeling over other approaches for making acoustic predictions needs to be addressed.
Section II briefly describes the environmental model and implementation, whereas Sec. III demonstrates its use through examples of acoustic propagation in a canonical shelf-break environment where it is assumed that the sound speed dynamics is driven exclusively by tidal flow. Both signal gain degradation and detection range are computed under stratified flow as a function of frequency and related to the oceanographic state of the environment as a function of time. The azimuthal dependence of the acoustic field on both bathymetry and tidal flow is then discussed in the context of a simple cross-range extension of the shelf break environment in conjunction with 3D acoustic simulations. A summary and discussion are given in Sec. IV.
II. ENVIRONMENTAL DYNAMICS
The submesoscale hydrodynamic model used in the following analysis is briefly considered in this section. 17, 18 The ocean environment is described through the equations of motion for an incompressible fluid in the Boussinesq approximation, where the density variations are retained only in the buoyancy term. 23 This approximation is excellent for littoral ocean environments. The dynamics are represented by a set of coupled partial differential equations describing the Lagrangian fluid particle velocity u͑r , t͒, pressure p͑r , t͒, density ͑r , t͒, temperature T͑r , t͒, and salinity S͑r , t͒ fields, where r = ͑x , y , z͒, and u = ͑u , v , w͒ specify the three Cartesian velocity components ͑dx / dt , dy / dt , dz / dt͒. Water depth is associated with the z direction, negative toward increasing water depth. Here, the ocean surface is free to move under external tidal forcing, a feature often suppressed in ocean modeling. The momentum equation is expressed as
Tidal forcing is applied at the open boundary and is described later in this section. Other environmental forcing such as that associated with wind stress could be included but are not considered here. A viscous term, proportional to viscosity, , is included for numerical stability and may be space dependent. The equilibrium density is given by o , whereas the vector f ϫ u represents Coriolis acceleration. The advective derivative operator is defined by D / Dt ϵ ‫ץ‬ / ‫ץ‬t + u · ٌ. The second term in this operator represents nonlinear interactions and is responsible for the generation of internal tides and solibores arising from tidal forcing. For incompressible fluids, the equation of continuity becomes
Temperature and salinity fields are described by a pair of advection/diffusion equations, where
with the diffusivity defined by ͕T,S͖ ; the particular tracer is denoted by the subscript. The density field, , is a function of space and time and it is related to temperature, salinity, and pressure distributions by an equation of state = ͑T,S,p͒. ͑4͒
The IES-80 equation of state 24 is incorporated into this model to explicitly define Eq. ͑4͒. Together with a set of boundary and initial conditions, Eqs. ͑1͒-͑4͒ completely specify the fluid flow. The sound speed field c͑r , t͒ is a derived quantity, obtained from a phenomenological relationship 25 involving T, S, and p once the previous set of equations are solved as a function of position for each time step. For computational purposes, the previous equations are mapped into an equivalent formulation treating the vorticity = ٌ ϫ u rather than the particle velocity. For the example presented in the next section, 2D hydrodynamic computations are performed over a range of 100 km in water of variable depth, between a value of 50 m on the shelf and 100 m beyond the shelf break. The oceanographic grid represents a terrain following coordinate system and is shown in Fig. 1 . Figure 1 represents a canonical shelfbreak environment with a maximum slope of 2.4°; the bathymetry is modeled in terms of a hyperbolic tangent function. The range step was fixed at 25 m, with the number of depth steps fixed at 65 for each range step. Because of the variable bathymetry and the cosine grid in the vertical, the depth resolution was dependent on range. Tidal forcing is implemented by applying a sinusoidal surface displacement at the right-hand boundary, with an amplitude of 2 m and a period of 12.4 h, with the latter corresponding to an M2 tidal cycle. The boundary conditions imposed on the environmental model are as follows. The model domain is closed on the coastal ͑shallow͒ side, x = 0, by a vertical wall, where the boundary conditions are u =0, ‫ץ‬v / ‫ץ‬x =0, ‫ץ‬w / ‫ץ‬x = 0, and ‫ץ‬ / ‫ץ‬x = 0 with representing the surface displacement. The boundary conditions on the open ocean side ͑x = 100 km͒ are, in addition to the tidal forcing given earlier, specified as ‫ץ‬v / ‫ץ‬x = 0 and ‫ץ‬w / ‫ץ‬x = 0. No condition is imposed on u at the open ocean boundary. The vertical boundary conditions are ‫ץ‬u / ‫ץ‬z =0, ‫ץ‬v / ‫ץ‬z = 0, and ‫ץ‬ / ‫ץ‬z = 0 at the free ocean surface and bottom. For acoustic computations, a 30 km subset of this grid was chosen and centered on the shelf break. The sound speed field was interpolated to a rectangular grid for each time step prior to performing acoustic simulations.
III. SIMULATION RESULTS FOR A SHELF-BREAK ENVIRONMENT
The shelf-break environment was chosen as an example to illustrate some features of acoustic field variability caused by tidally forced stratified flow over variable bathymetry. Some previously measured data is used for environmental initialization, but no effort is made to accurately model a specific shelf break region. For each environmental snapshot computed by the approach discussed in Sec. II, the sound speed distribution is processed through a wide-angle parabolic equation code incorporating a split-step Padé solver. 26 Assuming the environment is frozen for each snapshot, the acoustic field between 200-500 Hz is computed as a function of source depth and frequency over a 30 km range subset of the full 100 km environmental simulation, with the acoustic computational window centered at the point of maximum slope on the shelf break ͑see Fig. 1͒ . Complex acoustic fields are then "stored" on vertical arrays located at selected ranges along this 30 km track.
A tacit assumption concerning the environment has been introduced here. For computational reasons we are effectively ignoring along-slope ͑i.e out of plane͒ oceanographic variability. For many shelf-break regions, significant alongslope variations in both bathymetry and flow properties exist. Although fully 3D hydrodynamic computations of the environment and their effect on out-of-plane acoustic propagation are beyond the scope of this paper, we do consider a simplified scenario in Sec. III B 2 where azimuthal variations in the acoustic field are introduced in the following way. The 2D environmental snapshots are extended in the along-slope direction, mimicking a 3D shelf-break without along-slope oceanographic or bathymetric variability. The environment is therefore chosen to be invariant with respect to the alongslope direction, but the acoustic field can exhibit a dependence on azimuth. A wide-angle 3D parabolic equation 27 is then used to evaluate the azimuthal and time dependence of the acoustic field on vertical arrays located at a fixed radial distance of 10 km from acoustic sources placed at several locations near or in the shelf break region. The source frequency in this case is 100 Hz.
A. Sound speed variations caused by tidal forcing
Several environmental snapshots of the time-evolving sound speed environment and resulting acoustic transmission losses within the 30 km computation window are shown in FIG. 1 . Cross-range view of the terrain following coordinate system used to simulate a canonical shelf-break ocean environment. The acoustic field is computed over a 30 km range centered on the shelf break. Fig. 2 , which covers a 30 h time span ͓approximately 2.5 semidiurnal ͑M2͒ tidal cycles͔. The environment in Fig. 2͑a͒ corresponds to the starting sound speed distribution for the simulation, computed from the initial temperature and salinity distributions. The initial sound speed field is chosen to be range independent over the 30 km propagation track at time t = 0 h. The depth dependence of the sound speed represents a typical summer thermocline for the New Jersey shelf, 1 with a mixed layer of about 10 m below the surface and sound speed variations of approximately one percent from the surface to the bottom. The range independence of the sound speed field is not typical for this region; it is introduced here for simplicity in order to clearly illustrate the generation of internal tides and solibores without the additional complication associated with the existence of a range-and depthdependent cold water pool that can extend out to the shelf break. The fluid velocity is initialized to zero, corresponding to a quiescent ocean referenced to time t = 0 h. Tidal forcing is initialized as shown in the inset for Fig. 2͑a͒ , so that during spin-up the conditions corresponded to ebb flow. Choosing on-shore flow during spin-up results in a different transient sound speed response that eventually settles into a temporal sequence of environments similar to that described here. The thin black lines illustrated in the water column are sound speed contours, whereas the color coded overlays represent the acoustic transmission loss for a 400 Hz source located at the range origin ͑r =0͒ and source depth of 15 m. The source FIG. 2. Sequential set of environmental snapshots and associated transmission loss obtained over a period of approximately 13 h. For each, the inset shows the corresponding phase of the tidal cycle during which the sound speed field was computed. Sound speed is represented by the black contour lines, and initially ͑t =0͒ corresponds to a range-independent summer profile. A thick black line at the top of each figure represents the maximum water height. The color overlays describe transmission loss at 400 Hz for a source at 15 m depth, located at the left edge of each picture. Geometric spreading is not included in the plots.
is fixed relative to the free ocean surface; this is equivalent to a configuration where the source is moored to a surface ship. Geometric spreading has not been included in Fig. 2 . Bottom parameters ͑sound speed, density, and attenuation͒ are chosen to be average values typically found in the New Jersey Shelf, though range dependence in these parameters is ignored. Note that our purpose here is to illustrate the use of the model in a relatively simplified setting using reasonable parameter values, rather than to perform a detailed analysis of a specific environment. An analysis of specific environments will be pursued in future efforts. White vertical lines drawn in Fig. 2͑a͒ locate the positions of the two vertical arrays which are used to process the simulated field data along a 2D range/depth slice. Array positions are fixed at 11 and 28 km from the source location. In Sec. III B 2, an alternative set of arrays are positioned at fixed range and variable azimuth with respect to sources placed near or within the slope-break region in order to investigate azimuthal field dependence in this environment.
As the barotropic tide continuously forces stratified water over the shelf edge, a significant vertical component of the buoyancy force develops at this location and acts as a local wave generation mechanism in which energy is radiated away from the shelf break. This energy is predominantly in the form of an internal tide, illustrated in Fig. 2͑b͒ , where an internal tide has recently formed and moved onto the shelf. It is located at a range of about 13 km from the source and is traveling shoreward. The sound speed contours indicate that the temperature has been advected downward at the shelf break during this time. A few hours later, Fig. 2͑c͒ shows that the internal tide has progressed about 7 km shoreward and developed oscillations on the trailing edge, indicating a transformation of the internal tide to a solibore with a depth dependence dominated by the first internal wave mode. A few hours later, the solibore has continued to propagate toward the acoustic source and upwelling is observed over the shelf break ͓Fig. 2͑d͔͒. As time progresses another internal tide has formed, begun to transform into a solibore at a range of about 20 km and moves seaward ͓Fig. 2͑e͔͒. This solibore continues to add oscillations as it progresses seaward ͓Fig. 2͑f͔͒. A solibore is also seen at a range of about 8 km traveling shoreward and another internal tide is beginning to form over the shelf break at a range of approximately 14 km. A detailed analysis of the ocean dynamics for a qualitatively similar environment is given in Ref. 15 in which a rigid lid, rather than a free surface model, is used to simulate internal wave generation. Changes in water depth caused by free surface movement in response to tidal forcing are viewed most clearly by comparing Figs. 2͑b͒ and 2͑e͒, where the thick black line at the top of each figure represents the upper limit of the water height. Note that tidal waves have wavelengths on the order of 10 2 km, the length of the computational domain. Over the 30 km range for the acoustic computational grid, the dominant effect of the tide is to raise or lower the water column height uniformly as a function of time. Small scale surface waves would cause spatially local water depth variations over short time intervals, but the parabolic equation code used for the acoustic calculations cannot handle those variations directly. An alternative implementation of the parabolic equation 28 could be used to include small scale surface waves, but the inclusion of the corresponding hydrodynamic component over the domain of interest would be computationally prohibitive.
B. Acoustic field variability caused by tidal forcing

Acoustic response along a range/depth slice
The transmission loss patterns in Fig. 2 are indicative of time dependence in multi-mode propagation. The patterns themselves are determined by several factors such as ͑1͒ the source depth and local environment at the source which determines the initial modal distribution of energy, ͑2͒ tidally induced modulation of water depth which can introduce or cut off a mode or modify the relative phasing between modes, and ͑3͒ volume variability associated with the internal tides and wave packets induced by tidal forcing. Since these factors are coupled together through tidal forcing, it is difficult to separate out the individual contributions to the overall temporal and spatial evolution of the transmission loss pattern.
In order to quantify variability in the acoustic field, the vertical arrays ͓cf. Fig. 2͑a͔͒ are used to process the simulated field data. They span water depths between 7.5 and 40 m at the shallow array site, 7.5-80 m at the deep site. Both the acoustic source and the arrays were assumed to be moored from surface ships; as the free surface moves in response to the tide, the source and array depths remain fixed relative to the surface but change relative to the fixed bottom. Two time windows, A and B, with durations of 30 min each are selected from the 30 h simulation. The complex pressure P͑r , z , t , ͒ at frequency /2 is recorded on each hydrophone every 20 s within a window, for a total of 90 complex acoustic field vectors per array for each window. The frequency band for the acoustic field computation was 200 ഛ /2 ഛ 500 Hz, where acoustic computations are performed with a 1 Hz resolution across the band yielding a total of 54,000 field vectors. The starting time for window A corresponds to the environment in Fig. 2͑d͒ , whereas the starting time for window B corresponds to the environment in Fig. 2͑f͒ . Window A is representative of an environment where a solitary wave packet passes through the acoustic source position, changing the local sound speed distribution near the source, while window B describes a situation where a packet crosses the array located 28 km from the source and the local source environment is approximately time independent. In both cases, the sound speed field between the source and the array is space and time dependent. Within each window a function ⌫͑ , t , t 0 ͒, defined below, is computed for t 0 ഛ t ഛ t 0 + ⌬ at frequency /2, where t 0 is the reference starting time for evolving the environment in window A or B, and ⌬ is the window width of 30 minutes.
Let e͑ , t 0 ͒ represent a "ground truth" vector of complex pressure fields, ͓P͑r , z 1 , t 0 , ͒ ... P͑r , z N , t 0 , ͔͒ T received on a vertical array of N phones at time t 0 during either window A or B, and let f͑ , t͒ represent a replica vector of complex pressure fields on the same array at time t ജ t 0 . Then ⌫͑ , t , t 0 ͒ is defined by a ratio of inner products given by
with the caret denoting a unit vector and an asterisk representing the conjugate transpose. Equation ͑5͒ is useful for the assessment of array performance in a time-varying medium, and can be interpreted as a measure of signal gain degradation within the time window. It provides an estimate for the period in which a measured field could be used as a replica in a linear matched field processor before the peak power degrades significantly. The middle equality in Eq. ͑5͒ then represents the matched field processor power relative to the expected power. Algebraic manipulation yields the second line of Eq. ͑5͒, separating the total degradation associated with the full complex field into the product of its individual amplitude and phase contributions, respectively. 29 Signal gain degradation, in the form 10 log ⌫, is discussed below for the important case of propagation under tidally driven stratified flow. We note here that in the next subsection a different interpretation is given for the vectors e and f, and Eq. ͑5͒ is then interpreted as a temporal correlation coefficient measured across the array aperture.
Several plots of signal gain degradation ͑SGD͒ are given in Fig. 3 for results obtained by propagation through the 30 min sequence of environments associated with window A. The images are presented as functions of time and source frequency ͑200-500 Hz band͒ at two source depths ͑27 and 42 m͒ for each of the two arrays. The frequency-time degradation patterns reveal significant complexity, even for this relatively simple environment. Representing the full degradation ͑i.e. a combination of amplitude and phase contributions͒, they show that over the first 2 to 3 min the SGD is less than about 2 dB while for times greater than about 3 min, the SGD is usually ͑but not always͒ significantly larger with considerable variation as a function of frequency and time. The increased degradation after a few minutes implies mismatch ͑i.e., temporal decorrelation͒ between the signals e and f. Temporal correlation of narrow-band signals that fall within this frequency band has been measured 30, 31 and modeled 5, 32, 33 in shallow water environments exhibiting significant internal wave activity, and full field correlation times on the order of two or three minutes are typical. The correlation times determined in those studies were found to be mode dependent, with the first mode tending to have the longer correlation time since its major contribution to the field as a function of depth spans a vertical region below the thermocline and is less susceptible to sound speed perturbations in the upper part of the water column. 5 The measured values are consistent with the results shown in Fig. 3 . For acoustic propagation in the 200-300 Hz band, Fig. 3͑a͒ shows a clear recorrelation of the field after about 15 min. To a somewhat lesser extent, a similar effect is seen in Figs. 3͑b͒ and 3͑d͒ for different frequency bands and time slices within the window. Within the 350-500 Hz band, Fig. 3͑c͒ displays a comparatively stronger recorrelation and also shows a temporally periodic degradation structure. Partial recorrelation of the field has been noted in the SWARM95 data and interpreted as a periodic feature occurring when the relative phase retardation between dominant mode pairs approaches 2 radians. 33 With the exception of over the source position, a result discussed by several authors 3,5 using simple internal wave models. The result here is more complex and difficult to interpret as the environment changes along the entire propagation path, whether a solitary wave packet is present or absent.
Results from a number of studies support the view that the frequency and time dependence of the degradation illustrated in Fig. 3 is likely caused by a combination of several time dependent effects linked to tidal flow: mode coupling along the acoustic track, 2-5 water depth variation 34, 35 and redistribution of modal energy at the source. [2] [3] [4] [5] The first effect is an indirect consequence of the stratified flow over variable bathymetry, which induces range and time-dependent internal wave perturbations of the mean sound speed field. While a conclusive analysis using modal decomposition is beyond the scope of this paper, previous work has shown that mode coupling is a function of both acoustic frequency and the range gradient of the resulting sound speed perturbations. It alters both the particular modes received at the array and their relative phase relationships, [2] [3] [4] [5] 7 so that mismatch between temporally separated signal transmissions is expected to occur. Water depth variations due to tidal flow can modify the mode distribution and phasing between modes, possibly by introducing a new mode or eliminating a mode that falls below cutoff. Over the particular short duration time windows considered in this example, water depth changes due to the tide have a small effect on SGD as discussed below, but over a longer time scale ͑hours͒ it can be more significant. 34, 35 The third effect is that the local sound speed distribution in the immediate vicinity of the source changes due to sound speed perturbations passing through the region, and this local environment determines the mode distribution excited by the source. 2, 3, 5 This distribution, in conjunction with bathymetric variation and mode coupling in the water column, can play a significant role in determining the energy distribution at the receiving arrays.
An attempt is made here to assess the relative importance on SGD of individual contributions of both tidally induced water depth variations and internal wave induced sound speed perturbations. A separate set of acoustic simulations are performed in the environment described previously, except that for these field computations the water depth is held fixed throughout the time window using the water depth present at time t 0 . This case represents a situation where tidally induced water depth changes are ignored but volumetric sound speed perturbations caused by the tide are included. Examples of signal gain degradation under this constraint are shown in Fig. 4 for time window A. Comparing Figs. 3 and 4 one can detect small differences in degradation that can be attributed to changes in water depth. These depth variations are quite small, approximately 0.3 m over each of the 30 min time periods, and weakly alter the temporal variation of SGD in selected frequency bands. It is clear, for example, that most of the roughly periodic structure of the degradation above 350 Hz in Fig. 3͑c͒ is primarily, though not exclusively, due to volume variability since the corresponding plot without surface variation ͓Fig. 4͑c͔͒ shows similar behavior. The effect on degradation of changing water depth is more significant for propagation on the shelf for the shallow source depth ͓Fig. 4͑a͔͒, probably due to the fact that the percentage change in water depth is about twice that found at the array located 28 km from the source. Similar comments can be made for both the ͑full field͒ SGD plots shown in Fig. 5 , which correspond to the evolving ocean environment in window B, and the associated fixed water depth case illustrated in Fig. 6 . Again, there are small differences between the corresponding fixed surface/free surface degradation plots for most time-frequency regions, indicating the SGD is primarily caused by volume variability for short time windows. As was the case for the sequence of snapshots in window A, the most significant acoustic changes occur for the array located on the shelf. The environmental conditions along the track are quite different for window B relative to those in window A. For window B there is significant downwelling ͓Fig. 2͑f͔͒ that is not present in window A ͓Fig. mental dynamics is nonstationary, some caution should be applied in extrapolating these results to arbitrary time windows during different phases of the M2 tidal cycle.
It is well known that phase fluctuations dominate variability in both transmission loss and field coherence. For example, measurements of array gain degradation for data acquired on the New Jersey shelf are consistent with the prediction that phase contributions dominate the degradation. 29 Results illustrated in Figs. 3-6 are consistent with phase dominance, a conclusion drawn from a direct comparison of frequency-time SGD plots for the individual amplitude and phase contributions obtained through Eq. ͑5͒. Instead of presenting those figures, this result is illustrated here in an alternative format by averaging the individual contributions to degradation over the time windows for each acoustic frequency. The results are shown in Fig. 7 corresponding to window A and Fig. 8 corresponding to window B. The black curve in each of these plots, labeled "mean," describes the full field calculations. For most frequency components, the trend is that the ͑full field͒ mean degradation follows the phase contribution. The trend is more closely followed for the longer range transmission ͑28 km͒, likely due to the relative importance of the gradual accumulation of phase shifts that occur as the acoustic field passes through small perturbations in sound speed over a longer propagation path. Similar trends are seen for the fixed surface cases ͑not shown͒, implying that the phase degradation is primarily due to volume variability.
An example is now presented which demonstrates how a representative sonar problem, that of detection range estimation, is affected by both tidal height variation and internal waves. Sound from a source located at 50 m depth and 15 km range seaward from the break is propagated directly up slope to receivers sampling the field at ranges between 20 and 30 km from the source. Detection range, r d , based on a figure of merit FOM= 66 dB is computed as follows. For the purpose of smoothing the data, a set of depths, ranges, and frequencies are included. The acoustic intensity is computed and averaged first over a 50 Hz bandwidth ͑in 1 Hz increments͒ starting at f 0 , and then averaged over a 10 m square ͑20-30 m in depth and 10 m in range starting at r 0 ͒. Explicitly, the mean intensity is defined by
The spatially and frequency averaged TL is then given by TL = 10 log 10 Ī for each time t in hours. The detection range is the range at which the TL crosses the FOM. Figure 9͑a͒ shows r d for the 200-250 Hz band corresponding to three different cases: ͑i͒ the perfectly stratified sound speed distribution c͑z͒ without tidal variation ͑dashed line corresponding to the environment at t =0 h͒, ͑ii͒ the same sound speed profile, c͑z͒, but including only tidal variation h t ͑dotted line͒, and ͑iii͒ inclusion of both internal waves and tidal variability c͑r , z , t͒ ͑solid line͒. In case ͑ii͒ c͑z͒ is required in the interval 0 ഛ z ഛ b͑r , t͒ for each r and t. In fact, it is known for z ഛ max r,t ͓b͑r , t͔͒and is truncated at b͑r , t͒ as needed. All cases match at t = 0, but r d in case ͑ii͒ demonstrates a strong correlation with tide ͗h t , r d ͘ = 0.88, with minima during low tide and maxima at high tide. Case ͑iii͒ is much more variable in Fig. 9͑a͒ and has no strong single frequency component, from the Nyquist period to the inertial period, 0.5-17 h. The significant decline in r d between 24 and 28 h is due to simultaneous upwelling on the seaward side of the break and downwelling on the shallow side. Internal waves tend to reduce detection range relative to case ͑ii͒, band for case ͑iii͒ in Fig. 9͑b͒ also shows an increase over the same period. Otherwise, s d in both cases ͑ii͒ and ͑iii͒ indicate no significant periodicity and are usually predicted by the time constant case ͑i͒. Results for the detection range within the 300-350 Hz band are illustrated in Fig. 9͑c͒ . Case ͑ii͒ shows the maxima in r d occur at mean tide, the minima occur at both high and low tide and the standard deviation in Fig. 9͑d͒ indicates similar Fig. 9͑e͒ , the detection range correlation to tidal variability is lower than in the 300-350 Hz band; the most significant periodic component is centered at 10.2 h, rather than the M2 tidal period of 12.4 h, but the standard deviation shows moderate anti-correlation to tide, ͗h t , s d ͘ = −0.60. The reductions in r d for this band occur at virtually the same times as for 300-350 Hz, during the same upwelling/downwelling events. Case ͑ii͒ is much more variable in this frequency band, with r d varying up to 3 km, so that case ͑iii͒ only reduces r d by another 3 km. In summary, higher frequencies show greater decreases in detection range due to tidal variability ͑up to 2 km over a 30 h time window͒ and internal waves ͑an additional 5 km decrease͒. Also, whereas the tidal height can be used to predict variation in r d and s d for a given frequency when c͑z͒ is time independent, the introduction of internal waves indicates that detection range is also dependent on the location and size of the internal waves, often without any discernable periodicity.
Azimuthal dependence of the acoustic field
The acoustic results discussed earlier were obtained for a single range-depth slice during periods when there were qualitatively different environments between the source and receiving arrays. Some examples of the azimuthal dependence of the acoustic field on tidally driven stratified flow in a shelf-break region are considered below. A simple extension of the 2D environmental model discussed in Sec. II is made in the along-slope direction ͑projecting out of the page in Fig. 1 . This results in a 3-D shelf-slope region for which both the sound speed field and bathymetry are invariant in the along-slope direction. However, acoustic propagation through this environment exhibits significant azimuthal variability. To illustrate the azimuthal dependence on the acoustic field, a set of 721 vertical arrays is placed on a circular arc within, or adjacent to, the shelf-break region. An example of a source-receiver configuration in this extended environment is depicted in Fig. 10 , along with an azimuth-time waterfall display of the 1500 m / s isospeed contour which is located at a depth of approximately 25 m. The arrays span 180°of azimuth and are located at a range of 10 km from bottom moored acoustic sources; these sources are placed in or near the break at midwater depth. The vertical arrays are positioned along the arc in one-third degree azimuthal increments, and extend from the bottom to 10 m below mean water depth. In Fig. 10 , the source is located just seaward of the shelf-break and its depth is 50 m from the bottom near midwater depth. A graph of the temporal variation of the water depth on the shelf during a 30 h time period is also displayed in Fig. 10 , aligned along the vertical ͑increasing time͒ direction of the waterfall plot. The vertical dotted lines delineate the boundaries of the shelf break. This waterfall plot shows a number of internal waves, generated at the shelf break, and radiating out from this region. With Fig. 10 as a reference for the general sourcereceiver configuration and time evolving environment, the depth-averaged transmission loss over each array is computed at 100 Hz as a function of azimuth and time. The averaged loss is presented in Fig. 11 for three source locations and midwater depths: ͑a͒ source at the bottom of the shelfbreak, 50 m above bottom, ͑b͒ source at midbreak, 38 m above bottom, and ͑c͒ source at the top of shelf-break, 25 m above bottom. Note that the scales for each figure are different. The set of parallel curves for fixed times and variable azimuth in Figs. 11͑a͒-11͑c͒ indicates the time of mean water depth during the 30 h simulation period. The vertical dotted lines again delineate the boundaries of the shelf-break region for the three source positions ͑the plots are shifted for each source location͒. Although the bathymetry largely determines the spatial distribution of the transmission loss, some features of the loss can be credited to solibores or other tidal flow induced sound speed variations. The most significant feature of the azimuth-time plot of transmission loss in Fig. 11͑a͒ is the strong focusing located at about midbreak, due to horizontal refraction of acoustic energy along the slope. The levels have weak time dependence in the focusing region, but show little evidence of a tidal signature in this plot. Strong loss is seen at locations labeled A, just seaward of the shelf-break and is associated with significant downwelling of warm water along the propagation path that leads to solibore evolution in deep water. The loss plot for the source at midbreak ͓Fig. 11͑b͔͒ illustrates quite different behavior. In the shallow region ͑to the left of the dashed lines delineating the shelf break͒, loss varies approximately with temporal variations in water depth, with higher mean loss at low tide and lower loss at high tide. However, each of these variations in loss is also associated with downwelling over the break ͓cf. Fig. 2͑b͔͒ , with the latter generating internal waves in shallow water ͑cf. Fig. 10͒ . There are four maxima in the transmission loss, occurring at 3, 14, 25, and 28 hours. In particular, during the last low tide from 24 to 30 hr, the loss reaches a maximum twice, at about 25 h ͑which, notably, precedes tidal minimum͒ and 28 h. Both times are associated with strong downwelling events at the break. Within the shelf-break region a narrow azimuthal sector exhibits strong, but highly time variable focusing along the isobath under the source. The focusing is weakest at exactly the same times of higher loss in shallow water, with superimposed shorter period variation of perhaps 3 h. Each reduction can be associated with downwelling. The source is at a fixed distance from the bottom, but the local change in the sound speed profile alters the relative excitation of the modes; it is the likely candidate for the periodic temporal variations in the loss. In particular, downwelling of higher sound speed water to a position below the source depth would lead to lower excitation of the lowest order modes. At the deep end of the shelf break, a broader but relatively time invariant focusing region is present. For a source located above the top of the break at a depth of 25 m ͓Fig. 11͑c͔͒, the propagation exterior to the break region also shows lower intensity during the same time periods as in Fig. 11͑b͒ . Indeed, the shadow region at 25 h, which precedes lowest tide but has very strong downwelling, is more intense than at 28 h, which is the low point of that tide. There is also time coincident fading at all azimuths, strongly suggesting reduced source excitation of propagating modes. Additionally, there is focusing ͑arrow B͒ and shadowing ͑arrow C͒ in the shallow region due to internal wave/bores generated at the shelf break. Along the center of the break, horizontal refraction due to the sloping bottom creates a shadow region, with deeper shadows at the same times as noted earlier.
The relative influence of tidally induced water depth variations and volumetric sound speed perturbations on the azimuthal dependence of the acoustic field is considered next. Fig. 12 shows three sets of paired azimuth-time images which are computed with a generalization of Eq. ͑5͒. The modification allows for azimuthal variation of the field, i.e., ⌫͑ , t , t 0 , ͒ where 0°ഛ ഛ 180°. There is one pair of images for each of the source locations. For pair ͑a,b͒ the source is positioned at the bottom of the shelf, the source is located at midbreak for pair ͑c,d͒ and in pair ͑e,f͒ the source is located at the top of the break. The pressure field vectors e and f on each vertical array now have somewhat different meanings than those given in the previous subsection. Here we interpret Eq. ͑5͒ on each array as a temporal correlation between pairs of acoustic field vectors defined as follows. For the first image of each pair ͓Figs. 12͑a͒, 12͑c͒, and 12͑e͔͒, the vector f now represents the acoustic field on an array at fixed time t = 0 h, corresponding to the starting environment in Fig. 2͑a͒ . The vector e is now chosen to describe the time evolving acoustic field on an array for the same initial environment though, for t Ͼ 0, the water depth is allowed to change due to tidal variations over the full 30 h period of the computation. Therefore, the correlation between the two pressure vectors in this case depends only on variability in the water column displacement linked to tidal variations and the fields recorrelate perfectly each time the tidal variation passes through the mean height at t = 0. This does not preclude shorter periods of variation seen on each of these plots, especially Figs. 12͑a͒ and 12͑e͒. No volumetric variations ͑internal tides and solibore͒ are included. Note that away from the break, the azimuthal variation is weak or vanishing in Figs. 12͑a͒, 12͑c͒ , and 12͑e͒ as the bottom is flat. The correlation in these plots varies significantly, from uniformly near unity in the shelf region of Fig. 12͑c͒ to almost zero at points in the break region of Fig. 12͑a͒ . Generally the strongest variation in this set occurs when the propagation path transverses the entire break as on the shelf in Fig. 12͑a͒ and seaward in Fig. 12͑e͒ . The second image of each pair, Figs. 12͑b͒, 12͑d͒, and 12͑f͒, describes the field correlation between the same tidally generated variations of the first image ͑specified by e above͒ and f, which now represents the acoustic field on an array for times t Ͼ 0 after it has propagated through the hydrodynamically evolving environments illustrated in Figs. 2 and 10 . This correlation then represents a measure of the contribution of internal waves and tides versus what would be expected if the acoustic responses were only due to water depth variations, and will be used to the end of this section. Fig. 12͑b͒ presents a region of rapid variation near the midbreak bearing, the site of the largest advection of the thermocline. The correlation-decorrelation patterns in the break region roughly mimic contours of thermocline displacement for t Ͻ 12 h. As internal waves propagate seaward, ͑e.g., those generated at t = 9 or 26 h in Fig.  10͒ , the correlation varies rapidly in the bands within the boxes labeled A in Fig. 12͑b͒ . The bands sweep past the arrays near the bottom of the break, corresponding to large loss ͓cf. arrows in Fig. 11͑a͔͒ ; this loss is related to acoustic refraction from internal waves. The bands then fade for bearings away from the break as the direction of acoustic propagation for these bearings more closely aligns with the internal wave's propagation vector. During the low tide periods for t Ͼ 12 h, the periodic sound speed variation causes correlation to be consistently reduced to about 0.8 on the shelf. In Fig. 12͑d͒ , the largest decrease in correlation ͑arrows labeled B͒ is associated with downwelling at the deep end of the shelf break. Along the midbreak, ring-like patterns of periodic re-correlation occur at approximately 3, 14, 25, and 28 h, corresponding to the high loss regions seen in Fig.  11͑b͒ where the latter occur during downwelling events. At 8 and 20 h similar elongated patterns occur during downwelling localized over the bottom of the break. In Fig. 12͑f͒ , the strongest decorrelation is in deep water at around 14 h and between 25 and 28 h, during high transmission loss periods illustrated in Fig. 11͑c͒ . The rapid variation in correlation patterns along the source isobath are less regular than in Fig. 12͑d͒ , but remain associated with high loss regions of Fig. 11͑c͒ . As in Fig. 12͑b͒ , bands of strong, rapid variation of correlation progress with the internal waves' propagation into shallow water, at the boxes labeled C.
IV. SUMMARY AND DISCUSSION
Numerical simulations have been presented for acoustic propagation in a canonical shelf-break ocean environment. They included hydrodynamic specification of the space and time varying sound speed field for the purpose of studying some of the effects of sub-mesoscale oceanography on acoustic field structure. The evolution of the environment was determined in a physically consistent manner with respect to tidal forcing and stratified flows so that internal tides and solibores could be simulated from generation through evolution and propagation. The influence of these oceanographic features on acoustic propagation was illustrated with several 2D and 3D acoustic examples.
The simulations produced acoustic fields propagating within an ocean waveguide where tidally induced water depth variations, internal tides and solibores co-existed and were coupled together. Sample computations describing the frequency and time dependence of signal gain degradation on vertical arrays were presented for two 30 minute time windows. During these periods, the water depth changes induced by the barotropic tide were small ͑less than .5 m͒, and this change was reflected in the relatively weak dependence between these variations and SGD. The SGD was dominated by phase rather than amplitude contributions throughout the 200-500 Hz frequency band. There were, however, significant amplitude contributions over several frequency subbands for short range ͑11 km͒ propagation during a time interval in which a wave packet crosses the array and the local source environment was approximately time independent. For the short period ͑30 min͒ cases, weak degradation was generally observed over the first 2 -3 min for the 200-500 Hz band, followed by enhanced degradation whose overall strength exhibited strong frequency and source depth dependence as the environment evolved. Occasionally, frequency selective recorrelation of the signal up to 10 dB was observed. It is interesting to note that both phase dominance of the SGD and recorrelation of the field are consistent with results observed from data and previous modeling efforts 31, 33 though no significant effort was made here to model a specific environment. Detection range was estimated for several frequency bands, after performing some spatial averaging of the field intensity. Higher acoustic frequencies were related to decreases in detection range. Smaller decreases in detection range were found when only the tidal variations were present ͑no internal waves͒; larger decreases in detection range were obtained when both the tide and internal waves were present, representing the case of fully stratified flow.
Angular ͑azimuthal͒ variations in the acoustic field in the vicinity of the shelf break were studied by "extending" the environment in the along-slope direction in conjunction with 3D acoustic computations to propagate the field onto a set of vertical arrays positioned at fixed range and variable azimuth. Depth averaged transmission loss showed several interesting features, including horizontal refraction by the sloping bathymetry and enhanced loss that was time locked to downwelling at the shelf break. Azimuth-time correlation plots were computed for pressure fields on these arrays in order to estimate the relative importance of volume variability and water depth changes, both of which were driven by tidal flow. The sources were placed near or in the break region and the hydrodynamic changes at the break, such as downwelling, dominated the temporal correlation of the acoustic field.
Using the numerical results obtained for the simplified shelf-break environment as a rough guide, one can make some observations concerning sonar performance prediction and phase sensitive signal processors operating in these regions. For example, in shelf-break regions where tidal flow has a significant impact on determining environmental variability, phase-sensitive processors ͑e.g., matched field or matched mode localization schemes͒ should adaptively control the frequency band͑s͒ of the replica fields, due to the significant frequency and time dependence of both the degradation and detection range observed here. The acoustic replica vectors would need to be updated in a manner consistent with the rate of signal gain degradation observed in the simulations; for some frequency bands a cyclic update may be appropriate given the observed re-correlation of the field. Because the degradation is a function of M2 tidal phase, the updates should account for this phase-locking behavior. Since the acoustic response in this environment is not shift invariant with respect to space or time, it appears that phase sensitive processors may need to be tuned for each specific environment and source-receiver combination that might be encountered. It should be noted that sonar performance is dependent on other factors not considered here. For example, neither a background ͑spatially diffuse͒ internal wave field nor an ambient surface generated noise field were included in this study, though both can negatively impact sonar performance. Other factors that can influence SGD and detection range are acoustic wave scattering from rough bathymetry or bottom inhomogeneity; each can be a contributor to a loss of field coherence. The relative importance of the surface, volume and bottom contributions is a function of acoustic frequency and is also time and site dependent. While one of these components may dominate under a particular set of environmental conditions, it is often the case that multiple components are found to contribute to the SGD and detection range, and their contributions are not necessarily independent. Additional degrees of freedom due to the introduction of horizontal anisotropy in bathymetry and/or volume variability produces an azimuthal component to the above-mentioned quantities and is reflected in the shiftvariant nature of the acoustic field.
Though the ocean model was initiated with a typical summer thermocline profile from the New Jersey shelf, there was no attempt to characterize a specific littoral environment in detail. Although some results are qualitatively consistent with shallow water measurements, considerable care should be exercised in directly relating specific model results to experimental data. This raises the issue of the predictive capability of such models, a subject not directly considered in this paper. Model-data comparisons are impacted by a number of factors. For example, as noted in the Introduction, environmental data are invariably undersampled in space and time; initialization of a numerical ͑environmental͒ model typically requires a much finer sampling than can be supplied by the data. The sampling requirements for initialization of submesoscale models are much more difficult to satisfy than those associated with mesoscale models since the latter ignore situations where the ratio of the horizontal to vertical scales in the fluid motion approaches unity. In addition, the finite spatial and temporal scales used in the simulation place limits on acoustic field predictability because they restrict the level of physical description included in the model. For example, this study precluded fine structure and turbulence in the environmental specification because of the relatively coarse grid sampling used in the simulations.
The oceanographic model described here can be fully implemented in three dimensions, though in this paper the flows are restricted to two-dimensional motion. Along-slope variation in the oceanography would introduce additional degrees of freedom ͑and realism͒ in the azimuthal dependence of the acoustic field, beyond that illustrated in Sec. III.
Although the above considerations fall outside the scope of this paper, they are points that need to be evaluated in developing a simulation based prediction scheme for sonar performance using vertical or horizontal arrays. Some of the above-mentioned issues can be resolved through modeling enhancements and higher resolution initialization. There exists, however, a deeper issue affecting the general ability of numerical models to make accurate and robust predictions of acoustic field quantities. This issue is related to the question of how one can quantify the lack of knowledge or uncertainty concerning the basic "ingredients" that enter into a numerical simulation. Most numerical modeling studies, including this one, employ inherently deterministic computations of the acoustic field through the solution of a deterministic wave equation. Uncertainty estimates in the boundary conditions, parameters and fields that drive the numerical simulations are not supplied to the algorithm͑s͒. Without such estimates, simulation-based prediction schemes cannot be objectively assessed. Embedding environmental uncertainty directly into the computations is a non-trivial problem. 36, 37 In order to develop a robust numerical prediction capability, however, environmental uncertainty should be quantified and included as an integral part of a simulationbased prediction system.
