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Abstract
We illustrate an isomorphic representation of the observable algebra for quantum mechanics
in terms of the functions on the projective Hilbert space, and its Hilbert space analog, with a
noncommutative product with explicit coordinates and discuss the physical and dynamical picture.
The isomorphism is then used as a base for the translation of the differential symplectic geometry
of the infinite dimensional manifolds onto the observable algebra as a noncommutative geometry.
Hence, we obtain the latter from the physical theory itself. We have essentially an extended
formalism of the Schr¨odinger versus Heisenberg picture which we try to describe mathematically
as a coordinate map from the phase space, for which we have presented argument to be seen as
the quantum model of the physical space, to the noncommutative geometry coordinated by the six
position and momentum operators. The observable algebra is taken as an algebra of functions on
the latter operators. We advocate the idea that the noncommutative geometry can be seen as an
alternative, noncommutative coordinate, picture of quantum (phase) space. Issues about the kind
of noncommutative geometry obtained are also explored.
PACS numbers:
1
I. INTRODUCTION
Classical physics is a real number physics. Physical quantities or observables are modeled
by the real valued variables and physical states are identified as points of the phase space
which is a geometric structure modeled locally on the product of the real number lines.
In fact, a state can be described by the values of its coordinate variables, position and
momentum observables. These are the basic observables, combinations of which (as smooth
functions) give all the others. From the mathematical point of view, there is a duality
correspondence between the algebra of observable and the geometric structure. The algebra
of observables of a classical theory is a commutative algebra, to be identified as functions on
the corresponding commutative geometric space (the phase space), i.e. a real number space
called a manifold. For a quantum theory the algebra of observables is a noncommutative
(operator) one. The dual geometric structure may also be considered noncommutative,
with the noncommutative coordinate observables, which can be given by the position and
momentum operators. We seek a point of view based on physics to understand such a
noncommutative geometric structure beyond real number manifolds, at least beyond the
finite dimensional ones.
In the case of the simple quantum mechanics, physicists however have a well established
picture of the phase space as a real number geometry. It is the Hilbert space, an infinite
dimensional complex vector space, or the projective Hilbert space, an infinite dimensional,
actually curved, manifold. The latter, as the space of the pure states [1–3], is also a geometric
structure dual to the noncommutative algebra of observables. Actually, for C∗-algebras,
which are the class of algebras considered to be the proper setting for the mathematics of
noncommutative geometry [4] and the general idea of an observable algebra in a physical
theory [5], the space of pure states essentially always has the more familiar commutative
geometric structure of Ka¨hler manifolds or Ka¨hler bundles [3, 6]. Typically, they are infinite
dimensional. A key perspective here is that a noncommutative observable/quantity can be
modeled by an infinite number of commutative quantities. A noncommutative coordinate
in particular can be described as an infinite set of the real or complex coordinates. The
noncommutative geometry of the observable algebra for quantum mechanics may be taken
as nothing more than an alternative or better picture of the infinite dimensional Ka¨hler
geometry of the quantum phase space. It may be somewhat similar to the intrinsic description
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of a curved manifold versus its extrinsic description as part of an Euclidean space.
The idea that a noncommutative observable has the information content of an infinite
number of real or complex numbers is easy to appreciate, though it has not been taken
seriously enough in our opinion. A quantum operator can be thought of as a matrix on the
infinite dimensional Hilbert space characterized by the matrix elements in a chosen basis,
i.e. a system of coordinates. In its eigenstate basis in particular, it is described by the set
of eigenvalues. The latter, though often considered, is not the most convenient description
of the structure for the full algebra.
The most fundamental geometric structure in physics is that of the physical space(time).
Understanding the noncommutative geometric structure behind some quantum model of the
spacetime, commonly expected to be necessary at the Planckian scale, has been a key topic
of recent studies [7, 8]. Somewhat philosophically, the idea that a model of the geometric
structure is to be matched to a model of the related observable (physical) quantities is very
appealing, and it sounds natural in a classical gravitational/geometrodynamical theory like
Einstein’s general relativity. Gravitational physics is about the spacetime structure. Even
for the case of quantum field theory, if seen properly, the conclusion should be the same.
The various quantum fields are more like the degrees of freedom necessary to describe the
various physical states of the spacetime rather than ‘objects’ living in a certain region of
it. However, for other classical theories of field(s) or particle(s), the story seems to be
different. For Newtonian mechanics for example, it is the phase space rather than the
physical or particle configuration space that has been matched to the observable algebra.
Note that the physical space, in the setting of particle dynamics, has to be identified with
the configuration space of a free particle, or to that of the center of mass of a closed system
of particles. There cannot be any other way to look at the model of the physical space from
a physics point of view. For quantum mechanics, however, there has not even been a notion
of the configuration space for a quantum particle or a system. Moreover, the model of the
physical space behind the classical theory is kept in the quantum theory. We see that as
the key blind spot of the standard formulation of quantum mechanics which rendering an
intuitive understanding of the theory next to impossible. Our recent study of the proper
model of the physical space behind quantum mechanics has resolved the issue [9]. From the
perspective of representation(s) of the corresponding relativity symmetry, we have shown
that the usual (projective) Hilbert space picture of the quantum phase space actually plays
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also the role of the configuration space, which can give the right classical Newtonian limits
through the mathematical process of relativity symmetry contraction. With the Heisenberg
commutation relation included in the quantum relativity symmetry, the phase space is an
irreducible representation excluding the notion of a configuration space being a meaningful
independent part, an irreducible component, within. The same also comes from the fact that
all irreducible unitary representation spaces, of the Heisenberg-Weyl subgroup H(n) (n = 3
here being the dimension of the classical space or the numbers of Xi and Pi generator pairs),
are essentially isomorphic as a geometric space. The classical limit of the representation
with the Heisenberg commutation relation trivialized becomes however reducible. Hence, in
the classical limit, the phase space is a simple sum of the configuration and the momentum
space. The group theoretical approach based on the identified relativity symmetries also
works perfectly for the full dynamical picture [10]. The observable algebra is the matching
representation of the group C∗-algebra, which is some functional algebra of the position and
momentum observables/operators. Schro¨dinger dynamics is the Hamiltonian flows on the
quantum phase space to be matched to automorphism flows in the observable algebra of
the Heisenberg picture, each from the same generator. The contraction giving the classical
dynamics as an approximation works directly under the Heisenberg picture. Dynamics
cannot be described only on an algebra matching or dual to the configuration space even in
the classical case. The configuration space should really be seen as nothing more than a part
of the phase space which can be considered on its own only in the classical limit. The full
Hilbert space, or rather the projective Hilbert space, is really the right model of the physical
space behind the quantum mechanics. Quantum mechanics should be taken as a theory of
particle dynamics on a quantum/noncommutative (model of the) physical space. It is then
natural to conclude that any more fundamental theory of noncommutative spacetime should
include quantum mechanics at some limit and, hence to have the spacetime more as a sort
of the phase space than a configuration space. Interestingly enough, the latter seems to have
a parallel in the doubled/Born geometry from string theories [11].
The (Ka¨hlerian) geometrical picture of quantum mechanics has a slow development. Only
after a major part of the century we have a more comprehensive picture of it available, given
in Ref.[12]. The paper also gives the extremely important result of an isomorphic description
of the observable algebra as an algebra of the so-called Ka¨hlerian functions on the projective
Hilbert space which generates Hamiltonian flows preserving the Ka¨hler structure of the
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manifold, therefore also the metric. The metric is the one of a constant holomorphic sectional
curvature fixed by the Planck constant ~. Therefore, quantum noncommutativity can be
seen as a curvature. A quantum observable as an operator on the Hilbert space can be
matched to the set of complex values of the corresponding Ka¨hlerian function of all the
points. We will present below all those features based on the explicit coordinates to make
them more easily appreciated even by the readers less accustomed to the use of this kind
of an abstract mathematics. We will use the isomorphic algebraic structure to look at the
differential geometric structure for the observable algebra, in terms of the noncommutative
coordinates, matching to those of the Hilbert or the projective Hilbert space. That is like
defining the notions of noncommutative geometry from the physics of quantum mechanics.
In the next two sections, we present the geometric pictures of quantum mechanics on the
Hilbert space and the projective Hilbert space, mostly in terms of the explicit coordinates
making it more accessible to all the readers. We intend to give an optimal formulation of the
known results, paying also due attention to the proper physical dimensions of the various
quantities. Our key references are Refs.[12, 13]; other references consulted include Refs.[14–
22]. The presentation sets the background for the following sections. In Sec.IV, we present
some details of the Ka¨hlerian functions for the noncommutative coordinate observables of xˆi
and pˆi and their complex combinations αi and α¯i under a convenient choice of coordinates
for the Hilbert space and the projective Hilbert space. In Sec.V starts the exploration
of the noncommutative differential geometric structure of the observable algebra in line
with the above mentioned idea. This will then be extended further in Sec.VI by a kind
of coordinate transformation/map between the infinite set of complex coordinates and the
six noncommutative coordinates, which can be considered as an extension of the familiar
Schro¨dinger and Heisenberg picture correspondence. The two sections present a complete
noncommutative picture of the symplectic differential geometry of the quantum phase space.
That is extended to look into the more difficult metric structure in Sec.VII, with issues
still to be fully understood. Sec.VIII highlight what is most probably the key unsolved
problem behind the picture of noncommutative geometry, which is closely connected to
the metric issues. It is shown that a naive extension of the usual tangent and cotangent
spaces description to the noncommutative setting, as commonly assumed otherwise, does not
work at least for the geometry studied here. For background references on noncommutative
geometry relevant to our formulation here, we note in particular Refs. [4, 23–28]. Our
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presentation of that is however to be seen as directly dictated by the physical theory. The
last section concludes the paper.
II. GEOMETRIC PARTICLE DYNAMICS ON THE HILBERT SPACE
Let us first recall some basics of the symplecto-geometrical formulation of the quantum
mechanics. To start with, the Schro¨dinger equation, as the equation of motion for a quantum
state described by the vector |φ〉, can be casted into the form of the Hamiltonian equations
of motion. Take an orthonormal basis |zn〉 for the Hilbert space H (of countably infinite
dimension, n = 0 to ∞), we have |φ〉 = zn |zn〉 (with the summation over n) where the
complex coordinates zn = q˜n + ip˜n of the state vector have (real coordinates) q˜n and p˜n
satisfying
dq˜m
dt
=
∂H(q˜n, p˜n)
∂p˜m
,
dp˜m
dt
= −∂H(q˜
n, p˜n)
∂q˜m
, (1)
where the Hamiltonian function H(q˜n, p˜n) is given by 1
2~
〈
φ|Hˆ|φ
〉
for the Hamiltonian oper-
ator Hˆ . Moreover, if we take |zn〉 to be the eigenstates of Hˆ (assuming a discrete spectrum)
with Hˆ |zn〉 = ~ωn |zn〉, we have simply
H(q˜n, p˜n) =
1
2~
〈
φ|Hˆ|φ
〉
=
1
2
ωn[(q˜
n)2 + (p˜n)2] (with summation) (2)
with
dq˜n
dt
= ωnp˜
n (no summation) ,
dp˜n
dt
= −ωnq˜n (no summation) . (3)
Each of the configuration q˜n and the momentum variables p˜n behaves exactly in the same
way as those of a harmonic oscillator with frequency ωn and the magnitude and phase of each
complex coordinate zn serve as an action-angle variable pair of the completely integrable
quantum system. The equations of motion are equivalent to
dzm
dt
= −2i∂H(z
n, z¯n)
∂z¯m
= −iωmzm (no summation) ,
dz¯m
dt
= 2i
∂H(zn, z¯n)
∂zm
= iωmz¯
m (no summation) , (4)
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which are just the conjugates of each other.1 The analysis above illustrates a couple of
basic things very explicitly. From dimensional analysis, the proper physical unit for the
coordinates is
√
~, which is the right unit for the position and momentum when expressed in
the same unit. For any choice of Hˆ beyond the physical energy observable, the ‘Hamiltonian
equations of motion’ are preserved under a scaling of all coordinates with any complex
number, suggesting a description with the symmetry reduction. The latter is the formulation
on the projective Hilbert space given in the following section. Note that the symmetry of
a complex phase rotation of a state vector in particular illustrates the lack of independence
of the configuration and momentum variables. We have argued that the correct perspective
is for the phase rotation symmetry to be taken as a fundamental (quantum) relativity
symmetry for quantum mechanics, which says the quantum phase space is the proper model
of the physical space at the quantum level [9, 10] .
The Hilbert space H can be taken as a Ka¨hler manifold with a trivial metric Gmn¯ = 12δmn,
and a symplectic form ω˜mn¯ = iGmn¯. The tangent space of a vector space can be identified
with itself. G and ω˜ correspond to the real and imaginary part of the inner product, i.e.
〈ψ|φ〉 = G(|ψ〉 , |φ〉) + i ω˜(|ψ〉 , |φ〉) , (5)
with G(|ψ〉 , |φ〉) = ω˜(|ψ〉 , i |φ〉) = −ω˜(i |ψ〉 , |φ〉). The equations of motion have the stan-
dard form
dzm
dt
= −2iδmn∂¯nH = ω˜mn¯(dH)n¯ = X˜mH (z) , (6)
for the Hamiltonian function H corresponding to the operator Hˆ , where X˜H is the Hamil-
tonian vector field. Note that ω˜mn¯ = −iGmn¯ = −2iδmn. The above equation is just a
geometrical/coordinate description of the action of the Schro¨dinger vector field X˜Hˆ =
1
i~
Hˆ
on a state vector. Actually, we have for a tangent vector |Y 〉 to H at |φ〉
dH(|φ〉)(Y ) = d
dt
H(|φ〉+ t |Y 〉)
∣∣∣∣
t=0
=
1
2~
(〈
Y |Hˆ|φ
〉
+
〈
φ|Hˆ|Y
〉)
= G
(
1
~
Hˆ |φ〉 , |Y 〉
)
= ω˜(X˜Hˆ , Y )(|φ〉) , (7)
1 Note that with these coordinates, we always have zm = δmnz
n and ∂
∂zm
= δmn ∂
∂zn
, independently of the
metric; writing the tangent vector ∂n =
∂
∂zn
, the covector ∂n is metric dependent and cannot be taken as
∂
∂zn
.
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for Hermitian Hˆ . We have been only passing between the geometrical language and the one
of the operators and state vectors on H. Each vector is a point of the space; an observable,
as an operator, is completely characterized by its values on all possible states and should
be seen as a function on the space as suggested by the symplectic formulation. How to
properly think about those values and the issue of noncommutativity and Heisenberg un-
certainties is a question we will address very carefully below. For any Hermitian operator
Kˆ, we can introduce the Hamiltonian function, in the sense of the symplectic geometry,
K(|φ〉) = 1
2~
〈
φ|Kˆ|φ
〉
. The Poisson bracket between two functions H and K is given by
{H,K}ω˜ = ω˜(X˜H , X˜K), defined and considered for smooth complex valued functions, though
the Hamiltonian function for a (Hermitian) Hamiltonian operator is real. Extending the
observable algebra to allow the complex linear combinations of Hermitian operators and
consider it as having a C∗-algebra structure is the generally adopted approach to the alge-
braic or noncommutative geometric formulation of quantum mechanics. Such non-Hermitian
operators are not quite any less ‘observable’ compared to the Hermitian parts in the linear
combination. A Hamiltonian function of such an operator is a complex function the real
and imaginary parts of which are Hamiltonian functions for Hermitian operators. Notice
though, not all Hamiltonian functions correspond to operators, Hermitian or otherwise, in
the observable algebra. The functions that do are called Ka¨hlerian functions, and have the
Hamiltonian flows preserving the Ka¨hler structure and therefore the metric, giving isome-
tries. Geometrically, we have
{H,K}ω˜=(dH)mω˜mn¯(dK)n¯ +(dH)m¯ω˜m¯n(dK)n =−2i
(
∂mHδ
mn∂¯nK − ∂mKδmn∂¯nH
)
, (8)
where ∂¯m ≡ ∂m¯ = ∂∂zm¯ = ∂∂z¯m . Using the coordinates and the matrix elements of the
operators, one can easily obtain
∂mH G
mn¯∂n¯K (|φ〉) = 1
2~2
〈
φ|HˆKˆ|φ
〉
. (9)
This is a very simple but remarkable result, the key result behind the whole analysis. The
first application of it gives
d
dt
K(|φ〉) = {K,H}ω˜(|φ〉) = 1
2i~2
〈
φ|[Kˆ, Hˆ ]|φ
〉
. (10)
The latter is equivalent to the Heisenberg equation of motion under the Hamiltonian Hˆ ,
namely d
dt
Kˆ = 1
i~
[Kˆ, Hˆ ]. The symplecto-geometrical form, however, works also for the
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complex functions, which suggests to include the non-Hermitian operators in the Heisenberg
equation of motion. In terms of the corresponding Schro¨dinger vector fields (for Hermitian
operators), one can get the same equation as
{K,H}ω˜(|φ〉) = ω˜
(
1
i~
Kˆ,
1
i~
Hˆ
)
(|φ〉) = 1
~2
1
2i
(〈
Kˆφ|Hˆφ
〉
−
〈
Hˆφ|Kˆφ
〉)
. (11)
Notice that the Schro¨dinger vector field expressions from Eq.(7) is valid only for Hermitian
operators. Denote the Hamiltonian function for an operator β(pˆi, xˆi), for the three position
and three momentum operators with [xˆi, pˆj] = i~δij , by Hβ and the Hamiltonian vector
field by X˜β. Note that real functions correspond to Hermitian operators and the Hermitian
conjugate of β is otherwise given by β¯. Moreover Hβ¯ = H¯β. The last part of Eq.(10) can be
written as
H[β,γ] =
1
2~
〈φ|[β, γ]|φ〉 = i~{Hβ, Hγ}ω˜ . (12)
While a generic symplectic manifold may not possess a Riemannian metric, with the
Ka¨hler structure, however, we have the latter being intimately connected to the symplectic
structure. In fact, a symplectic form together with a compatible complex structure on a
manifold uniquely fixes the metric. We have seen that the Poisson algebra of Hβ functions
gives an isomorphic description of the Poisson algebra of operators β with the commutator,
multiplied by 1
i~
, taken as the Poisson bracket. Our derivation here starts with the remarkable
result of Eq.(9), expressed in terms of the metric. The result actually gives a full isomorphism
between the algebra of Hβ functions an the observable algebra.
One can define the Riemann bracket
{Hβ, Hγ}G(|φ〉) := G(X˜Hβ , X˜Hγ )(|φ〉) =
1
2~2
〈φ|[β, γ]+|φ〉 = 1
~
H[β,γ]+ (13)
in terms of the anticommutator. The latter can be seen as the Riemann bracket for the
observable algebra. Note that the Jordan algebraic product, called Jordan bracket, is exactly
half the anticommutator. We write
(β, γ)
J
=
1
2
[β, γ]+ . (14)
It is exactly the nonassociative Jordan product for the operators which is half the anti-
commutator. Furthermore, one can write the so-called Ka¨hler product on the space of Hβ
functions in the simple form
Hβ ⋆K Hγ = Hβγ ; (15)
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that is to say, the Ka¨hler product given in terms of ⋆K matches the structure of the oper-
ator product as the basic product between observables2. It is exactly given by Eq.(9), i.e.
~ ∂mHβ G
mn¯∂n¯Hγ. Obviously, we have
Hβ ⋆K Hγ =
~
2
{Hβ, Hγ}G + i~
2
{Hβ, Hγ}ω˜ = H(β,γ)J +
1
2
H[β,γ] =
H[β,γ]+ +H[β,γ]
2
, (16)
as βγ = (β, γ)
J
+ 1
2
[β, γ], which is just the splitting of the operator product into the symmetric
and antisymmetric parts.
III. GEOMETRIC PARTICLE DYNAMICS ON THE PROJECTIVE HILBERT
SPACE
The linearity of the Schro¨dinger equation says that all the state vectors differing by a
nonzero constant factor behave in exactly the same way. The zero vector, however, does
not correspond to a sensible physical state. This suggests a symmetry reduction of the
symplectic system to the one of a one lower complex dimension, to the projective Hilbert
space P with each ray of vectors [φ] identified as a point. The latter space is an infinite
dimensional complex projective space (CP∞), still a Ka¨hler manifold. As the space of pure
states, it is a geometric structure dual to the noncommutative C∗-algebra as the algebra
of observables. Any set of zn serves as a set of homogeneous coordinates. Natural atlas
of affine coordinates is given in the form wn˜ = z
n˜
z0
with n˜ counting from 1 to ∞. Points
corresponding to [φ] with vanishing z0 all have wn˜ as infinity, although P is actually com-
pact. If fact, one only has to switch to the another similar coordinate chart, for example
one obtained by a swapping the zn coordinates first, to give such points finite coordinate
values. {zn} as a system of coordinates on P with redundancy has the benefit of being
globally applicable. Besides, the Hilbert space picture of quantum mechanics is more than
a convenient redundant description. Mathematically, it is the natural structure to arrive
at from the point of view of the representation theory of the observable algebra, or that
of the fundamental symmetry behind, which can or should be identified as the (quantum)
relativity symmetry [9, 10]. Physically, the notion of the Berry’s phase clearly indicates that
2 We have the even more suggestive form Hβ ⋆K Hγ = Hβ⋆γ for a formulation of the observable algebra as
the Moyal star product algebra of functions of the real variables β(pi, xi) and γ(pi, xi) [10].
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there are nontrivial dynamical issues involving (the changes in) the θ coordinate [20, 21]
which cannot be described on P alone.
From the geometry of the complex projective spaces, we have on P the standard Fubini-
Study metric given by
ds2 = 2 gm˜¯˜n dw
m˜dw¯n˜ =
2~
1 + |w|2
(
δm˜¯˜n −
w¯m˜wn˜
1 + |w|2
)
dwm˜dw¯n˜ . (17)
with |w|2 = w¯n˜wn˜. Note that we have supplemented the mathematical result by an ~ to
keep the right physical dimension for ds2, since wn˜, unlike zn, has no length dimension, and
adopted the factor of 2, which fits in with the physics results presented below most nicely.
The symplectic form ω is given by the Ka¨hler form, with ωmn¯ = igmn¯. We have also the
inverse
g
¯˜nm˜ =
1
~
(1 + |w|2)
(
δ
¯˜nm˜ + w¯n˜wm˜
)
. (18)
In terms of the {zn} set of the homogeneous coordinates (with a redundancy), we can write
the Fubini-Study metric as
ds2 = 2g˜mn¯ dz
mdz¯n =
2~
|z|2
(
δmn − znz¯m|z|2
)
dzmdz¯n . (19)
Note that detg˜ = 0; the metric is hence degenerate. One can describe a point in P as the
equivalent class [φ] of the Hilbert space vectors |φ〉, each being a constant multiple of the
others. We have
ds2 = 2~
〈δφ|δφ〉
〈φ|φ〉 − 2~
〈δφ|φ〉 〈φ|δφ〉
〈φ|φ〉2 , (20)
which corresponds to a distance between the two state vectors as given by
s(|φ〉 , |φ′〉) =
√
2~ cos−1
√
|〈φ|φ′〉|2
|〈φ′|φ′〉||〈φ|φ〉| . (21)
It depends, of course, only on [φ] and [φ′] and is the geodesic distance between the two points
in P as the quantum model of the physical space. In the conventional picture of quantum
mechanics, it characterizes the distinguishability of the physical states. The maximum value
of s is given by π
√
~
2
, realized between any two orthogonal state vectors.
The metric in Eq.(19) is exactly that of Eq.(20) expressed in terms of the coordinates
of H, and the one in Eq.(17) in terms of the affine coordinates of P. One may then think
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of H − {0} as a complex line bundle over the base space P and of the degenerate metric
as one for the whole bundle which vanishes on the vertical tangent vectors [21]. Hence,
the distance between the points within the same fiber is always zero. The idea that each
[φ], rather than an individual φ, represents a physical state suggests that the Fubini-Study
metric, rather than the trivial Hilbert space metric, is the proper metric for the distance
between physical states, or state vectors, in quantum mechanics. The {r, θ, wn˜, w¯n˜} set
with r = |z| and z0 = reiθ(1 + |w|2)−1/2, as a full set of coordinates for H may be used
best to illustrate that [20]. The θ coordinate is an overall phase factor for a state vector
and r its magnitude. A transformation in the θ coordinate maintains the inner product of
two vectors, hence also the symplectic form and the metric. The coordinate is therefore
somewhat redundant or irrelevant to the geometric structure as well as to the dynamics.
The identity operator as a ‘Hamiltonian’ operator generates exactly a change in all state
vectors by a ‘translation’ of their θ coordinates by the value − i
~
t producing the circle action
of the group of θ transformations. H1 =
r2
2~
is the corresponding Hamiltonian function. We
have a standard case of symmetry reduction of a circle action with P being isomorphic to
the quotient of any regular level set of nonzero value of H1 and the circle S
1, or (P, ω) the
corresponding symplectic quotient of (H, ω˜) at the constant r [22]. That is to say, all the
Hamiltonian flows generated by the identity operator stay on spheres of fixed radius r, with
the dynamical picture on the each sphere of nonzero radius essentially identical. Note that
all Hβ are θ-independent. They actually have the form r
2 times a function of wn˜ and w¯n˜.
The latter is essentially the reduced Hamiltonian function on P which is the focus of this
section.
Going back to the metric structure, the trivial metric of H can be written in the form
ds2
(H)
= dr2 +
r2
2~
ds2
(S)
,
where ds2
(S)
is the metric on the sphere at r2 = 2~, or the r-independent part of the full
metric. The 2~ factor is essentially the same one as in the case of the Fubini-Study metric.
The vector field ∂r is vertical, or orthogonal to the sphere. The metric tensor on S is hence
given by 2~
r2
(G − ∂r ⊗ ∂r). In addition, the invariance of the metric with respect to the
θ-transformation gives a Killing reduction to the θ-independent metric [13, 29], one on P.
The result is
2~
r2
(G− ∂r ⊗ ∂r)− 2~
r4
∂θ ⊗ ∂θ ,
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which is exactly the metric given in Eq.(19) upon substituting ∂r =
zm
r
∂m +
z¯m
r
∂m¯ and
∂θ = iz
m∂m− iz¯m∂m¯. One can also take r(∂r) together with ∂θ to be the Killing vector fields
for the conformal metric G˜mn¯ =
2~
r2
Gmn¯ on H − {0} for a direct reduction and obtain the
same result. The procedure is a powerful one, allowing us to get the other corresponding
tensors on P, including the useful ‘inverse metric’, which can be obtained as
g˜mn¯ = G˜mn¯ − 1
2~
r2∂mr ∂
n¯
r −
1
2~
∂mθ ∂
n¯
θ =
1
~
(|z|2δmn¯ − zmz¯n) . (22)
Note that the singular or degenerate metric g˜mn¯ in Eq.(19) cannot be inverted. We will
apply the procedure extensively in our analysis. More details on the involved mathematics
are given in the Appendix, for readers’ convenience.
The Fubini-Study metric on P, besides having the similar role as the metric on H for
defining a Ka¨hler product among functions representing the operators as observables, has
also an important role to play in relation to the quantum covariance or the Heisenberg
uncertainty, as illustrated below.
Functions on P can be defined in terms of functions othe n H which are independent of
the r and θ coordinates. In particular, we consider the so-called Ka¨hlerian functions on P
given by
fβ([φ]) = 2~
Hβ(|φ〉)
〈φ|φ〉 =
〈φ|β|φ〉
〈φ|φ〉 , (23)
each corresponding to the function of the expectation values for the operator β. Note that
we introduced the ~ factor in the above definition so that fβ has the same physical dimension
as Hβ and the operator β or its matrix elements. The factor 2 is just for the convenience
of having the corresponding functions of the constant operators as the same constants. An
extra constant factor in the definition of fβ otherwise does not really matter and it may
seem to be natural to omit the factor of two so that Hβ agrees with Hβ for a normalized φ
(up to ~). Our good choices of exact forms of the Hβ and fβ functions result in a
r2
2~
factor
difference, i.e. r2 = 2~ is where the two functions have the same value, and the 2~ factor
shows up as the natural way to obtain the various metrics discussed above in the preferred
form. Using either the wn˜ coordinates and gm˜
¯˜n or the zn with g˜mn¯, we can easily see that
for the Ka¨hler product defined by
fβ ⋆κ fγ = fβfγ + ~ ∂m˜fβ g
m˜¯˜n∂¯˜nfγ = fβfγ + ~ ∂mfβ g˜
mn¯∂n¯fγ , (24)
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we have also
fβ ⋆κ fγ = fβγ . (25)
Again, from the the antisymic and symmetric parts, we have the Poisson and Riemann
brackets
{fβ, fγ}ω˜ = {fβ, fγ}ω = 1
i~
f[β,γ] ,
{fβ, fγ}g˜ = {fβ, fγ}g = 1
~
f[β,γ]+ −
2
~
fβfγ (26)
with
fβ ⋆κ fγ = fβfγ +
~
2
{fβ, fγ}g + i~
2
{fβ, fγ}ω =
f[β,γ]+ + f[β,γ]
2
(27)
(and the Jordan bracket f(β,γ)J =
1
2
f[β,γ]+). In addition, we have {fβ, fβ}g = 2~(∆β)2, from the
Heisenberg uncertainty (∆β)2 =
〈φ|(β)2|φ〉
〈φ|φ〉
−
(
〈φ|β|φ〉
〈φ|φ〉
)2
for the operator β. More directly, one
can introduce the quantum covariance between the two operators as
Cov(β, γ) = 〈(β − 〈β〉 , γ − 〈γ〉)
J
〉 = ~
2
{fβ, fγ}g ,
in relation to which we have the inequality
(∆β)2(∆γ)2 ≥ (~
2
{fβ, fγ}ω)2 + (~
2
{fβ, fγ}g)2 ,
as a stronger version of the Heisenberg uncertainty principle. All this illustrates the key role
of the Riemann bracket or the metric on P in quantum mechanics compared to which the
metric G on H is much less physically relevant.
We see here another isomorphic description of the observable algebra, namely the fβ
functions with the Ka¨hler product. To compare results here with those of the Hβ functions
with Hβ =
r2
2~
fβ, the first point to note is that
{Hβ, Hγ}ω˜ = 1
i~
r2
2~
f[β,γ] =
r2
2~
{fβ, fγ}ω˜ = r
2
2~
{fβ, fγ}ω , (28)
where we have exact equality of the two Poisson brackets for r2 = |z|2 = 2~. This is in
line with the view of P as the symplectic reduction of H. In fact, applying explicitly the
coordinate transformation from (zn, z¯n) to (r, θ, wn˜, w¯n˜) onto the Hamiltonian vector field
X˜Hβ(≡ X˜β) gives
X˜Hβ =
r2
2~
X˜fβ +
fβ
2~
X˜r2 = X˜β +
fβ
2~
X˜r2 = Xβ + X˜
θ
fβ
∂θ +
fβ
2~
X˜r2 , (29)
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with X˜β being the horizontal lift of Xβ, from the perspectives of the Killing reduction [29]
or sub-Riemannian structure [21] as the relation between P and H− {0}. (More results on
the Killing reduction are presented in the Appendix.) We have
X˜r2 = X˜H2~ = −2∂θ (30)
(the Hamiltonian vector field for the operator 2~I), and X˜fβ is the Hamiltonian vector field
of fβ, taken as a Hamiltonian function on (H, ω˜) and Xβ(≡ Xfβ) the Hamiltonian vector field
on (P, ω). That is in exact correspondence with Eq.(28) since ∂θ(Hβ) = ∂θ(fβ) = 0 for any
operator β. None of the vector fields has a ∂r component, which is to be expected from the
unitary flow point of view. It may also be interested to note that
X˜θ
β
=
(1 + |w|2)
~
(wm˜∂m˜f + w
¯˜m∂ ¯˜mf) = −(
1
z0
∂0¯f +
1
z¯0
∂0f) . (31)
It is more convenient to focus on the covectors dual to the Hamiltonian vector fields for
which we have the expressions of the universal form given by the example X˜βn = i∂nfβ, i.e.
components are given by the coordinate derivatives of Hamiltonian function multiplied by
the imaginary unit i. Moreover, their covariant derivatives satisfy ∇˜mX˜βn¯ = −∇˜¯nX˜βm =
−i∂m∂n¯fβ and ∇˜mX˜βn = ∇˜m¯X˜βn¯ = 0. The form in term of the corresponding Hamiltonian
functions is common to all Ka¨hler manifolds. For the case at hand, with the function
being Ka¨hlerian, the first and the second derivatives are all the independent derivatives
[13, 30], hence their values, together with that of the zeroth order derivative, at a point
give a local representation of the full function as the Taylor series. The collection for all
Ka¨hlerian functions can be seen as another isomorphic description of the observable algebra
[13]. Since there is such a local representation for the algebra for each state, we think it
should be interpreted as the noncommutative algebra of the values of the observables. The
matter is left to be addressed in details in the another paper [31].
IV. ON THE NONCOMMUTATIVE COORDINATE FUNCTIONS
So far, the coordinate systems we use on H and P are quite generic. Now, we take
a specific coordinate system to be used for some explicit results of the basic observables
αi = xˆi + ipˆi, α¯i = xˆi − ipˆi. Intuitively, these are the noncommutative coordinates of the
‘phase space’ for a quantum particle with the other observables to be seen as functions of
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them. We want to see how that noncommutative ‘phase space’ and usual familiar quantum
phase space can be identified.
Consider Nˆi =
1
2~
α¯iαi =
1
2~
(xˆ2i + pˆ
2
i )− 12 , with [Nˆi, αj] = −δijαj and [Nˆi, α¯j] = δijα¯j . Take
the simultaneous eigenstates |n1, n2, n3〉 of the number operators Nˆi, i = 1 to 3 (i.e. satisfying
Nˆi |n1, n2, n3〉 = ni |n1, n2, n3〉 for nonegative integers ni) as a countable orthonormal basis of
the Hilbert space. A state is then described by the complex coordinates z(n1,n2,n3), i.e.
|φ〉 =
∑
n1,n2,n3
z(n1,n2,n3) |n1, n2, n3〉 . (32)
The coordinates constitute a set of homogeneous coordinates (of the type zn) on the pro-
jective Hilbert space from which the set of affine coordinates can be chosen as w(n1,n2,n3) =
z(n1,n2,n3)
z(0.0,0)
. Let us introduce the short hand index notation [n] standing in for (n1, n2, n3), and
further define z
[n]
i± = z
(n1,n2,n3)
i± , where z
(n1,n2,n3)
1± ≡ z(n1±1,n2,n3) . . . , etc. We have then the
compact expressions
Hαi =
1
2~
∑
[n]
√
2~niz¯
[n]
i−z
[n] =
1
2~
∑
[n]
√
2~(ni + 1)z¯
[n]z
[n]
i+ = Hα¯i , (33)
and
fαi =
∑
[n]
√
2~niz¯
[n]
i−z
[n]
|z|2 =
∑
[n]
√
2~(ni + 1)z¯
[n]z
[n]
i+
|z|2
=
∑
[n]
√
2~niw¯
[n]
i−w
[n]
1 + |w|2 =
∑
[n]
√
2~(ni + 1)w¯
[n]w
[n]
i+
1 + |w|2 = fα¯i . (34)
Note that we have used only [n] here including the expression in terms of the w[n] coordinates
where we use w[0] ≡ 1. We have for the covectors
X˜
αj
[n] = i
√
nj
2~
z¯[n]j− = X˜
α¯j
[n¯] ,
X˜
αj
[n] =
i
|z|2 (
√
2~nj z¯[n]j− − z¯[n]fαj ) = X˜ α¯j[n¯] ,
X
αj
[n] =
i
(1 + |w|2)(
√
2~njw¯[n]j− − w¯[n]fαj ) = X α¯j[n¯] ([n] 6= [0]) ,
X˜
αj
[n¯] = −i
√
nj + 1
2~
z[n]j+ = X˜
α¯j
[n] ,
X˜
αj
[n¯] = −
i
|z|2 (
√
2~(nj + 1)z[n]j+ − z[n]fαj ) = X˜ α¯j[n] ,
X
αj
[n¯] = −
i
(1 + |w|2)(
√
2~(nj + 1)w[n]j+ − w[n]fαj ) = X α¯j[n] ([n] 6= [0]) , (35)
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and the vectors
X˜ [n]αj = −i
√
2(nj + 1)
~
z
[n]
j+ = X˜
[n¯]
α¯j ,
X˜ [n]αj = −i
√
2(nj + 1)
~
z
[n]
j+ + i
1
~
z[n]fαj = X˜
[n¯]
α¯j ,
X
[n]
αi
= −i
√
2(nj + 1)
~
w
[n]
j+ + i
√
2
~
w
[0]
j+w
[n] = X
[n¯]
α¯j ([n] 6= [0]) ,
X˜
[n¯]
αi = i
√
2nj
~
z¯
[n]
j− = X˜
[n]
α¯j ,
X˜
[n¯]
αi = i
√
2nj
~
z¯
[n]
j− − i
1
~
z¯[n]fαj = X˜
[n]
α¯j ,
X
[n¯]
αi
= i
√
2nj
~
w¯
[n]
j− = X
[n]
α¯j ([n] 6= [0]) . (36)
Some of the expressions here involve the undefined ‘coordinate’ z
[0]
j− which is an abuse of
notation. It always goes along with a
√
0 factor and the terms vanish. The results will be
useful in analyses involving the noncommutative coordinates.
At the end of the last section, we mentioned that the full Ka¨hlerian function, which is a
representation of the corresponding operator as a quantum observable, is locally determined
by the functional value and the values of the coordinate derivatives of the first two orders.
Here above, we have given explicit results for the noncommutative coordinate functions as
the Ka¨hlerian functions for the operators as intuitive coordinate observables. The functions
are hence a form of noncommutative coordinates for the H and P. Checking how the
functions and their derivatives at a point may determine the point as given by the set of
complex number coordinates, we have quite an amazing story. For example, the set of values
for X˜
α¯j
[n¯], for any one α¯j , is really like the full set of z
[n] coordinate values. Knowing their
values can completely fix the state vector. Of course that is based on our knowledge of the
factors i
√
nj
2~
which are really the constant values of the nonvanishing second derivatives. If
we can determine all values of such components of a covector for a normalized state vector up
to an overall phase, we could have all values of the z[n] coordinates up to the undetermined
phase, and hence determine the exact physical state and all the information about the local
representations of the full set of noncommutative coordinate observables, i.e. the Taylor
series expansions of their corresponding Ka¨hlerian functions. The calculations involved are
more tedious, but the story is essentially the same when we look at the set of X˜
α¯j
[n¯] or X
α¯j
[n¯]
values, except that we need also the fα¯j value. For example, we start with z
[n] = −i
fα¯j
X˜
α¯j
[n¯] for
17
all [n] with nj = 0 and recursively each z
[n] with increasing nj is given by
−i
fα¯j
(X˜
α¯j
[n¯] +
√
nj
2~
z
[n]
j−).
So, the set of ‘noncommutative values’ [31] for the noncommutative coordinate operators
can be seen as carrying a lot of redundant information about the state.
V. DIFFERENTIAL GEOMETRIC STRUCTURES FOR THE OBSERVABLE AL-
GEBRA
As illustrated here in Sec. II and III, it is obvious that the commutator multiplied by
1
i~
is a Poisson bracket on the observable algebra. It is really a trivial one in terms of the
symplectic coordinates xˆi and pˆi, or their complex counterparts αi and α¯i. Note that these
are considered coordinates for which we do not distinguish upper and lower indices. We
have then the Hamiltonian vector field Xβ for β given by
Xβ = − 1
i~
[β, ·] = − 1
i~
adβ . (37)
Hence, it is given in terms of the adjoint action of β on elements of the algebra, an inner
derivation exactly as expected for the algebra [4, 23]. From the geometrical point of view,
we want to think about the Poisson bracket in terms of the derivatives with respect to the
noncommutative (operator) coordinates, ∂xˆi and ∂pˆi. The idea could work well with
∂xˆi = Xpˆi = − 1
i~
[pˆi, ·] , ∂pˆi = −Xxˆi = 1
i~
[xˆi, ·] , (38)
giving
∂i = ∂αi = − 1
2i
Xα¯i = − 1
2~
[α¯i, ·] , ∂i¯ = ∂α¯i =
1
2i
Xαi = 1
2~
[αi, ·] . (39)
With the algebra formulated for the operators β as functions of the coordinate variables,
xˆi and pˆi or αi and α¯i, such differentiations can be naturally appreciated. And obviously,
the coordinates, of the real or the complex sets, are independent variables. In fact, the
Heisenberg commutation relation gives adxˆi as replacing a pˆ
i factor in β(pˆi, xˆi) by i~ and adpˆi
as replacing a xˆi factor by−i~, at least for the polynomials. That is in perfect agreement with
the above expressions. The coordinate derivatives can be seen to be mutually commutative
explicitly through the adjoint action. We are actually more interested in the expressions
and results in terms of the complex (non-Hermitian) coordinates αi and α¯i though we will
still present some of the corresponding results in terms of xˆi and pˆi for the readers’ easy
appreciation.
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With the coordinate vector fields ∂i and ∂i¯, we next look at the matching 1-forms. The
symplectic structure can be use to give an expression for the differential forms dβ as dβ(Xγ) =
〈dβ,Xγ〉 = 1i~ [β, γ]. We can retrieve from that the coordinate 1-forms
dxˆi(∂xˆj ) = δ
i
j , dxˆ
i(∂pˆj) = 0 ,
dpˆi(∂pˆj ) = δ
i
j , dpˆ
i(∂xˆj ) = 0 ; (40)
as well as the matching results for the complex coordinates αi and α¯i. Moreover, we also
have dαi(Xβ) = (−2iδij¯)∂j¯β and dα¯i(Xβ) = (2iδ i¯j)∂jβ, for which a direct analog to the
commutative case would suggest seeing them as components of the Xβ in terms of the basis
of the coordinate vector fields. We will see however that the latter idea does not work so
well. Similarly, we can obtain dβ(∂i) = ∂iβ and dβ(∂i¯) = ∂i¯β, the analog of components of
the 1-forms in terms of the coordinate 1-forms dαi and dα¯i. We can go further. A symplectic
2-tensor Ω can be introduced with
Ω(dβ, dγ) = {β, γ}Ω = Ω(Xβ,Xγ) ,
where {·, ·}Ω denotes the Poisson bracket, i.e. {β, γ}Ω = 1i~ [β, γ]. Note that Xγ(β) =
{β, γ}Ω = −Xβ(γ). For the coordinate vector fields or 1-forms, we can actually write Ωij¯ =
Ω(dαi, dα¯j) = −2iδij , and similarly, Ωi¯j = 2iδ i¯j, and Ωij = Ωi¯j¯ = 0, as well as Ωij¯ =
Ω(∂i, ∂j¯) =
i
2
δij = −Ωj¯i and Ωij = Ωi¯j¯ = 0, in exact analog to the commutative case. All the
above shows xˆi and pˆi behave like three pairs of canonical coordinates of a noncommutative
symplectic geometry with an essentially trivial symplectic form.
Up to this point, we have obtained a nice picture of first order differential calculus on the
observable algebra, or rather on the noncommutative geometric space behind it, in agreement
with the general noncommutative differential geometry simply from identifying the Poisson
bracket with 1
i~
[·, ·] and thinking about it in the same way as one on a commutative symplectic
manifold given in the differential geometric language. The structure may be considered
dictated by the theory of quantum mechanics itself, and is an alternative description of the
structure on the algebra of the Hβ functions or of the fβ functions on the Ka¨hler manifolds
H and P, respectively. Hence, it is natural to think about the symplectic geometry behind
the operator algebra is really the same one of the Hilbert space or projective Hilbert space.
We will look at that with an analysis of like a coordinate transformation in the next section.
Note that we have not said anything about the metric tensors yet and therefore do not have
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the operations of lowering or raising indices, except for the coordinates for which there is no
distinction between the two. The closest we get to is only the standard pairing between the
coordinate 1-forms and the corresponding coordinate vector fields. Though it is tempting to
claim identify a Ka¨hler structure with a matching metric tensor, we take a special caution
against that.
To give a full differerntial calculus, one has to first put the 1-forms as derivations of the
0-forms under the action of the differential operator d. Introducing the Dirac operator D
with
dβ = [D, β] , (41)
we want d2 = 0 and d(ηη′) = dη η′+(−1)kη dη′ for forms η and η′ with k being the degree of
η. Furthermore, one wants to extend the involution in the observable algebra, the complex
conjugation among the β functions, to all forms. Naively extending d = [D, ·] to all forms
does not work. The simple solution is given by
dη = Dη − (−1)kηD (42)
for a k-form η. It is easy to see that [D, [D, ·]+] = [D, [D, ·]]+ = 0, giving d2 = 0. It is also of
interest to note that the Poisson bracket itself can also be naturally extended to the whole
differential algebra [24], with dη = i~{D, η}Ω, by taking the graded commutator in place of
the commutator. It is explicitly given by
{η, η′}Ω = 1
i~
[
ηη′ − (−1)kk′η′η
]
. (43)
The involution, as the Hermitian conjugation of the operators, for the observable algebra
is just our complex conjugation, (β)∗ = β¯. Obviously, dxˆi and dpˆi, are to be taken as the
real. D then has to be taken as purely imaginary, i.e. D∗ = −D. In addition, we have
(dη)∗ = (−1)kd(η)∗. Note that (βγ)∗ = γ¯β¯. There cannot be further nontrivial factors of −1
in the conjugate of product of the forms, i.e. in general we simply have (ηη′)∗ = (η′)∗(η)∗ 3.
We can write η¯ for (η)∗ like in the case of the 0-form. In conclusion, the complex structure on
our noncommutative space works in the usual fashion on the differential algebra with only
3 Note that (dη)∗ = (−1)kd(η)∗ is stated as a convention in Ref.[25], also taken in Ref.[4], while Ref.[23]
adopts simply (dη)∗ = d(η)∗ from which (dβdγ)∗ = −(dγ)∗(dβ)∗ is obtained. In our case here, there is
no free choice of convention on the matter and the latter option cannot be taken.
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the nontrivial commutation relations to be cared about. Or, the conjugation on products
of the forms is exactly in line with taking all the forms as operators on the same Hilbert
space, though not necessarily as elements of the observable algebra. However, we do not
yet have any explicit definition of the action of dβ or D on a state vector, not to say forms
of the higher degrees, and the presented calculus remains only formal. Note that the Dirac
operator is itself a 1-form, and an explicit definition of it gives explicit definitions to all
forms as operators. That we will present in the next section.
VI. HEISENBERG VERSUS SCHRO¨DINGER PICTURE OF THE DIFFEREN-
TIAL GEOMETRIC STRUCTURES AND THE TRANSFORMATION BETWEEN
COMMUTATIVE AND NONCOMMUTATIVE COORDINATES
In the description of the time evolution in quantum mechanics, we have the Heisenberg
picture of changing observables on a fixed state and the Schro¨dinger picture of a changing
state with fixed observables, identified by the same time dependent expectation values. The
key mathematical feature behind is the duality between the observable algebra and the (ge-
ometric) space of the pure states P. In fact, the usual Schro¨dinger picture is a description
completely in terms of the latter space when the time evolution is given in the symplectic
formulation. If that has to be clearly distinguished from the usual description in the lan-
guage of unitary flow for the state vector, one can call it the Hamilton-Schro¨dinger picture.
We will refer to it simply as the Schro¨dinger picture in this paper and include in it the
description of H as a symplectic manifold. We think the dual descriptions, the Heisenberg
and the Schro¨dinger pictures, can be generalized to the matching between the structures on
the observable algebra, with αi and α¯i, or xˆi and pˆi as the basic noncommutative coordinate
variables on the one hand and the state space P or H with real/complex number symplec-
tic coordinate variables on the other. Duality between geometric and algebraic structures,
exemplified in the commutative case by a familiar finite dimensional real manifold and its
algebra of the smooth functions, is a key perspective in modern mathematics along which
the mathematics of noncommutative geometry has been developed for the noncommutative
algebras. For the specific case of the noncommutative observable algebra in quantum me-
chanics as a physical theory, we believe our notion of Heisenberg versus Schro¨dinger picture
descriptions gives an explicit formulation of that duality which may be seen as providing a
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physics approach to the formulation of the noncommutative geometry. The perspective is
already there implicitly in our description of the symplectic differential geometric structures
for the observable algebra in the previous section. An explicit description through the du-
ality will be developed here. We want to push that to the ideal goal of such a duality map
being fully based on a transformation between the six noncommutative coordinates and the
infinite set of the real/complex number coordinates.
We have discussed above the isomorphic picture of the observable algebra as an algebra
of the Ka¨hlerian functions fβ on P, as well as the corresponding Hβ functions on H. The
isomorphisms are essentially the duality maps. The two are in fact only slightly different
ways of writing the same duality map as the fβ functions and Hβ functions are directly
related. In particular, their symplectic structures, or the Poisson brackets, match to the
same single Poisson bracket and the corresponding symplectic structure on the observable
algebra, as presented in the last section. Their metric structures, however, do not. The
implication of that has to be looked into very carefully. From the start, each Ka¨hler product
algebra of the Ka¨hlerian functions is our Schro¨dinger picture description of the observable
algebra though, unlike in the classical case, the algebra is the one of a more limited class of
functions. They generate Hamiltonian flows which are the isometries, giving the metric a
key role in the dynamics. With the operators β = β(αi, α¯i) formulated as functions of the
coordinate operators, the duality fits in with the intuitive idea of the position and momen-
tum operators being the noncommutative position and momentum coordinate variables of
a quantum physical/phase space, for which there is a commutative coordinate description
requires an infinite number of real/complex number coordinates. We will keep looking at
both Schro¨dinger picture descriptions, on P and H (with the G metric), in fact with both
the z-coordinate and g˜ metric and w-coordinate and g metric for fβ functions on P, as we
have been doing above. Note that the metrics are used in two ways here, namely for rais-
ing and lowering indices and for the associated symplectic forms. We describe and discuss
most of the results in terms of z-coordinates and g˜ metric, whenever explicit mathematical
expressions are given. Direct parallel results for the other cases with similar properties are
listed in Table 1.
Along the depicted perspective, we think of the functions fαi and fα¯i as a description of the
noncommutative coordinates in terms of the functions of the commutative coordinates, and
β and fβ are the expressions of the same observable/function in terms of the noncommutative
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and the commutative coordinate variables, respectively. The six fαi and fα¯i complex values
at a point on P of course cannot be a representation of an infinite number of zn coordinates.
They are noncommutative objects, the coordinates, in the Ka¨hler product algebra. Going
directly to the operators, we can consider an implicitly defined coordinate transformation
map fˆ : P → Pnc with fˆ(wn, w¯n) = (αi, α¯i), where Pnc denotes the noncommutative manifold
of all admissible noncommutative values of (αi, α¯i). The algebraic isomorphism sending
β to fβ is then simply the pull-back transform on the corresponding functional space, i.e.
fβ = fˆ
∗(β). The Schro¨dinger picture of the quantum physics on P in terms of its commutative
symplectic geometry, is to be mapped to the Heisenberg picture on Pnc as the dual description
based on the noncommutative coordinate variables. We can also think of the map fˆ as
fˆ(zn, z¯n) = (αi, α¯i), with fβ as fβ(z
n, z¯n). Similarly, we have fˆH : H → Pnc with fˆH(zn, z¯n) =
(αi, α¯i) and Hβ = fˆ
∗
H
(β) as the algebraic isomorphism. However, we will see immediately
below that for the coordinate maps it makes good sense to consider the functions only under
the condition |z|2 = 2~, under which fβ = Hβ and fˆH is to be taken rather as a S → Pnc
map.
Firstly, we give an explicit description of differentiation in the Heisenberg picture, which
has been given through the formal operator expressions in the previous section, dual to
the familiar counterpart in the Schro¨dinger picture. The two pictures of the time variation
can be directly generalized to a generic differentiation. The Schro¨dinger time evolution is
given in terms of zn(t), for example, with the observables Hβ(t) = Hβ(z
n(t), z¯n(t)), while the
Heisenberg description of the state in terms of the noncommutative coordinates αi(t), with
the observables β(t) = β(αi(t), α¯i(t)). The two pictures are connected via Hβ(t) = Hβ(t). For
a generic infinitesimal variation, we consider the corresponding relation
1
2~
(〈δφ|β|φ〉+ 〈φ|β|δφ〉) = dHβ = Hdβ = 1
2~
〈φ|dβ|φ〉 , (44)
which can be seen as our physics definition of the 1-form operators dβ, with |δφ〉 = dzn |zn〉
as an infinitesimal state. Equating this definition with the one given in Eq.(41) suggests
|δφ〉 = −D |φ〉 and 〈δφ| = 〈φ|D . (45)
Therefore, D is antihermitian or pure imaginary, in agreement with the results of the previous
section. That would, however, imply 〈δφ|φ〉 = −〈φ|δφ〉 giving d 〈φ|φ〉 = 0. The same
can also be obtained by considering β to be a constant operator, for example the identity
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operator. We want dβ to be zero as an operator, which is not consistent with Eq.(44)
unless the d|z|2 = 0. In the language of the fˆH map, for the pull-back of the 1-forms dβ
as fˆ ∗
H
(dβ) = dHβ, we surely want the pull-back of zero as a 1-form to be zero. Moreover,
fˆ ∗(dβ) = dfβ surely pull-backs the zero 1-form to zero, but
dfβ =
1
〈φ|φ〉 (〈δφ|β|φ〉+ 〈φ|β|δφ〉)−
fβ
〈φ|φ〉(〈δφ|φ〉+ 〈φ|δφ〉) ,
while
fdβ =
1
〈φ|φ〉 〈δφ|dβ|φ〉 .
Having consistent dHβ = Hdβ and dfβ = fdβ implies Eq.(45) and d|z|2 = 0. In fact, for
the identity operator as the constant function β(αi, α¯i) = 1 to be represented by the same
constant function Hβ(z
n, z¯n) = 1, it requires |z|2 = 2~. So, we can have the exact Heisenberg
and Schro¨dinger picture correspondence only when Hβ is taken with fixed r = |z| value, most
conveniently taken to be
√
2~, giving the Hβ as a function on S and dHβ as the 1-form. We
can either use the zn coordinates under that condition or the set of {θ, wn, w¯n} (n 6= 0); note
that we drop the wn˜ notation in this section. The fˆH map now is to be taken as S → Pnc.
However, in most of our analysis we keep the Hilbert space H as its domain and impose the
condition |z|2 = 2~ in the end. Note that fβ = Hβ for |z|2 = 2~.
For any of the coordinate 1-forms dα, we may write formally, following the usual case for
the α set as if they are commutative coordinates, dαi = dw[n]Jˆ i[n]+dw
[n¯]Jˆ i[n¯] with Jˆ
i
[n] =
∂αi
∂w[n]
and Jˆ i[n¯] =
∂αi
∂w[n¯]
. Expressions of that kind are, however, something we would not quite know
how to deal with. We can look at the pull-back though, written as
fˆ ∗(dαi) = dw[n]J i[n] + dw
[n¯]J i[n¯] , (46)
for which we have
J i[n] =
∂fαi
∂w[n]
= −i(Xαi)[n] ,
J i[n¯] =
∂fαi
∂w¯[n]
= i(Xαi)[n¯] . (47)
A point of paramount importance to note is that J i[n¯], and its complex conjugate J
i¯
[n] =
∂f
α¯i
∂w[n]
,
are nonzero. Even Jˆ i[n¯] does not look like a vanishing quantity. The coordinate map actually
cannot be taken as a holomorphic one. That speaks explicitly against taking a Ka¨hler
structure with a trivial metric on Pnc! The lack of the correspondence between the complex
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structures confirms that we cannot take on Pnc a Ka¨hler structure connecting the symplectic
and the metric one.
For a mapping between commutative manifolds, the corresponding map between the
tangent spaces is obtained by pushing forward. If one follows naively that formulation, the
vector field on Pnc, as the push-forward fˆ∗(X) of the vector field X on P, should satisfy the
relation
fˆ∗(X)(β) = X(fˆ
∗(β)) = X(fβ) ,
and one would have fˆ∗(
∂
∂w[n]
) = Jˆ i[n]∂i + Jˆ
i¯
[n]∂i¯. Again, we avoid that and look at the pull-
back. In fact, it does not look like one can identify it as a vector field on Pnc as a fˆ∗(∂[n]),
within the scope of our discussion in the previous section. To appreciate and get around the
difficulty at hand, we first note that we should not be looking at all the functions or vector
fields on P. We are interested only in the Ka¨hlerian functions as only those correspond to
the functions of Pnc, as pull-backs. With the Poisson bracket on Pnc, the coordinate vector
fields are Hamiltonian vector fields with the matching ones on P. Therefore, we can consider
each Xβ as the pull-back of Xβ, and the Hamiltonian vector fields are the only vector fields
we need in quantum mechanics. The coordinate vector field ∂[n], for example, may not have
a push-forward on Pnc as it is not a Hamiltonian vector field of a Ka¨hlerian function. With
the Poisson brackets discussed above, we have
Xβ(fˆ
∗(γ)) = {fγ, fβ}ω = fˆ ∗({γ, β}Ω) = fˆ ∗(Xβ(γ)) . (48)
The last expression can be considered fˆ ∗(Xβ)(fˆ ∗(γ)). Hence, we have to give Xβ = fˆ ∗(Xβ).
Then we can write
Xβ(γ) = fˆ∗(Xβ)(fˆ∗(fγ)) = fˆ∗(Xβ(fγ))
and fˆ∗(Xβ) = Xβ as the inverse. With that, we can also write the relation
fˆ ∗
(〈
η, fˆ∗(Xβ)
〉)
=
〈
fˆ ∗(η), Xβ
〉
,
where η is a 1-form on Pnc and X a vector field on P. Again, one can check that〈
dαi,Xα¯j
〉
= −2iδij = 〈dfαi , Xα¯j〉 and
〈
dαi,Xαj
〉
= 0 = 〈dfαi , Xαj〉 .
Note that
〈
η, fˆ∗(Xβ)
〉
is in general an operator while
〈
fˆ ∗(η), Xβ
〉
is a complex number, which
should be the pull-back of the former. We do not have the explicit pull-back expression in
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the line above only because a constant operator (a multiple of the identity) is pull-back by
fˆ ∗ to the same constant as a number. For the parallel results with fˆ ∗
H
taken as the original
H → Pnc map, however, we have actually
〈
dHαi , X˜α¯j
〉
= −i|z|
2
~
δij as fˆ
∗
H
(−2iδij Iˆ). Enforcing
the restriction to S, of course, retrieves the same result as fˆ ∗. Note that all X˜β, as the vector
fields on H, have no components in the ∂r direction to which they are orthogonal, hence
serve as the proper vector fields on S. Similarly, using fˆ as a map from the z[n] coordinates
matched with ω˜, the dfβ and X˜β are elements of the cotangent and tangent bundles of H, but
are horizontal in relation to the vertical directions of the corresponding fiber spaces. The
full setup for the differential symplectic geometry on (Pnc,Ω) can be seen to have as the
pull-back the differential symplectic geometry on (P, ω), or equivalently, the one on (P, ω˜)
or (H, ω˜), which should be the proper way to interpret the formulation of the former, given
in the previous section.
Applying the pull-back to the noncommutative coordinate vector fields, we have fˆ ∗(∂i) =
−1
2i
Xα¯i and fˆ
∗(∂i¯) =
1
2i
Xαi . Therefore, we can write
J−1[n]j =
−1
2i
X
[n]
α¯j
, J−1[n]
j¯
=
1
2i
X
[n]
αj
, (49)
with
fˆ ∗(∂i) = J
−1[n]
i ∂[n] + J
−1[n¯]
i ∂[n¯] . (50)
J−1 is obtained as a left inverse, with J−1[n]j J
i
[n]
+ J−1[n¯]j J
i
[n¯]
= δij and J
−1[n]
j¯
J i
[n]
+ J−1[n¯]
j¯
J i
[n¯]
= 0.
We have also confirmed the last results with explicit expressions for the Hamiltonian vector
fields and covectors given in Eqs.(36) and Eqs.(35). The corresponding expressions for fˆ ∗
H
similarly give J˜−1[n]j J˜
i
[n]
+ J˜−1[n¯]j J˜
i
[n¯]
= |z|
2
2~
δij , the pull-back of δ
i
j(Iˆ). One can also check that,
based on the pull-back relation between the symplectic structure, we have
fˆ ∗(Ωij) = J
−1[m]
i ω[m][n¯]J
−1[n¯]
j + J
−1[m¯]
i ω[m¯][n]J
−1[n]
j = −
1
4
{fα¯i , fα¯j}ω = 0 ,
fˆ ∗(Ωij¯) = J
−1[m]
i ω[m][n¯]J
−1[n¯]
j¯
+ J−1[m¯]i ω[m¯][n]J
−1[n]
j¯
=
1
4
{fα¯i , fαj}ω = i
2
δij¯ , (51)
and
fˆ ∗(Ωji) = J j[m]ω
[m][n¯]J i
[n¯]
+ J j[m¯]ω
[m¯][n]J i
[n]
= {fαj , fαi}ω = 0 ,
fˆ ∗(Ωj¯i) = J j¯[m]ω
[m][n¯]J i
[n¯]
+ J j¯[m¯]ω
[m¯][n]J i
[n]
= {fα¯j , fαi}ω = 2iδj¯i . (52)
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TABLE I: Matching results for the differential symplectic geometries under the coordinate maps from the
projective Hilbert space P and the HIlbert spaceH to the observable algebra as a noncommutative geometric
object Pnc with the noncommutative (operator) coordinates. [Note that the zn coordinates count from 0
while the wn coordinates from 1 and ∂n denote
∂
∂zn
in the last two columns but ∂
∂wn
in the wn-coordinate
column.]
on Pnc fˆ∗ to P (w) fˆ∗ to P (z) fˆ∗H to H
coordinate wn= z
n
z0
, w¯n zn, z¯n zn, z¯n
αi, α¯i fαi , fα¯i = f¯αi fαi , fα¯i = f¯αi Hαi , Hα¯i = H¯αi
function β(αi, α¯i) fβ(w
n, w¯n) fβ(z
n, z¯n) Hβ(z
n, z¯n)
NC product βγ fβ ⋆κ fγ fβ ⋆κ fγ Hβ ⋆K Hγ
one form dwn, dw¯n dzn, dz¯n dzn, dz¯n
dβ = [D,β] dfβ = fdβ dfβ = fdβ dHβ = Hdβ
dαi, dα¯i df
αi
, df
α¯i
df
αi
, df
α¯i
dH
αi
, dH
α¯i
Poisson b. 1i~ [β, γ] = Ω(Xγ,Xβ) ω(Xγ ,Xβ) ω˜(X˜γ, X˜β) ω˜(X˜γ, X˜β)
vector field ∂n, ∂n¯ ∂n, ∂n¯ ∂n, ∂n¯
Xβ = i~ [β, ·] Xβ = −{fβ, ·}ω X˜β = −{fβ, ·}˜ω X˜β = −{Hβ, ·}˜ω
∂i=
(
i
2
)Xα¯i , ∂i¯=(−i2 )Xαi Xα¯i ,Xαi X˜α¯i , X˜αi X˜α¯i , X˜αi
J i[n] = ∂[n]fαi J˜
i
[n] = ∂[n]fαi J˜
i
[n] = ∂[n]Hαi
J
−1[n]
i¯
= 12iX
[n]
αi
J˜
−1[n]
i¯
= 12iX˜
[n]
αi
J˜
−1[n]
i¯
= 12iX˜
[n]
αi
symplectic Ω·· J
−1ω··J
−1 J˜−1ω˜··J˜
−1 J˜−1ω˜··J˜
−1
Ω·· Jω··J J˜ω˜··J˜ J˜ ω˜··J˜
Again, we have the corresponding results for (P, ω˜) and (H, ω˜). Expressions like J i
[m]
J
−1[n]
i +
J i¯
[m]
J−1[n]
i¯
do not appear to be very sensible; and there is really no reason to expect otherwise.
Therefore, our coordinate transformation works perfectly well for the differential symplectic
geometry.
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VII. ON THE METRIC STRUCTURE
Now we try to push on to looking into the metric structure. The story becomes much more
complicated. Consider a metric tensor G(Xβ,Xγ) on Pnc . While the symplectic structure
of Ω can be pull-backed to those of ω, ω˜, and ω˜, which are essentially the same, the metric
structure of G is truly different from that of g or g˜. Although expressions in Eqs.(51) and
(52), as the relations between the corresponding two tensors, seem to have the usual form as
in the case of mapping between the commutative manifolds, the direct corresponding results
should be given in terms of the Jˆ and its inverse. Explicitly, from the fˆ map, we expect
g[m][n¯] = Jˆ
i
[m]Gij¯ Jˆ j¯[n¯] + Jˆ i¯[m]Gi¯j Jˆ j[n¯] (53)
and the same relation between ω and Ω, as well as the matching expressions for the zn-
coordinates and for fˆH . However, it is not clear that, in terms of the pull-back, if we can
have results
fˆ ∗(Gij) = J−1[m]i g[m][n¯]J−1[n¯]j + J−1[m¯]i g[m¯][n]J−1[n]j ,
fˆ ∗(Gij¯) = J−1[m]i g[m][n¯]J−1[n¯]j¯ + J−1[m¯]i g[m¯][n]J−1[n]j¯
for fˆ ∗(G) and
fˆ ∗(Gji) = J j[m]g[m][n¯]J i[n¯] + J j[m¯]g[m¯][n]J i[n] ,
fˆ ∗(G j¯i) = J˜ j¯[m]g˜[m][n¯]J˜ i[n¯] + J˜ j¯[m¯]g˜[m¯][n]J˜ i[n]
for fˆ ∗(G−1). The parallel expressions to the tensors of the symplectic structure look reason-
able, but they are not as rigorously obtained as in the latter case. Besides, the corresponding
results for fˆ ∗ and fˆ ∗
H
certainly cannot hold simultaneously, although that works for the sym-
plectic structure. From the physics point of view, we clearly prefer the fˆ map over the fˆH ,
but the mathematical logic is the same in both cases. That may be taken as an indica-
tion that there is something wrong with the above expressions. Under assumption of their
validity, we have
fˆ ∗(Gij) = −1
4
{fα¯i , fα¯j}g , fˆ ∗(Gij¯) =
1
4
{fα¯i , fαj}g ,
and
fˆ ∗(Gji) = {fαj , fαi}g , fˆ ∗(G j¯i) = {fα¯j , fαi}g ,
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and in the case of the fˆ ∗
H
the corresponding results for the Riemann brackets of the Hα
functions. We check
fˆ ∗(GijGjk + Gij¯G j¯k) = fˆ ∗(Gij) ⋆κ fˆ ∗(Gjk) + fˆ ∗(Gij¯) ⋆κ fˆ ∗(G j¯k)
and it does not give δki at all. Neither does it work for the case of the fˆ
∗
H
pull-back. Moreover,
the Riemann bracket {·, ·}g is not even a fβ.
So, our attempt to obtain the metric G in terms of the operator functions is unsuccessful.
Nevertheless, we can learn something out of that analysis. The first important thing we
want to point out is that one expects GijGjk + Gij¯G j¯k to be pull-backed to δki only when the
metric is non-degenerate. Could it be a degenerate one, say, with detG = 0 ? There are
signs of it being the case. The g˜ metric of P in the homogeneous coordinates is degenerate.
And the noncommutative coordinates seem to be similar to the homogeneous ones. For
example, the set would cover the whole space, which is not possible for a non-degenerate
set of real/complex number coordinates on P. Besides, we have discussed in Sec.IV how
the set of ‘noncommuative values’ [31] for the noncommutative coordinate operators can be
seen as carrying a lot of redundant information for identifying the state. However, it does
not seem to be feasible to check the degeneracy of the metric G through its pull-back. For
the start, the ‘determinant’ of a matrix of the operators as the generalization from the case
of the commutative elements is not a trivial one. We do not know the proper order of the
multiplication of noncommutative elements. Even if we had an ordering prescription, the
actual calculation of the pull-back is extremely formidable. Also, we do not know what
should be fˆ ∗(GG−1). Recall that we need the Killing reduction to obtain the nontrivial g˜g˜−1
from GG−1. We do not have a similar tool GG−1 Furthermore, the metric degeneracy may
not satisfies detG = 0. Seeing a noncommutative coordinate as equivalent to an infinite set of
the commutative coordinates and thinking about metric degeneracy of the latter, in general,
one can anticipate the idea that even a noncommutative geometry of one noncommutative
coordinate can have in some sense a degenerate metric. Maybe the above expressions for
fˆ ∗(G) and fˆ ∗(G−1) are valid, but the metric G is degenerate. Apparently, we lack the
mathematical machinery to deal with that possibility.
Or perhaps the key issues is with any summation over the index of the noncommutative
coordinates. Careful readers may realized that we avoid anything like that in the analysis
of the symplectic structure and note caution against taking the coordinate vector fields or
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coordinate 1-forms as explicit basis for the tangent space of Xβ , or cotangent space of dβ at
a point, respectively. We will show that they do not work, in the section below.
At this point, some comments on the general idea of a Riemannian geometry for a non-
commutative algebra is in order. First of all, a Riemannian metric can be directly defined as
a non-degenerate inner product on the tangent space of Xβ , or cotangent space of dβ, given
the coordinate system [23, 25]. For example, one can make the quantum observable algebra
into a Ka¨hler geometry by defining a trivial metric on it. In addition, in the formulation of
the Poisson differential algebra mentioned above [24], a connection and the related metric
can naturally be obtained from the expression for the Poisson bracket involving a function
and a 1-form. In our case that metric would be trivial too. It is then very tempting to
just take that. However, are trying to do here something different. We want to have a
metric G which describes essentially the same Riemannian geometry as the Fubini-Study
metric on the projective Hilbert space, an intuitive physical picture which we have shown to
work perfectly for the differential symplectic geometry. We have then actually a nontrivial
problem about the basis of the tangent space or cotangent space.
A form of the trivial metric for ‘the xˆi space’, the naive exact analog of its ‘classical
limit’, the Newtonian space, has also been considered by physicists [32]. Most, if not all, of
the physicists’ studies of noncommutative space(-time), in fact, starts from three xˆi or four
xˆµ coordinates with the nontrivial commutation relation [33]. In contrast to those studies,
we are looking at the noncommutative phase space of quantum mechanics with mutually
commuting xˆi, and we show that the momentum coordinates are an integral part of the
quantum physical space [9, 10]. For that reason, most of the studies in the literature are
not related to our case. However, for the simplified case of two coordinates with a constant
commutator, whether those are two position operators, as considered in Ref.[32], or a position
and a momentum operator, as relevant to our case, the mathematics is essentially the same.
That is known as the Moyal plane, which has been studied recently from the mathematical
side [34]. Those studies, however, do not explicitly discuss the metric tensor, but rather
focus on a metric distance called spectral distance, as a distance between the states [35].
The latter comes from the formulation of noncommutative geometry as a, so called, spectral
triple [4, 36], which should be connected to a metric tensor, as stated in Ref.[25], for example.
The Dirac operator is in fact a key element of the spectral triple. However, explicit analysis
of the spectral distance for the Moyal plane, as a spectral triple, between two harmonic
30
oscillator Fock states gives answers in disagreement with the Fubini-Study distance [34]. We
want to further comment about the issue of the classical limit. How to look at the classical
limit of the theory of quantum mechanics is a nontrivial question. We have a very concrete
consistent procedure of the relativity symmetry contraction giving the Newtonian space as
a limit of the projective Hilbert space, the quantum model of the physical space [9, 10]. For
the classical phase space obtained in the limit, one retrieves a trivial metric, exactly in line
with the restriction of the Fubini-Study metric to the coherent state submanifold. Authors
of the other approaches [32, 34] may also have the right classical limit, which in itself is not
really very useful to identify the right quantum picture.
What could be a consistent sensible, or even a mathematically appealing, metric tensor
or metric distance between states in itself does not necessarily conflict with what we are
after here – a noncommutative coordinate picture of the Fubini-Study metric geometry of
the projective Hilbert space, our model for the quantum physical space. The subject matter
and many of the related mathematical notions certainly need much further studies, and as
physicists we want to have a picture well grounded in a good physical theory about nature
as a base to construct theories of a deeper level. The observable algebra with the space
of pure states for quantum mechanics, even if seen only as the phase space, should be an
excellent place for us to learn about quantum/noncommutative geometric structures. And
it will very probably also give us a better picture of the theory itself.
VIII. DIFFICULTY WITH THE TANGENT AND COTANGENT SPACES
Apart from the difficulties about the metric, there are other, properly related, issues
about the noncommutative geometric picture which are more complicated than the com-
mutative case. We have mentioned the problem about the basis of the tangent space or
cotangent space. The noncommutative geometric picture of the quantum phase space gives
the six operator coordinates as canonical pairs of coordinates with all other observables
as functions of them belonging the the Poisson (differential) algebra. The latter can be
rewritten as one in terms of the usual real/complex number coordinates. But it includes
only the Ka¨hlerian functions. As each noncommutative coordinate as an observable actually
carries the information of infinite number of real numbers [31], the six to infinite matching
is not a problem at all. We have shown that fixing the full (noncommutative) values of the
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noncommutative coordinates fixes the point uniquely. In fact, it looks like the former car-
ries redundant information about the point. Thinking about the infinite dimensional vector
spaces of the tangent or cotangent spaces, however, the commutative coordinate vector fields
and coordinate 1-forms as tangent and cotangent vectors cannot simply be matched to the
noncommutative counterparts, at least not in any way with the latter as basis vectors of
the corresponding linear vector space. It is like we need some notion of a noncommutative
vector space ! No just that the ‘scalars’ may not commute among themselves, the more
tricky thing is the product of a ‘scalar’ to a vector may not be commutative either.
The story can be seen from the Poisson bracket {β, γ}Ω = 1i~ [β, γ] itself. It will be
interesting to write the Poisson bracket directly in terms of the noncommutative coordinate
derivatives in analog to the real/complex number coordinate case. However, there seems to
be no simple expression for that. While we do have {xˆi, β}Ω = ∂pˆiβ and {pˆi, β}Ω = −∂xˆiβ
exactly in the form to give Hamilton’s equations, we have for example for integers powers m
and n {xˆmi , pˆni }Ω = mnBJ(xˆm−1pˆn−1), where BJ(·) denotes the Born-Jordan ordering. The
latter case hence gives the Poisson bracket result as the Born-Jordan ordered expression of
the derivatives of the Hamiltonian functions. That result does not work for a general pairs
of β(xˆi, pˆi) and γ(xˆi, pˆi) either. The nontrivial nature of that is directly connected to the
features discussed in the previous paragraph. If one assumes something like
dβ = ∂iβdα
i + ∂i¯βdα¯
i
or equivalently
dβ = ∂xˆiβdxˆ
i + ∂pˆiβdpˆ
i ,
The Heisenberg equations of motion for the coordinates would gives the Poisson bracket
exactly in the classical form, which is wrong4. The above expressions are commonly assumed.
They gives a 1-form as linear combinations of the coordinate 1-forms, hence the latter taken
at a fixed point of the geometry gives a basis of the cotangent space. The expression of course
have direct matching ones for expanding vector fields as combinations of the coordinate
vector fields.
4 That is to say, it does not agree with the result obtained from the commutator form. Actually, we
committed essentially the mistake in the first version of the manuscript, and thanks to P.M. Ho for
pointing an explicit example of that failure.
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Having the coordinate vectors and covectors as basis for the tangent and cotangent spaces
of a commutative manifold is am important part of the tensor analysis. Something like that
does not work at least for the kind of noncommutative geometry of focus here comes as
a surprise. Upon careful thinking about the tangent and cotangent spaces as the infinite
dimensional vector space as discussed above, it is understandable though. We can think
about the quantum phase space as having infinite real dimensions or six noncommutative
dimensions. A vector space of six noncommutative dimensions is a complete different notion.
The noncommutativity corresponds to a curvature of the geometry [12, 13], which then
suggests there may not be a notion of a flat noncommutative geometry as a vector space.
Understanding the role of noncommutative coordinate vector fields 1-forms in the tensor
analysis is the challenging question on the table.
IX. CONCLUSIONS
As physicists, we are more interested in a specific case that certainly has a role in our
description of the nature rather than the general/formal mathematical considerations. For
any new mathematical ideas, we prefer to use those obtainable from the established physical
theories and our related thinking. Quantum mechanics is a very well established physical
theory. It is also our first realization of the noncommutative nature of physics; the noncom-
mutativity of physical observables. The Heisenberg uncertainty principle clearly indicates
that the position and momentum observables do not commute. Intuitively, we can under-
stand it as the noncommutativity of the quantum phase space, or even the quantum model
of the physical space. Without the modern mathematical concept of the noncommutative
geometry of an operator algebra, that intuitive picture can hardly be formulated. On the
other hand, the Hilbert space seems to serve the purpose of describing quantum states well.
A lot of progress in the relevant mathematics have come by and it is the time to use the
perspectives gained there to review the theory of quantum mechanics, as well as to see how
our first noncommutative physical theory informs us about the noncommutative geometry,
certainly relevant to our description of the nature.
The projective Hilbert space, as the space of pure states for the quantum observable
algebra, is a dual object to the latter. The former is an infinite dimensional Ka¨hler manifold
while the latter can be thought of as a geometric structure with the six noncommutative
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coordinates. Appreciating that a quantum observable has the information content of infinite
number of complex/real numbers, we seek a direct correspondence between the complex
number coordinates and the noncommutative coordinates. We use the full duality of the
symplectic dynamics in the (Hamilton-)Schro¨dinger picture and the Heisenberg picture to
define the differential geometry of the observable algebra, showing that the full differential
symplectic geometric structures on either side match perfectly well, even to the extent
of having an implicit coordinate map. Such a map can be thought of as a coordinate
transformation between the two, which are essentially the same object. The success however
cannot be duplicated for the metric geometry, or at least we have not managed to do so
here.
We show that while the noncommutative geometry has a trivial symplectic structure
corresponding to the Heisenberg commutation relation, it should not be thought of as having
a trivial metric, and hence a Ka¨hler structure, if we want the full geometry to correspond
to that of the space of pure states. Moreover, no available definition of the metric for the
observable algebra seems to be able to match the one on the commutative geometric picture
of the latter. A good metric geometric picture in this case remains, in our opinion, an
open question. In fact, the key problem seems to be the description of the full tangent and
cotangent space in the langauge of the noncommutative ‘tangent or cotangent vector’ and
their relation to the coordinate vector fields and coordinate 1-forms. The noncommutative
geometry as behind quantum mechanics is the only such geometry we can be sure to be
relevant to the description of the physical space(time), and hence should be the basic model
living at least as an approximation inside any noncommutative/quantum model for the
physical spacetime as any deep microscopic scale. The open questions highlighted here are
of paramount importance to the general theory of quantum spacetime.
Our line of work has as one of its goal to get to an intuitive picture of the physics of
quantum mechanics with the position and momentum operators as geometric coordinates in
the same sense as their classical counterpart, except for the noncommutativity. We believe
the present study is a good advance in that direction.
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A. ON P FROM THE KILLING REDUCTION OF H − {0} AND THE RESULTS
FOR THE RELATED HAMILTONIAN VECTOR FIELDS AND COVECTORS
We look at H− {0} as a complex line bundle with P as the base space. We can take on
it the conformal metric given by
G˜mn¯ =
2~
|z|2Gmn¯ . (54)
It is better to replace r as a coordinate by τ = ln r to have {τ, θ, wn, w¯n} as the coordi-
nate system. ∂τ = r∂r and ∂θ are Killing vectors the Killing reduction of which gives the
Riemannian manifold (P, g˜) from (H− {0}, G˜). Notice that we have here
ds2
(H={0})
= 2~dτ 2 + ds2
(S)
,
which when restricted to any submanifold of constant τ gives exactly the ds2
(S)
metric on
the sphere S. The metric is θ-independent. A further projection to P induces on the latter
the metric given by the g˜ tensor which should only be taken as an expression for the actual
metric g in the homogeneous coordinates, with the advantage of being globally applicable.
The number of indices in g˜ is bigger than the dimension of the tangent space. g˜ can also be
taken as a degenerate metric, det g˜ = 0, on H− {0} which vanishes on the vertical part of
the tangent space spanned by the two Killing vectors. The vertical tangent space is exactly
the tangent space of the fiber manifold. A manifold with a singular Riemannian metric does
not have an inverse metric though many of the differential geometric structures of the usual
Riemannian manifolds may still be of interest [37, 38]. The stationary class among such
manifolds, which corresponds to our case at hand, has been a focus of mathematical studies
[37]. The orthogonal complement is the horizontal tangent space, which can be thought of
as the tangent space for P, or rather the horizontal lift of it. Horizontal tensors are defined
accordingly. As a tensor, g˜ is exactly the horizontal lift of g. In the appendix of Ref.[29], it
is shown how horizontal tensors orthogonal to the Killing vectors and their covectors can be
obtained from a generic tensor by projecting out the vertical parts. For the case at hand,
we have
g˜mn¯ = G˜mn¯ − [2∂τl∂ lτ ]−1∂τm∂τn¯ − [2∂θl∂ lθ ]−1∂θm∂θn¯ , (55)
where ∂τ = z
m∂m + z¯
m∂m¯ and ∂θ = iz
m∂m − iz¯m∂m¯. Notice that ∂θl is the covector on
(H − {0}, G˜) here, which is different from the covector on (H, G). The structure can also
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be seen as a sub-Riemannian one [21], characterized by the canonical 1-form 1
~
Im 〈φ|dφ〉 =
1
2i~
(z¯ndz
n− zndz¯n), which reduces to − i~ z¯ndzn on S. The 1-form is exactly what defines the
Berry connection [20, 21]. The Killing reduction technique given in Ref.[29] is a powerful tool
which, however, has apparently not been much applied in the mathematical studies. One
can actually have an ‘inverse metric’ g˜mn¯, for example, directly from the Killing reduction
of G˜mn¯ as
g˜mn¯ = G˜mn¯ − [2∂τl∂ lτ ]−1∂mτ ∂ n¯τ − [2∂θl∂ lθ ]−1∂mθ ∂ n¯θ , (56)
which can and has been used above for the Ka¨hler product of the fβ functions. The result
agrees with that obtained from the affine coordinates with the equivalent metric g for P,
and that of the Hβ functions on (H, G). There is also
g˜nm = δ
n
m −
z¯mz
n
|z|2 = g˜ml¯ g˜
l¯n (57)
obtainable similarly from G˜nm = δ
n
m, which is involved in the explicitly Killing reduction
expressions for the tensors.
Since the fβ functions, as functions onH−{0}, are τ and θ independent, the corresponding
covectors ∂nfβ are naturally horizontal, meaning they are exactly the covectors on the Killing
reduced P. For the covector dual to the Hamiltonian vector field X˜n
β
, we have X˜βn= i∂nfβ,
the same form as for any Ka¨hler manifold with a non-degenerate metric. It is hence exactly
the same as the covector for X˜fβ on H as a Ka¨hler manifold, and actually also identical to
the covector for Xβ. In fact, in terms of complex coordinates and the splits of the exterior
derivative into holomorphic and antiholomorphic parts, dfβ = ∂fβ + ∂¯fβ, we always have the
covector for a Hamiltonian vector field as i∂fβ − i∂¯fβ. In particular, X˜β = Xβ as covectors,
i.e. we have X˜β = Xβn˜dw
n˜ +Xβ ¯˜ndw¯
n˜ and the horizontal covector nicely has no component
in the dτ (or dr) and dθ directions, though the {zn, z¯n} to {τ, θ, wn˜, w¯n˜} transformation is
not a holomorphic one. Explicitly, a covector ζn is horizontal if
znζn = ∂
n
τ ζn = (−i)∂ nθ ζn = 0 .
For a horizontal vector field X˜
n
, we have
~
|z|2 z¯nX˜
n
= 0 .
That is satisfied by the Hamiltonian vector fields X˜β, X˜
n
β
= ω˜nm¯∂m¯fβ (with ω˜
nm¯ = −ig˜nm¯).
Note that the w-coordinate derivatives ∂n˜, as vectors, are not horizontal, hence neither is Xβ.
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That is to say, the tangent space of P as a manifold is not exactly the horizontal subspace
of the tangent space of H−{0}. X˜β is exactly the horizontal lift of Xβ, and it equals |z|
2
2~
X˜fβ ,
the Hamiltonian vector field of fβ on (H,Ω). The difference is in the nonzero X˜θβ . Another
expression of interest is the covariant derivative for the covectors. We have from the Killing
reduction
∇˜mX˜βn¯ = g˜lmg˜o¯n¯∇˜lX˜βo¯ , (58)
where ∇˜m and ∇˜l are respectively the covariant derivatives on (P, g˜) and (H−{0}, G˜). ∇˜l is
actually quite nontrivial with nonvanishing Christoffel symbols given by
Γ˜lmn = −
1
2|z|2 (δ
l
mz¯n + δ
l
nz¯m) ,
Γ˜lmn¯ = −
1
2|z|2 (δ
l
mzn − δmn¯zl) ,
Γ˜lm¯n = −
1
2|z|2 (δ
l
m¯zn − δnm¯zl) , (59)
and their complex conjugates as Γ˜l¯m¯n¯, Γ˜
l¯
m¯n and Γ˜
l¯
mn¯. Note that (H− {0}, G˜) is not a Ka¨hler
manifold. The covariant derivative of the Hamiltonian covector, however, reduces to simply
g˜lmg˜
o¯
n¯∂lX˜βo¯ = −i∂m∂n¯fβ , (60)
which is obviously horizontal. Moreover, we have ∇˜nX˜βm¯ = −∇˜m¯X˜βn and ∇˜mX˜βn = ∇˜m¯X˜βn¯ =
0. The results together with ∇˜mX˜βn¯ = −i∂m∂n¯fβ (= ∂mX˜βn¯), like X˜βn = i∂nfβ, are generally
valid for Ka¨hler manifolds.
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