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SPECTRAL DEVIATIONS FOR THE DAMPED WAVE EQUATION
NALINI ANANTHARAMAN
Abstrat. We prove a Weyl-type fratal upper bound for the spetrum of the damped
wave equation, on a negatively urved ompat manifold. It is known that most of the
eigenvalues have an imaginary part lose to the average of the damping funtion. We
ount the number of eigenvalues in a given horizontal strip deviating from this typial
behaviour; the exponent that appears naturally is the `entropy' that gives the deviation
rate from the Birkho ergodi theorem for the geodesi ow. A Weyl-type lower bound
is still far from reah; but in the partiular ase of arithmeti surfaes, and for a strong
enough damping, we an use the trae formula to prove a result going in this diretion.
1. Results and questions about the spetrum of the damped wave
equation
Let (M, g) be a smooth ompat Riemannian manifold without boundary. Let a be a
C∞ real valued funtion on M . We study the damped1 wave equation,
(1.1)
(
∂2t −△+ 2a(x)∂t
)
v = 0
for t ∈ R and x ∈M . We shall be interested in the stationary solutions, that is, solutions
of the form v(t, x) = eitτu(x) for some τ ∈ C. This means that u must satisfy
(1.2) (−△−τ 2 + 2iaτ)u = 0.
Equivalently, τ is an eigenvalue of the operator(
0 I
−△ 2ia
)
ating on H1(M)×L2(M). For a = 0 this operator is the wave operator, an anti-selfadjoint
operator; but for a 6= 0 the operator is not normal anymore. It is known that its spetrum
is disrete and onsists of a sequene (τn) with ℑm(τn) bounded and |ℜe(τn)| −→ +∞ (see
Setion 2). One sees easily that ℑm(τn) ∈ [2min(inf a, 0), 2max(sup a, 0)] if ℜe(τn) = 0,
and ℑm(τn) ∈ [inf a, sup a] if ℜe(τn) 6= 0 [28℄. One an also note, obviously, that −τ¯n is an
eigenvalue if τn is : the spetrum is symmetri with respet to the imaginary axis.
1
The term damped applies to the ase when a ≥ 0, that is to say, when the energy is dereasing. In
this paper the sign of a will be of no importane.
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1.1. Bakground. Motivated by questions from ontrol theory, Lebeau [17℄ was interested
in the so-alled stabilization problem : dene
ρ = sup
{
β, ∃C, E(ut) ≤ Ce−βtE(u0) for every solution u of (1.1)
}
where the energy funtional is E(u) =
∫
M
|∇u|2. The stabilization problem onsists in
nding some damping funtion a (neessarily nonnegative) suh that ρ > 0. Lebeau
identied
ρ = 2min {D(0), C(∞)}
where D(0) is a sort of spetral gap :
D(0) = inf {ℑm(τn), τn 6= 0}
and C(∞) is dened in terms of the Birkho averages of a along the geodesi ow
Gt : T ∗M −→ T ∗M,
C(∞) = lim
t−→+∞
inf
ρ∈T ∗M
1
t
∫ t
0
a(Gsρ)ds.
Lebeau also showed, on an example, that it is possible to have a spetral gap (D(0) > 0)
but no exponential damping (ρ = 0) : this surprising phenomenon is typial of non normal
operators.
Markus and Matsaev [19℄ proved an analogue of Weyl's law, also found independently
later on by Sjöstrand [28℄ :
(1.3) ♯ {n, 0 ≤ ℜe(τn) ≤ λ} =
(
λ
2π
)d(∫
p−1]0,1[
dxdξ +O(λ−1)
)
where d is the dimension of M , p is the prinipal symbol of −△, namely the funtion
p(x, ξ) = gx(ξ, ξ) dened on the otangent bundle T
∗M , and dxdξ is the Liouville measure
on T ∗M (oming from its anonial sympleti struture).
It is a natural question to ask about the distribution of the imaginary parts ℑm(τn)
in the interval [inf a, sup a]. For non normal operators, obtaining ne information on the
distribution of the spetrum is muh harder than for normal operators  one of the reason
being the absene of ontinuous (or even smooth) funtional alulus. Another related
diulty is that there is no general relation between the norm of the resolvent and the
distane to the spetrum. Some tehniques have being developed to obtain upper bounds
on the density of eigenvalues, but lower bounds are notoriously more diult.
Assuming that the geodesi ow is ergodi with respet to the Liouville measure on
an energy layer, Sjöstrand proved that most of the τn have asymptotially an imagi-
nary part ℑm(τn) ∼ a¯, where a¯ denotes the average of a on the energy layer S∗M =
{(x, ξ) ∈ T ∗M, gx(ξ, ξ) = 1} with respet to the Liouville measure :
Theorem 1.1. [28℄ Assume that the geodesi ow is ergodi with respet to the Liouville
measure on S∗M . For every C > 0, for every ǫ > 0, we have
♯ {n, λ ≤ ℜe(τn) ≤ λ+ C,ℑm(τn) 6∈ [a¯− ǫ, a¯ + ǫ]} = o(λd−1)
as λ goes to innity.
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Remark 1.2. If C is not too small, one sees from (1.3) that there exists C˜ > 0 suh that
♯ {n, λ ≤ ℜe(τn) ≤ λ+ C} ≥ C˜λd−1
for large λ. Thus, the theorem does say that a majority of the τn have ℑm(τn) ∈ [a¯−ǫ, a¯+ǫ].
Remark 1.3. More generally, without the ergodiity assumption, [28℄ proves the following
results. Introdue the funtions on T ∗M ,
〈a〉T = 1
T
∫ T/2
−T/2
a ◦Gsds,
〈a〉∞ = lim
T−→+∞
〈a〉T ,
and the real numbers
a+ = lim
T−→+∞
sup
S∗M
〈a〉T ,
a− = lim
T−→+∞
inf
S∗M
〈a〉T .
The funtion 〈a〉∞ is well dened Liouvillealmosteverywhere, by the Birkho theorem.
Lebeau [17℄ proves that for any ǫ > 0, there are at most nitely many n with τn 6∈
[a− − ǫ, a+ + ǫ], and Sjöstrand [28℄ proves that
♯ {n, λ ≤ ℜe(τn) ≤ λ+ C,ℑm(τn) 6∈ [ess inf〈a〉∞ − ǫ, ess sup〈a〉∞ + ǫ]} = o(λd−1).
1.2. Semilassial formulation. As in [28℄ we reformulate the problem using semilas-
sial notations. In doing so, we also generalize a little the problem. We introdue a
semilassial parameter 0 < ~ ≪ 1 and will be interested in the eigenvalues τ suh that
~τ −→
~−→0
1. If we put τ = λ
~
with λ lose to 1, then equation (1.2) an be rewritten as
(1.4)
(
−~
2△
2
− λ
2
2
+ i~λa
)
u = 0,
or
(1.5) (P − z)u = 0
if we put z = λ
2
2
, and
(1.6) P = P(z) = P + i~Q(z), P = −~
2△
2
, Q(z) = a
√
z.
The parameter z is lose to E = 1
2
.
More generally, we will onsider a spetral problem of the form (1.5) where
P = P(z) = P + i~Q(z), P = −~
2△
2
,
z ∈ Ω = ei]−s0,s0[]Emin, Emax[, with 0 < Emin < 12 < Emax < +∞, 0 < s0 < π4 . We will
assume that Q(z) ∈ ΨDO1 is a pseudodierential operator that depends holomorphially
on z ∈ Ω, and that Q is formally self-adjoint for z real (the denition of our operator
lasses is given in Setion 9).
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We denote
Σ = Σ~ = {z ∈ Ω, ∃u, (P(z)− z)u = 0} .
The operator P has prinipal symbol po(x, ξ) =
gx(ξ,ξ)
2
, and Q(z) has prinipal symbol
qz(x, ξ), taking real values for z real. In these notations, the previous results read as
follows : for any Emin < E1 ≤ E2 < Emax,
(1.7) ♯ {z ∈ Σ, E1 ≤ ℜe(z) ≤ E2} = 1
(2π~)d
[∫
p−1o [E1,E2]
dxdξ +O(~)
]
(uniformly for all c > 0 and for all E1, E2 suh that |E2 − E1| ≥ 2c~, E1 and E2 staying
away from Emin, Emax). One an show that
ℑm(z)
~
(for z ∈ Σ) has to stay bounded if E1, E2
stay in a bounded interval. Fix some c > 0, and take E1 = E − c~ and E2 = E + c~. Let
us denote
q−E = lim
T−→+∞
inf
p−1o {E}
〈qE〉T ,
q+E = lim
T−→+∞
sup
p−1o {E}
〈qE〉T ,
then we have [28℄
(1.8) q−E + o(1) ≤
ℑm(z)
~
≤ q+E + o(1)
for all z ∈ Σ suh that E − c~ ≤ ℜe(z) ≤ E + c~. Finally, denote q¯E the average of qE on
the energy layer p−1o {E}. Assuming that the geodesi ow is ergodi on p−1o {E}, then for
any ǫ > 0, any c > 0,
(1.9) ♯
{
z ∈ Σ, E − c~ ≤ ℜe(z) ≤ E + c~, ℑm(z)
~
6∈ [q¯E − ǫ, q¯E + ǫ]
}
= o(~1−d).
The method of [28℄ allows to treat the ase of a more general P (and thus a more general
Hamiltonian ow than the geodesi ow), and also to deal with the ase when the ow is
not ergodi. However, in this paper we will stik to the ase of an ergodi geodesi ow;
we will add even stronger assumptions in the next paragraph.
1.3. Questions, and a few results. We try to give (partial) answers to the three natural
questions :
(Q1) (Fratal Weyl law) Let I be an interval that does not ontain q¯E. Can we
desribe in a ner way the asymptoti behaviour for
♯
{
z, E − c~ ≤ ℜe(z) ≤ E + c~, ℑm(z)
~
∈ I
}
?
For instane, an we nd
lim
~−→0
log ♯
{
z ∈ Σ, E − c~ ≤ ℜe(z) ≤ E + c~, ℑm(z)
~
∈ I
}
log ~
?
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(Q2) (Inverse problem) Suppose we know everything about P and about the dynamis
of the geodesi ow, but that Q is unknown. To what extent does the knowledge of the
eigenfrequenies {z ∈ Σ, E − c~ ≤ ℜe(z) ≤ E + c~} determine qE ?
Replaing P by B−1PB, where B is an ellipti pseudodierential operator with positive
prinipal symbol b, amounts to replaing q by q − {po, log b}, where {., .} stands for the
Poisson braket on T ∗M . Two smooth funtions f and g on T ∗M are said to be ohomolo-
gous (with respet to the geodesi ow) if there exists a third smooth funtion h suh that
f = g + {po, h}. This denes an equivalene relation, we write f ∼po g.
It is thus more natural to ask :
(Q2') Does the knowledge of the eigenfrequenies {z ∈ Σ, E − c~ ≤ ℜe(z) ≤ E + c~}
determine the ohomology lass of qE ?
If the length spetrum of M is simple, then one an most probably use a trae formula
and reover from the knowledge of Σ all the integrals of qE along losed geodesis. And this
is enough to determine the ohomology lass of qE if M has negative setional urvature :
the Livshitz theorem [18, 7℄ says that if two funtions have the same integrals along all
losed geodesis, then they are ohomologous. Thus, the answer to (Q2) is probably yes if
M has negative setional urvature and the length spetrum is simple (this last assumption
is satised generially, but unfortunately not for surfaes of onstant negative urvature).
In fat, it also makes sense to ask whether some knowledge of the imaginary parts alone
{ℑm(z), z ∈ Σ, E − c~ ≤ ℜe(z) ≤ E + c~} allows to reover some information about qE .
For instane, one an ask the apparently simple question :
(Q3) (Very weak inverse problem) Let C denote a onstant funtion. As follows from
(1.8), we have the impliation
qE ∼po C on p−1o {E} =⇒
ℑm(z)
~
−→
~−→0,z∈Σ,E−c~≤ℜe(z)+c~
C.
Does the onverse hold ?
Main assumption on the manifold M : From now on, we assume that M has
onstant setional urvature −1. This implies the ergodiity of the geodesi ow on any
energy layer (with respet to the Liouville measure), and in fat a very haoti behaviour
of trajetories (see Setion 3). We will indiate how to generalize our results in the ase
of surfaes of variable negative urvature; however, it is not lear what to do in higher
dimension and variable negative urvature.
In the following theorem, hKS stands for the KolmogorovSinai entropy, or metri en-
tropy. It is an ane funtional, taking nonnegative values, dened on M, the set of
Ginvariant probability measures on T ∗M : see for instane [12℄ for the denition of
hKS. We will also denote ME ⊂ M the set of invariant probability measures arried by
p−1o {E}. Sine po is homogeneous it is enough to onsider, for instane, the ase E = 12 ,
and p−1o {E} = S∗M . For µ ∈ M 1
2
, we have hKS(µ) ≤ d − 1, with equality if and only if
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µ is the Liouville measure. We now x E = 1
2
and we denote q = q 1
2
, q¯ = q¯ 1
2
, q+ = q+1
2
,
q− = q−1
2
.
We x some c > 0 and denote
Σ 1
2
=
{
z ∈ Σ, 1
2
− c~ ≤ ℜe(z) ≤ 1
2
+ c~
}
.
Theorem 1.4. Assume M has onstant setional urvature −1. Dene
H(α) = sup
{
hKS(µ), µ ∈M 1
2
,
∫
q dµ = α
}
.
If α ≥ q¯, then for any c > 0
lim sup
~−→0
log ♯
{
z ∈ Σ 1
2
, ℑm(z)
~
≥ α
}
|log ~| ≤ H(α).
If α ≤ q¯, then for any c > 0
lim sup
~−→0
log ♯
{
z ∈ Σ 1
2
, ℑm(z)
~
≤ α
}
|log ~| ≤ H(α).
Remark 1.5. (see [16℄, 4, or [4℄, 3 for the argument) The funtion H is onave and
is identially −∞ outside [q−, q+]. It is ontinuous and stritly onave in [q−, q+], and
real analyti in ]q−, q+[ (note that q− = q+ if and only if q is ohomologous to a onstant
on S∗M). The funtion H reahes its maximum d − 1 at the point q¯, and has nite
(nonnegative) limits at the endpoints q−, q+. In partiular H is positive in the open
interval ]q−, q+[.
Remark 1.6. The key fat in the proof of Theorem 1.4 is the large deviation estimate
from [13℄,
lim
T−→+∞
log L 1
2
{ρ ∈ S∗M, 〈q〉T (ρ) ∈ I}
T
= sup {H(α), α ∈ I} − d− 1
for any interval I ⊂ R  where L 1
2
is the Liouville measure on p−1o
{
1
2
}
= S∗M . This result
gives the volume of the set of trajetories deviating from the Birkho ergodi theorem. See
Setion 3.
On a surfae of variable negative urvature, we an generalize the result to :
Theorem 1.7. Assume M is a surfae of variable negative urvature. Denote ϕ the
innitesimal unstable Jaobian (see Setion 3). Dene
H(α) = sup
{
hKS(µ)∫
ϕ dµ
, µ ∈M 1
2
,
∫
q dµ = α
}
.
Then the same onlusion as in Theorem 1.4 holds.
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Remark 1.8. For a manifold of variable negative urvature and dimension d we would
expet the same to hold with H(α) = (d− 1) sup
{
hKS(µ)R
ϕ dµ
, µ ∈ M 1
2
,
∫
q dµ = α
}
. However,
our proof does not work in this ase.
One may wonder if the lim sup in Theorem 1.4 is also a lim inf . This question is rem-
inisent of the fratal Weyl law onjeture asked by Zworski and Sjöstrand, but in our
situation we an say with ertainty that it is not true. Worse, one annot expet the lower
bound to hold for a generi q. In a paper in preparation, Emmanuel Shenk2 is proving
that there exists δ > 0 suh that ℑm(z)
~
≤ q+− δ for all z ∈ Σ 1
2
, provided a ertain riterion
on q is satised. The riterion reads Pr(q − d−1
2
) < q+, where the pressure funtional Pr
is dened on the spae of ontinuous funtions on S∗M and is the Legendre transform of
−hKS (see Setion 3). The funtional Pr is lipshitz with respet to the C0 norm, and the
ondition Pr
(
q − d−1
2
)
< q+ denes a nonempty open set in the C0 topology. For suh a
q we annot have
lim inf
~−→0
log ♯
{
z ∈ Σ 1
2
, ℑm(z)
~
> q+ − δ
}
|log ~| ≥ H(q+ − δ),
sine H is positive in ]q−, q+[ but the lim inf on the left-hand side is −∞.
In Setions 7 and 8, we investigate Question 3 in some speial ases. We work on ompat
hyperboli surfaes (d = 2), and we study operators of the form
△ωf = △f − 2〈ω, df〉+ ‖ω‖2xf,
alled twisted laplaians  here ω is a harmoni real-valued 1-form on M . Studying the
large eigenvalues of △ω amounts to studying a xed spetral window for the semilassial
twisted laplaian
−~2△ω
2
= −~2△
2
+ ~2〈ω, d.〉 − ~2‖ω‖
2
x
2
, ~ −→ 0.
This question falls exatly into the setting of 1.2, with q(x, ξ) = 〈ωx, ξ〉. Sine q(x,−ξ) =
−q(x, ξ), we have q¯ = 0. We will denote Pr(ω) = Pr(q) the pressure of the funtion q,
dened in Setion 3.2. It will also be interesting to note that q+ = −q− oinides with
the stable norm ‖ω‖s dened in Setion 7.2, that ‖ω‖s + 1 ≥ Pr(ω) ≥ ‖ω‖s and that
Pr(tω)− |t|‖ω‖s −→
t−→∞
0 in the ase of surfaes.
Theorem 1.9. Assume M is a ompat arithmeti surfae oming from a quaternion
algebra. Take ω 6= 0. Fix β ∈ (0, 1], and 0 < ǫ < β. Then, for every ~ small enough, there
exists z ∈ Sp(−~2△ω
2
) with |ℜe(z)− 1
2
| ≤ ~1−β, suh that
ℑm(z)
~
≥ Pr(ω)− 1
2
− 1 + ǫ
2β
.
2
Private ommuniation.
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Equivalently, given β ∈ (0, 1], and 0 < ǫ < β, for all T large enough, there exists rn suh
that |ℜe(rn)− T | ≤ T β and
|ℑm(rn)| ≥ Pr(ω)− 1
2
− 1 + ǫ
2β
,
where rn is the spetral parameter dened by λn = −(14 + r2n).
Of ourse, we dedue immediately the following orollary :
Corollary 1. ♯{n, |ℜe(rn)| ≤ T, |ℑm(rn)| ≥ Pr(ω)− 12 − 1+ǫ2β } ≥ T 1−β, asymptotially as
T −→ +∞.
Sine Pr(ω) −→ 1 as ω −→ 0 (but Pr(ω) −→ +∞ as ‖ω‖s −→ +∞) this result is only
interesting if ‖ω‖s is large enough (depending on β). Note also that if ‖ω‖s is large enough
we have Pr(ω) < ‖ω‖s + 12 , so that the work of Emmanuel Shenk mentioned above will
show that there is a strip {ℑm(z) ≥ ‖ω‖s − δ} (δ > 0) that ontains no rn.
The arithmeti ase is speial, in that the lengths of losed geodesis are well separated :
we an write a trae formula, nd a lower bound on the geometri part (despite of its
osillatory nature) and dedue a lower bound on the imaginary parts of eigenvalues. The
ideas are borrowed from [8℄.
Remark 1.10. Another way of dening the twisted laplaian is to write M = Γ\H, where
H is the universal over of M and Γ is a disrete group of isometries of H; to x an origin
o ∈ H, and to write
△ωf(x) = e
R x
o ω ◦ △
(
e−
R x
o ωf(x)
)
;
this operator preserves Γ-periodi funtions, hene desends to M . The ase where ω takes
purely imaginary values is self-adjoint, and analogous to the study of Bloh waves. The
ase where ω takes real values is no longer self-adjoint.
Remark 1.11. Our motivation for working with twisted laplaians on hyperboli manifolds
was that it is a ase where the trae formula is exat. There was, a priori, hope to prove
ner results than in ases where the trae formula is not exat (in the latter ase the spae
of test funtions to whih the formula an be applied is more limited). A posteriori, we
never use any wild test funtion that wouldn't be allowed in the general ase. So, one an
think that the same result holds for our general operator (1.6)  provided one proves a
semilassial trae formula rst.
If we don't assume arithmetiity, we an only treat the following operator :
−~2△θ(~)ω
2
= −~2△
2
+ ~2θ(~)〈ω, d.〉 − ~2θ(~)2‖ω‖
2
x
2
, ~ −→ 0,
where θ(~) ≥ | log ~| and ~θ(~) −→ 0. In other words the non-selfadjoint perturbation is
stronger than in the previous ases.
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Theorem 1.12. Assume M is a ompat hyperboli surfae. Take ω 6= 0. Take any
funtion f(~)≫ θ(~)3/2 log log ~1/2. Then there is a sequene ~n −→ 0 suh that
sup
{ ℑm(z)
~nθ(~n)
, z ∈ Sp
(
−~2n
△θ(~n)ω
2
)
, |ℜez − 1
2
| ≤ ~nf(~n)
}
−→
n−→+∞
‖ω‖s,
the stable norm of ω.
See Setion 7.2 for the denition of the stable norm. Note that with our previous
notations, ‖ω‖s = q+ = −q−, and Pr(tω)− |t|‖ω‖s −→
t−→∞
0 on a hyperboli surfae.
Aknowledgements : This work was partially supported by the grant ANR-05-JCJC-
0107-01. I am grateful to UC Berkeley and the Miller Institute for their hospitaly in the
spring of 2009. I thank Dima Jakobson for suggesting that some of the ideas ontained
in Hejhal's book [8℄ ould be used to nd lower bounds on the density of eigenvalues in
arithmeti situations. In fat, at the same time as this paper was written, Jakobson and
Naud managed to apply these ideas to study the resonanes of ertain arithmeti onvex
oompat surfaes [10℄.
2. Note on the definition of the spetrum and its multipliity.
By the term spetrum, we mean the set Σ of z ∈ Ω suh that P(z)− z is not bijetive
H2(M) −→ H0(M). If it is bijetive, then the inverse must be ontinuous, by the losed
graph theorem.
If z is restrited to a ompat subset of Ω, it is easy to see that G(z) = I+λ−1(P(z)−z)
is invertible for λ > 0 large enough. The inverse G(z)−1 is then a ompat operator
on H0(M). Besides, one sees that P(z) − z is not bijetive H2(M) −→ H0(M) if and
only if 1 is in the spetrum of G(z)−1, if and only if there exists u ∈ H2(M) suh that
(P(z)−z)u = 0. This shows, in partiular, that the spetrum is disrete and orresponds
to the existene of eigenfuntions.
To dene the multipliity of z0 ∈ Σ, we proeed the same way as in [28℄. By the
density of nite rank operators in the spae of ompat operators [24℄, one shows that in a
neighbourhood of z0 there exists a nite rank operator K(z), depending holomorphially
on z, suh that P(z0) − z0 +K(z0) is invertible. The multipliity of z0 is then dened as
the order of z0 as a zero of the holomorphi funtion
z 7→ det[(P(z) − z +K(z))−1(P(z)− z)] = det[I − (P(z)− z +K(z))−1K(z)].
It is shown in [28℄ that this denition does not depend on the hoie of K(z), and oinides
with other usual denitions of the multipliity. Besides, the argument an be extended to
the ase where K(z) is trae lass.
3. A few fats on the geodesi flow on a negatively urved manifold
3.1. Anosov property. If M has negative setional urvature, then the geodesi ow
on S∗M has the Anosov property [3℄. This means there are C, λ > 0 suh that for eah
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ρ ∈ S∗M , the tangent spae Tρ(S∗M) splits into
Tρ(S
∗M) = Eu(ρ)⊕ Es(ρ)⊕ RX(ρ)
where
 the vetor eld X generates the geodesi ow Gt;
 Es is the stable subspae : for all v ∈ Es(ρ), and for t ≥ 0, ‖DGtρ.v‖ ≤ Ce−λt‖v‖;
 Eu is the unstable subspae : for all v ∈ Eu(ρ), and for t ≤ 0, ‖DGtρ.v‖ ≤ Ceλt‖v‖.
If M has onstant negative urvature −1, any λ < 1 will do. We take λ = 1− ǫ, with ǫ
arbitrarily small. One also has an upper bound ‖DGtρ.v‖ ≤ Ce(1+ǫ)|t|‖v‖ for any ǫ > 0 and
any t ∈ R.
3.2. Pressure, entropy, and large deviation. The pressure is dened on C0(S∗M), as
the Legendre transform of the entropy :
Pr(f) = sup
{
hKS(µ) +
∫
f dµ, µ ∈M 1
2
}
.
If f is Hölder, then the supremum is attained for a unique µ, alled the equilibrium measure
of f . The funtional Pr is analyti on any Banah spae of suiently regular funtions
 for instane, a spae of Hölder funtions [5, 26℄. Besides, the restrition of Pr to any
line {f + tg, t ∈ R} is stritly onvex, unless g is ohomologous to a onstant [23℄. If g
is suiently smooth, we reall that this means that g = {po, h} + c for some smooth
funtion h and a onstant c. If g if Hölder, it is better to use the integral version of the
notion. If γ(t) is a periodi trajetory of the geodesi ow on S∗M (equivalently, a losed
geodesi), we denote lγ its period (equivalently, the length of the losed geodesi). We
denote dγ the measure
∫
g dγ =
∫ lγ
0
g(γ(t))dt on S∗M , and dµγ the probability measure∫
g dµγ = l
−1
γ
∫
g dγ. One says that g is ohomologous to the onstant funtion c if∫
g dγ = c lγ for all periodi trajetories of the geodesi ow (the Livshitz theorem says
that both notions are equivalent for smooth funtions).
Let us now x a smooth funtion q on S∗M , not ohomologous to a onstant. For α ∈ R,
dene
H(α) = sup
{
hKS(µ), µ ∈M 1
2
,
∫
q dµ = α
}
,
P (β) = Pr(βq) = sup
{
hKS(µ) + β
∫
q dµ, µ ∈M 1
2
}
= sup
α
αβ +H(α).
The funtion H is onave, ontinuous on the interval [q−, q+] dened earlier :
q− = lim
T−→+∞
inf
p−1o { 12}
〈q〉T ,
q+ = lim
T−→+∞
sup
p−1o { 12}
〈q〉T .
In the ase of a negatively urved manifold, this denition oinides with
q− = inf
{∫
q dµ, µ ∈M 1
2
}
,
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q+ = sup
{∫
q dµ, µ ∈M 1
2
}
.
The funtion H is real analyti and stritly onave in ]q−, q+[. The funtion P is real
analyti, stritly onvex on R. Clearly, P (β) ≥ βq+ for β ≥ 0, and it is not very diult to
show that the limit limβ−→+∞ P (β)−βq+ exists and is nonnegative3. Similarly, P (β) ≥ βq−
for β ≤ 0, the limit limβ−→−∞ P (β)− βq− exists and is nonnegative.
The pressure and the entropy appear naturally when studying large deviations for the
Birkho averages of the funtion q. Denote Jt(ρ) the Jaobian of DG
t
going from Eu(ρ)
from Eu(Gtρ). Dene ϕ (the innitesimal unstable Jaobian) by
ϕ(ρ) =
dJt
dt |t=0
(ρ).
On a manifold of dimension d and onstant negative urvature −1, the funtion ϕ is
onstant, equal to d − 1. In general one an only say that it is a Hölder funtion. The
funtion ϕ is not neessarily positive, but it is ohomologous to a positive funtion, for
instane 〈ϕ〉T for T large enough. In what follows, we will assume without loss of generality
that ϕ > 0.
The two following large deviation results are due to Kifer [13℄.
Theorem 3.1. [13℄, Prop 3.2. Let M be a ompat manifold of negative setional ur-
vature. Let q be a smooth funtion on S∗M . For T > 0, dene the funtion 〈q〉T =
1
T
∫ T/2
−T/2
q ◦Gsds on S∗M . Denote L 1
2
the Liouville measure on S∗M .
Then
lim
T−→+∞
log
∫
S∗M
eT 〈q〉T (ρ)dL 1
2
(ρ)
T
= Pr(q − ϕ).
As a onsequene, one also has :
Theorem 3.2. [13℄, Thm 3.4 (i) Let M be a ompat manifold of negative setional ur-
vature. Let q be a smooth funtion on S∗M . For T > 0, dene the funtion 〈q〉T =
1
T
∫ T/2
−T/2
q ◦Gsds on S∗M . Denote L 1
2
the Liouville measure on S∗M .
Then, for any losed interval I ⊂ R, we have
lim sup
T−→+∞
log L 1
2
{ρ ∈ S∗M, 〈q〉T (ρ) ∈ I}
T
≤ sup
{
hKS(µ)−
∫
ϕdµ, µ ∈M 1
2
,
∫
q dµ ∈ I
}
.
For any open interval I ⊂ R, we have
lim inf
T−→+∞
log L 1
2
{ρ ∈ S∗M, 〈q〉T (ρ) ∈ I}
T
≥ sup
{
hKS(µ)−
∫
ϕdµ, µ ∈M 1
2
,
∫
q dµ ∈ I
}
.
(ii) Let M be a ompat manifold of dimension d, with onstant setional urvature −1.
Then (i) an be rephrased as follows. Let q be a smooth funtion on S∗M . For T > 0,
3
This limit is equal to H(q+).
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dene the funtion 〈q〉T = 1T
∫ T/2
−T/2
q ◦Gsds on S∗M . Denote L 1
2
the Liouville measure on
S∗M . Then, for any losed interval I ⊂ R, we have
lim sup
T−→+∞
log L 1
2
{ρ ∈ S∗M, 〈q〉T (ρ) ∈ I}
T
≤ sup {H(α), α ∈ I} − (d− 1)
where H is the funtion H(α) = sup
{
hKS(µ), µ ∈M 1
2
,
∫
q dµ = α
}
. For any open interval
I ⊂ R, we have
lim inf
T−→+∞
log L 1
2
{ρ ∈ S∗M, 〈q〉T (ρ) ∈ I}
T
≥ sup {H(α), α ∈ I} − (d− 1).
The pressure and entropy funtions also appear when ounting losed geodesis γ with
a given q-average :
Pr(q) = lim
t−→+∞
1
t
log
∑
γ, lγ≤t
e
R
q dγ ,
and as onsequene
lim sup
t−→+∞
1
t
log ♯
{
γ, lγ ≤ t,
∫
q dµγ ∈ I
}
≤ sup {H(α), α ∈ I} ,
(for a losed interval I),
lim inf
t−→+∞
1
t
log ♯
{
γ, lγ ≤ t,
∫
q dµγ ∈ I
}
≥ sup {H(α), α ∈ I} ,
(for an open interval I). See [14℄.
In negative variable urvature, we will also need the following variant of Theorem 3.2 :
Theorem 3.3. Let M be a ompat manifold of negative setional urvature. Let q be a
smooth funtion on S∗M . Let φ be a smooth positive funtion. Denote L 1
2
the Liouville
measure on S∗M . For ρ ∈ S∗M and t ∈ R, dene Tρ(t) by
∫ Tρ(t)
0
φ(Gsρ)ds = (d− 1)t. For
t > 0, dene the funtion
〈q〉T (−t/2),T (t/2) = 1Tρ(t/2)− Tρ(−t/2)
∫ Tρ(t/2)
Tρ(−t/2)
q ◦Gs(ρ)ds
on S∗M .
Then, for any losed interval I ⊂ R, we have
lim sup
t−→+∞
log L 1
2
{
ρ ∈ S∗M, 〈q〉T (−t/2),T (t/2)(ρ) ∈ I
}
t
≤ (d− 1) sup
{
hKS(µ)∫
φ dµ
−
∫
ϕdµ∫
φ dµ
, µ ∈M 1
2
,
∫
q dµ ∈ I
}
.
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For any open interval I ⊂ R, we have
lim inf
t−→+∞
log L 1
2
{
ρ ∈ S∗M, 〈q〉T (−t/2),T (t/2)(ρ) ∈ I
}
t
≥ (d− 1) sup
{
hKS(µ)∫
φ dµ
−
∫
ϕdµ∫
φ dµ
, µ ∈M 1
2
,
∫
q dµ ∈ I
}
.
Proof. Dene a ow G¯ on S∗M that has the same trajetories as G but dierent speed :
G¯t(ρ) = GTρ(t)(ρ). For the new ow, the innitesimal unstable Jaobian is equal to (d −
1)
R
ϕdµR
φ dµ
. If µ is an invariant probability measure of G, then dµ¯ = φ dµR
φ dµ
is an invariant
probability measure of G¯. Besides, their entropies are related by the Abramov formula :
hKS(µ¯) = (d− 1)hKS(µ)∫
φ dµ
,
where the entropies of µ¯ and µ are omputed with respet to G¯ and G respetively.
The theorem is then again an appliation of Theorem 3.4 in [13℄ for the Anosov ow
G¯. 
4. Averaging
We are now ready to start the proof of Theorem 1.4. We will work in dimension d and
onstant negative −1. The hanges to make in order to get Theorem 1.7 are indiated in
Remarks 4.3 and 6.1.
The following proposition is proved in [28℄, 2 :
Proposition 4.1. Let T > 0, there exists an invertible selfadjoint pseudodierential oper-
ator AT ∈ ΨDO0 suh that
A−1T (P + i~Q(z))AT = P + i~Op~(q
T (z)) + ~2RT (z)
for z ∈ Ω; with RT ∈ ΨDO0 depending holomorphially on z ∈ Ω, and with qT (z) ∈ S1
depending holomorphially on z ∈ Ω, equal to 〈q〉T − q + qz in a neighbourhood of p−1o
(
1
2
)
.
The denition of our symbol lasses Sm and operator lasses ΨDOm is given in Setion
9.
We reall that the operator AT onstruted by Sjöstrand is A = Op~(e
gT ), where
gT =
1
2
∫ T/2
0
(
2s
T
− 1
)
q ◦Gsds+ 1
2
∫ 0
−T/2
(
2s
T
+ 1
)
q ◦Gsds
on p−1o
(
1
2
)
. The funtion gT solves {po, gT} = q − 〈q〉T . Exatly the same proof yields :
Proposition 4.2. AssumeM has onstant urvature −1. Let ǫ > 0 and T = (1−4ǫ)| log ~|.
Dene δ = 1−ǫ
2
. There exists an invertible selfadjoint pseudodierential operator AT ∈
ΨDO0δ suh that
A−1T (P + i~Q(z))AT = P + i~Op~(q
T (z)) + ~2RT (z)
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for z ∈ Ω; with RT ∈ ~−2δΨDO0δ depending holomorphially on z, and with qT (z) ∈ S1δ
depending holomorphially on z, equal to 〈q〉T − q + qz in a neighbourhood of p−1o
(
1
2
)
.
In what follows, we will restrit our attention to a region where |z − 1
2
| = O(~). As a
onsequene, we an write
(4.1) P + i~Op~(q
T (z)) + ~2RT (z) = P + i~Op~(q
T ) + ~R˜T (z)
with qT = qT
(
1
2
)
= 〈q〉T in a neighbourhood of p−1o
(
1
2
)
, and R˜T (z) is a pseudodierential
operator depending holomorphially on z ∈ Ω, tending to zero when ~ −→ 0 and |z− 1
2
| =
O(~). More preisely,
R˜T (z) =
(
z − 1
2
)
Q′(z) + ~RT (z),
RT ∈ ~−2δΨDO0δ depending holomorphially on z, and Q′(z) ∈ ΨDO1δ depending holomor-
phially on z.
Remark 4.3. To treat the ase of variable urvature, we should modify Proposition 4.2
as follows. Fix φ a smooth funtion suh that φ ≥ ϕ. Dene Tρ(T2 ), Tρ(−T2 ) as in Theorem
3.3, in a neighbourhood of p−1o
(
1
2
)
. We have to hoose φ smooth beause we want Tρ to
depend smoothly on ρ. In dimension d = 2, we have Tρ(T2 ) ∈ S0δ with δ = 1−ǫ2 (whih may
not be true for d > 2 sine the unstable Jaobian no longer ontrols the derivatives of the
geodesi ow). In Proposition 4.2, we now dene AT = Op~(e
gT ) where
gT (ρ) =
1
2
∫ Tρ(T/2)
0
(
s
Tρ(T/2) − 1
)
q ◦Gsds+ 1
2
∫ 0
−Tρ(T/2)
(
s
Tρ(T/2) + 1
)
q ◦Gsds
on p−1o
(
1
2
)
. In the last sentene of Proposition 4.2, we replae 〈q〉T by 〈q〉T (−T
2
),T (T
2
) + rT
where rT = q−{po, gT}−〈q〉T (−T
2
),T (T
2
) satises rT ∈ | log ~|−1S0δ and {po, rT} ∈ | log ~|−1S0δ .
For d = 2, all the operators AT , RT et stay in the same lass as stated in Proposition 4.2.
5. Perturbations with ontrolled trae norm.
In the following setions, we let z vary in a dis of radius O(~) around 1
2
. We will write
2z = 1 + ζ , ζ = O(~). We onsider the operator (4.1), that we write
(5.1) PT = PT (z) = P + i~QT + ~R˜T (z), QT = Op~(qT ).
Note that we have {
po, q
T
}
= O
(
1
T
)
in a neighbourhood of p−1o
(
1
2
)
. By Proposition 9.2, this implies
(5.2) ‖[P,QT ]u‖ ≤ C
(
~
T
+O(~2−2δ)
)
‖u‖+O(~)‖(P − 1
2
)u‖.
We now want to make a small perturbation P˜ of P with a good ontrol over the resolvent
(P˜(z)− z)−1, and over the trae lass norm ‖.‖1 of P˜ − P.
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We onstrut a pseudodierential operator Q˜T = Op~(q˜
T ) ∈ ΨDO1δ suh that q˜T ≤ qT on
p−1o
(
1
2
)
and
{
po, q˜
T
}
= O ( 1
T
)
. In addition, we x some ǫ > 0 and introdue an arbitrarily
small θ > 0, and we want qT = q˜T on p−1o (]
1
2
− ǫ, 1
2
+ ǫ[)∩ {qT ≤ α− 3θ}, and q˜T ≤ α− 2θ
everywhere on p−1o (]
1
2
− ǫ, 1
2
+ ǫ[). For instane we an take q˜T = a(qT ) on p−1o (]
1
2
− ǫ, 1
2
+ ǫ[)
where a is real and smooth, a(E) ≤ E, |a′| ≤ 1; a(E) = E if E ≤ α− 3θ, and a ≤ α− 2θ
everywhere.
Remark 5.1. At this stage it is onvenient to hoose a positive quantization sheme Op~,
in order to have Op
~
(qT ) ≥ Op
~
(q˜T ).
Let 0 ≤ f ∈ S(R), with fˆ ∈ C∞0 , where fˆ(t) =
∫
eitEf(E)dE is the Fourier transform.
Put
P˜ = P + i~QˆT + ~R˜T (z),
with
QˆT = QT + f
(
2P − 1
~
)
(Q˜T −QT )f
(
2P − 1
~
)
.
The following proposition is proved in [28℄ for xed T (and δ = 0, that is, with standard
symbol lasses). One an follow the proof of [28℄ line by line and hek that it is still valid
for T = (1− 4ǫ)| log ~|, ǫ > 0 very small :
Proposition 5.2. Let P = −~2△
2
. Let Q = Q(z) ∈ ΨDO1 have prinipal symbol q(z)
depending holomorphially on z ∈ Ω, and be formally self-adjoint when z is real. Let
PT = P + i~QT + ~R˜T (z), QT = QT
(
1
2
)
, z =
1 + ζ
2
, ζ = O(~),
be the operator dened in (5.1), with QT = Op~(q
T ) ∈ ΨDO1δ , and R˜T (z) ∈ ~1−2δΨDO0δ +
(z − 1
2
)ΨDO1δ . Let Q˜T = Op~(q˜
T ) ∈ ΨDO1δ , with q˜T = a(qT ) on p−1o (]12 − ǫ, 12 + ǫ[), where
a is real and smooth, a(E) ≤ E, |a′| ≤ 1; a(E) = E if E ≤ α− 3θ, and a ≤ α− 2θ.
Put
P˜T = P + i~QˆT + ~R˜T (z),
with
QˆT = QT + f
(
2P − 1
~
)
(Q˜T −QT )f
(
2P − 1
~
)
.
Then
‖P˜T −PT ‖ ≤ ~
‖f‖2∞ sup
p−1o ( 12)
(qT − q˜T ) +O(~1−2δ)

and
‖P˜T − PT‖1 ≤ Cd~2−d
[
fˆ 2(0)
∫
p−1o ( 12)
(qT − q˜T )L 1
2
(dρ)
+
N−1∑
k=1
~
k|D2kt fˆ 2(0)|
∫
p−1o ( 12)
|D2kρ (qT − q˜T )|L 1
2
(dρ) +O(~N(1−2δ))
]
,
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where D2kt and D
2k
ρ are dierential operators of degree ≤ 2k, respetively on R and T ∗M .
If we restrit z by assuming that for some ontinuous funtion α(E) > 0, dened on
some bounded interval J ontaining 0, we have
ℑm(ζ)
2~
− qT + f
(ℜe(ζ)
~
)2
(qT − q˜T ) ≥ α
(ℜe(ζ)
~
)
,
on p−1o
(
1
2
)
, ℜe(ζ)
~
∈ J ,
then for ~ small enough, (z − P˜T )−1 exists, and we have
‖
(
1
~
(z − P˜T )
)−1
‖ ≤
2 + 12 supp−1o ( 12)
(qT − q˜T )‖f ′‖∞‖f‖∞
α
(
ℜe(ζ)
~
) .
The proof is idential to the proof in [28℄. In Appendix 10 we will give some details, for
the reader's onveniene.
Corollary 2. Dene
Ω˜~ =
{
1
2
− 2c~ ≤ ℜe(z) ≤ 1
2
+ 2c~
}
∩ {(α− θ)~ ≤ ℑm(z) ≤ 4‖q‖∞~} ⊂ C.
For z ∈ Ω˜~, the operator z − P˜T is invertible, and
‖(P˜T − z)−1‖ ≤ Cf,q
θ~
.
Corollary 3. For ~ small enough, we have
‖P˜T − PT‖1 ≤ Cd,f,q~2−dL 1
2
({
q˜T 6= qT} ∩ {p−1o (12
)})
≤ Cd,f,q~2−dL 1
2
({
qT ≥ α− 3θ} ∩{p−1o (12
)})
≤ Cd,f,q~2−deT [H(α−3θ)−(d−1)+ǫ]
≤ Cd,f,q~2−d~[(d−1)−H(α−3θ)−ǫ](1−4ǫ)
for ~ small enough.
6. Jensen's inequality
We already dened
Ω˜~ =
{
1
2
− 2c~ ≤ ℜe(z) ≤ 1
2
+ 2c~
}
∩ {(α− θ)~ ≤ ℑm(z) ≤ 4‖q‖∞~} ⊂ C.
To nish the proof of Theorem 1.4, we also introdue the set
Ω~ =
{
1
2
− c~ ≤ ℜe(z) ≤ 1
2
+ c~
}
∩ {α~ ≤ ℑm(z) ≤ 3‖q‖∞~} ⊂ Ω˜~.
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For z ∈ Ω˜~, we an write
PT − z = (P˜T − z)(1 +K(z))
where K(z) is the trae lass operator (P˜T − z)−1(PT − P˜T ).
We an bound the number of eigenvalues of PT in Ω~ by the number of zeros of the
holomorphi funtion g(z) = det(1 + K(z)) in Ω~. Let us all N(g,Ω~) this number of
zeros. Introdue z0 =
1
2
+ 2i~‖q‖∞. By the Jensen inequality [25℄,
(6.1) N(g,Ω~) ≤ C
(
log‖g‖∞,Ω˜~ − log |g(z0)|
)
,
where the onstant C does not depend on ~ (beause the retangles Ω˜~ and Ω~ an be
transported, by translations and homotheties, to the xed retangles Ω˜1 and Ω1).
On the one hand, for all z ∈ Ω˜~,
| det(1 +K(z))| ≤ exp‖K(z)‖1
≤ exp
(
‖P˜T − z)−1‖‖PT − P˜T‖1
)
≤ exp
(
Cd,f,q
θ~
~
2−d
~
[(d−1)−H(α−3θ)−ǫ](1−4ǫ)
)
≤ exp (Cf,q,θ,d~1−d~[(d−1)−H(α−3θ)−ǫ](1−4ǫ)) .
On the other hand, we also know that ‖(1 + K(z0))−1‖ ≤ C~−1 : sine z0 has `large'
imaginary part, PT −z0 is invertible, and it is easy to get a bound ‖(PT −z0)−1‖ = O(~−1).
We use the same alulation as in [28℄ and get
| det(1 +K(z0))−1| = | det(1−K(z0)(1 +K(z0))−1)|
≤ exp‖K(z0)(1 +K(z0))−1‖1
≤ exp‖K(z0)‖1‖(1 +K(z0))−1‖
≤ exp
(
C˜f,q,θ,d~
1−d
~
[(d−1)−H(α−3θ)−ǫ](1−4ǫ)
)
so that
| det(1 +K(z0)| ≥ exp
(
−C˜f,q,θ,d~1−d~[(d−1)−H(α−3θ)−ǫ](1−4ǫ)
)
.
This, ombined to (6.1), yields
|N(g,Ω~)| ≤ C~1−d~[(d−1)−H(α−2θ)−ǫ](1−4ǫ)
Sine θ and ǫ > 0 are arbitrary, we have proved Theorem 1.4.
Remark 6.1. Starting from Remark 4.3, the proof of Theorem 1.7 goes exatly along the
same lines. We nd
lim sup
~−→0
log ♯
{
z ∈ Σ 1
2
, ℑm(z)
~
≥ α
}
|log ~| ≤ H˜(α),
where H˜(α) = (d−1) sup
{
hKS(µ)R
φdµ
−
R
ϕdµR
φ dµ
+ 1, µ ∈M 1
2
,
∫
q dµ = α
}
and φ is as in Remark
4.3. Letting φ onverge to ϕ uniformly, we obtain Theorem 1.7.
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7. About Question 3
In this setion, we onsider a partiular ase of the problem (1.5) in whih the trae
formula is exat. We then try to investigate Question 3 on this example.
Let M be a ompat hyperboli surfae : M an be written as M = Γ\H, where H is
the hyperboli dis and Γ is a disrete subgroup of the group of hyperboli isometries. Let
[ω] ∈ H1(M,C) be represented by the harmoni omplex valued 1form ω. Introdue the
twisted laplaian
△ωf = △f − 2〈ω, df〉+ ‖ω‖2xf.
Studying the large eigenvalues of △ω amounts to studying a xed spetral window for the
semilassial twisted laplaian
−~2△ω
2
= −~2△
2
+ ~2〈ω, d.〉 − ~2‖ω‖
2
x
2
, ~ −→ 0.
The usual selfadjoint ase is when ω has oeient in iR. We shall instead be interested
in the ase when ω has oeients in R. The operator falls exatly into the ase studied
in 1.2, with q(x, ξ) = 〈ωx, ξ〉. The geodesi ow is ergodi, and Sjöstrand's result tells us
that most eigenvalues of −~2△ω
2
suh that ℜe(z) ∈ [1
2
−C~, 1
2
+C~] have imaginary part
ℑm(z) = o(~). Equivalently, most eigenvalues of −△ω suh that ℜe(z) ∈ [λ−C
√
λ, λ+
C
√
λ] have imaginary part ℑm(z) = o(√λ).
We rephrase Question 3 as
(Q3') If ω 6= 0, is it possible to have ℑm(z)
~
−→ 0 as ~ −→ 0 and ℜe(z) ∈ [1
2
−C~, 1
2
+C~],
z ∈ Sp(−~2△ω
2
) ?
Conjeture : I onjeture the opposite : if ω 6= 0, then there is a sequene ~n −→ 0,
zn ∈ Sp(−~2n△ω2 ) with ℜe(zn) ∈ [12 − C~n, 12 + C~n] and ℑm(zn)~n 6−→ 0.
As is usual in hyperboli spetral theory, we introdue the spetral parameter r : if λj is
an eigenvalue of −△ω, we denote λj = 14 + r2j . Yet another way to phrase Question 3 is to
ask whether it is possible to have ℑm(rj) −→ 0 as ℜe(rj) −→ ∞. Sjöstrand's results say
that ℑm(rj) is bounded and that ℑm(rj) −→ 0 for a subsequene of density one. But I
naturally believe that it is impossible to have ℑm(rj) −→ 0 for the whole sequene, unless
ω = 0.
Reall the Selberg trae formula [27℄, valid for ω ∈ H1(M, iR) :
(7.1)
∑
λj
fˆ(rj) =
Area(M)
4π
∫ +∞
−∞
fˆ(r)r tanh(πr)dr +
∑
γ
e
R
γ ωlγo
sinh lγ
2
f(lγ),
for any funtion f on R, even, smooth enough, and deaying faster than any exponential.
On the right hand side, the sum runs over the set of losed geodesis (equivalently, the
set of onjugay lasses in Γ). If γ is a periodi geodesi, we denote lγ > 0 its length, or
period; and lγo is its shortest period.
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Proposition 7.1. The trae formula holds, under the same assumptions on f , if ω ∈
H1(M,R).
Reall that the Fourier transform is dened by fˆ(r) =
∫
eiruf(u)du.
Proof. Take ω ∈ H1(M,R). We onsider the operator △zω for z ∈ C. The argument of
Setion 2 shows that this operator has disrete spetrum (eigenvalues).
The right hand side of the trae formula reads
(7.2)
Area(M)
4π
∫ +∞
−∞
fˆ(r)r tanh(πr)dr +
∑
γ
ez
R
γ
ωlγo
sinh lγ
2
f(lγ)
and learly is an entire funtion of z.
The left hand side is
∑
j fˆ(rj(z)). To hek that it is an entire funtion of z, we rst
note that fˆ(r), being an even entire funtion, an be written as g(1
4
+ r2) where g is entire.
Thus fˆ(rj(z)) = g(λj(z)), where the λj(z) are the eigenvalues of −△zω.
If z is restrited to a bounded subset Ω of C, we note that the ℑm(rj(z)) are uniformly
bounded. To that end, we write −λj = 14 + r2j with rn = x+ iy. The eigenvalue equation
−△zω f = λjf
with f normalized in L2 implies both equations
1
4
+ x2 − y2 =
∫
|∇f |2 + 2βi
∫
〈ω, df〉f¯ + (β2 − α2)
∫
‖ω‖2x|f |2
and
2xy = −2αi
∫
〈ω, df〉f¯ − 2αβ
∫
‖ω‖2x|f |2
if we deompose z = α+ iβ ∈ R+ iR and rj = x+ iy ∈ R+ iR. If α and β stay bounded,
it also follows that y must stay bounded.
Besides
λ−2♯ {n, 0 ≤ ℜe(rn(z)) < λ}
is bounded uniformly for λ > 1 and z staying in a ompat set of C (the arguments of
[28℄, 4, or of our Setions 4, 5, 6 are loally uniform in z). Sine fˆ is rapidly dereasing
in eah horizontal strip, it follows that the sum
∑
j fˆ(rj(z)) is the uniform limit of the
partial sums
∑
|ℜe(rj(z))|<λ
fˆ(rj(z)). But for a given λ, this is a holomorphi funtion of z
(in the open set {z,ℜe(rj(z)) 6= λ for all j}), sine △zω depends holomorphially on z and∑
|ℜe(rj(z))|<λ
fˆ(rj(z)) an be dened by holomorphi funtional alulus.
This shows that
∑
j fˆ(rj(z)) is also an entire funtion. Both sides of (7.2) oinide for
z ∈ iR (by the usual trae formula), thus they must oinide everywhere. 
Introdue some parameters σ,R, T > 0, and take
f(u) =
1√
2πσ
[
e−
(u−T )2
2σ2 eiuR + e−
(u+T )2
2σ2 e−iuR
]
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so that
fˆ(r) = e−
σ2
2
(r−R)2e−iT r + e−
σ2
2
(r+R)2eiT r.
This yields :
(7.3)
∑
j
e−
σ2
2
(rj−R)2e−iT rj + e−
σ2
2
(rj+R)2eiT rj
=
Area(M)
4π
∫ +∞
−∞
r tanh πr
[
e−
σ2
2
(r−R)2e−iT r + e−
σ2
2
(r+R)2eiT r
]
dr
+
∑
γ
e
R
γ ωlγo
sinh lγ
2
1√
2πσ
[
e−
(lγ−T )
2
2σ2 eilγR + e−
(lγ+T )
2
2σ2 e−ilγR
]
We want to bound from below the right hand side. We hope that this bound will tell us
that exp(±iT rj) annot be too small on the left hand side, giving some information on the
imaginary part of rj, for ℜe(rj) ∼ R. On the right, the idea is that the main ontribution
should ome from the geodesis with lγ ∼ T . We want to hoose R so as not to be bothered
by the osillatory terms e±ilγR. For that purpose, R and T will be related in the following
manner :
Lemma 7.2. [21℄, Lemma 3.3, [11℄.
For any M > 1, there exists R ∈ [M,M exp(exp(5T ))] suh that cos(Rlγ) ≥ 12 for every
losed geodesi γ with lγ ≤ 5T .
In the sequel we take M = exp(exp(cT )), (c > 0 arbitrary) to ensure that T is of order
log logR. We note that this relation between R and T is independent of ω. This will allow
us to modify slightly our initial problem by extending it to the ase where ω an depend
on R (or T ). More preisely, we want to onsider the ase when ω = Θ(R)ωo, where ωo is
xed and Θ(R) ≥ 1 is allowed to go to innity with R at a reasonable rate.
This means that we onsider a slight generalization of (1.5) (the motivation should
beome learer in 7.2):
7.1. A more general problem. We onsider a spetral problem of the form
(7.4) (P − z)u = 0
where
P = P(z) = P + i~θ(~)Q(z), P = −~
2△
2
where z ∈ Ω = ei]−s0,s0[]Emin, Emax[, with 0 < Emin < 12 < Emax < +∞, 0 < s0 < π4 . We
will assume that Q(z) ∈ ΨDO1 depends holomorphially on z ∈ Ω, and that θ(~) is some
real valued funtion suh that θ(~) ≥ 1 and ~θ(~) −→
~−→0
0. We have in mind θ(~) = | log(~)|.
Finally, we assume thatQ is formally self-adjoint for z real. Again, we all Σ the spetrum
the set of z for whih the equation (P(z)− z)u = 0 has a solution.
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The results of 1.2 an be generalized as follows : for any Emin < E1 ≤ E2 < Emax,
(7.5) ♯ {z ∈ Σ, E1 ≤ ℜe(z) ≤ E2} = 1
(2π~)d
[∫
p−1o [E1,E2]
dxdξ +O(~θ(~))
]
.
One an show that
ℑm(z)
~θ(~)
has to stay bounded for z ∈ Σ. Taking θ(~) = | log(~)|, E1 =
E − c~θ(~) and E2 = E + c~θ(~), one has
q−E + o(1) ≤
ℑm(z)
~θ(~)
≤ q+E + o(1)
for z ∈ Σ suh that E1 ≤ ℜe(z) ≤ E2. Assuming that the geodesi ow is ergodi on
p−1o {E}, and for θ(~) = | log(~)|, then for any ǫ > 0, any c > 0,
(7.6)
♯
{
z ∈ Σ, E − c~θ(~) ≤ ℜe(z) ≤ E + c~θ(~), ℑm(z)
~θ(~)
6∈ [q¯E − ǫ, q¯E + ǫ]
}
= θ(~)o(~1−d).
Remark 7.3. The paper [28℄ only treats the ase θ(~) = 1. But the method of [28℄, 5 an
be adapted in a straighforward way to show the following : onsider the spetral problem
(7.7) (P − z)u = 0
where
P = P(z) = P + i~θQ(z), P = −~
2△
2
where z ∈ Ω = ei]−s0,s0[]Emin, Emax[, with 0 < Emin < 12 < Emax < +∞, 0 < s0 < π4 . Fix
some ǫ > 0. Then
(7.8) ♯ {z ∈ Σ, E1 ≤ ℜe(z) ≤ E2} = 1
(2π~)d
[∫
p−1o [E1,E2]
dxdξ +O(~θ)
]
.
uniformly in all θ ≥ 1 suh that θ~ ≤ ǫ and E1, E2 suh that Emin < E1−2ǫ, E2+2ǫ < Emax,
|E2 − E1| ≥ ~θ. .
For (7.6) (and θ(~) = | log ~|), the generalization of the proof in [28℄ is without surprise,
but requires some rather tehnial hanges : we will not prove it here, but still feel allowed
to ask about Question 3 in this generalized setting. We note that to extend (7.6) to more
general θ(~), some analytiity assumptions would be required, as in [9℄.
We will fous our attention on the operator
−~2△θ(~)ω
2
= −~2△
2
+ ~2θ(~)〈ω, d.〉 − ~2θ(~)2‖ω‖
2
x
2
, ~ −→ 0,
when ω has oeients in R.
We generalize Question 3 as
(Q3) If ω 6= 0, prove that there exists a sequene ~n −→ 0, and zn ∈ Sp(−~2n△θ(~n)ω2 ) with
ℜe(zn) ∈ [12 − C~nθ(~n), 12 + C~nθ(~n)], suh that ℑm(zn)~nθ(~n) 6−→ 0.
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7.2. Heuristi disussion of the parameters σ,R, T . We start again from the trae
formula (7.3), onsidering the ase where ω = Θ(R)ωo, Θ(R) = θ(R
−1) ≥ 1. Here R−1 is
going to play the role of the small parameter ~. The form ωo is xed, and we normalize it
to have stable norm ‖ωo‖s = 1.
‖ω‖s = sup
{∫
S∗M
ω dµ, µ ∈M 1
2
}
(7.9)
= sup
γ
∫
γ
ω
lγ
.(7.10)
The rst line an be onsidered as a denition of the stable norm (valid for a general
ompat riemannian manifold M), whereas the seond line holds on negatively urved
manifolds beause of the density of the losed geodesis. Using the denition Pr(ω) =
sup
{
hKS(µ) +
∫
S∗M
ω dµ, µ ∈M 1
2
}
, it is not diult to show that
lim
t−→∞
Pr(tω)− |t|‖ω‖s = sup
{
hKS(µ), µ ∈M 1
2
,
∫
S∗M
ω dµ = ‖ω‖s
}
.
On a surfae, the right-hand side vanishes [2℄. Besides, for any T one an nd a losed
geodesi γ with lγ ∈ [T − 1, T ], and suh that
(7.11)
∫
γ
ωo
lγ
≥ ‖ωo‖s(1 + oT (1)) = (1 + oT (1)),
where oT (1) goes to 0 as T approahes +∞. Simply reall that for any 0 < δ < 1,
(7.12) lim
log ♯
{
γ, lγ ∈ [T − 1, T ],
R
γ
ωo
lγo
≥ (1− δ)
}
T
= H(1− δ) > 0,
where
H(α) = sup
{
hKS(µ), µ ∈M 1
2
,
∫
S∗M
ωo dµ = α
}
.
The funtion H is ontinuous, onave on [−1, 1], real-analyti on ]− 1, 1[ [4℄. And again,
H(−1) = H(1) = 0 on a ompat surfae [2℄.
In (7.3), we have not said yet how σ will depend on R and T . For the moment, let us
deide a priori that σ should be suh that the term
Area(M)
4π
∫ +∞
−∞
r tanh πr
[
e−
σ2
2
(r−R)2e−iT r + e−
σ2
2
(r+R)2eiT r
]
dr
is negligible ompared to the sum
∑
γ. Remember that R and T are hosen so as to satisfy
Lemma 7.2. Then, xing 1 > δ > 0, the right hand side of (7.3) should be bounded from
below by
(7.13) σ−1eTH(1−δ)−T/2eΘ(R)(1−δ)T e−
1
2σ2 .
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We want to use the fat that this grows quite fast with T . On the other hand, looking at
the left hand side of (7.3), we annot hope to do better than to bound it from above by
(7.14) ♯
{
j, |ℜe(rj)−R| ≤ σ−1
}
e
σ2
2
supj ℑm(rj)
2
eT supj |ℑm(rj)|,
where eah time the supj should be restrited to the indies j suh that |ℜe(rj)−R| ≤ σ−1.
This heuristi argument would give an inequality
(7.15)
♯
{
j, |ℜe(rj)− R| ≤ σ−1
}
e
σ2
2
supj ℑm(rj)
2
eT supj |ℑm(rj)| ≥ σ−1eTH(1−δ)−T/2eΘ(R)(1−δ)T e− 12σ2 ,
obtained by omparing the lower bound (7.13) and the upper bound (7.14). Again, the
hope is to ompare the powers of eT on both sides to prove that supj |ℑm(rj)| annot be
arbitrarily small.
Consider the ase Θ(R) = 1, whih is the ase we were originally interested in. If we
take σ to be a onstant, then by Weyl's law we have ♯ {j, |ℜe(rj)− R| ≤ σ−1} ∼ R ≥
exp(exp(cT )). In this ase (7.15) annot bring any useful information. On the other
hand, if we want to hoose σ suh that ♯ {j, |ℜe(rj)−R| ≤ σ−1} is bounded, we are led to
take σ ∼ R; in this ase the term eσ
2
2
supj ℑm(rj)
2
will be too large to yield any interesting
information.
We see that the method only has a hane to work if TΘ(R)≫ logR. From now on we
take Θ(R) ≥ logR, and always suh that R−1Θ(R) −→ 0. We also take σ−2 = CΘ(R) with
C large. We must note that the parameters rj orrespond to the eigenvalues of −△Θ(R)ω ,
and thus they also depend on R.
7.3. Proof of Theorem 1.12. The right hand side of (7.3) is easy to understand. The
term
(7.16)
∫ +∞
−∞
r tanh πr
[
e−
σ2
2
(r−R)2e−iT r + e−
σ2
2
(r+R)2eiT r
]
dr
is O(σ−1R), whereas the ∑γ has modulus greater than
(7.17)
1
2
∑
lγ≤5T
e
R
γ
ωlγo
sinh lγ
2
1√
2πσ
[
e−
(lγ−T )
2
2σ2 + e−
(lγ+T )
2
2σ2
]
+
∑
lγ≥5T
e
R
γ
ωlγo
sinh lγ
2
1√
2πσ
[
e−
(lγ−T )
2
2σ2 + e−
(lγ+T )
2
2σ2
]
cos(lγR)
≥ 1
2
∑
T−1≤lγ≤T
e
R
γ
ωlγo
sinh lγ
2
1√
2πσ
[
e−
(lγ−T )
2
2σ2 + e−
(lγ+T )
2
2σ2
]
+
∑
lγ≥5T
e
R
γ
ωlγo
sinh lγ
2
1√
2πσ
[
e−
(lγ−T )
2
2σ2 + e−
(lγ+T )
2
2σ2
]
cos(lγR)
≥ 1√
8πσ
[
eTH(1−δ)−T/2eΘ(R)(1−δ)T e−
1
2σ2 +O(1)
]
,
(using (7.12)), and thus is muh greater than the integral (7.16). To get the last O(1) we
have used the exponential growth of the number of losed geodesis. The left hand side of
(7.3) is more ompliated to bound from above, sine the rj now depend on R.
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Proposition 7.4. Take Θ(R) ≥ logR, and suh that R−1Θ(R) −→ 0. Take σ−2 = CΘ(R).
Let f(R) be suh that σ2f(R)2 ≫ TΘ(R). Then
|
∑
j
e−
σ2
2
(rj−R)2e−iT rj | ≤ ♯ {j, |ℜe(rj)− R| ≤ f(R)} eσ
2
2
supj ℑm(rj)
2
eT supj |ℑm(rj)| +O(1),
where the supj are taken over the set of indies j suh that |ℜe(rj)−R| ≤ f(R).
Proof.
Lemma 7.5. We have an a priori bound |ℑm(rj)| ≤ cΘ(R), where c depends only on ωo.
Indeed, let rj = x+ iy and f ∈ L2(M) be suh that ‖f‖L2 = 1 and
−△ f + 2Θ(R)〈ωo, df〉 −Θ(R)2‖ωo‖2xf =
(
1
4
+ r2j
)
f.
Taking the salar produt with f , we get
(7.18)
1
4
+ x2 − y2 =
∫
|∇f |2 −Θ(R)2
∫
‖ωo‖2x|f |2
and
(7.19) 2xy = −2Θ(R)i
∫
〈ωo, df〉f¯ .
Equation (7.19) yields |xy| ≤ cΘ(R)
√∫ |∇f |2. Equation (7.18) implies that x2 ≥ ∫ |∇f |2−
c2Θ(R)2. If |x| ≥ 1
2
√∫ |∇f |2 then we are done, by (7.19). If |x| ≤ 1
2
√∫ |∇f |2, then (7.18)
implies that
∫ |∇f |2 ≤ 2c2Θ(R)2 and that y2 ≤ 1
4
+ 5c2Θ(R)2. The lemma follows.
We now break the sum
∑
j e
−σ
2
2
(rj−R)
2
e−iT rj into three parts : I =
∑
j,ℜe(rj)≤R−f(R)
,
II =
∑
j,|ℜe(rj)−R|≤f(R)
and III =
∑
j,ℜe(rj)≥R+f(R)
.
The last sum III is bounded by
e
σ2
2
c2Θ(R)2ecTΘ(R)
∑
j,ℜe(rj)≥R+f(R)
e−
σ2
2
(ℜe(rj)−R)2 .
We deompose this sum into
∑
n≥0
∑
R+f(R)+n≤ℜe(rj )≤R+f(R)+n+1
, and by Weyl's law in the
form (7.8), this is dominated by
ecTΘ(R)
∑
n≥0
(R + n + f(R))Θ(R)e−
σ2
2
(n+f(R))2 ≤ ecTΘ(R)Θ(R)
∫ +∞
f(R)−1
(R + x)e−
σ2x2
2 dx
and with our relations between T,R, f(R) and σ, this last quantity is O(1).
Conerning the rst sum I, we bound it by
(7.20) e
σ2
2
c2Θ(R)2ecTΘ(R)
∑
j,ℜe(rj)≤R−f(R)
e−
σ2
2
(ℜe(rj)−R)2 .
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The subsum
∑
j,ℜe(rj)≤−R+f(R)
an be treated as above and shown to be O(1) (using Weyl's
law in the form (7.8)), and we only need to onentrate on
∑
j,|ℜe(rj)|≤R−f(R)
. To bound
this sum, we rst need a ontrol the number of terms.
Lemma 7.6. ♯ {j, |ℜe(rj)| ≤ R} = O(R2Θ(R)).
To that end, we use again the trae formula and write :∑
j
e−
r2j
2R2 =
Area(M)
4π
∫ +∞
−∞
r tanh(πr).e−
r2
2R2 dr +
∑
γ
eΘ(R)
R
γ ωolγo
sinh lγ
2
R√
2π
e−R
2l2γ/2.
On the right, the term
∑
γ is learly o(1) whereas the
∫
term is of order R2. On the left,
we break the sum into
∑
j,|ℜe(rj)|≤R
and
∑
j,|ℜe(rj)|≥R
. As above, we an use Weyl's law in
the form (7.8) to show that the
∑
j,|ℜe(rj)|≥R
e−
r2j
2R2
is O∑n≥0(R + n + 1)Θ(R)e− (R+n)22R2 =
O(R2Θ(R)). Thus we have∑
j,|ℜe(rj)|≤R
e−
ℜe(rj )
2
−ℑm(rj)
2
2R2 e−
iℜe(rj )ℑm(rj)
R2 = O(R2Θ(R)).
Remember that |ℑm(rj)| ≤ cΘ(R) and that R−1Θ(R) −→ 0. Thus, for |ℜe(rj)| ≤ R we
an write e−
iℜe(rj )ℑm(rj)
R2 = 1 +O(R−1Θ(R)). This yields
e−1/2♯ {j, |ℜe(rj)| ≤ R}
(
1 +O(R−1Θ(R))) ≤ ∑
j,|ℜerj|≤R
e−
ℜe(rj )
2
−ℑm(rj )
2
2R2
(
1 +O(R−1Θ(R)))
= O(R2Θ(R))
and nishes the proof of Lemma 7.6.
Now, we go bak to the sum
∑
j,|ℜe(rj)|≤R−f(R)
in (7.20), and we see that it is bounded
by
R2Θ(R)e
σ2
2
c2Θ(R)2ecTΘ(R)e−σ
2f(R)2/2 = O(1).
This ends the proof of Proposition 7.4 
We an now ome bak to (7.3). Noting that σ2 supj ℑm(rj)2 = O(1), Proposition 7.4
shows that the left-hand side of the trae formula (7.3) is bounded from above by
C♯ {j, |ℜe(rj)−R| ≤ f(R)} eT supj |ℑm(rj)| +O(1) ≤ CRf(R)Θ(R)eT supj |ℑm(rj)|
where the sup is taken over all j suh that |ℜe(rj)− R| ≤ f(R), and where we have used
again (7.8). We an of ourse assume, without loss of generality, that f(R) = O(R).
On the right hand side of (7.3), the
∫
is O(RΘ(R)1/2), and the ∑γ is bounded from
below by
1√
8πσ
eTH(1−δ)−T/2eΘ(R)(1−δ)T e−
1
2σ2 ,
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as in (7.17). Writing
CRf(R)Θ(R)eT supj |ℑm(rj)| ≥ σ−1eTH(1−δ)−T/2eΘ(R)(1−δ)T e− 12σ2 ,
remembering that Θ(R) ≥ log(R), Θ(R) = o(R), σ−2 = cΘ(R) and T ≍ log logR, we see
that neessarily
sup
j
|ℑm(rj)| ≥ (1− 2δ)Θ(R).
This nishes the proof of Theorem 1.12.
8. The arithmeti ase.
Let p ≥ 3 be a prime, p ≡ 1 (mod 4), and A ≥ 1 be a quadrati non-residue modulo p.
We set
Γ = Γ(A, p) =
{(
y0 + y1
√
A y2
√
p+ y3
√
Ap
y2
√
p− y3
√
Ap y0 − y1
√
A
)
, y0, y1, y2, y3 ∈ Z
}
.
It is a disrete oompat subgroup of SL(2,R) whih ontains only hyperboli transfor-
mations [8℄. We onsider the hyperboli surfae M = Γ\H. In M , the lengths of the losed
geodesis are the log xm, where
xm = 2m
2 − 1 + 2m
√
m2 − 1, m ∈ N.
We dene
µ(m) =
∑
γ, lγ=log xm
e
R
γ
ωlγo .
We now follow very losely the approah of [8℄, pp. 304314. We introdue an even funtion
k on R, whose Fourier transform is nonnegative and ompatly supported in [−1, 1]; we
also assume that kˆ ≥ 1 on [−1
2
, 1
2
]. We dene
Kα(r) = k(r)[e
iαr + e−iαr].
We write again the trae formula : for all t > 0,
(8.1)
∑
j
Kα(rj − t) +Kα(rj + t) = Area(M)
4π
∫
r tanh(πr)[Kα(r − t) +Kα(r + t)]dr
+ 2
∑
γ
e
R
γ
ωlγo
sinh lγ
2
Kˆα(lγ) cos(tlγ).
We will bound from below the right-hand side (averaged in t) to obtain information on the
left-hand side. Denote
Sα(t) =
∑
γ
e
R
γ ωlγo
sinh lγ
2
Kˆα(lγ) cos(tlγ) = 2
∑
eα−1≤xm≤eα+1
µ(m)
x
1/2
m + x
−1/2
m
Kˆα(log xm) cos(t log xm).
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Proposition 8.1. Let α = 2β log T − C, 0 < β ≤ 1 and C large enough. Then,∫ 2T+Tβ
2T−Tβ
(
1− |t− 2T |
T β
)
|Sα(t)|2dt ≥ C˜T β(4Pr(ω)−1).
Although we are really interested in the quantity
∫ 2T+Tβ
2T−Tβ
|Sα(t)|2dt, the reason for intro-
duing the regularizing fator
(
1− |t−2T |
Tβ
)
is exatly the same as in [8℄, p. 315.
Proof. Introdue the notations
η(m) =
µ(m)
x
1/2
m + x
−1/2
m
Kˆα(log xm),
ν(m) = µ(m)Kˆα(log xm).
Divide the integral I =
∫ 2T+Tβ
2T−Tβ
(
1− |t−2T |
Tβ
)
|Sα(t)|2dt into I = I1 + I2, where
I1 =
∑
eα−1≤xm≤eα+1
η(m)2
∫ 2T+Tβ
2T−Tβ
(
1− |t− 2T |
T β
)
cos2(t log xm)dt
and
I1 = 2
∑
eα−1≤xk<xm≤eα+1
η(m)η(k)
∫ 2T+Tβ
2T−Tβ
(
1− |t− 2T |
T β
)
cos(t log xm) cos(t log xk)dt.
The idea is that the xm, xk, with xm 6= xk, are well-spaed, implying that the osillatory
integral I2 is small ompared to I1.
Lemma 8.2. For T ≥ 1 and λ ∈ R,∫ 2T+Tβ
2T−Tβ
(
1− |t− 2T |
T β
)
eiλtdt = O
[
min
(
T β,
1
λ2T β
)]
.
Let us rst onsider I1.∫ 2T+Tβ
2T−Tβ
(
1− |t− 2T |
T β
)
cos2(t log xm)dt =
∫ 2T+Tβ
2T−Tβ
(
1− |t− 2T |
T β
)
1 + cos(2t log xm)
2
dt
=
T β
2
+O(T−β log x−2m ).
Hene,
I1 ≥
(
T β
2
+ o(1)
) ∑
eα−1≤xm≤eα+1
η(m)2(8.2)
≥
(
T β
2
+ o(1)
) ∑
eα−1≤xm≤eα+1
ν(m)2
(x
1/2
m + x
−1/2
m )2
(8.3)
≥ c1T βe−α
∑
eα−1≤xm≤eα+1
ν(m)2.(8.4)
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The right-hand side of (8.4) will be estimated later. We now turn to I2, and want to show
that it is muh smaller than I1. The integral∫ 2T+Tβ
2T−Tβ
(
1− |t− 2T |
T β
)
cos(t log xm) cos(t log xk)dt
is smaller than
1
Tβ(log xm−log xk)2
. We an ensure that
1
|log xm − log xk| ≤ cT
β
for eα−1 < xk < xm < e
α+1
, by hoosing α in an appropriate range : writing
log xm − log xm−1 ∼ xm − xm−1
xm
∼ 2
m
∼ 4√
xm
,
we see we have to take α ≤ 2β log T − C (C large). More generally, we have by the
intermediate value theorem
| log xm − log xk| ≥ C˜e−α/2|m− k|.
The analysis done by [8℄, pp. 310311, an be applied verbatim to show that
(8.5) |I2| ≤ C˜
T β
∑
eα−1≤xm≤eα+1
ν(m)2.
Comparing (8.4) and (8.5), we see that
|I2| ≤ I1
100
provided α ≤ 2β log T − C with C suiently large. Thus,
I ≥ 99
100
I1.
To omplete our estimate for I, we must return to equation (8.4). Clearly,∑
eα−1≤xm≤eα+1
ν(m)2 ≥
∑
eα−1/2≤xm≤eα+1/2
µ(m)2.
We write the Cauhy-Shwarz inequality, ∑
eα−1/2≤xm≤eα+1/2
µ(m)
2 ≤
 ∑
eα−1/2≤xm≤eα+1/2
1
 ∑
eα−1/2≤xm≤eα+1/2
µ(m)2
 .
But ∑
eα−1/2≤xm≤eα+1/2
µ(m) =
∑
γ,α−1/2≤lγ≤α+1/2
e
R
γ
ωlγo ≥ C˜ eαPr(ω),
see [20℄, p. 117. On the other hand, ∑
eα−1/2≤xm≤eα+1/2
1 = O(eα/2).
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We obtain this way ∑
eα−1/2≤xm≤eα+1/2
µ(m)2 ≥ Ce2αPr(ω)−α/2.
We have proved ∫ 2T+Tβ
2T−Tβ
(
1− |t− 2T |
T β
)
|Sα(t)|2dt ≥ C˜T β(4Pr(ω)−1).

This implies
Sα(t) ≥ Ctβ(2Pr(ω)−1)
for some t ∈ [2T − T β, 2T + T β].
Now onsider the integral
∫
r tanh(πr)Kα(r − t)dr or
∫
r tanh(πr)Kα(r + t)dr in (8.1).
We write ∫
r tanh(πr)Kα(r − t)dr =
∫
r tanh(πr)k(r − t)[eiα(r−t) + e−iα(r−t)]dr.
To evaluate
∫
(r + t) tanh(π(r + t))k(r)eiαrdr, we shift the integral over R to an integral
over (1
2
− ǫ)i+ R, and we nd that the integral is O(te−|α|( 12−ǫ)) for any ǫ > 0.
Lemma 8.3.
∫
r tanh(πr)Kα(r − t)dr or
∫
r tanh(πr)Kα(r + t)dr = O(te−|α|( 12−ǫ)) =
O(t1+ǫ−β) for any ǫ > 0.
We nally turn to
∑
j Kα(rj − t) + Kα(rj + t). Fixing a small ǫ > 0, one sees using
Weyl's law, the fat that k is rapidly dereasing in any horizontal strip  and the fat that
the ℑm(rj) are bounded  that∑
j
Kα(rj − t) =
∑
j,|ℜe(rj)−t|≤tǫ
Kα(rj − t) +O(t−∞).
Similarly, ∑
j
Kα(rj + t) =
∑
j,|ℜe(rj)+t|≤tǫ
Kα(rj + t) +O(t−∞).
We see that
|
∑
j
Kα(rj − t) +Kα(rj + t)| ≤ Ceα supj |ℑm(rj)|t1+ǫ ≤ Ct2β supj |ℑm(rj)|t1+ǫ
where the supj is taken over the j suh that |ℜe(rj)± t| ≤ tǫ.
We have proved that there exists t ∈ [T − T β, T + T β], and rj with |ℜe(rj) − t| ≤ tǫ,
suh that
t2β supj |ℑm(rj)|t1+ǫ ≥ C˜tβ(2Pr(ω)−1).
In partiular, if T is large enough, this implies
sup
{|ℑm(rj)|, |ℜe(rj)± T | ≤ T β} ≥ Pr(ω)− 1
2
− 1 + ǫ
2β
,
and this proves Theorem 1.9.
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9. Symbol lasses
Following [6℄, for any 0 ≤ δ < 1/2 we introdue the symbol lass
(9.1) Smδ
def
=
{
a ∈ C∞(T ∗M), |∂αx ∂βξ a| ≤ Cα,β ~−δ|α+β| 〈ξ〉m−|β|
}
.
If δ = 0 we will just denote Sm. We will denote Op
~
(a(x, ξ)) = Op(a(x, ~ξ)), where Op
is a quantization proedure on M . The quantization of any a ∈ S0δ leads to a bounded
operator on L2(M) (the norm being bounded uniformly in ~), see [6℄. We will denote
ΨDOmδ = Op~(S
m
δ ).
We use :
Proposition 9.1. Let a ∈ Smδ , b ∈ Snδ′ with 0 ≤ δ′ ≤ δ < 1/2. Then
(i) Op~(a) Op~(b)−Op~(ab) ∈ ~1−δ−δ′ Op~(Sm+n−1δ ).
(ii) [Op
~
(a),Op
~
(b)]− ~
i
Op
~
({a, b}) ∈ ~2(1−δ−δ′)Op
~
(Sm+n−2δ ).
We also use a loal form of the Calderon-Vaillanourt estimate [6℄ :
Proposition 9.2. There exists K ∈ N depending only on the dimension of M , suh that
the following holds. Take A = Op~(a) where a ∈ ΨDO2δ . Let I be an open interval of R+
and let λ belong to I. Then, there exists C > 0, and C(a, λ) depending on a nite number
of seminorms of a (uniform in λ if it stays inside a ompat subset of I), suh that, for all
u ∈ L2(M),
‖Au‖L2 ≤ C
(
sup
p−1o (I)
|a|+
K∑
k=1
~
k sup
p−1o (I)
|D2ka|
)
‖u‖L2 + C(a, λ)‖(P − λ)u‖L2.
In fat C(a, λ) is ontrolled by the supremum norm of a
po−λ
and a nite number of its
derivatives outside p−1o (I). Similarly we have
|〈u,Au〉| ≤ C
(
sup
p−1o (I)
|a|+
K∑
k=1
~
k sup
p−1o (I)
|D2ka|
)
‖u‖L2 + C(a, λ)‖(P − λ)u‖2L2.
10. Appendix : Sjöstrand's proof of Proposition 5.2
In order to prove Proposition 5.2, we rst want to bound the norm and trae norm of
f
(
2P − 1
~
)
(Q˜T −QT )f
(
2P − 1
~
)
.
We write a Calderon-Vaillanourt type estimate,
‖(Q˜T −QT )u‖ ≤
(
sup
p−1o ]
1
2
−ǫ, 1
2
+ǫ[
(q˜T − q˜T ) +O(~1−2δ)
)
‖u‖+O(1)‖(2P − 1)u‖,
DAMPED WAVE EQUATION 31
where δ is as in Proposition 4.2. Besides, ‖(2P − 1)f (2P−1
~
)‖ = O(~). It follows that
∥∥∥∥f (2P − 1~
)
(Q˜T −QT )f
(
2P − 1
~
)∥∥∥∥ ≤ ‖f‖2∞
(
sup
p−1o ]
1
2
−ǫ, 1
2
+ǫ[
(q˜T − q˜T ) +O(~1−2δ)
)
.
For the trae lass norm, we need to be even more areful than in [28℄. Instead of using
the Gårding inequality, we use the existene of a positive quantization. If we hoose suh,
we have diretly that f
(
2P−1
~
)
(Q˜T −QT )f
(
2P−1
~
) ≥ 0 in the operator sense. Thus,
∥∥∥∥f (2P − 1~
)
(Q˜T −QT )f
(
2P − 1
~
)∥∥∥∥
1
= Tr f
(
2P − 1
~
)
(Q˜T −QT )f
(
2P − 1
~
)
= Tr f
(
2P − 1
~
)2
(Q˜T −QT )
= Tr
1
2π
∫
fˆ 2(t)eit
2P−1
~ (Q˜T −QT )dt.
Writing the expansion of eit
2P−1
~
as a Fourier Integral Operator, writing the trae as the in-
tegral of the kernel, and applying the stationary phase method in the time-energy variables,
we obtain an asymptoti expansion
Tr
1
2π
∫
fˆ 2(t)eit
2P−1
~ (Q˜T −QT )dt
= Cd~
2−d
[
fˆ 2(0)
∫
p−1o ( 12)
(qT − q˜T )L 1
2
(dρ) +
N−1∑
k=1
~
kD2kt fˆ
2(0)
∫
p−1o ( 12)
D2kρ (q
T − q˜T )L 1
2
(dρ) +O(~N(1−2δ))
]
,
where D2kt and D
2k
ρ are dierential operators of degree ≤ 2k, respetively on R and T ∗M .
Note that the term ~kD2kt fˆ
2(0)
∫
p−1o ( 12)
D2kρ (q
T − q˜T )L 1
2
(dρ) is a O(~k(1−2δ))L 1
2
(q˜T 6= qT ) =
o(1)L 1
2
(q˜T 6= qT ). This proves, in partiular, Corollary 3.
To nish the proof of Proposition 5.2, there remains to study the invertibility of z−P˜T .
Reall the identity
‖(A+ iB)u‖2 = ‖Au‖2 + ‖Bu‖2 + i〈u, [A,B]u〉,
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if A,B are bounded self-adjoint operators. Thus,
2‖(P˜T − z)u‖2 ≥ ‖(P + i~QˆT − z)u‖2 −O(~4(1−δ))(‖(2P − 1)u‖2 + ‖u‖2)
≥ ‖(P −ℜe(z))u‖2 + ~2‖
(ℑm(z)
~
− QˆT
)
u‖2 + i~〈u, [P, QˆT ]u〉
− O(~4(1−δ))(‖(2P − 1)u‖2 + ‖u‖2)
= ‖(P −ℜe(z))u‖2 + ~2‖
(ℑm(z)
~
− QˆT
)
u‖2
+
(
O(1)~
2
T
(1 + ‖f‖2∞) +O(~3−2δ)
)
‖u‖2 +O(~2)‖(P −ℜe(z))u‖2
We have used (5.2) (or Proposition 9.2), and the same for Q˜T . We nd that
(10.1)
√
3‖(P˜T − z)u‖ ≥ ‖(P − ℜe(z))u‖ − (O( ~√
T
) +O(~ 32−δ))‖u‖.
On the other hand, we have
(10.2) ℑm
〈
1
~
(z − P˜T )u, u
〉
=
〈(ℑm(z)
~
− QˆT
)
u, u
〉
+O(~1−2δ)(‖u‖+ ‖(ℜe(z)− P )u‖)‖u‖〈(ℑm(z)
~
−QT + f
(
2P − 1
~
)
(Q˜T −QT )f
(
2P − 1
~
))
u, u
〉
+O(~1−2δ)(‖u‖+ ‖(ℜe(z)− P )u‖)‖u‖
=
〈(
ℑm(z)
~
−QT + f
(
2ℜe(z)− 1
~
)2
(Q˜T −QT )
)
u, u
〉
+O(~1−2δ)(‖u‖+ ‖(ℜe(z)− P )u‖)‖u‖
−
(
2 sup
p−1o ]
1
2
−ǫ, 1
2
+ǫ[
(qT − q˜T )‖f‖∞‖f ′‖∞ +O(~1−2δ)
)
‖u‖
∥∥∥∥P −ℜe(z)~ u
∥∥∥∥
by the same trik as in [28℄, (3.19). Reall that we are interested in a region where
z − 1
2
= O(~).
Let α(E) > 0 be a ontinuous funtion dened on a bounded interval J ontaining 0,
and restrit z by assuming that
ℑm(ζ)
2~
− qT + f
(ℜe(ζ)
~
)2
(qT − q˜T ) ≥ α
(ℜe(ζ)
~
)
,
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near p−1o
(
1
2
)
, ℜe(ζ)
~
∈ J (where ζ = 2z− 1). It follows from the Gårding inequality that for
suh z〈(
ℑm(z)
~
−QT + f
(
2ℜe(z)− 1
~
)2
(Q˜T −QT )
)
u, u
〉
≥
(
α
(ℜe(ζ)
~
)
−O(~1−2δ)
)
‖u‖2 −O(1)‖u‖‖(P − ℜe(z))u‖.
Using this in (10.2), we get
(10.3) ℑm
〈
1
~
(z − P˜T )u, u
〉
≥
(
α
(ℜe(ζ)
~
)
−O(~1−2δ)
)
‖u‖2
−
(
2 sup
p−1o ]
1
2
−ǫ, 1
2
+ǫ[
(qT − q˜T )‖f‖∞‖f ′‖∞ +O(~1−2δ)
)
‖u‖
∥∥∥∥P − ℜe(z)~ u
∥∥∥∥ .
Reasoning as in [28℄, (3.25) and (3.26), we nd nally
ℑm
〈
1
~
(z − P˜T )u, u
〉
≥
(
α
(ℜe(ζ)
~
)
−O(~1−2δ)
)
‖u‖2
−
√
3
(
2 sup
p−1o ]
1
2
−ǫ, 1
2
+ǫ[
(qT − q˜T )‖f‖∞‖f ′‖∞ +O(~1−2δ)
)
‖u‖
∥∥∥∥∥P˜T − z~ u
∥∥∥∥∥
− (O( 1√
T
) +O(~ 12−δ))‖u‖2.
and(
α
(ℜe(ζ)
~
)
+O( 1√
T
) +O(~ 12−δ)
)
‖u‖
≤
[
1 + 2
√
3 sup
p−1o ]
1
2
−ǫ, 1
2
+ǫ[
(qT − q˜T )‖f‖∞‖f ′‖∞ +O(~1−2δ)
]∥∥∥∥∥P˜T − z~ u
∥∥∥∥∥
whih nishes the proof of Proposition 5.2.
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