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Linear filtering of a continuous dynamical system is considered where the 
noise appears multiplicatively. It is first shown that the solution process is a log 
normal process. The estimator equation and the variance quation for the filter 
are then derived, which are shown to be coupled. A successive approximation 
scheme is proposed whereby at each iteration step the estimator equation and 
the variance quation are separable and take forms similar to that of the Kalman- 
Bucy filter for the additive-noise case. 
l. INTRODUCTION 
In synchronous control systems, such as sinusoidal phase-lock loops, decision 
feedbackloops, data-added loops, and hybrid loops, noise and signal processes 
appear multiplicatively. For example, the equivalent noise process in a sinusoidal 
phase-lock loop is given by Lindsey (1972) 
N(t, ¢) -- cos ¢(t) Nc(t) @ sin ¢(t) N~(t) 
where Nc(t) and Ns(t ) are Gaussian noise processes and ¢(t )  = x(t)- ~(t) 
is the phase error of the signal process. In the case of small ¢(t) such that 
cos ¢( t )~ l and sin ¢( t )~ ¢(t), we have 
N(t, ¢) = Nc(t ) 47 ¢(t) N~(t) 
Hence, it is of practical interest to consider linear filtering of signal processes 
governed by dynamical equations with noise appearing multiplicatively. In 
this paper, we consider a scalar dynamical system governed by 
dx(t) = A(t) x(t) dt @ x(t) ~, Bi(t ) dill(t), t ~ t o (1) 
i=l 
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and 
X(to) - c ,  
with probability one. The noise [3i(t ) (i = 1, 2 , . ,  m) is a Wiener process with 
E d~i(t) = 0 
E dfidt ) drip(t) = O(t) dr, i = j, O(t) > 0 (2) 
=0,  i~ j .  
The observed signal is given by 
az(t) = c(t )  x(t) at + G(t) an(t), t ~ to, (3) 
and 
z(to) : d, 
with probability one. ~(t) is a Wiener process with 
E dr(t) = o 
(4) 
E[a,?(t)] 2 = R(t) dt, R(t) > 0 
The problem is to estimate x(t) given the observation (z(s) [ t o ~ s ~ t}. 
The solution of the differential Eq. (1) is studied in Section 2. It is shown 
that x(t) is a log normal process. The differential equations for the estimator 
and its associated variance are derived in Section 3 using Kushner's equation, 
followed by a discussion of possible solution procedures. 
2. SOLUTION PROCESS 
Consider the differential equation given by Eq. (1) where the coefficients 
A(t) and Bi(t), i ~ l,..., m, are assumed to be continuous and bounded on 
the interval [to, T]. We first note that it has a solution 
x(t) = c exp A(s) -- ½ ... B,2(s) O(s) as + Ui(s) dfii(s) (5) 
0 i=1 i~ l  to 
which can be easily verified upon differentiating Eq. (5) in the Ito sense. 
We remark that, for a more general scalar linear equation 
dy(t) = (A(t) y(t) + a(t)) dt + ~ (Bi(t) y(t) + bi(t)) df3i(t), t ~ t o 
y(to) = c, (6) 
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with continuous and bounded a(t) and bi(t), the solution has the form 
i= l  
THEOREa,I 1. Log x(t) is a normal process with mean 
and variance 
Hence, tile solution process x(t) of Eq. (1) is a log normal process. 
Proof. Taking logarithm of Eq. (5) gives 
logx(t) = log c @ A(s) -- ½ ~ Bi2(s) Q(s) ds @ ~ f Bi(s ) d~i(s ).
o i=1 i=1 to 
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(7) 
(8) 
(9) 
(11) 
COROLLARY. The third moment of x(t) is given by 
/~xa(t) ~-~ Ex(t)[t~x2(t)]2/az(t) (12) 
= B?(s) O(~) d~. 
i~1 to 
gar{ log  X(t)) = Bi($ ) Bj(st) E d~i(s ) d~i(3') 
i,j=l ~o to 
e{log x(t)} = log c + f* A(s) -- ½- Bie(s) Q(s) ds + Bi(s) E dfi,(s). 
~o i=1 ~=1 ~o (10) 
The last term of Eq. (10) vanishes in view of Eq. (2) and Eq. (8) is verified. 
Similarly, again using Eq. (2), 
Since the processes ill(t) are Wiener processes, log x(t) is a normal process 
with mean 
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o i~ l  
Proof. Let 
if' r(t) = ~(s )  d~(,) ,  
i=l to 
I t  is seen from Eq. (5) that 
x(t) := a(t) e r(t) 
where r(t) is a normal process with zero mean and variance 
a 2 -~ B~e(s) Q(s) as. 
i~1 to 
Noting that 
we thus have 
Be nr(t) ~ en~a2/2~ n ~ O r 
= a(t)  e~/2[~2(t) e s~/2] 
= ~,(t) e°~/~[~(t) e~oV~J~/~2(t) 
= Ex(t) [Ex2(t) ]e/a2(t) .  
. (13) 
(14) 
3. LINEAR FILTERING 
Let us denote by ~(t) the minimum-variance estimate of x(t) given the 
observation z(s), t o ~ s <~ t. It is then given by 
~(t) = E[x(t) ] z(s), t o ~ s ~ t] 
= f x(t)p(x t ~(s)) ax. (15) 
In order to derive the conditional density p(x  I z), we assume that: 
t 
f~ t c(s)l 2 as < oO. 
to 
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The Kushner's equation (1964) for conditional density is of the form 
dp(x(t) l z(s)) 
d 
-- dx [A(t) x(t) p(x(t) I z(s))] dt 
47 ~ ~ Bi2(t) Q(t) x2(t) p(x(t) [ z(s)) dt (16) 
47 C(t)(x(t) - ~(t))(G2(t) R(t)) -1 [dz ( t )  - -  C(t) ~(t) dt] p(x(t) i z(s)). 
Upon multiplying both sides of Eq. (16) by x(t) and simplifying, the differential 
equation for ~(t) is given by (suppressing t for convenience) 
d.~ = 3~ dt 47 C(~ 2 --  ~'2)(G 2R)-~ (dz --  C~ dt) 
(17) 
~'( t0 )  = c 
Consider now the variance equation. Denote 
P(t) = ~2(t) -- ~'z(t) (18) 
and 
dP(t) = dYc2(t) -- d~2(t). (19) 
Muhiplying Eq. (16) on both sides by x~(t) and integrating then gives 
= [2A~ ~ 47 ~ Bi~O_~ 2] dt q- C(~ a -  ~2~)(G2 R) -1 (dz --  C¢~ dr). (20) d2 2 
L i= l  .1 
The second term in Eq. (19), d~(t), is obtained by Ito differentiating the N2(t). 
It has the form 
d~ 2 = 2N d:~ 47 C2(N 2 -- ~2)2 (G 2R)-1 dt (21) 
= 2N[A~ dt 47 C(b 2 --  fc2)(G "~R) -1 (dz --  Co~ dt)] 47 C2(~ 2 -  b2)"(G 2R)-~ dt. 
The substitution of Eqs. (20) and (21) into Eq. (19) then gives 
dP = 2AP dt 47 CE(x --  b)a (G 2R) ~ (dz - -  Cb dt) -- C~P2(G ~R)-~ dt 
i~l i=i 
It is now seen from the Corollary in Section 2 (Eq. (12)) that, since 
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E(x -- k) = 0, the third moment E(x -- :~)a, having a factor E(x -- ~), is also 
zero. Hence, the second term in Eq. (22) vanishes and we have 
dP/dt = 2AP-  C2(G ~R) -1 p2 4- ~ B2Qp_  ~ Bi~Q~2 
i~1  i=i 
P(to) = c 2. 
(23) 
Equations (17) and (23) are the differential equations for the estimate and 
its variance. It is of interest o compare these equations with e well-known 
Kalman-Bucy filter for the additive-noise case (see, for example, Jazwinski 
(1970). In our case, the variance equation is no longer independent of the 
observed process and hence the filter gain cannot be precalculated. Indeed, 
the major difference is the addition of the terms ]~¢~__t Bi2(t)Q(t)~(t) in the 
variance quation which makes it necessary to solve these nonlinear differential 
equations imultaneously. 
One approach in obtaining the solutions to Eqs. (17) and (23) is successive 
approximation. Let us write these quations in the abbreviated forms 
du/dt = a lu+a2v+aauv ,  
dv/dt = blv 4-b2v 2 +b8u ~, 
u(o)  = c 
(24) 
v(O) =cL 
where u represents x(t) and v, P(t). Initializing v(t) by %(0 = v(O), Uo(t ) can 
be found by solving the linear equation 
duo/dt =- [ax 4- azVo]Uo -+- a2%. (25) 
The ith iteration of u(t) and 
dvt/dt 
dui/dt 
i 
v(t), ui and vi, are then found from 
= b~vi + Gvi 2 + b3u~_~ 
= (al + aavi) ui 4- a2vi 
=-1,2  ..... 
(26) 
where the equation for v i (the variance equation) is of the Riccati type and 
the equation for u~ (the estimator equation) is linear. Hence, the structure 
of these equations at each iteration step is similar to the Kalman-Bucy filter. 
The convergence of this scheme can be discussed parallel to the treatment of 
Ruymgaart and Soong (1971). One can show that, for well-behaved coefficient 
processes and for bounded ui and vi, there is a value of t, T 1 , such that 
I 2 __  u,+l u?l ~<KllVi+l v~l, 
where K 1 < 1 for t a [0, T1]; and there is another value of t, T~, such that 
I vi+~ v i+ l l<~GI  - - /g i+ l  - -  / ' / i  2 I 
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where K s < 1 for t ~ [0, T2]. Let T = min(T1, T~); we then have 
I v~+2 - v~+l I ~< K I v~+l - -  v i  I, t e [0, T],  
where K = K1K ~ < 1. The above statement implies convergence of the 
sequence {vi} and consequently the convergence of {ui} in t ~ [0, T]. For t > T, 
a reinitialization of %(t) = v(T)  gives convergent solutions to ui and vi following 
the same argument. 
Finally, let us note that he differential equation for vi can be transformed 
into a linear second-order equation. Let the transformation be 
~ = _ (d~i /d t ) (b~i ) -~.  (27) 
It is easy to verify that wi satisfies 
~i  - -  (bdbl - -  b~/b,) wi - -  2 blb~ui_lwi ~- 0 (28) 
where the overdot means derivative with respect o t. 
Another possible solution procedure is to reduce the coupled Eq. (24) to a 
single nonlinear equation. This can be accomplished by letting ~(t) = cos O(t) 
and P(t )  = sin 0(t) which gives rise to a Riccati-type quation in 0(t). 
4. CONCLUDING REMARKS 
The optimal (minimum-variance) linear filter with multiplicative noise 
has been derived. In comparison with the Kalman-Bucy result for the additive- 
noise case, multiplicative noise gives rise to coupled estimation equation and 
variance equation. The solutions, however, can be obtained by successive 
approximation where equations of the form in Kalman-Bucy filter are 
encountered at each approximation step. The generalization to multidimensional 
cases can be carried out following essentially the same procedure. 
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