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INVERSE ELASTIC SCATTERING FOR A RANDOM POTENTIAL
JIANLIANG LI, PEIJUN LI, AND XU WANG
Abstract. This paper is concerned with an inverse scattering problem for the time-harmonic elastic
wave equation with a rough potential. Interpreted as a distribution, the potential is assumed to be a
microlocally isotropic generalized Gaussian random field with the covariance operator being described
by a classical pseudo-differential operator. The goal is to determine the principal symbol of the
covariance operator from the scattered wave measured in a bounded domain which has a positive
distance from the domain of the potential. For such a rough potential, the well-posedness of the
direct scattering problem in the distribution sense is established by studying an equivalent Lippmann–
Schwinger integral equation. For the inverse scattering problem, it is shown with probability one that
the principal symbol of the covariance operator can be uniquely determined by the amplitude of the
scattered waves averaged over the frequency band from a single realization of the random potential.
The analysis employs the Born approximation in high frequency, asymptotics of the Green tensor for
the elastic wave equation, and microlocal analysis for the Fourier integral operators.
1. Introduction and statement of the main result
The scattering problems for elastic waves have significant applications in diverse scientific areas
such as geophysical exploration and nondestructive testing [18,31]. In medical diagnostics, elastog-
raphy is an emerging imaging modality that seeks to determine the mechanical properties of elastic
media from their response to exciting forces [28]. By mapping the elastic properties and stiffness of
soft tissues, it can give diagnostic information about the presence or status of disease [12]. Driven by
these applications, the underlying inverse problems, which are to determine the medium properties
based on the elastic wave equation, have been extensively studied and many mathematical results
are available, especially for the uniqueness [9,13,14,30]. We refer to [2] for a comprehensive account
of mathematical methods in elasticity imaging.
Stochastic modeling has been widely adopted to handle problems involving uncertainties and ran-
domness. In the research area of wave propagation, the wave fields may not be deterministic but
rather are described by random fields due to the uncertainties for the media and/or the environ-
ments. Therefore, it is more appropriate to consider the stochastic wave equations to describe the
wave motion. In addition to the ill-posedness and nonlinearity, stochastic inverse problems have
substantially more difficulties than their deterministic counterparts. The random parameters to be
determined in stochastic inverse problems can not be characterized by a particular realization, but
instead, by its statistics, such as expectation and covariance. Hence, the relationship between these
statistics and the wave fields needs to be established. In general, the statistics of the data for the
wave fields are required, which significantly increases the computational cost since a large number
of realizations is needed. It is an important and challenging problem to determine the statistics of
the random parameters through fewer realizations of the wave fields.
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The paper is concerned with an inverse scattering problem for the time-harmonic elastic wave
equation with a random potential in two and three dimensions. Specifically, we consider the sto-
chastic elastic wave equation
µ∆u+ (λ+ µ)∇∇ · u+ ω2u− V (·, ω)u = −δya in Rd, (1.1)
where d = 2 or 3, u ∈ Cd is the displacement, ω > 0 is the angular frequency, λ and µ are the
Lame´ constants satisfying µ > 0 and λ + 2µ > 0 such that the second-order partial differential
operator ∆∗ := µ∆ + (λ + µ)∇∇· is strongly elliptic (cf. [27, 10.4]), δy is the Dirac delta function
centered at the source point y ∈ Rd, and a is a unit polarization vector in Rd. The randomness of
(1.1) comes from the potential V , which represents a linear load inside a known homogeneous and
isotropic elastic solid and is considered to be a generalized Gaussian random field. Throughout, the
potential V is required to satisfy the following assumption.
Assumption 1. Assume that the centered random potential V has the form V (x, ω) = ρ(x)ω−θ,
where ρ is a microlocally isotropic Gaussian random field of order −m in D, θ > m−12 , and D is
a bounded domain with a locally Lipschitz boundary. It follows from Definition 2.1 that ρ has the
principal symbol φ(x)|ξ|−m with φ ∈ C∞0 (D) and φ ≥ 0. Hence, the potential V is also a microlocally
isotropic Gaussian random field of order −m with the principal symbol ω−2θφ(x)|ξ|−m.
We point out that the random potential V depends on the frequency ω in Assumption 1. This
particular form is convenient to prove the convergence of the Born series in the high frequency
regime. The frequency-dependent model is inspired by [16], where an inverse acoustic scattering
problem in half-space with an impedance boundary condition was considered; the impedance func-
tion, depending on the frequency, was assumed to be a microlocally anisotropic random field.
The displacement of the total field u ∈ Cd in (1.1) can be decomposed into
u(x, y) = ui(x, y) + us(x, y),
where us represents the scattered field and ui is the incident field given by
ui(x, y) = Gd(x, y, ω)a, x 6= y.
Here, Gd(x, y, ω) ∈ Cd×d denotes the Green tensor for the Navier equation. Explicitly,
Gd(x, y, ω) =
1
µ
Φd(x, y, κs)I +
1
ω2
∇x∇⊤x
[
Φd(x, y, κs)− Φd(x, y, κp)
]
, (1.2)
where I is the d× d identity matrix, κp and κs are known as the compressional and shear wavenum-
bers, respectively, and are defined by κp = cpω and κs = csω with cp = (λ + 2µ)
− 1
2 and cs = µ
− 1
2 ,
and Φd(x, y, κ) is the fundamental solution for the d-dimensional Helmholtz equation and is given
by
Φ2(x, y, κ) =
i
4
H
(1)
0 (κ|x− y|) and Φ3(x, y, κ) =
eiκ|x−y|
4π|x− y| .
Here H
(1)
0 is the Hankel function of the first kind with order zero. For a scalar function ϕ defined in
Rd, let
∇x∇⊤x ϕ =

∂2x1x1ϕ · · · ∂2x1xdϕ
...
. . .
...
∂2xdx1ϕ · · · ∂2xdxdϕ
 .
Since the elastic wave equation (1.1) is imposed in the whole space Rd, an appropriate radiation
condition is needed to complete the problem formulation. By the Helmholtz decomposition (cf. [8,
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Appendix B]), the scattered field us can be decomposed into two parts: the compressional wave
component usp and the shear wave component u
s
s , which read
us = usp + u
s
s in R
d \D.
The Kupradze–Sommerfeld radiation condition requires that usp and u
s
s satisfy the Sommerfeld
radiation condition
lim
r→∞ r
d−1
2
(
∂ru
s
p − iκpusp
)
= 0, lim
r→∞ r
d−1
2 (∂ru
s
s − iκsuss) = 0, r = |x|. (1.3)
There are few results for the inverse scattering problems in random settings due to the extra
challenge of randomness and uncertainties. For inverse random source scattering problems, when the
source is driven by an additive white noise, effective mathematical models and efficient computational
methods have been proposed for the stochastic acoustic and elastic wave equations [4–7,23,24]. To
determine the unknown parameters in the above models, in general, the data of the expectation and
variance for the measured wave field is needed, and hence a fairly large number of realizations of
the random source is required. If the source is described as a generalized Gaussian random field
whose covariance is a classical pseudo-differential operator, the results of uniqueness were established
in [20, 21] for the stochastic acoustic and elastic wave equations. It was shown that the principal
symbol of the covariance operator can be uniquely determined by the amplitude of the wave field
averaged over the frequency band. It is worth mentioning that the methods in [20,21] only require
the scattering data corresponding to a single realization of the random source. For the random
Schro¨dinger equation in R2 where the potential is a generalized Gaussian random field, it was proved
in [10] and [19] that the principal symbol of the covariance operator can be uniquely determined
by the backscattered far-field data associated with the plane wave and the scattered wave field
associated with the point source, respectively. Similarly, the approach only needs a single realization
of the random potential. A related work can be found in [16], where an inverse scattering problem
in a half-space with an impedance boundary condition was studied where the impedance function is
modeled as a generalized Gaussian random field.
In this work, we study both the direct and inverse scattering problems for the stochastic elastic
wave equation (1.1) along with the radiation condition (1.3). Given the random potential V , which
may be so rough that it can only be interpreted as a distribution, the direct scattering problem is to
determine the displacement u which satisfies (1.1) and (1.3) in an appropriate sense. Using Green’s
theorem and the Kupradze–Sommerfeld radiation condition, we deduce an equivalent Lippmann–
Schwinger integral equation. Based on the Fredholm alternative theorem and the unique continuation
principle, the Lippmann–Schwinger equation is shown to have a unique solution in the Sobolev space
with a positive smoothness index. The inverse scattering problem is to determine the function φ(x),
which represents the micro-correlation strength of the potential V , from the scattered field measured
in a bounded domain U which has a positive distance from D, i.e., U ⊂ Rd \D.
It is clear to note from the elastic wave equation (1.1) that the displacement u depends on the
observation point x, the location of the source point y, the angular frequency ω, and the unit
polarization vector a. To express explicitly the dependence of u on these quantities, we write
u(x, y, ω,a), ui(x, y, ω,a), us(x, y, ω,a), and uj(x, y, ω,a) in the Born series (cf. (4.1) and (4.2) for
the definition of uj) for u(x, y), u
i(x, y), us(x, y), and uj(x, y), respectively. Moreover, when the
observation point x coincides the source point y, for simplicity, we write us(x, ω,a) and uj(x, ω,a)
for us(x, x, ω,a) and uj(x, x, ω,a), respectively.
The following theorem concerns the uniqueness of the inverse scattering problem and is the main
result of this paper.
Theorem 1.1. Let p ∈ (d2 , 2), V satisfy Assumption 1 with m ∈ (2dp + d − 4, d] and U ⊂ Rd\D be
a bounded domain having a locally Lipschitz boundary and a positive distance from D. Then for all
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x ∈ U , it holds almost surely that
lim
Q→∞
1
Q− 1
∫ Q
1
ωm+2θ−2d+6
d∑
j=1
|us(x, ω,aj)|2dω = Cd
∫
Rd
1
|x− ζ|2d−2φ(ζ)dζ, (1.4)
where
Cd =
{
(c6−ms + c6−mp )/(2m+6π2), d = 2,
(2c8−ms + c8−mp )/(2m+8π4), d = 3,
and a1, ...,ad are d orthonormal vectors. Moreover, the function φ can be uniquely determined from
the integral equation (1.4) for all x ∈ U .
Since the scattered field us depends on the realization of the random potential V , the scattering
data given on the left hand side of (1.4) is random for any finite Q. However, (1.4) indicates that
the scattering data is statistically stable when Q approaches to infinity, i.e., it is independent of
the realization of the potential. The main result demonstrates that the function φ can be uniquely
determined by the amplitude of d scattered fields averaged over the frequency band, which are
generated by a single realization of the random potential. Here, the d scattered fields are excited
by the incident waves Gda1, ...,Gdad, where a1, ...,ad are orthonormal vectors in R
d. The proof of
the main result is quite technical. The analysis employs the Born approximation in high frequency,
asymptotics of the Green tensor for the elastic wave equation, and microlocal analysis for the Fourier
integral operators.
For readability, we briefly sketch the steps of the proof for the main result. As mentioned above,
the scattering problem (1.1) and (1.3) can be equivalently formulated as a Lippmann–Schwinger
integral equation which admits a unique solution. A careful analysis shows that the Born series of
the Lippmann–Schwinger integral equation
∑∞
j=0uj (cf. (4.1) and (4.2) for the definition of uj)
converges to the unique solution to the direct scattering problem when the angular frequency ω is
sufficiently large. Hence, the scattered field us can be written as
us = u1 + b, b =
∞∑
j=2
uj,
For the first item u1, by employing the asymptotic expansions of the Green tensor and microlocal
analysis for the Fourier integral operators via a multiple coordinate transformation, we show in
Theorems 5.1 and 6.1 that
lim
Q→∞
1
Q− 1
∫ Q
1
ωm+2θ−2d+6
d∑
j=1
|u1(x, ω,aj)|2dω = Cd
∫
Rd
1
|x− ζ|2d−2φ(ζ)dζ. (1.5)
For the second item b, by means of estimating the order with respect to the angular frequency ω,
we deduce in Sections 5.2 and 6.2 that
lim
Q→∞
1
Q− 1
∫ Q
1
ωm+2θ−2d+6|b(x, ω,a)|2dω = 0. (1.6)
Finally, the main result follows from (1.5)–(1.6) and the Cauchy–Schwartz inequality.
The paper is organized as follows. In Section 2, we briefly introduce the microlocally isotropic
generalized Gaussian random fields and present some of their properties. Section 3 concerns the
well-posedness of the direct scattering problem. We show that the direct problem is equivalent to
a Lippmann–Schwinger integral equation which is uniquely solvable for a distributional potential.
In Section 4, the Born series is studied for the Lippmann–Schwinger integral equation in the high
frequency regime. Sections 5 and 6 are devoted to the inverse scattering problems in two and three
dimensions, respectively. The paper is concluded with some general remarks and directions for future
work in Section 7.
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2. Generalized Gaussian random fields
In this section, we give a brief introduction to the microlocally isotropic generalized Gaussian
random fields. Let C∞0 (R
d) be the set of smooth functions with compact support, and D := D(Rd)
be the space of test functions, which is C∞0 (R
d) equipped with a locally convex topology. The dual
space D′ := D′(Rd) of D is called the space of distributions on Rd and is equipped with a weak-star
topology (cf. [1]). Denote by (Ω,F ,P) a complete probability space.
A function ρ is said to be a generalized random field if, for each ω˜ ∈ Ω, the realization ρ(ω˜)
belongs to D′(Rd) and the mapping
ω˜ ∈ Ω 7−→ 〈ρ(ω˜), ψ〉 ∈ R (2.1)
is a random variable for all ψ ∈ D, where 〈·, ·〉 denotes the dual product between D′ and D. The
distributional derivative of ρ ∈ D′ is defined by
〈∂xjρ, ψ〉 = −〈ρ, ∂xjψ〉 ∀ψ ∈ D, j = 1, . . . , d.
A generalized random field is said to be Gaussian if (2.1) defines a Gaussian random variable for all
ψ ∈ D.
For a generalized random field ρ ∈ D′, we can define its expectation Eρ ∈ D′ and covariance
operator Qρ : D → D′ as follows:
〈Eρ, ψ〉 := E〈ρ, ψ〉 ∀ψ ∈ D,
〈Qρψ1, ψ2〉 := Cov(〈ρ, ψ1〉, 〈ρ, ψ2〉) = E [(〈ρ, ψ1〉 − E〈ρ, ψ1〉)(〈ρ, ψ2〉 − E〈ρ, ψ2〉)] ∀ψ1, ψ2 ∈ D.
It follows from the continuity of Qρ and the Schwartz kernel theorem that there exists a unique
kernel function Kρ(x, y) satisfying
〈Qρψ1, ψ2〉 =
∫
Rd
∫
Rd
Kρ(x, y)ψ1(x)ψ2(y)dxdy ∀ψ1, ψ2 ∈ D.
The following definition can be found in [19] on the microlocally isotropic generalized Gaussian
random fields.
Definition 2.1. A generalized Gaussian random field ρ on Rd is called microlocally isotropic of order
−m in D with m ≥ 0 if the realizations of ρ are almost surely supported in D and its covariance
operator Qρ is a classical pseudo-differential operator having an isotropic principal symbol φ(x)|ξ|−m
with φ ∈ C∞0 (Rd), supp φ ⊂ D and φ ≥ 0.
Without loss of generality, we choose the bounded domain D which not only contains the support
of ρ almost surely but also has a locally Lipschitz boundary.
To have a better understanding of microlocally isotropic Gaussian random fields, we give an
example by introducing the centered fractional Gaussian fields (cf. [25, 26]) defined by
fm(x) := (−∆)−
m
4 W˙ (x), x ∈ Rd, (2.2)
where (−∆)−m4 is the fractional Laplacian and W˙ ∈ D′ denotes the white noise. It is shown in [25]
that the kernel Kfm(x, y) of fm is isotropic since its value depends only on the distance between x
and y, and fm is a microlocally isotropic Gaussian random field of order −m and satisfies Definition
2.1 with φ ≡ 1. In particular, if m ∈ (d, d + 2), the fractional Gaussian field fm defined above is a
translation of a classical fractional Brownian motion. More precisely,
f˜m(x) := 〈fm, δx − δ0〉, x ∈ Rd
has the same distribution as the classical fractional Brownian motion with Hurst parameter H =
m−d
2 ∈ (0, 1) up to a multiplicative constant.
The regularity and kernel functions can be obtained for the microlocally isotropic Gaussian random
fields by using the relationship between them and the fractional Gaussian fields defined in (2.2). It
is clear to note that the fractional Gaussian field fm defined by (2.2) has the same regularity as the
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microlocally isotropic Gaussian random field ρ of order −m in Definition 2.1. Hence, we may have
the following regularity results for the microlocally isotropic Gaussian random fields. The proof can
be found in [25].
Lemma 2.2. Let ρ be a microlocally isotropic Gaussian random field of order −m in D with m ∈
[0, d + 2).
(i) If m ∈ (d, d + 2), then ρ ∈ C0,α(D) almost surely for all α ∈ (0, m−d2 ).
(ii) If m ∈ [0, d], then ρ ∈W m−d2 −ǫ,p(D) almost surely for any ǫ > 0 and p ∈ (1,∞).
Moreover, the kernels for both ρ in Definition 2.1 and fm defined in (2.2) are isotropic and have
the same order. The following result gives the explicit expressions of the kernels for fm. The proof
can be found in [26].
Lemma 2.3. Let fm be a fractional Gaussian field defined by (2.2). Denote H =
m−d
2 . The kernel
function Kfm of fm has the following form:
(i) If m ∈ (0,∞) and H is not a nonnegative integer, then
Kfm(x, y) = C1(m,d)|x − y|2H ,
where C1(m,d) = 2
−mπ−
d
2Γ(d−m2 )/Γ(
m
2 ) with Γ(·) being the Gamma function.
(ii) If m ∈ (0,∞) and H is a nonnegative integer, then
Kfm(x, y) = C2(m,d)|x − y|2H ln |x− y|,
where C2(m,d) = (−1)H+12−m+1π− d2 /(H!Γ(m2 )).
(iii) If m = 0, then
Kfm(x, y) = δ(x− y),
where δ(·) is the Dirac delta function centered at 0.
We conclude this section by giving the kernel function of a microlocally isotropic Gaussian random
field in Definition 2.1, which has the form
Kρ(x, y) = φ(x)Kfm(x, y) + h(x, y),
where φKfm is the leading term with strength φ and h is a smooth residual (cf. [19]).
3. The direct scattering problem
According to Lemma 2.2, if m ∈ (d, d + 2), the random potential V is a Ho¨lder continuous
function almost surely and has enough regularity such that the scattering problem (1.1) and (1.3)
is well-posed in the traditional sense (cf. [8]). However, if m ∈ [0, d], then the random potential
V (·, ω) ∈ W m−d2 −ǫ,p(D) is a distribution, and the elastic wave equation (1.1) should be considered
in the distribution sense instead. In this section, we study the well-posedness of the scattering
problem (1.1) and (1.3) under Assumption 1 withm ∈ [0, d] by considering the equivalent Lippmann–
Schwinger integral equation.
In the sequel, we denote byX := Xd = {g = (g1, · · · , gd)⊤ : gj ∈ X, ∀ j = 1, · · · , d} the Cartesian
product vector space of X, and use the notationW r,p := (W r,p(Rd))d andHr :=W r,2 for simplicity.
The notation a . b or a & b stands for a ≤ Cb or a ≥ Cb, where C is a positive constant whose
value is not required but should be clear from the context.
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3.1. The Lippmann–Schwinger integral equation. Based on the Green tensorGd given in (1.2)
and given a source point y ∈ Rd, the Lippmann–Schwinger integral equation takes the form
u(x, y) +
∫
D
Gd(x, z, ω)V (z, ω)u(z, y)dz = Gd(x, y, ω)a, x ∈ Rd, x 6= y. (3.1)
For a fixed y ∈ Rd, define two scattering operators Hω and Kω by
(Hωu)(x) := [Hωu(·, y)](x) =
∫
Rd
Gd(x, z, ω)u(z, y)dz
and
(Kωu)(x) := [Kωu(·, y)](x) =
∫
Rd
Gd(x, z, ω)V (z, ω)u(z, y)dz,
which have the following properties.
Lemma 3.1. Let p ∈ (d2 , 2) and V satisfy Assumption 1 with m ∈ (2dp + d− 4, d]. Let O ⊂ Rd be a
bounded set and V ⊂ Rd be a bounded open set with a locally Lipschitz boundary.
(i) The operator Hω :H
−β
0 (O)→Hβ(V) is bounded for any β ∈ (0, 2 − d2 ].
(ii) The operator Hω :W
−γ,p
0 (O)→W γ,q(V) is compact for any γ ∈ (0, 2 − dp ) and q satisfying
1
p
+ 1
q
= 1.
(iii) The operator Kω :W
γ,q(V)→W γ,q(V) is compact for any γ ∈ (d−m2 , 2− dp) and q satisfying
1
p
+ 1
q
= 1.
Proof. The result in (i) follows directly from Lemma 4.2 in [20].
For (ii), note that for p ∈ (d2 , 2) and γ ∈ (0, 2 − dp), there exists β = 2 − d2 such that γ < β,
1
2 − β−γd < 1q and the embeddings
W
−γ,p
0 (O) →֒H−β0 (O)
and
Hβ(V) →֒W γ,q(V)
are compact according to the Kondrachov compact embedding theorem (cf. [1]). Combining the
result in (i), we show that Hω is compact from W
−γ,p
0 (O) to W γ,q(V).
Next we show (iii). For the operator Kω, it follows from Lemma 2.2 that V (·, ω) ∈W
m−d
2
−ǫ,p′ for
any ǫ > 0 and p′ > 1. Then for any p ∈ (d2 , 2) and γ ∈ (d−m2 , 2 − dp), by the Kondrachov compact
embedding theorem, there exists some p′ > 1 satisfying 1
p′
−
m−d
2
−ǫ+γ
d
< 1
p˜
with p˜ = p2−p such that
W
m−d
2
−ǫ,p′
0 (D) →֒ W−γ,p˜0 (D)
and V (·, ω) ∈W−γ,p˜0 (D). Hence, for any v ∈W γ,q(V), we obtain from [19, Lemma 2] that V (·, ω)v ∈
W−γ,p with
‖V (·, ω)v‖W−γ,p . ‖V (·, ω)‖W−γ,p˜‖v‖W γ,q ,
where
‖v‖W γ,q :=
 d∑
j=1
‖vj‖2W γ,q
 12 , v = (v1, · · · , vd)⊤.
As a result, we have Kωv = Hω(V (·, ω)v) ∈W γ,q(V), which, together with (ii), implies that Kω is
compact from W γ,q(V) to W γ,q(V). 
The following result gives the well-posedness of the Lippmann–Schwinger integral equation (3.1).
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Theorem 3.2. Let p ∈ (d2 , 2) and V satisfy Assumption 1 with m ∈ (2dp + d − 4, d]. Then the
Lippmann–Schwinger integral equation (3.1) admits a unique solution u ∈W γ,qloc almost surely with
γ ∈ (d−m2 , 2− dp) and 1p + 1q = 1.
Proof. Let V ⊂ Rd be any bounded open set with a locally Lipschitz boundary. By the definition of
the operator Kω, the Lippmann–Schwinger integral equation (3.1) can be written as
[(I +Kω)u(·, y)](x) = Gd(x, y, ω)a, x ∈ Rd, (3.2)
where y ∈ Rd is fixed and I is the identity operator. It follows from Lemma 3.1 that the operator I+
Kω :W
γ,q(V)→W γ,q(V) is Fredholm. Moreover, it is shown in [20, Lemma 4.1] that Gd(·, y, ω) ∈
(W 1,p
′
(V))d×d with p′ ∈ (1, 3 − d2). Choosing p′ = 3 − d2 − ǫ with ǫ > 0 being sufficiently small, we
obtain from the Kondrachov compact embedding theorem that the embeddingW 1,p
′
(V) →֒W γ,q(V)
is compact, which indicates that the right-hand side of (3.2) satisfies Gd(·, y, ω)a ∈W γ,q(V).
By the Fredholm alternative theorem, the Lippmann–Schwinger integral equation (3.2) has a
unique solution u ∈W γ,q(V) if
(I +Kω)u = 0 (3.3)
has only the trivial solution u ≡ 0, which has been proved in [21, Theorem 3.3]. 
3.2. Well-posedness. Now we show the existence and uniqueness of the solution of (1.1) in the
distribution sense by utilizing the Lippmann–Schwinger integral equation.
Theorem 3.3. Let p ∈ (d2 , 2) and V satisfy Assumption 1 with m ∈ (2dp +d−4, d]. The elastic wave
equation (1.1) together with the radiation condition (1.3) is well-defined in the distribution sense,
and admits a unique solution u ∈W γ,qloc almost surely with γ ∈ (d−m2 , 2− dp) and 1p + 1q = 1.
Proof. First we show the existence of the solution of (1.1). It suffices to show that the solution of
the Lippmann–Schwinger integral equation (3.1) is also a solution of (1.1) in the distribution sense.
Suppose that u∗ ∈W γ,qloc is the solution of (3.1) and satisfies
u∗(x, y) +
∫
Rd
Gd(x, z, ω)V (z, ω)u
∗(z, y)dz = Gd(x, y, ω)a, x ∈ Rd.
Since the Green tensor Gd is the fundamental solution for the operator ∆
∗ + ω2I, we have
(∆∗ + ω2I)Gd(·, y, ω) = −δyI,
where the Dirac delta function δ(·) is a distribution, i.e., δ ∈ D′. Hence, we get for any ψ ∈ D that
〈(∆∗ + ω2I)Gd(·, y, ω),ψ〉 = −〈δyI,ψ〉 = −ψ(y).
For any ψ ∈ D, a simple calculation yields
〈µ∆u∗ + (λ+ µ)∇∇ · u∗ + ω2u∗ − V (·, ω)u∗,ψ〉
=−
〈∫
Rd
(
∆∗ + ω2I
)
Gd(·, z, ω)V (z, ω)u∗(z, y)dz,ψ
〉
+
〈(
∆∗ + ω2I
)
Gd(·, y, ω)a,ψ
〉 − 〈V (·, ω)u∗,ψ〉
=−
∫
Rd
(V (z, ω)u∗(z, y))⊤
〈(
∆∗ + ω2I
)
Gd(·, z, ω),ψ
〉
dz
+ a⊤
〈(
∆∗ + ω2I
)
Gd(·, y, ω),ψ
〉 − 〈V (·, ω)u∗,ψ〉
=
∫
Rd
(V (z, ω)u∗(z, y))⊤ψ(z)dz − a⊤ψ(y) − 〈V (·, ω)u∗,ψ〉
=− 〈δya,ψ〉,
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which implies that u∗ ∈W γ,qloc is also a solution of (1.1) and shows the existence of the solution of
(1.1) according to Theorem 3.2.
The uniqueness of the solution of (1.1) is obtained by using the same procedure as that of the
Lippmann–Schwinger equation. It requires to show that if a = 0, then any solution u of the
homogeneous equation (1.1) in the distribution sense is also a solution of (3.3) with a = 0, i.e.,
u ≡ 0. In fact, let u be any solution of (1.1) with a = 0. Then u satisfies
∆∗u+ ω2u = V (·, ω)u
in the distribution sense, where V (·, ω) ∈W
m−d
2
−ǫ,p′
0 (D) →֒W−γ,p˜0 (D) for some p′ > 1 and p˜ = p2−p ,
u ∈ W γ,qloc and V (·, ω)u ∈ W−γ,p according to the proof of Lemma 3.1. Let Br be an open ball
with radius r large enough such that D ⊂ Br. It follows from the proof of Theorem 3.2 that
1BrGd(·, y, ω) ∈ (W γ,q)d×d, where 1Br denotes the characteristic function. Hence, we get∫
Br
Gd(x, z, ω)
[
∆∗u(z) + ω2u(z)
]
dz =
∫
Br
Gd(x, z, ω)V (z, ω)u(z)dz. (3.4)
Denote by T the operator that maps u to the left-hand side of (3.4). For ψ ∈ D, by the similar
arguments as those in the proof of [20, Lemma 4.3], we obtain
(Tψ)(x) = −ψ(x) +
∫
∂Br
[Gd(x, z, ω)Pψ(z) − PGd(x, z, ω)ψ(z)] ds(z),
where P is the generalized stress vector on ∂Br defined by Pψ := µ
∂ψ
∂ν
+ (λ + µ)(∇ · ψ)ν with
ν being the unit outward normal vector on the boundary ∂Br. Since u can be approximated by
smooth functions, we have
−u(x) +
∫
∂Br
[
Gd(x, z, ω)Pu(z) − PGd(x, z, ω)u(z)
]
ds(z) =
∫
Br
Gd(x, z, ω)V (z, ω)u(z)dz.
Letting r →∞ and using the radiation condition, we get
u(x) = −
∫
Rd
Gd(x, z)V (z, ω)u(z)dz,
which indicates that u is also a solution of the Lippmann–Schwinger equation (3.1) with a = 0, and
hence u ≡ 0 according to Theorem 3.2. 
4. The Born series
The results in the previous section indicate that the original scattering problem (1.1) and (1.3),
which is interpreted in the distribution sense, is equivalent to the Lippmann–Schwinger integral
equation (3.1). In the sequel, we may just focus on the Lippmann–Schwinger integral equation (3.1).
To get an explicit expression of the solution, we consider the Born sequence of the Lippmann–
Schwinger integral equation
uj(x, y) = [−Kωuj−1(·, y)](x), j ∈ N, (4.1)
where the leading term is
u0(x, y) = Gd(x, y, ω)a. (4.2)
In this section, the goal is to prove that the Born series
∑∞
j=0 uj converges to the solution u for
sufficiently large ω.
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4.1. Estimates of the scattering operators. Before showing the convergence of the Born series,
we first introduce a weighted space which is equipped with a weighted Lp-norm (cf. [22]). For any
δ ∈ R, let
Lpδ(R
d) := {f ∈ L1loc(Rd) : ‖f‖Lp
δ
<∞},
which is denoted by Lpδ for short and is equipped with the norm
‖f‖Lp
δ
:= ‖(1 + | · |2) δ2 f‖Lp =
(∫
Rd
(1 + |x|2) δp2 |f(x)|pdx
) 1
p
.
Define the space
Hs,pδ (R
d) := {f ∈ S ′ : (I −∆) s2 f ∈ Lpδ},
which is denoted by Hs,pδ for short if there is no ambiguity and is equipped with the norm
‖f‖Hs,pδ = ‖(I −∆)
s
2 f‖Lpδ .
Here S ′ denotes the dual space of S which is the space of all rapidly decreasing functions. For
simplicity, let Hsδ := H
s,2
δ . For any s ∈ R and δ ∈ [0, 1], it is easy to verify that
‖f‖Hsδ = ‖(I −∆)
s
2 f‖L2
δ
= ‖(1 + | · |2) δ2 (I −∆) s2 f‖L2
= ‖(I −∆) δ2 (1 + | · |2) s2 fˆ‖L2 (4.3)
= ‖(1 + | · |2) s2 fˆ‖Hδ
& ‖(1 + | · |2) s2 fˆ‖L2 = ‖f‖Hs ,
where we have used [11, Theorem 13.5] to obtain the inequality.
Based on these weighted norms, the operators Hω and Kω can be estimated as follows.
Lemma 4.1. For any s ∈ (0, 12) and ǫ > 0, the following estimates hold:
‖Hω‖L(H−s1 ,Hs−1) . ω
−1+2s, (4.4)
‖Hω‖L(H−s1 ,L∞) . ω
s+ǫ+ d
2
−1. (4.5)
Proof. The Green tensor Gd(x, y) satisfies
µ∆Gd(x, y) + (λ+ µ)∇∇ ·Gd(x, y) + ω2Gd(x, y) = −δ(x− y)I in Rd. (4.6)
Taking the Fourier transform on both sides of (4.6) with respect to x− y leads to
−µ|ξ|2Ĝd(ξ)− (λ+ µ)ξ · ξ⊤Ĝd(ξ) + ω2Ĝd(ξ) = −I,
where ξ = (ξ1, . . . , ξd)
⊤. A simple calculation gives
Ĝd(ξ) =
c2s c
2
p
(|ξ|2 − c2sω2)(|ξ|2 − c2pω2)
Ad(ξ), (4.7)
where the matrix
A2 =
[
µ|ξ|2 − ω2 + (λ+ µ)ξ22 −(λ+ µ)ξ1ξ2
−(λ+ µ)ξ1ξ2 µ|ξ|2 − ω2 + (λ+ µ)ξ21
]
and
A3 =
µ|ξ|
2 − ω2 + (λ+ µ)(ξ22 + ξ23) −(λ+ µ)ξ1ξ2 −(λ+ µ)ξ1ξ3
−(λ+ µ)ξ1ξ2 µ|ξ|2 − ω2 + (λ+ µ)(ξ21 + ξ23) −(λ+ µ)ξ2ξ3
−(λ+ µ)ξ1ξ3 −(λ+ µ)ξ2ξ3 µ|ξ|2 − ω2 + (λ+ µ)(ξ21 + ξ22)

Clearly, the matrix function Ĝ3 has the same form and hence the same singularity as Ĝ2. Therefore,
we only give the proof of (4.4) for the case d = 2. The proof can be obtained similarly by following
the same procedure for the case d = 3.
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Let f = (f1, f2)
⊤ ∈ C∞0 and g = (g1, g2)⊤ ∈ C∞0 . We have from the Parseval identity that
〈Hωf ,g〉 =
∫
R2
Ĥωf(ξ)gˆ(ξ)dξ =
∫
R2
Ĝ2(ξ)fˆ (ξ)gˆ(ξ)dξ
=
∫
R2
([
Ĝ2,11(ξ)fˆ1(ξ) + Ĝ2,12(ξ)fˆ2(ξ)
]
gˆ1(ξ)
+
[
Ĝ2,21(ξ)fˆ1(ξ) + Ĝ2,22(ξ)fˆ2(ξ)
]
gˆ2(ξ)
)
dξ, (4.8)
where Ĝ2,ij denotes the (i, j)-entry of Ĝ2. Noting that each term in (4.8) has the same singularity
at the points |ξ| = csω and |ξ| = cpω, we only need to estimate the terms∫
R2
Ĝ2,11(ξ)fˆ1(ξ)gˆ1(ξ)dξ = c
2
s c
2
p
∫
R2
µ|ξ|2 − ω2 + (λ+ µ)ξ22
(|ξ|2 − c2sω2)(|ξ|2 − c2pω2)
fˆ1(ξ)gˆ1(ξ)dξ, (4.9)∫
R2
ˆG2,12(ξ)fˆ2(ξ)gˆ1(ξ)dξ = c
2
s c
2
p
∫
R2
−(λ+ µ)ξ1ξ2
(|ξ|2 − c2sω2)(|ξ|2 − c2pω2)
fˆ2(ξ)gˆ1(ξ)dξ, (4.10)
and the other two terms can be estimated similarly.
Define the Bessel potential operator J s by
J sh(x) = F−1[(1 + |ξ|2) s2 hˆ(ξ)](x) ∀ s ∈ R, h ∈ S,
where F−1 is the inverse Fourier transform. To deal with the singularity, we split the whole space
R2 into three parts:
Ω1 := {ξ ∈ R2 : ‖ξ| − csω| < ε1ω},
Ω2 := {ξ ∈ R2 : ‖ξ| − csω| > ε1ω and ‖ξ| − cpω| < ε2ω},
Ω3 := {ξ ∈ R2 : ‖ξ| − csω| > ε1ω and ‖ξ| − cpω| > ε2ω},
where ε1 > 0 and ε2 > 0 are two constants.
First we estimate (4.9). Let
Ij := c
2
s c
2
p
∫
Ωj
µ|ξ|2 − ω2 + (λ+ µ)ξ22
(|ξ|2 − c2sω2)(|ξ|2 − c2pω2)
fˆ1(ξ)gˆ1(ξ)dξ
= c2s c
2
p
∫
Ωj
µ|ξ|2 − ω2 + (λ+ µ)ξ22
(|ξ|2 − c2sω2)(|ξ|2 − c2pω2)
(1 + |ξ|2)sĴ −sf1(ξ)Ĵ −sg1(ξ)dξ, j = 1, 2, 3.
For the term I3, using the definition of Ω3 and noting
|(λ+ µ)ξ22 | = |(λ+ 2µ)ξ22 − µξ22 | ≤ (λ+ 2µ)|ξ|2 − ω2 + µ|ξ|2 − ω2 + 2ω2
and∣∣∣∣ µ|ξ|2 − ω2 + (λ+ µ)ξ22(|ξ|2 − c2sω2)(|ξ|2 − c2pω2)
∣∣∣∣ . 1‖ξ|2 − c2pω2| + 1‖ξ|2 − c2sω2| + ω
2
|(|ξ|2 − c2sω2)(|ξ|2 − c2pω2)|
,
we get
|I3| .
∫
Ω3
[
(1 + |ξ|2)s
‖ξ|2 − c2pω2|
+
(1 + |ξ|2)s
‖ξ|2 − c2sω2|
+
ω2(1 + |ξ|2)s
|(|ξ|2 − c2sω2)(|ξ|2 − c2pω2)|
] ∣∣Ĵ−sf1(ξ)∣∣∣∣Ĵ −sg1(ξ)∣∣dξ
. ω−2+2s
∫
Ω3
∣∣Ĵ−sf1(ξ)∣∣∣∣Ĵ −sg1(ξ)∣∣dξ
. ω−2+2s‖f1‖H−s‖g1‖H−s ,
where in the second step we have used the following estimates: if |ξ| < (cp − ε2)ω, then
(1 + |ξ|2)s
‖ξ|2 − c2pω2|
≤ (1 + |ξ|
2)s
ε2ω(|ξ|+ cpω) ≤
(1 + |(cp − ε2)ω|2)s
ε2cpω2
. ω−2+2s;
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if |ξ| > (cp + ε2)ω in Ω3, then
(1 + |ξ|2)s
‖ξ|2 − c2pω2|
≤ (1 + |ξ|
2)s
ε2ω(|ξ|+ cpω) ≤
(2|ξ|2)s
ε2ω|ξ| .
1
ω|ξ|1−2s . ω
−2+2s.
For the term I1, we have
I1 = c
2
p
∫
Ω1
1
|ξ|2 − c2pω2
(1 + |ξ|2)sĴ−sf1(ξ)Ĵ −sg1(ξ)dξ
+c2sc
2
p
∫
Ω1
(λ+ µ)ξ22
(|ξ|2 − c2sω2)(|ξ|2 − c2pω2)
(1 + |ξ|2)sĴ−sf1(ξ)Ĵ −sg1(ξ)dξ
=: I11 + I12.
For ξ ∈ Ω1, we can choose ε1 small enough such that ‖ξ| − cpω| ≥ cω for some c > 0, and follow
similarly the estimate of I3 to get
|I11| . ω−2+2s‖f1‖H−s‖g1‖H−s .
To estimate I12, we make the following change of variables:
ξ∗ = ξ + 2(csω − |ξ|)ξ˜ = 2csωξ˜ − ξ,
where ξ˜ := ξ/|ξ|. It can be easily verified that the change of variables maps the domain Ω11 := {ξ ∈
R2 : csω−ε1ω < |ξ| < csω} to the domain Ω12 := {ξ ∈ R2 : csω < |ξ| < csω+ε1ω}, and the Jacobian
for the change of variables is
J(ξ) =
2csω
|ξ| − 1.
Using the fact Ω1 = Ω11 ∪ Ω12 ∪ {ξ ∈ R2 : |ξ| = csω} with {ξ ∈ R2 : |ξ| = csω} being a set of zero
measure, we obtain
I12 = c
2
sc
2
p
∫
Ω11∪Ω12
(λ+ µ)ξ22
(|ξ|2 − c2sω2)(|ξ|2 − c2pω2)
(1 + |ξ|2)sĴ −sf1(ξ)Ĵ −sg1(ξ)dξ
= c2sc
2
p
∫
Ω12
(λ+ µ)ξ22
(|ξ|2 − c2sω2)(|ξ|2 − c2pω2)
(1 + |ξ|2)sĴ −sf1(ξ)Ĵ −sg1(ξ)dξ
+c2sc
2
p
∫
Ω12
(λ+ µ)ξ∗2
2
(|ξ∗|2 − c2sω2)(|ξ∗|2 − c2pω2)
(1 + |ξ∗|2)sĴ −sf1(ξ∗)Ĵ −sg1(ξ∗)J(ξ)dξ
= c2sc
2
p
∫
Ω12
m1(ξ, ω)(1 + |ξ|2)sĴ −sf1(ξ)Ĵ −sg1(ξ)dξ
+c2sc
2
p
∫
Ω12
m2(ξ, ω)
[
(1 + |ξ∗|2)sĴ −sf1(ξ∗)Ĵ −sg1(ξ∗)− (1 + |ξ|2)sĴ −sf1(ξ)Ĵ −sg1(ξ)
]
J(ξ)dξ
=: I13 + I14,
where
m1(ξ, ω) =
(λ+ µ)ξ22
(|ξ|2 − c2sω2)(|ξ|2 − c2pω2)
+
(λ+ µ)ξ∗2
2
(|ξ∗|2 − c2sω2)(|ξ∗|2 − c2pω2)
J(ξ),
m2(ξ, ω) =
(λ+ µ)ξ∗2
2
(|ξ∗|2 − c2sω2)(|ξ∗|2 − c2pω2)
.
For ξ ∈ Ω12, it is not difficult to show that ξ∗ ∈ Ω11 with |ξ∗|2 = 4c2sω2 + |ξ|2 − 4csω|ξ|. Then there
exists a constant C > 0 such that ∣∣∣∣ (λ+ µ)ξ22|ξ|2 − c2pω2
∣∣∣∣ ≤ C
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and∣∣∣∣ 1|ξ|2 − c2sω2 + 1|ξ∗|2 − c2sω2J(ξ)
∣∣∣∣ = ∣∣∣∣ 1(|ξ| − csω)(|ξ|+ csω) + 1(|ξ| − csω)(|ξ| − 3csω) 2csω − |ξ||ξ|
∣∣∣∣
=
2c2sω
2 − 2csω|ξ|
(|ξ| − csω)(|ξ|+ csω)(|ξ| − 3csω)|ξ| . ω
−2,
which leads to
|m1(ξ, ω)| ≤
∣∣∣∣ (λ+ µ)ξ22|ξ|2 − c2pω2
[
1
|ξ|2 − c2sω2
+
1
|ξ∗|2 − c2sω2
J(ξ)
]∣∣∣∣
+
∣∣∣∣ J(ξ)|ξ∗|2 − c2sω2
[
(λ+ µ)ξ∗2
2
|ξ∗|2 − c2pω2
− (λ+ µ)ξ
2
2
|ξ|2 − c2pω2
]∣∣∣∣ . ω−2.
Hence, the term I13 admits the estimate
|I13| . ω−2+2s‖f1‖H−s‖g1‖H−s .
The item I14 can be decomposed as
I14 = c
2
sc
2
p
∫
Ω12
m2(ξ, ω)
[
(1 + |ξ∗|2)s − (1 + |ξ|2)s] Ĵ−sf1(ξ)Ĵ −sg1(ξ)J(ξ)dξ
+c2sc
2
p
∫
Ω12
m2(ξ, ω)(1 + |ξ∗|2)s
[Ĵ −sf1(ξ∗)− Ĵ −sf1(ξ)]Ĵ−sg1(ξ)J(ξ)dξ
+c2sc
2
p
∫
Ω12
m2(ξ, ω)(1 + |ξ∗|2)s
[Ĵ −sg1(ξ∗)− Ĵ −sg1(ξ)]Ĵ−sf1(ξ∗)J(ξ)dξ
=: I15 + I16 + I17.
By the mean value theorem, we get∣∣m2(ξ, ω) [(1 + |ξ∗|2)s − (1 + |ξ|2)s] J(ξ)∣∣
=
∣∣∣∣ (λ+ µ)(ξ∗2)2(|ξ∗|2 − c2sω2)(|ξ∗|2 − c2pω2)s (1 + θ|ξ∗|2 + (1− θ)|ξ|2)s−1 (|ξ∗|2 − |ξ|2)2csω − |ξ||ξ|
∣∣∣∣
=
∣∣∣∣ (λ+ µ)(ξ∗2)2(|ξ| − csω)(|ξ| − 3csω)(|ξ∗|2 − c2pω2)s (1 + θ|ξ∗|2 + (1− θ)|ξ|2)s−1 4csω(csω − |ξ|)2csω − |ξ||ξ|
∣∣∣∣
. ω−2+2s,
which shows that
|I15| . ω−2+2s‖f1‖H−s‖g1‖H−s .
To estimate I16 and I17, we employ the following characterization of W
1,p(Rd) introduced in [15].
Lemma 4.2. For 1 < p ≤ ∞, the function u ∈ W 1,p(Rd) if and only if there exist g ∈ Lp(Rd) and
C > 0 such that
|u(x)− u(y)| ≤ C|x− y|(g(x) + g(y)).
Moreover, we can choose g =M(|∇u|), where M is defined by
M(f)(x) = sup
r>0
1
|B(x, r)|
∫
B(x,r)
|f(y)|dy
and is called the Hardy–Littlewood maximal function of f .
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For f1 ∈ C∞0 , we have Ĵ−sf1 ∈ S ⊂ H1. An application of Lemma 4.2 gives∣∣∣Ĵ−sf1(ξ∗)− Ĵ−sf1(ξ)∣∣∣ . ∣∣csω − |ξ|∣∣[M(|∇Ĵ −sf1|)(ξ∗) +M(|∇Ĵ−sf1|)(ξ)]. (4.11)
By [29, Theorem 2.1], we get
‖M(|∇Ĵ −sf1|)‖L2 . ‖∇Ĵ−sf1‖L2 . ‖(I −∆)
1
2 Ĵ−sf1‖L2
= ‖(I −∆) 12 (1 + | · |2)− s2 fˆ1(·)‖L2 = ‖f1‖H−s1 , (4.12)
where (4.3) is used in the last step. Combining (4.11) and (4.12) gives
|I16| . ω−1+2s
∫
Ω12
[
M(|∇Ĵ −sf1|)(ξ∗) +M(|∇Ĵ −sf1|)(ξ)
]|Ĵ −sg1(ξ)|dξ
. ω−1+2s‖f1‖H−s
1
‖g1‖H−s .
The item I17 can be similarly estimated and satisfies
|I17| . ω−1+2s‖f1‖H−s‖g1‖H−s1 .
Hence we conclude from the above estimates that
|I1| . ω−1+2s‖f1‖H−s1 ‖g1‖H−s1 .
Similarly, we may repeat the steps for the estimate of I1 and show that
|I2| . ω−1+2s‖f1‖H−s1 ‖g1‖H−s1 .
It follows from the estimates of Ij, j = 1, 2, 3 that (4.9) satisfies the estimate∣∣∣∣∫
R2
Ĝ2,11(ξ)fˆ1(ξ)gˆ1(ξ)dξ
∣∣∣∣ . ω−1+2s‖f1‖H−s1 ‖g1‖H−s1 .
Next is to estimate (4.10). Let
IIj := −c2s c2p
∫
Ωj
(λ+ µ)ξ1ξ2
(|ξ|2 − c2sω2)(|ξ|2 − c2pω2)
fˆ2(ξ)gˆ1(ξ)dξ
= −c2s c2p
∫
Ωj
(λ+ µ)ξ1ξ2
(|ξ|2 − c2sω2)(|ξ|2 − c2pω2)
(1 + |ξ|2)sĴ −sf2(ξ)Ĵ −sg1(ξ)dξ, j = 1, 2, 3.
Following the same estimate as that of I3 and noting
|(λ+ µ)ξ1ξ2| = |(λ+ 2µ)ξ1ξ2 − µξ1ξ2| ≤ (λ+ 2µ)|ξ|
2 − ω2
2
+
µ|ξ|2 − ω2
2
+ ω2,
we have
|II3| . ω−2+2s‖f2‖H−s‖g1‖H−s .
As for the estimate of
II1 = −c2s c2p
∫
Ω1
(λ+ µ)ξ1ξ2
(|ξ|2 − c2sω2)(|ξ|2 − c2pω2)
(1 + |ξ|2)sĴ−sf2(ξ)Ĵ −sg1(ξ)dξ,
it is similar to that of I12 and admits
|II1| . ω−1+2s‖f2‖H−s1 ‖g1‖H−s1 ,
which may further lead to the estimate
|II2| . ω−1+2s‖f2‖H−s1 ‖g1‖H−s1 .
Combining the above estimates yields∣∣∣∣∫
R2
Ĝ2,11(ξ)fˆ1(ξ)gˆ1(ξ)dξ
∣∣∣∣ . ω−1+2s‖f2‖H−s1 ‖g1‖H−s1 .
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It follows from the estimates of (4.9)–(4.10) that (4.8) has the following estimate:
|〈Hωf ,g〉| . ω−1+2s‖f‖H−s1 ‖g‖H−s1 ∀ f ,g ∈ C
∞
0 .
This result can be extended for any f ,g ∈H−s1 since C∞0 is dense in H−s1 . The density argument
can be found in [22, Theorem 2.2]. It then completes the proof of (4.4).
To prove (4.5), let f = (f1, · · · , fd)⊤ ∈ C∞0 . We have
(Hωf)(x) =
∫
Rd
Gd(x, y)f(y)dy
=
∫
Rd
(1 + |ξ|2) s2 Ĝd(x, ξ)Ĵ −sf(ξ)dξ
=
∫
Rd
(1 + |ξ|2) s2

Ĝd,11(x, ξ)Ĵ −sf1(ξ) + · · · + Ĝd,1d(x, ξ)Ĵ −sfd(ξ)
...
Ĝd,d1(x, ξ)Ĵ −sf1(ξ) + · · · + Ĝd,dd(x, ξ)Ĵ −sfd(ξ)
 dξ, (4.13)
where Ĝd(x, ξ), different from Ĝd(ξ), denotes the Fourier transform of Gd(x, y) obtained by taking
the Fourier transform on both sides of (4.6) with respect to y and satisfies
−µ|ξ|2Ĝd(x, ξ)− (λ+ µ)ξ · ξ⊤Ĝd(x, ξ) + ω2Ĝd(x, ξ) = −e−ix·ξI.
Comparing the above equation with (4.7), we get Ĝd,ij(x, ξ) = e
−ix·ξĜd,ij(ξ). It follows from the
same arguments as those for the item (4.9) that∣∣∣∣∫
Rd
(1 + |ξ|2) s2 Ĝd,11(x, ξ)Ĵ −sf1(ξ)dξ
∣∣∣∣
=
∣∣∣∣∫
Rd
Ĝd,11(ξ)(1 + |ξ|2)
s+ǫ+d
2
2 Ĵ−sf1(ξ)e−ix·ξ(1 + |ξ|2)
− d
2
−ǫ
2 dξ
∣∣∣∣
.
1
ω1−2
s+ǫ+ d
2
2
‖f1‖H−s1
. ωs+ǫ+
d
2
−1‖f1‖H−s1 ,
where we have used the fact that the function
g(ξ) := e−ix·ξ(1 + |ξ|2)
− d
2
−ǫ
2
satisfies g ∈ H1 for any x ∈ Rd. The estimates can be similarly obtained for the other three items
in (4.13). Therefore we have
‖Hωf‖L∞ . ωs+ǫ+
d
2
−1‖f‖
H
−s
1
,
which completes the proof of (4.5). 
Based on the estimates for the operator Hω, the following results present the estimates for the
operator Kω.
Lemma 4.3. Let s ∈ (0, 12 ), p ∈ ( 2dd+s , 2), and V satisfy Assumption 1 with m ∈ (4dp − d − 2s, d].
Then the following estimates hold almost surely:
‖Kω‖L(Hs−1) . ω−1+2s−θ,
‖Kω‖L(Hs−1,L∞) . ωs+ǫ+
d
2
−1−θ.
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Proof. For any u ∈ Hs−1, it holds Kωu = Hω(V (·, ω)u) with Hω being a bounded operator from
H−s1 to H
s
−1 according to Lemma 4.1.
We first claim that V (·, ω)u ∈ H−s1 for any u ∈ Hs−1. Note that V (·, ω) ∈ W−γ,p˜0 (D) with
γ ∈ (d−m2 , s + d(1 − 2p)) and p˜ = p2−p based on the same procedure as the proof of Lemma 3.1. For
any u,v ∈ S, define 〈V (·, ω)u,v〉 := 〈V (·, ω), u¯ · v〉 and a cutoff function ϑ ∈ C∞0 whose support D˜
has a locally Lipschitz boundary and ϑ(x) = 1 if x ∈ D ⊂ D˜. It is easy to verify that
|〈V (·, ω)u,v〉| = |〈V (·, ω), (ϑu¯) · (ϑv)〉|
=
∣∣〈(I −∆)−γV (·, ω), (I −∆)γ [(ϑu¯) · (ϑv)]〉∣∣
≤‖V (·, ω)‖W−γ,p˜‖(I −∆)γ [(ϑu¯) · (ϑv)]‖Lp˜′ .
It follows from the fractional Leibniz principle with p˜′ satisfying 1
p˜
+ 1
p˜′
= 1 and q˜ satisfying 1
p˜′
= 12+
1
q˜
that
‖(I −∆)γ [(ϑu¯) · (ϑv)]‖Lp˜′ ≤ ‖ϑu‖L2(D˜)‖ϑv‖W γ,q˜(D˜) + ‖ϑv‖L2(D˜)‖ϑu‖W γ,q˜(D˜),
where q˜ = 2p3p−4 . Then the condition γ ∈ (d−m2 , s + d(1 − 2p)) leads to 1q˜ > 12 − s−γd , which implies
Hs(D˜) →֒W γ,q˜(D˜). Hence
|〈V (·, ω)u,v〉| ≤ ‖V (·, ω)‖W−γ,p˜‖ϑu‖W γ,q˜(D˜)‖ϑv‖W γ,q˜(D˜) . ω−θ‖ρ‖W−γ,p˜‖ϑu‖Hs(D˜)‖ϑv‖Hs(D˜).
Using the facts that ‖ϑu‖
Hs(D˜) . ‖u‖Hs−2 . ‖u‖Hs−1 and that S is dense in Hs−1 proved in [22,
Theorem 2.2], we get almost surely that
|〈V (·, ω)u,v〉| . ω−θ‖u‖Hs−1‖v‖Hs−1 ∀u,v ∈Hs−1,
which completes the claim. Then the following two estimates hold almost surely:
‖Kωu‖Hs−1 ≤ ‖Hω‖L(H−s1 ,Hs−1)‖V (·, ω)u‖H−s1 . ω
−1+2s−θ‖u‖Hs−1
and
‖Kωu‖L∞ ≤ ‖Hω‖L(H−s1 ,L∞)‖V (·, ω)u‖H−s1 . ω
s+ǫ+ d
2
−1−θ‖u‖Hs−1 ,
which complete the proof. 
4.2. Convergence of the Born series. Let assumptions in Lemma 4.3 hold and U ⊂ Rd\D be a
bounded measurement domain which has a locally Lipschitz boundary and a positive distance from
D. This section is to show the convergence of the Born series defined in (4.1).
It follows from (4.1) that
[(I +Kω)
N∑
j=0
uj(·, y)](x) = u0(x, y) + (−1)N [KN+1ω u0(·, y)](x). (4.14)
Note that
[Kωu0(·, y)](x) =
∫
D
Gd(x, z, ω)V (z, ω)u0(z, y)dz ∀x, y ∈ U,
where u0(z, y) = Gd(z, y, ω)a and Gd(z, y, ω) is smooth for any z ∈ D and y ∈ U . We begin with
the estimate for u0.
Lemma 4.4. Let U ⊂ Rd\D be a boundary domain having a locally Lipschitz boundary and a positive
distance to D. For any fixed y ∈ U and s ∈ (0, 1), the following estimate holds:
‖u0(·, y)‖Hs−1(D) . ω
d
2
− 3
2
+s.
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Proof. For any y ∈ U , it is easy to check that
‖u0(·, y)‖L2(D) = ‖Gd(·, y, ω)a‖L2(D) . ω
d
2
− 3
2 ,
‖u0(·, y)‖H1(D) = ‖Gd(·, y, ω)a‖H1(D) . ω
d
2
− 1
2 .
Utilizing the interpolation inequality [17], we get
‖u0(·, y)‖Hs−1(D) = ‖(1 + | · |2)−
1
2 (I −∆) s2u0(·, y)‖L2(D) . ‖u0(·, y)‖Hs(D)
. ‖u0(·, y)‖1−sL2(D)‖u0(·, y)‖sH1(D) . ω
d
2
− 3
2
+s,
which completes the proof. 
By Lemma 4.4, we have
‖KN+1ω u0‖Hs−1(U) . ω(−1+2s−θ)(N+1)‖u0(·, y)‖Hs−1(D) . ω(−1+2s−θ)(N+1)+
d
2
− 3
2
+s → 0
as N →∞. Combining the above estimate with (4.14) leads to
(I +Kω)
∞∑
j=0
uj = u0 in H
s
−1(U).
Note also that Gd(·, y, ω) ∈ (L2loc ∩W 1,p
′
loc )
d×d for any p′ ∈ (1, 3 − d2). Choosing p′ = 3− d2 − ǫ for
sufficient small ǫ > 0, we may follow the same proof as that of Theorem 3.2 and get W 1,p
′
(U) →֒
Hs(U), which implies that u0(·, y) ∈ Hs(U) →֒ W γ,q(U) and (I + Kω)−1u0 = u in W γ,q(U).
Hence, the Born series converges to the unique solution u of (1.1) in W γ,q(U) and
u =
∞∑
j=0
uj . (4.15)
Moreover,
‖u−
N∑
j=0
uj‖L∞(U) .
∞∑
j=N+1
‖Kjωu0‖L∞(U)
≤
∞∑
j=N+1
‖Kω‖L(Hs−1,L∞(U))‖Kω‖
j−1
L(Hs−1)‖u0(·, y)‖Hs−1(D)
. ωs+ǫ+
d
2
−1−θ+(−1+2s−θ)N+ d
2
− 3
2
+s → 0 asN →∞, (4.16)
which implies that the equation (4.15) also holds in L∞(U).
5. The inverse problem in two dimensions
In this section, we study the inverse problem in two dimensions and reconstruct the strength φ of
the random potential V .
We consider the case y = x and recall that the notations us(x, ω,a) and uj(x, ω,a) stand for
us(x, x, ω,a) and uj(x, x, ω,a), respectively. Then we rewrite (4.15) in terms of the scattered field
us(x, ω,a) = u1(x, ω,a) + b(x, ω,a),
where
b(x, ω,a) =
∞∑
j=2
uj(x, ω,a).
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5.1. The analysis of u1. This subsection is devoted to the analysis of the leading term u1. Ex-
plicitly, it is given by
u1(x, ω,a) = −
∫
D
V (z, ω)G2(x, z, ω)
2adz, x ∈ U. (5.1)
Theorem 5.1. Let assumptions in Theorem 3.3 hold and U ⊂ R2\D be a boundary domain having
a locally Lipschitz boundary and a positive distance to D. Then for all x ∈ U , it holds
lim
Q→∞
1
Q− 1
∫ Q
1
ωm+2+2θ
2∑
j=1
|u1(x, ω,aj)|2dω = C2
∫
R2
1
|x− ζ|2φ(ζ)dζ a.s.,
where a1 and a2 are two orthonormal vectors in R
2, and C2 is the constant given in Theorem 1.1.
Before giving the proof of Theorem 5.1, we first introduce the truncation of the Green tensor G2
and some a priori estimates. Let H
(1)
n be the Hankel function of the first kind with order n, which
has the following asymptotic expansion (cf. [3]):
H(1)n (c) =
N∑
j=0
b
(n)
j c
−(j+ 1
2
)ei(c−
nπ
2
) +O(|c|−N− 32 ), c ∈ C, |c| → ∞, (5.2)
where b
(n)
0 =
1+i√
π
and
b
(n)
j =
(1 + i)ij√
π8jj!
j∏
l=1
(
4n2 − (2l − 1)2) , j ≥ 1.
For the sufficiently large argument c = κ|z|, define the truncated Hankel function
H
(1)
n,N (c) :=
N∑
j=0
b
(n)
j c
−(j+ 1
2
)ei(c−
nπ
2
),
It follows from (5.2) that ∣∣H(1)n (κ|z|) −H(1)n,N(κ|z|)∣∣ . κ−N− 32 |z|−N− 32 , (5.3)∣∣∇z[H(1)n (κ|z|) −H(1)n,N(κ|z|)]∣∣ . κ−N− 12 |z|−N− 32 . (5.4)
By (1.2), a straightforward calculation shows that the Green tensor G2 can be rewritten as
G2(x, y, ω) =
{
i
4µ
H
(1)
0 (κs|x− y|)−
i
4ω2
1
|x− y|
[
κsH
(1)
1 (κs|x− y|)− κpH(1)1 (κp|x− y|)
]}
I
+
i
4ω2
1
|x− y|2
[
κ2sH
(1)
2 (κs|x− y|)− κ2pH(1)2 (κp|x− y|)
]
(x− y)(x− y)⊤,
where x−y = (x1−y1, x2−y2)⊤. Denote byG(N)2 the truncation of the Green tensor G2. Explicitly,
G
(N)
2 (x, y, ω) :=
{
i
4µ
H
(1)
0,N (κs|x− y|)−
i
4ω2
1
|x− y|
[
κsH
(1)
1,N (κs|x− y|)− κpH(1)1,N (κp|x− y|)
]}
I
+
i
4ω2
1
|x− y|2
[
κ2sH
(1)
2,N (κs|x− y|)− κ2pH(1)2,N (κp|x− y|)
]
(x− y)(x− y)⊤.
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Let G2,ij and G
(2)
2,ij be the (i, j)-entry of G2 and G
(2)
2 , respectively. Using (5.2)–(5.4), we have
|G2,ij(x, y, ω)| . ω−
1
2 |x− y|− 12 , |∇xG2,ij(x, y, ω)| . ω
1
2 |x− y|− 12 ,
|G(2)2,ij(x, y, ω)| . ω−
1
2 |x− y|− 12 , |∇xG(2)2,ij(x, y, ω)| . ω
1
2 |x− y|− 12 ,
|G2,ij(x, y, ω) −G(2)2,ij(x, y, ω)| . ω−
7
2 |x− y|− 72 ,
|∇x(G2,ij(x, y, ω) −G(2)2,ij(x, y, ω))| . ω−
5
2 |x− y|− 72 .
(5.5)
Replacing G2 by G
(2)
2 in (5.1), we define
u
(2)
1 (x, ω,a) = −
∫
D
V (z, ω)G
(2)
2 (x, z, ω)
2adz, x ∈ U. (5.6)
For the difference u1 − u(2)1 , we have the following estimate.
Lemma 5.2. Under the assumptions in Theorem 5.1, it holds for x ∈ U that
|u1(x, ω,a)− u(2)1 (x, ω,a)| ≤ Cω−3−θ a.s.,
where the constant C depends on the distance between U and D.
Proof. Using (5.1) and (5.6), for x, y ∈ U and z ∈ D, we obtain
|u1(x, ω,a)− u(2)1 (x, ω,a)| ≤
∣∣∣∣∫
D
V (z, ω)(G2(x, z, ω) −G(2)2 (x, z, ω))G2(x, z, ω)adz
∣∣∣∣
+
∣∣∣∣∫
D
V (z, ω)G
(2)
2 (x, z, ω)(G2(x, z, ω) −G(2)2 (x, z, ω))adz
∣∣∣∣
=: J1 + J2.
For J1, we have from (5.5) that
J1 ≤ ‖V (·, ω)‖H−1
0
(D)‖(G2(x, ·, ω) −G
(2)
2 (x, ·, ω))G2(x, ·, ω)a‖H1(D)
≤ ω−θ‖ρ‖H−10 (D)
[‖∇(G2(x, ·, ω) −G(2)2 (x, ·, ω))‖(L2(D))2×2‖G2(x, ·, ω)a‖L∞(D)
+‖G2(x, ·, ω) −G(2)2 (x, ·, ω)‖(L2(D))2×2
(‖G2(x, ·, ω)a‖L∞(D) + ‖∇G2(x, ·, ω)a‖L∞(D)) ]
. ω−θ
[
ω−
5
2ω−
1
2 + ω−
7
2 (ω−
1
2 + ω
1
2 )
]( ∫
D
|x− z|−7dz
) 1
2
sup
z∈D
|x− z|− 12
. ω−3−θ,
where we use the fact that there is a positive distance between U and D. Similarly, we can prove
that J2 . ω
−3−θ. Thus, the proof is completed. 
Let u
(2)
1 = (u
(2)
1,1,u
(2)
1,2)
⊤, where
u
(2)
1,k = −
2∑
i,j=1
∫
D
V (z, ω)G
(2)
2,ki(x, z, ω)G
(2)
2,ij(x, z, ω)ajdz, k = 1, 2
and aj is the component of the vector a. It follows from a straightforward calculation that
E(u
(2)
1 (x, ω1,a) · u(2)1 (x, ω2,a)) = ω−θ1 ω−θ2
2∑
k,i,j,˜i,j˜=1
ajaj˜ ×∫
R2
∫
R2
G
(2)
2,ki(x, z, ω1)G
(2)
2,ij(x, z, ω1)G
(2)
2,ki˜
(x, z′, ω2)G
(2)
2,˜ij˜
(x, z′, ω2)E(ρ(z)ρ(z′))dzdz′, (5.7)
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where the entries G
(2)
2,kl in G
(2)
2 can be expressed by
G
(2)
2,kl(x, z, ω) =
i
4
2∑
j=0
[
b
(0)
j c
−j+ 3
2
s δkl
ωj+
1
2 |x− z|j+ 12
+
ib
(1)
j c
−j+ 1
2
s δkl
ωj+
3
2 |x− z|j+ 32
− b
(2)
j c
−j+ 3
2
s (xk − zk)(xl − zl)
ωj+
1
2 |x− z|j+ 52
]
eicsω|x−z|
− i
4
2∑
j=0
[
ib
(1)
j c
−j+ 1
2
p δkl
ωj+
3
2 |x− z|j+ 32
− b
(2)
j c
−j+ 3
2
p (xk − zk)(xl − zl)
ωj+
1
2 |x− z|j+ 52
]
eicpω|x−z|
and δkl is the Kronecker delta function which equals to 1 when k = l and vanishes when k 6= l.
Substituting the expression of G
(2)
2,kl into (5.7), we see that E(u
(2)
1 (x, ω1,a) ·u(2)1 (x, ω2,a)) is a linear
combination of the following type of integral
I2(x, ω1, ω2) :=
∫
R2
∫
R2
ei(c1ω1|x−z|−c2ω2|x−z
′|)F2(z, z′, x)E(ρ(z)ρ(z′))dzdz′,
where c1, c2 ∈ {2cs, cs + cp, 2cp} and
F2(z, z
′, x) :=
(x1 − z1)d11(x2 − z2)d12(x1 − z′1)d21(x2 − z′2)d22
|x− z|d1 |x− z′|d2 .
The estimate of I2 is technical and is given in Appendix for both the two- and three-dimensional
cases.
Corollary 5.3. For ω1, ω2 ≥ 1, the following estimates hold uniformly for x ∈ U :
|E(u(2)1 (x, ω1,a) · u(2)1 (x, ω2,a))| ≤ CM (ω1ω2)−1−θ(ω1 + ω2)−m(1 + |ω1 − ω2|)−M , (5.8)
|E(u(2)1 (x, ω1,a) · u(2)1 (x, ω2,a))| ≤ CM (ω1ω2)−1−θ(ω1 + ω2)−M (1 + |ω1 − ω2|)−m, (5.9)
where M ∈ N is arbitrary and CM is a constant depending on M .
Proof. Since E(u
(2)
1 (x, ω1,a) · u(2)1 (x, ω2,a)) is a linear combination of I2, where the coefficient of
the highest order is (ω1ω2)
−1−θ, it follows from Lemma A.1 that the estimate (5.8) holds. A simple
calculation shows that E(u
(2)
1 (x, ω1,a) · u(2)1 (x, ω2,a)) is a linear combination of the following type
of integral
I˜2 =
∫
R2
∫
R2
ei(c1ω1|x−z|+c2ω2|x−z
′|)F2(z, z′, x)E(ρ(z)ρ(z′))dzdz′
with the coefficient (ω1ω2)
−1−θ. Clearly, I˜2 is analogous to I2 except that ω2 in I2 is replaced by
−ω2 in I˜2. Following the same proof as that for the estimate of I2, we may show that
|I˜2(x, ω1, ω2)| ≤ CM (ω1 + ω2)−M (1 + |ω1 − ω2|)−m,
which implies that (5.9) holds and completes the proof. 
Now we are in the position to show the proof of Theorem 5.1.
Proof. Rewriting u1 = u
(2)
1 + (u1 − u(2)1 ), we only need to show that
lim
Q→∞
1
Q− 1
∫ Q
1
ωm+2+2θ
2∑
j=1
|u(2)1 (x, ω,aj)|2dω = C2
∫
R2
1
|x− ζ|2φ(ζ)dζ, (5.10)
lim
Q→∞
1
Q− 1
∫ Q
1
ωm+2+2θ|u1(x, ω,a)− u(2)1 (x, ω,a)|2dω = 0, (5.11)
lim
Q→∞
2
Q− 1
∫ Q
1
ωm+2+2θRe
[
u
(2)
1 (x, ω,a)(u1(x, ω,a)− u(2)1 (x, ω,a))
]
dω = 0. (5.12)
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For (5.10), it follows from a straightforward calculation that
E|u(2)1 (x, ω,a)|2 =
∣∣∣∣ i− 14√π
∣∣∣∣4 ω−2−2θ 2∑
j,j˜=1
ajaj˜
∫
R2
∫
R2
E[ρ(z)ρ(z′)]
2∑
k,i,˜i=1[
c
3
2
s
(
δki
|x− z| 12
− (xk − zk)(xi − zi)
|x− z| 52
)
eics|x−z| + c
3
2
p
(xk − zk)(xi − zi)
|x− z| 52
eicp|x−z|
]
[
c
3
2
s
(
δij
|x− z| 12
− (xi − zi)(xj − zj)
|x− z| 52
)
eics|x−z| + c
3
2
p
(xi − zi)(xj − zj)
|x− z| 52
eicp|x−z|
]
[
c
3
2
s
(
δki˜
|x− z′| 12
− (xk − z
′
k)(xi˜ − z′i˜)
|x− z′| 52
)
e−ics|x−z
′| + c
3
2
p
(xk − z′k)(xi˜ − z′i˜)
|x− z′| 52
e−icp|x−z
′|
]
[
c
3
2
s
(
δ˜ij˜
|x− z′| 12
−
(xi˜ − z′i˜)(xj˜ − z′j˜)
|x− z′| 52
)
e−ics|x−z
′| + c
3
2
p
(xi˜ − z′i˜)(xj˜ − z′j˜)
|x− z′| 52
e−icp|x−z
′|
]
dzdz′
+O(ω−(m+3+2θ)),
which, together with Lemma A.1, gives
E|u(2)1 (x, ω,a)|2 = T2(x, ω,a)ω−(m+2+2θ) +O(ω−(m+3+2θ)). (5.13)
Here
T2(x, ω,a) = 2
−6−mπ−2c6−ms
∫
R2
[
1
|x− ζ|2 −
2∑
i,j=1
(xi − ζi)(xj − ζj)
|x− ζ|4 aiaj
]
φ(ζ)dζ
+2−6−mπ−2c6−mp
∫
R2
[ 2∑
i,j=1
(xi − ζi)(xj − ζj)
|x− ζ|4 aiaj
]
φ(ζ)dζ
with ai being the ith component of the vector a. Let a1 = (a11, a12)
⊤ and a2 = (a21, a22)⊤
be two orthonormal vectors, i.e., there exists some angle α such that a1 = (cosα, sinα)
⊤ and
a2 = (− sinα, cosα)⊤. It then holds a211 + a221 = 1, a212 + a222 = 1 and a11a12 + a21a22 = 0, which
lead to
2∑
j=1
T2(x, ω,aj) = C2
∫
R2
1
|x− ζ|2φ(ζ)dζ.
It follows from (5.13) and the above equation that we have
2∑
j=1
E|u(2)1 (x, ω,aj)|2 = C2
∫
R2
1
|x− ζ|2φ(ζ)dζω
−(m+2+2θ) +O(ω−(m+3+2θ)),
which gives
lim
Q→∞
1
Q− 1
∫ Q
1
ωm+2+2θ
2∑
j=1
E|u(2)1 (x, ω,aj)|2dω = C2
∫
R2
1
|x− ζ|2φ(ζ)dζ.
To prove (5.10), based on the above equation, it suffices to prove that
lim
Q→∞
1
Q− 1
∫ Q
1
Y (x, ω,a)dω = 0, (5.14)
where Y (x, ω,a) is defined by
Y (x, ω,a) := ωm+2+2θ
[
|u(2)1 (x, ω,a)|2 − E|u(2)1 (x, ω,a)|2
]
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= ωm+2+2θ
{
[Reu
(2)
1 (x, ω,a)]
2 − E[Reu(2)1 (x, ω,a)]2
}
+ωm+2+2θ
{
[Imu
(2)
1 (x, ω,a)]
2 − E[Imu(2)1 (x, ω,a)]2
}
.
Note that
E(Y (x, ω1,a)Y (x, ω2,a)) = F1 + F2 + F3 + F4,
where
F1 = ω
m+2+2θ
1 ω
m+2+2θ
2 E
{[
(Reu
(2)
1 (x, ω1,a))
2 − E(Reu(2)1 (x, ω1,a))2
]
×
[
(Reu
(2)
1 (x, ω2,a))
2 − E(Reu(2)1 (x, ω2,a))2
]}
,
F2 = ω
m+2+2θ
1 ω
m+2+2θ
2 E
{[
(Reu
(2)
1 (x, ω1,a))
2 − E(Reu(2)1 (x, ω1,a))2
]
×
[
(Imu
(2)
1 (x, ω2,a))
2 − E(Imu(2)1 (x, ω2,a))2
]}
,
F3 = ω
m+2+2θ
1 ω
m+2+2θ
2 E
{[
(Imu
(2)
1 (x, ω1,a))
2 − E(Imu(2)1 (x, ω1,a))2
]
×
[
(Reu
(2)
1 (x, ω2,a))
2 − E(Reu(2)1 (x, ω2,a))2
]}
,
F4 = ω
m+2+2θ
1 ω
m+2+2θ
2 E
{[
(Imu
(2)
1 (x, ω1,a))
2 − E(Imu(2)1 (x, ω1,a))2
]
×
[
(Imu
(2)
1 (x, ω2,a))
2 − E(Imu(2)1 (x, ω2,a))2
]}
.
The expression of u
(2)
1 given in (5.6) implies that both Reu
(2)
1 and Imu
(2)
1 are centered Gaussian
random fields. Applying Lemma 2.3 in [20] and Corollary 5.3, we obtain
F1 = 2ω
m+2+2θ
1 ω
m+2+2θ
2
[
E(Reu
(2)
1 (x, ω1,a)Reu
(2)
1 (x, ω2,a))
]2
=
1
2
ωm+2+2θ1 ω
m+2+2θ
2
{
E
[
Re(u
(2)
1 (x, ω1,a)u
(2)
1 (x, ω2,a)) + Re(u
(2)
1 (x, ω1,a)u
(2)
1 (x, ω2,a))
]}2
.
[
ω
m+2+2θ
2
1 ω
m+2+2θ
2
2
(ω1ω2)1+θ(ω1 + ω2)M (1 + |ω1 − ω2|)m +
ω
m+2+2θ
2
1 ω
m+2+2θ
2
2
(ω1ω2)1+θ(ω1 + ω2)m(1 + |ω1 − ω2|)M
]2
.
[
(1 + |ω1 − ω2|)−m + (1 + |ω1 − ω2|)−M
]2
.
By the similar arguments, we can obtain the same estimate for F2, F3, and F4. Thus, an appli-
cation of Lemma 2.4 in [20] implies
lim
Q→∞
1
Q− 1
∫ Q
1
Y (x, ω,a)dω = 0,
which shows that (5.14) holds and therefore (5.10) holds.
For (5.11), by Lemma 5.2, we obtain from the fact m ≤ d = 2 that
1
Q− 1
∫ Q
1
ωm+2+2θ|u1(x, ω,a)− u(2)1 (x, ω,a)|2dω
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.
1
Q− 1
∫ Q
1
ωm−4dω =
1
m− 3
Qm−3 − 1
Q− 1 → 0 as Q→∞.
Combining (5.10)–(5.11) and the Ho¨lder inequality, we may easily verify (5.12) and complete the
proof. 
5.2. The analysis of b. Recalling b =
∑∞
j=2 uj, we have from (4.16) and Lemmas 4.3 and 4.4 that
‖b‖L∞(U) = ‖u− u0 − u1‖L∞(U) . ωs+ǫ−θ+(−1+2s−θ)−
1
2
+s = ω−
3
2
+4s+ǫ−2θ.
Then for any sufficiently small ǫ > 0, we may choose s ∈ (0, 12 ) such that m− 2θ + 8s < 1 and
1
Q− 1
∫ Q
1
ωm+2+2θ|b(x, ω,aj)|2dω . 1
Q− 1
∫ Q
1
ωm+2+2θ+(−
3
2
+4s+ǫ−2θ)2dω
.
Qm−2θ+8s+2ǫ − 1
Q− 1 → 0 as Q→∞.
We mention that such an s exists since 1 + 2θ −m > 0 for θ > m−12 .
5.3. The proof of Theorem 1.1. Based on the analysis of u1 and b, we are now able to prove
the main result: the strength φ in the principal symbol of the covariance operator QV can be
uniquely determined by the amplitude of two scattered fields averaged over the frequency band
with probability one. Here, the two scattered fields are associated with the incident waves given by
G2(x, y)a1 and G2(x, y)a2 for any two orthonormal vectors a1 and a2.
Recall that the scattered field us can be written as
us(x, ω,aj) = u1(x, ω,aj) + b(x, ω,aj), j = 1, 2,
where u1 and b satisfy for x ∈ U that
lim
Q→∞
1
Q− 1
∫ Q
1
ωm+2+2θ
2∑
j=1
|u1(x, ω,aj)|2dω = C2
∫
R2
1
|x− ζ|2φ(ζ)dζ,
lim
Q→∞
1
Q− 1
∫ Q
1
ωm+2+2θ|b(x, ω,aj)|2dω = 0.
Using the Ho¨lder inequality gives∣∣∣∣ 1Q− 1
∫ Q
1
ωm+2+2θRe
[
u1(x, ω,aj)b(x, ω,aj)
]
dω
∣∣∣∣
.
1
Q− 1
∫ Q
1
ωm+2+2θ|u1(x, ω,aj)‖b(x, ω,aj)|dω
.
[
1
Q− 1
∫ Q
1
ωm+2+2θ|u1(x, ω,aj)|2
] 1
2
[
1
Q− 1
∫ Q
1
ωm+2|b(x, ω,aj)|2
] 1
2
→ 0
as Q→∞. Hence, we obtain
lim
Q→∞
1
Q− 1
∫ Q
1
ωm+2+2θ
d∑
j=1
|us(x, ω,aj)|2dω
= lim
Q→∞
1
Q− 1
∫ Q
1
ωm+2+2θ
n∑
j=1
|u1(x, ω,aj) + b(x, ω,aj)|2 dω
= lim
Q→∞
1
Q− 1
∫ Q
1
ωm+2+2θ
2∑
j=1
{
|u1(x, ω,aj)|2 + |b(x, ω,aj)|2 + 2Re
[
u1(x, ω,aj)b(x, ω,aj)
]}
dω
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= C2
∫
R2
1
|x− ζ|2φ(ζ)dζ.
It follows from [20, Lemma 3.8] that the function φ can be uniquely determined from the integral
equation (1.4) for all x ∈ U . The proof is completed.
6. The inverse problem in three dimensions
In this section, we consider the inverse problem in three dimensions and present some parallel
results to the two-dimensional case. Let the scattered field
us(x, ω,a) = u1(x, ω,a) + b(x, ω,a),
where
b(x, ω,a) =
∞∑
j=2
uj(x, ω,a), x ∈ U.
6.1. The analysis for u1. Consider the leading term of the scattered field
u1(x, ω,a) = −
∫
D
V (z, ω)G3(x, z, ω)
2adz, z ∈ U,
which satisfies the following estimate.
Theorem 6.1. Let assumptions in Theorem 3.3 hold and U ⊂ R3\D be a boundary domain having
a locally Lipschitz boundary and a positive distance to D. Then for all x ∈ U , it holds
lim
Q→∞
1
Q− 1
∫ Q
1
ωm+2θ
3∑
j=1
|u1(x, ω,aj)|2dω = C3
∫
R3
1
|x− ζ|4φ(ζ)dζ,
where a1,a2,a3 are three orthonormal vectors in R
3 and C3 is the constant given in Theorem 1.1.
Proof. Since
ωm+2θ|u1(x, ω,a)|2 = ωm+2θE|u1(x, ω,a)|2 + Y (x, ω,a),
where
Y (x, ω,a) = ωm+2θ
[|u1(x, ω,a)|2 − E|u1(x, ω,a)|2] ,
it suffices to show that
lim
Q→∞
1
Q− 1
∫ Q
1
ωm+2θ
3∑
j=1
E|u1(x, ω,aj)|2dω = C3
∫
R3
1
|x− ζ|4φ(ζ)dζ, (6.1)
lim
Q→∞
1
Q− 1
∫ Q
1
Y (x, ω,a)dω = 0. (6.2)
Since the proof of (6.2) is exactly the same as the two-dimensional case, we omit it here. To show
(6.1), we first rewrite the Green tensor G3 into the following form:
G3(x, y, ω) =
1
µ
Φ3(x, y, κs)I +
1
ω2
∇x∇⊤x (Φ3(x, y, κs)−Φ3(x, y, κp))
=
1
4π
[
c2s
|x− y|I −
c2s (x− y)(x− y)⊤
|x− y|3 +
ics
ω|x− y|2 I −
3ics(x− y)(x− y)⊤
ω|x− y|4
− 1
ω2|x− y|2I +
3(x− y)(x− y)⊤
ω2|x− y|5
]
eicsω|x−y|
+
1
4π
[
c2p(x− y)(x− y)⊤
|x− y|3 −
icp
ω|x− y|2I +
3icp(x− y)(x− y)⊤
ω|x− y|4
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+
1
ω2|x− y|2I −
3(x− y)(x− y)⊤
ω2|x− y|5
]
eicpω|x−y|. (6.3)
Substituting (6.3) into u1, we get that E|u1(x, ω,a)|2 is a linear combination of the integral I3(x, ω, ω)
which is estimated in Appendix. It follows from Lemma A.1 that
E|u1(x, ω,a)|2 = T3(x, ω,a)ω−(m+2θ) +O(ω−(m+2θ+1)), (6.4)
where
T3(x, ω,a) = 2
−m−8π−4c8−ms
∫
R3
[
1
|x− ζ|4 −
3∑
i,j=1
(xi − ζi)(xj − ζj)
|x− ζ|6 aiaj
]
φ(ζ)dζ
+2−m−8π−4c8−mp
∫
R3
[ 3∑
i,j=1
(xi − ζi)(xj − ζj)
|x− ζ|6 aiaj
]
φ(ζ)dζ,
where ai is the ith component of the vector a. Let a1 = (a11, a12, a13)
⊤, a2 = (a21, a22, a23)⊤ and
a3 = (a31, a32, a33)
⊤ be three orthonormal vectors. It is easy to verify that
a21i + a
2
2i + a
2
3i = 1, i = 1, 2, 3
and
a11a12 + a21a22 + a31a32 = a11a13 + a21a23 + a31a33 = a12a13 + a22a23 + a32a33 = 0,
which lead to
3∑
j=1
T3(x, ω,aj) = C3
∫
R3
1
|x− ζ|4φ(ζ)dζ.
Thus we have from (6.4) that
3∑
j=1
E|u1(x, ω,aj)|2 = C3
∫
R3
1
|x− ζ|4φ(ζ)dζω
−(m+2θ) +O(ω−(m+2θ+1)). (6.5)
Using (6.5), we obtain
lim
Q→∞
1
Q− 1
∫ Q
1
ωm+2θ
3∑
j=1
E|u1(x, ω,aj)|2dω = C3
∫
R3
1
|x− ζ|4φ(ζ)dζ,
which shows that (6.1) holds. It follows from Lemma 3.8 in [20] again that the knowledge of integral∫
R3
1
|x−ζ|4φ(ζ)dζ for all x ∈ U can uniquely determine the strength function φ, which completes the
proof. 
6.2. The analysis of b. Recalling b =
∑∞
j=2 uj , we have from (4.16) and Lemma 4.3 that
‖b‖L∞(U) = ‖u− u0 − u1‖L∞(U) . ωs+ǫ+
1
2
−θ+(−1+2s−θ)+s = ω−
1
2
+4s+ǫ−2θ.
For any sufficiently small ǫ > 0, we may choose s ∈ (0, 12) such that m− 2θ + 8s < 1 and
1
Q− 1
∫ Q
1
ωm+2θ|b(x, ω,aj)|2dω . 1
Q− 1
∫ Q
1
ωm+2θ+(−
1
2
+4s+ǫ−2θ)2dω
.
Qm−2θ+8s+2ǫ − 1
Q− 1 → 0 as Q→∞.
In fact, such an s exists since 1 + 2θ −m > 0 for θ > m−12 .
We may repeat essentially the proof in Section 5 to show Theorem 1.1 for the three-dimensional
case. The details are omitted for brevity.
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7. Conclusion
We have studied the scattering problems for the time-harmonic elastic wave equation with a
potential in two and three dimensions. The potential is assumed to be a microlocally isotropic
generalized Gaussian random field whose covariance is a classical pseudo-differential operator. For
such a distribution potential, we deduce the equivalence between the direct scattering problem and
the Lippmann–Schwinger integral equation which is shown to have a unique solution. Employing
the Born approximation in the high frequency regime and microlocal analysis for the Fourier integral
operators, we establish the connection between the principal symbol of the covariance operator for
the random potential and the amplitude of the scattered field generated by a single realization of
the random potential. Based on the identity, we obtain the uniqueness for the recovery of the
micro-correlation strength of the random potential.
In this work, the random potential is assumed to be give as V (x, ω) = ρ(x)ω−θ, where θ > m−12 .
Recalling m ∈ (2d
p
+ d− 4, d] and p ∈ (d2 , 2) in Theorem 1.1, we observe that
m ∈
{
(4
p
− 2, 2], d = 2,
(6
p
− 1, 3], d = 3 and p ∈
{
(1, 2), d = 2,
(32 , 2), d = 3,
which imply that the largest possible interval of m is (0, 2] in two dimensions and (2, 3] in three
dimensions. Hence it is possible that θ = 0 for an appropriately chosen m in two dimensions; the
potential function V can be independent of the frequency. However, θ is always positive in three
dimensions; the potential function V is a negative power function of the frequency. It is unclear
whether the frequency-dependence assumption of V can be removed in three dimensions. To remove
the assumption, it is necessary to carry on a more sophisticated analysis on the higher order terms in
the Born series. For example, it is desirable to get the explicit dependence of u2 on ω for sufficiently
large ω.
This paper discusses the point source excitation and uses the near-field data for the inverse
problem. Along this line, we intend to study the scattering problems by using the plane wave
illumination and the far-field pattern as the data. Another interesting problem is to investigate the
case where both the source and potential are random. We will report the progress on these problems
elsewhere in the future.
Appendix A
We consider the following integral which is used in Sections 5 and 6:
Id(x, ω1, ω2) :=
∫
Rd
∫
Rd
ei(c1ω1|x−z|−c2ω2|x−z
′|)Fd(z, z′, x)E(ρ(z)ρ(z′))dzdz′,
where c1, c2 ∈ {2cs, cs + cp, 2cp} and
Fd(z, z
′, x) :=
(x1 − z1)d11 · · · (xd − zd)d1d(x1 − z′1)d21 · · · (xd − z′d)d2d
|x− z|d1 |x− z′|d2 .
Lemma A.1. For ω1, ω2 ≥ 1, the following estimate holds uniformly for x ∈ U :
|Id(x, ω1, ω2)| ≤ CM (ω1 + ω2)−m(1 + |ω1 − ω2|)−M , (A.1)
where M ∈ N is an arbitrary integer and the positive constant CM depends on M . Moreover, if
ω1 = ω2 = ω, then the following identity holds:
Id(x, ω, ω) = Rd(x, ω)ω
−m +O(ω−(m+1)), (A.2)
where
Rd(x, ω) =
2m
(c1 + c2)m
∫
Rd
ei(c1−c2)ω|x−ζ|
(x1 − ζ1)d11+d21 · · · (xd − ζd)d1d+d2d
|x− ζ|d1+d2 φ(ζ)dζ.
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Proof. For x ∈ U , it holds
Id(x, ω1, ω2) =
∫
Rd
∫
Rd
ei(c1ω1|x−z|−c2ω2|x−z
′|)Fd(z, z′, x)E(ρ(z)ρ(z′))dzdz′
=
∫
Rd
∫
Rd
ei(c1ω1|x−z|−c2ω2|x−z
′|)Fd(z, z′, x)B1(z, z′, x)dzdz′,
where B1(z, z
′, x) = Kρ(z, z′)ϑ(x) with Kρ being the kernel function of ρ and ϑ(x) ∈ C∞0 such that
ϑ|U ≡ 1 and supp(ϑ) ⊂ Rd\D. Since ρ is an isotropic Gaussian random field of order −m, we can
represent Kρ in terms of its symbol by
Kρ(z, z′) = 1
(2π)d
∫
Rd
ei(z−z
′)·ξσ(z, ξ)dξ,
where σ ∈ S−m1,0 (Rd×Rd) is the symbol of the covariance operator Qρ with S−m1,0 (Rd×Rd) being the
space of symbols of order −m which is defined by
S−m1,0 (R
d × Rd) :=
{
a(x, ξ) ∈ C∞(Rd × Rd) : |∂αξ ∂βx | ≤ Cα,β(1 + |ξ|)−m−|α|
}
.
Here α, β are multiple indices with |α| :=∑dj=1 αj for α = (α1, ..., αd)⊤. Therefore
B1(z, z
′, x) =
1
(2π)d
∫
Rd
ei(z−z
′)·ξσ1(z, x, ξ)dξ,
where σ1(z, x, ξ) = σ(z, ξ)ϑ(x) ∈ S−m1,0 has the principal symbol σp1(z, x, ξ) = φ(z)|ξ|−mϑ(x). More-
over, B1 is a conormal distribution in R
3d of the Ho¨rmander type and is compactly supported in
Dϑ := D × D × supp(ϑ), which has conormal singularity on the surface S := {(z, z′, x) ∈ R3d :
z − z′ = 0}, and is invariant under the change of coordinates (cf. [17]).
To estimate the integral Id, we apply the coordinate transformations τ, η and γ which are intro-
duced in [25].
Define the invertible transformation τ : R3d → R3d by τ(z, z′, x) = (g, h, x), where g = (g1, · · · , gd)
and h = (h1, · · · , hd) with
g1 =
1
2
(|x− z| − |x− z′|), g2 = 1
2
[
|x− z| arcsin
(z1 − x1
|x− z|
)
− |x− z′| arcsin
(z′1 − x1
|x− z′|
)]
,
h1 =
1
2
(|x− z|+ |x− z′|), h2 = 1
2
[
|x− z| arcsin
(z1 − x1
|x− z|
)
+ |x− z′| arcsin
(z′1 − x1
|x− z′|
)]
if d = 2, and
g1 =
1
2
(|x− z| − |x− z′|) , h1 = 1
2
(|x− z|+ |x− z′|) ,
g2 =
1
2
[
|x− z| arccos
(z3 − x3
|x− z|
)
− |x− z′| arccos
(z′3 − x3
|x− z′|
)]
,
h2 =
1
2
[
|x− z| arccos
(z3 − x3
|x− z|
)
+ |x− z′| arccos
(z′3 − x3
|x− z′|
)]
,
g3 =
1
2
[
|x− z| arctan
(z2 − x2
z1 − x1
)
− |x− z′| arctan
(z′2 − x2
z′1 − x1
)]
,
h3 =
1
2
[
|x− z| arctan
(z2 − x2
z1 − x1
)
+ |x− z′| arctan
(z′2 − x2
z′1 − x1
)]
.
if d = 3. We then get
Id(x, ω1, ω2) =
∫
Rd
∫
Rd
e
i
(
(c1ω1+c2ω2)
|x−z|−|x−z′|
2
+(c1ω1−c2ω2) |x−z|+|x−z
′|
2
)
Fd(z, z
′, x)B1(z, z′, x)dzdz′
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=
∫
Rd
∫
Rd
ei((c1ω1+c2ω2)g·e1+(c1ω1−c2ω2)h·e1)B2(g, h, x)dgdh,
where e1 = (1, 0, · · · , 0) ∈ Rd and
B2(g, h, x) =B1(τ
−1(g, h, x))
[
Fd(τ
−1(g, h, x))|det((τ−1)′(g, h, x))|]
= : B1(τ
−1(g, h, x))Lτ (g, h, x).
The way to get the detailed expression of B2 is exactly the same as the procedure used in [25],
which is based on the transformations η defined by η(z, z′, x) = (v,w, x) with v = z − z′ and
w = z + z′, and γ := η ◦ τ−1 : (g, h, x) 7→ (v,w, x). We decompose the coordinate transform γ into
two parts γ = (γ1, γ2) where γ1(g, h, x) = v is the R
d-valued function and γ2(g, h, x) = (w, x) is the
R2d-valued function. The Jacobian γ′ corresponding to the decomposition of the variables is given
by
γ′ =
[
γ′11 γ
′
12
γ′21 γ
′
22
]
=
[
∂gγ1 ∂(h,x)γ1
∂gγ2 ∂(h,x)γ2
]
.
Finally, we get
B2(g, h, x) =
1
(2π)d
∫
Rd
eig·ξσ2(h, x, ξ)dξ,
where the principal symbol of σ2 has the form
σp2(h, x, ξ) = φ
(w(0, h, x)
2
)
ϑ(x)
∣∣∣(γ′11(0, h, x))−⊤ξ∣∣∣−m ∣∣det(γ′11(0, h, x))∣∣−1 Lτ (0, h, x). (A.3)
Here α := h2
h1
, β := h3
h1
,
w(0, h, x) =
{
2h1(sinα, cosα) + 2x, d = 2,
2h1(sinα cos β, sinα sinβ, cosα) + 2x, d = 3,
γ′11(0, h, x) =

2
[
sinα− α cosα cosα
cosα+ α sinα − sinα
]
, d = 2
2
 sinα cos β − α cosα cos β + β sinα sin β cosα cos β − sinα sin βsinα sin β − α cosα sin β − β sinα cos β cosα sin β sinα cos β
cosα+ α sinα − sinα 0
 , d = 3,
and the residual r2 := σ2 − σp2 ∈ S−m−11,0 . Note that B2(g, h, x) = [F−1σ2(h, x, ·)](g). Hence,
Id(x, ω1, ω2) =
∫
Rd
∫
Rd
ei((c1ω1+c2ω2)g·e1+(c1ω1−c2ω2)h·e1)[F−1σ2(h, x, ·)](g)dgdh
=
∫
Rd
ei(c1ω1−c2ω2)h1σ2(h, x,−(c1ω1 + c2ω2)e1)dh
=
1
(i(c1ω1 − c2ω2))M
∫
Rd
ei(c1ω1−c2ω2)h1∂Mh1σ2(h, x,−(c1ω1 + c2ω2)e1)dh,
where |∂Mh1σ2(h, x,−(c1ω1 + c2ω2)e1)| ≤ CM |c1ω1 + c2ω2|−m. Consequently,
|Id(x, ω1, ω2)| ≤ CM (1 + |ω1 − ω2|)−M (ω1 + ω2)−m,
which completes the proof of (A.1).
For (A.2), letting ω1 = ω2 = ω, we have from (A.3) that
Id(x, ω, ω) =
∫
Rd
ei(c1−c2)ωh1σ2(h, x,−(c1 + c2)ωe1)dh
=
∫
Rd
ei(c1−c2)ωh1σp2(h, x,−(c1 + c2)ωe1)dh+O(ω−(m+1))
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=
∫
Rd
ei(c1−c2)ωh1φ
(w(0, h, x)
2
)
ϑ(x)
∣∣∣(γ′11(0, h, x))−⊤(c1 + c2)ωe1∣∣∣−m∣∣det(γ′11(0, h, x))∣∣−1 Lτ (0, h, x)dh +O(ω−(m+1)).
If d = 2, by the expression of γ′11(0, h, x), we have for any x ∈ U that
I2(x, ω, ω) =
2m−2
(c1 + c2)mωm
∫
R2
ei(c1−c2)ωh1φ
(w(0, h, x)
2
)
Lτ (0, h, x)dh +O(ω−(m+1)),
where
Lτ (0, h, x) = F2(τ
−1(0, h, x))|det((τ−1)′(0, h, x))|.
Here
F2(τ
−1(0, h, x)) =
(−h1 sinα)d11+d21(−h1 cosα)d12+d22
hd1+d21
and |det((τ−1)′(0, h, x))| = 4 are proved in [25, Proposition 4.1]. To simplify the expression of I2,
we consider another coordinate transformation ̺ : R2 → R2 defined by
̺(h) = ζ := h1(sinα, cosα) + x,
which has the Jacobian
det(̺′) =
∣∣∣∣ sinα− α cosα cosαcosα+ α sinα − sinα
∣∣∣∣ = −1.
Then for any x ∈ U , we have
I2(x, ω, ω) =
2m
(c1 + c2)mωm
∫
R2
ei(c1−c2)ωh1φ
(w(0, h, x)
2
)
(−h1 sinα)d11+d21(−h1 cosα)d12+d22
hd1+d21
dh+O(ω−(m+1))
=
2m
(c1 + c2)mωm
∫
R2
ei(c1−c2)ω|x−ζ|φ(ζ)
(x1 − ζ1)d11+d21 (x2 − ζ2)d12+d22
|x− ζ|d1+d2 dζ +O(ω
−(m+1)).
If d = 3, then for any x ∈ U ,
I3(x, ω, ω) =
2m−3
(c1 + c2)mωm
∫
R3
ei(c1−c2)ωh1φ
(w(0, h, x)
2
)Lτ (0, h, x)
| sinα| dh+O(ω
−(m+1)),
where
Lτ (0, h, x) = F3(τ
−1(0, h, x))|det((τ−1)′(0, h, x))|.
Here
F3(τ
−1(0, h, x)) =
(−h1 sinα cos β)d11+d21(−h1 sinα sin β)d12+d22(−h1 cosα)d13+d23
hd1+d21
and |det((τ−1)′(0, h, x))| = 8 sin2 α are proved in [25, Theorem 4.5]. By defining the transformation
̺ : R3 → R3 with
̺(h) = ζ := h1(sinα cos β, sinα sin β, cosα) + x,
whose Jacobian satisfies
|det(̺−1)′| =
∣∣∣∣det(γ′11(0, h, x)2
)∣∣∣∣−1 = 1| sinα| ,
we finally get for any x ∈ U that
I3(x, ω, ω) =
2m−3
(c1 + c2)mωm
∫
R3
ei(c1−c2)ωh1φ
(w(0, h, x)
2
)8 sin2 α
| sinα|
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(−h1 sinα cos β)d11+d21(−h1 sinα sin β)d12+d22(−h1 cosα)d13+d23
hd1+d21
dh+O(ω−(m+1))
=
2m
(c1 + c2)mωm
∫
R3
ei(c1−c2)ω|x−ζ|φ(ζ)
(x1 − ζ1)d11+d21 (x2 − ζ2)d12+d22 (x3 − ζ3)d13+d23
|x− ζ|d1+d2 dζ +O(ω
−(m+1)),
which completes the proof. 
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