Under usual practice in epidemiologic research, covariate adjustment would be used to control for confounding effects. Exclusions, on the other hand, are justified as a part of an analytic strategy when there is evidence of an interaction altering the shape or direction of the exposure--outcome relationship across strata. This distinction applies with particular relevance in the analysis of the BMI--mortality relationship. Both covariate adjustment and exclusions have been used, with the need to control for interaction usually justified by concerns of reverse causality. The concern of reverse causality arises when conditions prevalent at baseline are thought to be associated with both lower average body weight and higher mortality risk, as would be the case with smokers. In the analysis, the choice must be made of whether to control for smoking status or exclude smokers altogether. Unfortunately, reverse causality is difficult to test for directly in observational data as deletions of very large subsets of the data can also lead to a different result, by chance alone. Findings that result after large-scale exclusions must therefore be tested in the standard statistical framework that can distinguish any new result observed after exclusions from one that could have occurred solely by chance. In statistical tests focused specifically on this question, the weight of the evidence suggests that interactions are not present in this context and that exclusion of subgroups (e.g., by smoking status, age, sex, use of alcohol) leaves the shape of the mortality curve unchanged, although it may alter the absolute level of risk. Unless some special question is being asked about subgroups, the author advises against large-scale exclusions for a common trait in analyses of the BMI--mortality relationship and emphasizes using representative study samples with measured exposure variables. A large-scale social experiment is cited that gives some evidence on the effect of a population-wide downward shift in BMI.
Background
During the 1980s, controversy arose as to whether or not the true relationship between body mass index (BMI) and mortality was monotonic upward, as is the case with most cardiovascular risk factors, such as low-density lipoprotein (LDL) and blood pressure, or was 'U-shaped'.
1,2 Cohort data obtained from large studies, such as the first National Health and Nutrition Examination Survey (NHANES I-1971 (NHANES I- -1975 or the National Heart, Lung, and Blood Institute Framingham Heart Study, repeatedly found that the risk relationship is J or U shaped, with increased mortality at both the high-BMI and low-BMI ends of the scale ( Figure 1 ). The proposal was advanced, however, that although a 'U-shaped' curve was most often observed, this result was biased, and after exclusions of sub-groups the 'true' monotonic upward relationship emerged. 1 Part of the impetus for this controversy can be attributed to the fact that monotonic exposure--outcomes relationships are much more common in risk factor epidemiology. Nonetheless, other such U-shaped relationships are well documented. For example, it has been repeatedly demonstrated that there is a survival benefit of light-to-moderate drinking on all-cause mortality. [3] [4] [5] [6] Because both abstainers and heavy drinkers had higher mortality rates than moderate drinkers, the resultant plot of alcohol consumption and mortality is U shaped. Another example was described by McMichael and colleagues 7 who recently developed a model to show how an increase in average annual temperature might affect the number of temperature-related deaths. The temperature-mortality curve is U shaped, with more deaths occurring at the low and high ends of the temperature scale. 7 As the average daily temperature increases due to global climate change, the nadir of the curve would shift to the right and the U would tilt upward slightly, showing that the additional heat-related deaths in summer would exceed the number of winter deaths averted. With changes in the mean weight of the population, therefore, similar trade-offs could be observed. The fact that the BMI-mortality relationship is U shaped has taken on renewed significance in light of a recent report by Flegal and colleagues 8 suggesting lower-than-expected mortality burden from obesity. These investigators found that both underweight (BMI o18.5) and obesity (BMIX30) were associated with increased mortality relative to the normal-weight category. Furthermore, by comparing NHANES I (1971) (1972) (1973) (1974) (1975) data with NHANES II (1976-1980; follow-up through 1992) and NHANES III (1988-1994; follow-up through 2000), they demonstrated that the impact of obesity on mortality decreased over time, perhaps because of improvements in public health and medical care. The report by Flegal et al., generated great attention from the media and scrutiny by the scientific community and was subjected to a variety of criticisms. In particular, the argument of reverse causality was again used to assert that after appropriate exclusions there should not be an upturn in risk with low body weight. In the analysis of any longitudinal study on weight and mortality, therefore, questions regarding what factors are possibly effect modifiers or data confounders are of central importance. If the targeted variable in fact leads to effect modification, then exclusion would be required to remove contaminated data or eliminate reverse causality. This strategy must be used with caution, however, because data exclusion always carries with it the potential for erroneous conclusions that result from chance. In addition to chance results, exclusions also make it possible to 'cherry pick' the results of multiple analyses and choose for emphasis those that best fit prior hypotheses.
Use of data exclusions
Analyses of the BMI-mortality relationship are inherently complicated because of the need to account simultaneously for both the shape of the relationship (i.e., 'U', 'J,' or monotonic) and the absolute level. Confounders of the BMI-mortality relationship (e.g., age, sex, use of alcohol) will leave the shape of the mortality curve unchanged but may alter the level of absolute risk, whereas effect modifiers (e.g., mean population BMI) would alter the shape or slope of the curve or, uniquely for U-shaped risk relationships, the location of the nadir. The statistical approaches to handling these two classes of exposures will be different.
However, the approaches taken in the literature have not been entirely consistent with this general framework. In particular, the history of the use of exclusions suggests analytic and conceptual errors that were propagated forward. 1 Early claims were made that smoking led to effect modification, making it difficult to identify the 'true' Body weight and mortality RS Cooper monotonic-upward risk relationship between BMI and mortality without exclusions. In the Framingham Heart Study, for example, it was initially reported that the risk relationship between relative weight and mortality was U shaped only among smokers ( Figure 2 ). 2 As smokers tended to be thinner and potentially sicker, it was assumed that the upturn in mortality risk when they were included in the analysis was a result of reverse causation, leading to effect modification. Therefore, it was concluded that smoking had to be controlled for in the analyses of BMI and mortality by exclusion. 1 However, Garrison's observation of a monotonic increase was biased by exclusion of a specific data point, that is, nonsmokers aged 50-62 years who were in the lowest weight category. If that group is included, the curve is U shaped for nonsmokers as well as smokers ( Figure 3 ). 9, 10 Using data exclusions under these circumstances would not yield a 'more correct' answer, and several standard statistical methods can be used instead to test for confounding, among them descriptive statistics, logistic regression, the Cox proportional hazards model, or other computer-intensive methods.
Over the course of the following decade and a half, numerous large studies were published with the aim of clarifying the shape of the BMI-mortality relationship and defining the level at which risk increased significantly. A large meta-analysis summarizing a subset of these studies 10 did not observe effect modification associated with smoking, although other large studies reported partial or complete change from a U shape to a monotonic curve. 11 Curiously, the finding of a monotonic relationship has been confined to studies that rely on self-reports of height and weight and are based on specialized volunteer cohorts. On the other hand, studies with measured BMI, particularly those drawn from representative national samples, consistently report an absence of this effect of the exclusion of smokers. [12] [13] [14] Based on the data accumulated to date, therefore, one cannot offer a definitive judgment about the introduction of reverse causation by inclusion of smokers, although the weight of the evidence suggests that it is not a significant problem. Another complication that arises in analysis of U-shaped risk relationships is the need to define fixed cut-points for risk categories. When the BMI-mortality curve is U shaped, the centering position, or nadir, can shift after adjustment for a confounding factor associated with BMI, as would be the case with gender, age, or smoking status. The relative risk estimates will then change depending on where one is on the slope of the curve when a fixed BMI (e.g., 28.0) serves as the cut-point. This somewhat unusual result should be distinguished from effect modification that occurs with exclusions, as described above. This effect does, however, in part account for the lower apparent relative risk in populations with higher mean BMIs, such as African Americans. 13 To summarize this point, researchers often use exclusions to remove contaminated data and eliminate reverse causality. At times, these exclusions can encompass 60-70 percent of the original data, when applied to a cumulative set of factors, such as smoking plus weight stability. Not only can spurious relationships be created when examining small subsets of the data, but generalizability of the findings can also be reduced. Such exclusions could, therefore, lead to erroneous conclusions about risk; excluding data to account for confounding effects must always be justified by standard 
Effects of population-wide interventions
As sufficiently large, long-term trials are not feasible, studies of BMI and mortality are by necessity based on observational data and can, therefore, never entirely escape from the potential biases of selection or confounding. The most important question to be asked about these studies is: do they provide a reliable guide to prevention strategy in contemporary societies? Although there is no doubt that obesity is associated with multiple health risks, and that increasing BMI even below the obesity threshold leads to higher risk of diabetes, the all-cause mortality risk in the mid and lower portion of the BMI distribution is difficult to define. Although most prevention efforts at obesity reduction are aimed at restoring healthy weight status to the obese, or avoiding excess weight gain in the first place, historically, most successful interventions for continuous traits like cholesterol and blood pressure occur when population-wide changes can be induced. General recommendations for greater physical activity and lower calorie intake could well induce changes across the mid portion of the BMI distribution, and at the lower percentiles as well. What might be the effect of a population-wide intervention that leads to weight loss at all BMI levels? The presence of a U-shaped relationship suggests that some negative consequences might result. Few large-scale examples exist of interventions that lead to weight loss not only by the more obese individuals in a population but also by normal weight and leaner individuals. If BMI in the lower ranges were associated with increased risk, then both effects would need to be accounted for in a model that predicts the broad social impact.
Periods of starvation in the Netherlands and Norway occurred during the Nazi occupation near the end of World War II and led to near universal weight loss in the population. Although they were apparently associated with declines in heart disease, these experiences provide relatively little guidance for current societies. A more recent example has been observed in Cuba subsequent to the withdrawal of economic support from the Soviet Union in 1990-1991 and the tightening of the US trade embargo. The combined effect was to completely cut off supplies of foreign oil and agricultural products, causing the economy of Cuba to contract by 30%. 15 During the resulting unprecedented period of privation, referred to as the 'special period,' food and gasoline were in short supply, and walking and riding bicycles were the primary modes of transportation. Consequently, weight loss of 15 pounds was observed, which was consistent across the population. [16] [17] [18] As shown in Figure 4 , the BMI of the population in 1995 (at the height of the special period), was shifted uniformly downward across the entire distribution compared to 1991 (during the special period); by 2000, after the economy had recovered, the curve had shifted back to the right. Mortality attributable to diabetes dropped precipitously during the latter half of the special period, although it had been trending upward in the 1980s ( Figure 5 ). Declines were also seen in the death rates from coronary heart disease and stroke and all causes. 16 This period of privation also had negative health consequences, with a small upward rise in infant mortality, presumably because some pregnant women were receiving suboptimal nutrition. 15 An increase in mortality was also observed in people over 65 years of age, as a result of excess deaths due to infectious diseases and recrudescence of latent tuberculosis; no change was seen in cancer mortality. This large-scale social experiment shows that population interventionsFin this case, involuntaryFcan have significant effects on obesity-related disorders, given the large burden of vascular disease in contemporary societies. Of course, it is likely in the Cuban example that other risk factors declined, particularly serum cholesterol and sedentarism, 
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and the independent role of weight loss could not be quantified. To the extent that weight loss could be selectively restricted to the overweight and obese in controlled interventions, the effect would be even larger. Nonetheless, these data offer at least some direct evidence that generalized weight reduction could have a net positive benefit even if the underlying relationship is U shaped.
Conclusions
Caution must be exercised before excluding subsets of participants from data sets when assessing exposure-outcome relationships in observational data. Findings that result after large-scale exclusions must be tested in the standard statistical framework, which can distinguish a new result observed from one that could have occurred solely by chance. Unless some special question is being asked about subgroups, large-scale exclusions are not appropriate. Use of representative study samples with measured exposure variables should also be emphasized, as the tendency to underreport weight in the United States at the present time is sufficiently large to bias point estimates where risk increases. Unfortunately, many of the unresolved questions in this area of research are inherent in the method, and additional observational studies are unlikely to definitively resolve these questions, given the difficulty in choosing the optimal strategy to control for bias. Recent experience from Cuba provides at least some evidence that weight loss in the population should have an overall positive benefit. Of course, it also goes without saying that weight control strategies can be predicated on the benefits that would be observed from the best described sequelae, which include diabetes, vascular disease, and arthritis.
