Abstract. We derive inclusion regions for the eigenvalues of a general complex matrix that are generalizations of Gershgorin disks, along with nonsingularity conditions. We then apply these results to the location of zeros of polynomials.
Introduction
A well-known inclusion region for eigenvalues of matrices is the Gershgorin set, composed of a union of disks. This result is stated in the following theorem, where the deleted row sum R i of a complex n × n matrix A with elements a ij is defined as:
The dependence of R i on A was left out of the notation to avoid clutter, and similar notation will be used throughout this paper. Theorem 1.1 (Gershgorin, [17] ). All the eigenvalues of the n × n complex matrix A are located in the union of the n disks
where Γ R i = {z ∈ C : |z − a ii | ≤ R i } . The following result, due to A. Brauer, is also well-known. There exist more complicated spectral inclusion sets, as in, e.g., [8] , [9] , [10] , [23] , [30] , and [33] . A good survey of such sets can be found in [35] , along with more advanced results, and for an introduction we refer to [19, Chapter 6] .
We will derive sets that can be seen as generalizations of the Gershgorin disks, providing tighter bounds on the eigenvalues. They were inspired by the more restricted results in [29] for matrices with special symmetries. Although more complicated than disks, these sets can be very useful in special cases such as for sparse or structured matrices. The bulk of this paper is devoted to one such special case, namely to the location of the zeros of a polynomial, which are the eigenvalues of its (sparse) companion matrix, resulting in bounds on the moduli of the zeros. Our bounds are more complicated than similar bounds based on the Gershgorin set, but they require the same O(n) computational effort, where n is the order of the polynomial. We note that this complexity refers to the computation of the aforementioned bounds, and not to the computation of the boundaries of the inclusion sets, which is more involved.
Bounds are, of course, no substitute for the accurate computation of polynomial zeros should that be required. However, they can be used to start a zero-finding method or in situations where it is sufficient to verify that the zeros lie in or are bounded away from a specific region.
The literature on the computation of polynomial zeros and bounds on such zeros is extensive, and we refer to [1] , [4] , [5] , [6] , [11] , [12] , [13] , [15] , [16] , [20] , [21] , [22] , [25] , [26] , [27] , [28] , [31] , [32] , [34] , [37] , [38] , and the references therein, to name but a few. Most of these take a linear algebra approach, but some do not. There also exist several classical methods for the computation of polynomial zeros such as, e.g., the Laguerre and Durand-Kerner methods, and variations thereof. In addition, specialized methods were developed for special polynomials.
The organization of the paper is as follows. In Section 2 we derive our eigenvalue inclusion regions, which are then applied to computing bounds on the moduli of polynomial zeros in Section 3. Some examples are provided in Section 4.
Inclusion sets
Before we continue, we define for a matrix A ∈ C n×n :
We also define the set J i = {1, 2, . . . , n} \ {i}. Although we will concentrate on the rows, analogous column versions of our results can easily be obtained by considering A T instead of A. The next theorem presents our generalized Gershgorin spectral inclusion sets. Theorem 2.1. All the eigenvalues of the n × n complex matrix A are located in the union of the following n sets:
where S i is any nonempty subset of J i and
The proof is similar to that of Gershgorin's theorem ( [19, pp. 344-345] ). Let λ be an eigenvalue of A with corresponding eigenvector x, i.e., Ax = λx. Since x is an eigenvector, it has at least one nonzero component. Define x ρ as a component of x with the largest absolute value, so that |x ρ | ≥ |x j | for all j = 1, 2, . . . , n and x ρ = 0.
For any μ = ρ we then have
which is equivalent to
Solving for x ρ we obtain
Taking the absolute value on both sides of the equation and using the triangle inequality yields
Since x ρ = 0 and |x ρ | ≥ |x j | for all j, we can divide through by |x ρ | to obtain
For each μ = ρ we have such an inequality, which means that the eigenvalue must lie in the intersection of the sets defined by these inequalities. One has the freedom to choose only one μ (in which case there are no intersections) or more than one.
On the other hand, we do not know which ρ corresponds to a given eigenvalue and can therefore only say that any eigenvalue must lie in the union of all n sets determined by the corresponding ρ's. This concludes the proof.
In general, the sets Ω In the next theorem we show that the Ω R ij sets are contained in Gershgorin disks, so that the eigenvalue inclusion set in (2.1) always lies in the Gershgorin set. Nevertheless, it can range from not very different to dramatically different from the Gershgorin set. Our sets are, in general, not contained in the Brauer set, although they frequently are in practice. In Figure 2 we have provided a few typical examples for randomly generated matrices of dimension 8. The Gershgorin sets are shaded in intermediate grey, the Brauer sets in light grey, and the sets from Theorem 2.1 with S i = J i for all i in dark grey. The eigenvalues are indicated by the white dots. 
Theorem 2.2. The sets
The union of intersections of such sets is therefore contained in the Gershgorin set Just as nonsingularity conditions lead to eigenvalue inclusion sets (a central theme in [35] ), an eigenvalue inclusion set for a matrix naturally leads to nonsingularity conditions for that matrix. The following theorem presents such conditions.
Proof. The proof follows immediately by requiring that zero not lie in the spectral inclusion set described by (2.1) in Theorem 2.1 with
We note that, as is the case for the Gershgorin set, our results can be improved by using a suitable similar matrix S −1 AS instead of A, which has the same eigenvalues.
Polynomial zeros
Eigenvalue inclusion sets can be used to estimate zeros of polynomials by applying them to the polynomial's companion matrix (see, e.g., [19, p. 146] ), whose eigenvalues are the zeros of the polynomial. For a monic polynomial p(z) = z n + α n−1 z n−1 + · · · + α 1 z + α 0 with complex coefficients and with α 0 = 0, the companion matrix is given by ⎛
We concentrate on this frequently used companion matrix, but there exist other companion matrices that could also be used, as in, e.g., [2] , [6] , [7] , [14] , [18] , [25] , [26] , [27] , or [36] . In the following theorem we derive an inclusion set for polynomial zeros, based on Theorem 2.1. 
Proof. Applying Theorem 2.1 with S i = J i for all i = 1, 2, . . . , n to the companion matrix of p(z) results in the following Ω R i,j sets, stated in their raw unsimplified form.
For i = 1:
We first consider i = 2, . . . , n− 1. In this case, the set appearing in the definition of Φ i of the form z ∈ C : |z| 2 ≤ α|z| + β , where α and β are real and nonnegative, is equivalent to
Such a set is easily seen to be a disk of the form
Furthermore, the set Ω R i,j (j = i−1, i, n) is the same as {z ∈ C : |z| ≤ 1 + |α i−1 |} since the latter includes {0}.
The situation for i = 1 is analogous. For i = n − 1, n we can exclude z = 0 and divide out |z| in the definition of Ω
because {0} is included in all the other sets Φ i (i = n − 1, n) and we are taking their union. With the definition of μ i (i = 1, . . . , n − 1), this concludes the proof.
Examples. We illustrate the inclusion sets in the previous theorem with a few examples. The polynomial coefficients in these examples were randomly generated and no special conditions were imposed. The inclusion sets for the following polynomials can be seen in Figure 3 :
The generalized Gershgorin sets (dark grey) are contained well inside the Brauer sets (light grey) and the Gershgorin sets (intermediate grey). The zeros are indicated by the white dots. Let us now have a closer look at the sets appearing in Φ. Many of them are just disks and need no explanation. However, some are a little more complicated.
We start with Φ 1 , which contains a set of the form
where a and b are complex numbers, and α is real and nonnegative. For positive α, and for a = b, the boundary of this set is an oval of Cassini with foci a and b, and when α = 0 the set reduces to the two points {a} and {b}. When a = b, the boundary becomes a circle for α > 0 and a point for α = 0.
An oval of Cassini also appears in Φ n as the boundary of a set, namely
which can be seen by writing the equation in (3.1) as
A slightly more complicated set turns up in Φ i (i = 2, . . . , n − 2), namely
Its boundary is a curve of degree eight, and using Cartesian or polar coordinates to obtain its basic properties would be quite complicated. The following lemma uses geometric arguments instead. 
If β = 0, the curve becomes the union of a circle and a point when α = 0, or it degenerates into two points when α = 0.
For a = b, the curve becomes a circle when β = 0 and when β = 0, it becomes the union of a circle and a point, or just a point, depending on whether α is nonzero or not, respectively.
Proof. First, assume that a = b and β > 0. Then, since z = a does not satisfy (3.2), we can equivalently write the equation as
This means that z is a point that lies on a circle with a radius R and center a (Circle 1) and also on a circle with radius α + β/R and center b (Circle 2). But R cannot be just any positive number. As R → 0 + , the two circles clearly cannot intersect and Circle 1 will be entirely contained in Circle 2. As R increases, Circle 1 grows while Circle 2 shrinks. At some point the two circles will touch. This happens when R + |a − b| = α + β/R. Discarding the negative solution of the resulting quadratic equation for R, we thus obtain that the minimum radius R is given by expression (3.3) in the statement of the lemma. There can be no intersections for R < R min .
As R increases from R min , the two circles now intersect in two points, symmetric with respect to the line through the points a and b. On the other hand, R can be so large that Circle 2 is entirely contained in Circle 1 and touches it at just one point. This happens when |a − b| + α + β/R = R, so that we obtain expression (3.4) in the statement of the lemma. As R decreases from R max , the two circles now intersect in two points, symmetric with respect to the line through the points a and b. There can be no intersections for R > R max .
It could also happen that, as R increases from R min , Circle 2 shrinks so fast that there comes a point at which it no longer intersects Circle 1. If that is the case, then the value of R for which this happens will be denoted by Q min . When R continues to increase after this point, Circle 2 will inevitably catch up with Circle 1 again. The value of R at which that happens will be denoted by Q max . Each of these events will occur only once or none will occur at all because at both of these events we must have that R + α + β/R = |a − b|, and this particular quadratic equation can only have two positive (possibly equal) solutions, two negative solutions, or two imaginary solutions. Clearly, the positive solutions are the only ones of interest.
An easy computation shows that the two solutions Q min and Q max are given by expressions (3.5) and (3.6) in the statement of the theorem. Obviously, this situation only arises when |a−b| ≥ α+2 √ β. When the inequality is strict, the curve has two disjoint loops, which are contained in the union of two disks: one with center a and radius Q min and one with center b and radius α + β/Q max = |a − b| − Q max . Figures 4 and 5 show the evolution of the intersections of Circle 1 (solid line), centered at a (upper right), and Circle 2 (dotted line), centered at b (lower left), as R goes from R min to R max through Q min and Q max , i.e., in the situation that we have two loops.
The proof for the cases β = 0 and a = b mentioned at the end of the statement of the lemma are straightforward.
The curve defined in (3.2) is an oval of Cassini when α = 0. Other properties of this curve such as, e.g., minimum and maximum distances from the line through a and b, can be derived using the same techniques as in Lemma 3.2. We do not need these properties here and will omit them for brevity's sake.
Using the same notation as in Lemma 3.2, we note that the set defined by The following theorem makes use of the inclusion sets Φ i to derive bounds on the modulus of the zeros of a polynomial. 
the following holds for 1 ≤ i ≤ n − 1:
Each of those sets is the intersection of a disk, centered at the origin, with a region, bounded by the curve
i.e., a curve of the same form as in Lemma 3.2, with, in the notation of that lemma, a = −α n−1 , b = 0, α = 1, and β = |α i−1 |. If |α n−1 | ≤ β i = 1 + 2 |α i−1 |, the curve has only one loop. As was explained in Lemma 3.2, we can interpret the curve as the intersection points of two circles, one of which is, in this case, centered at the origin. Obviously, the modulus of any point on the curve is equal to the radius of the corresponding circle centered at the origin and passing through that point. Lemma 3.2 then implies that the maximum value for |z| when z lies on or inside the curve is given by r i ≡ |α n−1 | + R min , where we used the same notation as in Lemma 3.2, and we have that
We note that |z| attains all values between 0 and its maximum value in Φ i because there is only one loop. Since Φ i is obtained by intersecting the region bounded by the aforementioned curve with a disk, centered at the origin and with radius μ i , statement (1) When i = 1, the oval of Cassini, appearing in Φ 1 , corresponds to a curve as in Lemma 3.2, obtained by setting a = −α n−1 , b = 0, α = 0 and β = |α 0 | in that lemma. The proof then follows analogously to the proof for 2 ≤ i ≤ n − 2.
When i = n − 1, we replace Φ n−1 by Φ n−1 , which we define as
Since |a + b| ≥ |a| − |b| for any a, b ∈ C, we have that Φ n−1 ⊆ Φ n−1 , which implies that we are enlarging the set of possible values of |z|. The set of all z satisfying |z||z + α n−1 | ≤ |z + α n−1 | + |α n−2 | is of the same form as the sets appearing in Φ i for i = 2, . . . , n − 2 and the proof for i = n − 1 follows analogously.
When i = n, we proceed analogously to the case i = n − 1 and replace Φ n by Φ n , defined as
We have Φ n ⊆ Φ n , and we are therefore once again enlarging the set of possible values of |z|. The boundary of the set of all z satisfying |z||z + α n−1 | ≤ 1 + |α n−2 | is also an oval of Cassini, but this time the oval is intersected with a disk of radius unity centered at −α n−1 . We regard the oval as a special case of the curve in Lemma 3.2, with, in the notation of that lemma, α = 0, β = 1 + |α n−2 |, a = −α n−1 , and b = 0. Furthermore we have Figure 7 , where the left and right white dots are the origin and −α n−1 , respectively. If, on the other hand, Q min ≤ 1, then, since R min ≤ Q min , the loop is entirely contained in the closed disk and the smallest and largest values for |z| for any z in the intersection now become |α n−1 |−Q min (which here is larger than |α n−1 |−1) and |α n−1 | + R min (which here is smaller than |α n−1 | + 1), respectively. This situation is illustrated on the right in Figure 7 . Substituting the expressions for Q min and R min , taking into account the definitions of q + n and μ n , and combining the two cases Q min > 1 and Q min ≤ 1 yields statement (5) and concludes the proof of the theorem. We note that some of the quantities q − i and q + i defined in the previous theorem may be imaginary, depending on the situation. However, they play no role whenever this occurs. The computation of all the bounds in Theorem 3.3 requires only O(n) computations. In addition, the bounds for i = n − 1 and i = n are not the best possible given our inclusion sets since we enlarged the sets Φ n−1 and Φ n in the interest of obtaining relatively simple explicit expressions for the bounds. They can therefore be improved if so desired at the cost of computing, in general, two intersections of a disk with a quartic. There are only two such intersections to determine, regardless of the degree of the polynomial.
The maximum of the bounds in the previous theorem obviously provides a bound on the modulus of the largest zero. Even after enlarging the sets Φ n−1 and Φ n , this bound can never be worse than the one obtained from the Gershgorin set because of the disks in the definition of the sets Φ i (1 ≤ i ≤ n), which are contained in the corresponding Gershgorin disks.
Numerical comparisons
To illustrate our results, we conclude this paper with some numerical comparisons. The bound on the modulus of the largest zero obtained from the Gershgorin set is max{|α 0 |, 1 + |α 1 |, . . . , 1 + |α n−1 |} , which itself is bounded by Cauchy's bound, given by
In addition to other classical bounds ( [19, pp. 316-319] ), there exist several more modern methods, such as in [1] , [5] , [11] , [12] , [15] , [20] , [21] , [22] , [25] , [26] , [27] , [28] , [34] , [37] , [38] , which were already mentioned in the introduction. Judging from the numerical examples in those references, these bounds are, by and large, comparable. Some are better than others, but not uniformly so, and the roles can be reversed, depending on the polynomial. In addition, there are bounds based on a transformation of the polynomial, as in, e.g., [34] and [38] , that can be used to improve any bound. It is not our intention to conduct a comprehensive comparison, which would be beyond the scope of this paper. Instead, we have picked a representative method from the aformentioned references, namely the one from [20] , to which we will compare our bounds. We have also included a comparison to bounds derived from the Brauer set. We denote the bound from [20] by b JLR , the Gershgorin bound by b Γ , the Brauer bound by b B , and the bound based on Theorem 3.3 by b GΓ .
We generated 1000 monic polynomials of order 50 with random coefficients whose real and complex parts were uniformly distributed on the interval [−10, 10], and we then computed the ratio of the bound to the modulus of the largest zero for each polynomial; i.e., the closer to one that number is, the better the bound. The average ratio and standard deviation for b Γ were 2.0943 and 0. In about 45% of the cases in our numerical comparisons, Theorem 3.3 also provided an exclusion interval for the moduli of the zeros. Although theoretically possible, Gershgorin's and Brauer's theorem did not produce such intervals. The method from [20] only computes an upper bound on the moduli of the zeros. To illustrate this additional information our bounds can sometimes provide, let us consider q 1 (z) = z 5 We conclude by mentioning that it may be possible to extend our techniques to compute bounds on the real and imaginary parts of polynomial zeros as well. Furthermore, more bounds can be obtained by considering powers of the companion matrix and of its transpose. In addition, as was mentioned in Section 3, our methods can be applied to other types of companion matrices.
