A numerical decision task, meant to be a numerical analogue of signal detection, was employed to investigate the nature of the decision rule used for probabilistic categorization. Two conditions were compared, with 12 paid volunteers participating in six 1-hr sessions in Condition 1 and 12 participating in three 1-hr sessions in Condition 2. In both conditions, one of two distributions of five-digit numbers was sampled on each trial (400 trials per session), and the research participant was to decide which distribution was sampled. Specifically, the participant was told that each stimulus represented the height of a person from an artificial population, and the participant was to decide whether that height belonged to a man or a woman. The stimulus distributions were normal and equal in variance; their means were one standard deviation apart. In Condition 1 the participants were free to adopt whatever decision procedure they preferred, including a probabilistic strategy. In contrast, in Condition 2 the participants were forced to adopt a cutoff rule: They reported a five-digit cutoff number before each trial. On each trial, participants were forced to produce a response consistent with the reported cutoff number-that is, the response had to be man if the stimulus number was larger than the reported cutoff and woman if it was smaller.
This article concerns the decision rules adopted by people performing probabilistic categorization, such as that involved in signal detection and recognition memory studies. Consider the problem of deciding whether a given observation x was drawn from one or the other of two normally distributed equal-variance stimulus distributions, Si and 82, that differ only in their means. Normatively, if the person is given complete information about the distributions, he or she should choose response alternative RI or R 2 , according to the relation between observation x and a static cutoff, c. The person should choose response RI when x falls below c and response R 2 when x lies on or above c, A number of investigators of the theory of signal detectability have questioned the assumption that the cutoff is static (Friedman, 1969; Nachmias & Kocher, 1970; Shipley, 1961; Wickelgren, 1968) for three reasons: First, improvement in sensitivity occurs in psychological tasks (e.g., Gundy, 1961; Lukaszewski & Elliot, 1962; Swets & Green, 1961; Swets & Sewall, 1963; Zwislocki, Maire, Feldman, & Rubin, 1958) . Two explanations for this observation are that (a) the person may be shifting his or her cutoff toward an optimal value during the initial stages of the experiment. The gradual cessation of this shift will lead to an improvement in sensitivity, (b) The nonsystematic variability of the person's cutoff may decrease as training proceeds, thereby improving sensitivity. The second reason for questioning the static cutoff assumption (e.g., Atkinson, Carterette, & Kinchla, 1962; Atkinson & Kinchla, 1965; Carterette, Friedman, & Wyman, 1966; Carterette & Wyman, 1962; Kinchla, 1963; Larkin, 1971; McGill, 1957; Shipley, 1961; Speeth & Mathews, 1961) involves sequential effects, such as the observed dependence of one response on another. Finally, the third reason for questioning the static cutoff assumption is the change in slope of receiver-operating-characteristic curves on normal deviate scales as a function of a change in the stimulus strength. This variation in slope may be due to an increase in the variance of the signal distribution with an increase in stimulus intensity (Nachmias & Steinman, 1963; Swets, Tanner, & Birdsall, 1961) or it may be due to a decrease in cutoff variation with an increase in stimulus intensity (Nachmias & Kocher, 1970; Wickelgren, 1968) .
These lines of evidence suggest a need to weaken the assumption of a static cutoff. Two modifications of this assumption have been proposed. The more extreme modification drops the cutoff altogether. We shall refer to this modification as a probabilistic model. By this model, to each observation x corresponds a choice likelihood, P(R 8 |*) 5* 0, 1, that response R 2 will be made. The second modification assumes that the subject adopts a dynamic cutoff, a cutoff that may change from trial to trial.
Probabilistic Models
The earliest probabilistic model was developed by Lee and his coworkers (e.g., Lee, 1963 Lee, , 1966 Lee & Janke, 1964 , 1965 Lee & Zentall, 1966 ) using a simple Markov approach. At asymptote the model predicts conditional probability matching, that is, P(R 2 |x) = P(Ss|a;) I the posterior probability that distribution 82 was sampled. Because in such a model probability matching holds for every x, the result is sometimes called micromatching.
In an experiment to be discussed below, Kubovy, Rapoport, and Tversky (1971) tested and rejected generalized micro-matching, which generalizes Lee's theory by incorporating a response-bias parameter. Larkin (1971) developed two other probabilistic models based on Bush and Mosteller's (1955) linear-operator model, one of which is also related to work by Kinchla, Townsend, Yellott, and Atkinson (1966) . Larkin rejected both of these models because they did not recognize that the observations x form an ordered set, and that it is unlikely that two very close observations should have widely divergent choice likelihoods. Furthermore, if very high and very low observations occur rarely, these standard learning models would predict relatively unstable choice likelihoods for them. Yet, it stands to reason that the extreme observations would be responded to on the basis of experience with less extreme observations. Therefore, a minimal requirement that one might wish to impose upon any probabilistic model of this task follows: for all observations y > z, P(R 8 |y) > P(R a |«). That is, the choice likelihood must be a nondecreasing function of the value of the observation. We turn now to a model that does insure a mono tonic choice-likelihood function.
Schoeffler's model. The only model we know that insures a monotonic likelihood function has been proposed by Schoeffler (1965) . This result is achieved by assuming directional stimulus generalization. Stimulus generalization in this context means that the feedback received after responding to one observation affects the distribution of response probabilities to some other observation. If the stimulus generalization is directional, the generalization depends on the ordinal relation between the two observations: All observations greater than the one presented on a given trial will be affected by the feedback in one way and all others in a different way.
In his 1965 paper, Schoeffler proposed a general version of a directional-generalization model, as well as a simplified, and hence more tractable, version of it. In the present article we will consider his simplified version (see Appendix for a more detailed presentation of Schoeffler's model) and test it with the experiment reported below.
Dynamic-Cutoff Models
Additive-operator dynamic-cutoff models. A number of additive-operator dynamiccutoff models have been proposed and studied by Biderman, Dorfman, and Simpson (1975) , Dorfman (1973) , Dorfman and Biderman (1971) , Dorfman, Saslow, and Simpson (1975) , Kac (1962 Kac ( , 1969 , Larkin (1971) , Norman (1970 Norman ( , 1972 , and Thomas (1973 Thomas ( , 1975 . The following formulation generalizes all the existing additive-operator dynamic-cutoff models (specifically Dorfman & Biderman, 1971; Thomas, 1973) :
Assume that on trial n the cutoff is c n and an observation is drawn from stimulus distribution S*, and the response outcome O, is OB if the response is incorrect and Oc if the response is correct. There is a probability PH that the cutoff will change to
where A,-,-> 0 for all i and j; the probability that the cutoff will remain unchanged is 1 -Pij'. C n +l = C n .
More concretely, suppose that on trial n the cutoff is c n and an observation is drawn from stimulus distribution Si, and the participant responded R a ; thus the response was erroneous, and the response outcome is OE. Then there is a probability P 1E that the cutoff on trial n + 1 will be c n+ i = c n +AiE, and a probability 1-PIE that c«+i = c n , that is, remains unchanged. If it shifts at all, the cutoff will always shift up after an observation was drawn from Si (the stimulus distribution with the lower mean), and it will always shift down after an observation was drawn from Sa.
Special cases of this assumption are conveniently displayed as pairs of matrices:
We will consider four such special cases.
Error correction. Kac (1962 Kac ( , 1969 This model has three characteristics. First, the cutoff shift is deterministic: It shifts after every error. Second, it is an errorcorrection model: The cutoff shifts only after an error is committed. Third, shifts are symmetric: The absolute amount of shift does not depend upon the stimulus distribution sampled (AIE = ASE). Dorfman et al. (1975) and Norman (1972) demonstrated that Kac's model implies probability matching, that is, P(R 2 ) = P(Sa), the prior probability of S 2 .
Empirical evidence has only favored this model as a first approximation. Data presented by Larkin (1971) were closer to the error-correction model than to the staticcutoff model. However, Dorfman et al. (1975) , on the basis of a reanalysis of the Dorfman and Biderman (1971) data, concluded that although Kac's model gives a "relatively good" fit to the data, "there may be nonsystematic, random drifts in the decision criterion [cutoff] after correct responses as well as after errors" (p. 178).
Probabilistic error correction. Thomas (1973) has proposed a somewhat weaker (and more general) version of Kac's (1962 Kac's ( , 1969 model. It can be represented as follows:
In other words, the cutoff need not shift after every error.
Other generalizations of Kac's model. Dorfman and Biderman (1971) propose a deterministic generalization of Kac's (1962 Kac's ( , 1969 Thomas (1973) proposed an analogous probabilistic generalization: Thomas (1975) has examined the implication of a slightly restricted version of this model (i.e., assuming PIC = Pac and PIE = PZE) and has concluded that it is not consistent with available data.
Modeling cutoff drifts. With respect to Dorfman et al.'s (1975) suggestion that there may be drifts in the cutoff, consider the following two ways of modeling such drifts.
The first approach has been influenced by the finding that participants in sensory identification and detection situations use sequential information mainly in areas of the observation continuum where they are highly uncertain as to the appropriate response (Parducci & Sandusky, 1965; Sandusky, 1971; Ward & Lockhead, 1971) . Parducci and Sandusky (1965) suggested that participants used a criterion-band decision rule in the position-detection task they studied. In such a rule two cutoffs are used; the region between them is called the criterion band. Outside the criterion band responses are determined by distributional information, and inside it responses 431 are determined by sequential information. Similarly, Ward (1973) proposed this type of rule in a numerical decision task (described below).
Cutoff drifts follow from normative considerations if it is assumed that participants are prey to the gambler's fallacy. Suppose that on trial n stimulus Si was presented. Although the participant is told that the prior probability of S? in P n (S 2 ) = .5 for all «, the gambler's fallacy may cause him or her to behave according to a subjective prior probability P n +i(Sz) > .5 because Si occurred on trial n. Therefore the person's cutoff, c n +i, should decrease, If the effect of sequential dependency is limited to the immediately preceding trial, the cutoff will fluctuate between two values and will appear to follow a criterion-band decision rule. If sequential dependencies of more than one trial are found, then a greater number of cutoffs may be held and a more complicated criterion-band model is needed.
The second approach is by Dorfman et al. (1975) , who believe that c n is not completely determined by the preceding (Si, Oy) and the corresponding value of Ay, as the additive-operator models assume. They suggest that a random drift in c n may occur during the intertrial interval due to lapses of memory about the cutoff. Specifically, they assume that during the intertrial interval the cutoff c n changes by an amount A' B . The random cutoff becomes c' n = c n + A' B , where A' B (n = 1, 2, ...) is a sequence of independent, identically distributed random variables with a mean of zero, a finite variance, and A' n+1 is independent of c' n .
Model of the ideal learner. Surprisingly, none of the students of additive-operator dynamic-cutoff models have considered a model of the ideal learner. This section is devoted to the formulation of such a model.
Assume that the ideal learner begins learning with no other knowledge about the distributions except that each observation is drawn with equal likelihood from symmetric distributions Si or S 2 differing only in their means, Mi < M*. Suppose, furthermore, that the payoffs are symmetric, so that the likelihood ratio of the optimal cutoff is /3 = 1. After each trial the ideal learner can revise his or her estimate of MI or M 2 according to whether Si or Sa was sampled. On trial n, before observing x n , the estimate of Mi is Ml,n = (=1 where xt is the observation on trial t, and 5( = 0 when Sa was sampled on trial t, and 5( = 1 when Si was sampled on trial t, Similarly, on trial n, before observing x n , the estimate of M 2 is
Under these conditions, on trial n, before observing #", the ideal learner's best estimate of the value of the observation having a likelihood ratio of 1 is
It follows from these considerations that the ideal learner's cutoff will shift on every trial, and not only after errors. Furthermore, the cutoff shift should not be merely a function of the stimulus distribution and the outcome of the preceding trial (Si, Oy) as predicted by the additiveoperator models described earlier. Rather, it should be a function of the relationship between the magnitude of the observation, x n , and the ideal learner's estimate, Mi, n , of the mean of the distribution, S», B , from which the observation, x n , was sampled.
For instance, consider a correct response to stimulus distribution Si on trial n. If x n > Mi, n , the ideal learner's estimate of M i will increase : M i. B +i > Mi. B , and therefore his or her cutoff will move away from Mi, n : c n+ i > c n . But if x n < Mi, n , the ideal learner's estimate of M i will decrease : Mi, n +i < Mi, n , and therefore the cutoff will move toward Mi, n '-c n+i < c n . Thus, after a correct response, the ideal learner's cutoff shifts will not all be in the same direction. The additive-operator models, though, predict shifts only in one direction after a given combination of the stimulus distribution and outcome Oc of the preceding trial -namely, away from the learner's esti-mate of the mean of the distribution from which x n was sampled.
The ideal-learner model does agree with the additive-operator models, however, on the direction of cutoff shifts after an error on the previous trial. In both models the learner should move the cutoff away from the estimate Mi, n . Suppose, for instance, that the subject gave the wrong response to Si.n on trial n. Since M\, n < c n < Mv, n , and for an error to have been committed on trial n, the subject must have observed x n > c n , then it follows from the assumptions outlined earlier for the ideal-learner model that the learner's estimate of M\ will increase: -Mi, n+1 > Mi, n , and therefore the cutoff will move away from Mi, n : c n +i > c n . The reasoning is analogous for S 2 .
The ideal-learner model does not agree, however, with the additive-operator models on the constancy of A. According to the ideal-learner model, the change in the estimate of-say, M\-is a function of (a) the difference between the current observation and the current mean and (b) the number of observations the subject has seen from Si:
n-l n-1
The larger £ s t> the smaller the average (-1 absolute magnitude of shifts in the estimated mean; and since the cutoff shifts by half the amount of shift in the estimated mean, the random variable A converges to 0 with probability 1 as the number of trials increases.
Of all the additive-operator models we have discussed, the ideal-learner model most resembles that of Dorfman and Biderman (1971) , since in both models cutoff shifts are expected after every trial.
Externalizing Decision Behavior
Following an idea first applied experimentally by Lee and Janke (1964) , a number of investigators (Hammerton, 1970; Healy & Kubovy, 1977; Lee & Janke, 1965; Kubovy et al., 1971; Ward, 1973; Weissmann, Hollingsworth, & Baird, 1975) have studied decision behavior by means of the numerical decision task. Two discrete approximations to normal probability density functions are constructed over a subset of the natural numbers, and on each trial a number * is sampled from one of the distributions and shown to the research participant. Thus, in numerical decision tasks, unlike signal detection or recognition memory situations, the observations on which the decisions are based are externalized; they are observable by the experimenter as well as by the decision maker.
From a block of such trials it is possible to construct a performance curve, the proportion of times a given choice-say, R2-was made in response to observation x. We denote the performance curve for block B byP B (Ra|»).
The performance curve predicted by a static-cutoff model is a step function: PB(RS|«) = 0 for all x < c, and P B (R2|«) = .1 for * > c. In other words, suppose we rearrange the observations presented in a block of trials in ascending order. Then we would expect the corresponding reordered response protocol to consist of a run of RI responses, followed by a run of Rz responses.
From these ordered observations it is possible to count the number of responses that violate a static-cutoff rule in a given block. We will refer to this index, first proposed by Kubovy et al. (1971) , as the number of static-cutoff violations. Suppose there are b observations in block B. Let y take on b -1 values interpolated midway between the b rank-ordered values of * observed in block B. Furthermore, let Ri(y) be the number of trials on which the research participant responded RI to observations that were larger than y, and let R 2 (y) be the number of trials on which the research participant responded Rz to ob-servations that were smaller than y. Calculate the sum Ri(y) + R%(y) for each y. The number of static-cutoff violations is the minimum of these 6 -1 sums.
Using this index, a critical point can be calculated for block B. This point is equal to the value of y for which the sum Ri(y) + Rz(y~) is minimum. Whenever this procedure does not yield a unique value of y, the mean of the values y that minimize RifoO + RaOO is chosen as the critical point.
Since the static-cutoff model is intolerant of any error, Kubovy et al. (1971) tested it by comparing the proportion of correct responses observed in their experiment to the proportion of correct responses expected if a static-cutoff point were placed at the critical point. They also compared the observed proportion correct to the proportion correct predicted by their generalization of Lee's (1963) micromatching model. The discrepancy between the observed and predicted proportions under the static-cutoff model was not significant, but the discrepancy under the generalized-micromatching model was highly significant.
Rationale of the Present Study
The superiority of the static-cutoff model over Lee's micromatching model does not, of course, prove that the static model is correct. Indeed, as Kubovy et al. (1971) point out, the static model is intolerant of any violations. It is therefore important to compare two more realistic models of decision behavior in this task. We have chosen to compare Schoeffler's (1965) probabilistic model with the general dynamic-cutoff model in a numerical decision task. This is the first goal of the present study.
Dynamic-cutoff model versus probabilistic model. The comparison of data from a numerical decision task with predictions from a probabilistic model such as Schoeffler's (1965) presents no problem. One need only compare the asymptotic choice-likelihood function predicted by Schoeffler's model (which does not require any parameters to be estimated from data) with the asymptotic performance curve observed in a standard numerical decision task. If Schoeffler's model predicts a choice-likelihood function that violates the static-cutoff rule more than does the observed performance curve, then we will reject Schoeffler's model.
In contrast, the comparison of data from a numerical decision task with the general dynamic-cutoff model is complicated. To do so, we would have to estimate a relatively large number of unobservable parameters (four values of P {i and four values of Ay). We therefore devised a new procedure which makes the cutoff, and hence these parameters, observable. By so doing we circumvent the need to estimate these parameters. In this procedure research participants were forced to observe a dynamic-cutoff rule in a constrained numerical decision task. On each trial, before the observation was presented, research participants were asked to give a number c n , the cutoff report for trial n. They were told to choose c n in such a way that they would be willing to respond R 2 for x n > c n and RI for x n < c n -Furthermore, they were constrained on trial n to respond in accordance with their cutoff number for that trial.
This procedure eliminates whatever role probabilistic processes play in people's choices of RI or R 2 , beyond those involved in setting the (dynamic) cutoff. Performance is summarized by the reported cutoff, and all that is required is a model to describe the changes in this cutoff. Consequently, if there is a probabilistic aspect to decisions in the unconstrained numerical decision task that is absent from the constrained numerical decision task, we would expect the performance curves in the unconstrained task to violate the staticcutoff rule more than the performance curves in the constrained task.
We do not mean to imply, however, that a difference between the two numerical decision tasks is necessarily due to the elimination of a probabilistic component of the response process. Indeed, even if people use a dynamic-cutoff rule in the uncon-strained task as well as the constrained task, the constrained task may reduce cutoff fluctuations and thereby lower the number of violations of the static-cutoff rule.
In the present study we compared the number of static-cutoff violations in a standard unconstrained task (Condition 1) to the number of violations predicted by Schoeffler's model and to the number observed in the constrained task (Condition 2).
Study of the dynamic-cutoff rule. Regardless of the outcome of the comparisons described above, it is of interest to observe whether any of the numerous dynamiccutoff models formulated to date fit the behavior of people who performed the constrained task of Condition 2. The second goal of this study was therefore, to determine the nature of the preferred dynamiccutoff rule.
We hypothesize that the constraint imposed on decision rules by the cutoffreport condition may either reduce the overall liklihood of cutoff shifts or eliminate a probabilistic determinant of choice, but it should not alter the rate at which participants in the two conditions approach the optimal cutoff. If this hypothesis is confirmed, the sequential dependencies of cutoff reports can be studied in order to provide a picture of how the cutoff adaptively approaches the optimal value in an unconstrained situation; such an analysis will enable us to discriminate among the various additive-operator models as well as the dynamic-cutoff model of the ideal learner proposed above.
Furthermore, in order to test Dorfman et al.'s (1975) idea that nonsystematic drifts in the cutoff point occur during the intertrial interval and that they may be due to lapses of memory, we provided some subjects in Condition 2 with a record of their previous cutoff, which insured that cutoff fluctuations in these participants would not be due to limitations of memory. If the provision of such a reminder does not diminish the number of static-cutoff violations, we will have evidence against Dorfman et al.'s memory hypothesis in the present task.
Method

Research Participants
Twenty-four volunteers were recruited by posters at colleges in the New Haven area; 12 participants were assigned to Condition 1, which consisted of six 1-hr sessions, and 12 participants were assigned to Condition 2, which was run shortly after the completion of Condition 1 and consisted of three 1-hr sessions. Although they were paid according to their performance (see below), the participants were guaranteed a minimum rate of $2.50 per hour. Six more persons were run and discontinued after two sessions because of performance not exceeding chance level, presumably due to failure to understand the instructions. Five of these had been assigned to Condition 2, in which instructions (see below) were harder to understand than in Condition 1. Two more persons were run and discontinued in Condition 2 because of a loss of some of their data due to computer failures.
Apparatus
Stimuli were displayed and responses gathered by an IBM 370/152 time-sharing system on two different types of CRT terminals. The early sessions of Condition 1 were conducted on Ontel Model 4800A terminals, and the rest of the experiment was run on Digital Equipment Corporation VT50 terminals. Participants were run in groups of three or fewer at adjacent terminals, but they could not see each other's screens.
Stimuli
Participants in each condition were divided into two subgroups of six, who were shown stimuli sampled from different distributions. For Group High, the stimuli were two distributions (denoted by Si and S 2 ) of 1,200 five-digit numbers constructed to provide the best approximation to two normal distributions with Mi = 16,300 and Af« = 17,970 and SDi = SDz = 1,670. (Note that M t -Mi = SDi = SD 2 . Thus, ideally, d' = 1.) No two numbers within a given distribution were identical. Each number was the midpoint of a different 1/12% band of the appropriate normal density function. The stimuli were arranged in a pseudorandom order to meet the following constraints: (a) Each block of 50 trials contained 25 numbers from Si and 25 from 82. (b) Each of the 25 numbers from a given distribution in a given block of 50 numbers came from a different 4% band, (c) Each of the 100 numbers from a given distribution in a given sequence of 200 numbers (half session) came from a different 1% band. By this method, we obtained maximal uniformity of sample distributions across blocks and across half sessions. The above randomization scheme was applied independently to stimuli for each participant in Group High, thereby creating six different stimulus sets. The participants in Group Low were yoked to participants in Group High by presenting the same order of stimuli to each pair of people; a constant (670) was subtracted from the stimuli in Group High to derive the stimuli in Group Low. (Thus for Group Low, = 15,630, Jlfi = 17,300 and SDi = SDi = 1,670.) Half of the participants in each of these groups received a reminder of their preceding cutoff at the beginning of each trial. Furthermore, participants in Condition 2 (who participated in three sessions only) were yoked to participants in Condition 1 so that each pair of persons in Conditions 1 and 2 saw identical stimuli in the same order for Sessions 1, 2, and 3.
Procedure
Participants in both conditions were told that on each trial they would be shown a number representing the height, in tenths of millimeters, of a person from an artificial population, and that each height shown to them throughout the experiment would belong to a different person. They were told their task would be to decide on each trial whether the height belonged to a man or a woman and to indicate their decision by pressing one of two specified response keys on the terminal keyboard (G for woman and H for man). After pressing a response key, participants pressed a "return" key to receive feedback. If an inappropriate key had been pressed, an error message was displayed and the computer started the trial over. After each appropriate response, the participants were given feedback on the correctness of their response, the correct response, and their accumulated earnings to that point in the session. The earnings were computed according to a symmetric payoff matrix whereby the participant gained 2ji for a correct response and lost 1i for an error. At the end of a trial in Condition 1 the screen might look as follows (the participant's response is italicized): Participants in Condition 2 (the cutoff-report condition) were given an additional task as well as the one specified above. At the start of each trial, they were to choose a five-digit cutoff number and to indicate their choice by typing the number on the terminal keyboard. They were told to choose the cutoff number in such a way that they would be willing to respond man to every stimulus above that number and woman to every stimulus below that number. After entering a cutoff number, participants pressed "return" to receive the observation. If anything other than a five-digit number had been entered, an error message was displayed and the computer started the trial over. The participants' binary response to a trial's observation was constrained by their choice of cutoff: The response had to be consistent with the current cutoff report. In other words, if the height shown was less than their reported cutoff they were forced to respond woman, and if the height was greater than their reported cutoff they were forced to respond man. If their response was not consistent with their reported cutoff, a message to that effect was displayed, and the computer repeated the post cutoff-report part of the trial until a consistent response was given. Participants were allowed to vary their cutoff report from trial to trial as desired. At the end of a trial in Condition 2 the screen might look as follows (the participant's responses are italicized): During the first session, after a participant made SO consecutive binary responses that were consistent with the reported cutoff numbers, a message was displayed indicating that on the remaining trials of that session the participant would only have to report a cutoff number; the binary responses would be generated in accordance with the reported cutoff and displayed automatically. During the remaining two sessions, the requirement for consistent responding was reduced to 10 consectuve trials.
Results and Discussion
Analyses of Cutoff Violations During Session 3
Determining the length of Condition 2. The purpose of the following analysis is mainly to determine when participants' numbers of static-cutoff violations reach a minimum or asymptote in Condition 1 in order to determine the number of sessions to run in Condition 2.
A minor error was belatedly found in the stimulus-generating program which introduced nonrandom patterns into the stimulus sequence of the last 50 trials of Session 6. In our analyses we therefore replaced the number of violations observed in that block by the following quantity: (mean number of violations in Block 8 of Sessions 1-5) + (mean number of violations in Session 6, Blocks 1-7) -(overall mean number of violations) (Winer, 1971, pp. 487-488) . The data of Condition 1 are summarized in Table 1 in terms of the mean number of static-cutoff violations per block of 50 trials as a function of session. Although no asymptote was observed, the mean number of cutoff violations was minimal for Session 3. The main effect of session was significant, F(5, 50) = 4.75, p = .0013, and there was a significant quadratic trend, F(l, 10) = 15.33, p = .0029, but the linear trend was not significant, F(l, 10) = 2.65, p = .067 (one-tailed).
1 There was, however, a significant linear trend for the factor of blocks (eight for each session), F(l, 10) = 12.60, p = .0027 (one-tailed), as well as a significant interaction of blocks and sessions, F(35, 350) = 1.94, p = .0018, showing that learning was faster within the early sessions. Neither the main effect of nor any of the interactions with the between-subjects factor of stimulus means were significant. In determining the length of Condition 2, we considered only the quadratic trend of sessions: Since the minimum number of deviations occurred at Session 3, we decided to run three sessions in Condition 2.
To ascertain whether the performance of the participants in Condition 1 was indeed close to being minimal, we compared our present data with the 400 trials of the analogous symmetrical-payoff condition of Kubovy et al. (1970) . We computed the number of cutoff violations across the 400 trials of Session 3 in Condition 1, where (as we have seen above) the participants' performance was best according to the number of cutoff violations across 50-trial blocks. There was no difference between the results of the two experiments, <(16) = .029, p > .98 (the means were 7.04 violations for the present experiment and 6.21 violations for Kubovy et al., 1971) . With respect to the above criterion, participants in the present experiment were therefore performing as well in Session 3 of Condition 1 (after seeing 800 trials) as participants in the Kubovy et al. (1971) experiment, who had seen at least 3,200 observations before the session in question.
Calculating The reasoning behind Equation 2 is as follows: The choice-likelihood function for a prior probability of .5 can be shown to be symmetric about M, in the sense that P M (R 2 |M -*)-!-P,.(R,|Af + *) for all k > 0, and P M (R2| M) = .5. Hence the critical point that will minimize the number of static-cutoff violations is M.
We calculated the expected number of cutoff violations per block of 50 trials for the 12 sets of stimuli actually employed during the eighth and last block of Session 3. The mean expected value was 9.11 violations per block (with a standard error of .008 violations).
Comparing Condition 1 to Condition 2 and to Schoeffler's model. Table 2 shows the number of static-cutoff violations in Block 8 of Session 3 observed in Conditions 1 and 2, and the expected number of cutoff violations under Schoeffler's (1965) model (see above). Each row in the table represents the performance of two yoked participants in Conditions 1 and 2, and of Schoeffler's model, all exposed to the same set of stimuli. The difference between Conditions 1 and 2 is significantly less than the difference between Condition 1 and Schoeffler's model, /(ll) = 4.00, p = .002. However, the difference between Conditions 1 and 2 is significant, <(!!) = 2.68, £ = .021, as is the difference between Condition 1 and Schoeffler's model, 2(11) = -9.48, p = 10~6.
The expected number of violations under Lee's (1963) micromatching model is even greater-more than 1.6 times larger than the number obtained under Schoeffler's model.
Because Condition 1 is closer to Condition 2 than to the predictions of Schoeffler's model, we tentatively conclude that the participants were holding a dynamiccutoff rule. The significant difference between Conditions 1 and 2 indicates either a probabilistic component in the participants' decisions in Condition 1 or a taskspecific reduction in the likelihood of cutoff shifts in Condition 2 (e.g., a tendency to perseverate on the same response when it has to be externalized). A more detailed comparison of Conditions 1 and 2 is warranted in order to substantiate our tentative conclusion. Note. Maximum number of violations = SO. Expected number of violations under random responding = 25. " The expected number of violations in sets 1-6 is the same as in sets 7-12 because the stimuli for the two groups differ only by a constant.
Detailed Comparison of Conditions 1 and 2
Cutoff violations. The mean numbers of violations during each session in Condition 2 are summarized in Table 1 , where they are compared to the mean numbers of violations in Condition 1. A comparison of the numbers of cutoff violations in Sessions 1-3 of the two conditions shows a marginally significant reduction in Condition 2, F(l, 16) = 4.21, p = .057. Thus participants in Condition 1 were more likely than those in Condition 2 to deviate from a static-cutoff rule within 50-trial blocks (supporting our conclusion from the analysis of data of the last block of Session 3).
In addition, there is a significant decreasing linear trend as a function of session, F(l, 16) = 15.24, p = .00065 (onetailed), but the interaction of the linear Note. The standard error of the difference in mean absolute deviation for Conditions 1 and 2 in each of the three sessions is 1,984 (estimated from the analysis of variance using the formula in Winer, 1971, p. 551). trend and conditions is not significant, F(l, 16) = 0.71. Thus the decision rule of participants in both conditions approaches a static-cutoff rule at similar rates.
Cutoff location. Assuming that subjects in Condition 1 are in fact holding a dynamic-cutoff point, it is reasonable to ask whether their median cutoff differs significantly from the median cutoff held by subjects in Condition 2 who are forced to hold a cutoff point. The critical point for each block of 50 trials is an estimate of the median cutoff for that block (see the section below on the critical point as an estimator of cutoff-report location).
There was no difference between the means of the critical points for Condition 1 (16,681) and Condition 2 (16,820), F(l, 20) = .62. However there was a difference between the means of the critical points for the two subgroups, Group High (17,065) and Group Low (16,436), F(l, 20) = 12.85, p = .0019. This difference was expected, since different stimuli were seen by these groups. Thus, on the average, participants in the two conditions converged on the same median cutoff point.
It is also of interest to compare the absolute difference between each critical point and the optimal cutoff value, which in this experiment is midway between the means of the two height distributions. This analysis differs from the one above: Earlier we concluded that participants in the two conditions had critical points with the same mean value; this did not necessarily imply that participants had critical points with the same mean deviation from the optimal cutoff value. We found no difference between the two conditions of the experiment on this statistic, F(l, 22) = .008. As may be seen in Table 3 , there was a significant decreasing linear trend in this statistic across sessions, F(l, 22) = 5.55, p -.014 (one-tailed), but no interaction between conditions and sessions, F(2, 44) = .28, or between conditions and linear trend over sessions, F(l, 22) = .29. Thus participants in both conditions converged equally fast toward the optimal cutoff value.
These analyses of cutoff location provide further support for the conclusion that participants in the two conditions are following the same type of decision rule; specifically, a dynamic-cutoff rule.
A comparison of Condition 2 participants who were given a reminder of their previous cutoff report with those who were not given a reminder should reveal whether the observed number of cutoff violations is due to lapses of memory. The analysis of variance on the number of cutoff violations did not show a significant main effect of cutoff reminder, ^(1, 8) = 1.27, p = .29. However, a three-way interaction between cutoff reminder, sessions, and blocks was significant, F(14, 112) = 1.83, p = .042. This effect appears to be due to a higher number of cutoff violations in the first few blocks of the first session for participants with no reminder. This conclusion is supported by the fact that this interaction is no longer significant when only the last two sessions are analyzed, F(7, 56) = .64. There were no other significant interactions with the factor of cutoff reminder. Thus, although the cutoff reminder appears to stabilize responding at the beginning of the experiment it does not influence behavior later on.
Proportion of R^ responses. The mean proportions of R 2 (man) responses (averaged over participants) during each block of Session 3 in Conditions 1 and 2 are presented in Table 4 , as are the standard deviations of these proportions. Eight x 2 tests were performed to compare the pro- portions of Ra responses in the two conditions for each of the eight blocks, yielding a maximal x 2 (l) = -75, p =? .47 (for Block 6). Thus, all blocks were found not to differ significantly in the proportions of Ra responses observed in the two conditions. Furthermore, on the average, participants appear to be probability matching (with a slight bias in favor of R 2 ): Table 4 summarizes 16 t tests showing that the proportions of Ra responses do not significantly differ from .5; the largest effect yielded *(11) = 1.29, p == .22.
The proportions for individual participants, however, present a rather different picture. Table 5 shows the mean proportions of Ra responses (averaged over blocks in Session 3) for each participant in Conditions 1 and 2, as well as the standard deviations of these proportions. A x 2 test (Fliess, 1973, p. 93 ) was used to determine whether the proportions for participants in Condition 1 differed significantly among themselves. A significant difference was obtained: x 2 (H) = 145.58, p < lO"
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. The same type of test yielded a significant difference for Condition 2: x 2 (H) = 135.76, p < 10-9. Furthermore, 20 of the 24 participants differed from .5 in the proportion of Ra responses they made, as shown by the results of 24 t tests summarized in Table 5 .
The conclusion that most participants were not probability matching is relevant to the dynamic-cutoff models which we examine in the next sections. Specifically, Thomas (1975) has shown that all the special additive-operator models discussed in the introduction to the present article predict asymptotic probability matching for prior probabilities of .5. The present results are therefore not compatible with additive-operator models. Furthermore, since the ideal-learner model (as described in the introduction) converged to the mean of the means of the two distributions, it too would lead us to expect probability matching. Thus there are grounds for skepticism with regard to the correctness of the dynamic-cutoff models we have proposed.
Cutoff Reports
The critical point as estimator of cutoffreport location. Condition 2 provides us with two types of information about cutoff location, an indirect measure-block critical points-and a direct measure-block means of cutoff reports. A comparison of block means of reported cutoffs with block critical points gives us a measure of the goodness of the critical point as an estimator of the location of the distribution of cutoff reports. We calculated the root mean square (rms) deviations of block critical points from the corresponding (a) block means of cutoff reports and (b) block medians of cutoff reports. Because the cutoff reports of three participants varied erratically (e.g., from 11,111 to 99,999 on successive trials) during the first four blocks of Session 1, we obtained the rms deviations for Sessions 2 and 3 only (using 16 blocks for 12 participants, i.e., 192 deviations). The rms deviations of the block critical points from the block means of cutoff reports was 1,206, larger than (a) the root mean of the within-participants variances of block critical points (211) and (b) the root mean of the withinparticipants variances of the block means of cutoff reports (934). In contrast, the rms deviations of the critical point from the median cutoff report was 127, only .076 of the difference between the means of the heights of men and women, and less than the root mean of the within-participants variances of the block medians of the cutoff reports (189), thus indicating that the critical point is an excellent estimator of the median cutoff report.
Shifts in reported cutoff.
Each cutoff shift is classified in three ways: (a) whether it follows an observation from Si orS 2 , (b) whether it follows a correct response or an error, and (c) whether it moves toward participants' estimate nti, n of the mean of the distribution of the preceding observation or away from it. In the latter classification we assume that the decision maker places the cutoff between the means of the two distributions; by toward we mean, CH+I < c n after Si and c n +i > c n after S 2 , whereas by away we mean, c n+ i > c n after Si and Cn+i < c n after S 2 . Table 6 shows the percentages of shifts toward or away for Sessions 1 to 3. The percentages in this table are pooled across blocks and stimulus distribution on the previous trial [which had no effect, F(l, 11) = .453 and participants. An analysis of variance performed on percentages for each participant pooled over blocks gives marginal percentages that are slightly discrepant (less than one percentage point) from the percentages in Table 3 because the analysis averaged percentages.
Although shifts after errors occur more frequently than after correct responses,
(1, 11) = 14.09, p = .0033, error-correcting models are ruled out because of the large percentage of shifts after correct responses. In addition, the more general additive-operator models allow for cutoff shifts in only one direction. In particular, these models do not allow for cutoff shifts toward. However, 7% of the error trials and 16% of the correct trials are followed by such shifts. Furthermore, additiveoperator models assume invariant shift probabilities, whereas the overall percentage of shifts decreases linearly with sessions, F(l, 11) = 4.45, p = .029 (one-tailed). These data are therefore quite incompatible with additive-operator models.
The model for the ideal learner, however, does allow us to understand the pattern of results observed in Table 6 . To obtain from this model predictions relevant to data on cutoff shifts, we applied it to the sequence of observations that had been presented to one of the experimental participants. The behavior of the ideal learner was striking: In the first block of the first session there was only one violation of a static-cutoff rule; in the remaining 23 blocks there were none. Thus, although the ideal learner's cutoff did shift on every trial, the shifts were typically quite small. Therefore, if the ideal learner was allowed to report only five-digit numbers (as were participants in the present study), some of the cutoff shifts would have been too small to result in a change in reported cutoff. In consequence, the ideal learner would appear not to shift the cutoff on every trial. The percentages of shift for the ideal learner are shown in Table 7 .
The rank order of these percentages is compatible with the following reasoning: Suppose that x\, n , an observation drawn from Si, is presented on trial n, let M\, n be the estimate of M\ on trial n, and let c n be the cutoff on trial n. If xi, n > c n , an error is made, OB-If XI, H < c n the response is correct, Oc. There is a conditional probability,P(x\, n < Mi <n \x\, n < c n ),that given a correct response, Mi, n +i will be smaller than Mi, n , and hence that c n+ i<c n . This is the conditional probability that the cutoff of the ideal learner will shift toward the current estimate of the mean, given that the preceding trial involved a correct response to an observation from Si, and this probability is equal to P(xi, n < Mi, n )/ Note. The sum of the number of correct outcomes and the number of error outcomes per session is 12 X 399 = 4,788 because there are 12 participants and the sequential analysis does not include the outcome of the last trial of each session, hence 399 trials per session are considered. P(xi, n < Cn). The conditional probability P(xi, n > Mi, n xi, n < c n )-that, given a correct response, M\, n +\ will be larger than Mi, n , and hence that c n+i > c n -is the probability that the cutoff of the ideal learner will shift away from the current estimate of the mean, and this probability is equal to P(Mi, n <xi, n <c n )/P(xi, n <c n ).
If P(*i.» < Ml.») > P(Ml,n < Xl,n < Cn), then the cutoff will shift more often toward the current estimated mean of Si than away from it after a correct response to Si. By an analogous argument, one can show that if P(X2,n > Mz.n) > P(Cn < Xz,n < Mt,n), then the cutoff will shift more often toward the current estimated mean of Sa than away from it after a correct response to Sa. Indeed, P(xi, n < Mi,«) > P(Mi, n < Xi,n < Cn) and P(Xz,n > Mz,n) > P(Cn < x<i,n < Mz,n) for the ideal learner. Therefore, after a correct response, the ideal learner's cutoff will shift more often toward the current estimate of the mean, Mi, n . A 3 X 2 X 4 analysis of variance on the real data from Condition 2 confirmed the similarity of the pattern of percentages in Tables 6 and 7 . The analysis included the factors Sessions X Preceding Stimulus Distribution X Ideal Direction of Shift. The four levels of the latter factor (ideal direction of shift) were ordered as predicted by the ideal-learner model: (a) away after error, (b) toward after correct, (c) away after correct, and (d) toward after error. In addition to the decreasing linear trend with sessions (mentioned above), there was a decreasing linear trend for the factor of ideal direction of shift, F(\, 11) = 13.63, p = .0018 (one-tailed) and an interaction of the linear trends for the factors of session and ideal direction of shift, F(\, 11) = 6.36, p = .029. The latter interaction of trends appears to be mainly due to the absence of a trend over sessions for away shifts after correct and for toward shifts after error.
The prediction from the ideal-learner model is further buttressed by an analysis of variance that did not include the values of away after error since these were so high. This analysis also revealed a linear decreasing trend for the factor ideal direction, F(l, 11) =3.99, £ = .036 (one-tailed).
There is, however, one observation in this analysis that indicates a decision process different from that of the ideal learner: the 7% toward shifts after errors. We do not know the origin of these shifts.
The ideal-learner model also allows us to predict the rank order of the absolute values of shift. Consider observations from Si, for example. The expected difference between M\, n and x\, n is, with symmetric unimodal distributions, greatest for errors (i.e., for Mi, n < c n < xi, n ); the next greatest difference is for correct responses to observations below the current estimated mean (i.e., for x n < M\, n < c n ) for which shifts toward the current mean are expected ; third in rank order is the difference for correct responses to observations between the current estimated mean and the cutoff (i.e., for Mi. n < x t , n < c n ) for which shifts away from the current mean are expected; and the smallest difference is for errors made below the current mean (i.e., c n < xi, n < M\,n), since these are expected to be nonexistent. The rank order of the expected absolute values of cutoff shifts thus corresponds exactly to the rank order of the expected percentages of cutoff shifts according to the ideal-learner model.
An analysis parallel to the one above for percentages of cutoff shifts was performed on the absolute values of the cutoff shifts. There was an interaction between the stimulus distribution and the correctness of the response on the preceding trial, F(l, 11) = 5.26, p = .043, which we are unable to interpret. In addition, as shown in Table 8 , there was an interaction between the correctness of the preceding trial and a decreasing linear trend over sessions, F(l, 11) = 3.42, p = .046 (onetailed), indicating that the size of cutoff shifts after errors decreased over sessions, but not after correct responses. In contrast, Biderman et al. (1975) found that the size of shifts did not diminish over trials. Otherwise the pattern of results shown by magnitudes of cutoff shifts does not correspond to the pattern observed in Table 6 for percentages of cutoff shifts.
Detailed Test of the Ideal-Learner Model
Although the ideal-learner model is able to handle the qualitative results of the analyses described above for the percentages of cutoff shifts, our data permit a more precise test of this model. Consider the cutoff shift after a correct response to an observation x n , which is drawn either from 82 (estimated mean: M^.n) such that x n > Mz, n or from Si (estimated mean: Mi, B ) such that *» < M\, n . We will refer to such an observation as an outside observation. The ideal-learner model predicts a cutoff shift toward M(, n for such an observation. In contrast, consider the cutoff shift after a correct response to x n that falls between the learner's current estimates of the means, that is, M\, n < x n < Mt, n . For such an observation (which will be referred to as an inside observation), the ideal-learner model predicts a cutoff shift away from Mi, n . If we assume that Mi is an adequate estimate of M<, n for all participants on all trials, this predicted pattern of results can be tested. Table 9 presents the relevant data (i.e., shifts after correct responses) pooled across participants, sessions, and stimulus distributions. For cutoff reports that shifted after correct responses (representing 27% of the cutoff reports on trials that followed correct responses), 58% of the outside observations and 57% of the inside observations were followed by toward shifts. These percentages do not differ significantly, x 2 (l) = -35, p = .56. Thus, there is no evidence to support the hypothesis that outside observations to which correct responses were made lead to away shifts, while inside observations to which correct responses were made lead to toward shifts.
These results are not compatible with the ideal-learner model. We have presented two other pieces of evidence against the model: (a) We have found that the participants do not show probability matching during Session 3. (b) We have found that participants shift their cutoff toward after errors (after 7% of all the error trials, and after 17% of the error trials on which a shift occurred).
The data presented in Table 9 do, however, suggest a natural interpretation. The preponderance of shifts toward the mean of the stimulus distribution sampled on the preceding trial can be interpreted as a manifestation of the gambler's fallacy. A further breakdown shows that after receiving an observation from Si, participants increase their tendency to respond R 2 : 63% of the cutoff shifts are down. The reverse is true after participants receive an observation from S 2 : 58% of the shifts are up. It is as though participants think that there exists a sequential dependency between the occurrence of Si and the occurrence of S 2 . One might conjecture that participants do not know how to shift their cutoff after a correct response. Therefore they shift rarely (on 27% of trials following correct responses, compared to 43% of trials following errors) and almost as often in one direction as the other (58% of the shifts following correct responses are toward, whereas 83% of the shifts following errors are away).
General Discussion and Summary
There are two parts to our results: (a) comparison of dynamic-cutoff models with probabilistic models and (b) comparison of types of dynamic-cutoff models.
The first comparison leads to a rejection of probabilistic models in favor of dynamiccutoff models. Specifically, the number of cutoff violations observed in the last block of Session 3 in Condition 1 is compared to the number of violations predicted by Schoeffler's (1965) probabilistic model and to the number of violations observed in the last block of Session 3 in Condition 2, where a cutoff rule was required. Although there was a significant difference between the number of violations in Conditions 1 and 2 in the last block of Session 3, Condition 1 was much closer to Condition 2 than to the predictions derived from Schoeffler's model. There are two ways to account for the difference between Conditions 1 and 2. First, some probabilistic decision process may be operating in Condition 1, a process that causes significantly fewer violations of a static-cutoff rule than the process assumed by Schoeffler's model. Furthermore, this probabilistic process may be eliminated in Condition 2, causing a reduction in the number of cutoff violations observed there. Second, a dynamic-cutoff rule may be in use in both conditions, but with a smaller number of cutoff shifts per block of 50 trials in Condition 2. We can think of two reasons for such a reduction: (a) Participants may wish to appear self-consistent when reporting cutoffs, (b) Participants may find it harder to type a new number than to repeat the same number. We cannot resolve this ambiguity at present.
A detailed comparison of Conditions 1 and 2 fails to reveal any results that suggest that different decision rules are applied in the two conditions. Specifically, the rate at which cutoff violations decreased over sessions did not differ, nor did the locations of critical points, nor did the rate at which the critical points approached the optimal cutoff, nor did the proportions of Ra responses.
Thus we tentatively conclude that there is no essential difference between Condition 1 and Condition 2 and that the decision rule in the numerical decision task is best described as a dynanic-cutoff rule. This tentative conclusion is stronger than the conclusion of Kubovy et al. (1971) , who compared the normative static-cutoff model to Lee's micromatching model and rejected the latter. There are two reasons for this difference: (a) We have compared models that are much closer to each other than the ones compared by Kubovy et al. (b) The dependent variable of Kubovy et al.- percentage of correct responses-was much cruder than the one employed in the present study-number of cutoff violations.
Whether or not people left to their own devices choose to employ a cutoff rule, it is of interest to ask which cutoff rule people prefer when forced to adopt such a rule.
All the dynamic-cutoff models proposed in the literature are additive-operator models, assuming constant values of A and/or constant shift probabilities across sessions, and-what is more importantspecifying that the direction of shift be entirely determined by the identity of the distribution from which the observation on the preceding trial had been drawn. After a woman's height was presented on the preceding trial, the cutoff should have shifted up; after a man's height was presented on the preceding trial, the cutoff should have shifted down. In addition, error-correcting models assume that shifts occur only after errors.
Our data show that error-correcting models are untenable and, further, that all additive-operator models are untenable. Shifts occurred after correct responses as well as after errors, and after correct responses the participants shifted their cutoffs more often in the direction opposite to that predicted by the additive-operator models than in the direction predicted. Although this result was expected according to a model of the ideal learner, a more detailed analysis of the sequential statistics refutes this model as well and suggests, rather, that participants did not behave optimally. After errors, participants usually shifted their cutoff in the direction predicted by both the ideal-learner model and the additive-operator model. After correct responses, participants shifted about equally often in both directions: They seem not to have known how to use information obtained on trials on which they were right. Whatever bias there was in favor of shifts in one direction appears to be accountable by the gambler's fallacy.
We conclude, therefore, that a normative model cannot be an adequate psychological model of the decision process in probabilistic categorization. Rather, non-normative learning strategies must be incorporated into any psychological model of this process.
