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Preface
Almost twenty years ago, Yongbin Ruan and the first author developed a theory of relative
Gromov-Witten invariants and degeneration formulas. Since then, the formulas has been tested
many times. For algebraic case, an algebraic treatment of this theory was developed by Jun
Li [21].
Here is the basic set-up of the theory. Let (M,ω) be a compact symplectic manifold of
dimension 2n + 2, and M˜ = H−1(0) for a local Hamiltonian function as in the beginning of
Section 3 in [23]. Under the assumption that the Hamiltonian vector field XH generates a
circle action on a neighborhood of M˜ , there is a circle bundle π : M˜ → Z = M˜/S1 with a
natural symplectic form τ0 on Z. To simplicity, we assume that M˜ separates M into two parts
to produce two cylindrical end symplectic manifold M+ and M−. Collapsing the S1-action at
the infinity, we obtain the symplectic cuts M
+
and M
−
, both contain Z as a codimension two
symplectic submanifold. To obtain and prove the symplectic sum formula, we began with the
following strategies.
(A) We introduce the relative moduli spaces for symplectic pairs (M
±
, Z) and the moduli
spaces on M∞.
(B) Then we define the invariants for these moduli spaces, in particular, including the
relative GW invariants of (M
±
, Z).
(C) We relate the Gromov-Witten invariants of M with that of M∞.
(D) Then we relate the Gromov-Witten invariants of M∞ with the combination of relative
invariants of (M
±
, Z).
A core technical issue in [23] is to define invariants using virtual techniques. As we know,
there had been several different approaches by the time, such as Fukaya-Ono( [12]), Li-Tian(
[27]), Liu-Tian( [28]), Ruan( [35]), Siebert( [38]) and etc. In [23], they used Ruan’s virtual
neighborhood technique. As for all the other approaches, the smoothness of lower strata of
virtual neighborhood is a subtle issue. Li-Ruan provided a much simpler approach by showing
that the relevant differential form we try to integrate is in fact decay in certain rate near
lower strata of virtual neighborhood. Therefore, the integrand on top strata is independent of
all choices and defines the desired invariants. Namely, the contribution at lower strata with
whatever the possible smooth structure can be ignored. Therefore, we avoided the smoothness
problem of lower strata all together. At the time the theory was developed, the above insight
was treated as a technical advance and did not really catch the attention of larger community.
With the renew interest on the technical detail of virtual technique during the recent years,
Li-Ruan’s technique seems to provide the effcient way to treat the theory as well as many other
applications.
1
2 PREFACE
This is the draft of lecture notes for Phd students in Sichuan University. In this notes we
expand [23] with much more detailed explanations and calculations.
CHAPTER 1
Symplectic manifolds with cylindrical end
1.1. Symplectic cutting
1.1.1. Symplectic cutting. We recall the construction of symplectic cuts, i.e., a surgery
along a hypersurface which admits a local S1-hamiltonian action ( see [21]). By performing
the symplectic cutting we get two closed symplectic manifolds M
+
and M
−
. The symplectic
quotient Z is embedded in both M
+
and M
−
as symplectic submanifolds of codimension 2.
Let (M,ω) be a compact symplectic manifold of dimension 2n+2. For simplicity, we assume
that M has a global Hamiltonian circle action. Once we write down the construction, we then
observe that a local circle Hamiltonian action is enough to define a symplectic cutting.
Let H : M → R be a Hamiltonian function such that there is a small interval I = (−ℓ, ℓ) of
regular values. Denote M˜ = H−1(0). Suppose that the Hamiltonian vector field XH generates a
circle action on H−1(I). There is a circle bundle π : M˜ → Z = M˜/S1 and a natural symplectic
form τ0 on Z.
Consider the product manifold (M × C, ω ⊕ −idz ∧ dz¯). The moment map F = H − |z|2
generates a Hamiltonian circle action eiθ(x, z) = (eiθx, e−iθz) and zero is a regular value of F .
We have symplectic reduction
(1.1) M
+
= {H = |z|2}/S1,
and a decomposition
(1.2) M
+
= {H = |z|2}/S1 = ({H = |z|2 > 0}/S1) ∪ (H−1(0)/S1) .
Furthermore,
(1.3) φ+ : {H > 0} → {H = |z|2 > 0}/S1
defined by
(1.4) φ+(x) = (x,
√
H(x))
is a symplectomorphism. Let
(1.5) M+b = H
−1(≥ 0).
Then, M+b is a manifold with boundary and there is a map
(1.6) M+b →M
+
.
Clearly, M
+
is obtained by collapsing the S1 action of the H−1(0).
To obtain M
−
, we consider circle action eiθ(x, z) = (eiθx, eiθz) with the moment map
H + |z|2. M+,M− are called symplectic cutting of M . We define M−b similarly. By the
construction, Z = H−1(0)/S1 with induced symplectic structure embedded symplectically into
3
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M
±
. Moreover, the normal bundles N± of Z in M± satisfy N+ = (N−)−1. We call such an
intersection pair a degenerated symplectic manifold and denote it by
(1.7) M
+ ∪Z M−.
There is a map
(1.8) π : M →M+ ∪Z M−.
Clearly, we only need a local S1-Hamiltonian action.
1.1.2. Symplectic relative pair. A symplectic relative pair (X,B) is a symplectic man-
ifold (X,ω) together with a symplectic divisor or codimension two symplectic submanifold B
in X . We can standardize the local structure around B. The normal bundle N := NB|X may
be identified with the complementary symplectic bundle. Note that the restriction of ω to N
is a symplectic form. Pick a compatible almost complex structure J on N such that N is a
Hermitian line bundle, we have a metric < · > on N . Its principal S1-bundle Y is the unit
circle bundle over B where S1 acts as complex multiplication. Then N = Y ×S1 C.
On Y , there is a connection 1-form λ which is dual to the vector field T generated by the
S1- action. Let ωB be the symplectic form on B, and π : N → B be the projection.
(1.9) ωo := π
∗ωB +
1
2
d(ρ2λ)
defines a form on N \{B}. Here, we take B to be the 0-section, and ρ to be the radius function
on C. This form can be extended over N and it is a symplectic form over N . The S1 action is
Hamiltonian in the sense: iTω0 = −12dρ2.
Let Dǫ ⊂ C be the disk of radius ǫ, D be the unit disk and D∗ = D \ {0}. We have the
following sub-bundles of N :
DǫN = Y ×S1 Dǫ, N ∗ = Y ×S1 C∗, D∗ǫN = Y ×S1 D∗ǫ .
The projective completion of N is Q = Y ×S1 CP1. In algebraic situation, Q = P(N ⊕ C).
It contains two special sections: the 0-section and the ∞-section, denoted by B0 and B∞
respectively. Both of them are identified with B.
By the symplectic neighborhood theorem, there exists a neighborhood U ⊂ X of B such
that (U, ω) ∼= (DǫN , ωo) for some ǫ > 0. Here, ωo is given in (1.9). We normalize the local
structure near B such that a neighborhood U ⊂ X of B satisfies
(1.10) (U, ω) ∼= (DǫN , ωo).
Hence a tubular neighborhood of B is modeled on a neighborhood of Z in M
+
or M
−
.
1.2. Line bundles over M
±
and M
+ ∪Z M−
Let (M,ω) be a compact symplectic manifold, H : M → R a local S1-Hamiltonian function
as in §1.1. We have symplectic quotient (Z, τ0) and normal bundles N± such that
π : M → M+ ∪Z M−, ω+ |TZ= ω− |TZ , N+ = (N−)−1.
Moreover we have compartible triple (τ0, J˜ , g˜) on Z.
1.3. CYLINDRICAL ALMOST COMPLEX STRUCTURES 5
We can slightly deform ω to get a rational class [ω∗] on M . By taking multiple, we can
assume that [ω∗] is an integral class on M . Therefore, it is the Chern class of a complex line
bundle L over M .
Similarly, we slightly deform ω± on M
±
to get a rational class [ω±∗] on M
±
such that
τ±∗0 := ω
±∗ |TZ is nondegenerate, i.e., (Z, τ±∗0 ) is a symplectic submanifold in (M±, ω±∗). By
taking multiple, we can assume that [ω±∗] is an integral class onM
±
. Therefore, it is the Chern
class of a complex line bundle L± over M
±
.
Lemma 1.1. We may choose ω±∗ and the almost complex structure J∗ such that
ω+∗ |TZ= ω−∗ |TZ , N+ = (N−)−1, L+ |Z= L− |Z .
Proof. The imbedding i± : Z → M± induces
H2(M
±
,R)→ H2(Z,R), α 7−→ i∗±α.
The image i∗±(H
2(M
±
,R)) is a linear subspace inH2(Z,R). Then i∗+(H
2(M
+
,R))
⋂
i∗−(H
2(M
−
,R))
is a linear subspace in H2(Z,R). Since there are [ω+] ∈ H2(M+,R), [ω−] ∈ H2(M−,R) and
[τ0] ∈ H2(Z,R) such that τ0 = i∗±(ω±) |TZ and τ0 is a closed non-degenerate 2-form on Z, we
have
dim
(
i∗+(H
2(M
+
,R))
⋂
i∗−(H
2(M
−
,R))
)
6= 0.
Let α± ∈ H2(M±,Z) be a non-degenerate form, by the local normal form (1.9) we conclude
that i∗±α
± ∈ H2(Z,Z).
We can choose an integral base ζ1, ..., ζm in i
∗
+H
2(M
+
,R))
⋂
i∗−(H
2(M
−
,R)). We choose
integral bases
em+1, ..., ek ∈ H2(M+,Z), ηm+1, ..., ηl ∈ H2(M−,Z)
such that ζ1, ..., ζm, i
∗
+em+1, ..., i
∗
+ek (resp. ζ1, ..., ζm, i
∗
−ηm+1, ..., i
∗
−ηl) is an integral base in i
∗
+(H
2(M
+
,R))
(resp. i∗−(H
2(M
−
,R))). Note that i∗+(H
2(M
+
,R))
⋂
i∗−(H
2(M
−
,R)) ≈
∑m
i=1Rζi. Then we can
easily find integral class [ω±∗] such that ω+∗ |TZ= ω−∗ |TZ := τ ∗0 and τ ∗0 is a closed non-degenerate
2-form on Z. There are line bundle L± over M
±
such that L+ |Z= L− |Z .
We choose an almost complex structure J˜∗ on Z such that (τ ∗0 , J˜
∗, g˜) is a compartible triple
on Z. J˜∗, g˜ are lifted to (J, g) on N± in a natural way such that, restricting to the fibre, J is√−1 and g is the standard Euclidean metric. Then N+ = (N−)−1. .
So there is a symplectic form ω∗ on M and a local circle Hamiltonian action on (M,ω∗)
such that M
+ ∪Z M− can be obtained by symplectic cutting from the local circle Hamiltonian
action on (M,ω∗). Then there is a line bundle L over M such that L = π∗L±.
1.3. Cylindrical almost complex structures
Let H : M → R be a local Hamiltonian function defined on M such that there is a small
interval I = (−ℓ, ℓ) of regular values. Denote M˜ = H−1(0). We may choose a connection 1-
form λ on M˜ such that λ(XH) = 1 and dλ represents the first Chern class for the circle bundle
(see [31]). Denote ξ = ker(λ). Then ξ is an S1-invariant distribution and (ξ, π∗τ0) → M˜ is a
6 1. SYMPLECTIC MANIFOLDS WITH CYLINDRICAL END
2n-dimensional symplectic vector bundle. We identify H−1(I) with I × M˜ . By a uniqueness
theorem on symplectic forms (see [31]) we may assume that the symplectic form on M˜ × I is
expressed by
(1.11) ω = π∗(τ0 + ydλ)− λ ∧ dy.
We assume that the hypersurface M˜ = H−1(0) devides M into two parts M+ and M−, which
can be written as
M+0
⋃{
[−ℓ, 0)× M˜
}
,
M−0
⋃{
(0, ℓ]× M˜
}
,
where M+0 and M
−
0 are compact manifolds with boundary. We mainly discuss M
+; the discus-
sion for M− is identical. Fix a function φ0 : [0,∞)→ [−ℓ, 0) satisfying
(1.12) (φ0)
′ > 0, φ0(0) = −ℓ, φ0(a)→ 0 as a→∞.
Through φ0 we considerM
+ to beM+ = M+0
⋃{[0,∞)×M˜} with symplectic form ωφ0|M+0 = ω,
and over the cylinder R× M˜
(1.13) ωφ0 = π
∗(τ0 + φ0dλ)− (φ0)′λ ∧ da.
Moreover, if we choose the origin of R tending to ∞, we obtain R × M˜ in the limit. Denote
by P(N ⊕ C) the projective completion of the normal bundle Nb = R× M˜ with a zero section
Z0 and an infinity section Z∞. Topologically, the space P(N ⊕ C) can be also obtained from
R× M˜ by collapsing the S1-action on the ±∞ ends.
We choose a compatible almost complex structure J˜ on Z such that
gJ˜(x)(h, k) = τ0(x)(h, J˜(x)k) ∀ h, k ∈ TZ
defines a Riemannian metric. J˜ and gJ˜ are lifted in a natural way to ξ. We define an almost
complex structure J on R× M˜ as follows:
J
∂
∂a
= XH , JXH = − ∂
∂a
,(1.14)
Jξ = ξ, J |ξ = J˜ .(1.15)
We denote by N one of M+, M− and R× M˜ , denote by N one of M+, M− and R. We may
choose an almost complex structure J on N such that
(i) J is tamed by ωφ0 in the usual sense,
(ii) Over the tube R× M˜, (1.14) and (1.15) hold.
Since gJ˜ is positive, and dλ is a 2-form on Z (the curvature form), by choosing ℓ small
enough we may assume that J˜ is tamed by τ0 + ydλ for |y| < ℓ, and there is a constant C > 0
such that
(1.16) τ0(v, J˜v) ≤ C
(
τ0(v, J˜v) + ydλ(v, J˜v)
)
for all v ∈ TZ, |y| ≤ ℓ. Then J is ωφ0-tamed over the tube.
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Then
(1.17) 〈v, w〉ωφ0 =
1
2
(ωφ0(v, Jw) + ωφ0(w, Jv)) ∀ v, w ∈ TN
defines a Riemannian metric on N . Note that 〈 , 〉ωφ0 is not complete. The length of every
orbit of the S1 action on M˜ with respect to the metric 〈 , 〉ωφ0 is φ′0, which converges to zero
as a→ ±∞. Hence we can view M± as the completions of M±.
We choose another metric 〈 , 〉 on N such that
(1.18) 〈 , 〉 = 〈 , 〉ωφ0 on M±0
and over the tubes
(1.19) 〈(a, v), (b, w)〉 = ab+ λ(v)λ(w) + gJ˜(Πv,Πw),
where we denote by Π : TM˜ → ξ the projection along XH . It is easy to see that 〈 , 〉 is a
complete metric on N .
Remark 1.2. To get a line bundle L over M+ we slightly deform ω on M
+
and take
multiple to get integral symplectic forms ω∗ on M
+
and τ ∗o on Z. Then we choose the metric
g∗ on Z such that J˜ is invariant. It follows that J is invariant.
We write
M+ = M+0
⋃{
[0,∞)× M˜
}
.
This means we have fixed a coordinate a over the cylinder part. Similarly, we write
M− =M−0
⋃{
(−∞, 0]× M˜
}
.
1.4. J-holomorphic maps with finite energy
Let (Σ, j) be a compact Riemann surface and P ⊂ Σ be a finite collection of points. Denote
◦
Σ= Σ\P. Let u :
◦
Σ→ N be a (J, j)-holomorphic map, i.e., u satisfies
(1.20) du ◦ j = J ◦ du.
Alternatively
(1.21) ∂j,Ju =
1
2
(du+ J ◦ du ◦ j) = 0.
To simplify notations we write (J, j)-holomorphic map as J-holomorphic map later.
Denote
Φ+ = {φ : [0,∞)→ [−ℓ, 0)|φ′ > 0} .
For R× M˜ let ℓ1 < ℓ2 be two real numbers satisfying −ℓ < ℓ1 < ℓ2 ≤ 0. Denote by Φℓ1,ℓ2 the
set of all smooth functions φ : R→ (ℓ1, ℓ2) satisfying
φ′ > 0, φ(a)→ ℓ2 as a→∞, φ(a)→ ℓ1 as a→ −∞.
To simplify notations we use Φ to denote both Φ+ and Φℓ1,ℓ2, in case this does not cause
confusion.
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Following [16] we impose an energy condition on u. For any J-holomorphic map u :
◦
Σ→ N
and any φ ∈ Φ the energy Eφ(u) is defined by
(1.22) Eφ(u) =
∫
Σ
u∗ωφ.
Let z = es+2πit. One computes over the cylindrical part
(1.23) u∗ωφ = (τ0 + φdλ) ((πu˜)s, (πu˜)t) + φ′(a2s + a
2
t ))ds ∧ dt,
which is a nonnegative integrand. In fact, by (1.16) we have
(1.24) τ0
(
(πu˜)s, J˜(πu˜)s
)
≤ C (τ0 + ydλ)
(
(πu˜)s, J˜(πu˜)s
)
for all v ∈ TZ, φ ∈ Φ.
A J-holomorphic map u :
◦
Σ→ N is called a finite energy J-holomorphic map if
(1.25) sup
φ∈Φ
{∫
Σ
u∗ωφ
}
<∞.
We shall see later that the condition is natural in view of our surgery. For a J-holomorphic
map u : Σ→ R× M˜ we write u = (a, u˜) and define
(1.26) E˜(u) =
∫
Σ
u˜∗(π∗τ0).
Denote
E˜(s) =
∫ ∞
s
∫
S1
u˜∗(π∗τ0).
Then
E˜(s) =
∫ ∞
s
∫
S1
|Πu˜t|2dsdt,
(1.27)
dE˜(s)
ds
= −
∫
S1
|Πu˜t|2dt.
By using the same method as in [15], one can prove the following three lemmas:
Lemma 1.3. (1) Let u = (a, u˜) : C → R × M˜ be a J-holomorphic map with finite
energy. If
∫
C
u˜∗(π∗τ0) = 0, then u is a constant.
(2) Let u = (a, u˜) : R × S1 → R × M˜ be a J-holomorphic map with finite energy. If∫
R×S1 u˜
∗(π∗τ0) = 0, then (a, u˜) = (ks+ c, x(kt+d)), where x is a periodic orbit, k ∈ Z,
c and d are constants.
Lemma 1.4. Let u = (a, u˜) : C−D1 → R× M˜ be a nonconstant J-holomorphic map with
finite energy. Put z = es+2πit. Then for any sequence si → ∞ , there is a subsequence, still
denoted by si, such that
lim
i→∞
u˜(si, t) = x(kt)
in C∞(S1) for some k-periodic orbit x.
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Lemma 1.5. Let u = (a, u˜) : C−D1 → R× M˜ be a J-holomorphic map with finite energy.
Put z = es+2πit. Assume that there exists a sequence si → ∞ such that u˜(si, t) −→ x(kt) in
C∞(S1, M˜) as i → ∞ for some k ∈ Z. Then there are constants c and d such that for all
derivatives n = (m1, m2) ∈ Z2≥0 with |n| ≥ 1
(1.28) |∂n[a− ks− c]| −→ 0, |∂n[θ − kt− d]| −→ 0, as s −→ ∞,
uniformly in t.
Let π(xk(t)) = q ∈ Z. By Darboux Theorem we can find a local coordinate system
(w1, ..., w2n) on an open set ℑ ⊂ Z near q, q ∈ ℑ, such that on ℑ
(1.29) τ0 =
n∑
i=1
dwi ∧ dwn+i.
Then we have a Darboux coordinate
(1.30) (a, θ,w) = (a, θ, w1, ..., w2n).
Choose a local trivialization of M˜ → Z on ℑ such that
(1.31) xk = {0 ≤ θ ≤ 1, w = 0},
and
(1.32) λ = dθ +
∑
bi(w)dwi,
where bi(0) = 0. Obviously, ξ(θ, 0) is spanned by
∂
∂w1
, ..., ∂
∂w2n
. For y small enough we may
choose a frame e1, ..., e2n for ξ(θ, w) as follows: in terms of the coordinates (θ, w1, ..., w2n) we
assume ei = (ci(w), 0, .., 1, ..., 0), i = 1, ..., 2n. By λ(ei) = 0, i = 1, · · · , 2n, we have
ei = (−bi(w), 0, .., 1, ..., 0), i = 1, ..., 2n.
We write
u(s, t) = (a(s, t), θ(s, t),w(s, t)).
Denote by L the matrix of the almost complex structure J˜ on ξ with respect to the frame
e1, ..., e2n, and set J˜(s, t) = L(u(s, t)). Since Jξ = ξ and J |ξ = J˜ we can assume that Jei =∑
j ejcji. It follows that
(1.33) J(
∂
∂wi
) = −bi ∂
∂a
−
∑
cjibj
∂
∂θ
+
∑
cji
∂
∂wj
,
where we use J( ∂
∂θ
) = − ∂
∂a
. It follows from (1.20) that
(1.34) us + Jut = 0, ut − Jus = 0.
By (1.33) we can write the equation (1.34) as follows:
as = λ(ut) = θt +
∑
bi(w)(wi)t(1.35)
at = −λ(us) = −θs −
∑
bi(w)(wi)s(1.36)
ws + J˜(s, t)wt = 0,(1.37)
where (wi)s =
∂wi
∂s
and (wi)t =
∂wi
∂t
.
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Remark 1.6. Let (a, θ,w) be a Darboux coordinates around x(kt) with π(x(kt)) = 0.
Then (a, u˜) in (2) of Lemma 1.3 can be rewritten as (a, θ,w)(s, t) = (ks+ c, kt+ d, 0). We call
it a trivial cylinder.
1.5. Exponential decay of E˜(u)
Since N is not compact, to compactify the moduli space of J-holomorphic maps with finite
energy we have to analyse the behaviour of holomorphic maps at infinity. In the case of contact
manifolds, a similar analysis for non-degenerare periodic orbit has been done by Hofer and his
collabrators [16], [17] [18]. In [23] the authors adapt the standard L2-moduli space theory,
which has been intensively developed for Chern-Simons theory, to study Bott-type periodic
orbits, including the case of a Hamiltonian S1-action (see the first version [22]). According to
the suggestion of referee they deleted the part of contact geometry, but kept the L2-theory for
the case of a Hamiltonian S1-action in final version. In the case of a Hamiltonian S1-action
the contact manifold M˜ is a circle bundle of a complex line bundle, the similar results can
be proved in a rather easy way, using estimates in [30]. For example, this point of view was
employed in [6]. In this note we choose this point of view.
Denote Dδ(0) = {w|
∑
(wi)
2 < δ}.
Proposition 1.7. Let u = (a, u˜) : [0,∞) × S1 → R × M˜ be a J-holomorphic map with
finite energy, and si → ∞ be a sequence such that u˜(si, t) −→ x(kt) for some periodic orbit
x(kt). Then for any disk Dδ(0), there is a ℵ > 0 such that if s > ℵ then π ◦ u˜(s, ·) ∈ Dδ(0).
Proof. Take the coordinates transformation z = e−s−2iπt, uˆ(z) := uˆ(s, t). Consider the
J˜ -holomorphic map uˆ = π ◦ u˜ : D∗1(0)→ Z. By the Theorem of removal of singularities, uˆ can
be extended to a J˜ holomorphic map
uˆ : D1(0)→ Z.
Then for any δ > 0, there exists a ℵ > 0 such that uˆ(De−N (0)) ⊂ Dδ(0) for all N > ℵ, where
Dδ(0) is a ball of πx in Z. 
For any loop γ : S1 → M˜ let γ∗ := π ◦ γ. Suppose that γ∗(t) lies in Dδ(0). Set γ∗(t) =
(w1(t), ..., w2n(t)) and put ζ(t) := γ
∗(t) − 0 = (w1(t), ..., w2n(t)). We define an annulus W :
[0, 1]× S1 → M˜ by by ̟ζ(t), and define an action functional by
(1.38) A(γ∗) = −
∫
[0,1]×S1
W ∗τ0.
Lemma 1.8. There is a constant C1 > 0 depending only on J˜ on Z such that for any
smooth loop γ∗(t) : S1 → Dδ(0)
(1.39) | A(γ∗) |≤ C1
∫
S1
| d
dt
γ(t)|2
J˜
.
The proof is standard (see [30]).
By Stokes theorem we have E˜(uˆ, s) = A(γ∗s ) := A(s) for any s > ℵ.
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Lemma 1.9. There is so and constants c1 > 0, C2 > 0 such that for any s > so we have
(1.40) E˜(s) ≤ E˜(so)e−c1(s−so).
(1.41)
∫ s
so
‖Πu˜t‖L2(S1)ds ≤ C2(E˜(s))1/2.
Proof. Let si be a sequence si →∞ such that u˜(si, t) −→ x. Letting i→∞ we get
(1.42) E˜(s) := E˜(u; [s,∞)× S1) = A(s).
Then
dE˜(s)
ds
= −
∫
S1
|Πu˜t|2dt ≤ −C−11 A(s) = −C−11 E˜(s).
dE˜(s)
ds
≤ −
√
C−11 ‖Πu˜t‖L2(S1)E˜(s)
1
2 .
It follows that for any s1 > s ≥ so
E˜(s) ≤ E˜(so)e−c1(s−so),∫ s1
s
‖Πu˜t‖L2(S1)ds ≤ C1
(
E˜(s)1/2 − E˜(s1)1/2
)
≤ C2(E˜(s))1/2.
for some constants c1 > 0, C2 > 0. 
1.6. Convergence to periodic orbits
We are interested in the behaviors of the finite energy J-holomorphic maps near a puncture
p. There are two different types of puncture : the removable singularities and the non-removable
singularities. If u is bounded near a puncture, then this puncture is a removable singularity.
In the following, we assume that all punctures in P are non-removable. Then u is unbounded
near the punctures. We mainly discuss J-holomorphic maps into R× M˜ , for M± the discusses
are the same.
We fix a Darboux coordinate system a, θ,w as (1.30), where w is a local coordinates near
π(xk) ∈ Z. We need the following lemma of [16].
Lemma 1.10. Assume v : [so,∞)× S1 −→ R2 is smooth, bounded and solves the equation
vs + J0vt = g, where ‖g(s)‖ ≤ Coe−δs,
for some δ > 0, where the norm is the L2(S1)-norm. If v satisfies vt(s, t) −→ 0 as s −→ ∞
uniformly in t, and moreover has vanishing mean values,∫ 1
0
v(s, t)dt ≡ 0,
then ∫ s
so
e2ρs‖v(s)‖2ds <∞,
∫ s+1
s
‖v(s)‖2ds ≤ Ce−2ρs
for every 0 ≤ ρ < δ and ρ < 1
2
, where C > 0 is a constant depending only on Co,
1
2
− ρ and
(v(so), J0vt(so)).
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For the reader’s convenience we give the proof here.
Proof. We first show that ‖g(s)‖ ∈ L2 implies ‖v(s)‖ ∈ L2, the norm denoting the L2(S1)-
norm. We make use of the following pointwise identities for a function w = w(s, t) :
2〈ws, J0wt〉 = d
ds
〈w, J0wt〉 − d
dt
〈w, J0ws〉(1.43)
|ws|2 + |wt|2 = |ws + J0wt|2 − 2〈ws, J0wt〉.(1.44)
Since v has mean values zero we can estimate ‖v(s)‖ ≤ ‖vt(s)‖. Using (1.43), integrating by
parts, and observing that the integral of the derivative of a periodic function over a period
vanishes, and v solves the equation vs + J0vt = g, we obtain∫ s
so
‖v(s)‖2ds ≤
∫ s
so
(‖vs(s)‖2 + ‖vt(s)‖2)ds
=
∫ s
so
‖g(s)‖2ds− (v(s), J0vt(s)) + (v(so), J0vt(so)),
where (, ) denotes the inner product in L2(S1). Since ‖g(s)‖ ∈ L2 we conclude for the limit
s −→∞ : ∫ ∞
so
‖v(s)‖2 ≤
∫ ∞
so
‖g(s)‖2 + (v(so), J0vt(so)).
Take now an increasing sequence of monotone increasing functions γn : R −→ R satisfying
γn(s) = s for 0 ≤ s ≤ n, 0 ≤ γ′n(s) ≤ 1 for s ∈ R, and γn(s) = const for s ≥ n + 1. Let ρ > 0
and define the sequence vˆn = vˆ as
vˆ(s, t) = eργn(s)v(s, t).
Then vˆ is smooth, bounded, satisfies vˆt(s, t) −→ 0 as s −→ ∞, has mean values zero and
‖vˆ(s)‖ ∈ L2. Differentiating vˆ we obtain
vˆs + J0vˆt = e
ργn(s)g + ργ′n(s)vˆ.
If 0 < ρ < δ we conclude, in view of the exponential decay of g, for n ≥ so∫ ∞
so
‖vˆ(s)‖2ds ≤
∫ ∞
so
‖vˆs + J0vˆt‖2ds+ (vˆ(so), J0vˆt(so))
≤ 2
∫ ∞
so
e2ρs‖g(s)‖2ds+ 2ρ
∫ ∞
so
‖vˆ‖2 + e2ρso(v(so), J0vt(so)).
Hence
(1.45) (1− 2ρ)
∫ ∞
so
e2ργn(s)‖v(s)‖2ds ≤ C
with a constant C independent of n. Let ρ < 1
2
; taking the limit as n −→ ∞ we conclude that
eρs‖v(s)‖ ∈ L2 as claimed. 
By a similar argument of Lemma 1.10 we have
Lemma 1.11. Assume v : [−R,R]×S1 −→ R2 is smooth, bounded and solves the equation
vs + J0vt = g, where ‖g(s)||s|≤B‖ ≤ Coe−δ(R−B), ∀0 < B < R,
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for some δ > 0, where the norm is the L2(S1)-norm. To simplify notations we denote by v(±R)
the restriction of v(s, t) to s = ±R. If v satisfies
‖vt(±R)‖L2(S1) ≤ C1,
∫ 1
0
v(s, t)dt ≡ 0,
then ∫ s+1
s
‖v(s)‖2ds ≤ Ce−2ρ(R−B), ∀|s| ≤ B
for every 0 ≤ ρ < δ and ρ < 1
2
, where C > 0 is a constant depending only on Co,
1
2
− ρ and∑ |(v(±R), J0vt(±R))|.
Proof. As in the proof of Lemma 1.10 we have∫ s2
s1
‖v(s)‖2ds ≤
∫ s2
s1
‖g(s)‖2ds+
∑
|(v(si), J0vt(si))|.(1.46)
Take a even functions γ : [−R,R] −→ R satisfying
γ(s) = s+R, for − R ≤ s ≤ −1, 0 ≤ γ′(s) ≤ 1, ∀s ∈ [−R, 0],
γ(s) = const for − 1
2
< s ≤ 0.
Let ρ > 0 and define
vˆ(s, t) = eργ(s)v(s, t).
Obviously, vˆ(±R, t) = v(±R, t). Then vˆ has mean values zero over S1 and ‖vˆ(s)‖ ∈ L2. Differ-
entiating we obtain
vˆs + J0vˆt = e
ργ(s)g + ργ′(s)vˆ.
If 0 < ρ < δ we conclude,∫ R
−R
‖vˆ(s)‖2ds ≤
∫ R
−R
‖vˆs + J0vˆt‖2ds+
∑
|(v(±R), J0vt(±R))|
≤ 2
∫ R
−R
e2ργ(s)‖g(s)‖2ds+ 2ρ
∫ R
−R
‖vˆ‖2 +
∑
|(v(±R), J0vt(±R))|.
Hence
(1.47) (1− 2ρ)
∫ R
−R
‖vˆ(s)‖2ds ≤ C1.
Let ρ < 1
2
. Then ∫ s+1
s
‖v(s)‖2ds ≤ Ce−2ρ(R−B), ∀|s| ≤ B.
The lemma follows. 
We need the following lemmas (see [30]).
Theorem 1.12. Let (M,ω) be a compact symplectic manifold with ω-tamed complex struc-
ture J. Then there exists a constant ~ > 0 such that the following holds. If r > 0 and
u : Br(0)→M be a J-holomorphic curve then
(1.48)
∫
Br(0)
|du|2 ≤ ~ =⇒ |du(0)|2 ≤ 8
πr2
∫
Br(0)
|du|2.
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Lemma 1.13. Let (M,ω) be a compact symplectic manifold with ω-tamed almost complex
structure J. Fix a constant c ∈ (0, 1). There are two positive constant C1 and ~ depending only
on J , ω and c such that for any J-holomorphic map u : [−R,R]× S1 →M with
(1.49) E(u,−R ≤ s ≤ R) < ~,
we have
E(u,−B ≤ s ≤ B) ≤ C1e−2c(R−B), ∀ 0 ≤ B ≤ R,(1.50)
|∇u|(s, t) ≤ C1e−c(R−|s|), ∀ |s| ≤ R− 1,(1.51)
Following [16] we introduce functions
(1.52) a⋄(s, t) = a(s, t)− ks, θ⋄(s, t) = θ(s, t)− kt.
Denote
(1.53) £ = (a⋄, θ⋄).
We have
(1.54) £s + J0£t = h,
where h = (
∑
bi(w)(wi)t,−
∑
bi(w)(wi)s).
Using Lemma 1.13 we can prove that
Lemma 1.14. Let u : [−R,R]× S1 → R× M˜ be a J-holomorphic maps with finite energy.
Suppose that E˜(u,−R ≤ s ≤ R) < ~. Then there exists a constant B > 0 such that∫
S1
θ⋄t (s1, t)dt =
∫
S1
θ⋄t (s2, t)dt, ∀ |s1|, |s2| ≤ B.
Proof. Consider the J-holomorphic map uˆ = π ◦ u. By Lemma 1.13 there exists a constant
B > 0 such that uˆ([−B,B]×S1) lies in a local Darboux coordinates system w. Taking derivative
∂
∂t
of (1.6) we have
θ⋄st + a
⋄
tt = −
(∑
bi(w)(wi)s
)
t
.
It is easy to see that h(s, t) = h(s, t + 1) and a⋄t (s, t) = a
⋄
t (s, t + 1). Integrating this equation
over S1 we obtain
(1.55)
∣∣∣∣ dds
∫
S1
θ⋄t dt
∣∣∣∣ = ∣∣∣∣∫
S1
θ⋄stdt
∣∣∣∣ ≤ |a⋄t (s, t+ 1)− a⋄t (s, t)|+ |h(s, t+ 1)− h(s, t)| = 0.
Then Lemma follows. 
Next we prove
Theorem 1.15. Let u : C−D1 → R× M˜ be a J-holomorphic map with finite energy. Put
z = es+2πit. Then
lim
s→∞
u˜(s, t) = x(kt)
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in C∞(S1) for some k-periodic orbit x, and there are constants ℓ0, θ0 such that for any 0 < c <
min{1
2
, c1} and for all n = (m1, m2) ∈ Z2≥0
|∂n[a(s, t)− ks− ℓ0]| ≤ Cne−c|s|(1.56)
|∂n[θ(s, t)− kt− θ0]| ≤ Cne−c|s|(1.57)
|∂nw(s, t)| ≤ Cne−c|s|.(1.58)
Proof. By Lemma 1.4, there is a sequence si →∞ such that
lim
i→∞
u˜(si, t) = x(kt)
in C∞(S1) for some k-periodic orbit x.
For any (s, t) ∈ C−D1, let D1/2(s, t) be the Euclidean ball centered at (s, t). We have
E˜(u˜;D1/2(s, t)) ≤ E˜(s− 1).
Since lim
s→∞
E˜(s) = 0, we can assume that E˜(s1 − 1) < ~ for some s1 ≥ s0. Applying Theorem
1.12 we obtain that
|∇w(s, t)| ≤
√
32
π
√
E˜(s− 1) ≤ C2e−c1s/2,
where C2 =
√
32
π
E˜(s0)
1/2ec1s0/2. A direct integration give us
(1.59) |w(s, t)|J0 ≤ C3e−c1s/2
for some constant C3 > 0. By the standard elliptic estimate we have (1.58).
Integrating the equation £s + J0£t = h over S
1 we obtain
(1.60)
∣∣∣∣ dds
∫
S1
£dt
∣∣∣∣ = ∣∣∣∣∫
S1
£sdt
∣∣∣∣ = ∣∣∣∣∫
S1
hdt
∣∣∣∣ ≤ C4e−c1s/2,
for some constant C4 > 0. Then
∫
S1
(θ − kt)dt uniformly converges to some constant θ0. From
Lemma 1.5 we conclude that
θ − kt −→ θ0, in C∞(R).
Similar, we have
a− ks −→ ℓ0, in C∞(R),
for some constant ℓ0.
By the same arugment of Lemma 1.14 we have∫
S1
£t(s, t)dt = lim
s→∞
∫
S1
£t(s, t)dt = 0.
For any n = (m1,m2) ∈ Z2≥0 put V := £t and g = ht, we have
(∂nV )s + J0(∂
nV )t = ∂
ng,
∫
S1
∂nV (s, t)dt ≡ 0.
(1.58) gives us
‖∂ng‖ ≤ C5(n, s0)e−c1s/2,
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where C5(n, s0) > 0 is a constant depending only on s0, n and E˜(so). It follows from (1.28)
that (∂nV )t −→ 0 as s −→ ∞ uniformly in t. By Lemma 1.10 we have, for any c < min{12 , c12 },
(1.61)
∫ s+1
s
‖∂nV ‖L2ds ≤ C6(n, s0)e−cs
where C6(n, s0) > 0 is the constant depending only on C5(n, s0) and (∂
nV (so), J0∂
nVt(so)〉. It
follows from the Sobolev imbedding theorem that
(1.62) |£s|+ |£t| ≤ |h|(s, t) + 2|V |(s, t) ≤ C7(n, s0)e−cs.
where C7(n, s0) > 0 is a constant depending only on s0, E˜(so) and
∑
|n|≤2
|(∂nV (so), J0∂nVt(so)〉|.
Then by a direct integration we can obtain the (1.56) and (1.57). 
Similarly, we have
Theorem 1.16. Let u : [−R,R]×S1 → R×M˜ be a J-holomorphic maps with finite energy.
Assume that
(i) E˜(u,−R ≤ s ≤ R) < ~,
(ii)
∑
n1,n2≤3
‖∇nu(−R, ·)‖L2(S1) ≤ C1,
∑
n1,n2≤3
‖∇nu(R, ·)‖L2(S1) ≤ C1, where n = (m1, m2),
Then there exist three constants k ∈ Z>0, C > 0 and B > 0 depending only on ~, J˜ and C1
such that
|∇£| ≤ Ce−c(R−|s|), ∀ |s| ≤ B,(1.63)
where £ = (a− ks, θ − kt).
Proof. As in the proof of Lemma 1.14 there exists a constant B > 0 such that uˆ([−B,B]×S1)
in a local Darboux coordinates system w. Since θ(s, t+1) = θ(s, t), mod 1, there exists k ∈ Z>0
such that θ(−B, t) + k = θ(−B, t + 1). By Lemma 1.14 we have
£(s, t) = £(s, t+ 1), ∀|s| ≤ B.
Then by a similar argument of the proof of Theorem 1.15 we can prove the lemma. 
We introduce some terminology.
Definition 1.17. (1). Let u : Σ − {p} → N be a J-holomorphic map with finite en-
ergy, and p be a nonremovable singularity. If , in terms of local coordinates (s, t) around p,
lims→∞ u˜(s, t) = x(kt), we say simply that u(s, t) converges to the k-periodic orbit x. We call
p a positive (resp. negative ) end, if a(z)→∞ (resp. −∞) as z → p.
(2). Suppose that Σ1 and Σ2 join at p, and u1 : Σ1 → M+ (or R× M˜), u2 : Σ2 → R× M˜
are J-holomorphic maps with finite energy. Choose coordinates (a1, θ1,w) on M
+ (or R×M˜ ),
(a2, θ2,w) on R× M˜ and choose holomorphic cylindrical coordinates (s1, t1) on Σ1 and (s2, t2)
on Σ2 near p respectively. Suppose that
lim
s1→∞
u˜1(s1, t1) = x1(k1t1), lim
s2→−∞
u˜2(s2, t2) = x2(k2t2).
We say u1 and u2 converge to a same periodic orbit as the variable tend to p, if k1 = k2, and
π(x1) = π(x2), where π denotes the projection to Z.
CHAPTER 2
The moduli space of stable holomorphic maps
2.1. Deligne-Mumford moduli space
First all, we recall some results on the Deligne-Mumford moduli spaceMg,n of stable curves,
for detail see [41], [42], [43].
2.1.1. Metrics on Σ. Let (Σ, j, z) be a smooth Riemann surface of genus g with n marked
points z. In this paper we assume that n > 2 − 2g, and (g, n) 6= (1, 1), (2, 0). It is well-known
that there is a unique complete hyperboloc metric g0 in Σ \ {z} of constant curvature −1 of
finite volume, in the given conformal class j ( see [42]). Let H = {ζ = λ + √−1γ|γ > 0} be
the half upper plane with the Poincare metric
g0(ζ) =
1
(Im(ζ))2
dζdζ¯.
Let
D =
{ζ ∈ H|Im(ζ) ≥ 1}
ζ ∼ ζ + 1
be a cylinder, and g0 induces a metric on D, which is still denoted by g0. Let z = e
2πiζ , through
which we identify D with D(e−2π) := {z||z| < e−2π}. An important result is that for any
marked point zi there exists a neighborhood Oi of zi in Σ such that
(Oi \ {zi}, g0) ∼= (D(e−2π) \ {0}, g0),
moreover, all Oi’s are disjoint with each other. Then we can view Dzi(e
−2π) as a neighborhood
of zi in Σ and z is a local complex coordinate on Dzi(e
−2π) with z(zi) = 0. In terms of the
coordinates z the metric g0 becomes
g0 =
dzdz¯
|z|2(log|z|)2 .
The distinguished coordinates z is unique modulo a unimodular factor. We call z the cusp
coordinate. For any c > 0 denote
D(c) =
n⋃
l=1
Dzl(c), Σ(c) = Σ \D(c).
Let g′ = dzdz¯ be the standard Euclidean metric on each Dzi(e
−2π). We fix a smooth cut-off
function χ(|z|) to glue g0 and g′, we get a smooth metric g in the given conformal class j on
Σ such that
g =

g0 on Σ \D(e−2π),
g′ on D(1
2
e−2π) .
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Put z = es+2π
√−1t. We call (s, t) the cusp cylinder coordinates.
Let gc = ds2 + dt2 be the cylinder metric on each D∗zi(e
−2π). We also define another metric
g⋄ on Σ as above by glue g0 and gc, such that
g⋄ =

g0 on Σ \D(e−2π),
gc on D(1
2
e−2π) .
The metric g (resp. g⋄) can be generalized to marked nodal surfaces in a natural way.
Let (Σ, j, z) be a marked nodal surfaces with e nodal points q = (q1, · · · , qe). Let σ : Σ˜ =∑r
ν=1Σν → Σ be the normalization. For every node qi we have a pair {ai, bi}. We view ai, bi
as marked points on Σ˜ and define the metric gν (resp. g
⋄
ν) for each Σν . Then we define
g :=
ν⊕
1
gν , g
⋄ :=
ν⊕
1
g⋄ν .
2.1.2. Teichmu¨ller space. Denote by J (Σ) ⊂ End(TΣ) the manifold of all C∞ complex
structures on Σ, let G denote the manifold of C∞ Riemannian metrics with constant scalar cur-
vature −1 on Σ. Denote by Diff+(Σ) the group of orientation preserving C∞ diffeomorphisms
of Σ, by Diff+0 (Σ) the identity component of Diff
+(Σ). Diff+(Σ) acts on J (Σ) and G by
(φ∗J)x := (dφx)−1Jφ(x)dφx, (φ∗g)(x)(w, v) := g(φ(x))(dφ(x)w, dφ(x)v)
for all φ ∈ Diff+(Σ), x ∈ Σ, w, v ∈ TxΣ. There is a bijective, Diff+(Σ)-equivariant corre-
spondence between J (Σ) and G:
J (Σ) ∼= G.
Put
P := J (Σ)× (Σn \∆),
where ∆ ⊂ Σn denotes the fat diagonal. The orbit spaces are
Mg,n = (J (Σ)× (Σn \∆)) /Diff+(Σ), Tg,n = (J (Σ)× (Σn \∆)) /Diff+0 (Σ).
Mg,n is called the Deligne-Mumford space, Tg,n is called the Teichmu¨ller space. The mapping
class group of Σ is
Modg,n = Diff
+(Σ)/Diff+0 (Σ).
It is well-known that Modg,n acts properly discontinuously on Tg,n and
Mg,n = Tg,n/Modg,n
is a complex orbifold of dimension 3g − 3 + n. Let πM : Tg,n →Mg,n be the projection.
Consider the principal fiber bundle
Diff+0 (Σ)→ P→ Tg,n
and the associated fiber bundle
πT : Q := P×Diff+0 (Σ) Σ→ Tg,n,
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which has fibers isomorphic to Σ and is equipped with n disjoint sections
Yi := {[j, z1, . . . , zn, z] ∈ Q : z = zi} , i = 1, . . . ,m.
It is commonly called the universal curve over Tg,n. The following result is well-known (cf [36]):
Lemma 2.1. Suppose that n + 2g ≥ 3. Then for any γo = [(jo, zo)] ∈ Tg,n, and any
(jo, zo) ∈ P with πT(jo, zo) = γo there is an open neighborhood A of zero in C3g−3+n and a local
holomorphic slice ι = (ι0, · · · , ιn) : A→ P such that
(2.1) ι0(o) = jo, ιi(o) = zio i = 1, . . . , n,
and the map
A×Diff+0 (Σ)→ P : (a, φ) 7→ (φ∗ι0(a), φ−1(ι1(a)), · · · , φ−1(ιn(a))
is a diffeomorphism onto a neighborhood of the orbit of (jo, zo).
From the local slice we have a local coordinate chart on U and a local trivialization on
π−1T (U):
(2.2) ψ : U → A, Ψ : π−1T (U)→ A× Σ,
where U ⊂ Tg,n is a open set. We call (ψ,Ψ) in (2.2) a local coordinate system for Q. Suppose
that we have two local coordinate systems
(2.3) (ψ,Ψ) : (O, π−1T (O))→ (A,A× Σ),
(2.4) (ψ′,Ψ′) : (O′, π−1T (O
′))→ (A′,A′ × Σ).
Suppose that O
⋂
O′ 6= ∅. Let W be a open set with W ⊂ O⋂O′. Denote V = ψ(W ) and
V ′ = ψ′(W ). Then ( see [36])
Lemma 2.2. ψ′ ◦ ψ−1|V : V → V ′ and Ψ′ ◦Ψ−1|V : V × Σ→ V ′ × Σ are holomorphic.
The diffeomorphism group Diff+(Σ) acts on Σn \∆ by
(2.5) ϕ∗(j, z1, . . . , zn) := (ϕ∗j, ϕ−1(z1), . . . , ϕ−1(zn)).
It is easy to see that g is Diff+(Σ)-invariant.
LetMg,n be the Deligne-Mumford compactification space, gwp be the Weil-Petersson metric
onMg,n. Denote by Bg,n the groupoid whose objects are stable marked nodal Riemann surfaces
of type (g, n) and whose morphisms are isomorphisms of marked nodal Riemann surfaces. J.
Robbin, D. Salamon [36] used the universal marked nodal family to give an orbifold groupoid
structure on Bg,n. Then Mg,n has the structure of a complex orbifold, and Mg,n is an effective
orbifold. It is possible that (gi, ni) = (1, 1) for some smooth component Σi, in this case we
consider the reduced effective orbifold structure.
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2.2. Weighted sobolev norms
We mainly discuss holomorphic maps into M+. For holomorphic maps into M− and R×M˜
the discussions are the same. There is a Riemannian metric
(2.6) GJ(v, w) :=< v,w >J :=
1
2
(ω(v, Jw) + ω(w, Jv))
for any v, w ∈ TM+. Following [30] we choose the complex linear connection
∇˜XY = ∇XY − 12J (∇XJ) Y
induced by the Levi-Civita connection ∇ of the metric GJ .
2.2.1. Norms for maps from smooth Riemann surfaces. Let (Σ,y,p) be a stable
smooth marked surface of genus g with m distinct marked points y = (y1, ..., ym), µ distinct
puncture points p = (p1, ..., pµ). Put
◦
Σ= Σ − {y,p}. Let u :
◦
Σ→ M+ be a (j, J)-holomorphic
map. We choose cusp cylinder coordinates (s, t) near each puncture point pj. Over each tube
the linearized operator Du takes the following form (see [24])
(2.7) Du =
∂
∂s
+ J0
∂
∂t
+ F 1u + F
2
u
∂
∂t
.
Then (1.56), (1.57) and (1.58) hold.
We introduce some notations. There is a bundle H → Z, whose fibre at p ∈ Z is TpZ ⊕
span{ ∂
∂a
, ∂
∂θ
}, and a bundle H∗ → Z, whose fibre at p ∈ Z is TpZ. Let { ∂∂a , ∂∂θ , ∂∂w1 , ..., ∂∂wn} be
a base of Hp. There is a projection π : Hp → H∗p given by
c1
∂
∂a
+ c2
∂
∂θ
+
∑
bi
∂
∂wi
7−→
∑
bi
∂
∂wi
.
To simplify notations we identify Hu(p) ( resp. H
∗
u(p) ) with (u
∗H)p ( resp. u∗H∗p ) and denote
it by Hp ( resp. H
∗
p ).
By the elliptic regularity we have, for any k > 0,
(2.8)
∑
i+j=k
∣∣∣∣ ∂kF iu∂is∂jt
∣∣∣∣ ≤ Cke−cs, i = 1, 2.
for some constants Ck > 0, c > 0. Therefore, the operator Hs = J0
d
dt
+ F 1u + F
2
u
∂
∂t
converges to
H∞ = J0 ddt . Obviously, the operator Du is not a Fredholm operator because over each nodal
end the operator H∞ = J0 ddt has zero eigenvalue. For each puncture pi the kerH
i
∞ consists of
constant vectors in Hpi. To recover a Fredholm theory we use weighted function spaces. We
choose a weight α for each end. Fix a positive functionW on Σ which has order equal to eα|s| on
each end, where α is a small constant such that 0 < α < c and over each end H∞−α = J0 ddt−α
is invertible. We will write the weight function simply as eα|s|. For given integer k > 4 and
for any section h ∈ C∞(Σ; u∗TM+) and section η ∈ C∞(Σ, u∗TM+ ⊗ ∧0,1j T ∗Σ) we define the
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norms
‖h‖k,2,α =
(∫
Σ
e2α|s|
k∑
i=0
|∇ih|2dvolΣ
)1/2
,(2.9)
‖η‖k−1,2,α =
(∫
Σ
e2α|s|
k−1∑
i=0
|∇iη|2dvolΣ
)1/2
.(2.10)
Here all norms and covariant derivatives are taken with respect to the metric GJ on u
∗TM+
and the metric g on (Σ, j,y,p), dvolΣ denotes the volume form with respect to g. Denote by
W k,2,α(Σ; u∗TM+) and W k−1,2,α(Σ, u∗TM+⊗∧0,1j T ∗Σ) the complete spaces with respect to the
norms (2.9) and (2.10) respectively.
The operator Du : W
k,2,α → W k−1,2,α is a Fredholm operator so long as α does not lie in
the spectrum of the operator H i∞ for all i = 1, · · · , µ.
Remark 2.3. The index ind(Du, α) does not change if α is varied in such a way that α
avoids the spectrum ofH i∞. Conversely, the index will change if α is moved across an eigenvalue.
We will choose α slightly larger than zero such that at each end it does not across the first
positive eigenvalue.
For each point pi ∈ {p1, ..., pµ}, i = 1, ..., µ, let hi0 ∈ kerH i∞. Put H∞ = (H1∞, ..., Hµ∞),
h0 = (h
1
0, ..., h
µ
0). We choose coordinates (a, θ) over the cylinder end of M
+. For each pi we
choose a local Darboux coordinate wi near π ◦ u˜(pi) ∈ Z. h0 may be considered as a vector field
in the coordinate neighborhood. We fix a cutoff function ̺:
̺(s) =
{
1, if |s| ≥ d,
0, if |s| ≤ d
2
where d is a large positive number. Put
hˆ0 = ̺h0.
Then for d big enough hˆ0 is a section in C
∞(Σ; u∗TM+) supported in the tube {(s, t)||s| ≥
d
2
, t ∈ S1}. Denote
Wk,2,α = {h+ hˆ0|h ∈ W k,2,α, h0 ∈ kerH∞}.
We define weighted Sobolev norm on Wk,2,α by
‖h+ hˆ0‖W ,k,2,α = ‖h‖k,2,α + |h0|.
Denote by B˜ the space of Wk,2,α-maps u : Σ −→ M+ with a fixed homology class A ∈
H2(M+,Z), that is
B˜ = {u ∈ Wk,2,α(Σ,M+)| u¯⋆([Σ]) = A},
where k > 4 is an even integer. Then B˜ is an infinite dimensional Banach manifold. For any
u ∈ B˜, the tangent space at u is TuB˜ =Wk,2,α(Σ, u⋆TM+). The exponential map for (M+, GJ)
provides a coordinate chart at u.
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The map u is called a (j, J)-holomorphic map if du ◦ j = J ◦ du. Alternatively
(2.11) ∂¯j,J(u) :=
1
2
(du+ J(u)du ◦ j) = 0.
Let E˜ be the infinite dimensional Bananch bundle over B˜ whose fiber at b = (j,y,p, u) is
W k−1,2,α(Σ, u∗TM+ ⊗ ∧0,1j T ∗Σ).
The Cauchy-Riemann operator defines a Fredholm section ∂j,J : B˜ −→ E˜ .
The diffeomorphism group Diff+(Σ) acts on (Σm+µ \∆)× B˜ and (Σm+µ \∆)× E˜ by
(2.12) ϕ∗(j,y,p, u) := (ϕ∗j, ϕ−1(y), ϕ−1(p), u ◦ ϕ)
(2.13) ϕ∗κ = κ · dϕ ∀ κ ∈ W k−1,2,α(Σ, u∗TM ⊗ ∧0,1j T ∗Σ)
for ϕ ∈ Diff+(Σ). Put
Aut(j,y,p, u) = {φ ∈ Diff+(Σ)|ϕ∗(j,y,p, u) = (j,y,p, u)}.
We call it the automorphism group at (j,y,p, u).
Our moduli space MA(M+, g,m+ µ,k) is the quotient space
MA(M+, g,m+ µ,k) = ((Σm+µ \∆)× ∂−1J (0))/Diff+(Σ).
For any [bo] = [(qo, u)] ∈ MA(M+, g,m + µ,k) with [qo] ∈ Mg,m+µ let γo = [(jo, zo)] ∈
Tg,m+µ, (jo, zo) ∈ P with πM(γo) = [qo] and πT(jo, zo) = γo. Choose a local coordinate system
(ψ,Ψ) on U with ψ(γo) = ao for Q as in (2.2), we have a local coordinate chart on U and a
local trivialization on π−1T (U):
(2.14) ψ : U → A, Ψ : π−1T (U)→ A× Σ,
where U ⊂ Tg,m+µ is an open set. We can view a = (j, z) as parameters, and the domain Σ is a
fixed smooth surface. Denote by ja the complex structure on Σ associated with a = (j, z) and
put jao := jo. The Weil-Pertersson metric induces a Diff
+(Σ)-invariant distance dA(ao, a) on
A such that d2A(a) := d
2
A(ao, a) is a smooth function on A. Denote by Ga the isotropy group
at a, that is
Ga = {φ ∈ Diff+(Σ) | φ∗(j, z) = (j, z)}.
Since Mg,m+µ is an effective orbifold, we can choose δ small such that Ga can be imbedded
into Gao as a subgroup for any a with dA(ao, a) < δ. Denote by im(Ga) the imbedding.
Let bo = (ao, u) = (jo, zo, u) be the expression of [(γo, u)] in this local coordinates. Set
O˜bo(δ, ρ) := {(a, v) ∈ A× B˜ | dA(ao, a) < δ, ‖h‖ja,k,2 < ρ},
O[bo](δ, ρ) = O˜bo(δ, ρ)/Gbo ,
where v = expu(h), Gbo is the isotropy group at bo, that is
Gbo = {φ ∈ Diff+(Σ) | φ∗(jo, zo, u) = (jo, zo, u)}.
Obviously, Gbo is a subgroup ofGao . Note that both dA and ‖h‖ja,k,2,α are Diff+(Σ)-invariant,
we may identified O[bo](δ, ρ) with a neighborhood of [bo] ∈Mg,m+µ(A) in Bg,m+µ(A).
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2.2.2. Pregluing. Let (Σ, j,y,p, q) be a marked nodal Riemann surface of genus g with
m marked points y, µ puncture points p and one nodal point q. We write the marked nodal
Riemann surface as
(Σ = Σ1 ∧ Σ2, j = (j1, j2),y = (y1,y2),p = (p1,p2), q = (p1, p2)) ,
where (Σi, ji,yi,pi, qi), i = 1, 2, are smooth Riemann surfaces. We say that q1, q2 are paired
to form q. Assume that both (Σi, ji,yi,pi, qi) are stable. We choose metric gi on each Σi
as in §2.1.1. We choose the cusp cylindrical coordinates (si, ti) near qi. In terms of the cusp
cylindrical coordinates we write
Σ1 \ {q1} ∼= Σ10 ∪ {[0,∞)× S1}, Σ2 \ {q2} ∼= Σ20 ∪ {(−∞, 0]× S1}.
Here Σi0 ⊂ Σi, i = 1, 2, are compact surfaces with boundary. We introduce the notations
Σi(R0) = Σi0 ∪ {(si, ti)| |si| ≤ R0}, Σ(R0) = Σ1(R0) ∪ Σ2(R0).
For any gluing parameter (r, τ) with r ≥ R0 and τ ∈ S1 we construct a surface Σ(r) with the
gluing formulas:
(2.15) s1 = s2 + 2r, t1 = t2 + τ.
where we use (r) to denote gluing parameters.
We will use the cylinder coordinates to describe the construction of u(r) : Σ(r) →M+. Write
u = (u1, u2), ui : Σi →M+ with u1(q) = u2(q).
We choose local normal coordinates (x1, · · · , x2m) in a neighborhood Ou(q) of u(q) and choose
R0 so large that u({|si| ≥ r2}) lie in Ou(q) for any r > R0. We glue the map (u1, u2) to get a
pregluing maps u(r) as follows. Set
u(r) =

u1 on Σ10
⋃{(s1, θ1)|0 ≤ s1 ≤ r2 , θ1 ∈ S1}
u1(q) = u2(q) on {(s1, θ1)|3r4 ≤ s1 ≤ 5r4 , θ1 ∈ S1}
u2 on Σ20
⋃{(s2, θ2)|0 ≥ s2 ≥ − r2 , θ2 ∈ S1}
.
To define the map u(r) in the remaining part we fix a smooth cutoff function β : R→ [0, 1] such
that
(2.16) β(s) =
{
1 if s ≥ 1
0 if s ≤ 0
and
√
1− β2 is a smooth function, 0 ≤ β ′(s) ≤ 4 and β2(1
2
) = 1
2
. We define
u(r) = u1(q)+
(
β
(
3− 4s1
r
)
(u1(s1, θ1)− u1(q)) + β
(
4s1
r
− 5
)
(u2(s1 − 2r, θ1 − τ)− u2(q))
)
.
Denote
β1;R(s1) = β
(
1
2
+
r − s1
R
)
, β2;R(s2) =
√
1− β2
(
1
2
− s2 + r
R
)
,
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where β is the cut-off function defined in (2.16). For any η ∈ C∞(Σ(r); u∗(r)TM+ ⊗ ∧0,1j TΣ(r)),
let
ηi(p) =

η if p ∈ Σi0 ∪ {|si| ≤ r − 1}
βi;2(si)η(si, ti) if p ∈ {r − 1 ≤ |si| ≤ r + 1}
0 otherwise.
.
If no danger of confusion we will simply write ηi = βi;2η. Then ηi can be considered as a section
over Σi. Define
(2.17) ‖η‖r,k−1,2,α = ‖η1‖Σ1,j1,k−1,2,α + ‖η2‖Σ2,j2,k−1,2,α.
We now define a norm ‖·‖r,k,2,α onC∞(Σ(r); u∗(r)TM+). For any section h ∈ C∞(Σ(r); u∗(r)TM+)
denote
h0 =
∫
S1
h(r, t)dt,
h1(s1, t1) = (h− hˆ0)(s1, t1)β1;2(s1), h2(s2, t2) = (h− hˆ0)(s2, t2)β2;2(s2).
We define
(2.18) ‖h‖r,k,2,α = ‖h1‖Σ1,j1,k,2,α + ‖h2‖Σ2,j2,k,2,α + |h0|.
Denote the resulting completed spaces byW k−1,2,α(Σ(r); u∗(r)TM
+⊗∧0,1jr TΣ(r)) andW k,2,α(Σ(r); u∗(r)TM+)
respectively.
This pregluing procedure can be generalized to pregluing several nodes.
2.2.3. Norms for maps from marked nodal Riemann surfaces. One can generalize
the norms ‖h‖k,2,α, ‖η‖k−1,2,α and O˜bo(δ, ρ), O[bo](δ, ρ) to marked nodal Riemann surfaces. Let
(Σ, j,y,p, ν) be a marked nodal Riemann surface with nodal structure ν of genus g with m
distinct marked points y = (y1, ..., ym), µ distinct puncture points p = (p1, ..., pµ). Denote by
q = (q1, ..., qe) the set of nodal points of Σ. Put
◦
Σ= Σ − {y,p,q}. Then
◦
Σ is a Riemann
surface with additional punctures aj , bj in the place of the jth node of Σ, j = 1, · · · , e. Let
u : Σ→M+ is a smooth map satisfying the nodal conditions
{aj , bj} ∈ ν =⇒ u(aj) = u(bj).
For each node qj , j = 1, · · · , ℓ there is a neighborhood isomorphic to
{(zj, wj) ∈ C2||zj| < 1, |wj| < 1, zjwj = 0}.
Denote by Σi the connected components of
◦
Σ, i = 1, · · · , ι. Suppose that Σi has ni marked
points, qi punctures and has genus gi.
We can parameterize a neighborhood of
◦
Σ in the deformation space by Beltrami differentials.
Let zi (resp. wi) be a local coordinate around ai (resp. bi), zi(ai) = 0, wi(bi) = 0, i = 1, · · · , e.
Let Uj = {p ∈ Σ||zj |(p) < 1} and Vj = {p ∈ Σ||wj|(p) < 1} be disjoint neighborhoods of the
punctures aj and bj , j = 1, · · · , e. We pick an open set Uo ⊂
◦
Σ such that each component of
◦
Σ
intersects Uo in a nonempty relatively compact set and the intersection Uo
⋂
(Uj ∪Vj) is empty
for all j. Denote N =
c∑
i=1
(3gi−3+ni+qi). Choose Beltrami differentials νj , j = 1, · · · , N which
are supported in Uo and form a basis of the deformation space at Σ. Let s = (s1, · · · , sN) ∈ CN ,
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ν =
N∑
i=1
siνi. Assume |s| small enough such that |ν| < 1. The nodal surface Σs,0 is obtained by
solving the Beltrami equation ∂¯w = ν(s)w.
We recall the plumbing construction for Σ with a pair of punctures aj, bj . Let zj,s, wj,s be
the canonical coordinates in Uj ,Vj near aj , bj respectively, thus
ds2s,0(zj,s) =
|dzj,s|2
|zj,s|2 log2 |dzj,s|
, ds2s,0(wj,s) =
|dwj,s|2
|wj,s|2 log2 |dwj,s|
.
where ds2s,0 be the normalized hyperbolic metric on Σs,0 of curvature −1. As [9] denote
Fj,s = zj ◦ z−1j,s , Gj,s = wj ◦ w−1j,s .
By the removalbe singularity theorem and setting F˜j,s = Fj,s/F
′
j,s(0) and G˜j,s = Gj,s/G
′
j,s(0), if
necessary , we can assume that
Fj,s(0) = 0, F
′
j,s(0) = 1, Gj,s(0) = 0, G
′
j,s(0) = 1.
Since Uo is disjoint from the Uj ,Vj, the Fj,s, Gj,s are also holomorphic onto their image. For
any t = (t1, ·, ·, te) with 0 < |tj| < 1, remove the discs |zj | < |tj| and |wj| < |tj| when |tj|
small, and identify zj via the plumbing equation
wj =
tj
zj
.
We can rewrite the equation as
(Fj,s ◦ zj,s) · (Gj,s ◦ wj,s) = tj .
Then we form a new Riemann surface Σs,t. We call (t1, · · ·, te) plumbing coordinate. We obtain
a family of Riemann surfaces over ∆s×∆t, whose fiber over (s, t) is the Riemann surface Σs,t,
where ∆s = (∆)
N ⊂ CN , ∆t = (∆)e ⊂ Ce are polydiscs.
In the coordinate system (s, t) the gwp metric induces aDiff
+(Σ)-invariant distance ds,t(·, ·)
on ∆s ×∆t. Put
O(δ) = {(s, t) | ds,t((0, 0), (s, t)) < δ}.
We can choose δ small such that G(s,t) can be imbedded into G(0,0) as a subgroup for any
(s, t) ∈ O(δ). Denote by im(G(s,t)) the imbedding.
Let us,0 : Σs,0 → M+ be a W k,2,α-map. We can construct us,t : Σs,t → M+. For
any h ∈ C∞c (Σs,0; u∗s,0TM+) and any section η ∈ C∞c (Σs,0, u∗s,0TM+ ⊗ ∧0,1j T ∗Σs,0) we de-
fine the norms ‖h‖s,k,2,α and ‖η‖s,k−1,2,α. For any section h ∈ C∞(Σs,t; u∗s,tTM+) and any
η ∈ C∞(Σs,t; u∗s,tTM+ ⊗ ∧0,1j TΣs,t), we define the norms ‖h‖s,t,k,2,α and ‖η‖s,t,k−1,2,α. We do
these in the same way as for one node case.
Let bo = (Σ, 0, 0, u). Set
O˜bo(δbo , ρbo) := {((s, t), vs,t) | ds,t((0, 0), (s, t)) < δbo , ‖h‖s,t,k,2,α < ρbo} ,
O[bo](δbo , ρbo) = O˜bo(δbo , ρbo)/Gbo ,
where vs,t = expus,t(h).
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2.3. Holomorphic cascades in M±
We discuss M+, for M− the discusses are the same. A configuration in M+ is a tuple
(Σ, j,y,p, ν, u) where (Σ, j,y,p, ν) is a marked nodal Riemann surface (see [36, §3]) of genus g
with m distinct marked points y = (y1, ..., ym), µ distinct puncture points p = (p1, ..., pµ), and
u : Σ→ M+ is a smooth map satisfying the nodal conditions. Suppose that u(z) converges to
a ki-periodic orbit xi as z tends to pi. We call (Σ, j,y,p, ν, u) a relative configuration in M
+.
Let Σ =
⋃d
i=1Σi, where (Σi, ji) is a smooth Riemann surface.
The configuration (Σ, j,y,p, ν, u) is called holomorphic if the restriction to every Σi of u
satisfies (1.21).
Let J (Σ) ⊂ End(TΣ) denote the manifold of complex structures on Σ. Denote byDiff+(Σ, ν)
the group of orientation preserving diffemorphisms of Σ, that preserve the nodal structure. De-
note by Diff+0 (Σ, ν) the identity component of Diff
+(Σ, ν). For any ϕ ∈ Diff+(Σ, ν), ϕ acts
on J (Σ)× (Σm+µ \∆) by the holomorphic diffeomorphisms
(j,y,p) 7−→ (ϕ∗j, ϕ−1(y), ϕ−1(p)),
where ∆ ⊂ Σm+µ denotes the fat diagonal, i.e. set of all (m+µ)-tuples of points in Σm+µ where
at least two components are equal.
Definition 2.4. Two relative (j, J)-holomorphic configurations b = (j,y, ν,p, u) and bˇ =
(ˇj, yˇ, νˇ, pˇ, uˇ) in M+ are called equivalent if there exists a ϕ ∈ Diff+(Σ, ν) such that
(1) ϕ(j,y, ν,p) = (ˇj, yˇ, νˇ, pˇ),
(2) uˇ = u ◦ ϕ.
Definition 2.5. We put
Aut(b) = {ϕ ∈ Diff+(Σ, ν)|ϕ is an automorphism satisfying (1), (2) in Definition 2.4}.
We call it the automorphism group of b.
Definition 2.6. A relative (j, J)-holomorphic configuration b in M+ is called stable if
Aut(b) is a finite group.
We collapse the S1-action on M˜ = H−1(0) to obtain symplectic manifolds M
+
and M
−
.
The reduced space Z is a codimension 2 symplectic submanifold of both M
+
and M
−
. By
using the removable singularities theorem we get a (j, J)-holomorphic map u¯ from Σ into M
±
.
Therefore, we have a natural identification of finite energy J-holomorphic maps into M± and
(j, J)-holomorphic maps into the closed symplectic manifolds M
±
. Under this identification,
the condition that u converges to a k-multiple periodic orbit at p is naturally interpreted as u¯
being tangent to Z at p with order k. Let A = [u¯(Σ)]. It is obvious that
(2.19) Eφ(u) = ωφ(A)
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which is independent of φ. We fix a homology class A ∈ H2(M+,Z) and a set {k1, ..., kµ}. We
have
µ∑
i=1
ki = #(A ∩ Z).
Denote by MA(M+, g,m + µ,k, ν) the space of equivalence classes of all relative stable
(j, J)-holomorphic configurations in M+ representing the homology class A and converging to
a ki-periodic orbit as z tends to pi. The moduli spaceMA(M+, g,m+µ,k, ν) can be identified
with MA(M+, g,m+ µ,k, ν). We call MA(M+, g,m+ µ,k, ν) a holomorphic cascade in M+.
Remark 2.7. It is possible that there are several holomorphic cascades MAi(M
+
, gi, mi +
µi,ki, νi), i = 1, ..., l, in M
+.
2.4. Holomorphic cascades in R× M˜
Note that the space MA(M+, g,m+ µ,k, ν) is not large enough to compactify the Moduli
space of all relative stable (j, J)-holomorphic configurations in M+, we need consider MA(R×
M˜,k+,k−, ν), which will be studied in this section.
Let (Σ, j,y, ν,p+,p−) be a marked nodal Riemann surface of genus g with m marked points
y = (y1, ..., ym) and µ
± puncture points p+ = (p+1 , ..., p
+
µ+), p
− = (p−1 , ..., p
−
µ−). Let u : Σ →
R × M˜ be a (j, J)-holomorphic map. Suppose that u(z) converges to a k+i (resp. k−j )-periodic
orbit xk+i (resp. xk
−
j
) as z tends to p+i (resp. p
−
j ). We call (Σ, j,y, ν,p
+,p−, u) a relative (j, J)-
holomorphic configuration in R× M˜ .
Definition 2.8. Two relative holomorphic configurations b = (j,y, ν,p+,p−, u) and bˇ =
(ˇj, yˇ, ν, pˇ+, pˇ−, uˇ) in R× M˜ are called equivalent if there exists a ϕ ∈ Diff+(Σ, ν) such that
(1) ϕ(j,y, ν,p+,p−) = (ˇj, yˇ, νˇ, pˇ+, pˇ−),
(2) uˇ = u ◦ ϕ.
Definition 2.9. Put
Aut(b) = {ϕ ∈ Diff+(Σ, ν)|ϕ is an automorphism satisfying (1), (2)
in Definition 2.8}.
We call it the automorphism group of b.
Definition 2.10. A relative J-holomorphic configuration b in R× M˜ is stable if Aut(b) is
a finite group.
We collapse the S1-action at ±∞ to obtain the symplectic manifold P(N ⊕C). The reduced
space Z is a codimension 2 symplectic submanifold of P(N ⊕ C). By using the removable
singularities theorem we get a (j, J)-holomorphic map u¯ from Σ into P(N ⊕C). Therefore, we
have a natural identification of finite energy (j, J)-holomorphic maps into R × M˜ and (j, J)-
holomorphic maps into the closed symplectic manifold P(N ⊕C). Let A = [u¯(Σ)]. It is obvious
that
(2.20) Eφ(u) = ωφ(A)
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which is independent of φ. We fix a homology class A ∈ H2(P(N ⊕ C),Z) and fixed sets
{k+1 , ..., k+µ+}, {k−1 , ..., k−µ−} . We have
#(A ∩ Z∞) =
µ+∑
i=1
k+i , #(A ∩ Z0) = −
µ−∑
i=1
k−i .
Then we defineMA(R× M˜ , g,m+µ++µ−,k+,k−, ν) to be the space of equivalence classes of
all relative stable (j, J)-holomorphic configurations in R× M˜ representing the homology class
A and converging converges to a k±i -periodic orbit as z tends to p
±
i . The moduli spaceMA(R×
M˜, g,m+µ++µ−,k+,k−, ν) can be identified withMA(P(N ⊕C), g,m+µ++µ−,k+,k−, ν).
There is a uniform bound on E˜ for any (j, J)-holomorphic configuration inMA(R×M˜ , g,m+
µ+ + µ−,k+,k−, ν).
We call MA(R× M˜, g,m+ µ+ + µ−,k+,k−, ν) a holomorphic cascade in R× M˜ .
There is a natural C∗ action on R× M˜ , which is given in terms of the coordinates (a, θ,w)
by
(2.21) a 7−→ a+ r, θ 7−→ θ + ϑ, w 7−→ w
for any z = er+2π
√−1ϑ. This action induces an action of C∗ on MA(R × M˜, g,m + µ+ +
µ−,k+,k−, ν) in a natural way:
eℓ+2π
√−1θ0 · (a(s, t), θ(s, t),w(s, t)) = (a(s, t) + ℓ, θ(s, t) + θ0,w(s, t)).
Denote
M∗A(R× M˜, g,m+ µ+ + µ−,k+,k−, ν) =MA(R× M˜, g,m+ µ+ + µ−,k+,k−, ν)/C∗.
Remark 2.11. It is possible that there are several holomorphic cascadesMAi(R×M˜, gi, mi+
µi,ki, νi), i = 1, ..., l, in one copy of R × M˜ . The C∗ action on R × M˜ induces a C∗ action
on every holomorphic cascade. We call the quotient holomorphic cascades , together with the
copy of R× M˜ , a holomorphic block, denoted by M∗(R× M˜, ·).
Remark 2.12. We explain why we use the terminology ”holomorphic cascade”. To de-
fine relative Gromov-Witten invariants we need a compactified moduli space MA(M+; g,m+
µ,k, ν). Roughly speaking, each element in MA(M+; g,m+ µ,k, ν) is one obtained by gluing
several holomorphic cascades in N ( see §2.6.3 and the Chapter §3 ). There is a natural partial
order in the set of the holomorphic cascades, which looks like ”the water flows from a higher
level to a lower one”. So we use the terminology ”holomorphic cascades”.
The following lemma is well-known (see [30])
Lemma 2.13. Let (M,ω) be a compact symplectic manifold with ω-tamed almost complex
structure J. Then there exists ~ > 0 such that if u : Σ −→ M is a nonconstant J-holomorphic
map from a closed Riemann surface Σ to M, then∫
Σ
u∗ω ≥ ~.
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Corollary 2.14. There is a constant ~ > 0 such that for every finite energy J-holomorphic
map u = (a, u˜) : Σ→ R× M˜ with E˜(u) 6= 0 we have E˜(u) ≥ ~.
Proof: Consider the J˜-holomorphic map
uˆ = π ◦ u˜ : ◦Σ→ Z.
uˆ extends to a J˜-holomorphic curve from Σ to Z. Then the assertion follows from Lemma 2.13.

Since Z is compact, there exists a constant C > 0 such that
τ0(v, J˜v) ≤ Cdλ(v, J˜v))
for all v ∈ TZ. Let b = (j,y,p, u) ∈ MA(R × M˜, g,m + µ+ + µ−,k+,k−, ν) and u = (a, u˜) :
Σ → R × M˜ be a finite energy J-holomorphic map. If E˜(u) = 0, we have 2g + m − 2 > 0.
Assume that E˜(u) 6= 0. It follows from Corollary 2.14 that
(2.22) ~ ≤ E˜(u) ≤ C
∫
Σ
u∗dλ = C(
µ+∑
i=1
k+i −
µ−∑
i=1
k−i )
By (1.16) and Corollary 2.14 we have
ωφ(A) = Eφ(u) ≥ CE˜(u) ≥ C~.
Then we have
Lemma 2.15. For any holomorphic cascade MA(R× M˜, g,m+µ++µ−,k+,k−, ν) one of
following holds
(1) 2g +m− 2 > 0,
(2) A 6= 0 and ∑µ+i=1 k+i −∑µ−i=1 k−i ≥ 1.
2.5. Homology class
Let b = (u1, u2; Σ1 ∧ Σ2, j1, j2) ∈ MA1(M+, g1, m1 + 1, k, ν1) ×Z MA2(P(N ⊕ C), g2, m2 +
µ + 1,k+, k, ν2), where (Σ1, j1) and (Σ2, j2) are smooth Riemann surfaces of genus g1 and g2
joining at p and u1 : Σ1 → M+, u2 : Σ2 → R × M˜ are J-holomorphic maps such that ui(z)
converge to the same k-periodic orbit x as z → p.
Denote by Z
(1)
∞ ∈M+, Z(2)0 , Z(2)∞ ∈ P(N ⊕ C) the divisors respectively. We have
(2.23) [u1(Σ1)] = A1, [u2(Σ2)] = A2,
(2.24) #(A1 ∩ Z(1)∞ ) = k, #(A2 ∩ Z(2)0 ) = −k, #(A2 ∩ Z(2)∞ ) =
µ∑
i=1
ki.
For any parameter (r) := (r, τ), we glue M+ and R× M˜ to get again M+, glue Σ1 and Σ2
to get Σ(r), and construct a pre-gluing map u(r) : Σ(r) →M+. It is easy to see that
(2.25) A := [u(r)(Σ(r))] = A1 + A2, #(A ∩ Z(2)∞ ) =
µ∑
i=1
ki.
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In general the homology class of u(r) depends on the J-holomorphic curve representatives u1, u2
instead of the homology classes A1, A2. One can understand it as follows. Recall that there is
a map
π : M
+ →M+ ∪Z P(N ⊕ C).
π induces a homomorphism
π∗ : H2(M
+
,Z)→ H2(M+ ∪Z M−,Z).
If b′ = (u′1, u
′
2; Σ1 ∧ Σ2, j1, j2) ∈ MA1(M
+
, g1, m1 + 1, k, ν1) ×Z MA2(P(N ⊕ C), g2, m2 + µ +
1,k+, k, ν2) is another element and glued to u
′
(r). When ker π∗ 6= 0, [u(r)(Σ(r))] and [u(r)′(Σ(r))]
could be different from a vanishing 2-cycle T 2 in ker π∗, i.e., A′ = A+ T 2. We have
(2.26) #([u(r)(Σ(r))] ∩ Z(2)∞ ) =
µ∑
i=1
ki = #([u
′
(r)(Σ(r))] ∩ Z(2)∞ ).
On the other hand, as u1, u2 are J-holomorphic maps, and out of the gluing part, u(r) is
also J-holomorphic map, we have
E(u1) = ω(A1), E(u2) = ω(A2),
E(u′1) = ω(A1), E(u
′
2) = ω(A2),
and
(2.27) | E(u(r))− E(u′(r)) |→ 0 as r →∞.
When we compactify our moduli space of relative stable J-holomorphic maps we need only
the properties (2.27) and (2.26), so we write A ⊜ A1 + A2, and say that the elements in
MA1(M+, g1, m1+1, k, ν1)×ZMA2(P(N ⊕C), g2, m2+µ+1,k+, k, ν2) have the homology class
A ⊜ A1 + A2.
This can be immediately generalize to the case that two holomorphic cascades have several
common nodal points.
2.6. Weighted dual graph
2.6.1. Weighted dual graph for holomorphic cascades. It is well-known that the
moduli space of stable maps in a compact symplectic manifold has a stratification indexed
by the combinatorial type of its decorated dual graph. In this section we generalizes this
construction to holomorphic cascades in N , where N is one of M+, M− and R× M˜ .
Let G be a connected graph. Denote G = (V (G), E(G)), where V (G) is a finite nonempty
set of vertices and E(G) is a finite set of edges.
Definition 2.16. Let g, m and µ be nonnegative integers, A ∈ H2(M+,Z). A (g,m +
µ,A,k)-weighted dual graph G consists of (V (G), E(G)) together with 4 weights:
(1) g : V (G)→ Z≥0 assigning a nonnegative integer gv to each vertex v such that
g =
∑
v∈V (G)
gv + b1(G),
where b1(G) is the first Betti number of the graph G;
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(2) m: assign m ordered tails m = (t1, · · · , tm) to V (G) : attach mv tails to v for each
v ∈ V (G) such that m =∑mv,
(3) h : V (G) → H2(M+,Z) assigning a Av ∈ H2(M+,Z) to each vertex v such that
A =
∑
Av.
(4) lk: assign µ ordered weighted half edges (k1e1, · · · , kµeµ) to V (G). First we assign half
edges l = (e1, · · · , eµ) to V (G): attach µv half edges to v for each v ∈ V (G) such that
µ =
∑
µv. Then we assign µ ordered weights k = (k1, ..., kµ) ∈ (Z+)µ to the half edges
l = (e1, · · · , eµ) such that
µ∑
i=1
ki = Z
∗(A),
where Z∗ is the Poincare dual of Z. Denote the weighted half edges by
lk = (k1e1, · · · , kµeµ).
We denote the weighted dual graphG by (V (G), E(G), A,k, g,m, lk, h), or simply by (V (G), E(G), g,m+
µ,A,k).
By a leg of G we mean either a tail or a half-edge.
Definition 2.17. Let G be a weighted dual graph. A vertex v is called stable if one of the
following holds:
(1) 2gv + val(v) ≥ 3, where val(v) denotes the sum of the number of legs attached to v;
(2) Av 6= 0.
G is called stable if all vertices are stable.
2.6.2. Holomorphic cascades in M+ of type G. Let G be a stable weighted dual
graph with N vertices (v1, ..., vN), m tails and µ half edges. We associate G with a holomorphic
cascade inM+ as follows. Let (Σ,y,p) be a nodal Riemamm surface with m marked points and
µ puncture points. Let A ∈ H2(M+,Z). A stable J-holomorphic map of type G is a quadruple
(Σ,y,p; u)
where u : Σ→ M+ is a continuous map satisfying the following conditions:
[A-1] Σ =
⋃N
v=1Σv, where each v ∈ V (G) represents a smooth component Σv of Σ.
[A-2] for the i-th tail attached to the vertex v there exists the i-th marked point yi ∈ Σv,
mv is equal to the number of the marked points on Σv,
[A-3] for the i-th half edge attached to the vertex v there exists the i-th puncture point
pi ∈ Σv, µv is equal to the number of the puncture points on Σv,
[A-4] if there is an edge connected the vertices v and w, then there exists a node between Σv
and Σw, the number of edges between v and w is equal to the number of node points
between Σv and Σw;
[A-5] the restriction of u to each component Σv is J-holomorphic.
[A-6] u converges exponentially to (k1, · · · , kµ) periodic orbits (xk1 , ..., xkµ) as the variable
tends to the puncture (p1, ..., pµ); more precisely, u satisfies (1.56)-(1.58);
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Similarly, we can define (g,m+µ−+µ+, A,k−,k+)-weighted dual graph and associate it with a
holomorphic cascade in R× M˜ . For every holomorphic cascade in R× M˜ we have a C∗ action,
so we take the quotient.
Remark 2.18. For (g,m+ µ− + µ+, A,k−,k+)-weighted dual graph, there are weights
lk
−
: (k−1 e
−
1 , · · · , k−µ−eµ−)→ V (G) and lk
+
: (k+1 e
+
1 , · · · , k+µ+eµ+)→ V (G),
where
(k−1 , · · · , k−µ−) ∈ (Z+)µ
−
, (k+1 , · · · , k+µ+) ∈ (Z+)µ
+
.
The weight h : V (G)→ H2(P(N ⊕ C),Z) and the weights lk± satisfy
µ+∑
i=1
k+i −
µ−∑
i=1
k−i = #(A ∩ Z∞) + #(A ∩ Z0).
2.6.3. Weighted dual graph with an oriented decomposition. Let G be a connected
graph with V = {v1, ..., vN} and let d be a partition of {1, 2, ..., N}, which induces a decompo-
sition of V
d : V = A0 ∪ A1 ∪ A2 ∪ ... ∪ Ak
such that
(1): A0 =
⋃
α=1G0α with G0α∩G0β = φ for α 6= β. Each G0α is a connected subgraph of
G, and it is a (gα, mα+µα, Aα,kα)-weighted dual graph associated with a holomorphic
cascade MG0α in M+. We call each MG0α a cascade of level 0.
(2): Ai =
⋃ic
a=1Bia, 1 ≤ i ≤ k, where Bia = ∪βGiaβ with Giaβ ∩ Giaγ = φ for β 6= γ.
For any fixed a, 1 ≤ a ≤ ic, each Giaα is a connected subgraph of G, and it is a
(gα, mα+µ
−
α +µ
+
α ,k
−
α ,k
+
α )-weighted dual graph associated with a holomorphic cascade
MGiaα in a copy of R× M˜ , and Bia corresponding to a holomorphic block, denoted by
M∗(R× M˜, ·)ia. We call each MGiaα a holomorphic cascade of level −i and call Giaβ
and Giaα lie in the same level. For a 6= b, M∗(R × M˜, ·)ia and M∗(R × M˜, ·)ib lie in
different copy of R× M˜ .
(3): For each half edge e− attached to a vertex v in some Giaβ there is a unique half
edge e+ attached to a vertex v′ in Gjbα with j < i such that k+ = k−. Then there is
an edge ℓ ∈ R(G) connecting v′ ∈ Gjbα and v ∈ Giaβ , and ℓ is the composition of a
half edge e+ and a half edge e−. There is a natural orientation
−→
ℓ : v′ → v. We denote
simply by v′
ℓ−→ v.
LetMA(R×M˜, g,m+µ++µ−,k+,k−, ν) andMA′(R×M˜, g′, m′+µ+′+µ−′,k+′ ,k−′, ν ′)
be the holomorphic cascades corresponding to Giaβ and Gjbα respectively. Suppose that
(Σ, u) ∈MA(R× M˜, g,m+ µ+ + µ−,k+,k−, ν), (Σ′, u′) ∈MA′(R× M˜, g′, m′ + µ+′ +
µ−
′
,k+
′
,k−
′
, ν ′), Σ and Σ′ joint at q. Then u(z) and u′(z′) converge to the same
k = k+ = k− periodic orbit on M˜ as the variables tend to q.
(4): For any G0α and Giaβ , denote
A0α =
∑
v∈V (G0α)
Av ∈ H2(M+,Z), Aiaβ =
∑
v∈V (Giaβ)
Av ∈ H2(P(N ⊕ C),Z).
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We have ∑
ej∈G0α
kj +
∑
ℓ+∈G0α
kℓ+ = #(A0α ∩ Z∞) for any G0α
and∑
ej∈Giaβ
kj +
∑
ℓ+∈Giaβ
kℓ+ −
∑
ℓ−∈Giaβ
kℓ− = #(Aiaβ ∩ Z∞) + #(Aiaβ ∩ Z0), for any Giaβ.
Denote
A ⊜
∑
α
A0α +
∑
i,a,β
Aiaβ .
Let g, m and µ be nonnegative integers, A ∈ H2(M+,Z). Let (V (G), E(G)) be a connected
graph and d be an oriented decomposition satisfying (1), (2), (3),(4). We call the graph
G a (g,m + µ,A,k, d)- weighted dual graph with an oriented decomposition d. Denote the
(g,m+ µ,A,k, d) weighted dual graph by
(V (G), E(G), A, g,m, lk, h, d)
or denoted simply by G(d).
Two (g,m+µ,A,k, d) weighted dual graphs G1(d1) and G2(d2) are called isomorphic if there
exists a bijection T between their vertices and edges keeping oriented decomposition and all
weights. Let Sg,m,lk,k,h,d be the set of isomorphic classes of (g,m+µ,A,k, d) weighted dual graphs.
Given g, m, µ, A ∈ H2(M+,Z) and the weight k = (k1, ..., kµ), denote by S(g,m+µ,A, lk) the
union of all possible Sg,m,lk,h,d.
For every (g,m + µ,A,k, d) weighted dual graph G(d) we can associate a space MG(d) of
the equivalence class of stable J-holomorphic maps of type G(d) as in §2.6.2. We call MG(d) a
holomorphic cascade system.
Remark 2.19. Suppose that va
ℓ−→ vb for some va ∈ GA, vb ∈ GB, Then Σva and Σvb have
a node q and u |Σva , u |Σvb converge to the same kℓ periodic orbit xkℓ on M˜ as the variables
tend to the nodal point q.
Given g, m, µ, A ∈ H2(M+,Z), and the weight k = (k1, ..., kµ) we define
MA(M+; g,m+ µ,k, ν) =
⋃
G(d)∈S(g,m+µ,A,lk)
MG(d).
Denote by DJ,Ag,m+µ,k the number of all possible Sg,m,lk,h,d. By Lemma 2.15 and the compact-
ness of Mg,m+µ we get
Lemma 2.20. DJ,Ag,m+µ,k is finite.

CHAPTER 3
Compactness Theorems
3.1. Bubble phenomenon
3.1.1. Bound of the number of singular points. Following McDuff and Salamon [30]
we have the notion of singular points for a sequence u(i) and the notion of mass of singular
points. Suppose that (Σ(i);y(i),p(i)) is stable for every i and converges to (Σ;y,p) in Mg,m+µ.
We view nodal points, marked points as puncture points. For each (Σ(i);y(i),p(i)) we choose
metric g⋄. We show that there is a constant ~ > 0 such that the mass of every singular
point is large than ~. Let q ∈ Σ be a singular point and q(i) ∈ Σ(i), q(i) → q. In case
u(i)(q(i)) ∈ M+0 the argument is standard (see [30]). We only consider E˜ over the cylinder
end. Without loss of generality we assume that q(i) is not a nodal point of Σ(i). In term
of the cylinder coordinates, we have D1/2(q
(i)) ⊂ Σ(i) − {nodal points}, where D1/2(q(i)) =
{(s(i), t(i)) | (s(i) − s(i)(q(i)))2 + (t(i) − t(i)(q(i)))2 ≤ 1/4}. We identify q(i) with 0 and consider
J-holomorphic maps u(i) : D1/2(0)→ N.
The proof of the following lemma is similar to Theorem 4.6.1 in [30].
Lemma 3.1. Let u(i) : D1/2(0)→ R× M˜ be a sequence of J-holomorphic maps with finite
energy such that
sup
i
Eφ(u
(i)) <∞, |du(i)(0)| −→ ∞, as i→∞.
Then there is a constant ~ > 0 independent of u(i) such that, for every ǫ > 0
(3.1) lim inf
i→∞
E˜(u(i);Dǫ(0)) ≥ ~.
By Lemma 3.1 we conclude that the singular points are isolated and the limit
mǫ(q) = lim
i→∞
E˜(u(i);Dq(i)(ǫ, h
(i)))
exists for every sufficiently small ǫ > 0. The mass of the singular point q is defined to be
m(q) = lim
ǫ→0
mǫ(q).
Denote by P ⊂ Σ the set of singular points for u(i), the nodal points and the puncture
points. By Lemma 3.1 and (2.19), P is a finite set. By definition, |du(i)| is uniformly bounded
on every compact subset of Σ−P . We call a translations along R a T - rescaling. By a possible
T - rescalings and passing to a subsequence we may assume that u(i) converges uniformly with
all derivatives on every compact subset of Σ − P to a J-holomorphic map u : Σ − P → N.
Obviously, u is a finite energy J-holomorphic map.
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We need to study the behaviour of the sequence u(i) near each singular point for u(i). Let
q ∈ Σ be a singular point for u(i). We have three cases.
(a) q ∈ Σ − {nodal points, puncture points, marked points}. We consider J-holomorphic
maps u(i) : D1(0)→ N .
(a-1) there are ǫ > 0 and a compact set K ⊂ N such that u(i)(Dǫ(q)) ⊂ K.
(a-2) q is a nonremovable singularity.
(b) q ∈ {nodal points, puncture points}. We discuss only the nodal points, the discussions for
puncture points are similar. A neighborhood of a nodal pint q is two discs D1(0) joint at 0,
where D1(0) = {|z|2 ≤ 1}.
(b-1) there is a compact set K ⊂ N such that u(i)(q(i)) ⊂ K.
(b-2) q is a nonremovable singularity.
(c) q ∈ {marked points}. A neighborhood of q isD1(0) with q = 0. We consider J-holomorphic
maps u(i) : D1(0)− {0} → N .
For (a-1), (b-1), (c) we construct bubbles as usual for a compact symplectic manifold
(see [37], [33], [30]). We call this type of bubbles (resp. bubble tree) the normal bubbles (resp.
normal bubble tree).
3.1.2. Construction of the bubble tree for (a-2). We use cylindrical coordinates (s, t)
and write
u(i)(s, t) = (a(i)(s, t), u˜(i)(s, t)) = (a(i)(s, t), θ(i)(s, t),w(i)(s, t))
u(s, t) = (a(s, t), u˜(s, t)) = (a(s, t), θ(s, t),w(s, t)).
Note that the gradient |du(i)| depends not only on the metric <,> on N but also depends
on the metric on Σ(i). The energy don’t depend on the metric on Σ(i). To construct bubble
tree in present case it is more convenient to take the family of metrics g on each (Σ(i);y(i),p(i))
in a neighborhood of (Σ;y,p) in Mg,m+µ.
By Theorem 1.15, we have
lim
s→∞
u˜(s, t) = x(kt)
in C∞(S1), where x( , ) is a k-periodic orbit on M˜ . Choosing ǫ small enough we have
|mǫ(q)−m(q)| ≤ 1
10
~.
For every i there exists δi > 0 such that
(3.2) E˜(u(i);Dδi(0)) = m(q)−
1
2
~.
Since u(i) converges uniformly with all derivatives to u on any compact set of Dǫ(0) − {0}, δi
must converge to 0. Put
(3.3) sˆ(i) = s+ logδi, tˆ
(i) = t,
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(3.4) aˆ(i) = a+ k log δi, θˆ
(i) = θˆ = θ.
Define the J-holomorphic curve v(i)(sˆ(i), t) by
(3.5) v(i)(sˆ(i), t) = (aˆ(i)(sˆ(i), t), v˜(i)(sˆ(i), t)) =(
a(i)(− log δi + sˆ(i), t) + k log δi, u˜(i)(− log δi + sˆ(i), t)
)
.
Lemma 3.2. Suppose that 0 is a nonremovable singular point of u. Define the J-holomorphic
map v(i) as above. Then there exists a subsequence (still denoted by v(i)) such that
(1): The set of singular points {Q1, · · ·, Qd} for v(i) is finite and tame, and is contained
in the disc D1(0) = {z || z |≤ 1};
(2): The subsequence v(i) converges with all derivatives uniformly on every compact sub-
set of C\{Q1, ···, Qd} to a nonconstant J-holomorphic map v : C\{Q1, ···, Qd} → R×M˜ ;
(3): E˜(v) +
d∑
1
m(Qi) = m(0).
(4): lim
s→∞
u˜(s, t) = lim
sˆ→−∞
v˜(sˆ, t). Furthermore, we choose the Dauboux coordinates (θ,w)
near x on M˜ and write
u(s, t) = (a(s, t), θ(s, t),w(s, t)), v(sˆ, tˆ) = (aˆ(sˆ, tˆ), θˆ(sˆ, tˆ), wˆ(sˆ, tˆ)).
Then there are constants 0 < c < 1
2
, Cn > 0 such that for all n = (m1, m2) ∈ Z2≥0
|∂n[a(s, t)− ks− ℓ0]| ≤ Cne−c|s|, |∂n[θ(s, t)− kt− θ0]| ≤ Cne−c|s|;(3.6)
|∂n[aˆ(sˆ, tˆ)− ksˆ− ℓˆ0]| ≤ Cne−c|sˆ|, |∂n[θˆ(sˆ, tˆ)− ktˆ− θˆ0]| ≤ Cne−c|sˆ|,(3.7)
where ℓˆ0, ℓ0, θ0, and θˆ0 are constants ( see Theorem 1.15 ) and
(3.8) ℓˆ0 = ℓ0, θ0 = θˆ0.
(5): E˜(v) > 1
4
~;
Proof: The proofs of (1), (2) and (3) are standard (see [30]), we omit them here. We only
prove (4) and (5).
(4) Consider the J˜-holomorphic map
uˆ(i) = π ◦ u˜(i) : Σ→ Z.
Write A(r, R) = DR(0)−Dr(0). Since E(uˆ(i), A(Rδi, ǫ)) = E˜(u(i);A(Rδi, ǫ)), we have
E(uˆ(i), A(Rδi, ǫ)) ≤ 2
3
~
as i big enough. By Lemma 1.13, there exists a T0 > 0 such that for T > T0
(3.9) E(uˆ(i);A(Rδie
T , ǫe−T )) ≤ Ce−2cTE(uˆ(i);A(Rδi, ǫ))
and
(3.10)
∫
S1
d(uˆ(i)(ǫe−T+it), uˆ(i)(RδieT+it))dt ≤ Ce−cT
√
E(uˆ(i);A(Rδi, ǫ)).
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We choose T large such that Ce−2cT < 1
2
. It follows from (3.9) that
(3.11) E(uˆ(i);A(Rδi, ǫ)) ≤ 1
1− Ce−2cT
(
E(uˆ(i);A(ǫe−T , ǫ)) + E(vˆ(i);A(R,ReT ))
)
.
Since u(i) → u and v(i) → v uniformly on any compact sets, by (3.11) we have
(3.12) lim
ǫ→0,R→∞
lim
i→∞
E(uˆ(i);A(Rδi, ǫ)) = 0.
Suppose that v converges to a k′-periodic orbit x′. From (3.10) and (3.12), we obtain∫
S1
d(π ◦ x(kt), π ◦ x′(k′t))dt = 0.
Therefore x = x′.
Since E˜(u(i), A(Rδi, ǫ)) ≤ 23~, by Lemma 1.14 we have
θ(i)(s1, t+1)− θ(i)(s1, t) = θ(i)(s2, t+1)− θ(i)(s2, t), ∀ − log ǫ+B ≤ s1, s2 ≤ − log(Rδi)−B.
Since u (resp. v) converges to a k (resp. k′)-periodic orbit, there exist a constant R0 > 0 such
that
θ(s, t+ 1)− θ(s, t) = k, θˆ(sˆ, tˆ+ 1)− θˆ(sˆ, tˆ) = k′, ∀ |s|, |sˆ| > R0.
Then by the locally uniformly convergence of u(i) and v(i), and (3.5) we have k = k′.
Let N > 0 be a constant such that
(3.13) lim
i→∞
sup E˜(u(i);N ≤ s ≤ − log δi −N) ≤ 1
2
~,
Then (3.6) and (3.7) follows from Theorem 1.15 and Theorem 1.16. Denote £(i) = (a(i) −
ks, θ(i) − kt). By Theorem 1.16 and by integrating we have for any fixed B > N and for any
fix t∗,
(3.14) |£(i)(B, t∗)−£(i)(−B − log δi, t∗)| ≤ C1c−1e−c(B−N).
Note that
a(i)(−B − log δi, t)− k(−B − log δi) = aˆ(i)(−B, t)− k(−B)
and
θ(i)(s, t)− kt = θˆ(i)(sˆ, tˆ)− ktˆ.
Then (3.14) can be re-written as∣∣a(i)(B, t∗)− kB − [aˆ(i)(−B, t∗)− k(−B)]∣∣ ≤ Ce−c(B−N),∣∣∣θ(i)(B, t∗)− kt∗ − [θˆ(i)(−B, t∗)− kt∗]∣∣∣ ≤ Ce−c(B−N).
Letting i→∞, B →∞, (3.8) follows.
(5) For any fixed ǫ > 0, we have E˜(u(i);A(δi, ǫ)) ≥ ~3 as i big enough. By the same argument
of (3.11), we have
(3.15) E˜(u(i);A(ǫe−T , ǫ)) + E˜(v(i);A(1, eT )) ≥ (1− Ce−2cT )~
3
.
Since u(i) → u and v(i) → v uniformly on compact sets, let i→∞ we have
(3.16) E˜(u,− log ǫ ≤ s ≤ − log ǫ+ T ) + E˜(v,−T ≤ sˆ ≤ 0) ≥ (1− Ce−2cT )~
3
.
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Choose ǫ small enough such that E˜(u, s ≥ − log ǫ) ≤ ~
12
. Letting T →∞, then (5) follows. 
We can repeat this again to construct bubble tree.
Remark 3.3. Note that the coordinates (s, t), (sˆ, tˆ) in (4) maybe not the cusp cylinder
coordinates. If we choose the cusp cylinder coordinates then (3.8) does not hold in general.
In the case (b-2), we use the same method of as the case (a-2) to construct a bubble S2
with E˜(v) |S2> 13~, inserted between Σ1 and Σ2. The same results as Lemma 3.2 still hold. We
can repeat this again to construct bubble tree.
3.2. Procedure of re-scaling
Let Γ(i) = (Σ(i);y(i),p(i), u(i)) ∈ MA(M+, g,m + µ,y,p,k) be a sequence with Σ(i) =⋃N
v=1 Σ
(i)
v . Assume that there is one component Σ
(i)
v that has genus 0 and is unstable. Let Σ
(i)
1
be such a component. We identify Σ
(i)
1 with a sphere S
2, and consider u(i) : S2 → N . We
discuss several cases:
1). u(i) |S2 has no singular point. Then ‖∇u(i) |S2 ‖ are uniformly bounded above. As
(u(i), S2;y(i),p(i)) is stable, E(u(i)) |S2≥ ~ or E˜(u(i)) |S2≥ ~. Then u(i) |S2 locally uniformly
converges to u : S2 → N with E(u) |S2≥ ~ or E˜(u) |S2≥ ~, so (u;S2) is stable.
2). There are some singular points. For the cases (a-1), (b-1), (c) in §3.1.1 we construct
bubbles as usual for a compact symplectic manifold. For the cases (a-2), (b-2) we construct
bubbles as in §3.1.2. By (3) and (5) of Lemma 3.2 we get a stable map (v, S2). It is possible
that u |S2 is a point in N and #{marked points, nodal points, singlar points} < 3. In this
case we contract S2 as a point.
We can repeat the procedure to construct bubble tree.
In the following we assume that (Σ(i);y(i),p(i)) is stable and converges to (Σ;y,p) in
Mg,m+µ. For simplicity, we consider the case as in Figure 3.1. The other cases are similar.
Figure 3.1.
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(1) By Lemma 3.1 the number of singular points of Σ is finite. Denote by P ⊂ Σ the set
of singular points for u(i), the nodal points and the puncture points.
(2) We first find a component Σk of Σ, for example Σ1 in Figure 3.1, such that∣∣∣a(i)1 (z(i)1 )∣∣∣ ≤ min
j∈I\{1}
∣∣∣a(i)j (z(i)j )∣∣∣ , ∀i.
Here z1 ∈ K1 ⊂ Σ1 \P , zj ∈ Kj ⊂ Σj \P , Kj being some compact set, and we identify
Ki with a compact set in Σi, i ∈ I. We assume that sup
i
∣∣∣a(i)1 (z(i)1 )∣∣∣ < ∞, that is,
u(i)(z
(i)
1 ) ⊂ M+. Find a set J ⊂ I such that j ∈ J if and only if u(Σj) ⊂ M+, for
example Σ1 and Σ7 in Figure 3.1, i.e., J = {1, 7}. Let Σ1⋆ = Σ −
⋃
j∈J Σj . Σ
1⋆ may
have several connected components. For example Σ1⋆ in Figure 3.1 has two connected
components: Σ2 and Σ3 ∪ Σ4 ∪ Σ5 ∪ Σ6.
(3) For every connected component of Σ1⋆ we repeat the discussion in (2). For example
u(Σ2) ⊂ one copy of R× M˜ , u(Σ3), u(Σ6) ⊂ another copy of R× M˜ . We repeat this
procedure. We will stop after finite steps.
(4) Then we construct bubble tree for every singular point independently to get Σ′, where
Σ′ is obtained by joining chains of P1s at some double points of Σ to separate the two
components, and then attaching some trees of P1’s. For example in Figure 3.1 we have
For every sequence Γ(i) = (u(i),Σ(i);y(i),p(i)) ∈ MA(M+, g,m+ µ,k), using our procedure
we get an element Γ = (u,Σ′,y,p) of MG(d) for some weighted dual graph with an oriented
decomposition G(d).
We obtain
Theorem 3.4. MA(M+; g,m+ µ,k, ν) is compact.
CHAPTER 4
Local regulization for each holomorphic cascade
The local regulization for each holomorphic cascade is very similar to the local regulization
for the moduli space of stable holomorphic maps in a closed C∞ symplectic manifold ( see [25]).
4.1. Local regularization for MA(M+, g,m+ µ,k, ν)
4.1.1. Local regularization-Top strata. It is well-known that if Du is surjective for any
b = (j,y,p, u) ∈MA(M+, g,m+µ), thenMA(M+, g,m+µ) is a smooth manifold. When the
transversality fails we need to take the regularization. Suppose that m+ µ+ 2g ≥ 3.
Let [bo] = [(po, u)] ∈ MA(M+, g,m+ µ) and let γo ∈ Tg,m+µ such that π(γo) = po, where
π : Tg,m+µ →Mg,m+µ is the projection. We choose a local coordinate system (ψ,Ψ) on U with
ψ(γo) = ao for Q. We view a = (j,y,p) as a family of parameters defined on a fixed Σ. Denote
B˜(a) = {u ∈ W k,2,α(Σ,M+)| u∗([Σ]) = A} .
Let E˜(a) be the infinite dimensional Banach bundle over B˜(a) whose fiber at v is
W k−1,2,α(Σ, v∗TM+ ⊗ ∧0,1ja T ∗Σ),
where we denote by ja the complex structure on Σ associated with a = (j,y,p). We will denote
jao := jo. We have a continuous family of Fredholm system(
B˜(a), E˜(a), ∂¯ja,J
)
parameterized by a ∈ A with dA(ao, a) < δ. For any v ∈ B˜(a) let b = (a, v) and denote
E˜(a)|v := E˜ |b. Let bo = (ao, u). Choose K˜bo ⊂ E˜|bo to be a finite dimensional subspace such that
every member of K˜bo is in C
∞(Σ, u∗TM+ ⊗ ∧0,1jo T ∗Σ) and
(4.1) K˜bo + imageDbo = E˜ |bo,
where Dbo = D∂¯jo,J is the vertical differential of ∂¯jo,J at u.
Let Gbo be the isotropy group at bo. In case the isotropy group Gbo is non-trivial, we
must construct a Gbo-equivariant regularization. Note that Gbo acts on W
k−1,2,α(Σ, u∗TM+ ⊗
∧0,1jo T ∗Σ) in a natural way: for any κ ∈ W k−1,2,α(Σ, u∗TM+ ⊗ ∧0,1jo T ∗Σ) and any g ∈ Gbo
g · κ = κ ◦ dg ∈ W k−1,2,α (Σ, u∗TM+ ⊗ ∧0,1jo T ∗Σ) .
Set
K¯bo =
⊕
g∈Gbo
gK˜bo.
Then K¯bo is Gbo-invariant. To simplify notations we assume that K˜bo is already Gbo-invariant.
As in [25] one can prove that there are constants δ > 0, ρ > 0 depending on bo such that there
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is an isomorphism
Pbo,b : E˜bo → E˜b ∀ b ∈ O˜bo(δ, ρ).
Now we define a thickned Fredholm system (K˜bo×O˜bo(δ, ρ), K˜bo×E˜|O˜bo (δ,ρ), S). Let (κ, b) ∈
K˜bo × O˜bo(δ, ρ), b = (a, v) ∈ O˜bo(δ, ρ). Define
(4.2) S(κ, b) = ∂¯ja,Jv + Pbo,bκ.
We can choose (δ, ρ) small such that the linearized operator DS(κ,b) is surjective for any b ∈
O˜bo(δ, ρ).
If we fix the complex structure jo and y,p, then W
k,2,α(Σ; u∗TM+) is a Hilbert space. It
is well-known that ‖h‖2jo,k,2,α is a smooth function ( see [29]). Now the ‖h‖2ja,k,2,α is a family of
norms, so the following lemma is important. The proof can be found in [25].
Lemma 4.1. For any [bo] = [(po, u)] ∈MA(M+, g,m+µ) and any local coordinates (ψ,Ψ)
on U with ψ : U → A ∋ ao the norm ‖h‖2ja,k,2,α is a smooth function in O˜bo(δ, ρ).
As in [25] we have
Lemma 4.2. There exist two constants δo, ρo > 0 depend only on bo such that for any
δ < δo, ρ < ρo the following hold.
(1) For any p ∈ O˜bo(δ, ρ), let Gp be the isotropy group at p, then im(Gp) is a subgroup of
Gbo.
(2) Let p ∈ O˜bo(δ, ρ) be an arbitrary point with isotropy group Gp, then there is a Gp-
invariant neighborhood O(p) ⊂ O˜bo(δ, ρ) such that for any q ∈ O(p), im(Gq) is a
subgroup of Gp, where Gp, Gq denotes the isotropy groups at p and q respectively.
4.1.2. Local regularization for lower stratum : without bubble tree. Let Σ,
◦
Σ, Σi
be as in §2.2.3. We choose local plumbing coordinates (s, t) and construct Σs,t → ∆s × ∆t.
Consider the family of Bananch manifold
B˜(s, t) = {u ∈ W k,2,α(Σs,t,M+)| u∗([Σ]) = A}.
Let E˜(s, t) be the infinite dimensional Banach bundle over B˜(s, t) whose fiber at b = (s, t, u) is
W k−1,2,α(Σs,t, u∗TM+ ⊗ ∧0,1js,tT ∗Σs,t). We have a continuous family of Fredholm system(
B˜(s, t), E˜(s, t), ∂¯js,t,J
)
parameterized by (s, t) ∈ ∆s × ∆t. Let bo = (0, 0, u), b = (s, t, v). We use the same method
as in §4.1.1 to choose K˜bo =
⊕ι
i=1 K˜boi ⊂ E˜|bo =
⊕ι
i=1 E˜boi to be a finite dimensional subspace
such that
(1) Every member of K˜boi is in C
∞ (Σi,0, u∗iTM+ ⊗ ∧0,1joiT ∗Σi,0) and supports in the com-
pact subset Σ0,0(R0) of Σ0,0.
(2) K˜boi + imageDboi = E˜ |boi, ∀i = 1, 2, ..., ι.
(3) K˜boi is Gboi-invariant.
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where we denote by joi the complex structure on Σi associated with (0, 0), and
(4.3) W (R0) := ∪el=1({|zl| < e−R0} ∪ {|wl| < e−R0}) ∪D(e−R0), Σs,t(R0) = Σs,t \W (R0).
for a constant R0 > 1. We identify each Σs,t(R0) with Σ0,0(R0) := Σ(R0) for |s|, |t| small.
Denote by js,t the family of complex structure on Σ(R0). Denote jo := j0,0. Then when |H|
small
Ψjo,js,t :W
k−1,2,α(Σ(R0), u∗TM+ ⊗ ∧0,1jo T ∗Σ(R0))→ W k−1,2,α(Σ(R0), u∗TM+ ⊗ ∧0,1js,tT ∗Σ(R0))
is an isomorphism. Let Pbo,b = Φ ◦ Ψjo,js,t. We fix a smooth cutoff function βR0 : R → [0, 1]
such that
(4.4) βR0(s) =
{
0 if |s| ≥ R0
1 if |s| ≤ R0 − 1.
As in [25] we have
Lemma 4.3. Let E¯(s, t) be the infinite dimensional Banach bundle over B˜(s, t) whose fiber
at b = (s, t, u) is
E¯(s,t,u) := {βR0(s)η | η ∈ E˜(s,t,u)}.
Then there are constants δ > 0, ρ > 0 depending on bo such that there is an isomorphism
Pbo,b : E¯bo → E¯b ∀ b ∈ O˜bo(δ, ρ).
Now we define a thickned Fredholm system (K˜bo×O˜bo(δ, ρ), K˜bo×E˜|O˜bo (δ,ρ), S). Let (κ, b) ∈
K˜bo × O˜bo(δ, ρ), b = (a, v) ∈ O˜bo(δ, ρ). Define
(4.5) S(κ, b) = ∂¯j,Ju+ Pbo,bκ.
We can choose (δ, ρ) small such that the linearized operator DS(κ,b) is surjective for any b ∈
O˜bo(δ, ρ).
4.1.3. Local regularization for lower stratum : with bubble tree. A-G-F proce-
dure. We introduce the A-G-F procedure.
Consider a strata MΓ of MA(M+, g,m + µ,k, ν). Let bo = [(Σ, j,y, u)] ∈ MΓ. Then
(Σ, j,y) is a marked nodal Riemann surface. Suppose that Σ has a principal part ΣP and some
bubble tree ΣB attaching to ΣP at q.
Let u = (u1, u2) where u1 : Σ
P → M+ and u2 : S2 → M+ are J-holomorphic maps with
u1(q) = u2(q).
We consider the simple case ΣB = (S2, q) with [u2(S
2)] 6= 0, the general cases are similar.
Denote boo := (S
2, q, u2),
O˜boo(ρo) =
{
v ∈ Wk,2,α((S2, q), u∗2TM+)|‖h‖k,2,α ≤ ρo, where v = expu2(h)
}
.
Oboo(ρo) = O˜boo(ρo)/Gboo
where Gboo = {φ ∈ Diff+(S2) | φ−1(q) = q, u2 ◦ φ = u2} is the isotropy group at boo.
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We can choose a local smooth codimension-two submanifold Y such that u2(S
2) and Y
transversally intersects, and u−12 (Y ) = x = (x1, ..., xℓ) ( see [40] and [32]). We add these
intersection points as marked points to S2 such that S2 is stable. Denote the Riemann surface
by (S2, q,x). We may choose ρo such that for any (S
2, q, v) ∈ Oboo(ρo), v(S2) and Y transversally
intersects, and v−1(Y ) has ℓ points. Denote
O˜bˆoo(1 + ℓ, ρo) =
{
(S2, q,x, v)|v(x) ∈ Y, v ∈ O˜boo(ρo)
}
.
Note that the additional marked points are unordered, so we consider the space
O˜bˆoo(1 | ℓ, ρo) = O˜bˆoo(1 + ℓ, ρo)/Sy(ℓ)
where Sy(ℓ) denotes the symmetric group of order ℓ. Denote bˆoo := (S
2, q | x, u2), where the
points after “ | ” are unordered. Denote
Gbˆoo =
{
φ ∈ Diff+(S2) | φ−1(q) = q, u2 ◦ φ = u2, φ−1{x1, ..., xℓ} = {x1, ..., xℓ}
}
.
For any φ ∈ Gboo , since u2 ◦ φ = u2, we have φ−1{x1, ..., xℓ} = {x1, ..., xℓ}. Then the following
lemma holds.
Lemma 4.4. Gboo = Gbˆoo.
Let b˜oo := (S
2, q,x, u2) be a representive of bˆoo := (S
2, q | x, u2), where x = (x1, ..., xℓ) is an
ordered set. We can construct a metric g on (S2, q,x) as in section §2.1.1 such that g⋄ is the
standard cylinder metric near marked points and nodal points. We choose cusp coordinates z
on ΣP and w on S2 near q. Put Σ1 = Σ
P , Σ2 = S
2, bo = (bo1, bo2). Let Gboi be the isotropy
group at boi. Denote b˜o = (b˜o1, b˜o2), where b˜o1 is a lift of bo1 to the uniformization system, and
b˜o2 := b˜oo. Note that the cusp coordinates z and w are unique modulo rotations near nodal
point q and the metric g on ΣP is Gb1-invariant and g on (S
2, q,x) is Gb2-invariant. In the
coordinates z, w for any φi ∈ Gbi ,
φ1(z) = e
−√−1γ1z, φ2(w) = e
−√−1γ2w.
By the finitness of Gbi , we have γi =
2jiπ
li
where ji < li, ji, li ∈ Z, i = 1, 2.
We choose
K˜bo =
2⊕
i=1
K˜boi ⊂ E˜|bo =
2⊕
i=1
E˜boi
to be a finite dimensional subspace satisfying (1), (2) and (3) in §4.1.2.
Then we glue b˜o1 and b˜o2 at q with gluing parameters (r
∗, τ ∗) in the coordinates z, w to
get representives of pˆ∗ := (Σ(r∗),y | x) and pregluing map uˆ(r∗). Let bˆ∗o = (pˆ∗, uˆ(r∗)), denote by
Gbˆ∗o the isotropy group at bˆ
∗
o. Now we forget Y and the additional marked points x. We get
a element Σ∗ := Σ(r∗), which is a point p∗ = (Σ(r∗),y) ∈ Mg,n. Let b∗o = (p∗, u(r∗)), denote by
Gp∗ and Gb∗o the isotropy groups at p
∗ and b∗o respectively. The following lemma is obvious.
Lemma 4.5. Gbˆ∗o = Gb
∗
o
.
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We call this procedure a A-G-F procedure ( Adding marked points-Gluing-Forgetting Y
and marked points). This procedure can be extended to bubble tree and bubble chain in an
obvious way.
We use the same method as in §4.1.2 to construct the local regularization.
4.2. Local regularization for MA(R× M˜, g,m+ µ+ + µ−,k+,k−, ν)/C∗
Let [bo] = [(po, u)] ∈MA(R× M˜, g,m+ µ+ + µ−,k+,k−, ν)/C∗. We construct a local slice
of the C∗-action around [bo] as following. Let p be one of (p1, ..., pl). For example, p = p1. We
fix a coordinate system (a, θ,wj) on R× M˜ , where wj, j = 1, 2, ..., l, is a local coordinate on Z
near π ◦ u˜(pj). Choose the local cusp cylinder coordinate (s, t) near pj. Suppose that
a(s, t)− kjs− ℓj → 0 θ(s, t)− kjt− θj0 → 0.
We can choose the coordinates (a, θ) such that ℓ1 = 0, θ10 = 0. Let
O˜∗bo(δ, ρ) :=
{
(a, v) ∈ A× B˜ | dA(ao, a) < δ, ‖h+ hˆ0‖ja,k,2 < ρ, a(h10) = 0, θ(h10) = 0
}
,
where v = expu{h + hˆ0}, h0 = (h10, ..., hl0) ∈ kerH∞, a(h10), θ(h10) denote the components of
h10 with respect to { ∂∂a , ∂∂θ}. Denote by O˜′bo(δ, ρ) the image of C∗-action on O˜∗bo(δ, ρ). Then
O˜∗bo(δ, ρ) is a subspace of O˜
′
bo
(δ, ρ).
We construct the local regularizations by the same method as in §4.1.1, §4.1.2 and §4.1.3 such
that DS(κ,bo) is surjective for any b ∈ O˜∗bo(δ, ρ). By C∗-action we get the local regularizations
on O˜′bo(δ, ρ). Denote
Wk,2,α∗ = {h ∈ W k,2,α|a(h10) = 0, θ(h10) = 0}.
It is easy to see that DS(κ,bo)(K × Wk,2,α∗ ) = DS(κ,bo)(K × Wk,2,α). Then DS(κ,bo)|K×Wk,2,α∗ is
also surjective. Applying the implicit theorem we conclude that both S−1(0)|K×O˜∗
bo
(δ,ρ) and
S−1(0)|K×O˜′bo(δ,ρ) are smooth manifolds. There is a C
∗-action on S−1(0)|K×O˜′bo(δ,ρ). Obviously,
S−1(0)|K×O˜∗bo(δ,ρ) is a transverse to the C
∗-orbit through (0, bo). On the other hand, C∗-action
is proper on S−1(0)|K×O˜′
bo
(δ,ρ). Define
η : C∗ × S−1(0)|K×O˜∗
bo
(δ,ρ) → S−1(0)|K×O˜′
bo
(δ,ρ)
by η(g, v) = g · v. We have proved
Lemma 4.6. For sufficiently small δ, ρ, η : C∗×S−1(0)|K×O˜∗bo(δ,ρ) → S
−1(0)|K×O˜′bo(δ,ρ) maps
C∗ × S−1(0)|K×O˜∗
bo
(δ,ρ) diffeomorphically onto a C
∗-invariant neighborhood S−1(0)|K×O˜′
bo
(δ,ρ) of
the C∗-orbit through (0, bo). So S−1(0)|K×O˜′
bo
(δ,ρ)/C
∗ is a smooth manifold. The tangent space
of S−1(0)|K×O˜∗
bo
(δ,ρ) at (0, bo) is
E∗ :=
{
(κo, h+ hˆ0) ∈ kerDS(κ,bo) | a(h10) = 0, θ(h10) = 0.
}

CHAPTER 5
Gluing different holomorphic cascades
We mainly discuss gluing a holomorphic cascade in M+ and a holomorphic cascade in
(R× M˜), other cases are similar.
5.1. Pregluing
5.1.1. Gluing almost complex manifolds. Consider M
+ ∪Z P(N ⊕C). We choose the
coordinates a1, θ1, forM
+ and a2, θ2, for R×M˜ . For any parameter r > 0, we can glueM+ and
R × M˜ to get M+ again as following. We cut off the part of M+ with cylindrical coordinate
|a1| > 3lr2 and glue the remainders along the collars of length lr of the cylinders with the gluing
formulas:
a1 = a2 + 2lr(5.1)
θ1 = θ2 mod 1.(5.2)
In terms of the coordinates (a1, θ1) we write M
+ as
M+ = M+0
⋃{
[0,∞)× M˜
}
.
The line bundle L over M+ remains invariant. Similarly, we can glue R× M˜ and R× M˜ to get
R× M˜ again, the line bundle L over R× M˜ remains invariant.
5.1.2. Pregluing relative nodes. DenoteM0,1 :=MA(M+, g,m+µ,k, ν)
⋃
ZMA(P(N⊕
C), g,m+µ++µ−,k+,k−, ν)/C∗. Let b = (b1, b2) ∈ M0,1, b1 = (Σ1, j1, u¯1) and b2 = (Σ2, j2, u¯2),
where (Σ1, j1) and (Σ2, j2) are smooth Riemann surfaces of genus g1 and g2 joining at q1, q2, ..., ql
and u¯1 : Σ1 →M+, u¯2 : Σ2 → P(N ⊕ C) are (ji, J)-holomorphic maps such that u¯i(z) tangent
to Z at the point u¯1(qj) = u¯2(qj) ∈ Z with order kj as z → qj , j = 1, 2, ..., l. Suppose that both
(Σi, ji,yi,q), i = 1, 2, are stable.
We choose local Darboux coordinate systems wj near u(qj) ∈ Z, withwj(u(qj)) = 0. Choose
the local cusp cylinder coordinates (sij, tij) on Σi near qj. Suppose that
(5.3) ai(sij, tij)− kjsij − lij → 0, θi(sij, tij)− kjtij − θij0 → 0, i = 1, 2, j = 1, 2, ..., l
Since there exists a C∗ action on R × M˜, we can choose the coordinates (a2, θ2) such that
ℓ11 = ℓ21, θ110 = θ210.
For any (r, 0) we glue M+ and R× M˜ to get again M+ as in (5.1) and (5.2). Set
(5.4) rj = r +
ℓ2j − ℓ1j
2l
, τj = θ2j0 − θ1j0, j = 1, 2, ..., l.
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Figure 5.1. Two Relative nodal points
We construct a surface Σ(r) = Σ1#(r)Σ2 with gluing formulas:
s1j = s2j +
2lrj
kj
(5.5)
t1j = t2j +
τj+nj
kj
(5.6)
for some nj ∈ Zkj . Denote
w1j = wj ◦ u1, w2j = wj ◦ u2.
In terms of (sij , tij) we construct pre-gluing map u(r) : Σ(r) → M+ as follows: for every j = 1, 2
a(r)(s1j , t1j) = kjs1j + l1j + β
(
3− 4kjs1j
lrj
)
(a1(s1j , t1j)− kjs1j − l1j)
+ β
(
4kjs1j
lrj
− 5
)
(a2(s1j , t1j)− ks2j − l2j),
θ(r)(s1j , t1j) = kjt1j + θ1j0 + β
(
3− 4kjs1j
lrj
)
(θ1(s1j , t1j)− kjt1j − θ1j0)
+ β
(
4kjs1j
lrj
− 5
)
(θ2(s1j , t1j)− kjt2j − θ2j0),
w(r)(s1j , t1j) = β
(
3− 4kjs1j
lrj
)
w1j(s1j , t1j) + β
(
4kjs1j
lrj
− 5
)
w2j(s1j , t1j).
We associate each pj with
t¯j = exp{2lrj + 2π
√−1τj}.
Put
D
◦ := {t◦j | (t◦j)kj = t¯j}.
Set z1j = e
−s1j−2π
√−1t1j and z2j = es2j+2π
√−1t2j . In term of t◦j , (5.5) and (5.6) can be written as
z1j · z2j = t◦j .
5.2. Gluing local regularizations
Let Kbi ∈ C∞
(
Σi, u¯
∗
iTN ⊗ ∧0,1ji T ∗Σi
)
be the local regularization at bi, which supports in
the compact subset Σi(R0) of Σi. Then (Kb1, Kb2) can be naturally identified with the subspace
in C∞
(
Σi,0, u¯
∗
(r)TN ⊗ ∧0,1j T ∗Σ(r)
)
.
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We consider the case gluing one node. The general cases are similar. Let b = (b1, b2) be as
in §5.1.2 with one node q. Put
E1 := {(κ10, h1 + hˆ10) | DS(κo1,b1)(h1 + hˆ10) = 0, h10 ∈ Hq},
E2 := {(κ20, h2 + hˆ20) | DS(κo2,b2)(h2 + hˆ20) = 0, h20 ∈ Hq}.
Put
KerDS(κo,b) := E1
⊕
H
E2 = {(κ10, (h1, h10), (κ20, h2, h20)) ∈ E1 ⊕E2 | h10 = h20 ∈ H} .
5.2.1. Estimates of right inverse. For any (κ, h, h0) ∈ KerDS(κo,b), where h ∈ W k,2,α(Σ; u∗TN),
we define
‖(κ, h)‖k,2,α = ‖κ‖k−1,2,α + ‖h‖k,2,α, ‖(κ, h, h0)‖ = ‖(κ, h)‖k,2,α + |h0|.
For any (κ, h(r)) ∈ KerDS(κo,b(r)), we define
‖(κ, h(r))‖ = ‖κ‖k−1,2,α + ‖h(r)‖k,2,α,r.
By using the exponential decay of ui one can easily prove that u(r) are a family of approximate
(j, J)-holomorphic map, precisely the following lemma holds ( for the proof see [24]).
Lemma 5.1. For any r > R0, we have
(5.7) ‖∂¯j,J(u(r))‖k−1,2,α,r ≤ Ce−(c−α)r.
The constants C in the above estimates are independent of r.
Lemma 5.2. Suppose that DS(κo,b)|Kb×W k,2,α : Kb×W k,2,α → Lk−1,2,α is surjective. Denote
by Q(κo,b) : L
k−1,2,α → Kb × W k,2,α a bounded right inverse of DS(κo,b). Then DS(κo,b(r)) is
surjective for r large enough. Moreover, there are a right inverses Q(κo,b(r)) such that
(5.8) DS(κo,b(r)) ◦Q(κo,b(r)) = Id
(5.9) ‖Q(κo,b(r))‖ ≤ C
for some constant C > 0 independent of r.
Proof: We first construct an approximate right inverse Q′(κo,b(r)) such that the following esti-
mates holds
‖Q′(κo,b(r))‖ ≤ C1(5.10)
‖DS(κo,b(r)) ◦Q′(κo,b(r)) − Id‖ ≤
1
2
.(5.11)
Then the operator DS(κo,b(r)) ◦Q′(κo,b(r)) is invertible and a right inverse Q(κo,b(r)) of DS(κo,b(r)) is
given by
(5.12) Q(κo,b(r)) = Q
′
(κo,b(r))
(DS(κo,b(r)) ◦Q′(κo,b(r)))−1
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Denote β1 = β(3/2 − ks1lr ). Let β2 ≥ 0 be a smooth function such that β22 = 1 − β21 . Given
η ∈ L2,αr , we have a pair (η1, η2), where
η1 = β1η, η2 = β2η.
Let Q(κo,b)(η1, η2) = (κb, h). We may write h as (h1, h2), and define
(5.13) h(r) = h1β1 + h2β2.
Note that on { lr
2k
≤ s1 ≤ 3lr2k }, κ = 0 and we have
u(r)|{s1≤ lr2k } = u1|{s1≤ lr2k }, u(r)|{|s2|≤ lr2k } = 2lr + u2|{|s2|≤ lr2k },
so along u(r) we have κ(r) = κb. Then we define
(5.14) Q′(κo,b(r))η = (κ(r), h(r)) = (κb, h(r)).
Since |β1| ≤ 1 and |∂β1∂s1 | ≤ Cklr , (5.10) follows from ‖Q(κo,b)‖ ≤ C2 for some constant C2 > 0. We
prove (5.11). Since κb +Duh = η we have
(5.15) DS(κo,b(r)) ◦Q′(κo,b(r))η = η for |si| ≤
lr
2k
.
It suffices to estimate the left hand side in the left annulus lr
2k
≤ |si| ≤ 3lr2k . Note that in this
annulus
D(κo,ui) = Dui, β
2
1 + β
2
2 = 1, κb = 0, Duihi = ηi,
β1Du1h1 + β2Du2h2 = (β
2
1 + β
2
2)η.
Since near the periodic orbit x(kt), Dui = ∂¯J0 + F
1
ui
+ F 2ui
∂
∂t
, we have
DS(κo,b(r)) ◦Q′(κo,b(r))η − (β21 + β22)η = κ(κo,b(r)) +Du(r)h(r) − (β21 + β22)η
=
2∑
i=1
(∂¯βi)hi +
2∑
i=1
βi(F
1
u(r)
− F 1ui)hi +
2∑
i=1
βi(F
2
u(r)
− F 2ui)∂thi.(5.16)
By the exponential decay of F jui, j = 1, 2 and β
2
1 + β
2
2 = 1 we get∥∥∥DS(κo,b(r)) ◦Q′(κo,b(r))η − η∥∥∥k−1,2,α,r = ∥∥∥DS(κo,b(r)) ◦Q′(κo,b(r))η − (β21 + β22)η∥∥∥k−1,2,α,r
≤ C3
r
(‖h1‖k−1,2,α + ‖h2‖k−1,2,α) ≤ C4
r
‖η‖k−1,2,α,r(5.17)
for some constant C4 > 0. In the last inequality we used that ‖Q(κo,b)‖ ≤ C2 and (h1, h2) =
π2 ◦ Q(κo,b)(η1, η2), where π2(κb, h) = h. Then (5.11) follows by choosing r big enough. The
estimate (5.11) implies that
(5.18)
1
2
≤ ‖DS(κo,b(r)) ◦Q′(κo,b(r))‖ ≤
3
2
.
Then (6.2) follows. 
By the same method we can prove (see also §5 in [24] for the proof)
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Lemma 5.3. Suppose that DS(κo,bo)|Kbo×W k,2,α : Kbo × W k,2,α → Lk−1,2,α is surjective.
Denote by Q(κo,bo) : L
k−1,2,α → K(κo,bo)×W k,2,α a right inverse of DS(κo,bo) with ‖Q(κo,bo)‖ ≤ C1.
Then there exist two constants δ0 > 0 and ρ0 > 0 depending only on C1 and bo such that for
any
(5.19) δ < δ0, ρ < ρ0
DS(κ,b) is surjective for any (κ, b) ∈ Kbo ×Ob0(δ, ρ).
5.3. Isomorphism between KerDS(κo,b) and KerDS(κo,b(r))
For a fixed gluing parameter (r) = (r, τ) we define a map Ir : KerDS(κo,b) −→ KerDS(κo,b(r))
as follows. For any (κ, h, h0) ∈ KerDS(κo,b), where h ∈ W k,2,α(Σ; u∗TN), we write h = (h1, h2),
and define
(5.20) h(r) = hˆ0 + h1β1 + h2β2,
(5.21) Ir(κ, h, h0) = (κ, h(r))−Q(κo,b(r)) ◦DS(κo,b(r))(κ, h(r)).
Lemma 5.4. Ir is an isomorphisms for r big enough.
Proof: The proof is basically a similar gluing argument as in [10]. The proof is divided into 2
steps.
Step 1. We define a map I ′r : KerDS(κo,b(r)) −→ KerDS(κo,b) and show that I ′r is injective for
r big enough. For any (κ, h) ∈ KerDS(κo,b(r)) we denote by hi the restriction of h to the part
|si| ≤ lrk + 1α , we get a pair (h1, h2). Let
(5.22) h0 =
∫
S1
h
(
lr
k
, t
)
dt.
We denote
β[h] =
(
(h1 − hˆ0)β
(
αlr
k
+ 1− αs1
)
+ hˆ0, (h2 − hˆ0)β
(
αlr
k
+ 1 + αs2
)
+ hˆ0
)
and define I ′r : KerDS(κo,b(r)) −→ KerDS(κo,b) by
(5.23) I ′r(κ, h) = (κ, β[h])−Q(κo,b) ◦DS(κo,b)(κ, β[h]),
where Q(κo,b) denotes the right inverse of DS(κo,b)|Kb×W k,2,α : Kb × W k,2,α → Lk−1,2,α. Since
DS(κo,b) ◦Q(κo,b) = DS(κo,b)|Kb×W k,2,α ◦Q(κo,b) = I, we have I ′r(KerDS(κo,b(r))) ⊂ KerDS(κo,b).
Since κ and Du(β(h − hˆ0)) have compact support and F iu, i = 1, 2 ∈ Lk−1,2,α, we have
DS(κo,b)(κ, β[h]) ∈ Lk−1,2,α. Then Q(κo,b) ◦DS(κo,b)(κ, β[h]) ∈ Kb ×W k,2,α.
Let (κ, h) ∈ KerDS(κo,b(r)) such that I ′r(κ, h) = 0. Since β(h − hˆ0) ∈ W k,2,α and Q(κo,b) ◦
DS(κo,b)(κ, β[h]) ∈ Kb ×W k,2,α, then I ′r(κ, h) = 0 implies that h0 = 0. From (5.23) we have
‖I ′r(κ, h)− (κ, βh)‖k,2,α ≤ C1‖κ+Du(βh)‖k−1,2,α
= C1
∥∥∥κ+ β (Duh+Du(r)h+ κ−Du(r)h− κ)+ (∂¯β)h∥∥∥
k−1,2,α
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for some constant C1 > 0. Since (κ, h) ∈ KerDS(κo,b(r)), we have κ + Du(r)h = 0. We choose
lr
2k
> R0. As κ||si|≥R0 = 0 and β||si|≤ lrk = 1 we have κ = βκ. Therefore
‖I ′r(κ, h)− (κ, βh)‖k,2,α ≤ C‖(∂¯β)h‖k−1,2,α + C
2∑
i=1
‖βi;2(F 1ui − F 1u(r))h‖k−1,2,α
+C
2∑
i=1
‖βi;2(F 2ui − F 2u(r))∂th‖k−1,2,α
Note that
F iu = F
i
u(r), i = 1, 2 if s1 ≤
lr
2k
, or s2 ≥ − lr
2k
.
By exponential decay of F iu we have
2∑
i=1
‖βi;2(F 1ui − F 1u(r))h‖k−1,2,α +
2∑
i=1
‖βi;2(F 2ui − F 1u(r))∂th‖k−1,2,α ≤ C2e−c
lr
2k ‖βh‖k,2,α
for some constant C2 > 0. Since (∂¯β(
αlr
k
+ 1 − αs1))h1 supports in lrk ≤ s1 ≤ lrk + 1α , and over
this part
|∂¯β(αlr
k
+ 1− αs1)| ≤ 2|α|
β(
αlr
k
+ 1 + αs2) = 1, e
2α|s1| ≤ e4e2α|s2|,
we obtain
‖(∂¯β(αlr
k
+ 1− αs1))h1‖k−1,2,α ≤ 2|α|e4‖h2‖k−1,2,α ≤ 2|α|e4‖βh‖k−1,2,α.
Similar inequality for (∂¯β(αlr
k
+ 1 + αs2))h2 also holds. So we have
‖(∂¯β)h‖k−1,2,α ≤ 4|α|e4‖βh‖k,2,α.
Hence
(5.24) ‖I ′r(κ, h)− (κ, βh)‖k,2,α ≤ (4e4|α|+ C3e−
clr
2k )‖βh‖k,2,α ≤ 1/2‖βh‖k,2,α
for some constant C3 > 0, here we choosed 0 < α <
1
16e4
and r big enough such that lr
k
> 1
α
and C3e
− clr
2k < 1/4.
Then I ′r(κ, h) = 0 and (5.24) gives us
‖κ‖k−1,2,α = 0, ‖βh‖k,2,α = 0.
It follows that κ = 0, h = 0. So I ′r is injective.
Step 2. Since ‖Q(κo,b(r))‖ is uniformly bounded, from (5.21) and (6.2), we have
‖Ir((κ, h), h0)− (κ, h(r))‖1,p,α,r ≤ C4‖DS(κo,b(r))(κ, h(r))‖
for some constant C4 > 0. By a similar culculation as in the proof of Lemma 5.2 we obtain
(5.25) ‖Ir((κ, h), h0)− (κ, h(r))‖1,p,α,r ≤ C5
r
(‖h‖k−1,2,α + |h0|)
for some constant C5 > 0. In particular, it holds for p = 2. It remains to show that ‖h(r)‖2,α,r is
close to ‖h‖2,α. Denote π2 the projection into the second component, that is, π2((κ, h), h0) = h.
Then π(kerDS(κo,b)) is a finite dimentional space. Let fi, i = 1, .., d be an orthonormal basis.
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Then F =
∑
f 2i e
2α|s| is an integrable function on Σ. For any ǫ′ > 0, we may choose R0 so big
that ∫
|si|≥R0
F ≤ ǫ′.
Then the restriction of h to |si| ≥ R0 satisfies
‖h||si|≥R0‖2,α ≤ ǫ′‖h‖2,α,
therefore
(5.26) ‖h(r)‖2,α,r ≥ ‖h||si|≤R0‖2,α + |h0| ≥ (1− ǫ′)‖h‖2,α + |h0|,
for r > R0. Suppose that Ir((κ, h), h0) = 0. Then (5.25) and (5.26) give us h = 0 and h0 = 0,
and so κ = 0. Hence Ir is injective.
The step 1 and step 2 together show that both Ir and I
′
r are isomorphisms for r big enough.

The above lemmas can be immediately generalize to the case gluing several nodes. In
particular we have
Lemma 5.5. For |r| > R0 there is an isomorphism
I(r) : kerDS(κo,bo) −→ kerDS(κo,b(r)).

CHAPTER 6
Global regularization
6.1. A finite rank orbi-bundle over MA(M+; g,m+ µ,k, ν)
By the compactness ofMA(M+; g,m+µ,k, ν) there exist finite points [bi] ∈MA(M+; g,m+
µ,k, ν), 1 ≤ i ≤ m, such that
(1) The collection {O[bi](δi/3, ρi/3) | 1 ≤ i ≤ m} is an open cover of MA(M+; g,m +
µ,k, ν).
(2) Suppose that O˜bi(δi, ρi) ∩ O˜bj (δj , ρj) 6= φ. For any b ∈ O˜bi(δi, ρi) ∩ O˜bj (δj , ρj), Gb can
be imbedded into both Gbi and Gbj as subgroups.
Remark 6.1. We may choose [bi], 1 ≤ i ≤ m, such that if [bi] lies in the top strata for some
i, then O[bi](δi, ρi) lies in the top strata.
Set
U =
m⋃
i=1
O[bi](δi/2, ρi/2).
There is a forget map
P : U →Mg,m+µ, [(j,y,p, u)] 7−→ [(j,y,p)].
We construct a finite rank orbi-bundle F over U . The construction imitates Siebert’s construc-
tion. We can slightly deform ω to get a rational class [ω∗] on M
+
. By taking multiple, we can
assume that [ω∗] is an integral class on M
+
.
Therefore, it is the Chern class of a complex line bundle L over M
+
( see §1.2). Let i
be the complex structure on L. We choose a Hermition metric GL and the associate unitary
connection ∇L on L. For M+ ∪Z P(N ⊕C) we have line bundle L∪L′ over M+ ∪Z P(N ⊕C),
where L′ = p∗(L|Z), and p : P(N ⊕ C)→ Z is the projection. To simplify notations we simply
write L ∪ L′ as L.
Let (Σ, j,y,p, ν) be a marked nodal Riemann surface of genus g with m distinct marked
points y = (y1, ..., ym), µ distinct puncture points p = (p1, ..., pµ), and u : Σ→ M+ be a smooth
map satisfying the nodal conditions. We have complex line bundle u∗L over Σ with complex
structure u∗i. The unitary connection u∗∇L splits into u∗∇L := u∗∇L,(1,0) ⊕ u∗∇L,(0,1). Denote
DL := u∗∇L,(0,1) :W k,2(Σ, u∗L)→W k−1,2(Σ, u∗L⊗ ∧(0,1)j T ⋆Σ).
DL takes s ∈ W k,2(Σ, u∗L) to the C-antilinear part of ∇L, where s is a section of L. One can
check that
DL(fξ) = ∂¯Σf ⊗ ξ + f ·DLξ.
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DL determines a holomorphic structure on u∗L, for which DL is an associated Cauchy-Riemann
operator (see [19,20]). Then u∗L is a holomorphic line bundle.
Let λ(Σ,j) be the dualizing sheaf of meromorphic 1-form with at worst simple pole at the
nodal points and for each nodal point p, say Σ1 and Σ2 intersects at p,
Resp(λ(Σ1,j1)) +Resp(λ(Σ2,j2)) = 0.
Let Π : C g → Mg be the universal curve. Let λ be the relative dualizing sheaf over C g, the
restriction of λ to (Σ, j) is λ(Σ,j). Set Λ(Σ,j) := λ(Σ,j)
(∑n
i=1 yi +
∑µ
j=1 pj
)
, L := Λ⊗u∗L. Then
L |b is a holomorphic line bundle over Σ. We have a Cauchy-Riemann operator ∂¯b, H0(Σ, L˜ |b)
is the ker∂¯b. Here the ∂¯-operator depends on the complex structure j on Σ and the bundle
u∗L, so we denote it by ∂¯b.
If Σν is not a ghost component, there exist a constant ~o > 0 such that∫
u(Σν)
ω∗ > ~o.
Therefore, c1(u
∗L)(Σν) > 0. For ghost component Σν , λΣν
(∑n
i=1 yi +
∑µ
j=1 pj
)
is positive. So
by taking the higher power of L˜, if necessary, we can assume that L˜ |b is very ample for any
b = (a, v) ∈ O˜bo(δ, ρ). Hence, H1(Σ, L˜ |b) = 0. Therefore, H0(Σ, L˜ |b) is of constant rank (
independent of b ∈ O˜bo(δ, ρ)). We have a finite rank bundle F˜ over O˜bo(δ, ρ), whose fiber at
b = (j,y,p, v) ∈ O˜bo(δ, ρ) is H0(Σ, L˜ |b). The finite group Gb acts on the bundle on F˜ |b in a
natural way.
Lemma 6.2. For any ϕ ∈ Diff+(Σ) denote
b′ = (j′,y′,p′, u′) = ϕ · (j,y,p, u) = (ϕ∗j, ϕ−1y,p, ϕ∗u).
Then the following hold
(a). L˜|b′ = ϕ∗L˜|b, (u′)∗i = ϕ∗(u∗i)
(b). DL˜|b′(ϕ∗ξ) = ϕ∗(DL˜|b(ξ)).
It follows from (b) above that if we choose another coordinate system A′ and another local
model O˜b′o(δ
′, ρ′)/Gb′o , we have
H0(Σ, L˜ |b) ∼= H0(Σ, L˜′ |b′).
But the coordinate transformation is continuous. So we get a continuous bundle F → U .
Moreover, by (1) and (2) we conclude that F has a “orbi-vector bundle” structure over U .
Both K˜bi and F˜ |bi are representation spaces of Gbi . Hence they can be decomposed as sum
of irreducible representations. There is a result in algebra saying that the irreducible factors
of group ring contain all the irreducible representations of finite group. Hence, it is enough
to find a copy of group ring in F˜ (bi) |bi. This is done by algebraic geometry. We can assume
that L˜ induces an embedding of Σ into CPNi for some Ni. Furthermore, since L˜ is invariant
under Gbi , Gbi also acts effectively naturally on CP
Ni. Pick any point x0 ∈ im(Σ) ⊂ CPNi
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such that σk(x0) are mutually different for any σk ∈ Gbi . Then, we can find a homogeneous
polynomial f of some degree, say ki, such that f(x0) 6= 0, f(σk(x0)) = 0 for σk 6= Id. Note that
f ∈ H0(O(ki)). By pull back over Σ, f induces a section v ∈ H0(Σ, L˜ki). We replace L˜ by L˜ki
and redefine Fi |bi= H0(Σ, L˜ki |bi). Then Gbi ·v generates a group ring, denoted by≪ Gbi ·v≫.
It is obvious that ≪ Gbi · v ≫ is isomorphic to R[Gbi ], so Fi |bi contains a copy of group ring.
We denote the obtained bundle by F(ki).
Lemma 6.3. We have a continuous “orbi-vector bundle” F(ki) → U such that F(ki) |bi
contains a copy of group ring R[Gbi].
In [26] we proved
Lemma 6.4. For the top strata, in the local coordinate system A the bundle F˜ is smooth.
Furthermore, for any base {eα} of the fiber at bo we can get a smooth frame fields {eα(a, h)}
for the bundle F˜ over O˜bo(δo, ρo) .
Remark 6.5. Let Gbo be the isotropy group at bo. D
L˜ is Gbo-equivariant and Gbo acts on
kerDL˜|bo . We may choose a Gbo-equivariant right inverse QL˜bo . So we have a Gbo-equivariant
version of Lemma 6.4. In particular, for any base {eα} of the fiber at bo we can get a smooth
Gbo-equivariant frame fields {eα(a, h)} for the bundle F˜ over O˜bo(δo, ρo) ( see [26] ).
Put F =
⊕m
i=1F(ki).
6.2. Gluing the finite rank bundle F˜
We recall some results in [26]. Let (U, z) be a local coordinates on Σ around a nodal point
( or a marked point) q with z(q) = 0 . Let b = (s, u) ∈ O˜bo(δo, ρo) and e be a local holomorphic
section of u∗L|U with ‖e‖GL(q) 6= 0 for q ∈ U . Then for any φ ∈ F˜|b we can write
(6.1) φ|U = f
(
dz
z
⊗ e
)k
, where f ∈ O(U).
In terms of the holomorphic cylindrical coordinates (s, t) defined by z = e−s+2π
√−1t we can
re-written (6.1) as
φ(s, t)|U = f(s, t)
(
(ds+ 2π
√−1dt)⊗ e)k ,
where f(z) ∈ O(U). It is easy to see that |f(s, t)−f(−∞, t)| uniformly exponentially converges
to 0 with respect to t ∈ S1 as |s| → ∞.
For any ζ ∈ C∞c (Σ, L˜|b) and any section η ∈ C∞c (Σ, L˜|b ⊗ ∧0,1j T ∗Σ) we define weighted
norms ‖ζ‖j,k,2,α and ‖η‖j,k−1,2,α. Denote by W k,2,α(Σ; L˜|b) and W k−1,2,α(Σ, L˜|b ⊗ ∧0,1j T ∗Σ) the
complete spaces with respect to the norms respectively. We also define the spaceWk,2,α(Σ; L˜|b).
Let (Σ, j,y) be a marked nodal Riemann surface of genus g with n marked points. Suppose
that Σ has e nodal points p = (p1, · · · , pe) and ι smooth components. We fix a local coordinate
system s ∈ A for the strata of M˜g,n, where A = A1 × A2 × ... × Aι. Let bo = (s, u) where
u : Σ → M be (j, J)-holomorphic map. For each node pi we can glue Σ and u at pi with
58 6. GLOBAL REGULARIZATION
gluing parameters (r) = ((r1, τ1), ..., (re, τe)) to get Σ(r) and u(r), then we glue F˜ |b to get F˜ |b(r).
Denote |r| = minei=1 |ri|.
Lemma 6.6. DL˜|b(r) is surjective for |r| large enough. Moreover, there is a Gb(r)-equivariant
right inverse QL˜b(r) such that
(6.2) ‖QL˜b(r)‖ ≤ C
for some constant C > 0 independent of (r).
Lemma 6.7. (1) I L˜(r) : kerD
L˜|bo −→ kerDL˜|b(r) is a |Gbo ||Gb(r) |-multiple covering map for ri,
1 ≤ i ≤ e, large enough, and
‖I L˜(r)‖ ≤ C,
for some constant C > 0 independent of (r).
(2) I L˜(r) induces a isomorphism I
L
(r) : kerD
L|bo −→ kerDL|b(r).
For fixed (r) we consider the family of maps:
F(r) : A×W k,2,α(Σ(r), u⋆(r)TM)×Wk,2,α(Σ(r), L˜|b(r))→ W k−1,2,α(Σ(r),∧0,1TΣ(r) ⊗ L˜|b(r))
defined by
(6.3) F(r)(s, h, ξ) = P L˜b,b(r) ◦DL˜b ◦ (P L˜b,b(r))−1ξ,
where b = ((r), s, vr) and vr = expu(r) h. By implicit function theorem we have
Lemma 6.8. There exist δ > 0, ρ > 0 and a small neighborhood O˜(r) of 0 ∈ ker DL˜|b(r)
and a unique smooth map
f L˜(r) : O˜b(r)(δ, ρ)× O˜(r) → W k−1,2,α(Σ(r),∧0,1TΣ(r) ⊗ L˜|b(r))
such that for any (b, ζ) ∈ O˜b(r)(δ, ρ)× O˜(r)
DL˜b ◦ (P L˜b,b(r))−1
(
ζ +QL˜b(r) ◦ f L˜s,h,(r)(ζ)
)
= 0.
Together with IL(r) we have gluing map
GluL(r) : F |[bo]→ F |[b] for any [b] ∈ O[b(r)](δ, ρ)
defined by
GluL(r)([ζ ]) :=
[
(P L˜b,b(r))
−1
(
I L˜(r)ζ +Q
L˜
b(r)
◦ f L˜s,h,(r)I L˜(r)ζ
)]
, ∀[ζ ] ∈ F |[bo] .
Given a frame eα(z) on F˜ |bo , 1 ≤ α ≤ rank F˜, as Remark 6.19 we have a Gbo-equivariant
frame field
(6.4) eα((r), s, h)(z) = (P
L˜
b,b(r)
)−1
(
I L˜(r)eα +Q
L˜
b(r)
◦ f L˜s,h,(r)I L˜(r)eα
)
(z)
over D∗R0(0)× O˜bo(δo, ρo), where z is the coordinate on Σ, and
D∗R0(0) :=
e⊕
i=1
{
(r, τ) | R0 < r <∞, τ ∈ S1
}
.
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For any fixed (r), eα is smooth with respect to s, h over O˜bo(δo, ρo).
Let α(ri) : [0, 2ri]→ [0, 2R0] be a smooth function satisfying
α(ri)(s) =

s [0, R0
2
− 1]
R0
2
+ R0
2ri−R0 (s− R0/2) [R0/2, 2ri − R0/2]
s− 2ri + 2R0 [2ri − R02 + 1, 2ri]
Set α(ri) : [−2ri, 0] → [−2R0, 0] by α(ri)(s) = −α(ri)(−s). Let (si1, ti1) and (si2, ti2) be cusp
cylinder coordinates around pi, thus zi = e
−si1−2π
√−1ti1 and wi = es
i
2+2π
√−1ti2 . Denote
Wi(R) = {|si1| > R} ∪ {|si2| > R}.
Obviously, W (R) = ∪ei=1Wi(R). We can define a map ϕ(r) : Σ(r) → Σ(R0) as follows:
ϕ(r) =
{
p, p ∈ Σ(R0/4).
(α(ri)(si), ti) (s
i
1, t
i
1) ∈ Wi(R0/4), i = 1, · · · , e.
Then we obtain a family of Riemann surfaces
(
Σ(R0), (ϕ
−1
(r))
∗jr, ϕ
−1
(r)(y)
)
. Denote u◦(r) := u(r) ◦
ϕ−1r .
In [25] we have proved the following lemma.
Lemma 6.9. There exists positive constants d, R such that for any h ∈ W k,2,α (Σ(R0), (u(R0))∗TM) ,
ζ ∈ kerDL˜|bo with
‖ζ‖W ,k,2,α ≤ d, ‖h− hˆ(r)‖ < d, |r| ≥ R,
(ϕ−1r )
∗(GluL˜
s,(r),h′(eα)) is smooth with respect to (s, (r), h) for any eα ∈ kerDL˜|bo, where h′ =
(exp−1u(r) ◦(expu(R)0 (h) ◦ ϕ(r)). In particular Glu
L˜
s,(r),h′(eα) |Σ(R0) is smooth.
6.3. Global regularization and virtual neighborhoods
We are going to construct a bundle map i : F→ E . We first define a bundle map i : F(ki)→
E . Consider two different cases:
Case 1. [bi] lies in the top strata Mg,m+µ(A). Denote bo = bi. Choose a local coordinate
system (ψ,Ψ) for Q and a local model O˜bo(δbo , ρbo)/Gbo around [bo]. We have an isomorphism
(6.5) Pbo,b = Φ ◦Ψjo,ja : E˜bo → E˜b, ∀ b ∈ O˜bo(δbo , ρbo).
To simplify notations we denote F˜(ki) = H˜, Pbo,b = P in this section.
Choosing a base {eα} of the fiber H˜ |bo , by Lemma 6.4 we can get a smooth frame fields
{eα} for the bundle H˜ over O˜bo(δo, ρo), which induces another isomorphism
(6.6) Q : H˜ |bo→ H˜ |b, ∀ b ∈ O˜bo(δbo , ρbo)
(6.7)
∑
cαeα |bo 7−→
∑
cαeα |b .
Let ρK˜bo
: Gbo → GL(K˜bo) be the natural linear representation, and let ρR : Gbo → GL(R[Gbo ])
be the standard representation. Both K˜bo and H˜ |bo can be decomposed as sum of irreducible
representations. Without loss of generality we assume that ρK˜bo
is an irreducible representa-
tion. Let η1, ..., ηl be a base of K˜bo , let H˜ |bo=
⊕m
i=1Ei be the decomposition of irreducible
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representations such that E1 has base e1, ..., el. Define map em(ηi) = ei, i = 1, ..., l. Thus we
have map p : H˜ |bo→ K˜bo with p · em = id.
Let R+ = {x ∈ R|x ≥ 0} and fδo,ρo : R+×R+ → R+ be a smooth cut-off function such that
fδo,ρo(x, y) =

1 on {(x, y)| 0 ≤ x ≤ δo/3, 0 ≤ y ≤ ρo/3},
0 on {(x, y)| x ≥ 2δo/3}
⋃{(x, y)| y ≥ 2ρo/3}.
We define a cut-off function αbo : O˜bo(δbo , ρbo)→ [0, 1] by
(6.8) αbo(b) = fδbo ,ρbo (d
2
A(ao, a), ‖h‖2ja,k,2).
For any κ ∈ H˜ |b with b ∈ O˜bo(δbo , ρbo), in terms of the local coordinate system (ψ,Ψ), we
define
i(κ, b)bo =

αbo(b)P ◦ p ◦Q−1(κ) if ‖h‖ja,k,2 < ρbo , and d2A(ao, a) < δbo
0 otherwise.
Lemma 6.10. In the local coordinates (ψ,Ψ) on U and in O˜bo(δo, ρo) the bundle map
i(κ, b)bo : F˜(ki)→ E˜ is smooth with respect to (κ, a, h).
Proof. By Lemma 4.1 we immediately obtain that the cut-off function αbo(b) is a smooth
function. Note that, in the local coordinates (ψ,Ψ), P , p and Q−1 are smooth. We conclude
that i(κ, b)bo is a smooth function of (κ, a, h). 
We can transfer the definition to other local coordinate system (ψ′,Ψ′) and local model
O˜bo(δ
′
bo
, ρ′bo). Suppose that in the coordinate system (ψ,Ψ)
bo = (ao, uo), b = (a, v), v = expuo h,
and in the coordinate system (ψ′,Ψ′)
b′o = (a
′
o, u
′
o), b
′ = (a′, v′), v′ = expu′o h
′, where [b] = [b′].
We have
(ψ′ ◦ ψ−1,Ψ′ ◦Ψ−1) · (a, v) = (a′, v′), a′ = ψ′ ◦ ψ−1(a), v′ = v ◦ (Ψ′ ◦Ψ−1) |a .
(ψ′ ◦ ψ−1,Ψ′ ◦Ψ−1) · (ao, uo) = (a′o, u′o), a′o = ψ′ ◦ ψ−1(a), u′o = uo ◦ (Ψ′ ◦Ψ−1) |ao .
(ψ′ ◦ ψ−1,Ψ′ ◦ Ψ−1) send eα to e′α. Then (Ψ′ ◦ Ψ−1) |a induces an isomorphism ϕa : H˜ |(a,v)→
H˜ ′ |(a′,v′). In (ψ′,Ψ′) we have isomorphism
Q′ : H˜ ′ |(a′o,u′o)→ H˜ ′ |(a′,v′), ∀b ∈ O˜bo(δ′bo , ρ′bo),
Q′ = ϕa ◦Q ◦ ϕ−1ao .
We have chosen a finite dimensional subspace K˜(a,v) ⊂ E˜|(a,v) in (ψ,Ψ). Denote ϑa = (Ψ′◦Ψ−1) |a
. Define K˜ ′(a′,v′) = {κ ◦ dϑ−1a | ∀ κ ∈ K˜(a,v)}. Then (Ψ′ ◦Ψ−1)|a induces a map
(6.9) φa : K˜(a,v) → K˜ ′(a′,v′), φa(κ) = κ ◦ dϑ−1a , ∀κ ∈ K˜(a,v).
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Denote κ′ = φa(κ). Define
P ′ : E˜ ′(a′o,u′o) → E˜ ′(a′,v′), by P ′ = φa ◦ P ◦ φ−1ao ,
and
p′ : H˜ ′ |(a′o,u′o)→ K˜ ′(a′o,u′o), by p′ = φao ◦ p ◦ ϕ−1ao .
(Ψ′ ◦Ψ−1)|a also induces a map
λa : G(ao,uo) → G(a′o,u′o) g 7−→ g′ = dϑa ◦ g ◦ (dϑa)−1.
It is easy to check that ρK˜(ao,uo)
: G(ao,uo) → GL(K˜(ao,uo)) and ρK˜(a′o,u′o) : G(a′o,u′o) → GL(K˜
′
(a′o,u
′
o)
)
are equivariant. Let
η′i = φa(ηi), e
′
i = ϕa(ei), em
′(η′i) = e
′
i, i = 1, 2, ..., l.
Then em′(K˜ ′(a′o,u′o)) = span{e′1, ...e′l} ⊂ H˜ ′ |(a′o,u′o). In the coordinate system (ψ′,Ψ′) we define
i(κ′, b′)b′o =

αb′o(b
′)P ′ ◦ p′ ◦ (Q′)−1(κ′) if ‖h‖ja′ ,k,2 < ρb′o , and d2A′(a′o, a′) < δb′o
0 otherwise.
We have
(6.10) i(κ′, b′)b′o = φa ◦ i(κ, b)bo ◦ ϕ−1a .
If we choose three local coordinate systems (ψ,Ψ), (ψ′,Ψ′) and (ψ′′,Ψ′′), since
(Ψ ◦ (Ψ′′)−1) ◦ (Ψ′′ ◦ (Ψ′)−1) ◦ (Ψ′ ◦Ψ−1) = Id,
one can easily check that
(6.11) φ′′a′′φ
′
a′φa = Id, ϕ
′′
a′′ϕ
′
a′ϕa = Id.
It follows from (6.10) and (6.11) that the bundle map i : F(ki)→ E is well defined. Obviously,
i([κi, b]) = [i(κi, b)].
Remark 6.11. Let (ψ′,Ψ′) be a local coordinate system inO[b′o](δ
′
[b′o]
, ρ′[b′o]) ⊂ O[bo](δ[bo], ρ[bo])
such that [bo] /∈ O[b′o](δ′[b′o], ρ′[b′o]). The restriction of [i(κ, b)bo ] to O[b′o](δ′[b′o], ρ′[b′o]) is a element in
E|O[b′o](δ′[b′o],ρ′[b′o]). We can transfer it to (ψ
′,Ψ′) by (6.9).
Case 2. [bi] lies in a lower strata. We choose (s, t) coordinates. Put ti = e
−2ri−2πτi ,
sometimes we use (s, (r)) coordinates, where (r) = ((r1, τ1), ..., (re, τe)). Denote bo = bi =
(0, 0, u), F(ki) = H(s, t), F(ki) |bi= H(0, 0). We choose |s|, |t| small enough. In terms of (s, t)
we have an isomorphism
P : E¯bo → E¯b, ∀ b ∈ O˜bo(δo, ρo).
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Denote H¯ = {ζ |Σ(R0)| ζ ∈ H˜}. Choosing a base {eα} of the fiber H¯ |bo, by (6.4) we can
get a frame fields {eα((r), a, h) |Σ(R0)} for the bundle H¯ over O˜bo(δo, ρo). We have another
isomorphism in the (s, t) coordinates
Q : H¯(0, 0)→ H¯(s, t), ∀ b ∈ O˜bo(δo, ρo).
Denote O(δo) = {p ∈ Mg,m+µ | d2wp(0, p) < δo}. Since Mg,m+µ has a natural effective orbifold
structure, we can choose a smooth cut-off function in orbifold sense βδo : O(δo) → [0, 1] such
that
βδo |O(δo/3) = 1, βδo |O(δo)\O(2δo/3) = 0.
We define a cut-off function αbo : O˜bo(δo, ρo)→ [0, 1] by
(6.12) αbo(b) = fδo,ρo(βδo(s, t), ‖βR0h‖2js,t,k,2),
where βR0 is the function in (4.4). Using αbo(b) defined in (6.12), we can define the bundle map
i : F(ki)→ E¯ by
i(κ, b)bo =

αbo(b)P ◦ p ◦Q−1(κ) if ‖h‖ja,k,2 < ρbo , and βδo(s, t) < δbo
0 otherwise.
For any fixed (r), i(κ, b)bo and Q are smooth with respect to (s, h) in the coordinates (s, (r)). In
order to study the smoothness with respect to (r) we note that i(κ, b)bo is supported in Σ(R0).
For any v = expu(r) h, we let
h◦ =
(
(h− hˆ0)(s1, t1)β1;2(s1), (h− hˆ0)(s2, t2)β2;2(s2)
)
,
where
h0 =
∫
S1
h(r, t)dt.
Denote v◦ = expu h
◦. We can view E¯ |v to be E¯ |v◦ . Then we view P to be a family of operators
in E over W k,2(Σ; u∗TM), where E → W k,2(Σ; u∗TM) is independent of (r). Consider the map
i(κ, b)bo ◦Q : H¯(0, 0)×A×D∗R0(0)×W k,2(Σ; u∗TM)→ E
i(κ, b)bo ◦Q(κ, s, (r), h) = αbo(s, (r), v)P ◦ p(κ).
Lemma 6.12. In the local coordinates (s, (r)), the bundle map i(κ, b)bo ◦ Q is smooth with
respect to (κ, s, (r), h) in O˜bo(δo, ρo).
Proof. αbo(s, (r), v) is smooth with respect to (s, (r), h). For any l ∈ Z+, denote bt =
(s, expu(h +
∑l
i=1 tlhl)) and
T l(h; h1, · · · , hl) = ∇t1 · · ·∇tl (Pbo,bt)|t=0
By the same method as in the proof of Lemma 3.1 of [25] we can show that T l(h; · · ·) is a
bounded linear operator. The proof is complete. 
In [25] we proved
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Theorem 6.13. Let u : Σ → M be a (j, J)-holomorphic map. Let c ∈ (0, 1) be a fixed
constant. For any 0 < α < 1
100c
, there exists positive constants d, R such that for any ζ ∈
kerDL˜|bo, (κ, ξ) ∈ kerDS(κo,bo) with
‖ζ‖W ,k,2,α ≤ d, ‖(κ, ξ)‖ < d, |r| ≥ R,
the following holds. Let h(r) = Π2(Glus,(r)(κ, ξ)) where Π2 : F˜b(r) × Tu(r)B˜ → Tu(r)B˜ denotes
the projection. If expu(r)(h(r)) is smooth with respect to s and (r), Glus,h(r),(r)(ζ) is smooth with
respect to s, (r) and (κ, ξ).
By Case 1, Case 2 we have defined i([κi, b])i for all i = 1, ...,m. Set
i([κ, b]) =
m∑
l=1
i([κl, b])l for any κ = (κ1, ..., κm) ∈ F |b .
Then i : F → E is a bundle map. We define a global regularization to be the bundle map
S : F→ E
S([κ, b]) = [∂¯j,Jv] + i([κ, b]).
It is obvious that DS is surjective. Denote p : F→ U by the projection of the bundle. Set
U = S−1(0)|p−1(U).
By restricting the bundle F to U we have a bundle p : E → U of finite rank with a canonical
section σ defined by
σ([(κ, b)]) = ([((κ, b), κ)]), ∀ [(κ, b)] ∈ U.
We call
(U,E, σ),
a virtual neighborhood for Mg,m+µ(A).
6.4. Smoothness of the top strata
Denote by UT the top strata of U. In this section we prove
Theorem 6.14. UT is a smooth oriented, effective orbifold of dimension N = rank(F) +
ind DS.
The proof is divided into two steps, the subsections §6.4.1 and §6.4.2.
6.4.1. Smoothness. Let [(κo, bo)] ∈ UT . To simplify notations we consider the following
case, for the general case the argument are the same. We assume that
[bo] ∈ O[b1](2δ1/3, 2ρ1/3)
⋂
O[b2](2δ2/3, 2ρ2/3)
and
[bo] /∈ O[bi](2δi/3, 2ρi/3) ∀i = 3, ...,m.
We choose a local coordinate system (ψ,Ψ) for Q and local model O˜bo(δo, ρo)/Gbo around bo.
Let bo = (ao, u), and let U˜
T be the local expression of UT in terms of (ψ,Ψ). We choose (δo, ρo)
so small that
O[bo](δo, ρo) /∈ O[bi](2δi/3, 2ρi/3) ∀i = 3, ...,m.
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Then we only need to consider the bundles F(k1) and F(k2). We consider two different cases.
Case 1. Both [b1] and [b2] lie in the top strata. By Remark 6.1 we may assume that both
O[b1](2δ1/3, 2ρ1/3) and O[b2](2δ2/3, 2ρ2/3) lie in the top strata. Let
b1 = (a1, u1) in (ψ1,Ψ1), b2 = (a2, u2) in (ψ2,Ψ2).
In terms of the coordinate system (ψ,Ψ), let b = (a, v) ∈ O˜bo(δo, ρo). Suppose that, in the
coordinate system (ψ1,Ψ1),
[b′] = [b], b′ = (a′, v′), v′ = expu1 h1,
and in the coordinate system (ψ2,Ψ2),
[b′′] = [b], b′′ = (a′′, v′′), v′′ = expu2 h2.
The bundle maps are given respectively by
i(κ1, b
′)b1 = αb1(b)P1 ◦ p1 ◦Q−11 (κ1) : (H˜1) |b′→ K˜1 |b′ in (ψ1,Ψ1),
i(κ2, b
′′)b2 = αb2(b)P2 ◦ p2 ◦Q−12 (κ2) : (H˜2) |b′′→ K˜2 |b′′ in (ψ2,Ψ2),
where P1 = Pb1,b′ in (ψ1,Ψ1), P2 = Pb2,b′′ in (ψ2,Ψ2). By Lemma 6.10, i(κ1, b)b1 in (ψ1,Ψ1) (
resp. i(κ2, b)b2 in (ψ2,Ψ2) ) is smooth with respect to (κ1, b) ( resp. (κ2, b)).
We transfer from both the local coordinate systems (ψ1,Ψ1) and (ψ2,Ψ2) to the coordinates
(ψ,Ψ). We have
(ψ ◦ ψ−11 ,Ψ ◦Ψ−11 ) · (a′, v′) = (a, v), a = ψ ◦ ψ−11 (a′), v = v′ ◦ (Ψ ◦Ψ−11 ) |a′,
(ψ ◦ ψ−12 ,Ψ ◦Ψ−12 ) · (a′′, v′′) = (a, v), a = ψ ◦ ψ−12 (a′′), v = v′′ ◦ (Ψ ◦Ψ−12 ) |a′′ .
The (ψ ◦ ψ−1i ,Ψ ◦Ψ−1i ), i = 1, 2, induces maps
φ1a′ : K˜1 → K˜⋄1 , φ2a′′ : K˜2 → K˜⋄2
ϕ1a′ : H˜1 → H˜⋄1 , ϕ2a′′ : H˜2 → H˜⋄2 .
Put
H˜⋄ = (H˜⋄1 ) |bo ⊕(H˜⋄2 ) |bo, κ = (κ1, κ2) ∈ H˜⋄, (Q⋄1κ1, Q⋄2κ2) := Q⋄κ.
Here H˜⋄, K˜⋄ and Q⋄ denote the spaces and operator in (ψ,Ψ). By Remark 6.11 the bundle
map in (ψ,Ψ) becomes
i(κ, b) = i(κ1, b
′)b1 ◦ dϑ−11 + i(κ2, b′′)b2 ◦ dϑ−12 ,
where ϑ1 = (Ψ◦Ψ−11 ) |a′, ϑ2 = (Ψ◦Ψ−12 ) |a′′ . The key point is that Ψ◦Ψ−1i , i = 1, 2, is a family
of diffeomorphisms of Σ depending on a. For v ∈ W k,2, ∂
∂a
(v ◦Ψ ◦Ψ−1i ) is not in W k,2. But for
any fixed a , i(κ, b) and Q⋄1, Q
⋄
2 are smooth.
Consider the map
F(κo,bo) : A× H˜⋄ ×W k,2(Σ; u∗TM)→W k−1,2(u∗TM ⊗ ∧0,1jo )
F(κo,bo)(a, κ, h) = Pb,bo
(
∂¯ja,Jv + i(Q
⋄κ, b)
)
,
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where b = (a, v), v = expu(h) for some h ∈ W k,2(Σ, u∗TM). For any (a, κ, h) ∈ F−1(κo,bo)(0) we
have
(6.13) ∂¯ja,Jv + i(Q
⋄κ, b) = 0,
where b = (a, v). For any fixed a, it follows from the standard elliptic estimates and the
smoothness of i that v ∈ C∞(Σ,M). Then by Lemma 6.10 and the smoothness of the frame
field eα we conclude that i |v and Q⋄ |v are smooth with respect to (a, κ, h). It is easy to
see that F(κo,bo)(a, κ, h) is smooth with respect to (a, κ, h). Then we use the implicity theo-
rem with parameter a to conclude that v is smooth with respect to (a, κ, h). It follows that
U˜T
⋂
π∗O˜bo(δo, ρo) is smooth, where π : U˜
T → B˜ is the projection.
Case 2. [b2] lies in the top strata, [b1] lies in a lower strata. Without loss of generality
we assume that b2 = (Σ, j,y, u), where Σ has one node q, so ∈ A = A1 ×A2. We glue Σ at
q with gluing parameter (r). We have bundle maps i(κ1, b)b1 = αb1(b)P1 ◦ p1 ◦ Q−11 (κ1) and
i(κ2, b
′)b2 = αb2(b
′)P2 ◦ p2 ◦ Q−12 (κ2). Then we transfer to the coordinates (ψ,Ψ), we choose
(s, t)-coordinates. We use Lemma 6.12 and the same method as in Case 1 to prove that v is
smooth with respect to (s, (r), κ, h). Then we use Lemma 6.13 to prove that Q1 is smooth with
respect to (s, (r), κ, h). Then we can prove the smoothness of UT
⋂
π∗O˜bo(δo, ρo).
The proof of the orientation of UT is standard, we omit here.
6.4.2. The oribifold structure. We introduce a notation. For any (κo, bo) ∈ U we choose
a local coordinate system (ψ,Ψ) on U ∋ ao and local model O˜bo(δo, ρo)/Gbo . Set
U˜κo,bo(ε, δo, ρo) =
{
(κ, b) ∈ U˜ | |κ− κo|h < ε, b ∈ O˜bo(δo, ρo)
}
,
Uκo,bo(ε, δo, ρo) = U˜κo,bo(ε, δo, ρo)/Gκo,bo,
where Gκo,bo is the isotropy group at (κo, bo). For any (κ, b) ∈ U˜κo,bo(ε, δo, ρo) denote by Gκ,b
the isotropy group at (κ, b). Any element ϕ ∈ Gκ,b satisfies ϕ∗(κ, b) = (κ, b). It follows that
Gκ,b is a subgroup of Ga.
Lemma 6.15. Let [(κo, bo)] ∈ UT . Suppose that U˜κo,bo(ε, δo, ρo) ⊂ UT . The following hold
(1) For any p ∈ U˜κo,bo(ε, δo, ρo) let Gp be the isotropy group at p, then im(Gp) is a subgroup
of Gκo,bo.
(2) Let p ∈ U˜κo,bo(ε, δo, ρo) be an arbitrary point with isotropy group Gp, then there is a
Gp-invariant neighborhood O(p) ⊂ U˜κo,bo(ε, δo, ρo) such that for any q ∈ O(p), im(Gq)
is a subgroup of Gp, where Gp, Gq denotes the isotropy groups at p and q respectively.
Proof: We only prove (1), the proof of (2) is similar. Denote bo = (ao, u). If the lemma not
true, we can find a sequence (κi, bi) = (κi, ai, ui) ∈ U˜κo,bo(ε, δo, ρo) such that
(1) δi → 0, ρi → 0, κi → κo,
(2) im(Gκi,bi) is not a subgroup of Gκo,bo.
It is obvious that Gκo,bo is a subgroup of Gao , Gκi,bi is a subgroup of Gai and Gai can be
imbedded into Gao as a subgroup for i large enough. So we can view im(Gκi,bi) as a subgroup
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of Gao , By choosing subsequence we may assume that im(Gκi,bi) convergies to a subgroup Gκ,b
of Gao and im(Gκi,bi) · ui converges to im(Gκ,b) · u and ui converges to u in W k,2. By Sobolev
imbedding theorem and elliptic estimates we have im(Gκi,bi) · (κi, ui) converges to im(Gκ,b) ·
(κo, u), (κi, ui) converges to (κo, u) in C
ℓ for any ℓ > 1. It follows that im(Gκ,b) ⊂ Gκo,bo . Since
there are only finite many subgroups of Gao , for i large enough we have im(Gκi,bi) = Gκ,b. So
Gκi,bi can be imbedded into Gκo,bo as a subgroup for i large enough. We get a contradiction. 
As corollary of Lemma 6.15 we conclude that UT is an orbifold. Since (g, n) 6= (1, 1), (2, 0),
UT has the structure of an effective orbifold.
Combination of the subsections §6.4.1, §6.4.2 give us the proof of Theorem 8.9.
6.4.3. A metric on E. In this section we construct a metric on E|Uǫ. By the compactness
of U2ε we may find finite many points (κ1, b1), ..., (κn, bn) ∈ Uε such that
• {U[(κa,ba)](εa, δa, ρa), 1 ≤ a ≤ n} is a covering of U2ε.
• For any a ∈ {1, ...,n} there is ia ∈ {1, ...,m} such that
p(U[(κa,ba)](εa, δa, ρa)) ⊂ Obia (δia , ρia),
where Obia (δia , ρia) is as in subsection §6.1,
• U˜(κa,ba)(εa, δa, ρa) ⊂ U˜T for all 1 ≤ a ≤ nt.
Let {eiaα }1≤α≤r be a local smooth frame field of F over Obia (δia , ρia) as in section §6.3. Let
p : U → U denote the projection. Denote eaα = p∗eiaα |U[(κa,ba)](εa,δa,ρa). Then we have a smooth
frame field {eaα}1≤α≤r of E over U[(κa,ba)](εa, δa, ρa), where r denotes the rank of E. We define
a local metric ha on E|U[(κa,ba)](εa,δa,ρa) by
ha(e
a
α, e
a
β) = δαβ.
Now we choose smooth cutoff functions Γ′ as follows. Let (κo, bo) be one of (κ1, b1), ..., (κn, bn).
We consider two cases.
(1). (κo, bo) lies in U˜
T . We define a cut-off function αbo : O˜bo(δbo , ρbo)→ [0, 1] by (6.8) and
let Γ′o = p
∗αbo(b).
(2). (κo, bo) lies in a lower strata. We define a cut-off function αbo : O˜bo(δo, ρo)→ [0, 1] by
(6.12) and let Γ′o = p
∗αbo(b).
Thus we have Γ′a for every 1 ≤ a ≤ n. Set
Γa =
Γ′a∑n
l=1 Γ
′
l
.
Then
∑
Γa = 1 and Γa is smooth on U
T
ǫ in orbifold sense. We define a metric h on E over Uε
by
h =
n∑
a=1
Γaha.
We define a connection on E as follows. Let {eaα}1≤α≤r be a local smooth frame field of
E over U[(κa,ba)](εa, δa, ρa) as above. Consider the Gram-Schmidt process with respect to the
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metric h and denote by eˆa1, ..., eˆ
a
r the Gram-Schmidt orthonormalization of {eaα}. We define a
local connection ∇a by
∇aeˆaα = 0, α = 1, · · · , r.
For any section e ∈ E|Uǫ, we define
(6.14) ∇e =
∑
Γa∇a(e|U[(κa,ba)](εa,δa,ρa)).
It is easy to see that ∇ is a compatible connection of the metric h. Denote
∇eˆaα =
∑
β
ωaαβ eˆ
a
β , ∇2eˆaα =
∑
Ωaαβ eˆ
a
β .
For any U[(κa,ba)](εa, δa, ρa)
⋂
U[(κc,bc)](εc, δc, ρc) 6= ∅, let (aˆacαβ)1≤α,β≤r be functions such that
eˆaα =
r∑
β=1
aˆacαβ eˆ
c
β, α = 1, · · · , r.
It is easy to see that
(6.15) ωaαβ =
∑
c
r∑
β=1
αbcdaˆ
ac
αγ aˆ
ca
γβ.
We get a metric h and a connection ∇ in E over Uε.
6.5. Gluing estimates
6.5.1. Gluing maps. We have two kinds of gluing maps.
Case 1. Gluing maps in a holomorphic cascade. Let Σ be a marked nodal Riemann surfaces.
Suppose that Σ has nodes p1, · · · , pe and marked points y1, · · · , ym. We choose local coordinate
system A. Let u : Σ → M be perturbed J-holomorphic map. We glue Σ and u at each node
with gluing parameters (r) to get Σ(r) and the pregluing map u(r) : Σ(r) → M . Set
ti = e
−2ri−2πτi, |r| = min{r1, ..., re}, b(r) := (0, (r), u(r)).
The following lemma is proved in [24].
Lemma 6.16. For |r| > R0 there is an isomorphism
I(r) : kerDS(κo,bo) −→ kerDS(κo,b(r)).
Using Theorem 5.3 in [24] and the implicit function theorem with parameters we immediately
obtain
Lemma 6.17. There are constant ε > 0, R0 > 0 and a neighborhood O1 ⊂ A of so and a
neighborhood O of 0 in kerDS(κo,bo) such that
glu(κo,bo) : O1 × (D∗c(0))e ×O → glu(κo,bo)(O1 × (D∗c)e ×O) ⊂ UT
is an orientation preserving local diffeomorphisms, where
D
∗
c(0) := {t | 0 < |t| < c}, c = e−2R0 .
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Denote
Glus,(r) = I(r) +Q(κo,b(r)) ◦ fs,(r) ◦ I(r).
Case 2. Gluing maps between different holomorphic cascades.
Let b = (b1, b2) ∈ M0,1 be as in §5.1.2. For every puncture point qj there are constants
(ℓ1j , θ1j0) and (ℓ2j, θ2j0) such that (5.3) hold. Since there exists a C
∗ action on R × M˜, we
can choose the coordinates (a2, θ2) such that ℓ11 = ℓ21, θ110 = θ210, that is we fix a slice for
MA(P(N ⊕ C), g,m+ µ+ + µ−,k+,k−, ν)/C∗. We associate a point
t¯j = exp{(ℓ1j − ℓ2j) + 2π
√−1(θ2j0 − θ1j0)}.
Put
D
∗ := {t∗j | (t∗j)kj = t¯j}.
For each puncture point qj we have Hqj . Set H :=
⊕l
j=1Hqj , H
∗ :=
⊕l
j=1H
∗
qj
. Denote
E∗2 :=
{
(κ20, h2 + hˆ20) | DSu2(κ20, h2 + hˆ20) = 0, h20 ∈ H with a(h120) = 0, θ(h120) = 0,
}
KerDS∗(κo,b) := E1
⊕
H∗
E∗2 = {(κ10, (h1, h10), (κ20, h2, h20)) ∈ E1 ⊕E∗2 | π∗h10 = π∗h20 ∈ H∗} ,
KerDS(κo,b) := {((κ10, h1, h10), (κ20, h2, h20)) ∈ E1 ⊕ E2 | π∗h10 = π∗h20 ∈ H∗} .
Obvioulsy, KerDS(κo,b) is a subspace of KerDS(κo,b). We choose a Euclidean metric << · >>
on KerDS(κo,b). Let E be a subspace of KerDS(κo,b) such that
KerDS(κo,b) = E⊕KerDS(κo,b).
It is easy to see that dimE = 2l. For any ((h1, h10), (h2, h20)) ∈ E \ {0} there is unique(
(c11, c
1
2), ..., (c
l
1, c
l
2)
) ∈ H, ((c11, c12), ..., (cl1, cl2)) 6= (0, ..., 0), such that(
a(hi10 − hi20), θ(hi10 − hi20)
)
= (ci1, c
i
2), 1 ≤ i ≤ l.
We fix a basis {f1, l1 · · · , fl, ll} of E such that fi corresponding to (ci1, ci2) = (1, 0), li corre-
sponding to (ci1, c
i
2) = (0, 1) and (c
j
1, c
j
2) = (0, 0) for all j 6= i. With respect to this base
(a(hi10 − hi20), θ(hi10 − hi20)) is the coordinate system of E. We can also view t∗ = (t∗1, ..., t∗l ) as
a coordinate system of E. It is easy to see that there is an isomorphism
ψ : (D∗)l ×KerDS(κo,b) → KerDS(κo,b).
It is obvious that there is an isomorphism
η : C∗ ×KerDS∗(κo,b) → KerDS(κo,b).
We use the gluing parameters (r) to glue at q1, q2, ..., ql to get Σ(r) and u(r) as in §5.1.2. Using
Theorem 5.3 in [24] and the implicit function theorem with parameters we immediately obtain
Lemma 6.18. There are constant ε > 0, R0 > 0 and a neighborhood O1 ⊂ A of so and a
neighborhood O of 0 in kerDS∗(κo,bo) such that
glu : O1 × C∗ǫ(0)× O → glu(O1 × C∗ǫ(0)× O) ⊂ UT
is an orientation preserving local diffeomorphisms, where
C
∗
ǫ (0) := {z = er+2π
√−1ϑ | 0 < |z| < ǫ}.
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This lemma can be immediately generalize to the case gluing several cascades.
Remark 6.19. Let G(κo,bo) be the isotropy group at (κo, bo). It is easy to check that
the operator DS(κo,bo) is G(κo,bo)-equivariant. Then we may choose a G(κo,bo)-equivariant right
inverse Q(κo,bo). G(κo,bo) acts on kerDS(κo,bo) in a natural way. So we have G(κo,bo)-equivariant
versions of Lemma 6.16, Lemma 6.17, Lemma 6.18 ( see [25], [26].)
6.5.2. Exponential decay of gluing maps. The following theorem is proved in [24].
Theorem 6.20. Let l ∈ Z+ be a fixed integer. There exists positive constants Cl, d, R0 such
that for any (κ, ξ) ∈ kerDS(κo,bo) with ‖(κ, ξ)‖ < d and for any Xi ∈ { ∂∂ri , ∂∂τi}, i = 1, · · · , e,
restricting to the compact set Σ(R0), the following estimate hold∥∥Xi (Glus,(r)(κ, ξ))∥∥Cl(Σ(R0)) ≤ Cle−(c−5α) ri4 ,∥∥XiXj (Glus,(r)(κ, ξ))∥∥Cl(Σ(R0)) ≤ Cle−(c−5α) ri+rj4 ,
1 ≤ i 6= j ≤ e, for any s ∈⊗ιl=1Ol when |r| big enough.
6.5.3. Estimates of exponential decay of the line bundle. The following theorem is
proved in [26]
Theorem 6.21. Let l ∈ Z+ be a fixed integer. Let u : Σ→M be a (j, J)-holomorphic map.
Let c ∈ (0, 1) be a fixed constant. For any 0 < α < 1
100c
, there exists positive constants Cl, d, R
such that for any ζ ∈ kerDL˜|bo, (κ, ξ) ∈ kerDS(κo,bo) with
‖ζ‖W ,k,2,α ≤ d, ‖(κ, ξ)‖ < d, |r| ≥ R,
restricting to the compact set Σ(R0), the following estimate hold.
(6.16)
∥∥∥Xi (GluL˜s,h(r),(r)(ζ))∥∥∥Cl(Σ(R0)) ≤ Cle−(c−5α) ri4 ,
∥∥∥XiXj (GluL˜s,h(r),(r)(ζ))∥∥∥Cl(Σ(R0)) ≤ Cle−(c−5α) ri+rj4(6.17)
for any Xi ∈ { ∂∂ri , ∂∂τi}, i = 1, · · · , e, s ∈
⊗ι
l=1Ol and any 1 ≤ i 6= j ≤ e, where h(r) =
Π2(Glus,(r)(κ, ξ)) and Π2 : F˜b(r) × Tu(r)B˜ → Tu(r)B˜ denotes the projection.
6.5.4. Estimates of Thom forms. We estimate the derivatives of the metric h near the
boundary of F|UT . Let (κo, bo) be one of {(κa, ba), a = nt+1, · · · ,nc} and bo = (ao, u). We use
the notations in section §6.5.1.
Fix a basis {e1, · · · , ed} of Ker DS(κo,bo) and let z = (z1, · · · , zd) be the corresponding
coordinates. Set ti = e
−2ri−2πτi , 1 ≤ i ≤ e. Denote
L(s, (r), z) := I(r)
(
d∑
i=1
ziei
)
+Q(κo,b(r)) ◦ fs,(r) ◦ I(r)
(
d∑
i=1
ziei
)
,
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where b(r) = (0, (r), u(r)). Then (s, (r), z) is a local coordinates of U(κa,ba)(εa, δa, ρa). We say
that f(s, (r), z) satisfies (r)-exponential decay if
(6.18)
(∣∣∣∣ ∂f∂ri
∣∣∣∣+ ∣∣∣∣ ∂f∂τi
∣∣∣∣) ≤ Ce−δri , ∀ 1 ≤ i ≤ e
(6.19)
∣∣∣∣ ∂f∂sj
∣∣∣∣+ ∣∣∣∣ ∂f∂zα
∣∣∣∣ ≤ C, ∀ 1 ≤ j ≤ ι, 1 ≤ α ≤ d.
Let
Π1 : F˜b(r) × Tu(r)B˜ → F˜b(r) , Π2 : F˜b(r) × Tu(r)B˜ → Tu(r)B˜
be the projection. By Theorem 6.20, the implicit function Theorem and (6.12), we conclude
that Γa satisfies (r)-exponential decay, where Γa is the cutoff function defined in section §6.4.3.
For any U(κa,ba)(εa, δa, ρa)
⋂
U(κc,bc)(εc, δc, ρc) 6= ∅, let aacαβ, α, β = 1, · · · , r be functions
such that eaα =
∑ri
β=1 a
ac
αβe
c
β , α = 1, · · · , r. By the implicit function theorem, Theorem 6.21 we
have, for any p ∈ Σ(R0), eaα(p), ecβ(p) satisfies (r)-exponential decay. Since aacαβ is a function of
(s, (r), z), we have
(6.20) d(eaα(p)) =
r∑
β=1
ecβ(p) · daacαβ +
r∑
β=1
aacαβ · d(ecβ(p)), ∀ p ∈ Σ(R0).
Recall that eaα =
(
I L˜(r) +Q
L˜
(r)f
L˜
s,h(r),(r)
I L˜(r)
)
(eaα|(κa,ba)). Using the implicit function theorem we
get
‖QL˜(r)f L˜s,h(r),(r)I L˜(r)(eaα|(κa,ba))‖k,2,α,r ≤ 2C
∥∥∥DL˜b ◦ (P L˜b,b(r))−1(I L˜(r)(eaα|(κa,ba)))∥∥∥ .
Choosing δa and ρa small enough, by the exponential estimates of e
a
α|ba we have
‖(eaα|(κ,b))|Σ(R0)‖k,2,α ≥
1
4
‖eaα‖k,2,α.
So max
Σ(R0)
|eaα| has uniform lower bound. Then we obtain the (r)-exponential decay of aacαβ . Denote
haαβ = 〈eaα, eaβ〉h. By the definition of h and the (r)-exponential decay of Γa, aacαβ we conclude
that haαβ satisfies the (r)-exponential decay. By the Gram-Schmidt orthonormalization and the
similar argument above we obtain the (r)-exponential decay of aˆacαβ.
Let ∆r be the open disk in C with radius r, let ∆
∗
r = ∆r \ {0} and ∆∗ = ∆ \ {0}.
Set N = 3g − 3 + m + µ. For each point p ∈ ∂Mg,m+µ we can find a coordinate chart
(U, s1, · · · , sN−e, t1, · · · , te) around p in Mg,m+µ such that U ∼= ∆N and V = U ∩Mg,m+µ ∼=
∆N−e × (∆∗)e. We assume that U ∩ ∆ is defined by the equation t1 · · · te = 0. Let {Uα} be
the local chart ofMg,m+µ. On each chart Uα ofMg,m+µ we can define a local Poincare metric:
gαloc =
e∑
i=1
|dti|2
|ti|2(log |ti|)2 +
N−e∑
j=1
|dsj|2.(6.21)
We let Uα(r) ∼= ∆Nr for 0 < r < 1 and let Vα(r) = Uα(r) ∩Mg,m+µ.
Let s, (r), z be the local coordinates of U(κa,ba)(εa, δa, ρa). In the coordinates (s, (r), z) the
local Poincare metric gloc can be written as
(6.22) gloc =
e∑
i=1
4(d2ri + d
2τi)
r2i
+
3g−3+n−e∑
j=1
|dsj|2 +
d∑
i=1
dz2i .
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Lemma 6.22. There exists a constant C > 0 such that
|ωaαβ(X1)|2 ≤ gloc(X1, X1), |Ωaαβ(X1, X2)|2 ≤ Π2i=1gloc(Xi, Xi)
|dΩaAB(X1, X2, X3)|2 ≤ Π3i=1gloc(Xi, Xi)
for any Xi ∈ TUT , i = 1, 2, 3.
Proof. The first inequality follows from (8.16) and (r)-exponential decay of aˆacαβ. By Ωαβ =
dωαβ+
∑
γ ωαγ∧ωγβ and (r)-exponential decay of aˆacαβ and Γa, we can get the second inequality.
The last inequality follows from the Bianchi identity.
Let p∗E be the pull-back of the bundle E to a bundle over E, where p : E → U is the
projection. Then the bundle p∗E has a metric p∗h with compatible connection p∗∇. To simply
notation we write these as h and ∇. Let σˆ be the tautological section of p∗E. Then the elements
|σˆ|2h ∈ A0(E,∧0(p∗E)), and the covariant derivative ∇σ ∈ A1(E,∧1(p∗E)). The curvature p∗Ω
of the connection ∇ on E can also seen as an element of A2(E,∧2(p∗E)). The Mathai-Quillen
type Thom form can be written as
(6.23) ΘMQ = c(r)
∫ B
e−
|σˆ|2
h
2
−∇σˆ−p∗Ω ∈ Ar(E)
where c(r) is a constant depending only r,
∫ B
denotes the Berezin integral on ∧∗(p∗E). Here
ΘE is Gaussian shaped Thom form. Let Bǫ(0) denote the open ǫ-ball in R
2r and consider the
map ρǫ : Bǫ(0)→ Rr defined by ρǫ(v) = vǫ2−|v|2 . If we extend ρ∗ǫΘMQ by setting it equal to zero
outside Bǫ(0), still denoted by ΘE := ρ
∗
ǫΘMQ, we obtain a form ΘE of compact support.
Finally, we have the following estimate for σ∗ΘE.
Lemma 6.23. There exists a constant C > 0 such that
|σ∗ΘE(X1, · · · , Xr)|2 ≤ CΠri=1gloc(Xi, Xi)
for any Xi ∈ TUT , i = 1, 2, 3.
Proof. One can easily check that
σ∗ΘE = σ∗ρ∗ΘMQ = c(r)
∫ B
e
− |σ|
2
h
(ǫ2−|σ|2
h
)2
−∇( σ
ǫ2−|σ|2
)−Ω ∈ Ar(M).
Denote σ =
∑
α σαeˆ
a
α. For any p ∈ Σ(R0), by dσ(p) =
∑
α deˆ
a
α(p)σ
a
α+
∑
α eˆ
a
α(p)dσ
a
α, as above we
obtain the (r) exponential decay σaα. Since ∇σ =
∑
α dσαeˆ
a
α+
∑
α,β σβωαβ eˆ
a
α, Ω =
∑
Ωαβ eˆ
a
α∧ eˆaβ
and ∫ B
eˆa1 ∧ · · · ∧ eˆar = 1,
the lemma follows from Lemma 6.22 and a direct calculation.

CHAPTER 7
Relative GW-invariants
Recall that we have two natural maps
evi : U −→M+
(κ; j,y,p, u) −→ u(yi)
for 1 ≤ i ≤ m defined by evaluating at marked points and
ej : U −→ Z
(κ; j,y,p, u) −→ u(pj)
for 1 ≤ j ≤ µ defined by projecting to its periodic orbit.
We have another map
P : UT −→Mg,m+µ (Σ, j,y,p, (κ, u)) 7−→ (Σ, j,y,p).
Choose a smooth metric h on the bundle F. Using h we construct a Thom form Θ supported
in a small ε-ball of the 0-section of E. The relative Gromov-Witten invariants are defined as
(7.1) ΨA,g,m+µ(K;α1, ..., αm; β1, ..., βµ) =
∫
UT
P
∗(K) ∧
m∏
i=1
ev∗i αi ∧
µ∏
j=1
ev∗jβj ∧ σ∗Θ
for αi ∈ H∗(M+,R), βj ∈ H∗(Z,R) represented by differential form and K represented by a
good differential form defined on Mg,m+µ in Mumford’s sense. Clearly, Ψ = 0 if deg(K) +∑
deg(αi) 6= Index.
The following theorem is obvious.
Theorem 7.1. Restricting to UT , the following hold:
(a) the forgetful map P is smooth,
(b) the evaluation map ev is smooth.
Denote
Uǫ = {(κ, b) ∈ U | |κ|h ≤ ǫ}, UTǫ = {(κ, b) ∈ UT | |κ|h ≤ ǫ}.
We choose open covering
{Uκa,ba(εa, δa, ρa), 1 ≤ a ≤ nc}
ofU2ε and a family of cutoff functions {Γa, 1 ≤ a ≤ nc} as in §6.4.3. Let ΘE be the Thom form
of E supported in a small ε-ball of the 0-section of E. Denote ΘE by Θ to simplify notation.
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Remark 7.2. {Γa} is not a partition of unity in the classical sense, since it is not smooth
on lower stratum, and it is not compactly supported. But it is smooth on UT and Γaσ
∗Θ is
compactly supported. This is enough to define the relatve Gromov-Witten invariants.
Denote
Vκa,ba(εa, δa, ρa) := Uκa,ba(εa, δa, ρa) ∩UT ,
V˜κa,ba(εa, δa, ρa) := U˜κa,ba(εa, δa, ρa) ∩ U˜T .
Sometimes we write the above two sets by Va and V˜a to simplify notations. Let p : V˜a → Va,
let Γ˜a, K˜ and Θ˜ be the lift of Γa, K and Θ to V˜a. We write the relative Gromov-Witten
invariants as
ΨA,g,m+µ(K;α1, ..., αm; β1, ..., βµ) =
nc∑
a=1
(I)a(7.2)
where
(7.3) (I)a :=
∫
Va
Γa ·P∗(K) ∧
n∏
j
ev∗jαj ∧ σ∗Θ.
Theorem 7.3. The integral (7.1) is convergent.
Proof. Note that the integration region Ua for 1 ≤ a ≤ nt are compact set in UT and
the integrand in (7.3) are smooth we conclude that
∑nt
a=1(I)a is bounded. So we only need to
prove the convergence of (I)a for a = nt + 1, · · · ,nc. Denote
(J)a =
∫
V˜a
Γ˜a ·P∗(K˜) ∧
n∏
j
e˜v∗jαj ∧ σ˜∗Θ˜.
It suffices to prove the convergence of (J)a.
Let (κo, bo) be one of {(κa, ba), a = nt + 1, · · · ,nc} and bo = (ao, u). We choose coordinates
(s, t, z) and use the notations in section §6.5.1.
To simplify notation we denote
dV =
∧
i
(dri ∧ dτi) ∧
(∧
j
(
√−1
2
dsj ∧ ds¯j)
)
∧ dz1 ∧ · · · ∧ dzd
and
δi = glu(t)∗
(
∂
∂ri
)
, ηi = glu(t)∗
(
∂
∂τi
)
, 1 ≤ i ≤ e
δα = glu(t)∗
(
∂
∂sα−e
)
, ηα = glu(t)∗
(
∂
∂s¯α−e
)
, e + 1 ≤ α ≤ 3g − 3 + n
̺i = glu(t)∗
(
∂
∂zi
)
, 1 ≤ i ≤ d.
We will denote by (E1, E2, ..., E6g−6+2n+d) the frame
(δ1, ..., δe, η1, ..., ηe, δe+1, ..., δ3g−3+n, ηe+1, ..., η3g−3+n, ̺1, ..., ̺d) .
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Then, for a = nt + 1, · · · ,nc,
(J)a =
∫
V˜a
Γ˜a ·
(
P
∗K˜ ∧
n∏
i
e˜v∗iαi ∧ σ˜∗Θ˜(E1, E2, ..., E6g−6+2n+d)
)
dV.
1. Estimates for P∗K˜
We can choose s, t, z1, · · · , zd as the local coordinates of UT . In this coordinates P : UT →
Mg,n can be written as
P(s, t, z1, · · · , zd) = (s, t).
Noth that P∗Ei = Ei for i ≤ 6g − 6 + 2n, P∗Ei = 0 for i ≥ 6g − 6 + 2n+ 1. We assume that
for any 1 ≤ j ≤ deg(K), Eij ∈ {E1, · · · , E6g−6+2n}. Since K has Poincare growth we have
(7.4) |P∗K˜(Ei1 , · · · , Eideg(K˜))| = |K˜(Ei1 , · · · , Eideg(K˜))| ≤ C
[
Π
deg(K˜)
j=1 gloc(Eij , Eij )
] 1
2
.
2. Estimates for
∏n
i e˜v
∗
iαi
For any p ∈M and ξ ∈ TpM we denote D expp(ξ) : TpM → Texpp ξM, then
(7.5) D expp(ξ)ξ
′ :=
d
dt
expp(ξ + tξ
′) |t=0 .
Obviously, D expp(ξ) is an isomorphism when |ξ| small enough. By a direct calculation we
have, for any X ∈ { ∂
∂si
, ∂
∂s¯i
, ∂
∂rl
, ∂
∂τl
, ∂
∂zj
, 1 ≤ i ≤ 3g − 3 + n− e, 1 ≤ l ≤ e, 1 ≤ j ≤ d},
|(e˜vi)∗(glu(t))∗X| = |Π2,u(X(glu(s, t, z))(yi))| = |D expu(Π2,uL)(Π2,uX(L))(yi))| .(7.6)
By Theorem 6.20 and (7.6) we have
‖e˜v∗Ei‖GJ + ‖e˜v∗Ee+i‖GJ ≤ Ce−δri , ‖e˜v∗Ej‖GJ ≤ C,
[gloc(Ei, Ei)]
1
2 = [gloc(Ee+i, Ee+i)]
1
2 =
2
ri
, [gloc(Ej, Ej)]
1
2 = 1
for 1 ≤ i ≤ e, 2e+ 1 ≤ j ≤ 6g − 6 + 2n+ d. It follows that
(7.7) |Πe˜v∗iαi(Ei1 , · · · , Eic)| ≤ CΠicij=i1
[
gloc(Eij , Eij )
] 1
2 ,
where {Ei1 , · · · , Eic} ⊂ {E1, E2, ..., E6g−6+2n+d}.
3. Estimates for the Thom form
By Lemma 6.23 we have
(7.8) |σ˜∗Θ˜(Ei1 , · · · , Eir)| ≤ CΠiri1
[
gloc(Eij , Eij)
] 1
2 ,
where {Ei1 , · · · , Eir} ⊂ {E1, E2, ..., E6g−6+2n+d}. It follows from (7.4), (7.7) and (7.8) that∣∣∣∣∣P∗K˜ ∧∏
i
e˜v∗iαi ∧ σ˜∗Θ˜(E1, · · · , E6g−6+2n+d)
∣∣∣∣∣ ≤ CΠ6g−6+2n+di=1 [gloc(Ei, Ei)] 12 ≤ CΠei=1r2i .
Hence the integral (J)a is convergence.
It is easy to see that Ψ(A,g,m+µ)(α1, ..., αm; βl, ..., βµ) is multi-linear and skew symmetric, and
is independent of the choice of J˜ and J . Moreover, the following hold
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Lemma 7.4. The integral (7.1) is independent of
(1) the choices of the forms αi in [αi] and βA in [βA],
(2) the choice of the Thom form Θ,
(3) the choice of the partition of unity {Λk},
(4) the choice of the regularization.
The proofs are the same for the Gromov-Witten invariants ( see [25]), we omit here.
CHAPTER 8
A gluing formula
In this chapter we prove a general gluing formula relating GW-invariants of a closed sym-
plectic manifold in terms of the relative GW-invariants of its symplectic cut. The proof has
two steps. The first step is to define an invariant for M∞ and prove that it is the same as the
invariant of Mr. Then, we write the invariant of M∞ in terms of relative invariants of M±.
8.1. Moduli space of stable maps in M∞
8.1.1. Line bundle over M∞ and M̺. Through a diffeomorphism as in §1.3 we consider
M± to be
M+ = M+0
⋃{
[0,∞)× M˜
}
, M− =M−0
⋃{
(−∞, 0]× M˜
}
.
Put
M∞ =M+
⋃
M−.
By Lemma 1.1 we have line bundles L+ over M+ and L− over M− such that
L+ |{∞}×M˜= L− |{−∞}×M˜= π∗LZ .
We can assume that
(8.1) ω+∗|[R0+1,∞)×M˜ = π∗τ0, ω−∗|[R0+1,∞)×M˜ = π∗τ0.
In fact, in [R0,∞)× M˜, ω+∗ can be written as
ω+∗ = π∗τ0 + d(yλ).
Let βR0 be the cut-off function as before. Set
ω′+ = ω+∗ − d((1− βR0)yλ).
Since d((1 − βR0)yλ) is exact form on M+, we have [ω′+] = [ω+] and ω′+ satisfies (8.1). Note
that the almost complex structure J˜∗ on Z is different from J˜ on Z ( see §1.3). Both the GW-
invariants and the relative GW-invariants are independent of the choice of the almost complex
structures. To simplify notations we still use J to denote the new almost complex structure.
Given a ̺ > 0 large enough, from M+
⋃
M−, we construct a almost complex manifold M̺
as follows. We choose the coordinates (a+, θ+) (resp. (a−, θ−)) on the cylinder end of M+
(resp. M−). We cut off the part of M± with cylindrical coordinate |a±| > 3l̺
2
and glue the
remainders along the collars of length l̺ of the cylinders with the gluing formulas:
a+ = a− + 2l̺, θ+ = θ−, mod 1.(8.2)
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We fix a large number R > 4R0 > 0 and construct MR. We take an integral symplectic
form ω∗R and construct a line bundle L
R over MR. Let ϕ̺ : (R0 + 1, ̺) → (R0, R) be a C∞
diffeomorphism, which induces a diffeomorphism ϕ̺ : M̺ → MR. Define L̺ := ϕ∗̺LR. Then
ω∗|[R0+1,2l̺−R0−1]×M˜ = π∗τ0,
where π : [R0 + 1, 2l̺− R0 − 1] × M˜ → Z denotes the projection. Since the first Chern class
classifies smooth complex line bundles on a space, L̺ can also be obtained by gluing. Let ∇±
be a Hermitian connection on line bundle π± : L± →M± such that ω±∗ is the curvature.
8.1.2. Moduli space of stable maps in M∞. To define the Moduli space of stable maps
in M∞ we need to extend holomorphic cascades system in M± to include several holomorphic
cascades systems.
Let MG(d)+
i+
, 1 ≤ i+ ≤ l+, ( resp. MG(d)−
i−
, 1 ≤ i− ≤ l−) be holomorphic cascades systems
in M+ ( resp. in M− ). We have data{
Σ±i± , A
±
i±, g
±
i±, m
±
i± + µ
±
i±,k
±
i±, i
± = 1, ..., l±
}
.
Assume that
∑
µ+i+ =
∑
µ−i− := µ. Put
G(d)+ :=
⋃
G(d)+i+ , G(d)
− :=
⋃
G(d)−i−, Σ
+ = ∪Σ+i+ , Σ− = ∪Σ−i−
MG(d)+ :=
l+⊕
i+=1
MG(d)+
i+
, MG(d)− :=
l−⊕
i−=1
MG(d)−
i−
.
Definition 8.1. Given integers g, m, and A ∈ H2(M,Z) and (G(d)+, G(d)−, ρ). A stable
(j, J)-holomorphic configuration of genus g and class A in M∞ of type (G(d)+, G(d)−, ρ) is a
triple (b+,b−, ρ), where b+ ∈ MG(d)+ , b− ∈ MG(d)− and ρ : {p+1 , ..., p+µ } → {p−1 , ..., p−µ } is a
one-to-one map satisfying
(1) If we identify p+i and ρ(p
+
i ) then Σ
+
⋃
Σ− forms a connected closed nodal Riemann
surface of genus g with m = m+ +m− marked points;
(2) Put u = (u+, u−). Then uˆ+(p+i ) = uˆ
−(ρ(p+i )). We fix the coordinates (a
+, θ+) on M+
and (a−, θ−) on M−. For each p+i and ρ(p
+
i ) we choose local cusp cylinder coordinates
(s+, t+) and (s−, t−) as in §2.1 and choose local Darboux coordinate systems wi on
Z near u+(p+i ). Then u˜
+(s+, t+) and u˜−(s−, t−) converge to the same periodic orbit
when (s+, t+)→ p+i and (s−, t−)→ ρ(p+i ) respectively;
(3) (b+,b−, ρ) represents the homology class A ⊜
∑l+
i=1A
+
i +
∑l−
j=1A
−
j .
Denote by M(G(d)+,G(d)−,ρ) the moduli space of equivalence classes of all (j, J)-holomorphic
configuration of genus g and class A in M∞ of type (G(d)+, G(d)−, ρ). Suppose that CJ,Ag,m is
the set of indices (G(d)+, G(d)−, ρ). Let C ∈ CJ,Ag,m. Denote by MC the set of stable maps
corresponding to C.
We introduce another moduli space M̂C: in (2) of the definition 8.1 we use the condition
u¯+ and u¯− are tangent to Z at p with the same order
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to instead the condition
u˜+(s+, t+) and u˜−(s−, t−) converge to the same periodic orbit
when (s+, t+)→ p+i and (s−, t−)→ ρ(p+i ).
The following lemma is obvious.
Lemma 8.2. CJ,Ag,m is a finite set.
We define
MA(M∞, g,m) =
⋃
C∈CJ,Ag,m
MC .
Using Lemmas in subsection §3.1 we immediately obtain the following compactness theorem
and convergence theorem:
Theorem 8.3. MA(M∞, g,m) is compact.
Theorem 8.4. Let b̺(i) ∈ MA(M̺(i), g,m) be a sequence with lim
i→∞
̺(i) = ∞. Then there
is a subsequence, still denoted by ̺(i), which weakly converges to a stable (j, J)-holomorphic
configuration in MA(M∞, g,m) as i→∞.
Proof. For any ̺ we write M̺ = M
+
0
⋃{[0, 2l̺] × M˜}⋃M−0 . Let M+̺ = M+0 ⋃{[0, l̺] × M˜}
and M−̺ =M
−
0
⋃{[−l̺, 0]× M˜}. Suppose that
b̺(i) = (j
(i),y(i), ν, u(i)),
where u(i) : Σ(i) → M̺(i) . We may assume that (Σ(i); j(i),y(i), ν) is stable and converges to
(Σ; j,y, ν) inMg,m. Denote by P ⊂ Σ the set of singular points for u(i), marked points and the
double points. By Lemma 3.1 and (2.19), P is a finite set. Then |du(i)| is uniformly bounded
on every compact subset of Σ − P . By passing to a subsequence, possible a T -rescalling, we
may assume that u(i) converges uniformly with all derivatives on every compact subset of Σ−P
to a J-holomorphic map u : Σ− P → M∞. Obviously, u is a finite energy J-holomorphic map.
Suppose that Σ−P = ⋃(Σl−Pl), each Σl−Pl is a connected compentont of Σ−P . For any
compact set K ⊂ Σl − Pl, K can be identify with a set of Σ(i) as i big enough. If there exists
K ⊂ Σl − Pl, a point z ∈ K and a subsequence, still denoted by i, such that u(i)(z) ∈M+̺(i) for
all i, then (jl,yl, ul) belong to a holomorphic cascade ofMA+(M+; g+, m++µ+,k+, ν+), Σl is a
component of Σ+, otherwise, (jl,yl, ul) belong to a holomorphic cascade ofMA−(M−; g−, m−+
µ−,k−, ν−), Σl is a component of Σ−. Then we get (u±,Σ±; j±,y±).
We construct bubble tree as in subsection §3.1. Let q be a singular point for u(i), suppose
that z(i) → q such that |du(i)|(z(i)) → ∞. We may assume that a(i)(z(i)) 6= l̺i. By choosing
subsequence we assume that a(i)(z(i)) are in one of M+
̺(i)
and M−
̺(i)
for all i.
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If there a subsequence, still denoted by i, such that u(i)(z(i)) ∈ M+
̺(i)
for all i, then we
constructe bubble tree to get Σ+
′
and (u+
′
, j+,y+,p+), otherwise we constructe bubble tree to
get Σ−′ and (u−′, j−,y−,p−).
Let q± be a relative node of Σ±′ with q± ∈ Σ±1 ∧ Σ±2 . By the proof of Lemma 3.2 we have
u±|Σ±1 and u±|Σ±2 converge to a same periodic orbit as the variable tend to q±. Then we conclude
that b± = (u±′, j±,y±,p±) belong toMA±(M±; g±, m±+µ±,k±, ν±), and b = (b+, b−) belongs
to MA(M∞, g,m). 
8.2. Construction of a virtual neighborhood for MA(M∞, g,m)
8.2.1. Construction of a virtual neighborhood for MC. Choose 3σ < σ0. We con-
struct a virtual neighborhood UC of MC for every C ∈ CJ,Ag,m. The construction is divided into
2 steps:
1. For each holomorphic block in MC we construct the local regularization as in Chapter
§4.
2. Construct global regularization. Since MC is compact, there exist finite points bic ,
1 ≤ ic ≤ mC , such that
(1) The collection {O[bi](δi/3, ρi/3) | 1 ≤ i ≤ mC} is an open cover of MC .
(2) Suppose that O˜bi(δi, ρi) ∩ O˜bj (δj , ρj) 6= φ. For any b ∈ O˜bi(δi, ρi) ∩ O˜bj (δj , ρj), Gb can
be imbedded into both Gbi and Gbj as subgroups.
We may choose [bi], 1 ≤ i ≤ mC , such that if [bi] lies in the top strata for some i, thenO[bi](δi, ρi)
lies in the top strata.
Set
UC =
mC⋃
i=1
O[bi](δi/2, ρi/2).
By Lemma 6.3 we have a continuous orbi-bundle F(ki)→ UC such that F(ki) |bi contains a
copy of group ring R[Gbi ]. Set
FC =
mC⊕
i=1
F(ki).
We define a bundle map iC : FC → EC and a global regularization S : FC → EC as in §6.3.
For each C ∈ C we do this and put
U∞ =
⋃
C∈C
UC , F∞ =
⊕
C∈C
FC .
Define a bundle map i∞ : F∞ → E∞ as in §6.3. We define a global regularization for
MA(M∞, g,m) to be the bundle map S∞ : F∞ → E∞ by
S∞([κ, b]) = [∂¯j,Jv] + [i∞(κ, b)].
The meaning of EC and E∞ above are obvious. Denote
U∞ = S−1∞ (0)|U∞ .
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There is a bundle of finite rank E∞ over U∞ with a canonical section σ∞. We have a virtual
neighborhood for MA(M∞, g,m):
(U∞,E∞, σ∞).
Denote by UT∞ the top strata of U∞. By the same method as in [25] we can prove
Theorem 8.5. UT∞ is a smooth oriented, effective orbifold.
We can define GW-invariants ΨC for each component C and define Ψ(M∞,A,g,m) by
(8.3) Ψ(M∞,A,g,m) =
∑
CJ,[A]g,m
ΨC .
Remark 8.6. It is easy to see that
(i) For C = {A+, g+, m+}, we have
(8.4) ΨC(α
+) = Ψ
(M
+
,Z)
(A+,g+,m+)(α
+);
(ii) For C = {A−, g−, m−}, we have
(8.5) ΨC(α
−) = Ψ(M
−
,Z)
(A−,g−,m−)(α
−).
8.3. Construction of a virtual neighborhood for MA(M̺, g,m)
We fix a ̺ > 0 large enough and construct almost complex manifold M̺ as in §1.2. There
exists a smooth diffeomorphism φ̺ : M̺ → MR. Set ω∗̺ = φ∗̺ω∗. Then (M,ω∗) and (M̺, ω∗̺)
are symplectic diffeomorphism. For (M̺, ω
∗
̺), we can construct a finite rank bundle L̺ = φ
∗
̺L.
Let C = (G(d)+, G(d)−, ρ) and b = (b+, b−) ∈MC, where
b+ = (Σ+, j+, u+) ∈MG(d)+ , b− = (Σ−, j−, u−) ∈MG(d)− .
Suppose that
(8.6) a±(s±j , t
±
j )− kjs±j − l±j → 0, θ±(s±j , t±j )− kjt±j − θ±j0 → 0.
Set
(8.7) rj = ̺−
ℓ+j − ℓ−j
2l
, τj = θ
+
j0 − θ−j0.
We construct a surface Σ(r) = Σ1#(r)Σ2 with gluing formulas:
s+j = s
−
j +
2lrj
kj
(8.8)
t−j = t
−
j +
τj+nj
kj
(8.9)
for some nj ∈ Zkj . Denote
w+j = wj ◦ u+, w−j = wj ◦ u−.
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In terms of (s±j , t
±
j ) we construct pre-gluing map u(r) = (a(r), θ(r),w(r)) : Σ(r) → M̺ as follows:
for every j = 1, ..., µ
a(r)(s
+
j , t
+
j ) = kjs
+
j + l
+
j + β
(
3− 4kjs
+
j
lrj
)
(a+(s+j , t
+
j )− kjs+j − l+j )(8.10)
+ β
(
4kjs
+
j
lrj
− 5
)
(a−(s+j , t
+
j )− ks−j − l−j ),
θ(r)(s
+
j , t
+
j ) = kjt
+
j + θ
+
j0 + β
(
3− 4kjs
+
j
lrj
)
(θ+(s+j , t
+
j )− kjt+j − θ+j0)(8.11)
+ β
(
4kjs
+
j
lrj
− 5
)
(θ−(s+j , t
+
j )− kjt−j − θ−j0),
w(r)(s
+
j , t
+
j ) = β
(
3− 4kjs
+
j
lrj
)
w+j (s
+
j , t
+
j ) + β
(
4kjs
+
j
lrj
− 5
)
w−j (s
+
j , t
+
j ).(8.12)
There is a constant L > 0 such that the number of components of Σ < L for every C ∈ CJ,Ag,m.
Let bic , 1 ≤ ic ≤ mC , be as in §8.2.1. For each bic we do gluing at relative nodes as follows.
For each relative node in Σ± we use ̺
L
to glue M± and R × M˜ , for each relative node, at
which Σ+ and Σ− joint, we use ̺ to glue M+ and M−. Then we choose gluing parameters (r)
and construct bic,(r),̺ = (Σic,(r), jic ,yic , ν, uic,(r)) such that uic,(r) : Σic,(r) → M̺. We define the
{O[bic,̺](δic , ρic) | 1 ≤ ic ≤ mC} as before. For each C ∈ CJ,Ag,m we do this, then we get m points,
denoted by {b1, b2, ..., bm}.
Lemma 8.7. There exist two constants ̺o > 0 and ǫ > 0, such that for any ̺ > ̺o,
(1) The collection {O[bi,̺]((1 + ǫ)δi/3, (1 + ǫ)ρi/3) | 1 ≤ i ≤ m} is an open cover of
MA(M̺, g,m).
(2) Suppose that O˜bi,̺((1 − ǫ)δi, (1 − ǫ)ρi) ∩ O˜bj,̺((1 − ǫ)δj , (1 − ǫ)ρj) 6= φ. For any b ∈
O˜bi,̺((1− ǫ)δi, (1− ǫ)ρi)∩ O˜bj,̺((1− ǫ)δj , (1− ǫ)ρj), Gb can be imbedded into both Gbi,̺
and Gbj,̺ as subgroups.
Proof. If (1) does not hold, we can find a sequence
bk = (Σk, jk,yk, uk) ∈MA(M̺k , g,m) \
(⋃
i
O[bi,̺k ]((1 + ǫ)δi/3, (1 + ǫ)ρi/3)
)
,
such that Σk = Σ(rk) with ̺k →∞, By the convergence theorem 8.4 we conclude that bk weak
converges to some b ∈MA(M∞, g,m+µ). Then b ∈ O[bi](δi/3, ρi/3) for some i. It follows that
bk ∈ O[bi,̺k ]((1 + ǫ)δi/3, (1 + ǫ)ρi/3) as k large enough. We get a contradiction.
The proof of (2) is standard ( see the proof of Lemma 4.3 in [25] ).
Obviously, the following lemma holds
Lemma 8.8. There exists a constant ̺o > 0 such that for any ̺ > ̺0, Gbi,̺ can be imbedded
into Gbi.
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Set
U̺ =
m⋃
i=1
O[bi,̺](δi/2, ρi/2).
By Lemma 6.3, we have a continuous orbi-bundle F̺(ki) → U̺ such that F̺(ki) |bi contains a
copy of group ring R[Gbi ]. Set
F̺ =
m⊕
i=1
F̺(ki).
We define a bundle map i̺ : F̺ → E̺ and a global regularization S̺ : F̺ → E̺ as in §6.3. The
meaning of E̺ above are obvious. Denote
U̺ = S−1̺ (0)|U̺ .
There is a bundle of finite rank E̺ over U̺ with a canonical section σ̺. We have a virtual
neighborhood for MA(M̺, g,m):
(U̺,E̺, σ̺).
Denote by UT̺ the top strata of U̺. By the same method as in §6.4 we can prove
Theorem 8.9. UT̺ is a smooth oriented, effective orbifold.
8.4. Equivariant gluing
We have several kinds of gluing maps.
(1). Gluing maps in a holomorphic cascades as in Case 1 of §6.5.1.
(2). Gluing maps at relative nodes in MG(d)+ or MG(d)− as in Case 2 of §6.5.1.
(3). Gluing maps at relative nodes between MG(d)+ and MG(d)− , which we discuss in this
section.
Let C = (G(d)+, G(d)−, ρ), κo = (κ+o , κ
−
o ), and bo = (b
+
o , b
−
o ) ∈MC , where
b±o = (a
±, u±) ∈MG(d)± , a± = (Σ±, j±,y±),
and Σ+, Σ− denote marked nodal Riemann surfaces joining at p1, ..., pµ. We may assume that
(Σ±,y±) is stable. We first discuss equivariant pregluing of Riemann surface. Denote by Ga±
the isotropy group at a±. Choose cusp coordinates near the nodes of Σ±. Since the cusp
coordinates are unique modulo rotations near nodes, each g± ∈ Ga± is a rotation in the cusp
coordinate. For any gluing parameter (r), we can obtain the gluing surface a(r) = (Σ(r), j,y) as
usual. Denote by Ga(r) the isotropy group at a(r). Obviously, Ga(r) is subgroup of Ga+ ×Ga− .
Each element of Ga(r) is also a rotation in the domain of gluing. Then the gluing map is the
|G
a+×Ga− |
|Ga(r) |
-multiple covering map of (Σ(r), j,y). We introduce some notations. Put
E˜+ := {(κ+0 , h+ + hˆ+0 ) | DSu+(h+ + hˆ+0 ) = 0, h+0 ∈ H},
E˜− := {(κ−o , h− + hˆ−0 ) | DSu−(h− + hˆ−0 ) = 0, h−0 ∈ H}.
KerDS(κo,bo) :=
{(
(κ+o , h
+ + hˆ+0 ), (κ
−
o , h
− + hˆ−0 )
)
∈ E˜+ ⊕ E˜− | h+0 = h−0
}
.
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The tangent space of U˜∞ at (κo, bo) can be defined by
KerDS(κo,bo) :=
{(
(κ+o , h
+ + hˆ+0 ), (κ
−
o , h
− + hˆ−0 )
)
∈ E+ ⊕ E− | π∗h+0 = π∗h−0
}
.
As in §6.5.1, let E be a subspace of KerDS(κo,bo) such that KerDS(κo,bo) = E ⊕KerDS(κo,bo).
Denote by G(κo,bo) the isotropy group at (κo, bo). For each φ ∈ G(κo,bo), it induce a natural
action on KerDS(κo,bo).
For every puncture point pj there are constants (ℓ
±
j , θ
±
j0) such that (8.6) hold. We associate
a point
t¯j = exp{(ℓ+j − ℓ−j ) + 2π
√−1(θ−j0 − θ+j0)}.
Put
D
◦ := {t◦j | (t◦j)kj = t¯j}.
There is an G(κo,bo)-equivariant isomorphism
(8.13) ψ : (D◦)µ ×KerDS(κo,bo) → KerDS(κo,bo).
For any ζ = (ζ1, ζ2) ∈ E, we define a map v = expu(ζ). Then v satisfies (5.3). For any
(ρ, 0) we glue M+ and M− to get M̺ as in section §5.1.2. We construct a surface Σ(r) with
gluing parameter (r), where (r) satisfies (8.7). By pregluing as in (8.10), (8.11) and (8.12) we
get v(r). Let b(r) = (j,y, v(r)). Denote by Gb(r) (resp. G(κo,b(r))) the isotroy group at b(r) (resp.
(κo, b(r))). It is easy to see that Gb(r) is a subgroup of Gbo . It follows that G(κo,b(r)) is a subgroup
of G(κo,bo). Then G(κo,b(r)) can be seen as rotation in the gluing part. The gluing map is the
|G(κo,bo)|
|G(κo,b(r))|
-multiple covering map. Denote
kerDS[κo,bo] = kerDS(κo,bo)/G(κo,bo), kerDS[κo,b(r)] = kerDS(κo,b(r))/G(κo,b(r)).
By the same method as in [25] we can prove that
Lemma 8.10. (1) I(r) : kerDS(κo,bo) −→ kerDS(κo,b(r)) is a
|G(κo,bo)|
|G(κo,b(r))|
-multiple covering
map.
(2) I(r) induces a isomorphism I(r) : kerDS[κo,bo] −→ kerDS[κo,b(r)].
We introduce some notations. Denote
U∞,ǫ = {(κ, b) ∈ U∞ | |κ|h ≤ ǫ}, U̺,ǫ = {(κ, b) ∈ U̺ | |κ|h ≤ ǫ},
U∞;κo,bo(ε, δo, ρo) = {(κ, b) ∈ U | |κ− κo|h < ε, b ∈ Obo(δo, ρo)} .
UT(∞;κ,b)(ε, δ, ρ) := U(∞;κ,b)(ε, δ, ρ)
⋂
UT∞,ǫ for (κ, b) ∈ U∞,ǫ.
We choose open covering
{UT∞,(κa,ba)(εa, δa, ρa), 1 ≤ a ≤ nc}
of UT∞,2ε and a family of cutoff functions {Γ∞,a, 1 ≤ a ≤ nc} as in §6.4.3. For each 1 ≤
a ≤ nc, we fix a basis {f1, l1 · · · , fµ, lµ} of E(κa,ba) and a basis e1, · · · , ed of KerDS(κa,ba). Let
z = (z1, ..., zd) be the coordinate system of DS(κa,ba), let t∗ = (t∗1, ..., t∗µ) be the coordinate
system of E(κa,ba). Recall that for bubble trees with nonstable domain we add some additional
marked points ( see §4.1.3). By choosing εa, δa, ρa small we can view (s, t, t∗, z) with each
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|ti| 6= 0 and each |t∗j | 6= 0 as a local coordinate system in UT∞,(κa,ba)(2εa, 2δa, 2ρa), where
(s, t) = ((s+, t+), (s−, t−)).
Denote σ(̺) = e−
̺
L . Let Da = {(s, t, t∗, z) ∈ U∞,(κa,ba)(εa, δa, ρa) | |ti| ≤ σ(̺)}. If a ≤ nt,
Da = U∞,(κa,ba)(εa, δa, ρa). Denote U
′
∞,σ(̺) =
⋃
aDa. We smooth the corner of U
′
∞,σ(̺) and
denote the resulting by U∞,σ(̺). Then we construct a family of smooth hypersurfaces S∞,σ(̺) :=
∂U∞,σ(̺) ⊂ UT∞, such that
Sσ(̺) ∩UT∞,(κa,ba)(εa, δa, ρa) ⊂ {(s, t, t∗, z) ∈ U∞,(κa,ba)(εa, δa, ρa) | min |ti| ≥ cσ(̺)},
where c ∈ (0, 1) is a constant independent of ̺. Sσ(̺) divide UT∞ into two parts. Denote by
U
T,σ(̺)
∞,ǫ the part which is relatively far away from lower strata. Set
U
T,σ(̺)
∞,(κa,ba)(εa, δa, ρa) = U
T,σ(̺)
∞,ǫ ∩UT∞,(κa,ba)(εa, δa, ρa)
By the Lemma 6.17, Lemma 6.18 and the same argument for gluing nodes between Σ+ and Σ−
we immediately obtain
Lemma 8.11. For each (κa, ba), there exist positive constants ̺0, ε, δ and ρ such that for
any ̺ > ̺o
glu̺,(κ,b) : U
T,σ(̺)
∞,(κa,ba)(εa, δa, ρa)→ glu̺,(κ,b)
(
U
T,σ(̺)
∞,(κa,ba)(εa, δa, ρa)
)
⊂ UT̺,2ǫ
is an orientation preserving local diffeomorphisms in orbifold sense.
Then we can choose (s, t, t∗, z) with each |ti| 6= 0 and each |t∗j | 6= 0 as a local coordinates of
glu̺
(
U
T,σ(̺)
∞,(κa,ba)(2εa, 2δa, 2ρa)
)
. By the same argument of Lemma 8.7 we can prove that
Lemma 8.12. {UT̺,(κa,̺,ba,̺)(32εa, 32δa, 32ρa), 1 ≤ a ≤ nc} is an open covering of UT̺,ε for ̺
big enough.
For any small σ′, we construct a smooth hypersurfaces S̺,σ′ ⊂ UT̺ such that
S̺,σ′ ∩UT̺,(κa,̺,ba,̺)(32εa, 32δa, 32ρa) ⊂ {(s, t, t∗, z̺) ∈ U̺,(κa,̺,ba,̺)(εa, δa, ρa) | cσ′ < min |ti|},
where c ∈ (0, 1) is a constant independent of ̺. S̺,σ′ divide UT̺ into two parts. Denote by UT,σ′̺,ǫ
the part, which relatively far away from the lower stratas.
8.5. Gluing estimates
As in [24] and [26] we can prove that
Lemma 8.13. Let l ∈ Z+ be a fixed integer. There exists positive constants Cl, d, R0 and a
neighbor Oo ⊂ K of 0 such that for any (κ, ξ) ∈ kerDS(κo,bo) with ‖(κ, ξ)‖ < d, restricting to
the compact set Σ(R0), the following estimate hold∥∥∥∥ ∂∂̺ (Xi (glu̺(κ, ξ)))
∥∥∥∥
Cl(Σ(R0))
≤ Cle−c1̺e−(c−5α)
ri
4 ,
∥∥∥∥ ∂∂̺ (XiXj (glu̺(κ, ξ)))
∥∥∥∥
Cl(Σ(R0))
≤ Cle−(c−5α)
̺
4 e−(c−5α)
ri+rj
4 ,
86 8. A GLUING FORMULA∥∥∥∥ ∂∂̺ (Y (glu̺(κ, ξ)))
∥∥∥∥
Cl(Σ(R0))
+
∥∥∥∥ ∂∂̺ (Y Z (glu̺(κ, ξ)))
∥∥∥∥
Cl(Σ(R0))
≤ Cle−c1̺,
for any Xi ∈ { ∂∂ri , ∂∂τi},1 ≤ i 6= j ≤ e, Y, Z ∈ { ∂∂t∗i ,
∂
∂t¯∗i
, ∂
∂si
, ∂
∂s¯i
, ∂
∂zl
}, s ∈⊗ιl=1Ol when ̺, |r| big
enough.
Lemma 8.14. Let l ∈ Z+ be a fixed integer. Let u : Σ→ M be a (j, J)-holomorphic map.
Let c ∈ (0, 1) be a fixed constant. For any 0 < α < 1
100c
, there exists positive constants Cl, d, R
such that for any ζ ∈ kerDL˜|bo, (κ, ξ) ∈ kerDS(κo,bo) with
‖ζ‖W ,k,2,α ≤ d, ‖(κ, ξ)‖ < d, |r| ≥ R,
restricting to the compact set Σ(R0), the following estimate hold.∥∥∥∥ ∂∂̺ (Xi (GluL˜,̺s,h(r),(r)(ζ)))
∥∥∥∥
Cl(Σ(R0))
≤ Cle−c1̺e−(c−5α)
ri
4 ,
∥∥∥∥ ∂∂̺ (XiXj (GluL˜,̺s,h(r),(r)(ζ)))
∥∥∥∥
Cl(Σ(R0))
≤ Cle−(c−5α)
̺
4 e−(c−5α)
ri+rj
4 ,∥∥∥∥ ∂∂̺ (Y (GluL˜,̺s,h(r),(r)(ζ)))
∥∥∥∥
Cl(Σ(R0))
+
∥∥∥∥ ∂∂̺ (Y Z (GluL˜,̺s,h(r),(r)(ζ)))
∥∥∥∥
Cl(Σ(R0))
≤ Cle−c1̺,
for any Xi ∈ { ∂∂ri , ∂∂τi},1 ≤ i 6= j ≤ e, Y, Z ∈ { ∂∂t∗i ,
∂
∂t¯∗i
, ∂
∂si
, ∂
∂s¯i
, ∂
∂zl
}, s ∈⊗ιl=1Ol when ̺, |r| big
enough.
Remark 8.15. ϕ∗̺ωR is a symplectic form of M̺. Recall that M̺ is gluing by M
+ and M−
with
a+ = a− + 2l̺, θ+ = θ−.
Since the almost structure of M+,M− defined by (1.14) and (1.15), we can choose the almost
structure J of M̺ over gluing part with
J
∂
∂a+
=
∂
∂θ+
, J
∂
∂θ+
=
∂
∂a+
, J |ξ = J˜ in {lR ≤ a+ ≤ 2l̺− lR},
which is restrict of the almost structure of M+. It is easy to see that J̺ = (ϕ
−1
̺ )
∗J is a family
smooth almost structure on MR.
Let bo = (b
+
o , b
−
o ) as in section 8.4. By gluing we can obtain u(r) with (r) satifying (8.7).
For any h ∈ W k,2,α(Σ(r), u∗(r)TM̺), we can define
h∗ = (h+, h−) =
(
β
(
3
2
− s+1
rj
)
h,
[
1− β2
(
3
2
− s
+
j
rj
)] 1
2
h
)
, for |s±j | ≥ R0
which can been seen as a element W k,2,α(Σ, u∗TM∞). Let eu (resp. eu(r)) be the local frame of
L|bo (resp. L|b(r)) near the nodal points. Then by cut-off function a element inW k,2,α(Σ(r),L|b(r))
can be seen as Wk,2,α(Σ,L|bo) Similar in [24] and [26] we can define two maps
glu∗̺ : KerDS(κo,bo) →W k,2,α(Σ, u∗TM)
GluL˜,̺,∗
s,h(r),(r)
: KerDLbo →Wk,2,α(Σ,L|bo)
Then we can obtain the Theorem 8.13 and 8.14 by repeating the argument of [24] and [26].
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8.5.1. A metric of E̺. Using Lemma 8.13 we can prove that
Lemma 8.16. For any σ′ > 0, there exists a positive constant ̺o such that for any ̺ > ̺o
(1) {glu̺(UT,σ(̺)∞,(κa,ba)(2εa, 2δa, 2ρa)), 1 ≤ a ≤ nc} is an open covering of UT,σ
′
̺,ε ,
(2) Denote Γˆ̺,a = (glu
−1
̺ )
∗Γ∞,a. Then we have
|
∑
Γˆ̺,a − 1| ≤ Ce−c1̺, lim
̺→∞
∑
Γˆ̺,a = 1,
Proof. (1). If (1) is not true, we can find a sequence
b(i) = (Σ(i), j(i),y(i), u(i)) ∈ UT,σ′
̺(i),ε
\
⋃
C∈CJ,Ag,m
⋃
1≤a≤mC
glu̺(i)(U
T,σ(i)
∞,(κa,ba)(εa, δa, ρa)),
such that
lim
i→∞
̺(i) =∞, lim
i→∞
σ(i) = 0.
By the convergence theorem 8.4 and the definition of S̺,σ′ we conclude that b
(i) weak converges
to some b = (Σ, j,y, u) ∈ UT(κa,ba)(εa, δa, ρa) for some 1 ≤ a ≤ nc. Let ba = (Σ, ja,ya, ua).
We may assume that (Σ, j,y) is stable. We choose (s, t, t∗, z) as a local coordinate system in
U(κa,ba)(2εa, 2δa, 2ρa) with (s, t, t
∗)(ja,ya) = 0, |ti(j, y)| ≥ cσ′ and |tl(j(i), y(i))| ≥ cσ′.
Let q1, · · · , qµ be relative nodes. Choose cusp cylinder coordinates (s±j , t±j ) near each relative
node qi. Suppose that u satisfies (8.6). Then there exist h ∈ kerDS(κa,ba) and ζ ∈ E such that
v = expu(ζ), u = expv(Iba,bv(h) +Q(κo,bv) · f · Iba,bv(h))
with bv = (Σ, j,y, v). Then Σ
(i) = Σs(i),t(i),(t∗)(i)), such that each |t(i)j | > cσ′ and each |(t∗j)(i)| >
0 and lim
i→∞
s(i) = 0. Let ((r∗j )
(i), (τ ∗j )
(i)) be is gluing parameter of the relative node qi, with
2l(r∗j )
(i) + 2π
√−1(τ ∗j )(i) = (t∗j)(i) + 2l̺
(i)
k
. Denote
(r∗)(i) = ((r∗1)
(i), (τ ∗1 )
(i), · · · , ((r∗e )(i), (τ ∗e )(i))).
Next we prove that
(8.14) lim
i→∞
(2l̺(i) − 2lkj(r∗j )(i)) = ℓ+j − ℓ−j , lim
i→∞
kj(τ
∗
j )
(i) = θ−j0 − θ+j0.
Denote u(i) = (a(i), θ(i), u˜(i)). Since u(i) define in (s+j , t
+
j ) ∈ [−R0, 2l(r∗j )(i) −R0]× S1 ⊂ Σ(i),
by Theorem 1.16 and a direct integration we have for any R1 > R0 > 0
|a(i)1 (R1, t+j )− kjR1 − a(i)1 (l(r∗j )(i), t+j ) + kjl(r∗j )(i)| ≤ Ce−c(R1−R0),
|a(i)2 (−R1, t−j ) + kjR1 − a(i)2 (−l(r∗j )(i), t−j )− kjl(r∗j )(i)| ≤ Ce−c(R1−R0)
where t+j = t
−
j . By a
(i)
1 (l(r
∗
j )
(i), t+j ) = a
(i)
2 (lr
(i)
j , t
+
j ) + 2l̺
(i) and s+j = s
−
j + 2l(r
∗
j )
(i) we have∣∣∣a(i)1 (R1, t+j )− 2kjR1 − 2l̺(i) + 2lkj(r∗j )(i) − a(i)2 (−R1, t−j )∣∣∣ ≤ Ce−c(R1−R0)
By taking limits i→ +∞∣∣∣a1(R1, t+j )− kjR1 − (a2(−R1, t+j ) + kjR1)− lim
i→∞
2l(̺(i) − k(r∗j )(i))
∣∣∣ ≤ Ce−c(R1−R0).
We get the first equality of (8.14) as R1 →∞. Similar we have the second equality of (8.14).
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By pre-gluing we get v(r∗)(i) . Denote u
(i) = expv
(r∗)(i)
(ξ(i)) and b
(i)
v = (Σ(i), j(i),y(i), v
(i)
(r∗)(i)
).
By the convergence of b(i) we have for any R1 > R0,
lim
i→∞
‖ξ(i) − Iba,bv(h) +Q(κo,bv) · fbv · Iba,bv(h)|D(R1)‖ = 0.
By Lemma 6.20 we can conclude that∥∥∥∥Iba,bv(h) +Q(κo,bv) · fbv · Iba,bv(h)− Iba,bv(i) (h) +Q(κo,bv(i)) · fbv(i) · Iba,bv(i) (h)∣∣∣|s±j |≥R1
∥∥∥∥
Cl(Σ(R1))
≤ ǫ
Using Lemma 1.15 and Lemma 1.16 we have for any ε > 0,
(8.15) ‖ξ(i) − Iba,b
v(i)
(h) +Q(κo,b
v(i)
) · fb
v(i)
· Iba,b
v(i)
(h)‖k,2,α,r ≤ 2ε
as i big enough. Applying the implicit function theorem, we get contradiction.
(2) We only to prove (2) in each glu̺(U
T,σ(̺)
∞,(κa,ba)(2εa, 2δa, 2ρa)). We choose the local coordinates
(s, t, t∗, z) as before. Denote Γˆ̺,a = (glu−1)∗Γ∞,a. It is easy to see that in this coordinates,
∂Γˆ̺,a
∂̺
= 0.
Assume that glu̺(U
T,σ(̺)
∞,(κa,ba)(2εa, 2δa, 2ρa))∩glu̺(U
T,σ(̺)
∞,(κ
a′ ,ba′)
(2εa′, 2δa′, 2ρa′)) 6= ∅. Using Lemma
8.13 and by a direct calculation we have∣∣∣∣ ∂∂̺ Γˆ̺,a′
∣∣∣∣ ≤ e−c1̺
where we use the smoothness of cut-off function. Then (2) follows. 
As in section §6.4.3 we choose local metric ha on U∞,(κa,ba)(εa, δa, ρa). We can define the
metric h∞ and a connection ∇L∞ of E∞ as in section §6.4.3 . Denote Γ̺,a = Γˆ̺,a∑
a
Γˆ̺,a
. Then by
Lemma 8.16 Γ̺,a is partition of unity of U
T,σ′
̺,ǫ .
We define a metric h̺ on E̺|UT,σ′̺,ε by
h̺ =
nc∑
a=1
Γ̺,a((Glu
L˜,̺
s,h(r),(r)
)−1)∗ha.
Next we define a family connection on E̺. Let {eaα}1≤α≤rj be the smooth orthonormalization
frame field of E∞ in U˜T∞,(κa,ba)(εa, δa, ρa). Denote e
a,̺
α = (Glu
L˜,̺
s,h(r),(r)
)∗eaα. Consider the Gram-
Schmidt process with respect to the metric h̺ and denote by eˆa,̺1 , ..., eˆ
a,̺
ri
the Gram-Schmidt
orthonormalization of {ea,̺α }. We define a local connection ∇a by
∇aeˆaα = 0, α = 1, · · · , ri.
Then we can define ∇̺ as before. It is easy to see that ∇̺ is a compatible connection of the
metric h̺. Denote
∇̺eˆa,̺α =
∑
β
ωa,̺αβ eˆ
a,̺
β , (∇̺)2eˆaα =
∑
Ωa,̺αβ eˆ
a,̺
β .
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For any glu̺(U
T,σ(̺)
∞,(κa,ba)(εa, δa, ρa))
⋂
glu̺(U
T,σ(̺)
∞,(κc,bc)(εc, δc, ρc)) 6= ∅, let (aˆacαβ)1≤α,β≤r be functions
such that eˆa,̺α =
∑ri
β=1 aˆ
ac
αβ eˆ
c,̺
β , α = 1, · · · , r. It is easy to see that
(8.16) ωaαβ =
∑
c
ri∑
β=1
Γ̺,cdaˆ
ac
αγ aˆ
ca
γβ.
Using Lemma 8.13 and Lemma 8.14, by the same argument of section §6.5.4 we can prove
that
Lemma 8.17. There exists a constant C > 0 such that in each U
T,σ(̺)
(κa,ba)
(εa, δa, ρa))
|σ∗(glu∗̺Θ̺ −Θ∞)(X1, · · · , Xr)|2 ≤ Ce−c1̺Πri=1gloc(Xi, Xi)
for any Xi ∈ TUT∞, i = 1, 2, 3.
Let Θ∞,E (resp. Θ̺,E) be the Thom form of E|U∞,ǫ (resp. E|U̺,ǫ) supported in a small
ε-ball of the 0-section of E.
8.6. The relation of Ψ(M∞,A,g,m) and Ψ(MR,A,g,m)
The following result is well-known:
Lemma 8.18. For any fixed R with R0 ≤ R <∞ and any ̺ > R we have
Ψ(MR,A,g,m) = Ψ(M̺,A,g,m).
In this section we prove
Theorem 8.19. For any R, R0 < R <∞, we have
Ψ(M∞,A,g,m) = Ψ(MR,A,g,m).
To prove this theorem we first introduce some notations.
Let C ∈ CJ,Ag,m, we consider MC . Note that the data C gives
(1) a fixed partition of the index set {1, · · · , m} = S+ ∪ S−,
(2) a fixed partition of the index set {1, · · · , µ}, a map ρ : {p+1 , ..., p+µ } → {p−1 , ..., p−µ },
(3) a fixed partition of A..
If we forget the data of the partition of A we get a data denoted by C ′. Denote by MC′
the moduli space of Riemann surfaces corresponding to C ′. Let θC′ : MC′ → Mg,m+µ be the
embbeding submanifold. We define the GW-invarians Ψ(M∞,A,g,m)(K
+ ×K−; {αi}) as
(8.17) Ψ(M∞,A,g,m)(K
+ ×K−; {αi}) =
∑
C∈CJ,[A]
∫
UTc,ε
P
∗(KC′) ∧
∏
j
ev′∗j αj ∧ σ∗cΘc,
where Θc is the Thom form of π : Ec → Uc, ev′j denote the evaluation map ev′j : U′c,ε −→M±
at j-th marked point. We have
Ψ(M̺,A,g,n)(K
+ ×K−; {αi}) =
∫
UT̺,ε
P
∗ (π∗KM) ∧ e∗j (
∏
i
αi) ∧Θ.
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Proof of Theorem 8.19. Let αi ∈ H∗(M,R) with
∑
deg(αi) = ind. Denote
F̺ = P
∗ (π∗KM) ∧
∏
j
e∗jαj ∧ σ∗Θ̺.
To simplify notations we denote U
T,σ(̺0)
a := U
T,σ(̺0)
∞,(κa,ba)(εa, δa, ρa), U
T
a := U
T,
∞,(κa,ba)(εa, δa, ρa).
Here ej denote the evaluation map ej : U(̺, ε) −→ M at j-th marked point. For any ̺ ≥ ̺0,
we calculate
Ψ(M̺0 ,A,g,m)(π
∗KM, {αi}) =
∫
UT (̺0,ε)
F̺0 = I + II,
where
I =
∫
UT (̺0,ε)\
⋃
a
glu̺0(U
T,σ(̺0)
a )
F̺0 +
∫
⋃
a
glu̺0(U
T,σ(̺0)
a )
(1−
∑
Γ̺0,a)F̺0,
II =
∑∫
glu̺0(U
T,σ(̺0)
a )
Γ̺0,aF̺0 =
∑∫
U
T,σ(̺0)
a
Γ∞,aglu∗̺0(F̺0).
It follows from (1) of Lemma 8.16 that
UT (̺0, ε) \
⋃
a
glu̺0(U
T
a ) ⊂ UT (̺0, ε) \UT,σ
′
̺0,ε
.
Then by (2) of Lemma 8.16 and the proof of Theorem 7.3 we have
|I| ≤ C
(
e−
αl̺0
32 +
1
| log σ′|
)
.
Note K and θ∗KM are in the same cohomology. We have
Ψ(M∞,A,g,n)(K, {αi}) =
(∑∫
UTa \UT,σ(̺0)a
+
∑∫
U
T,σ(̺0)
a
)
Γ∞,aP∗ (θ∗KM) ∧
∏
j
e′∗j αj ∧ σ∗Θ.
By the proof of Theorem 7.3 we have∣∣∣∣∣∑
∫
UTa \UT,σ(̺0)a
Γ∞,aP∗ (θ∗KM) ∧
∏
j
e′∗j αj ∧ σ∗Θ
∣∣∣∣∣ ≤ C̺0
Next we estimates∫
U
T,σ(̺0)
a
Γ∞,a
(
glu∗̺0(P
∗
̺0
(π∗KM) ∧
∏
j
e∗jαj ∧ σ∗Θ̺0)−P∗ (θ∗KM) ∧
∏
j
e′∗j αj ∧ σ∗Θ
)
=(III) + (IV ) + (V )
where
(III) =
∫
U
T,σ(̺0)
a
Γ∞,a
(
glu∗̺0(P
∗
̺0 (π
∗KM))−P∗ (θ∗KM)
) ∧ glu∗̺0
(∏
j
e∗jαj ∧ σ∗Θ̺0
)
(IV ) =
∫
U
T,σ(̺0)
a
Γ∞,aP
∗ (θ∗KM) ∧
(
glu∗̺0(
∏
j
e∗jαj)−
∏
j
e′∗j αj
)
∧ glu∗̺0σ∗Θ̺0)
(V ) =
∫
U
T,σ(̺0)
a
Γ∞,aP∗ (θ∗KM) ∧
∏
j
e′∗j αj ∧
(
glu∗̺0(σ
∗Θ̺0)− σ∗Θ
)
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Denote ba = (Σ, j,y, u). Suppose that Σ has e relative nodes. Let (s, t) be the plumbing
coordinates of P(U
T,σ(̺0)
a ). We can choose (s, t, t∗, z) as the local coordinates of U
T,σ(̺0)
a . By
the definition we have
P̺0glu̺0(s, t, t
∗, z) = (s, t, to).
where
to = e
−2lρ/k−t∗
denotes gluing parameters near relative nodes. Then (s, t, to) is a local coordinates of P̺0glu̺0
(
U
T,σ(̺0)
a
)
.
On the other hand, since the bundle N has a Riemannian structure, we can choose a smooth
orthonormal frame field. This defines a coordinate y over fiber. Then (sˆ, tˆ, y) is also a local
coordinates of P̺0glu̺0
(
U
T,σ(̺0)
a
)
. Denote the Jacobi matrix by (aij) =
∂(s,t,to)
∂(sˆ,tˆ,y)
. SinceMredg,m+ν
is a smooth orbifold, (aij) and the inverse matrix (a
−1
ij ) are uniform bounded in the coordinates.
In particular ∣∣∣∣π∗( ∂∂t∗i )
∣∣∣∣ + ∣∣∣∣π∗( ∂∂t¯∗i )
∣∣∣∣ ≤ Ce−c̺0 ,∣∣∣∣π∗( ∂∂si |(s,t,t0))− ∂∂si |(sˆ,tˆ,0)
∣∣∣∣ + ∣∣∣∣π∗( ∂∂ti |(s,t,t0))− ∂∂ti |(sˆ,tˆ,0)
∣∣∣∣ ≤ Ce−c̺0 ,
On the other hand, |t∗| < C, where C is a constant independent of ̺0. As in the proof of
Theorem 7.3, we have
(8.18) |(III)| ≤ Ce−c̺0 .
By Lemma 8.13 we have for any X1, · · · , Xc
(8.19) |(glu∗̺0(e∗jαj)− e′∗j αj)(X1, · · · , Xc)|2 ≤ Ce−c1̺0Πri=1gloc(Xi, Xi)
By Lemma 8.17, we have∣∣(glu∗̺0(σ∗̺0Θ̺0)− σ∗Θ∞)(X1, · · · , Xa)∣∣2 ≤ C1e−c1̺0 .
It follows that ∣∣Ψ(M∞,A,g,n)({αi})−Ψ(M̺0 ,A,g,n)({αi})∣∣ ≤ C5( 1̺0 + 1| log σ′|
)
Then by letting ̺0 →∞ and σ′ → 0, using Lemma 8.18 we get the Theorem.
8.7. Some calculations for ΨC
We derive a gluing formula for the component C = {A+, g+, m+, k;A−, g−, m−, k}. For any
component C we can use this formula repeatedly. Choose a homology basis {βb} of H∗(Z,R).
Let (δab) be its intersection matrix.
Theorem 8.20. Let α±i be differential forms with degα
+
i = degα
−
i even. Suppose that
α+i |Z = α−i |Z and hence α+i ∪Z α−i ∈ H∗(M
+ ∪Z M−,R). Let αi = π∗(α+i ∪Z α−i ). For
C = {A+, g+, m+, k;A−, g−, m−, k}, we have the gluing formula
(8.20)
ΨC(α1, ..., αm++m−) = k
∑
δabΨ
(M
+
,Z)
(A+,g+,m+,k)(α
+
1 , ..., α
+
m+ , βa)Ψ
(M
−
,Z)
(A−,g−,m−,k)(α
−
m++1, ..., α
−
m++m− , βb).
where we use Ψ
(M
±
,Z)
(A±,g±,m±,k) to denote Ψ
(M
±
,Z)
(A±,g±,T
m±)
.
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Proof: We denote by UC the virtual neighborhood forMC , and by ÛC the virtual neighbor-
hood for M̂C . There is a natural map of degree k
Q : UC → ÛC .
Let ∆ ⊂ Z × Z be the diagonal. The Poincare´ dual ∆∗ of ∆ is
∆∗ = Σδabβa ∧ βb.
Choose a Thom form Θ = Θ+ ∧ Θ−, where Θ± are Thom forms in E± supported in a neigh-
borhood of the zero section . Then
ΨC(α1, ..., αm++m−) =
∫
UC
m+∏
1
αi ∧
m++m−∏
m+
αj ∧ I∗Θ
= k
∫
ÛC
m+∏
1
αi ∧
m++m−∏
m+
αj ∧ I∗Θ
= k
∑
δabΨ
(M
+
,Z)
(A+,g+,m+,k)(α
+
1 , ..., α
+
m+ , βa)Ψ
(M
−
,Z)
(A−,g−,m−,k)(α
−
m++1, ..., α
−
m++m−, βb). 
For general C = {A+, g+, m+,k;A−, g−, m−,k}, where k = (k1, ..., kµ) we may easily obtain
Theorem 8.21.
(8.21) ΨC(α) =
|k|
µ!
∑
I,J
Ψ
(M
+
,Z)
(A+,g+,m+,k)(α
+, βI)δ
I,JΨ
(M
−
,Z)
(A−,g−,m−,k)(α
−, βJ),
where we associate βiδ
i,jβj to every periodic orbit, and put |k| = k1...kµ, δI,J = δi1,j1...δiµ,jµ,
and denote by Ψ
(M
±
,Z)
(A±,g±,m±,k)(α
±, βJ) the product of relative invariants cooresponding to each
component.
For example, for C = {A+, g+, m+, k1, k2; , A−1 , g−1 , m−1 , k1, A−2 , g−2 , m−2 , k2}, our formula
(8.21) reads:
ΨC(α) =
1
2
k1k2
∑
i1,i2,j1,j2
Ψ
(M
+
,Z)
(A+,g+,m+,k1,k2)
(α+, βi1, βi2)δ
i1,j1δi2,j2
Ψ
(M
−
,Z)
(A−1 ,g
−
1 ,m
−
1 ,k1)
(α−1 , βj1)Ψ
(M
−
,Z)
(A−2 ,g
−
2 ,m
−
2 ,k2)
(α−2 , βj2).
The µ! comes from the fact that there is isotropy group Aut(b), which exchange the puncture
point pi.
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