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Abstract
In this paper, two robust model predictive control (MPC) schemes are proposed for tracking control of nonholonomic systems
with bounded disturbances: tube-MPC and nominal robust MPC (NRMPC). In tube-MPC, the control signal consists of a
control action and a nonlinear feedback law based on the deviation of the actual states from the states of a nominal system. It
renders the actual trajectory within a tube centered along the optimal trajectory of the nominal system. Recursive feasibility
and input-to-state stability are established and the constraints are ensured by tightening the input domain and the terminal
region. While in NRMPC, an optimal control sequence is obtained by solving an optimization problem based on the current
state, and the first portion of this sequence is applied to the real system in an open-loop manner during each sampling period.
The state of nominal system model is updated by the actual state at each step, which provides additional a feedback. By
introducing a robust state constraint and tightening the terminal region, recursive feasibility and input-to-state stability are
guaranteed. Simulation results demonstrate the effectiveness of both strategies proposed.
Key words: Robust control; Model predictive control (MPC); Nonholonomic systems; Bounded disturbances.
1 Introduction
Tracking control of nonholonomic systems is a funda-
mental motion control problem and has broad applica-
tions in many important fields such as unmanned ground
vehicle navigation [1]; multi-vehicle cooperative control
[2]; formation control [3]; and so on. So far, many tech-
niques has been developed for control of nonholonomic
robots [4,5,6,7,8]. However, these techniques either ig-
nore the mechanical constraints, or require the persis-
tent excitation of the reference trajectory, i.e., the lin-
ear and angular velocity must not converge to zero [9].
Model predictive control (MPC) is widely used in con-
strained systems. By solving a finite horizon open-loop
optimization problem on-line based on the current sys-
tem state at each sampling instant, an optimal control
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sequence is obtained. The first portion of the sequence
is applied to the system at each actuator update [10].
MPC for tracking of noholonomic systems was studied
in [2,9,11,12], where the robots were considered to be
perfectly modeled. However, when the system is uncer-
tain or perturbed, then stability and feasibility of such
MPC may be lost. In the absence of constraints and
uncertainties, the optimal predictive control sequence
obtained by MPC is identical to that obtained by dy-
namic programming (DP), which provides an optimal
feedback policy or sequence of control laws [13]. Con-
sidering that feedback control is superior to open-loop
control in the aspect of robustness and that DP cannot
deal with the constrained systems, design methods for
MPC with robust guarantees is an urgent demand for
the tracking of constrained nonholonomic systems.
There are several design methods for robust MPC. One
of the simplest approaches is to ignore the uncertain-
ties and rely on the inherent robustness of deterministic
MPC [14,15], in which an open-loop control action solved
on-line is applied recursively to the system. However,
the open-loop control during each sampling period may
degrade the control performance even render the sys-
tem unstable. Hence, feedback MPC was proposed in
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[16,17,18,19], in which a sequence of feedback control
laws is obtained by solving an optimization problem.
The determination of a feedback policy is usually pro-
hibitively difficult. To overcome this difficulty, it is in-
tuitive to focus on simplifying approximations by, for
instance, solving a min-max optimization problem on-
line [17,18,19,20,21,22]. Min-max MPC provides a con-
servative robust solution for systems with bounded dis-
turbances by considering all possible disturbances real-
izations. It is in most cases computationally intractable
to achieve such feedback laws, since the computational
complexity of min-max MPC grows exponentially with
the increase of the prediction horizon.
Tube-MPC taking advantage both open-loop and feed-
back MPC was reported in [23,24,25,26,27,28,29]. Here
the controller consists of an optimal control action and a
feedback control law. The optimal control action steers
the state to the origin asymptotically, and the feedback
control law maintains the actual state within a “tube”
centered along the optimal state trajectory. Tube-MPC
for linear systems was advocated in [23,24,25], where the
center of the tube was provided by employing a nominal
system and the actual trajectory was restricted by an
affine feedback law. It was shown that the computa-
tional complexity is linear rather than exponential with
the increase of prediction horizon. The authors of [26]
took the initial state of the nominal system employed
in the optimization problem as a decision variable in
addition to the traditional control sequence, and proved
several potential advantages of such an approach. Tube-
MPC for nonlinear systems with additive disturbances
was studied in [27,28], where the controller possessed a
similar structure as in the linear case but the feedback
lawwas replaced by another MPC to attenuate the effect
of disturbances. Two optimization problems have to be
solved on-line, which increases the computation burden.
In fact, tube-MPC provides a suboptimal solution be-
cause it has to tighten the input domain in the optimiza-
tion problem, which may degrade the control capability.
It is natural to inquire if nominal MPC is sufficiently
robust to disturbances. A robust MPC via constraint re-
striction was developed in [24] for regulation of discrete-
time linear systems, in which asymptotic state regula-
tion and feasibility of the optimization problem were
guaranteed. In [30], a robust MPC for discrete-time non-
linear system using nominal predictions was presented.
By tightening the state constraints and choosing a suit-
able terminal region, robust feasibility and input-state-
stability was guaranteed. In [31], the authors designed
a constraint tightened in a monotonic sequence in the
optimization problem such that the solution is feasible
for all admissible disturbances. A novel robust dual-
mode MPC scheme for a class of nonlinear systems was
proposed in [32], the system of which is assumed to be
linearizable. Since the procedure of this class of robust
MPC is almost the same as nominal MPC, we call this
class of robust MPC as nominal robust MPC (NRMPC)
in this paper.
Robust MPC for linear systems is well studied but for
nonlinear systems is still challenging since it is usually
intractable to design a feedback law yielding a corre-
sponding robust invariant set. Especially, the study of
robust MPC for nonholonomic systems remains open.
Motivated by the analysis above, this paper focuses on
the design of robust MPC for tracking of nonholonomic
systems with coupled input constraint and bounded ad-
ditive disturbances.We discuss two robustMPC schemes
introduced above. First, a tube-MPC strategy with two
degrees of freedom is developed, in which the nominal
system is employed to generate a central trajectory and
a nonlinear feedback is designed to steer the system
trajectory of actual system within the tube for all ad-
missible disturbances. Recursive feasibility and input-
to-state stability are guaranteed by tightening the input
domain and terminal constraint via affine transforma-
tion and all the constraints are ensured. Since tube-MPC
sacrifices optimality for simplicity, an NRMPC strategy
is presented, in which the state of the nominal system is
updated by the actual one in each step. In such a way,
the control action applied to the real system is optimal
with respect to the current state. Input-to-state stability
is also established by utilizing the recursive feasibility
and the tightened terminal region.
The remainder of this paper is organized as follows. In
Section 2, we outline the control problem and some pre-
liminaries. Tube-MPC and NRMPC schemes are devel-
oped in Section 3 and Section 4, respectively, for tracking
of nonholonomic systems . In Section 5, Simulation re-
sults are given. Finally, we summarize the works of this
paper in Section 6.
Notation: R denotes the real space and N denotes the
collection of all positive integers. For a given matrixM ,
‖M‖ denotes its 2-norm. diag{x1, x2, . . . , xn} denotes
the diagonal matrix with entries x1, x2, . . . , xn ∈ R.
For two vectors x = [x1, x2, . . . , xn]
T and y =
[y1, y2, . . . , yn]
T, x < y means {x1 < y1, x2 <
y2, . . . , xn < yn} and |x| , [|x1|, |x2|, . . . , |xn|]T denotes
its absolute value. ‖x‖ ,
√
xTx is the Euclidean norm.
P -weighted norm is denoted as ‖x‖P ,
√
xTPx, where
P is a positive definematrix with appropriate dimension.
Given two sets A and B, A⊕B , {a+ b | a ∈ A, b ∈ B},
A ⊖ B , {a | {a} ⊕ B ⊂ A} and MA , {Ma|a ∈ A},
where M is a matrix with appropriate dimensions.
2 Problem formulation and preliminaries
In this section, we first introduce the kinematics of the
nonholonomic robot and deduce the coupled input con-
straint from its mechanical model. Then, we formulate
the tracking problem as our control objective, and finally
give some preliminaries for facilitating the development
of our main results.
2
2.1 Kinematics of the nonholonomic robot
Consider the nonholonomic robot described by the fol-
lowing unicycle-modeled dynamics:
ξ˙(t) = f(ξ(t), u(t)) =


cos θ(t) 0
sin θ(t) 0
0 1

u(t), (1)
where ξ(t) = [pT(t), θ(t)]T ∈ R2 × (−pi, pi] is the state,
consisting of position p(t) = [x(t), y(t)]T and orientation
θ(t), and u(t) = [v(t), ω(t)]T is the control input with
the linear velocity v(t) and the angular velocity ω(t).
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Fig. 1. The structure of the nonholonomic robot
The structure of the nonholonomic robot is shown in
Fig. 1. ρ is half of the wheelbase, vL and vR are the
velocities of the left and the right driving wheels of the
robot, respectively. Denote ξh by the head positionwhich
is the point that lies a distance ρ along the perpendicular
bisector of the wheel axis ahead of the robot and is given
by
ξh(t) =


xh(t)
yh(t)
θh(t)

 =


x(t)
y(t)
θ(t)

+ ρ


cos θ(t)
sin θ(t)
0

 . (2)
The nominal system of the head position is then formu-
lated as
ξ˙h(t) = fh(ξh(t), u(t))=


cos θ(t) −ρ sin θ(t)
sin θ(t) ρ cos θ(t)
0 1

u(t). (3)
It is assumed that the two wheels of the robot possess
the same mechanical properties and are bounded by
|vL| ≤ a and |vR| ≤ a, where a ∈ R is a known positive
constant. The linear and angular velocities of the robot
are presented as
v = (vL + vR)/2,
ω = (vR − vL)/2ρ. (4)
As a consequence, the control input u should satisfy the
constraint u ∈ U, where
U = {[v, ω]T : |v|
a
+
|ω|
b
≤ 1} (5)
with b = a/ρ.
2.2 Control objective
Our control objective is to track a reference trajectory
in a global frame O. The reference trajectory, which can
be viewed as a virtual leader, is described by a reference
state vector ξr(t) = [p
T
r (t), θr(t)]
T ∈ R2 × (−pi, pi] with
pr(t) = [xr(t), yr(t)]
T and a reference control signal
ur(t) = [vr(t), ωr(t)] ∈ U. The reference state vector
ξr(t) and the reference control signal ur(t) are modeled
as a nominal unicycle robot
ξ˙r(t) = f(ξr(t), ur(t)). (6)
The follower to be controlled is also an unicycle with
kinematics (1). Considering the existence of nonholo-
nomic constraint, we consider its head position modeled
as (3). Furthermore, the robot is assumed to be per-
turbed by a disturbance caused by sideslip due to the
road ride. Therefore, we consider disturbances acting on
the linear velocity while neglecting disturbances acting
on the angular velocity. The perturbed head position
kinematics is then formulated as follows:
ξ˙fh(t) = fh(ξfh(t), uf (t)) + d(t), uf (t) ∈ U, (7)
where ξfh(t) = [p
T
fh(t), θf (t)]
T is the state with the
head position pfh(t) = [xfh(t), yfh(t)]
T, uf (t) =
[vf (t), ωf (t)]
T is the control input, and d(t) = [dTp (t), 0]
T ⊆
R3, dp(t) = [dx(t), dy(t)]
T, is the external disturbances,
which is bounded by ‖d(t)‖ ≤ η.
Construct Frenet-Serret frames rO and fO for the vir-
tual leader and the follower, respectively. They are mov-
ing frames fixed on the robots (see Fig. 2). The tracking
error prf = [xrf , yrf ]
T with respect to the Frenet-Serret
frame fO is given by
prf(t) =R(θf (t))(pr(t)− pf (t)), (8)
θrf(t) = θr(t)− θf (t), (9)
where R(θ) =
[
cos θ − sin θ
sin θ cos θ
]
is the rotation matrix.
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Fig. 2. Leader-follower configuration
Taking the derivative of the tracking error yields
p˙rf(t) =
[
0 ωf(t)
−ωf(t) 0
][
xrf (t)
yrf (t)
]
+
[
−vf (t) + vr(t) cos θrf (t)
−ρωf (t) + vr(t) sin θrf(t)
]
+ R(θf)
[
dx(t)
dy(t)
]
. (10)
Based on the discussion above, we will design robust
MPC strategies to drive the tracking error prf to a neigh-
borhood of the origin. Note that the tracking system (10)
involves the disturbances but the future disturbances
cannot be predicted in advance. We will formulate the
MPC problem only involving the nominal system.
To distinguish the variables in the nominal systemmodel
from the real system, we introduce ·˜ as a superscript for
the variables in the nominal system. From the perturbed
system (7), the nominal dynamics can be obtained by
neglecting the disturbances as
˙˜ξfh(t) = fh(ξ˜fh(t), u˜f (t)), u˜f (t) ∈ U, (11)
where, similarly, ξ˜fh(t) = [p˜
T
fh(t), θ˜f (t)]
T is the state
of the nominal system with the position p˜fh =
[x˜fh(t), y˜fh(t)]
T and orientation θ˜f (t), and u˜f(t) =
[v˜f (t), ω˜f (t)]
T is the control input of the nominal system.
The tracking error dynamics based on the nominal
system is then given by
˙˜prf(t) =
[
0 ωf(t)
−ωf (t) 0
] [
x˜rf (t)
y˜rf(t)
]
+ u˜rf(t), (12)
where u˜rf(t) is the input error and is given by
u˜rf(t) =
[
−vf (t) + vr(t) cos θ˜rf (t)
−ρωf(t) + vr sin θ˜rf(t)
]
. (13)
Define {tk : k ∈ N, tk+1 − tk = δ}, with δ > 0, the time
sequence at which the open-loop optimization problems
are solved. The MPC cost to be minimized is given by
J(p˜rf(tk), u˜rf (tk)) =
tk+T∫
tk
L(p˜rf(τ |tk), u˜rf(τ |tk))dτ
+g(p˜rf(tk + T |tk)), (14)
in which L(p˜rf(τ |tk), u˜rf(τ |tk)) = ‖p˜rf(τ |tk)‖2Q +
‖u˜rf(τ |tk)‖2P represents the stage cost with the positive
define matrices P = diag{p1, p2} and Q = diag{q1, q2},
g(p˜rf(τ |tk)) = 12‖p˜rf(τ |tk)‖2 is the terminal penalty,
and T is the prediction horizon satisfying T = Nδ,
N ∈ N.
2.3 Preliminaries
Some definitions and lemmas used in the following sec-
tions are summarized as follows.
Definition 1 For the nominal tracking error system
(12), the terminal region Ω and the terminal controller
u˜κf(·) are such that if p˜rf(tk + T |tk) ∈ Ω, then, for any
τ ∈ (tk + T, tk+1 + T ], by implementing the terminal
controller u˜f (τ |tk+1) = u˜κf(τ |tk+1), it holds that
p˜rf(τ |tk) ∈ Ω, (15)
u˜f(τ |tk) ∈ U, (16)
g˙(p˜rf (τ |tk)) + L(p˜rf(τ |tk), u˜rf(τ |tk)) ≤ 0. (17)
Definition 2 ([33]) System (10) is input-to-state stable
(ISS) if there exist aKL function β(·, ·) : R≥0×R≥0 → R
and a K function γ(·) such that, for t ≥ 0, it holds that
‖prf(t)‖ ≤ β(‖prf (t0)‖, t) + γ(η). (18)
Definition 3 ([13]) A function V (·) is called an ISS-
Lyapunov function for system (10) if there exist K∞
functions α1(·), α2(·), α3(·) and a K function σ(·) such
that for all prf ∈ R2
α1(‖prf (tk)‖) ≤ V (prf (tk)) ≤ α2(‖prf(tk)‖), (19)
V (prf (tk+1))−V (prf (tk))≤−α3(‖prf (tk)‖)+σ(η). (20)
Remark 1 It should be mentioned that both Definition 2
and Definition 3 result in input-to-state stability, which
implies that the tracking error vanishes if there is no
disturbance.
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The following lemma provides a terminal controller and
the corresponding terminal region for the nominal error
system (12).
Lemma 1 For the nominal tracking system (12), let
u˜f ∈ λfU with λf ∈ (0, 1], |vr | < a√2λf , and λr =√
2
a
max |vr|. Then Ω = {p˜rf : k˜1|x˜rf |+ k˜2|y˜rf | < a(λf −
λr)} is a terminal region for the controller
u˜κf(τ |tk) =
[
v˜κf (τ |tk)
ω˜κf (τ |tk)
]
=
[
k˜1x˜rf + vr cos θ˜rf
1
ρ
(k˜2y˜rf + vr sin θ˜rf )
]
τ ∈ (tk + T, tk+1 + T ], (21)
with the parameters satisfying piqi <
1
4 and k˜i ∈(
1−√1−4piqi
2pi
, 1+
√
1−4piqi
2pi
)
, i = 1, 2.
Proof. First, consider the terminal controller
|v˜κf |
a
+
|ω˜κf |
b
=
|k˜1x˜rf+vr cos θ˜rf)|
a
+
|k˜2y˜rf + vr sin θ˜rf |
a
≤ 1
a
(k˜1|x˜rf |+ k˜2|y˜rf |+ |vr cos θ˜rf |+ |vr sin θ˜rf |)
≤ λf − λr +
√
2
a
|vr| ≤ λf ,
which implies uκf ∈ λfU if p˜rf ∈ Ω.
Next, choose g(p˜rf (τ |tk)) as Lyapunov function. The
derivative of g(p˜rf(τ |tk)) with respect to τ yields
g˙(p˜rf (τ |tk)) =−(k˜1x˜2rf (τ |tk) + k˜2y˜2rf(τ |tk)),
which means that Ω is invariant by implementing the
terminal controller, i.e., p˜rf(τ |tk) ∈ Ωholds for all τ > tk
once p˜rf (tk|tk) ∈ Ω.
Finally, for p˜rf(τ |tk) ∈ Ω, it follows that
g˙(p˜rf (τ |tk)) + L(p˜rf(τ |tk), u˜rf(τ |tk))
= x˜ef ˙˜xrf + y˜rf ˙˜yrf + q1x˜
2
rf + q2y˜
2
rf + p1v˜
2
rf + p2ω˜
2
rf
=−k˜1x˜2rf − k˜2y˜2rf + q1x˜2rf + q2y˜2rf + p1v˜2rf + p2ω˜2rf
= (p1k˜
2
1 − k˜1 + q1)x˜2rf + (p2k˜22 − k˜2 + q2)y˜2rf . (22)
Since piqi <
1
4 and k˜i ∈
(
1−√1−4piqi
2pi
, 1+
√
1−4piqi
2pi
)
,
i = 1, 2, the inequality g˙ + L < 0 holds.
Hence, from Definition 1, Ω is a terminal region associ-
ated with the terminal controller u˜κf(τ |tk). ✷
The nominal system (3) is Lipschitz continuous and a
corresponding Lipschitz constant is given by the follow-
ing lemma.
Lemma 2 System (3) with u ∈ U is locally Lipschitz in
ξh with Lipschitz constant a, where a is the max wheel
speed.
Proof. Considering the function values of fh(ξh, u) at
ξh1 and ξh2 with the same u, we have
‖fh(ξh1, u)− fh(ξh2, u)‖2
=
∥∥∥∥∥∥∥∥


v(cos θ1 − cos θ2) + ρω(sin θ2 − sin θ1)
v(sin θ1 − sin θ2) + ρω(cos θ1 − cos θ2)
0


∥∥∥∥∥∥∥∥
2
= v2(cos θ1 − cos θ2)2 + ρ2ω2(sin θ2 − sin θ1)2
+v2(sin θ1 − sin θ2)2 + ρ2ω2(cos θ2 − cos θ1)2
≤ 2(v2 + ρ2ω2)(θ1 − θ2)2
≤ 2 max
[v,ω]T∈U
{v2 + ρ2ω2}(θ1 − θ2)2
= a2(θ1 − θ2)2,
where the mean value theorem and Lagrange multiplier
method are used in the last inequality. The maximum of
v2 + ρ2ω2, subject to |v|/a+ |ω|/b ≤ 1, can be obtained
by setting v = a2 and ω =
b
2 . From the results above, we
conclude that
‖fh(ξh1, u)− fh(ξh2, u)‖ ≤ a‖ξh1 − ξh2‖. (23)
✷
3 Tube-MPC
In this section, a tube-MPC policy is developed, which
consists of an optimal control action obtained by solving
an optimization problem and a feedback law based on
the deviation of the actual state from the nominal one.
The controller forces the system state to stay within
a tube around a sensible central trajectory. The cental
trajectory is determined by the following optimization
problem.
Problem 1
min
u˜f (τ |tk)
J(p˜rf (tk), u˜rf(tk)), (24)
s.t. ξ˜fh(tk|tk) = ξ˜fh(tk), (25)
˙˜ξfh(τ |tk) = fh(ξ˜fh(τ |tk), u˜f(τ |tk)), (26)
u˜f(τ |tk) ∈ Utube, (27)
p˜rf(tk + T |tk) ∈ Ωtube, (28)
where Utube = {[v˜f , ω˜f ]T : |v˜f |a +
|ω˜f |
b
≤ λtube} with
λtube =
√
2
2 − η
√
2
a
, andΩtube = {p˜rf : k˜1|x˜rf |+ k˜2|y˜rf | <
a(λtube − λr)}.
5
Solution of Problem 1 yields the minimizing control se-
quence for the nominal follower system over the interval
[tk, tk+T ]:
u˜∗f(tk) = {u˜∗f (tk|tk), u˜∗f(tk+1|tk), . . . , u˜∗f (tk+N |tk)}, (29)
as well as the corresponding optimal trajectory:
ξ˜∗fh(tk) = {[p˜∗fh(tk|tk), θ˜∗f (tk|tk)]T, [p˜∗fh(tk+1|tk),
θ˜∗f (tk+1|tk)]T, . . . , [p˜∗fh(tk+N |tk), θ˜∗f (tk+N |tk)]T}. (30)
The robust controller for the follower over the interval
[tk, tk+1] is designed as
uf(tk) = M
−1(θf (tk))M(θ˜∗f (tk|tk))u˜∗f (tk|tk)
+M−1(θf (tk))K(pfh(tk)− p˜∗fh(tk|tk)), (31)
where M(θ) =
[
cos θ −ρ sin θ
sin θ ρ cos θ
]
, K = diag{kx, ky},
kx < 0, ky < 0, is the feedback gain, u˜
∗
f (tk|tk) is the
first control action of the optimal control sequence, and
p˜∗fh(tk|tk)) and θ˜∗f (tk|tk) are the first portion of the op-
timal position and orientation, respectively.
Based on this control strategy, the procedure of tube-
MPC is summarized in Algorithm 1.
Algorithm 1 Tube-MPC
1: At time t0, initialize the nominal system state by the
actual state ξ˜fh(0) = ξfh(0).
2: At time tk, solve Problem 1 based on nominal system
to obtain the optimal control sequence u˜∗f (tk) =
argminuf (τ |tk) Jf (tk, p˜rf , u˜rf).
3: Calculate the actual control signal for the real
system uf (tk) = M
−1(θf )[M(θ˜∗f )u˜
∗
f (tk|tk) +
K(pfh(tk)− p∗fh(tk)].
4: Apply the first portion of the sequence, i.e.,
u˜∗f(tk|tk), to the nominal system, and apply uf (tk)
to the real system during the sampling interval
[tk, tk+1].
5: Update the state of the nominal system with
ξ˜∗fh(tk+1) and the state of the real system with
ξfh(tk+1).
6: Update the time instant tk = tk+1 and go to step 2.
Remark 2 Since the optimization problem is solved on-
line at each step and the first optimal control action is
employed to generate the control policy together with the
feedback law, the computational complexity is determined
by the nominal system. Hence, the scheme has the same
computational complexity as the deterministic MPC.
Remark 3 Due to the nonlinearity and nonholonomic
constraint of the system, the optimal control action and
the feedback law are combined in a different manner com-
pared to linear systems [23,24,25]. This increases the
difficulty of determining the tightened input constraint
set Utube such that uf ∈ U holds. The scheme is also
different from the existing works on nonlinear systems
as in [27] and [28], in which our feedback law determined
off-line is replaced with an online computation of another
MPC. Hence, two optimization problems have to be solved
in each step, which increases the computational burden.
Remark 4 FromAlgorithm 1, it can be observed that the
optimization problem employs only the nominal system
and thus the predictive optimal trajectory is independent
of the actual state except for the initial one. From this
point, the central trajectory of the tube can be calculated
in a parallel or even off-line way if the initial state is
known a priori. In such a way, only one feedback law is
required to be calculated on-line, which reduces the on-
line computational burden even further.
Before stating the main results of tube-MPC, the fol-
lowing lemma is given to show that the feedback law
renders the difference between the minimizing trajectory
and the actual trajectory bounded while guaranteeing
the satisfaction of the input constraint.
Lemma 3 For the tracking control system (10) with con-
troller (31), it follows that
(i) the state of the real system lies in the tube T =
p∗fh ⊕ Pfe, where Pfe = {pfe(t) : |pfe| ≤
[
− η
k1
− η
k2
]
};
(ii) the input constraint is satisfied, i.e., uf ∈ U.
Proof. Denote the deviation of the actual trajectory
from the optimal trajectory as
pfe(t) = pfh(t)− p˜∗fh(t). (32)
Taking the derivative of (32) yields
p˙fe(t)=
[
cos θf (t) −ρ sin θf (t)
sin θf (t) ρ cos θf (t)
]
uf (t)
−
[
cos θ˜∗f (t) −ρ sin θ˜∗f (t)
sin θ˜∗f (t) ρ cos θ˜
∗
f (t)
]
u˜∗f (t) + dp(t). (33)
Substituting (31) into (33), we can conclude that
p˙fe(t) = Kpfe(t) + dp(t), (34)
of which the solution is given by
pfe(t) = e
Ktpfe(0) +
t∫
0
eK(t−τ)dp(τ)dτ. (35)
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By the initialization stage (25) and the upper-bound of
the disturbances, it follows that
|pfe(t)| ≤ η
[
1
k1
ek1t − 1
k1
1
k2
ek2t − 1
k2
]
. (36)
Consequently, pfe(t) ∈ Pfe(t), where the set Pfe(t) is
defined by
Pfe(t) =
{
pfe(t) : |pfe(t)| ≤ η
[
1
k1
ek1t − 1
k1
1
k2
ek2t − 1
k2
]}
. (37)
We further define Pfe as
Pfe = lim
t→∞
Pfe(t) =
{
pfe(t) : |pfe| ≤
[
− η
k1
− η
k2
]}
. (38)
From (32) and pfe ∈ Pfe, we have
pfh ∈ p∗fh ⊕ Pfe, (39)
i.e., the trajectory lies in the tube T.
For (ii), redefine the control input as
uaf =M(θf )uf , (40)
ua∗f =M(θ
∗
f )u
∗
f . (41)
It can be observed thatM(·) is an affine transformation,
which is equivalent to scaling ωf (ω
∗
f ) by ρ and rotate
uf (u
∗
f ) by θ. Thus, to prove uf ∈ U if u∗f ∈ Utube is
equivalent to show uaf ∈ Ua if ua∗f ∈ Uatube for every
admissible θf and θ
∗
f . The sets U
a and Uatube are defined
as follows:
U
a = M(θf ){[v, ω]T : |v|
a
+
|ω|
a
≤ 1}, (42)
U
a
tube = M(θ
∗
f ){[v, ω]T :
|v|
a
+
|ω|
a
≤ λtube}. (43)
Substituting (40) into (31) yields
uaf = u
a∗
f +Kpfe. (44)
It is obvious that
⋂
θf∈(−pi,pi]
U
a = {[v, ω]T : ‖[v, ω]T‖ ≤ a
√
2
2
}, (45)
⋃
θ∗
f
∈(−pi,pi]
U
a
tube = {[v, ω]T : ‖[v, ω]T‖ ≤ aλtube}, (46)
KPfe =
{
Kpfe(t) : |Kpfe| ≤
[
η
η
]}
⊂
{
Kpfe(t) : ‖Kpfe‖ ≤
√
2η
}
. (47)
Thus, it can be obtained that
⋃
θ∗
f
∈(−pi,pi]
U
a
tube ⊕KPfe ⊂
⋂
θf∈(−pi,pi]
U
a, (48)
which implies that uaf ∈ Ua holds for every admissible
θf and θ
∗
f , and uf ∈ U naturally holds. ✷
Remark 5 Note that the input domain is independent
of the feedback gain K, which differs from the results
of linear systems in [23,24,25]. Meanwhile, from (i) in
Lemma 3, increasingK will reduce the difference between
the actual trajectory and the optimal one, and conse-
quently reduce the size of the tube T. It indicates that the
steady tracking performance could be enhanced by tuning
K.
The main results of tube-MPC are given in the following
theorem.
Theorem 1 For the tracking control system (10) under
Algorithm 1, if Problem 1 is feasible at time t0, then,
(i) Problem 1 is feasible for all t > t0;
(ii) the tracking control system (10) is ISS.
Proof. From Lemma 1, Ωtube is a terminal region by
letting λf = λtube. We assume that a feasible solution
exists and an optimal solution u˜∗f (tk) is found at the
sampling instant tk. When applying this sequence to
the nominal system, the tracking error of the nominal
system is driven into the terminal region Ωtube, i.e.,
p˜e∗f (tk + T |tk) ∈ Ωtube, along the corresponding open-
loop trajectory ξ˜∗f (tk) over [tk, tk+T ]. In terms of Algo-
rithm 1, the open-loop control u˜∗(tk|tk) is applied to the
nominal system, and its state measurement at time tk+1
is given by ξ˜(tk+1) = ξ˜
∗(tk+1|tk). Therefore, to solve
the open-loop optimal control problem at tk+1 with the
initial condition, a feasible solution can be constructed
by
u˜f(τ |tk+1) =
{
u˜∗f(τ |tk), τ ∈ [tk+1, tk + T ),
u˜κf(τ |tk), τ ∈ [tk + T, tk+1 + T ),
(49)
where u˜κf (τ |tk) is the terminal controller given by (21).
Since the terminal region Ωtube is invariant with the
control u˜κf(τ |tk), p˜e∗f (tk+T |tk) ∈ Ωtube implies p˜ef (tk+1+
T |tk+1) ∈ Ωtube. Then, result (i) can be achieved by
induction.
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For (ii), we first prove that the tracking error for the
nominal system converges to the origin. Then we show
that the state of the real system converges to an invariant
set along a trajectory lying in the tube T, the center
of which is the trajectory of the nominal system. The
Lyapunov function for the nominal system is chosen as
V (tk) = J(p˜
∗
rf(tk), u˜
∗
rf(tk)). (50)
Consider the difference of the Lypunov function at tk
and tk+1,
∆V = V (tk+1)− V (tk)
≤ J(p˜rf(tk+1), u˜rf(tk+1))− J(p˜∗rf (tk), u˜∗rf(tk))
=
tk+1+T∫
tk+1
(‖p˜rf(τ |tk+1)‖2Q + ‖u˜rf(τ |tk+1)‖2P )dτ
−
tk+T∫
tk
(‖p˜∗rf(τ |tk)‖2Q + ‖u˜∗rf(τ |tk)‖2P )dτ
+‖p˜rf(tk+1 + T |tk+1)‖2R − ‖p˜∗rf(tk + T |tk)‖2R
=−
tk+1∫
tk
(‖p˜∗rf (τ |tk)‖2Q + ‖u˜∗rf(τ |tk)‖2P )dτ
+
tk+1+T∫
tk+T
(‖p˜rf (τ |tk+1)‖2Q + ‖u˜rf(τ |tk+1)‖2P )dτ
+‖p˜rf(tk+1 + T |tk+1)‖2R − ‖p˜∗rf(tk + T |tk)‖2R.
(51)
By integrating (17) form tk + T to tk+1 + T , it follows
that
‖p˜rf(tk+1 + T |tk+1)‖2R − ‖pe∗f (tk + T |tk)‖2R
+
tk+1+T∫
tk+T
L(p˜ef (τ), u˜rf (τ))dτ ≤ 0. (52)
Substituting (52) into (51), we have ∆V ≤ 0, which
implies that the tracking error for the nominal system
converges to the origin asymptotically.
Due to the asymptotic stability of the nominal system,
there exists a KL function β(·, t), such that
‖p˜∗rf(t)‖ ≤ β(‖p˜∗rf (t0)‖, t), ∀t > t0. (53)
Furthermore, because of pfe ∈ Pfe for all t > t0, there
exists a K function γ(·) such that
‖pfe(t)‖ ≤ γ(η), ∀t > t0. (54)
It follows from pfr(t) = R(θf )(p˜
∗
fr(t) + pfe(t)) and
pfe(0) = 0 that
‖pfr(t)‖ ≤ β(‖pfr(t0)‖, t) + γ(η). (55)
Therefore, the solution of system (10) is asymptotically
ultimately bounded with Algorithm 1 and the closed-
loop system is ISS. ✷
4 NRMPC
In this section, an NRMPC strategy is developed. The
state of the nominal system is updated by the actual
state at each sampling instant. Unlike tube-MPC, the
control sequence obtained is optimal with respect to the
current actual state, and only the first control action
of the sequence is applied to the real system. The opti-
mization problem of the NRMPC strategy is defined as
follows:
Problem 2
min
u˜f (τ |tk)
J(p˜rf (tk), u˜rf(tk)), (56)
s.t. ξ˜fh(tk|tk) = ξfh(tk), (57)
˙˜
ξfh(τ |tk) = fh(ξ˜fh(τ |tk), u˜f(τ |tk)), (58)
u˜f(τ |tk) ∈ U, (59)
‖p˜rf(τ |tk)‖ ≤ rT
τ − tk , (60)
p˜rf(tk + T |tk) ∈ Ωε, (61)
where r = a(1−λr)√
k˜2
1
+k˜2
2
, Ωε = {p˜rf : ‖p˜rf‖ ≤ ε}, and ε < r.
Problem 2 yields a minimizing control sequence over the
interval [tk, tk + T ] of the same form as in (29) as well
as a minimizing trajectory as in (30). The control input
over [tk, tk+1] is chosen as
uf(tk) = u˜
∗
f (tk|tk). (62)
The NRMPC strategy is then described in Algorithm 2.
Algorithm 2 NRMPC
1: At time tk, initialize the nominal system state by the
actual one ξ˜fh(tk) = ξfh(tk).
2: Solve Problem 2 based on the nominal system to
obtain the minimizing control sequence u˜∗f(tk) =
argminu˜f (τ |tk) J(p˜rf(tk), u˜rf (tk)).
3: Apply the first portion of the sequence to the real
system, i.e., uf (tk) = u˜
∗
f(tk|tk)), during the interval
[tk, tk+1].
4: Update the state of the real system with ξfh(tk+1).
5: Update the time instant tk = tk+1 and go to step 1.
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Remark 6 For Problem 2, the state of nominal system
is updated by the actual one at each step. As a result, the
optimization problem has to be solved on-line. However,
such an updating strategy yields an optimal control with
respect to the current state. The scheme has the same
computational burden as the deterministic MPC.
Remark 7 Note that the input domain of NRMPC is
larger than that of tube-MPC. NRMPC may therefore
have better tracking capability.
Remark 8 As shown in Algorithm 2, an open-loop con-
trol action is applied to the real system during each sam-
pling interval. However, the existence of disturbances
may lead to an error between the actual trajectory and
the optimal prediction. This increases the difficulty of
analyzing the recursive feasibility using the conventional
methods for MPC.
The following two lemmas guarantee recursive feasibility
of Problem 2. Lemma 4 states the existence of the control
sequence that is able to drive the state of the nominal
system into Ωε in prediction horizon T , and Lemma 5
shows that the state constraint is satisfied by employing
that control sequence to the nominal system.
Lemma 4 For the tracking control system (10), assume
that there exists an optimal control sequence u˜∗f(tk) at
instant tk such that p˜rf (tk + T |tk) ∈ Ωε, and apply the
first control of the sequence to the perturbed system (7).
Then, there exists a control sequence u˜f(tk+1) at tk+1
such that p˜rf(tk+1 + T |tk+1) ∈ Ωε, if
η ≤ e
−aT
δ
(r − ε) , k˜δ ≥ ln r
ε
, (63)
where k˜ = min{k˜1, k˜2}.
Proof. Since Problem 2 is feasible at tk, applying the
first control of the sequence u˜∗f during the interval
(tk, tk+1] to the real system may lead to a difference
of the trajectory between the actual system and the
nominal system. At tk+1, this difference is bounded by
‖ξfh(tk+1)− ξ˜∗fh(tk+1|tk)‖
= ‖ξfh(tk) +
tk+1∫
tk
[
fh(ξfh(τ), u˜
∗
f (·)) + d(τ)
]
dτ
−ξ˜∗fh(tk|tk)−
tk+1∫
tk
fh(ξ˜
∗
fh(τ |tk), u˜∗f (·))dτ‖
≤
tk+1∫
tk
[
‖fh(ξfh(τ), u˜∗f (·)) − fh(ξ˜∗fh(τ |tk), u˜∗f (·))‖
]
dτ
+
tk+1∫
tk
‖d(τ)‖dτ
≤ ηδ + a
tk+1∫
tk
‖ξfh(τ)− ξ˜∗fh(τ |tk)‖dτ
≤ ηδeaδ. (64)
We construct a feasible control sequence at tk+1 for the
nominal system as follows.
u˜f(τ |tk+1) =
{
u˜∗f(τ |tk), τ ∈ (tk+1, tk + T ],
u˜κf(τ |tk), τ ∈ (tk + T, tk+1 + T ].
(65)
First, we consider the interval τ ∈ (tk+1, tk + T ].
Since the state of the nominal system is updated by
ξ˜(tk+1|tk+1) = ξ(tk+1), we have
‖ξ˜fh(τ |tk+1)− ξ˜∗fh(τ |tk)‖
= ‖ξfh(tk+1) +
τ∫
tk+1
fh(ξ˜fh(s|tk+1), u˜∗f (s|tk))ds
−ξ˜∗fh(tk+1|tk)−
τ∫
tk+1
fh(ξ˜
∗
fh(s|tk), u˜∗f (s|tk))ds‖.
≤ ηδeaδ + a
τ∫
tk+1
‖ξ˜fh(s|tk+1)− ξ˜∗fh(s|tk)‖ds. (66)
Applying Gro¨nwall-Bellman inequality yields
‖ξ˜fh(τ |tk+1)− ξ˜∗fh(τ |tk)‖ ≤ ηδea(τ−tk+1+δ). (67)
Substituting tk + T into (67) leads to
‖ξ˜fh(tk + T |tk+1)− ξ˜∗fh(tk + T |tk)‖ ≤ ηδeaT . (68)
Due to the fact ‖p˜rf(tk + T |tk+1) − p˜∗rf(tk + T |tk)‖ ≤
‖ξ˜fh(tk + T |tk+1)− ξ˜∗fh(tk + T |tk)‖ and the application
of triangle inequality, we arrive at
‖p˜rf(tk + T |tk+1)‖ ≤ ‖p˜∗rf(tk + T |tk)‖+ ηδeaT . (69)
Since p˜∗rf (tk +T |tk) ∈ Ωε, i.e. ‖p˜∗rf(tk +T |tk)‖ ≤ ε, and
η ≤ e−aT
δ
(r − ε), we obtain
‖p˜rf(tk + T |tk+1)‖ ≤ r, (70)
which implies p˜rf (tk + T |tk+1) ∈ Ω.
Next, consider the interval τ ∈ (tk + T, tk+1 + T ], dur-
ing which the local controller u˜κf (τ |tk) is applied to the
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nominal system
d
dτ
‖p˜rf(τ |tk+1)‖2 =−2(k˜1x˜2rf + k˜2y˜2rf )
≤−2k˜‖p˜rf(τ |tk+1)‖2.
Applying the comparison principle yields
‖p˜rf(tk+1 + T |tk+1)‖ ≤ ‖p˜rf(tk + T |tk+1)‖e−δk˜.
It follows from k˜δ ≥ ln r
ε
that
‖p˜rf(tk+1 + T |tk+1)‖ ≤ ε. (71)
This proves the existence of a control sequence at tk+1
which is able to drive the tracking error of the nominal
system into the terminal region Ωε. ✷
Lemma 5 For the tracking control system (10), assume
that there exists an optimal control sequence u˜∗f(tk) at
instant tk such that the trajectory constraint is satisfied,
i.e., p˜∗fr(τ |tk) ≤ rTτ−tk , and apply the first control of the
sequence to the perturbed system (7). Then, at tk+1, by
the control sequence (65), the trajectory constraint is also
satisfied, if the parameter ε satisfies
ε ≥ r(T − δ)
T
. (72)
Proof. Toprove ‖p˜fr(τ |tk+1)‖ ≤ rTτ−tk+1 , τ ∈ (tk+1, tk+1+
T ], we first consider the interval τ ∈ (tk+1, tk+T ]. From
(67), it follows that
‖p˜fr(τ |tk+1)‖ ≤ ‖p˜∗rf(τ |tk)‖+ ηδeaT . (73)
Due to (63) and p˜∗fr(τ |tk) ≤ Tτ−tk , we obtain
‖p˜fr(τ |tk+1)‖ ≤ rT
τ − tk + (r − ε). (74)
From (72), we have
r − ε ≤ δr
T − δ ≤
δrT
(τ − tk+1)(τ − tk) . (75)
Substituting (75) into (74), we obtain
‖p˜fr(τ |tk+1)‖ ≤ rT
τ − tk+1 , (76)
which proves that the state constraint is satisfied over
the interval τ ∈ [tk+1, tk + T ].
Next, consider the interval τ ∈ [tk + T, tk+1 + T ]. By
Lemma 4, it holds that ‖p˜rf(tk + T |tk+1)‖ ≤ r once
‖p˜∗rf(tk+T |tk)‖ ≤ ε. Since rTτ−tk+1 ≥ r, ‖p˜fr(τ |tk+1)‖ ≤
rT
τ−tk+1 is naturally satisfied over the interval τ ∈ [tk +
T, tk+1 + T ], thereby completing the proof. ✷
Theorem 2 For the tracking control system (10), sup-
pose that Problem 1 is feasible at time t0 and the param-
eters satisfy the conditions in Lemma 4 and Lemma 5.
Then,
(i) Problem 1 is feasible for all t > t0;
(ii) the tracking control system (10) is ISS if
qε2 >
1
2
ηeaT (r + ε) +
q2η2δ
2a
(e2aT − e2aδ)
+
2q2ηr√
2a
(
T 2
δ
− T ) 12 (e2aT − e2aδ) 12 , (77)
where q = min{q1, q2}.
Proof. (i) Assume Problem 2 is feasible at instant tk,
then feasibility of Problem 2 at tk+1 implies the existence
of a control sequence that is able to drive the state
of the nominal system to the terminal region Ωε while
satisfying all the constraints. In terms of Algorithm 2,
the first control of the optimal control sequence is ap-
plied to the system. From Lemma 4, at tk+1, a feasible
control sequence in (65) renders p˜rf(tk+1+T |tk+1) ∈ Ωε
while satisfying u˜f (τ |tk+1) ∈ Ω for τ ∈ [tk+1, tk+1 + T ].
Meanwhile, From Lemma 5, by applying the control
sequence (65) to the nominal system (11), the trajectory
constraint is satisfied, i.e., ‖p˜rf(τ |tk+1)‖ ≤ rTτ−tk+1 , im-
plying the feasibility of Problem 2 at tk+1. Hence, the
feasibility of Problem 2 at the initial time t0 results in
the feasibility for all t > t0 by induction.
(ii) Choose a Lyapunov function as follows
V (prf (tk)) = J(p˜
∗
rf(tk), u˜
∗
rf (tk)). (78)
According to Riemann integral principle, there exists a
constants 0 < c1 ≤ δ such that
V (prf ) ≥ c1L(tk, , urf) , α1(‖prf‖), (79)
where α1(·) is obviously a K∞ function.
On the other hand, from (17), we have
V (prf(tk)) ≤ g(prf(tk)) + g(prf(tk + T |tk)), ∀prf ∈ Ωε.
Due to the decreasing property of g(·) in Ωε with respect
to time, it follows that
V (prf (tk)) ≤ 2g(prf(tk)), ∀prf ∈ Ωε. (80)
Because the origin lies in the interior of Ωε and
2g(prf(t)) ≤ ε, ∀prf ∈ Ωε, it holds that 2g(prf(t)) ≥ ε
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if prf ∈ R2×2 \ Ωε. Due to the feasibility of Problem
2, there exists an upper-bound c2 > ε for V (prf(t)).
Thus α2(‖prf‖) = c2
ε
g(prf(t)) is a K∞ function such
that α2(‖prf‖) ≥ c2 thereby satisfying α2(‖prf(t)‖) ≥
V (prf(t)).
This proves the existence ofK∞ functionsα1(·) andα2(·)
satisfying
α1(‖prf(t)‖) ≤ V (prf (t)) ≤ α2(‖prf(t)‖). (81)
The difference of the value Lypunov function at tk and
tk+1 satisfies
∆V = V (prf(tk+1))− V (prf (tk))
≤ J(p˜rf(tk+1), u˜rf(tk+1))− J(p˜∗rf (tk), u˜∗rf(tk))
,∆V1 +∆V2 +∆V3, (82)
in which
∆V1 =
tk+T∫
tk+1
(‖p˜rf(τ |tk+1)‖2Q − ‖p˜∗rf(τ |tk)‖2Q)dτ,
∆V2 =
tk+1+T∫
tk+T
(‖p˜rf(τ |tk+1)‖2Q + ‖u˜rf(τ |tk+1)‖2P )dτ
+‖p˜rf(tk+1 + T |tk+1)‖2R − ‖p˜∗rf(tk + T |tk)‖2R,
∆V3 =−
tk+1∫
tk
(‖p˜∗rf(τ |tk)‖2Q + ‖u˜∗rf(τ |tk)‖2P )dτ.
For ∆V1, it holds that
∆V1 ≤
tk+T∫
tk+1
(‖p˜rf(τ |tk+1)− p˜∗rf(τ |tk)‖Q)
×(‖p˜rf(τ |tk+1)‖Q + ‖p˜∗rf(τ |tk)‖Q)dτ. (83)
By (67), we have
∆V1 ≤
tk+T∫
tk+1
[q2ηδea(τ+δ−tk+1)(2‖p˜∗rf(τ |tk)‖
+ηδea(τ+δ−tk+1))]dτ
=
tk+T∫
tk+1
2q2ηδea(τ+δ−tk+1)‖p˜∗rf(τ |tk)‖
+q2η2δ2e2a(τ+δ−tk+1)dτ
≤
tk+T∫
tk+1
2q2ηδea(τ+δ−tk+1)‖p˜∗rf(τ |tk)‖dτ
+
q2η2δ2
2a
(e2aT − e2aδ). (84)
Applying Ho¨lder inequality to the first term of the last
inequality yields
∆V1 ≤


tk+T∫
tk+1
‖p˜∗rf(τ |tk)‖2dτ


1
2
2q2ηδ√
2a
(e2aT − e2aδ) 12
+
q2η2δ2
2a
(e2aT − e2aδ)
≤ 2q
2ηδr√
2a
(
T 2
δ
− T ) 12 (e2aT − e2aδ) 12
+
q2η2δ2
2a
(e2aT − e2aδ). (85)
Rewrite ∆V2 as
∆V2 =
tk+1+T∫
tk+T
(‖p˜rf(τ |tk+1)‖2Q + ‖u˜rf(τ |tk+1)‖2Pd)τ
+‖p˜rf(tk+1 + T |tk+1)‖2R − ‖p˜∗rf(tk + T |tk)‖2R
+‖p˜rf(tk + T |tk+1)‖2R − ‖p˜rf(tk + T |tk+1)‖2R. (86)
Integrating (17) from tk+T to tk+1+T and substituting
it into (86) leads to
∆V2 ≤ ‖p˜rf(tk + T |tk+1)‖2R − ‖p˜∗rf(tk + T |tk)‖2R
≤ (1
2
‖p˜rf(tk + T |tk+1)− p˜∗rf (tk + T |tk)‖)
× (‖p˜rf(tk + T |tk+1)‖+ ‖p˜∗rf(tk + T |tk)‖)
≤ 1
2
ησeaT (ε+ r). (87)
For ∆V3, we first assume ‖p˜rf(tk+1|tk)‖ > ε, which
implies ‖p˜rf(τ |tk)‖ > ε, τ ∈ (tk, tk+1], and thus we
obtain
∆V3 <−
tk+1∫
tk
‖p˜∗rf(τ |tk)‖2Qdτ ≤ −qδε2. (88)
In combination with (85),(87) and (88), the inequality
(82) thus satisfies
∆V <−qδε2 + 1
2
ηδeaT (r + ε) +
q2η2δ2
2a
(e2aT − e2aδ)
+
2q2ηδr√
2a
(
T 2
δ
− T ) 12 (e2aT − e2aδ) 12 . (89)
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From (77), ∆V < 0 holds. It follows from Theorem 2 of
[34] that ‖p˜∗rf(tk|tk)‖ ≤ ε for tk ≥ tf , where tf > t0 is a
finite time instant. When the tracking error enters into
the terminal region, i.e., prf (tk) ∈ Ωε, reconsider ∆V1
and ∆V3:
∆V1 ≤
tk+T∫
tk+1
2q2ηδεea(τ−tk+2)dτ +
q2η2δ2
2a
(e2aT − e2aδ)
=
2q2ηδε
a
(eaT − eaδ) + q
2η2δ2
2a
(e2aT − e2aδ).
Due to the decreasing property of ‖p˜∗rf(τ |tk)‖2Q in Ωε, it
follows that
∆V3 ≤−qδ‖p∗rf(tk+1|tk)‖2.
Since ‖p˜∗rf(τ |tk+1)‖ ≤ ‖p˜∗rf(τ |tk)‖ + ηδeaT , we have
‖prf(tk+1)‖2 ≤ ‖p∗rf(tk+1|tk)‖2 + η2δ2e2aδ + 2εηδeaδ.
Consequently,
∆V3 ≤ −qδ‖prf(tk+1)‖2 + qη2δ3e2aδ + 2qεηδ2eaδ.
As a result, it holds that
∆V ≤ −qδ‖prf(tk+1)‖2 + σ(η), (90)
where σ(η) = 2q
2ηδε
a
(eaT − eaδ) + q2η2δ22a (e2aT − e2aδ) +
1
2ησe
aT (ε+ r) + qη2δ3e2aδ +2qεηδ2eaδ is obviously a K
function with respect to η. Hence, the theorem is proved.
✷
5 Simulation results
The simulation is implemented on a PC equipped with
a dual-core 3.20 GHz Intel i5 CPU, 7.88 GB RAM and
64-bit Windows 10 operating system. The optimization
problem is transcribed by Tool Box ICLOCS (Imperical
College London Optimal Control Software, see [35]), 1.2
version, and solved by NLP (Nonlinear Programming)
solver IPOPT (Interior Point OPTimizer, see [36]),
3.11.8 version.
The mechanism parameters of the two homogeneous
robots used in the simulation are taken from an
educational robot named E-puck [37], and are given by
a = 0.13m/s, ρ = 0.0267m and b = a/ρ = 4.8598 rad/s.
The trajectory to be tracked is a circular motion with
linear velocity vr = 0.015 m/s, angular velocity ωr =
0.04 m/s and initial configuration ξr(0) = [0, 0,
pi
3 ]
T.
The initial configuration of the follower is set to be
ξfh = [0.2,−0.2,−pi2 ]T. The disturbances are bounded
by η = 0.004. For the tracking objective, the prediction
horizon and the sampling period are set to be T = 2
s and δ = 0.2 s, respectively. The positive define
matrices P and Q are chosen, according to Lemma 1, as
P = diag{0.4, 0.4} and Q = diag{0.2, 0.2}, respectively.
The feedback gains for the terminal controller are set to
be k˜1 = k˜2 = 1.2 to satisfy the requirements given by
Lemma 1.
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Fig. 3. Tracking errors by using tube-MPC.
First, let us design tube-MPC according to Lemma 3
and Theorem 1. We set the feedback gain to be K =
diag{−2.3,−2.3}. The control input constraint for Prob-
lem 1 is Utube = λtubeU with λtube = 0.6636, and the
terminal region is given by Ωtube = {p˜rf : |x˜rf |+ |y˜rf | ≤
0.0542}. To evaluate the tracking performance, we take
the tracking error prf and the real position deviation
from the center of the tube pfe as indexes. Applying
Algorithm 1 to the tracking system yields the tracking
performance as shown in Fig. 3. It can be found, from
Fig. 3, that the tracking error converges to a neighbour-
hood of the origin, and the trajectory of the follower
lies in the tube T = p∗fh ⊕ Pfe with Pfe = {|pfe| ≤[
0.0017
0.0017
]
}, which is obtained from Lemma 3. Fig. 4
shows the control input performance of the follower. We
also take |v|/a+ |ω|/b as an index to evaluate the input
constraint. The fluctuated control signal indicates the
effectiveness of the feedback part of the controller which
reduces the tracking error caused by the disturbances.
Furthermore, the input constraint Utube for the nominal
system is active over the interval t ∈ [0, 3], while the
constraint U for the real system is not active, which
indicates the weak control ability.
To show the effect of different choices of the feedback
gain K on the tracking performance, we set K =
diag{−1,−1} and K = diag{−4,−4}, respectively, to
observe the difference between the actual trajectory
and the optimal one. As shown in Fig. 5, increasing of
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K reduces the difference of the actual position and the
center of the tube and therefore improves the tracking
performance.
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Fig. 5. Real-time position deviation from the center of the
tube pfe with different feedback gains.
Next, design NRMPC according to Lemma 4, Lemma 5
and Theorem 2. The input constraint of NRMPC dif-
fers from the constraint of tube-MPC and is given by
u˜f ∈ U according to Algorithm 2. The terminal region
is designed as Ωε = {p˜rf : ‖p˜rf‖ ≤ 0.063}, and con-
sequently ε = 0.063, which satisfies the conditions in
Lemma 4, Lemma 5 and Theorem 2. Fig. 6 presents
the tracking performance of Algorithm 2. It can be ob-
served that the tracking error converges to a neighbour-
hood of the origin. To compare the influence level by
disturbances of the two strategies proposed, we define
pfe(tk) = pf (tk) − p˜∗f(tk) in NRMPC. It can be seen
that the tracking performance is directly influenced by
disturbances due to the open-loop control during each
sampling period. Fig. 7 shows the control input under
NRMPC. According to Algorithm 2, the control signal at
each time instant is optimal corresponding to its current
state, which indicates its robustness. We also note that
the input constraint is active over the interval t ∈ [0, 1.5],
which demonstrates a better tracking capability.
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Fig. 6. Tracking errors by using NRMPC.
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Fig. 7. Control input of NRMPC.
To further compare tube-MPC with NRMPC, we take
cost function J , real stage cost ‖prf‖2Q + ‖urf‖2P , real
state cost ‖prf‖2Q and real input cost ‖urf‖2P to evaluate
the converging performance. Their cost curves are plot-
ted in Fig 8. As it can be seen, the total cost, the stage
cost and the state cost decrease faster by implementing
NRMPC than by tube-MPC. However, the input cost
of NRMPC is higher than that of tube-MPC. This is
explained by the fact that the input constraint of tube-
MPC is tighter than that of NRMPC, which may de-
grade the control capability. This also helps explaining
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why the tracking error decreases faster by NRMPC than
by tube-MPC. Fig. 9 provides the computation time in
solving the optimization problems. It shows that there
is no significant difference between NRMPC and tube-
MPC, which implies that they have almost the same
computational complexity. However, as stated in Re-
mark 4, the optimization problem can be solved off-line
in tube-MPC, whereas the optimization problem has to
be solved on-line in NRMPC.
Finally, we summarize the simulation study as follows:
(i) Tube-MPCpresents a better steady state performance
than NRMPC. This is because the control strategy
of tube-MPC consists of two parts: optimal control
and feedback part, while NRMPC is open-loop control
during each sampling period.
(ii) NRMPC performs better in terms of dynamic prop-
erty than tube-MPC due to the tighter input con-
straint of tube-MPC.
(iii) The computational complexities of tube-MPC
and NRMPC are almost the same. However, the
optimization problem in tube-MPC can be solved off-
line, which may enhance its real-time performance.
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6 Conclusion
In this paper, two robust MPC strategies have been
developed for tracking of nonholonomic systems with
coupled input constraint and bounded disturbances. We
first developed a tube-MPC strategy, where the trajec-
tory of the real system is constrained in a tube centered
along the optimal nominal trajectory by a nonlinear
feedback law based on the deviation of the actual states
from the optimal nominal states. Tube-MPC possesses
robustness but sacrifices optimality, thus we further de-
veloped the NRMPC scheme, where the state of the
nominal system is updated by the actual state at each
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Fig. 9. Computation time of tube-MPC and NRMPC.
step. It was shown that the tracking control system is ISS
under both robust MPC strategies, and their optimiza-
tion problems are feasible. Simulation results illustrated
the effectiveness of the two schemes and their respective
advantages.
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