Receiver Operating Characteristic (ROC) curves and in particular the area under the curve (AUC), are widely used to examine the effectiveness of diagnostic markers.
Introduction
This paper deals with obtaining linear combinations of multiple continuous markers adjusted for covariate information in order to better distinguish between healthy and diseased populations.
The effectiveness of continuous markers in distinguishing between healthy and diseased subjects is generally assessed through the use of the Receiver Operating Characteristic (ROC) curve [1] . A subject is assessed as diseased (positive) or healthy (negative) according to whether the subject's marker value is greater than or less than or equal to a specified threshold value. Associated with any threshold value is the probability of a true positive (sensitivity) and the probability of a true negative (specificity). The resulting theoretical ROC curve is the plot of sensitivity versus 1-specificity for all possible threshold values.
The ROC curve can be estimated from sample data taken on both diseased (Y) and healthy (X) subjects. This estimation can be carried out under parametric or nonparametric assumptions [1] - [3] .
A commonly used global summary measure of marker accuracy is the area under the ROC curve (AUC). Bamber [4] proved that AUC=P(Y>X) with larger values of AUC indicating higher diagnostic accuracy. The functional P(Y>X) appears in many statistical problems not connected with marker evaluation [5] . Both parametric and nonparametric procedures have been suggested for statistical inference on AUC [1] , [5] . Faraggi and Reiser [6] compare a number of procedures for estimating the AUC.
The effectiveness of a continuous marker can be influenced by covariates/factors such as age, gender, general health status etc. The ROC curve itself and the summary index AUC can be adjusted for covariate effects by regression modeling of the relationship between the marker and the covariates [7] , [8] . An alternative approach can be based on modeling the ROC curve [9] . Faraggi [8] discusses some of the advantages in directly modeling the markers.
When multiple markers are available a comparison of the areas under the different ROC curve is often used to decide on which marker is best. Su and Liu [10] recommended that instead of trying to decide on single marker one should use a linear combination of all the markers. They discuss choosing a best linear combination for which the area under the corresponding ROC curve is maximized. Reiser and Faraggi [11] derived a confidence interval for this maximal area. This maximal area, which they called the generalized ROC criterion, provides a measure of how well the vector of markers distinguishes between the healthy and diseased groups. The ROC curve corresponding to this linear combination can be termed the generalized ROC curve.
Further discussion of these linear combinations and some examples of their use can be found in [12] - [14] . Alternative approaches to Su and Liu [10] for obtaining optimal combinations of diagnostic markers are discussed in Baker [15] and McIntosh and Pepe [16] .
In this paper we discuss how the Su and Liu methodology can be adjusted to account for covariate effects. In Section 2 we discuss a motivating example that deals with oxidative stress and antioxidant biomarkers for cardiovascular disease. In Section 3 we derive the covariate adjustments by extending the Su and Liu procedure [10] . We further show how confidence intervals can be obtained for the generalized ROC criterion conditional on given covariate values. In Section 4 we apply this methodology to the example and in Section 5 provide concluding remarks.
The methodology developed in this paper is based on the assumption that the marker values are normally distributed. When data analysis indicates that this assumption is untenable a power transformation of the Box-Cox [17] type can be used to improve the normal fit. This approach has been found effective in estimating the AUC and ROC curves in a wide variety of cases [6] , [12] , [18] - [21] .
Example: Oxidative Stress and Antioxidant Biomarkers
Biomarkers of individual oxidative stress and antioxidant status have been suggested for discriminating between individuals with and without coronary heart disease (CHD) [22] .
Schisterman et al. [14] discuss data from a population-based sample of randomly selected residents of New York State's Erie and Niagara counties that provides information on a number of biomarkers. We consider, for illustrative purposes, only the markers TBARS (thiobarbuturic acid reacting substances) and TEAC (trolox equivalent antioxidant capacity). Data are available for 45 diseased and 891 healthy individuals.
Examination of the data shows that both the TBARS and TEAC distributions are strongly non-symmetric. In order to improve the normality of the data the TBARS and TEAC values were taken to the power of -1 and 4 respectively. These powers were obtained by applying the Box-Cox method of estimating transformations. Figure 1 However, covariate information is available for the subjects in this study. More specifically information on the gender and age of each subject were obtained. Gender and age may influence the discriminatory accuracy of the markers themselves and their linear combination. In the following section we present the theory for adjusting the best linear combination for covariates and then in Section 4 apply this theory to the data under consideration.
Covariate Adjustment of the Linear Combination of Markers

Notation and Assumptions
Let X and Y be p dimensional column vectors denoting p different markers on the healthy and diseased groups respectively on which samples of size m ( ) 
, the first column of which is composed of ones.
Similarly to (1) we assume that the j Y (diseased subjects) follow The results of Su and Liu [10] can be applied to show that 3.2.1 Case I (
. Since AUC is monotonically related to δ , a confidence interval for AUC readily follows from that for δ . 
where the non centrality parameter (4), (8) and (14) provides estimates for the best linear combination and its corresponding ROC curve and AUC.
The confidence interval for the AUC is more complicated in this case due to the inequality of the residual covariance matrices and resembles the multivariate BehrensFisher problem. We follow [11] and use approximations developed in the literature for the Behrens-Fisher problem. For the general case ) , ( 
Following [11] and the references they cite, we consider that approximately and the formula for f is given below. The above formulae (15) and (16) are of the same form as (10) and (9) obtained for case I. In parallel to (11) we obtain that approximately
Based on a simulation study [11] recommended that f be estimated following [27] whose method gives for our situation the formula 
which need to solved numerically for δ and δ . These parallel (12) and (13) . M and f in (20) and (21) are obtained by the obvious substitutions in (17) and (19).
The Example Revisited
Multivariate regression was carried out on the TBARS and TEAC data using the transformations given in Section 2. Age, gender and the age-gender interaction were used as explanatory variables. For the diseased (Y) subjects both the interaction term (pvalue=0.198) and gender (p-value=0.13) were not found to be significant while for the healthy (X) subjects all three terms were significant (p-value<0.001). Scatter plots of the residuals for both the healthy and diseased groups show the "cloud" pattern typical for normality (Figure 2a) . Other residual analyses such as Q-Q plots show no reason to reject the normality assumption for the transformed markers (Figure 2b ). Consequently the covariate-adjusted linear combinations were calculated as described in Section 3.2.2. A referee raised the possibility that the residual covariance matrices in the multivariate regression models (1) and (2) may depend on the covariates and thus violate the linear model assumptions of variance homogeneity. An examination of the pattern of the residuals when plotted against age (for males and females separately) found no violation of the variance homogeneity assumption. For brevity these graphs are not presented. Table I presents the weights (a's) for the transformed TEAC and TBARS variables for both females and males as a function of age. Figures 3a and 3b provide graphs of the AUC for the best linear combination as a function of age along with point wise 95% confidence intervals, which give an indication of the variability of the estimation process. Figures 4a and 4b show the AUCs for both markers individually as well as their linear combination adjusted for age for females and males respectively.
In Section 2 we found, when ignoring the age and gender, that the AUC for the linear combination of TEAC and TBARS was 0.751. Figures 3a and 3b show that in fact the AUCs differ greatly with age and that those for males are larger than those for females of the same age. In addition for both males and females the AUCs first decrease and then increase with age. For many ages the AUCs are quite higher than the 'overall' value of 0.751. The relatively short confidence intervals show the accuracy of the area estimates.
The weights of TBARS and TEAC (transformed) vary with age for both genders. Figure 1 shows that ignoring gender and age will lead to misleading conclusions about the discriminatory effectiveness of combining TBARS and TEAC.
Concluding Remarks
In many applications multiple diagnostic markers are available. Since different markers may be sensitive to different aspects of the disease been studied, creating a "new" marker as a linear combination of the multiple markers provides a simple readily implementable procedure for improving diagnostic capability. Since diagnostic markers will frequently be subject to covariate effects it becomes important to adjust the combination process for covariates. The theory presented in Section 3 shows how this adjustment can be carried out using standard multivariate regression modeling techniques.
Schisterman et al. [14] consider a different procedure for handling explanatory variables such as age and gender. They do not distinguish between the biomarkers and the explanatory variables but treat them as a vector of markers and compute a linear combination of all of them using the Su and Liu procedure. This approach has several difficulties: (i) binary variables such as gender cannot be transformed to have an approximate normal distribution (ii) the weighting given to each biomarker is fixed and does not depend on the covariate values. As seen in our example such a dependency can be very meaningful.
Although the theory in Section 3 is restricted by the normality assumption it can be extended to many non-normal situations by using the Box-Cox type transformations.
Standard residual analysis methods should be used to examine the fit of the model. 
