Community detection is an important task in social network analysis, allowing us to identify and understand the communities within the social structures provided by the network. However, many community detection approaches either fail to assign low-degree (or lowly connected) users to communities, or assign them to trivially small communities that prevent them from being included in analysis. In this work we investigate how excluding these users can bias analysis results. We then introduce an approach that is more inclusive for lowly connected users by incorporating them into larger groups. Experiments show that our approach outperforms the existing state-of-the-art in terms of F1 and Jaccard similarity scores while reducing the bias towards low-degree users.
I. INTRODUCTION
Community detection is a fundamental task in social network analysis [1] that identifies subgroups within social networks. Existing community detection approaches suffer from a major flaw-the inability to assign lowly connected users to communities. Despite the fact that lowly connected users are definitionally not well-integrated into the social network, the information they provide can be crucial for a better understanding of the motivations and beliefs of the community, especially considering that there could be a long-tail of lowly connected users. Failure to incorporate the lowly connected users may result in biased results. For instance, studying groups within a social network can be biased towards users whose tweets get a large number of retweets. This will lead to a biased analysis of the data in which not all users' voices are heard.
We demonstrate the existence of this bias by showing what is omitted by existing community detection approaches. We use two state-of-the-art approaches, CESNA [2] , and the Louvain method [3] . Louvain uses only the network when assigning communities, while CESNA uses both the network and user attributes. We apply these methods to two separate datasets, one based on Gamergate and one based on the 2016 U.S. Presidential Election. Both of these datasets contain two major contingents and ground truth information. Table I shows the information that is omitted by putting the lowly connected users into insignificant communities. The "#refugeeswelcome" hashtag is excluded from analysis if we use CESNA for community detection since the user who tweeted this hashtag was put in a small insignificant community. By not including this user tweeting this hashtag into a significant community, we lose this piece of information when we analyze the significant communities in the U.S. Election dataset. In other words, degree is not correlated with relevancy to the topic, and therefore degree and connections in social networks should not be the only indicative factors for community membership.
Other examples are demonstrated in Table I , such as the "#Christians4Hillary," "#gamersagainstgamergate," and many other hashtags as reported in the table.
The goal of this work is twofold. First, we demonstrate empirically the existence of biases in existing community detection approaches using real world datasets. Through this analysis, we show that current state-of-the-art community detection methods ignore lowly connected users that have few links-by putting them into insignificant small or singleton communities which are then ignored in the study. We define insignificant communities throughout this paper as follows:
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threshold value that can be treated as a hyperparameter and will be used in our proposed algorithm. We call node n an insignificantly labeled node if: ∃ c insig such that n ∈ c insig where c insig is an insignificant community. These insignificantly labeled users have value and should be included in the communities, as they offer a more diverse, nuanced representation of those communities. Second, to overcome this issue, we introduce a new community detection method-Communities with Lowly connected Attributed Nodes (CLAN)-that will mitigate the existence of this bias toward low-degree nodes which are more likely to be insignificantly labeled. We call method M bias towards node n if n is determined to be an insignificantly labeled node by M .
Our contributions are as follows: 1) We introduce CLAN, a community detection approach that categorizes low-degree users into communities. 2) We show that CLAN is able to outperform the existing state-of-the-art community detection methods in terms of predictive accuracy, while still being able to classify more users. 3) We demonstrate the existence of bias in community detection approaches that is introduced from ignoring lowdegree users. We show that CLAN is able to overcome this challenge by classifying these low-degree users.
II. RELATED WORK

A. Non-Attributed Methods
One of the widely used community detection methods is the Louvain method, which utilizes the modularity value to obtain partitions by optimizing an objective function discussed in [3] . However, this method tends to create many small and singleton communities and assign low-degree users into them-which can be biased towards low-degree people who are relevant by context to the significant groups, but not connected through the network structure. Other examples are BigCLAM [4] and DEMON [5] . More information can be found in [6] which is a user guide for community detection and its methods. Using node attributes in addition to the network structure will add additional information, as discussed in [7] , and can be helpful in reducing these types of biases in social networks. There are methods that use node attributes in combination with the network structure to create communities.
B. Attributed Methods
These are methods that utilize node attributes in addition to the network structure. Some attributed community detection methods are discussed in [8] . From this, one of the widely known methods that uses node attributes in addition to the network structure is a generative model called CESNA [2] . This method restructures the network by incorporating node attributes. Experiments show that this method performs well by having a high precision value; however, it suffers from having a significantly low recall value. Low recall value may be indicative that this method also discards some of the important users-which we are trying to avoid in order to minimize bias. In addition to CESNA, other methods have been proposed, such as Block-LDA [9] , PAICAN [10] , shared latent space models such as CLSM [7] , and embedding-based approaches like LANE [11] , which utilize node attributes in order to detect communities, or ELAINE [12] , which utilizes edge attributes. However, none of these methods try to target the existing bias in social networks.
III. COMMUNITY DETECTION DATASETS
Studying community assignments requires datasets where the underlying communities are explicitly labeled. To satisfy this, we use two different datasets-Gamergate and U.S. Presidential Election.
A. Gamergate
The Gamergate dataset consists of tweets posted in 2014 between the months of August through October. The tweets surround the Gamergate controversy [13] . It contains 21,441 users who collectively produced 104,914 tweets. These users fall into one of the two groups surrounding the controversy. One group consists of Gamergate supporters who are tweeting about ethics in journalism and believe that regardless of the relationship between journalists and game developers, journalists should give honest reviews to game developers. The other group, Gamergate opposers, argues that Gamergate supporters attack female game developers and also feminist critics, and that they are not concerned with ethics in journalism, but are using the opportunity to attack women in the gaming industry. We collected ground truth labels indicating the stance (belonging group) of each user for this dataset by performing a Mechanical Turk experiment from which we obtained 7,320 labeled users.
B. U.S. Presidential Election
This dataset contains 10,074 users who discuss the U.S. presidential election of 2016. This dataset consists of two major groups which indicate the political party of each user. This dataset comes from [14] . We only utilized the seed users from the whole dataset.
IV. PROPOSED METHOD
We have confirmed that ignoring low-degree users introduces bias into the resulting analysis of the data. Placement of low-degree people into insignificant groups may create the illusion that these small communities are communities that are not particularly relevant to the major groups that need to be studied, and therefore can be ignored. We observed that these low-degree nodes had relevant and informative content to the study, based on our ground truth labels, that it is crucial to keep them in the significant communities. Low-connectivity in social networks may be a result of several factors. Consider the retweet network as an example: there may be different reasons for low-connection, such as users having unique ways of expressing ideas that are yet relevant to the majority group's opinion, the tweet content is long which tends to repel other users from reading and retweeting, or in case of introverted users with small friendship circles, tweets may not get enough attention or retweets. Network sampling can also change network measures and create unrealistic low-degree users [15] , [16] . These reasons are not indicative of irrelevancy of topic and should not cause a bias toward low-degree users of such types and their exclusion from significant communities. In light of this, we propose a community detection approach that addresses the following issues: 1) Bias against low-degree nodes. 2) Bias from low recall: Having low recall means exclusion of users; this is not desirable since we want to be able to maintain all the users for a comprehensive study.
We define recall as shown in Equation 2, where n denotes the total number of communities found by the method, x i denotes the labels for community i found by the community detection method, and y i the ground truth labels for community i.
3) Predictive accuracy of the model. We introduce CLAN, Communities from Lowly connected Attributed Nodes, which addresses these issues. CLAN uses node attributes, such as text, alongside the network to classify the insignificantly labeled users into their correct belonging significant communities. By not changing the network structure and only adding information to this structure through the additional node attributes, such as text utilization, results obtained from CLAN would tend to have higher recall values. Through experimentation will show in our results that CLAN has a superior performance and is in a higher agreement with the ground truth communities. Algorithm 1 provides a formalization of our approach which shows how we achieve the above solutions.
The CLAN algorithm is a two-step process in which we first use unsupervised learning to develop communities using network attributes and modularity value. Once we have the communities, we will then turn the problem into a supervised classification problem where we will classify the insignificantly labeled users from insignificant communities into the major communities using additional node attributes that were held out in the first step-such as text attributes associated to a user. The first step of this straightforward process is where we utilized the Louvain method discussed in [3] . Note that any community detection task that only utilizes the network, such as BigCLAM and DEMON [4] , [5] , can replace this step, which makes our algorithm flexible, in general, and also capable of handling overlapping communities. Once this method is applied and the communities are obtained, we train a classifier on the majority communities using node attributes as features. The introvert users will then be classified into the majority groups that were used in our training process. The features can be any held out node features, such as text or hashtags, that each user used in his tweets.
V. COMMUNITY DETECTION RESULTS
In this section we will iterate over the results obtained from CLAN compared to two widely used community detection methods. Thus, we report two numerical values one of which shows how our method is less biased towards having insignificantly labeled nodes and the other showing our method's ability to maintain the high performance in terms of detecting the communities compared to the state of the art methods.
A. Quantitative Results
Through our quantitative experiments, we will first report the scores for the F1 and Jaccard similarity scores between the ground truth labels and three different methods. Table  III contains results for the F1 and Jaccard similarity scores obtained from comparisons made between the ground truth labels and labels obtained by applying each of the methods on the two datasets. In addition to reporting the F1 and Jaccard score results from the ground truth comparisons, we conducted another experiment in which we report the results indicating the number of significantly labeled users by each of the methods. These show the number of users that the method has appropriately labeled into their significant communities preventing from being ignored in insignificant communities. The more significantly labeled users a method has, the less susceptible it is to bias based on our definition of bias. In Table III , we reported the percentage of significantly labeled users in each of the methods from the two datasets. These results confirm that our method, CLAN, has mitigated the bias towards these users by incorporating them into the significant communities.
The results reported in Table III confirm that not only is our method able to achieve superior predictive accuracy, but it also mitigates bias against insignificantly labeled users by assigning them labels that prevent them from exclusion.
VI. CONCLUSIONS AND FUTURE WORK
We introduce CLAN, a new community detection method that mitigates the bias in existing detection methods that fail to properly account for sparsely connected nodes in social networks. CLAN minimizes such biases by including the lowly connected nodes in their true communities. Our empirical results demonstrate that inclusion of those users enables CLAN to achieve overall superior performance in terms of F1-score and Jaccard similarity. We reported these results by providing evidence through our qualitative and quantitative experiments. Through qualitative analysis, we are able to show that these lowly connected users, in aggregate, offer information that can be of use for analysis of social network data.
We see two promising directions for future work. First, we would extend this method to introduce a new hierarchical community detection method capable of detecting subgroups within larger communities. Second, we would like to consider edge attributes simultaneously with node attributes to enable our method to consider different types of connections.
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