Introduction
In this paper, a pattern recognition approach is presented to tackle the problem of several diseases that affect the gait of a person. As gait impairment is a common feature of many pathologic conditions, including neurologic, orthopedic and rheumatologic diseases [1, 61] , a careful analysis of human gait could be a useful indicator in monitoring, diagnosis and rehabilitation. Gait analysis relies on kinematic measures, and it aims at analyzing and controlling the movements of patients.
Generally, the study of the human gait is undertaken in laboratory clinical setting for a wide range of pathologies, even if recently researches showed that several technologies become to be flanked to the well-established optoelectronic systems as shown in [3] where a comprehensive list of recent state of the art technologies is described. The most adopted tools for gait analysis, as also shown in [9] , are based on motion capture systems and the related algorithms exploiting active or passive markers, electromyography (EMG) [5, 23, 28] , inertial sensors [16, 25, 36] , dynamometric platform [51] , circle-fit approximation [17] , centroid tracking algorithm [30] and ad-hoc algorithms [42] .
Decision making for gait analysis can be supported by the use of computational intelligence techniques for determining automatically the status of a patient. Nevertheless, these are not the sole approaches, since different techniques should be applied in the feature selection problem, like Abstract This paper deals with the opportunity of extracting useful information from medical data retrieved directly from a stereophotogrammetric system applied to gait analysis. A feature selection method to exhaustively evaluate all the possible combinations of the gait parameters is presented, in order to find the best subset able to classify among diseased and healthy subjects. This procedure will be used for estimating the performance of widely used classification algorithms, whose performance has been ascertained in many real-world problems with respect to wellknown classification benchmarks, both in terms of number of selected features and classification accuracy. Precisely, support vector machine, Naive Bayes and K nearest neighbor classifiers can obtain the lowest classification error, with an accuracy greater than 97 %. For the considered classification problem, the whole set of features will be proved to be redundant and it can be significantly pruned. Namely, groups of 3 or 5 features only are able to preserve high accuracy when the aim is to check the anomaly of a gait. The step length and the swing speed are the most informative features for the gait analysis, but also cadence greedy algorithms [2, 27] , swarm optimization [21, 59] , branch and bound algorithms [37] and so on [54, 55] . Similar approaches have been largely employed in real-world problems like text-processing [52, 62] , audio and image processing [7, 11, 32] , data regression [8, 29, 40, 56] , medical applications [15, 22, 44] and data mining in general [31, 41, 45, 50] .
To this end, commonly adopted methods perform a transformation of the feature space as well as a compression of it (e.g., using information theory) or a projection of the dataset into a possibly, reduced data space, (e.g., principal component analysis) [39, 47] . In the present paper, a feature selection method is applied in the medical field where it is important to maintain the physical and clinical meaning of the measured features representing the dataset, in order to facilitate the identification of the relationship between the outcome of the classification diagnosis and the medical conditions of the patient. Consequently, the original representation of the input variables is not altered, but only a subset of the features is selected in order to make them more interpretable by the clinicians. Precisely, the attention is focused on the gait classification that, even if it has been largely studied, it is still lacking of an accurate and detailed analysis on the feature selection problem to identify normal gait.
In several works, some of gait parameters are used to discriminate among diseases [6, 24, 46, 64] . Unfortunately, the high motion variability due to patients' body function impairments increases the classification difficulty. The feature selection method, which has a great impact to improve the final result [10, 14, 38] , has been formerly studied in [60, 63] where some techniques of features extraction are analyzed, or in [66] where a novel fuzzy kernel motion classifier specifically designed for stroke patients rehabilitation is presented. Such models, either based on neural networks or not, will be used as a benchmark in our work, where data fusion and pattern recognition procedures are adopted for movement analysis and classification in order to discriminate among diseased and healthy subjects.
In our case, it is useful to apply techniques allowing to sort the measured features based on their contribution of information in the context of the considered modeling problem. In fact, among all of these features, a specific subset might be more suitable for the classification of particular diseases. In post-stroke hemiplegia, for example, spatial-temporal variables, like gait speed, represent the most important markers of deficit severity and functional ability characteristics [43, 57] . Similarly, gait in Parkinson's disease is mainly characterized by alterations of spatial-temporal features, like reduced gait speed and step length, start hesitation, freezing and festination [34] From this point of view, the possibility to combine the spatial-temporal data of gait into a limited set of variables to distinguish between healthy and impaired subjects may represent a useful tool for clinicians working outside of a movement analysis laboratory.
The underlining idea of the approach proposed in this paper is a feature selection method to exhaustively evaluate all the possible combinations of the input features and then to find the best subset. In this way, the number of redundant features may be reduced, gaining the maximal performances of the learning algorithm in terms of quality, speed and accuracy.
In particular, four different diseases are considered that affect the normal gait of a subject; they are multiple sclerosis, post-stroke hemiplegia, hip osteoarthritis and Parkinson's disease. In this way, the reliability of our tests is increased by inserting completely different diseases and paying attention on the effects that they have on the gait. Since these pathologies cause similar impairments on the gait, the aim is to show the ability of the algorithms to correctly identify the anomaly also when they are tested in disparate situations.
Materials and methods

Subjects
People with no history of neurological conditions or gait's impairments that could influence the analysis was selected in our tests. It was asked to all the participants, both the healthy subjects and those having a gait disorder, to wear a minimum number of garments (a pair of slip) in order to allow the application of the reflective markers by means of a double-side adhesive hypoallergenic. The analysis was conducted in collaboration with the Biomechanics and Movement Analysis Laboratory, Physical Medicine and Rehabilitation of the University of Rome "La Sapienza", in Italy. All the experiment procedures and data access were approved by the ethics Committee of the University Hospital. Informed consent was obtained from all individual participants included in the study. The participants were examined by the experienced doctors and the ones with severe cognitive, perceptual or communication problems or any other health conditions that could have been not suitable for the experiment have been carefully excluded during the selection process.
As described in the following tables, the analysis was performed on a single dataset composed by 30 healthy subjects and 85 subjects who present a gait disorder. So, a total of 115 people were involved in the research, 52 females and 63 males with an average age of 56. The considered features were all the spatial and temporal parameters normally used in a biomechanics laboratory. Additionally, two indexes, specifically computed for this analysis, were inserted to have a mean that could help in measuring the dissimilarity of the gait. For all of the parameters, both the left and the right values were considered, with the exception of the cadence and the mean speed that have a unique value for both the feet; so, a total of 16 features were processed in the analysis. A short description of them is provided in Table 1 , the estimated parameters are step (R), step (L), stride (R), stride (L), mean speed, cadence, index 1, index 2, width (R), width (L), stance (R), stance (L), double support (R), double support (L), swing speed (R), swing speed (L). The characteristics of the participants for the five groups are presented in Tables 2 and 3 .
Three-dimensional kinematic data were collected using an 8 camera stereophotogrammetric system (ELITE, BTS, Milan, Italy) sampling at 100 Hz. All kinematic data were filtered using a fourth-order, zero lag, low-pass Butterworth filter with a cutoff frequency of 6 Hz. Anthropometric data were collected for each subject, and 20 retro-reflective spherical markers were placed on specific landmarks, as previously reported in [33] . The stereophotogrammetric system used in our laboratory is shown in Fig. 1 .
Experimental procedure
Subjects were instructed to walk at a self-selected speed along a flat surface approximately 10 m in length. Three valid trials, i.e., those in which subjects were able to complete the entire walk without freezing, falling or any destabilizing event, were carried out for each subject.
Since there is not a unique definition of normal gait, as shown in [58] , a feature selection method to exhaustively evaluate all possible combinations of input parameters is proposed, in order to find the best informative subset that could help clinicians to make a diagnosis of the subjects. The high motion variability due to patient's body function impairment can significantly increase the classification difficulty, but the feature selection method has a great impact on the final result. Table 1 A detailed description of the spatio-temporal parameters acquired by the stereophotogrammetric system and used for the analysis L and R represent the left and right side of the subject Feature Description
Step length (R and L) (m) The distance travelled from the heel contact of one foot to the heel contact of the contralateral foot Table 2 Cardinality and mean age for each class as well as mean and SD of 7 features for each group
Group description
Step 
Numerical dataset
First of all, the features are normalized with a linear transformation in the range between 0 and 1. Let P the number of patterns of the dataset D = {x 1 , x 2 , . . . , x P } and N be the number of attributes of each pattern, that in our case is equal to 16. Thus, each pattern, which is associated to a subject, is represented as a N-tuple of real numbers as follows:
As the data features have a different physical nature, patterns are normalized column-wise using the following substitution:
where a j = max h=1...P {x hj } and b j = min h=1...P {x hj } . After normalization, all of the spatio-temporal parameters normally acquired in a biomechanical laboratory are analyzed in order to find the most relevant features able to discriminate among diseased and healthy subjects. Our input set is composed of 16 features so, since there are 2 16 − 1 possible combinations of them, a total of 65,535 subsets of features should be considered.
The correct choice of the most relevant features is crucial, so different classification's function is used to select the most representative ones and to determine how accurately they identify the presence of the gait disease in a subject. For each possible combination of the input features, the classification error and the confusion matrix are evaluated by means of a classification model trained using all the P patterns in D but considering for every pattern the selected features only.
Classification algorithms
The results of 7 widely used classification algorithms are evaluated and compared, as the final classification performance is strictly related to the chosen model. Below is provided a short description of them:
• Linear discriminant analysis (LDA) [19] uses a linear polynomial to separate patterns in two or more classes; • Quadratic discriminant analysis (QDA) [26] , similarly to the LDA, tries to characterize a dataset using a quadratic polynomial.
• Naive Bayes classifier [49] is a classification algorithm based on the Bayes' theorem, supposing a strong independence among features; • Neuro-fuzzy classifier, based on a fuzzy inference system (FIS) [35] , tries to partition the dataset into fuzzy classes;
(1) • Classification and regression tree (CART) classifier [53] operates by recursively splitting the data until ending points are achieved using some preset criteria; • K nearest neighbors (KNN) approach [13] , which assigns a class based on the most frequent class among the patterns in the neighborhood; • Support vector machine (SVM) [26] adopts radial basis function (RBF) kernels for manifold adaptation.
Validation procedure and parameters selection
The dataset is shuffled into a training set and a test set; precisely, a tenfold cross-validation process is performed where 10 rounds of classification are carried out for each classifier using different subsets for training and testing [48] . The numerical parameters to be set in advance for the used classifiers have been determined using an inner threefold cross-validation on each training subset; they have been selected as explained in the following. In the SVM, a radial basis function is used with a SVM Karush-Kuhn Tucker (KKT) violation level equal to 0.05 [20] . Also, the following choices were made within the used classifiers: for KNN, the value K of nearest neighbors varied in the range (2, 10), using the Euclidean distance, and the final choice was K = 3; for Naive Bayes classifier, the normal distribution with diagonal covariance was adopted as prior; the FIS classifier consisted of five Mamdani-type fuzzy rules, having varied the number of rules in the range (1, 10).
Performance evaluation
The classification accuracy is evaluated in terms of classification rate over tenfold, which is the percentage of patterns incorrectly classified, and considering the confusion matrix, which gives us the total number of false positives, false negatives and subjects correctly classified. When more than one subset of features yields the same performance, only the one having the minimum complexity is selected. Namely, for equal classification errors, the subset that involves the minimum number of features is considered as per well-known results of learning theory.
The performances of classification algorithms are evaluated in terms True Positive (T P ), False Positive (F P ), False Negative (F N ), False Positive (F P ). Namely, they are the basis for the following performance indexes:
• Sensitivity is the proportion of true positives that are correctly identified by the test [4] :
• Specificity measures the proportion of true negatives that are correctly identified [18] :
• Accuracy is the proportion of the true results, either true positive or true negative [12] :
Each pattern is labeled either as healthy subject (in the control group) or as a diseased subject (multiple sclerosis, post-stroke hemiplegia, hip osteoarthritis or Parkinson's disease). Our aim is to show how the selection of features influences the results, showing what happens when new information is added in the dataset by the selection of new parameters. All experiments were carried out using MAT-LAB R2013b on a machine with Intel Core i5 processor with a CPU @ 3.00 GHz and 16 GB of RAM.
. 
Results
The main classification results are summarized in Table 4 , where for each classification algorithm, there are reported minimum, maximum and average classification error among all of the possible combination of features as well as the best solution and the related cardinality.
To describe the dataset a string of 16 bits is used, each bit represents a feature and takes value 1 if the corresponding feature is selected and 0 otherwise. The features are in order: step R, step L, step R, step L, mean speed, cadence, index 1, index 2, width R, width L, stance R, stance L, double support R, double support L, swing speed R, swing speed L.
Since some algorithms require considerable time for the computation of all errors, the time necessary for each classification model is illustrated in Fig. 2 . It can be noticed that KNN, QDA and LDA are the faster classifiers, while SVM is associated with the worst computational time.
In Table 5 , a better description of the input dataset is provided, and there are 16 rows (one per feature) and 8 columns (one per each algorithm plus the number of times that each feature is selected in an optimal dataset); each element of the table takes value 1 if the corresponding feature is selected and 0 otherwise. The number of occurrences reported in the last column of Table 5 is illustrated as a histogram in Fig. 3 .
The confusion matrices that give us the total number of false positives, false negatives and subjects correctly classified, for each classification algorithm are reported in Tables 6 and 7 . A confusion matrix is a table that contains information about actual and predicted classes. Each column represents the instances in a predicted class, while each row represents the instances in a true class:
• element {C 1 , C 1 } is the number of healthy subjects that are correctly classified as healthy subjects; • element {C 1 , C 2 } is the number of healthy subjects that are incorrectly classified as diseased subjects; • element {C 2 , C 1 } is the number of diseased subjects that are incorrectly classified as healthy subjects; • element {C 2 , C 2 } is the number of diseased subjects that are correctly classified as diseased subjects.
As the tests were repeated several times, each entry of such confusion matrices contains average value and SD. Finally, the performance indexes introduced in (3)- (5) are summarized in Table 8 .
Discussion
Let us consider the best feature set for each classification algorithm and the relative classification error, as reported in Table 4 . Only the subsets having minimum complexity are shown, but it is interesting to underline that even when there is more than one subset scoring the lowest classification error, the one with minimum complexity is always unique. A discussion regarding the overall results is reported in the following, splitting the classification models into three different subsets according to the range of classification performances.
Classifier subset #1: KNN, Naive Bayes and SVM
It is clear from Table 4 that the KNN has the best performance in terms of classification error with a value of 2.00 %, but its cardinality is not the best one since it selects nine features. The NaiveBayes and the SVM classifiers should be considered better because, despite the small increase of classification error, which reaches 3.5 and Step
28.800 ± 0.422 1.200 ± 0.422 28.000 ± 0.000 2.000 ± 0.000 28.900 ± 0.316 1.100 ± 0.316 28.500 ± 0.707 1.500 ± 0.707
5.100 ± 0.738 79.900 ± 0.738 5.400 ± 1.075 79.600 ± 1.075 1.200 ± 0.422 83.800 ± 0.422 2.500 ± 0.527 82.500 ± 0.527 Table 7 Confusion matrix for each optimal dataset and for SVM, CART and FIS algorithms
29.000 ± 0.000 1.000 ± 0.000 27.700 ± 0.675 2.300 ± 0.675 27.800 ± 0.789 2.200 ± 0.789 C 2 3.900 ± 0.876 81.100 ± 0.876 2.200 ± 0.422 82.800 ± 0.422 1.400 ± 0.699 83.600 ± 0.699 4.3 %, respectively, they are able to select a small number of features that is equal to 3. This means that with three features only these algorithms are able to discriminate among the different pathologies with a high accuracy. It is also interesting to notice that the step L and swing speed R are selected by both the results. This confirms that these two features have certainly a good capability of discriminating the presence of a gait disorder; in fact, the first is selected also by other four algorithms, and the last one by the majority of them (six out of seven).
Classifier subset #2: FIS and QDA
Despite these two classifiers select a small number of features, 5 and 4, respectively, the classification error is among the higher values. In fact, even if FIS obtains a minimum error of 3.1 %, the average error and the maximum value are poor, with an average value of 79.5 %. The QDA obtains a minimum error of 6.4 % that is the worst result among the other classifiers; anyway, it allows us to discriminate the subjects with a good accuracy.
Classifier subset #3: CART and LDA
Finally, CART and LDA present slightly worse results with a bigger cardinality of the features set, 9 and 8, respectively, and similar behavior on the classification error that ranges from 3.9 to 5.5 %.
Final discussion
The algorithms are tested also in terms of three indexes, in order to evaluate the best one in terms of accuracy. As it can be seen from Table 8 , KNN confirms its best results, Fig. 3 Number of algorithms for which each feature has been considered within the best set of the selected ones reporting the best values of sensitivity, specificity and accuracy; in general, the other algorithms do not present very different values of such indexes. The results presented above confirm a high accuracy that allows us to obtain very low errors in discerning among diseased and healthy subjects. In fact, in the worst case of QDA, only 7.4 people out of 115 in mean are wrongly classified. While in the best case of KNN only 2.3 subjects are inserted in the wrong class, as it can be seen in Tables 6  and 7 .
The important aspect to underline when different algorithms are tested is the number of selected features; some algorithms are very efficient considering only 3 features out of the total 16, but in other cases, as for KNN or CART, the performances are not so good because 9 features are selected.
An exhaustive search among all of the possible combinations of the input features demonstrates that some of them are more important when the aim is to discriminate among diseased and healthy subjects. It can be noticed, by observing Table 5 and Fig. 3 , that the features most involved in this task are step L and the swing speed R that are selected by almost all the used algorithms (6 and 5 times, respectively). Also the stride length R, the cadence and the step length are quite informative since they are selected by the majority of the algorithms. This is confirmed by recent works that show the alteration of the step length in the Parkinson's disease patients [34] , or the cadence and the gait speed in the post-stroke hemiplegia [43, 57] . Despite of what is often underlying in the gait speed, which is one of the most used parameters able to individuate the anomaly in a gait in our results [34, 65] , it is not among the main parameters able to discriminate among pathological and physiological gait.
The two indexes added to the spatio-temporal parameters are important especially for those diseases that affect only one side of the body, where there is a dissymmetry of the gait but also an increase of the double support time on a single foot. The width or the stance length are certainly the features that bring the minimum information and that should be excluded when the aim is to discriminate among several diseases.
Conclusions
In this paper, a pattern recognition approach is presented to retrieve information from medical data acquired directly by a stereophotogrammetric system. An exhaustive feature selection method is presented to search, by using seven different classification algorithms, among all the spatio-temporal parameters of a gait cycle, to find the most informative features in detecting the presence of a gait disorder.
The best subset of features for each algorithm able to discriminate among diseased and healthy subjects is found, highlighting the importance of the step length, the swing speed and the cadence in detecting the presence of a gait disorder. It is proved that the whole set of features presents redundancy in information, since a group of 3, 4 or 5 of them are sufficient for achieving good results in terms of classification accuracy.
Precisely, the outcomes show a suitable classification accuracy, higher than 97 %, which is also confirmed by some performance indexes ranging from 83.8 to 98.8 %. The KNN, Naive Bayes and SVM classifiers are the best algorithms in this context, since they obtain the lowest classification error with a small number of selected features. Nevertheless, the proposed approach makes gait classification more simple to be solved, providing a direct information about the relevant clinical features avoiding any transformation or projection of them into a different data space.
This should be a great contribution especially in the perspective of a home-based rehabilitation system, providing support to the clinicians in realizing a remote diagnosis for the patients.
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