In this paper a new ILU factorization preconditioner for solving large sparse linear systems by iterative methods is presented. The factorization which is based on Abiorthogonalization process is well defined for a general positive definite matrix. Numerical experiments illustrating the performance of the preconditioner are presented. A comparison with the well known preconditioner RIF p of Benzi and Tůma is also included.
Introduction
In this paper we consider the solution of linear systems of the form Ax = b, (1) where the coefficient matrix A ∈ R n×n is large, sparse and nonsymmetric positive definite (NSPD), and b is a given right hand side vector using preconditioned conjugate gradient-type methods. Suppose that A admits the factorization
where L, U T are unit lower triangular matrices and D is a diagonal matrix. IfL andŪ T are sparse unit lower triangular matrices approximating (in some sense) the matrices L and U T , respectively, andD is a nonsingular diagonal matrix approximating D, then we say that matrix M with
is an incomplete LU (ILU) factorization preconditioner for matrix A. The transformed linear systems
or
have the same solution as system (1) and seem to be better-conditioned than the original system (1) to solve. It is wellknown that an incomplete factorization of a general matrix A may fail due to the occurrence of zero pivots, regardless of whether A admits the LU factorization or not. Moreover, trouble (in the form of numerical instabilities) can be expected in the presence of small pivots. In the SPD case, a breakdown occurs when a non positive pivot is encountered. A number of remedies have been proposed to deal with the problem of breakdown, particularly in the SPD case. Significant progress for the SPD case and the general case has been made in recent years. Some of these techniques can be found in [1] [2] [3] [4] [5] [6] [7] [8] . In [3] , Benzi and Tůma have presented a safe and reliable method, called RIF (robust incomplete factorization) for computing an approximate factorization A ≈LDL T , withL unit lower triangular matrix andD a diagonal matrix. Unlike the standard Cholesky factorization, their technique is based on an inherently stable A-orthogonalization process and is therefore applicable to general SPD matrices. This is simply the Gram-Schmidt process with respect to the inner product generated by the SPD matrix. In [9] , Rezghi and Hosseini have introduced an ILU preconditioner for NSPD matrices by using the conjugate Gram-Schmidt process. They have shown that by applying the A-biconjugation algorithm to both A and A T matrices, it is possible to obtain an approximate factorization of a NSPD matrix.
The aim of our paper is to present a new breakdown-free method called RIF p − NS, to construct an approximate factorization for any NSPD matrix. The new method is based on the A-biconjugation process but it only use matrix A.
This paper is organized as follows. In Section 2 we briefly review A-biconjugation algorithm and discuss the implementation of RIF and RIF p preconditioners. In Section 3 we describe the new techniques RIF − NS and RIF p − NS for computing an approximate factorization of the form (3). These techniques are applicable to any positive definite matrix. The resulting preconditioners are reliable (pivot breakdown can not occur) and effective at reducing the number of iterations. Section 4 is devoted to the numerical experiments that are done by using some test matrices. In Section 5 some remarks and conclusions are presented.
Reformulation of A-biconjugation algorithm
The A-biconjugation algorithm that is presented by Benzi and Tůma in [10] is an algorithm that uses matrices A and A T to construct the unit upper triangular matrix Z , diagonal matrix D, and unit upper triangular matrix W in the inverse factorization
It has been shown that for limited class of matrices, i.e., H-matrices, no division by zero will occur during the run of Abiconjugation algorithm. In [11, 12] the authors have shown that by a reformulation of the A-biconjugate algorithm no division by zero will occur for broad range of matrices, i.e., positive definite matrices. The reliable version of the AINV algorithm based on the reformulation of A-biconjugation algorithm is as follows:
Algorithm 1 (Reformulation of the A-biconjugation algorithm). 
If i = n goto 13 8.
For j = i + 1, . . . , n Do:
14.
From (2), (6) , and the fact that the factorization of the form (2) is unique, we have
In [13] , we have shown that for 1 ≤ i ≤ j ≤ n the following two relations hold
and
Therefore, by using relations (7)- (9) we obtain
Hence the L and U factors of A = LDU factorization can be obtained as a by-product of the A-biconjugation process at no extra cost. Based on relation (10) the following algorithm can be given.
2.
5.
If i = n goto 14 8.
10.
The incomplete factorization based on A-biconjugation process needs two drop tolerances, one for incomplete Abiconjugation process, to be applied to the Z and W factors, and a second one to be applied to the entries of L and U matrices. The latter is simply post-filtration that is once a column of L and a row of U have been computed. Removing small entries from the columns and rows of L and U factors, lead to some degradation of the convergence rate of iterative methods, but this is often compensated by saving in the computational work obtained from having sparser L and U factors.
As mentioned in [3] , two variants of incomplete factorization based on A-biconjugation process, called RIF (without post-filtration) and RIF p (with post-filtration), can be obtained. If a drop tolerance parameter T 1 is used to sparsify the newly updated vectors w (i) j and z (i) j after step 11 of Algorithm 2 by dropping those entries that are less than T 1 , then RIF preconditioner will be obtained. If in addition, a drop tolerance T 2 is used to drop the small entries of L and U factors after step 10 (post-filtration) of Algorithm 2, then RIF p preconditioner will be obtained.
It should be mentioned that, the other versions of RIF and RIF p preconditioners called NRIF and NRIF p , were presented in [9] . To construct NRIF and NRIF p preconditioner step 11 of Algorithm 2 was replaced by
The most important issue to be mentioned is that, since for every i, the vectors z 
are all positive, provided that the original matrix A is positive definite. Thus in exact arithmetic, the RIF and RIF p preconditioners exist and no division by zero will occur during their construction.
RIF − NS method
Note that, in Algorithm 2, matrix A T generates vectors {u i } n i=1 at step 5. These vectors are needed for generating numbers p
We have shown that [13] , by using the following proposition, it is possible to obtain the numbers 
From (10) and (11), we immediately observe that
Based on (13), a transpose-free version of Algorithm 2 can be stated as follows:
If i = n goto 15
7.
For j = i + 1, . . . , n
8
.
In exact arithmetic the above algorithm, as Algorithm 2, is applicable for nonsymmetric positive definite matrices and no division by zero will occur. Of course, instabilities due to positive but extremely small pivots may occur in finite precision and a thresholding technique may still be necessary to guard against such possibilities.
As previous section, we can use drop tolerances T 1 and T 2 and obtain two variants of incomplete factorization based on A-biconjugation process. The RIF − NS preconditioner will obtain by incorporating a single dropping strategy with drop tolerance T 1 for only sparsifying vector w (i) j after step 12 of Algorithm 3. The RIF p − NS preconditioner will obtain by using a dropping strategy with drop tolerance T 1 for sparsifying vectors w (i) j after step 12 of Algorithm 3 and also by using a dropping strategy with drop tolerance T 2 for removing small elements of L and U factors after steps 9 and 11 of this algorithm. Since for k < i the elements u kj are used to compute p
in line 10 of Algorithm 3, the drop tolerance T 2 should be chosen small since large value leads to the degradation of the convergence rate of iterative methods.
Numerical experiments
In this section we focus our attention on comparison between our new preconditioner RIF p − NS and the well-known RIF p preconditioner. All the tests were run on a PC with CPU 3 GHz(full) and 1.00 GB of RAM and all the codes were written in Matlab. Results of right preconditioned QMR, BiCGSTAB and GMRES(10) methods using both RIF p and RIF p − NS preconditioners are presented in Tables 3-5 . The results of unpreconditioned methods and matrix properties are listed in Table 1 .
In this table ''n'' means dimension of the matrix, ''NZ'' stands for the number of nonzero entries of the matrix, and ''It-QMR'', ''It-BiCG'' and ''It-GMRES(10)'' denote the number of iterations of QMR, BiCGSTAB and GMRES(10) methods, respectively. The nonsymmetric test matrices are taken from the University of Florida sparse matrix collection [15] and Matrix Market collection [14] . The test matrices were not reordered and no scaling was used. The initial vector for all tests is selected zero vector and the right hand side vector is b = Ae, where e = [1, . . . , 1] T . The stopping criterion r k 2 ≤ 10 −6 , was used, where r k = b − Ax k is the kth iterated residual of the linear system to be solved. In this table a dagger (Ď) indicates that no convergence is achieved after 10 000 iterations. In Table 2 , properties of the preconditioners are listed. ''density'' means
, where NZ(X) is the number of nonzero entries of matrix X. In this table ''Prcosts'' denotes the number of arithmetic operations (Flops) for constructing the preconditioner divided by NZ(A). For all matrices we have used the drop tolerances T 1 = 0.1 and T 2 = 0.01 to construct both preconditioners. In Tables 3-5 , ''Itr'' stands for the number of iterations, ''Itcosts'' denotes the number of Flops needed for the iteration phase divided by NZ(A) and ''Tcosts'' is the total number of arithmetic operations, i.e., Tcosts = Prcosts + Itcosts.
In Tables 3-5 a dagger (Ď) means that no convergence is achieved after 1000 iterations. In the computation of the two preconditioners whenever the pivot element was less than 10 −16 we replaced it by 0.1. This case only happened for matrices saylr3, cavity05, and cavity06. Table 2 shows that for T 1 = 0.1 and T 2 = 0.01, the nonzero density of RIF p −NS is close to that of RIF p preconditioner. Thus the comparison of the number of iterations and the Prcosts for RIF p and RIF p −NS preconditioners will be meaningful. Tables 3-5 show that the two preconditioners give similar results from the point of view of the rate of convergence. Table 3 shows that for all matrices except cavity06, rajat04, and epb0, the total costs (Tcosts) of applying the QMR method with RIF p − NS preconditioner are less than the total costs of applying QMR method with RIF p preconditioner. The results of Table 4 are similar to those of Table 3 , except for cavity05 for which Tcosts of RIF p preconditioner is also smaller than that of RIF p − NS preconditioner. Table 5 shows that for most problems RIF p − NS preconditioner is cheaper (in terms of total costs) than RIF p preconditioner and for some matrices (like cavity06 and rajat04)
there is no convergence with RIF p − NS preconditioner. From the above discussion we can conclude that RIF p − NS preconditioner is a robust and effective preconditioner for iterative methods.
Conclusion
In this paper a breakdown-free variant of an ILU preconditioner for NSPD matrices, based on the reformulation of Abiconjugation algorithm, was presented. The new preconditioner, called RIF p − NS can be computed without using matrix A T . We observe that RIF p − NS preconditioner is applicable for nonsymmetric positive definite matrices and no breakdown will occur during its construction. Numerical experiments show that RIF p − NS preconditioner is as effective as RIF p preconditioner at reducing number of iterations of iterative methods. Numerical results indicate that the nonzero densities of RIF p − NS and RIF p preconditioners are about the same and for most of problems RIF p − NS preconditioner is cheaper (in terms of preconditioning costs and total costs) than RIF p preconditioner. We can conclude that RIF p − NS preconditioner can be a useful tool for solving large and sparse NSPD linear systems.
