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Abstract
In this paper we show how some difficult linear algebra problems can be “approximately”
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varying norm-bounded uncertainties and to unknown disturbances. In the state feedback case,
the paper provides a sufficient condition for finite-time stabilization in the presence of time-
varying disturbances; such condition requires the solution of a linear matrix inequality (LMI)
feasibility problem, which is by now a standard application of linear algebraic methods. In the
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1. Introduction
The interplay between linear algebra and linear control theory has been long and
fruitful [6]. Until very recently, it was actually felt that most linear control prob-
lems can be solved using linear algebraic concepts, an opinion further reinforced
with the introduction of linear matrix inequality (LMI) methods into control engi-
neering [16].
However, it is now known that some apparently basic linear control questions do
not admit simple solutions or any at all [7,8,18]. Such are the examples of fixed-or-
der controller design, multi-objective robust control designs, and others. While such
problems remain in a linear algebraic framework, more advanced and specialized
techniques are needed in order to “partially” solve them (see for example [19,21]);
all of these methodologies however have resulted in specialized results which are not
practically useful.
This paper advances a different notion of solving these linear control problems.
As proposed by Vidyasagar [27], Koltchinskii et al. [18], and various other authors
[3,10,22], solving some fixed-order control design problems for linear systems may
greatly benefits from the usage of stochastic algorithms. The notion of a solution
however is somehow modified from the traditional control theoretic question of pre-
senting necessary and sufficient conditions, and an algorithm which is guaranteed
to converge to the exact solution. Instead, an approximate solution is sought and all
guarantees are probabilistic. This paper proceeds to apply these techniques to the
problem of finite-time stabilization for uncertain linear systems; in the case of a state
feedback controller, the problem is converted to an LMI problem whose solution
is easily obtained, while the case of output feedback turns out to be equivalent to a
bilinear matrix inequality (BMI) problem whose solution is obtained using statistical
learning methods.
In order to give a general framework to our discussion, we should note that many
of the engineering design problems we face are instances of decision theory [15].
Results from decision theory thus play an important role in various engineering prob-
lems, including control analysis and design. Such decision problems depend on a set
of decision variables reflecting engineering choices (such as the choice of control-
ler gains), and a set of constraints reflecting engineering specifications (such as the
desired closed-loop behavior). These decision problems can be translated to optimi-
zation problems of the form
min
Y∈Y f0(Y ) subject to fi(Y )  0, i = 1, . . . , m, (1)
where f0, . . . , fm are given scalar-valued functions of the decision vector Y ∈ Y
and the set Y may be infinite-dimensional. In the specific case of control problems,
y may denote the vector of controller gains and our setup can accommodate a multi-
objective control design problem. In a more advanced setting, we may have uncertain
parameters in the open-loop system leading to the robust version of the decision
problem
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min
Y∈YmaxX∈X f0(X, Y ) subject to fi(X, Y )  0, i = 1, . . . , m. (2)
Unfortunately, these optimization problems are in general very difficult to solve.
There are a few cases (exemplified by the LMI framework in control) where the op-
timization problem is completely solvable as illustrated in this paper. The large ma-
jority of the optimization problems however (and by reduction, decision problems)
remain hard to solve unless we resort to statistical learning methods and stochastic
algorithms as will also be illustrated later in this paper.
This paper is organized as follows. Section 2 presents some linear algebra and
control problems which may be solved using LMIs and some which may not. This
section also contains an overview of the idea of empirical risk minimization. Sec-
tion 3 presents the finite-time control problem in its various versions and solutions.
Section 4 concentrates on the output feedback case of the finite-time problem which
cannot be solved using LMIs and instead has to be tackle using statistical methods.
Our conclusions are presented in Section 5.
2. Some linear algebra and control problems
As mentioned earlier, the interplay between linear algebra and control and sys-
tems theory is deep and far reaching. Bernstein has listed in [6] various open prob-
lems lying at the boundary of linear algebra and control including the problems of
robust stability, output stabilizability and pole assignment, and nonstandard matrix
Riccati equations. There are however other problems which have been completely
solved using LMIs.
Let us then first consider the basic LMI idea of formulating a design problem
as an optimization problem with linear objective and a linear matrix inequality as
follows:
min
x
cTx subject to F(x) = F0 +
m∑
i=1
xiFi  0, (3)
where Fi = F Ti ∈ Rn×n, i = 1, . . . , m. The notation F(x)  0 means that F(x) is
symmetric and positive semidefinite, and the above program is called a semidefinite
program (SDP).
On the other hand, BMI problems have the form
Find x subject to F0 +
m∑
i=1
xiFi +
m∑
i=1
m∑
j=1
xixjFij  0, (4)
where Fi = F Ti ∈ Rn×n, Fij = F Tij ∈ Rn×n, i, j = 1, . . . , m.
While LMI problems admit efficient numerical solutions, BMI problems are no-
toriously hard to solve [23]. Unfortunately, many practical linear control problems
(fixed-structure control design, multi-objective design) turn out to be equivalent to
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BMI problems. In the following, we present some linear algebra problems which are
reducible to LMIs or BMIs, before presenting the finite-time control problem.
2.1. Structured linear algebra
The following discussion is taken from [15]. A structured linear equation is given
by
A(δ)x = b(δ), (5)
where A(δ) ∈ Rm×n and b(δ) ∈ Rm are affine functions of an unknown but bounded
parameter vector δ ∈ Rl , ‖δ‖∞  1, and x is an unknown variable.
Eq. (5) can give rise to a number of different problems, as shown below. Some of
these problems can be converted into LMIs problems, while some other cannot.
2.1.1. Robust least square
This is the problem of finding a vector x that minimizes
rs(A, b, x) = max‖δ‖∞1 ‖A(δ)x − b(δ)‖2. (6)
This problem turns up in many identification and control situations and may be recast
as a robust SDP [15]. Unfortunately, robust SDP remains NP-hard and thus requiring
stochastic methods. This will be made clearer next.
2.1.2. Structured total least squares
The structured total least squares (STLS) problem arises in various inverse prob-
lem cases [12,15] and is stated as follows:
STLS problem. The structured total least squares (STLS) problem is
min
δ∈Rl
{‖δ‖2 : ∃x ∈ Rn, A(δ)x = b(δ)} . (7)
This problem can be solved approximately by solving the following robust opti-
mization problem:
Robust optimization problem. A scalar ρ is said to be an upper bound on the ob-
jective in (7) if there exists x ∈ Rn such that
A(δ)x = b(δ) for some δ, ‖δ‖2  ρ. (8)
Assume that we can compute an ellipsoid of center x0 and shape matrix P > 0
denoted by Ep = {x : (x − x0)TP(x − x0)  1}; then the quantity
ρ∗ = min {ρ : ∃(δ, x), ‖δ‖2  ρ, x ∈ Ep,A(δ)x = b(δ)} (9)
is an upper bound on the STLS problem, whenever ρ∗ > 0. This robust optimization
problem turns out to be a generalized eigenvalue problem (GEVP) with variables ρ,
x0, and P, which is a specific case of an LMI problem.
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The STLS Problem shows that some problems may only be upper-bounded in
order for LMI techniques to apply. This may be motivated as follows: while the
exact problem may be too difficult or impossible to solve, an easier, albeit more
restrictive problem’s solution will provide sufficient conditions for the solution of
the original problem. On the other hand, this approach may introduce a large degree
of conservatism. A different track is to “approximately” solve the original problem as
detailed next. Recently, such approximate solutions have been advocated by various
authors [5,11,20]. In [5], a generic feasibility problem (not necessarily LMI or BMI
related) is solved approximately in order to avoid the combinatorial explosion re-
sulting from using vertexization approaches. The technique may also be useful when
the original feasibility problem is unsolvable providing an excellent illustration of
the idea “goal softening”. In [11], the authors discuss a randomized algorithm for
determining feasible (and approximately feasible) solutions to robust LMI equations.
If the feasibility conditions are met, the algorithm converges probabilistically in a
finite number of steps. The finite number of steps however is not a priori deter-
mined. Related concepts are investigated in [20] where linear quadratic regulators
are designed for uncertain systems.
2.2. Background on empirical risk minimization
Let us start our brief discussion with a general function learning problem. Let
(S,A) and (T ,B) be measurable spaces and let (X, Y ) be a random couple with
values in S × T , X being an observable instance and Y being an unobservable “la-
bel” to be predicted based on the observation of X. The goal of learning is to find a
measurable function g : S → T that “approximates well” the relationship between X
and Y. To be more precise, consider a loss function  : T × T → R and assume that
we are looking for a function g that makes the risk R(g) := E(g(X), Y ) reasonably
small (close to minimum) where E(·) denotes the expected value.
Since the joint distribution of (X, Y ) is usually unknown, a standard approach is to
try to minimize the empirical risk Rn(g) := n−1 ∑ni=1 (g(Xi), Yi), where (Xi, Yi),
i = 1, . . . , n, is a given sample of n independent “training examples” (independent
identically distributed (i.i.d.) copies of (X, Y )). This approach is called the method
of empirical risk minimization and its various versions are used in a number of par-
ticular learning algorithms. The crucial mathematical question related to this method
is to find, for a given approximate solution gˆ of the empirical risk minimization
problem, sharp probabilistic bounds on the risk R(gˆ). The first comprehensive the-
ory addressing this problem was developed by Vapnik and Chervonenkis during the
1970s and 1980s. This theory had a substantial impact on the development of the gen-
eral theory of empirical processes that started with Dudley’s work in 1978 (see [14])
and has resulted in a growing number of significant applications to many problems
in statistics (see [24]).
As discussed so far, the learning problem is always reducible to the minimization
of empirical risk. In a more abstract and simpler setting (suppressing the labels), we
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consider an i.i.d. sample (X1, . . . , Xn) in a measurable space (S,A) with common
unknown distribution P. Given a class F of measurable functions on (S,A), the
goal is to find a function f ∈F with a small value of Pf. Since P is unknown,
it is replaced by the empirical distribution Pn of the sample (X1, . . . , Xn) and the
problem of minimization of Pf onF is replaced by its empirical version: to minimize
Pnf onF. In the setting of the function learning problem described above, the class
F then becomes {(g(·), ·) : g ∈ G}.
The structured linear algebra problems may be “approximately” solved using the
empirical risk minimization framework. In fact, the robust least square problem in
(6), and more generally the robust SDP problem may be recast in the same frame-
work. In order to see this, consider the robust least square problem and let g(x(δ)) =
A(δ)x, y(δ) = b(δ), then let l(g(x, δ), y(δ)) = ‖A(δ)x − b(δ)‖2. In the empirical
risk minimization framework, we substitute the average risk for the maximum risk,
leading to the substitution of Rn(gx) = n−1 ∑ni=1 l(g(x(δi)), y(δi)) for rs in (6).
Note that the problem tackled is actually an inverse problem whereby a solution x is
sought to minimize the empirical risk Rn.
The general control problem may also be easily stated as a risk minimization
problem. Namely, given a system G(X), where X ∈ S denotes the parameters of the
system, and a controller structure C(Y ), where Y ∈ Y denotes the design parame-
ters of the feedback controller, let the desired closed-loop objectives be specified by
functions gi(X, Y ) for i = 1, . . . , m. Denote gi,Y (X) := gi(X, Y ). If now X denotes
randomly selected (uncertain) parameters of the system with probability distribution
P, the design problem can be formulated as the problem of minimizing EfY (·) =
PfY with respect to Y ∈ Y, where
fY (x) := 
(
g1,Y (·), . . . , gm,Y (·)
)
is a properly chosen cost function.
In the following, we apply these ideas to the specific problem of finite-time robust
control of uncertain, time-varying linear systems with disturbances. We start our
development by discussing those cases which can be solved LMIs and proceed to
those which cannot.
3. Finite-time control problem
Consider the following linear system subject to time-varying uncertainties and to
exogenous disturbances
x˙(t) = [A+ A(t)]x(t)+ [B + B(t)]u(t)+Gw(t), (10a)
y(t) = [C + C(t)]x(t)+ [D + D(t)]u(t), (10b)
where A ∈ Rn×n, B ∈ Rn×m, C ∈ Rp×n, D ∈ Rp×m, and G ∈ Rn×q .
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We assume the following:
(A1) The uncertain part in (10a), (10b) is in the so-called structured, one block form[
A(t) B(t)
C(t) D(t)
]
=
[
F1
F2
]
(t)
[
E1 E2
]
,
where F1 ∈ Rn×r , F2 ∈ Rp×r , E1 ∈ Rs×n and E2 ∈ Rs×m and the unknown,
real matrix-valued function  belongs to the class
D := { : [0,+∞) → Rr×s |  is Lebesgue measurable,(t)T(t)  I}.
(A2) The exogenous disturbance w belongs to the class
W := {w(t)|w˙(t) = Aww(t), wT(0)w(0)  d}, (11)
where Aw ∈ Rq×q and d > 0.
Concerning system (10a), (10b), we consider the following static output feedback
controller:
u = Ky, (12)
where K ∈ Rm×p.
One aim of this paper is to find sufficient conditions which guarantee that the
closed-loop system given by the interconnection of (10a), (10b) with (12) is bound-
ed over a finite-time interval. The general idea of finite-time stability concerns the
boundedness of the state of a system over a finite-time interval for given initial con-
ditions; this concept can be formalized through the following definition, which is an
extension of the one given in [13].
Definition 1 (Finite-time stability). The time-varying linear system
x˙(t) = A(t)x(t), t ∈ [0, T ],
is said to be finite time stable (FTS) with respect to (c1, c2, T , R), with c2 > c1 and
R > 0 if
xT(0)Rx(0)  c1 ⇒ xT(t)Rx(t) < c2 ∀t ∈ [0, T ].
Remark 1. It is worth noting that Lyapunov asymptotic stability and FT Stability
are independent concepts: a system which is FT stable may not be Lyapunov asymp-
totically stable, whereas a Lyapunov asymptotically stable system may not be FT
stable.
The idea of state boundedness, on the other hand, is more general, and concerns
the behavior of the state in the presence both of given initial conditions and of exter-
nal disturbances.
Definition 2 (Finite-time boundedness). Let W be the class of disturbance sig-
nals (11). The time-varying linear system
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x˙(t) = A(t)x(t)+G(t)w(t), t ∈ [0, T ],
subject to an exogenous disturbance w ∈W is said to be finite-time bounded (FTB)
with respect to (c1, c2, d, T , R), with c2 > c1, d > 0, R > 0 if
xT(0)Rx(0)  c1 ⇒ xT(t)Rx(t) < c2 ∀t ∈ [0, T ], ∀w ∈W.
Remark 2 (Finite-time boundedness and finite-time stability). Given our Definition
2 of finite-time boundedness, finite-time stability can be recovered as a particular
case by letting d = 0.
On the basis of the above considerations the aim of this paper is the solution of
the following finite-time boundedness problems.
OP1. Given system (10a), (10b) and (c1, c2, d, T , R), find a static output feedback
controller in the form (12) such that the closed-loop system given by the interconnec-
tion of (10a), (10b) with (12) is FTB with respect to (c1, c2, d, T , R) for all  ∈ D.
OP2. Given system (10a), (10b) and the quadruple (c1, c2, d, R), find a static output
feedback controller in the form (12) which maximizes the positive number T and
renders the closed-loop system given by the connection of (10a), (10b) with (12)
FTB with respect to (c1, c2, d, T , R) for all  ∈ D.
OP3. Given system (10a), (10b) and the quadruple (c1, d, T , R), find a static output
feedback controller in the form (12) which minimizes the positive number c2 (with
c2 > c1) and renders the closed-loop system given by the connection of (10a), (10b)
with (12) FTB with respect to (c1, c2, d, T , R) for all  ∈ D.
We will mainly focus our attention on Problem OP1, because the solution of Prob-
lem OP2 (OP3) can be obtained via a trivial binary search algorithm over T (c2) based
on the solution of OP1.
Concerning the disturbance free system
x˙(t) = [A+ A(t)]x(t)+ [B + B(t)]u(t), (13a)
y(t) = [C + C(t)]x(t)+ [D + D(t)]u(t), (13b)
we shall also consider problems similar to the problems stated above (OP1, OP2,
OP3), regarding the FT stabilization of system (13a), (13b) with respect to (c1, c2, T ,
R). These problems will be denoted in the same way as the FT boundedness prob-
lems, adding a prefix FTS to distinguish them, i.e. FTS–OP1, FTS–OP2, FTS–OP3.
Eventually, we will treat separately the case when all the state is available for
feedback and therefore the system is in the form
x˙(t) = [A+ A(t)]x(t)+ [B + B(t)]u(t), (14a)
y(t) = x(t). (14b)
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The related problem will be denoted by SP1, SP2, SP3 (or FTS–SP1, FTS–SP2,
FTS–SP3).
3.1. The state-feedback case
In this section we consider the state-feedback case so that u = Kx. First of all, let
us consider the system
x˙(t) = (A+ F(t)E)x(t)+Gw(t), (15a)
w˙(t) = Aww(t), wT(0)w(0)  d. (15b)
This is a case which we can completely solve using LMIs and standard linear al-
gebraic tools. The following lemma is an extension of the results presented in [1]
(see also [2] for the case of state-feedback finite-time control in the presence of
parametric uncertainties).
Lemma 1. System (15a), (15b) is FTB with respect to (c1, c2, d, T , R) for all  ∈
D if, letting Q˜1 = R−1/2Q1R−1/2, there exist a nonnegative scalar α and two sym-
metric positive definite matrices Q1 ∈ Rn×n and Q2 ∈ Rq×q such that

AQ˜1 + Q˜1AT + FF T − αQ˜1 GQ2 Q˜1ETQ2GT Q2ATw + AwQ2 − αQ2 0
EQ˜1 0 −I

 < 0,
(16a)
c1
λmin(Q1)
+ d
λmin(Q2)
<
c2e
−αT
λmax(Q1)
, (16b)
where λmax(·) and λmin(·) indicate the maximum and minimum eigenvalue of the
argument, respectively.
Proof. The result can be derived similarly to [1,2]. 
Remark 3. Note that there exists a trade-off between satisfying (16a) and (16b),
since increasing α will guarantee the negative definiteness of the LMI (16a) but will
tighten the bound in (16b).
Remark 4 (Finite-time stability and Lyapunov stability). If α = 0, inequality (16b)
is independent of T. In this case it is easy to show that FT boundedness implies qua-
dratic stability which in turn implies Lyapunov asymptotic stability for all  ∈ D [4].
It is also easy to prove that a necessary condition to find a solution to (16a) for α = 0
is that Aw be a Hurwitz matrix.
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Now let us go back to the state-feedback case
x˙(t) = (A+ F(t)E1)x(t)+ (B + F(t)E2)u(t)+Gw(t), (17a)
w˙(t) = Aww(t), wT(0)w(0)  d. (17b)
For this system we shall provide some sufficient conditions for the solution of
Problem SP1 by means of a controller in the form
u = Kx, (18)
with K ∈ Rm×n. These conditions are then turned into an optimization problem in-
volving LMIs [9].
The closed-loop system given by the connection of (17a) with (18) has the form
x˙(t) = [A+ BK + F(t)(E1 + E2K)]x(t)+Gw(t). (19)
Theorem 1. The SP1 admits a solution if, letting Q˜1 = R−1/2Q1R−1/2, there exist
a nonnegative scalar α, two symmetric positive definite matrices Q1 ∈ Rn×n and
Q2 ∈ Rq×q and a matrix L ∈ Rm×n such that
0 >

AQ˜1 + Q˜1AT + BL+ LTBT + FF T − αQ˜1Q2GT
E1Q˜1 + E2L
GQ2 (E1Q˜1 + E2L)T
Q2A
T
w + AwQ2 − αQ2 0
0 −I

 ,
c2e
−αT
λmax(Q1)
>
c1
λmin(Q1)
+ d
λmin(Q2)
.
In this case a controller which solves the SP1 is given by K = LQ˜−11 .
Proof. The proof easily follows from Lemma 1, replacing A with (A+ BK) and
E1 with (E1 + E2K) (compare (15a), (15b) with (19)), and letting [17] L = KQ1.

We can then use Theorem 1 to provide a sufficient condition for the FT stabi-
lization of the system (17a), (17b) by means of a state feedback controller in the
form (18) [1,2]. From a computational point of view, it is important to notice that,
once we have fixed a value for α, the feasibility of the conditions stated in Theorem 1
can be turned into an LMI-based feasibility problem [9] (see [1,2]).
4. Output feedback via statistical learning
Now let us go back to our original problem concerning system (10a), (10b). In [1]
we showed that even in the simplified case when y = Cx, the sufficient condition for
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FT boundedness leads to BMIs, which can solved only to get local optimal solutions.
In this section, we recast our problem in a different framework. We propose to use
a randomized algorithm which is described in detail and proven in [18], in order
to design an output feedback controller. The designed controller does not solve our
original problem in all cases (i.e. for all the uncertainties ) but in most of the cases.
This assertion will be made rigorous in the sequel.
We shall consider the system in the form (10a), (10b) with the only restriction that
the uncertain term  is constant. Therefore the uncertain term  belongs to the set
 := { ∈ Rr×s : T  1}.
These uncertainties are chosen to have uniform distribution. For the generation of
these samples we used the algorithm described in [10].
We shall denote by X ∈ X ⊆ × [0, c1] × [0, d] the generic uncertain parame-
ters, and by Y ∈ Y ⊆ Rm the vector of controller coefficients. The samples Xi and
Yj are chosen to have uniform distributions.
Let us consider system (17) with
A =
(
0 20
−1 0
)
, B =
(
1
1
)
, F =
(−1 0
−1 −2
)
,
E1 =
(
0 12
− 12 12
)
, E2 =
(
1
2
0
)
, G =
(3
3
2
)
, Aw = −1.
Now we are looking for an output feedback controller; therefore our system is in
the form (10a), (10b) with
A =
(
0 20
−1 0
)
, B =
(
1
1
)
, C = (−1 1) , D = 0.2,
F1 =
(−1 0
−1 −2
)
, F2 =
(
20 20
)
, E1 =
(
0 12
− 12 12
)
, E2 =
( 1
2
0
)
,
G =
(
3
3
2
)
, Aw = −1.
Moreover let c1 = 1, c2 = 10, d = 1, T = 0.3, and R = I . For this system we want
to solve our original problem OP1 in a probabilistic sense. The controller K in
this case is scalar; it has been chosen to have uniform distribution in the interval
[−100,−0.01], because a negative K is needed to stabilize. Note that the choice
of a uniform distribution may be justified by the fact that the convergence of our
randomized algorithm is distribution-independent. In order to use the randomized
algorithm methodology, this problem has been reformulated in the following way
(see also [18,27]). Let us define a cost function
(Y ) = max {ψ1(Y ), ψ2(Y )}, (20)
where
ψ1(Y ) =
{
0 if the closed-loop system with the nominal plant is FTB,
1 otherwise
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and
ψ2(Y ) = E
(
ζ(X, Y )
)
, (21)
where E indicates the expected value with respect to X, and
ζ(X, Y ) =


1 if the closed-loop system with the randomly generated plant
is not FTB,
0 otherwise.
Our aim is to minimize the cost function (20) over Y. The optimal controller is
then characterized by the vector of parameters Y ∗ for which
∗ := (Y ∗) = inf
Y∈Y(Y ). (22)
Finding the vector Y ∗ which minimizes (22) would imply the evaluation of the ex-
pected value in (21) and then the minimization of (20) over the setY. What we shall
find is a suboptimal solution, a probably approximate near minimum of (Y ) with
confidence 1 − δ, level α and accuracy 3 (see [25]).
Definition 3. Suppose  : Y→ R, that P is a given probability measure on Y,
and that α ∈ (0, 1), δ ∈ (0, 1) and 3 > 0 are given. A number 0 is a probably ap-
proximate near minimum of (Y ) with confidence 1 − δ, level α and accuracy 3,
if
Prob
{
inf
Y∈Y(Y )− 3  0  infY∈Y\S(Y )+ 3
}
 1 − δ (23)
with some measurable set S ⊆ Y such that P(S)  α. In (23), Y \S indicates the
complement of the set S in Y.
An interpretation of the definition is that we are not searching for the minimum
over all of the set Y but only over its subset Y \S, where S has a small measure
(at most α). Unless the actual infimum ∗ is attained in the exceptional set S, 0
is within 3 from the actual infimum with confidence 1 − δ. Although using Monte
Carlo type minimization, it is unlikely to obtain a better estimate of ∗ than 0
(since the chances of getting into the setS are small), nothing can be said in practice
about the size of the difference 0 −∗.
Based on the randomized algorithms discussed in [18], a probably approximate
near minimum of(Y ) with confidence 1 − δ, level α and accuracy 3, can be found
with the following Procedure, which was derived in [18].
Procedure
1. Let k = 0.
2. Choose n controllers with random uniformly distributed coefficients Y1, . . . , Yn ∈
Y, where (we indicate by · the floor operator)
n =
⌊
log(2/δ)
log[1/(1 − α)]
⌋
.
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Evaluate for these controllers the function ψ1 (21) and discard those controllers
for which ψ1 = 1. Let nˆ be the number of the remaining controllers.
3. Choose m plants and initial conditions on x(0) and w(0), generating random un-
certainties X1, . . . , Xm ∈ X with uniform distribution, where
m = 2k
{⌊
100
32
log
(
8
δ
)⌋
+ 1
}
.
4. Evaluate the stopping variable
γ = max
1jnˆ
∣∣∣∣∣ 1m
m∑
i=1
riζ(Xi, Yj )
∣∣∣∣∣ ,
where ri are Rademacher random variables, i.e. independent identically distrib-
uted random variables taking values +1 and −1 with probability 1/2 each. If
γ > 3/5, let k = k + 1 and go back to step 3.
5. Choose the controller which minimizes the function
1
m
m∑
i=1
ζ(Xi, ·).
This is the suboptimal controller in the sense defined above.
Remark 5. The proposed algorithm consists of two distinct parts: the estimate of the
expected value in (21), which is given with an accuracy 3 and a confidence 1 − δ/2,
and the minimization procedure which is carried out with a confidence 1 − δ/2 and
introduces the level α. As it can be seen from the Procedure, the number m of samples
in X which are needed to achieve the estimate of the expected value (21), known as
the sample complexity, is not known a priori but is itself a random variable. The
upper bounds for this random sample complexity however, are of the same order of
those that can be found in [26].
Remark 6. While other works have discussed the application of randomized algo-
rithms in control, with the exception of the approach of Vidyasagar [26,27], other
researchers have focused on analysis versus design problems. Moreover, and while
the approach of Vidyasagar relies on finding the VC-dimension or to upper-bound
it, before one finds the number of samples needed to guarantee convergence, our
approach bypasses the difficult question of calculating such quantities. In fact, in
our numerical example above, not only is the VC-dimension not calculated, but its
finiteness is not even required! Moreover our algorithm is much more efficient as
proved in [18] than the VC-based bounds. Finally, and while some recent papers
have looked at the probabilistic approximate feasibility of robust design problem
(see for example [5,11]), our algorithm may be thought of as complementary to
these results as it provides a sufficient number of samples for valid approximations.
It provides for example the finite number of samples needed to test the convergence
of the algorithms in [11] (chosen to be 100,000 in the examples of [11]). Finally,
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the recent paper by Vidyasgar and Blondel [28] provides probabilistic solutions for
various NP-hard matrix problems (and their control extensions). The results of that
paper however remain more conservative than ours as they build upon the earli-
er VC-dimension bounds and as such can lead to very large sample complexity
estimates (see for example the results of [27] where more than 2 million samples
were needed, while our approach led to about 60,000 samples for the same problem
data).
In our case, the procedure needed just one iteration to converge, i.e. k = 1. There-
fore, for δ = 0.05, α = 0.005 and 3 = 0.1, n evaluated to 736 controllers and m
evaluated to 50 and 753 plants. The suboptimal controller is K = −8.7025, and the
corresponding value of the cost function is 0 = 0.146.
5. Conclusions
We have shown in this paper that various control and linear algebra problem may
be “approximately” solved using statistical learning methods. Our argument is that
while LMIs and other standard methods can solve many control problems, there
remain a host of important problems whose solutions have defied the standard tech-
niques. Statistical learning methods and stochastic algorithms provide one possible
outlet to such an impasse and are becoming much more practical design tools. We
illustrated this by considering the state and output feedback finite-time robust control
problem: while in the state feedback case we end up with an LMI feasibility problem,
in the output feedback case we need to resort to a statistical approach in order to get
a solution.
The main characteristic of our approach as opposed to earlier approaches is that
it provides more efficient limits on the number of samples, and that it is well suited
for design as opposed to analysis techniques.
We have applied our techniques to design various fixed-structure controllers for
linear and nonlinear systems, and to various communications problems. We are cur-
rently investigating various optimization techniques to reduce the conservativeness
in the number m of plants (more generally the number of Xi) and ways to adjust the
controller structure and order adaptively.
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