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CHAPTER I. INTRODUCTION 
The study of molecular crystals, like most fields of spectroscopy, 
has received a tremendous boost from the development of tunable lasers. 
The flexibility afforded by nonlinear spectroscopies, especially, has 
provided the impetus for significant new studies of molecular crystals 
during the past decade. 
The excited electronic states of molecular crystals are usually 
described in terms of the theory of excitons. While this theory remains 
useful in a wide variety of systems, recent work has made it clear that 
under certain circumstances in high quality crystals at low temperatures, 
the nature of the interaction between excitons and photons must be 
taken into account (1-3) by considering mixed exclton-photon states in 
thé crystal. This is done by the polarlton model of excited electronic 
states in molecular crystals. 
The study reported here employed the techniques of nonlinear 
spectroscopy to study the polarlton states of organic molecular crystals. 
In particular, two-photon excitation (TPE) and second harmonic genera­
tion (SHG) were applied to the study of polaritons associated with the 
origin region and vibronic levels of the first excited state of organic 
crystals. This chapter reviews previous research in the areas of 
organic molecular crystals and nonlinear optics. Then, after a dis­
cussion of the classical and quantum mechanical theories of polarltons, 
the theory of nonlinear interactions in molecular crystals is developed 
in the polarlton model (4) and is applied to the experimental study of 
organic crystals. 
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Molecular Crystal Spectroscopy 
Although the emphasis in this dissertation is on the collective 
excited states known as polaritons, typically the province of solid state 
physicists, the origins of the spectroscopy of aromatic molecular 
crystals lie both in the realm of chemistry, as a natural extension of 
the spectroscopy of aromatic compounds in the gas and liquid phases 
(5,6), and its theoretical interpretations (7,8), and in the field of 
physics, where early work was done on aromatic compounds in the solid 
state (9). The goal of much of the earlier work was the experimental 
determination of the symmetry of molecular states for comparison with 
theory, and the study of intramolecular properties of molecular crystal 
spectra. An important tool in these investigations was the use of 
polarized light to study the anisotropy of light absorption in molecular 
crystals. The studies of V. L. Broude and his co-workers on the 
polarized absorption of benzene are especially noteworthy (10). Of con­
tinuing interest also, in early and later spectroscopy of molecular 
crystals, have been manifestations of intramolecular vibronic coupling 
(11-14), based on the theory of Herzberg and Teller (15). 
Although the theoretical groundwork for understanding the collec­
tive nature of electronic excitations in molecular crystals goes back 
to Frenkel's work on excitation waves in rare-gas crystals in 1931 (16), 
it was much later before collective excitations received much attention 
in the study of molecular crystals. The present understanding of 
molecular excitons is based on the work of the Russian physicist A. S. 
Davydov (17,18). The theory of molecular excitons in the coordinate 
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representation Is now well-understood and will not be rehearsed in 
this work. Treatments are found in the monographs by Craig and Walmsley 
(19) and Davydov (18) and the review articles by Robinson (20), 
Philpott (21), and Kopelman (22). 
Beginning in the 1950s, the excitonic nature of the excited elec­
tronic states of crystals received considerable attention. A major goal 
of molecular crystal research was the testing of Davydov's theory 
(23,24), as Davydov splittings were measured for singlet excitons in 
benzene (25), naphthalene (26,27), anthracene (28-30), and phenanthrene 
(31,32). Theoretical work Involved calculating splittings in terras of 
multipole-multipole interactions (13,28,33-35). This work continued in 
the 1960s. The large amount of experimental and theoretical work of 
this period is reviewed in several articles (20,21,36). Especially 
noteworthy is the determination of the exciton density of states of 
benzene and naphthalene (37). Intermolecular interactions were calcu­
lated in terms of multipoles (38,39) and molecular orbitals (40). 
Dipole calculations were found to be useful (41,42), especially in 
O 
anthracene. In addition, the exciton band structure for the 3800 A 
transition of anthracene was calculated (43,44). 
During the past decade, the field of molecular crystal spectroscopy 
has been characterized by a vast diversity of methods and interests, 
as new experimental techniques, especially those using tunable dye 
lasers, have been developed. Research also continued along more 
traditional lines, as, for example, calculations of dipole-dipole 
interactions continued and the theory was clarified (45,46). Reflection 
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spectroscopy received more attention, especially for crystals such as 
anthracene which exhibit very intense transitions (47,48). Reflection 
spectroscopy led to the discovery of surface excitons (47,49) and surface 
polaritons (49-51) in molecular crystals. 
Many of the most exciting new developments were the result of the 
study of the interactions of excitons with each other, with defects, 
with guest molecules, or with other quasi-particles. The theory of 
phonon scattering (4,18,52-55) has been especially useful in treating 
the linewidths (2,56,57), lineshapes (58,59), and phonon structures 
(60,61) in molecular crystal spectra. Related to the problem of 
exclton-phonon coupling is the large amount of interest in the theory 
of exciton transport and energy transfer (62-65). Experimentalists 
began to realize, also, that the interaction of excitons with photons 
must also be taken into consideration. Recent research in this area 
will be reviewed in the next section. 
Excitoh-Photon Interaction in "Perfect" Crystals 
Absorption is usually pictured as the transfer of energy from a 
light beam to absorbing molecules resulting in an exponentially 
decreasing intensity of the light beam as it passes through an absorbing 
medium. This behavior is described by Beer's law, which can be derived 
by time-dependent perturbation theory from a knowledge of the nature of 
the interaction of light with matter and by assuming that this inter­
action represents only a small perturbation on the absorbing medium. 
For sufficiently weakly absorbing media and sufficiently weak light 
Intensities, this is a good assumption. However, when the medium is so 
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dense (in crystals, for example) that the interaction no longer represents 
a small perturbation on the medium, perturbation theory fails. That this 
possibility exists in many dense media is suggested by the fact that 
refractive indices of 1.5 are not unusual. In this circumstance, it is 
necessary to reconstruct the quantum mechanical description of the 
system to combine the medium and the radiation field on a more equal 
footing. 
In a similar manner, perturbation theory fails if the light inten­
sity becomes large. In this case, the mixed states of the system are 
"dressed" states (66,67). Dressed states are important in describing 
the dynamics of atoms or molecules in intense laser fields. In contrast, 
in the crystalline systems considered in this dissertation, the light 
intensity may be low, yet perturbation theory fails due to the strong 
interaction of the medium with the radiation field. 
In one of the important early papers on mixed exciton-photon states, 
where the term "polariton"^ is coined, J. J. Hopfield discussed lucidly 
the problems raised by the usual perturbâtive approach to exciton 
absorption (68). (His paper remains one of the most readable, insight­
ful, and helpful treatments of polaritons.) The matrix element for the 
interaction Hamiltonian between Initial and final exciton states is 
1 
Hopfield suggested that the term "polariton" be applied to the 
polarization field analogous to the photons with which they interact. 
Thus, in that usage, excitons and phonons would be polaritons. Agranovich, 
however, applied that term to the mixed polarization (69) (exciton-
photon or phonon-photon) and it is now understood to mean these states. 
6 
f 
where $ (k) and $q are the final and initial exciton wavefunctlons, k is 
f 0 
the exciton wavevector, 5. Che photon wavevector, and (J)^ and (j)^ are the 
final and initial state wavefunctions of molecule n. N is the total 
number of molecules in the crystal^. In time-dependent perturbation 
theory, the transition rate is given by (70) 
PfO = -Y~ ptEj(k)] (1.2) 
where p[Eg(k)] is the density of final exciton states of energy E^(k). 
As Hopfield pointed out (68), there is only one exciton state of 
wavevector k matching that of the photon. In the absence of second-
order processes, no scattering or damping is present to prevent the 
system from returning its energy to the radiation field as a photon 
with the same wavevector. Energy is transferred back and forth between 
exciton and photon until it exits the crystal as a photon and no 
absorption has occurred (see Figure la). The fact that it is difficult 
to describe the exciton-photon states inside the crystal suggests that 
the excitonic point of view is an unrealistic one. Neither the exciton 
states nor the photon states represent good zero-order states upon 
which the other acts as a small perturbation. Rather, the crystal states 
should be described as mixed exciton-photon states, called polaritons. 
Processes where ^ = G^, a reciprocal lattice vector, known 
as Umklapp processes, are ignored for optical transitions, although 
they become important in X-ray spectroscopy. 
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Figure 1. Exciton-photon interaction in crystals: (a) without damping; 
(b) with damping 
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In order for absorption to occur, a mechanism must be present to 
scatter the energy Into an exclton state of wavevector k' f k which Is 
damped to provide an energy sink Into which the energy can be absorbed 
(see Figure lb). Absorption in this picture is seen as a two-step, three-
body process, one step creating the exclton and the next scattering the 
exclton. Possible scattering mechanisms are exclton-phonon scattering, 
energy transfer to crystal impurities or defects, and damping at the 
crystal surface. Alternatively, in the polariton picture, the first 
step of the absorption process is the creation of a polariton in the 
crystal, and the second step is scattering or damping of the polariton. 
The two-step nature of light absorption in crystals was alluded to by 
Frenkel in his first paper on excitons. He recognized the crucial 
role of coupling of the original excitation to nonoptical states: 
This influence of the excitation on the vibrational states 
provides an Indirect coupling between them, which allows the 
excitation energy to be shared ... in a radiatlonless 
transition which forms the second state of the process of 
light absorption (16a). 
Interestingly enough, while this paper has been widely cited, the 
polariton model has only recently led to an understanding of the nature 
of absorption of light in crystals. 
Although mixed exciton-photon states were not treated in the 
literature until 1956 and 1958, Kun Huang in 1951 used electromagnetic 
theory to describe the interaction of light with lattice vibrations and 
derived solutions which mix together the pure electromagnetic and 
lattice equations (71,72). He obtained the now familiar polariton 
dispersion curve (see Chapter II). Fano, in 1956, without mentioning 
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the work of Huang, considered the coupling of quantum oscillators with 
long-wave (I.e., optical) electromagnetic field oscillations In dense 
media and derived the normal modes and the dielectric constant of the 
system without using Maxwell's equations (73). Hopfleld followed the 
same approach to couple excitons with a quantized radiation field and 
addressed specifically the problem of absorption by excitons In such a 
system (68). The second-quantization approach to exclton-photon Inter­
action was also taken by Agranovlch who, like Hopfleld, obtained expres­
sions for the dielectric constant and the energy of the mixed exclton-
photon wave (74). 
Most early experimental support for the theory came In inorganic 
crystals, especially from nonlinear optical processes (Raman scattering 
and two-photon absorption). The proceedings of the Taormina Research 
Conference on polarltons in 1972, edited by Bursteln and DeMartinl (75), 
and the article by Mills and Bursteln (76) offer accounts of this work. 
It is only.relatively recently that experiments on polarlton behavior 
have been attempted in organic crystals, and it is this experimental 
work which will be reviewed in this section in the context of illustrating 
the polarlton theory. 
Since absorption process is a two-step process, one step depending 
on the exclton-photon interaction and the second on the scattering of 
the exclton, then if the exclton-photon coupling is strong enough, it 
follows that in a "perfect" crystal, where no defects or impurities are 
present and all phonons are frozen out, no absorption can occur (4). 
Such a crystal does not exist, of course, but with great care in crystal 
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preparation and mounting to avoid impurities and crystal strain, one 
might hope to reach the limit of strong exciton-photon coupling and 
weak damping at low temperatures. As the temperature is decreased in 
such crystals, one should see a decrease in the integrated absorption 
intensity. 
Such evidence for the existence of polaritons was reported by 
Robinette and Small (1,2) for the 31475 cm ^ a^polarized absorption band 
of naphthalene. (A similar temperature dependence of absorption was 
reported for CdS crystals by Voigt in 1974 (77).) For high-purity crys­
tals in a strain-free mount, Robinette and Small observed an increase 
in absorption intensity by a factor of 10 as the temperature was 
increased from 4.2K to 20 to 30K. When pure crystals were subjected 
to strain, they found that the integrated absorption intensity was con­
stant with temperature. For pure, strain-free crystals, the principal 
scattering mechanism derives, of course, from exciton-phonon coupling. 
This explains the increasing absorption intensity with temperature 
until, at 15 to 25K, scattering was no longer the limiting step in 
absorption, and the integrated absorption intensity remained constant 
upon further increase in temperature. Thermal broadening data for 
T ^  5K are consistent with upward scattering of the a^exciton by 
phonon absorption (3). The strained crystal, on the other hand, showed 
strong damping at all temperatures. 
Temperature dependent absorption has also been reported by 
Ferguson (78) for anthracene excitation spectra. He observed a series 
of interference maxima converging to the wavelength of the transverse 
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exciton. The intensity of these maxima decreased with decreasing 
temperature, Indicating strong exciton-photon coupling and weak scat­
tering. By assuming that a thermal activation process accounts for 
absorption, Ferguson made Arrhenlus plots for each Interference maximum 
m, and obtained activation energies E^. If they are added to the 
-1 
absorption frequency for each m, the sum is in each case ~25097 cm , 
the position of the transverse exciton. The activation energies, of 
course, are the phonon energies needed to scatter the mixed exciton-
photon states up to the transverse exciton frequency \^ere damping leads 
to their absorption. (Since phonon absorption is Involved, it would 
have been more proper to plot the Bose-Flnsteln occupation number 
<ngq>^ rather than exp(-E^/kT).) For interference maxima close to the 
transverse exciton, lower phonon frequencies are required for this 
scattering, and the limit of strong danqping was reached at lower 
temperatures. 
From the experimental evidence for "perfect-crystal" behavior and 
temperature-dependent absorption in naphthalene and anthracene, it is 
clear that mixed exciton-photon states are the appropriate states for 
considering absorption in certain organic crystal transitions at low 
temperatures. In the next chapter, the theoretical picture of mixed 
exciton-photon states is expanded and their relevance to nonlinear 
optical processes is discussed. 
Nonlinear Spectroscopy and Polaritons in Molecular Crystals 
The introduction of lasers into molecular-crystal research produced 
new spectroscopies which hold a great deal of promise for delving into 
the details of the interaction of crystal states with light and the 
effects that intramolecular and intermolecular processes have on this 
interaction. Some of the most fruitful new techniques are those which 
take advantage of laser coherence and picosecond pulses to study dynam­
ical processes in molecular crystals. This field, with an emphasis on 
triplet excitons, is reviewed by Burland and Zewail (79) and Harris and 
Breiland (80). Much of this work involved optical dephasing resulting 
from phonon interaction in mixed crystals as observed in the decay of 
photon echoes or other coherent transients (81-83). 
Perhaps the greatest impact of lasers, however, has been through 
the development of nonlinear spectroscopies. Since the advent of 
lasers, the observation of nonlinear phenomena has burgeoned until, at 
present, the possibility exists for the application of a wide variety 
of nonlinear phenomena to organic crystals. 
Besides Raman spectroscopy, which has been well-known for some 
time, two-photon absorption (TPA) is probably the most widely used 
nonlinear spectroscopic technique. TPA is a concept almost as old as 
the theory of quantum mechanics itself. Maria Goeppert-Mayer first 
recognized the possibility of TPA in 1931 when she derived the two-
photon transition rate by carrying the perturbation of the Hamiltonlan 
for the interaction between a molecule and the radiation field to 
second order (84). It was an idea, however, whose time was not to come 
until some thirty years later when the development of high-power 
lasers provided light of sufficient intensity for the effect to be 
significant. TPA was first observed by Kaiser and Garret in 1961 in 
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2+ 
crystals of CaF^ doped with Eu , using light from a ruby laser (85), 
but the technique soon spread to organic solids. Peticolas et (86) 
observed TPE in crystals of several polycyclic aromatic compounds. It 
was with the development of the tunable dye laser that TPA became more 
than a novelty, beginning with the work of Bergman and Jortner, who 
observed TPA in anthracene crystals (87). Between 1973 and 1979, 
Hockstrasser and his co-workers reported a series of TPE spectra of 
aromatic crystals of increasingly greater resolution, including studies 
of vibronically induced spectra and parity-forbidden transitions (88). 
The number of molecules whose two-photon spectra have been investigated 
continues to grow as spectra of increasingly higher resolution are 
reported (89). Three-photon excitation has also been observed in 
molecular crystals (90,91). 
Second harmonic generation was observed early in molecular crys­
tals (92), and the question of the possible absorption of the second 
harmonic was broached (91,92). Later Hochstrasser and Meredith used a 
novel application of phase matching to explore the polariton dispersion 
in naphthalene and anthracene by SHG (93,94). 
More recently, coherent antistokes Raman spectroscopy (CARS) and 
four-wave mixing have been used to study molecular crystals. 
Researchers in Hochstrasser's laboratory have studied two-photon and 
CARS resonances in four-wave mixing in crystals of benzene, naphthalene, 
and biphenyl (95). Similar work has also been done on anthracene (96). 
Picosecond techniques have been applied to CARS in naphthalene (97). 
Coherent Raman and four-wave mixing techniques hold promise for the 
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investigation of vibrational relaxation and dephasing processes, and 
will probably play an important role in research on organic solids in 
the future. 
Nonlinear spectroscopy is an especially useful technique for 
probing polariton dispersion (4). Tfhereas in one-photon spectroscopy, 
the wavevector of the polariton excited in the crystal is determined 
by the energy of the photon which creates It, nonlinear spectroscopy 
affords the flexibility of the participation of more than one wavevector. 
The use of nonlinear spectroscopy to investigate polariton effects was 
first demonstrated in Inorganic crystals. Raman spectroscopy was used 
to map portions of the dispersion curves of phonon polarltons in GaP 
(98) and ZnO (99). Phonon-polariton curves have also been observed by 
four-wave mixing (100). ExcIton-polar1ton dispersion was observed in 
CuCl by both TPA (101) and SHG (102). The observation of polariton 
dispersion by SHG in anthracene and naphthalene by Hochstrasser and 
Meredith (93,94) has already been mentioned. Their results provide 
vivid evidence for the existence of polariton states in organic crystals. 
Since anthracene and naphthalene contain centers of inversion, the 
electronic state reached is in both cases dlpole-forbldden via two-
photon processes but strongly allowed via one-photon absorption. Thus, 
the excited electronic state is strongly coupled to the radiation field, 
and a polariton is generated. 
The TPE and SHG spectra of noncentrosymmetric crystals, where a 
transition may be allowed by both one-photon and two-photon processes 
in the dlpole approximation, are of special Interest because polariton 
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effects and SHG, both of which are unimportant in dipole-allowed two-
photon transitions in centrosymmetric crystals, play a role in the TPE 
process. Since the transition is allowed by symmetry in one-photon as 
well as two-photon absorption, the excited state created in the crystal 
is strongly coupled to the radiation field, and polariton effects must 
be considered. In addition, the occurrence of SHG and its possible 
effect on TPE spectra must be considered (103). 
The effects of polariton states and SHG on TPE spectra in noncentro-
symmetric crystals will form the major emphasis of this dissertation. 
It will be pointed out that SHG and TPA are not the unrelated events 
which the classical description of them in terms of nonlinear suscepti­
bilities might lead one to believe. Both are tied to the same fundamental 
process in the crystal, and polariton dispersion will be shown to play 
a decisive role in this process. 
16 
CHAPTER II. THEORY 
Although the clearest and most useful understanding of excitons is 
obtained from the microscopic viewpoint, it is advantageous conceptually 
to approach the coupling of excitons with light from a macroscopic 
point of view, via Maxwell's equations. In this approach, the physical 
consequences of coupling electromagnetic radiation with the crystal are 
apparent without first going through a tedious diagonalization pro­
cedure. A close relationship is found between the equations describing 
mixed excitations and the equations of classical crystal optics. The 
macroscopic approach also serves to point out the relationship between 
polariton states and the retardation of crystal interactions. On the 
other hand, the macroscopic approach has the disadvantage of requiring 
a phenomenologlcal description of the crystal excitations and the 
crystal dielectric constant, which are determined by the microscopic 
properties of the crystal. 
The microscopic theory of polaritons is for this reason ultimately 
the more satisfying since expressions for the energies of excited 
electronic states are obtained in terms of the microscopic properties 
of molecules and molecular interactions. The second-quantization 
theory offers the added advantage of an approach that can be extended 
to include consideration of polariton-phonon interactions (4) or 
nonlinear polariton interactions. 
In this chapter, the theory of polaritons is discussed first 
classically, then quantum mechanically. The quantum mechanical theory 
Is then extended to Include nonlinear polariton Interactions. 
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Classical Theory of Polaritons 
The macroscopic view of the coupling of crystal excitations with 
the radiation field was first considered by Huang (71) in the context 
of lattice vibrations in ionic crystals. This treatment is very 
naturally extended to excitonic excitations. Exciton mixed waves have 
been considered by Pekar (104), Knox (105), Hopfield (106), and 
Davydov (18). Such mixed modes have received various names: "light-
excitons" (Pekar), "photoexcitons" (Davydov) but usually "polaritons" 
(Knox and Hopfield). 
Excitons from a classical viewpoint 
We begin by considering pure excitons in molecular crystals. To 
do so, we consider only the electrostatic Coulomb interactions in the 
crystal and ignore the transverse component of the electric field. To 
consider only electrostatic interactions. Maxwell's equations for and 
_E are written 
V • D = 0 (2.1) 
V X E = 0 (2.2) 
in the absence of free electric charges, where 
D = E + 47IP = E(w)E (2.3) 
where P^ is the electric polarization and e(«) is the dielectric tensor. 
If the quantities D and E are considered to be homogeneous plane waves, 
varying in space as exp(ik»_r), Eos. 2.1 and 2.2 mean that 
k ' D = 0 (2.4) 
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k X ^  = 0 . (2.5) 
From Eq. 2.5, the electric field contains no transverse component. Thus, 
D =  ^+ 4itP^  = E((D)^  (2.6) 
where is longitudinal according to Eq. 2.5. This equation may be 
satisfied in two ways: 
(i) detIE(w)I = 0 . (2.7) 
In this case the polarization 2 is longitudinal, and such excitations 
are called longitudinal excitons. Longitudinal excitons, then, are 
given by the zeros of the dielectric function \Aien the longitudinal 
electric field is nonzero. 
(ii) det|e(a))| ^ 0 (2.8) 
Since from Eq. 2.4 the electric displacement ID is transverse, the 
polarization 2 is also transverse. These solutions are called transverse 
excitons. Coulomb excitons or, simply, excitons. Equation 2.6 requires 
the longitudinal electric field to vanish and 
det[e(a))] ^ = 0 (2.9) 
Transverse exciton frequencies are thus given by the poles of the 
dielectric tensor. In general, longitudinal and transverse excitons 
are coupled, except for particular directions of the exciton wave-
vector k, since to be decoupled they must transform according to dif­
ferent representations of the group of the wavevector (105). 
The frequencies of both longitudinal and transverse excitons are 
determined by the dielectric tensor. In order to determine their 
19 
frequencies or dispersion curves, one must obtain an expression for 
e(a)) by making assumptions concerning the nature of the oscillations 
within the crystal. The Lorentz model provides a simple relationship 
for e(uj) by assuming that the exciton modes correspond to the modes of 
a collection of bound damped oscillators. In this model one obtains (4) 
WpFg 
G(w) =  1 + 2  " 2  ( 2 . 1 0 )  
s U) - to - lUY 
S s 
where, for n^ oscillators per unit volume. 
2 4nn e^ 
0)^  = — (2.11) 
p m 
Is the square of the plasma frequency, and oj^, F^, and are the fre­
quency, oscillator strength,and damping constant of the s-th transition. 
If one resonance, oJq, is well-isolated from the others, the dielectric 
constant in the region near coq can be written by including all the 
other off-resonance terms in a slowly varying background dielectric 
constant 
w^F 
E(w) = GQ + -"2 ^2 • (2.12) 
Uq - 0) -i(i)Y 
In this model, in the absence of damping (y = 0), the longitudinal 
frequency is, from Eq. 2.7, 
P 1/2 
r F w 1 
"L = ij ".13) 
C li\  ^
W = WL 
0^^ 0 
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and the transverse exciton frequency is, from Eq. 2.9, simply OJQ. 
(This model provides no exciton dispersion.) The longitudinal exciton 
frequency is higher than that of the transverse exciton because the 
additional restoring force due to obtains in the longitudinal direc-
I 
tion while in the transverse direction ^ = 0 (72). 
Mixed exclton-electromagnetic states 
When all of Maxwell's equations are taken into account, the full 
electromagnetic interaction, operating at a finite velocity, is 
introduced. The resulting solutions are modes coupling the pure 
excitonic solutions obtained above with the electromagnetic field. If 
the quantities D, H, and _E are written 
D = D» «Kk-f-WC) 
— —0 
E . E. sKk-r-wc) (2.14) 
— —V 
H . H giCk-r-wt) 
— —0 
then Maxwell's equations become 
k . D = 0 (2.15) 
k • H = 0 (2.16) 
k X ^  ^ H (2.17) 
k x H  =  - • ^ D  ( 2 . 1 8 )  
in the absence of magnetization, free electric charges, or external 
2 1  
currents. Equation 2.15 may be written in terms of the dielectric 
tensor 
k • [e(()o)^] = 0 . (2.19) 
There are, as before, two possible solutions: 
(i) det[e(io)] = 0 . (2.20) 
This condition is equivalent to that of Eq. 2.7 which determines the 
longitudinal excitons. Hence, longitudinal excitons are unaffected by 
the consideration of the complete Maxwell equations. 
(ii) det[e(a))] f 0 (2.21) 
Substituting for H in Eq. 2.18 from Eq. 2.17 yields 
2 o 
= k^E - kCk . JE) . (2.22) 
c 
In isotropic media, E is transverse and 
9  2 
[k^ - ^  E(w)]E = 0 . (2.23) 
c 
The transverse exciton condition ^  = 0 and D f 0 is recovered in the 
2 2 limit 0) /c ->• 0 as c 00. Thus, transverse excitons are the excitations 
obtained when the interactions in the medium are regarded as instanta­
neous. When the retardation of the interactions is taken into account, 
Eq. 2.23 requires 
9 2 
det[k^ - ^  e(w)] = 0 . (2.24) 
c 
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Equation 2.24 is the dispersion relationship for mixed modes of 
the radiation field and transverse excitons. When we use the Lorentz 
model result for E(w) with y = 0, we obtain an equation which is 
biquadratic in w. 
2,2 2„ 2 2,2 
L 9/ c k „ 0) F % u)-c k 
u) - £D ^ + Wg + —^ j + 2— ~ 0 (2.25) 
with solutions 
2- 2-2 ' afp c^k: 
+ + 2 2 
n n n n 
4.2c2k2 1/2 
2 
n 
] ( 2 . 2 6 )  
where n is the refractive Index for the uncoupled light wave. The 
solutions 2 plotted as a function of k in Fig. 2. There are two 
branches of the polariton, and Wg, the two mixed modes resulting 
from the radiation field and transverse exciton states. The longitudinal 
excitons, as already mentioned, do not mix with the radiation field and 
in the absence of spatial dispersion are constant with k. The upper 
polariton branch, is exclton-like in the region near k = 0 vhile the 
lower branch, Wg, is photon-like in this region. As k the upper 
polariton, co^» becomes photon-like, while the lower polariton becomes 
exclton-like. In the region around k = kg, both polariton branches are 
strongly mixed and can be described as neither photon-like nor 
exclton-like. 
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wave vector (k) 
Figure 2. Polariton dispersion curve and ai ) compared with transverse 
exclton (wg), longitudinal exciton (w^), and photon dispersion 
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The range of k in Fig. 2 does not extend over the entire first 
Brillouin zone. For an exciton frequency of about 25000 cm ^  (e.g., 
-1 
anthracene), kQ/2ir = nw^/c - 50000 cm while the first Brillouin zone 
extends to ir/a = 3 x 10^ cm hence, is about l/lOO-th of the 
first Brillouin zone. In this range, where |kj = 0 is a good approxima­
tion, it is reasonable, for organic crystals, to ignore exciton dis­
persion, as we have done. The k-dependence of E has been taken into 
consideration by Pekar (104) and Hopfield and Thomas (107) (see also 
Knox (105). 
Figure 3 shows, for purposes of comparison, the near-resonance 
region of the polariton dispersion curves for the first singlet transi­
tions of three organic crystals. The two polariton branches of 
anthracene, due to the strength of the transition, are separated at the 
transition frequency, by over 2000 cm The difference between the 
two branches of phenanthrene is only 250 cm while, for the extremely 
_X 
weak naphthalene transition, the difference is on the order of 10 cm 
at resonance. 
Figures 2 and 3 are extremely useful in interpreting optical 
experiments in crystals with strong dipole-allowed transitions. Instead 
of considering transitions to exciton levels, one must consider states 
whose energy and wavevector are found on the polariton dispersion 
curve. It is not proper to speak of exciting the polariton by a 
transition from the purely electromagnetic curve, w = ck/n, to a state 
on the polariton curve since we have not considered a finite-dimensional 
crystal in which purely electromagnetic radiation from the exterior 
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Figure 3. Polarltion dispersion of anthracene, phenanthrene, and 
naphthalene crystals 
26 
could excite the polariton modes. Conservation of energy requires that 
the wavevector of the polariton mode be such that 
ck 
w(k) = Wg = (2.27) 
where. Wg is the pure electromagnetic mode frequency and kg is the 
associated wavevector magnitude. The law of conservation of quasi-
momentum between k and kg can only be established by considering a 
finite (or semi-finite) crystal. 
Anisotropic crystals 
Most organic crystals are not isotropic. Although the polariton 
dispersion relationship obtained for isotropic media is very useful, 
it may be necessary to take into account the tensorial nature of e(a)). 
In anisotropic media, Eq. 2.22 may be written 
2 
Z [ \ - k^g^j + k^s^SjlE. = 0 (2.28) 
where k = k S s.. 
i i 
Since organic crystals are monoclinic, it is useful to generalize 
the dispersion relationship, Eq. 2.24, to the case of monoclinic biaxial 
crystals. (Mills and Burstein have discussed the case of uniaxial 
crystals (76).) The axis system is chosen so that the z axis is along 
the symmetry axis (y of the crystal. In crystals such as naphthalene, 
anthracene, and phenanthrene, this axis is a screw axis of the unit cell 
group. This axis can be chosen to correspond to one of the principal 
axes of the dielectric tensor, say the z axis (108). The other two 
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principal axes lie in the xy plane. Exciton transition dipoles in the 
crystal can be classified according to whether they are parallel to the 
z axis (A symmetry) or perpendicular to the z axis (B symmetry). 
Transition dipoles for B excitons lie in the xy plane, but need not be 
along either the x or the y axis. 
The dielectric tensor has the form 
E = 
0 
Gy(w) 0 
0 :z(w) 
(2.29) 
This tensor may be diagonalized for any given frequency, but cannot be 
diagonalized in general since the off-diagonal elements are functions 
of frequency. This is because only the z axis is fixed by crystal 
symmetry. Using the dielectric tensor of Eq. 2.29, Eq. 2.28 can be 
written in the matrix form 
2 2 2 2 
• " e + n ( s - l )  E  + n s s  n s s  
X X xy xy xz 
9 0 0 0 
Ey + n (SY - 1) n SYSG 
2 
L-n s^s^ 
2 
" ®y®z 
2 2 
E + n (s - 1) _ 
z  z  
X 
= 0 (2.30) 
2 2 2 2 
where n = c k /w . When the determinant of the matrix in Eq. 2.30 is 
expanded and required to vanish, the polariton dispersion equation for 
monoclinic crystals is found to be 
+ [Sy(c^ - - r,^)s^ 
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This equation was derived by Glaus in a slightly different fashion for 
phonon polaritons (109). 
In the limit k ->- 0, Eq. 2.31 becomes (109) 
A 2 
" (CxCy - ° ° 
2 . 2  
(2.32) 
The solution (w ) =0 corresponds to two branches of the dispersion 
curve which begin at the origin, = 0 corresponds to a longitudinal 
exciton in the z direction (compare Eq. 2.7 for the longitudinal 
exciton)• (E E - E^ ) = 0, which is another solution of detlsl = 0, 
X y xy '-' 
corresponds to a longitudinal exciton in the ::y plane. Tims, in analogy 
to the isotropic polariton dispersion curve, two branches have fre­
quency u) = 0 at k = 0, and two branches have the frequency of a 
longitudinal exciton at k = 0. 
The cases where k is either perpendicular or parallel to the z 
2 
axis are of interest. In the former case, s^ = 0 and Eq. 2.30 can be 
written 
2 . 2„ E - n sin 0 X E + n sinO cos0 xy 
2 2 2 £ + n sin6 cosG e - n cos E 
xy y 
0 "" 
x 
0 E y 
2 
- n _ 
= 0 . (2.33) 
When E^ = E^ = 0, the dispersion equation becomes 
(E^ - n ) = 0 (2.34) 
which is equivalent to the dispersion equation for isotropic media. The 
polariton in this case may be called the ordinary polariton in analogy 
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to the ordinary ray of crystal optics. When E and E # 0 and E =0, 
X y z 
Eq. 2.33 becomes (109), using s^ = s cos0 and s^ = s sinG, 
2, 2 2 
1_ = ^ . (2.35) 
10 e cos 0 + 2G sinB cosB 4- e sin 0 
X xy y 
This corresponds to the case when the electric field and the wavevector 
are both in the xy plane, and is the extraordinary polariton dispersion 
relationship, in analogy to the extraordinary ray in crystal optics. 
In an axis system where £^^(01) = 0, at a given frequency, Eq. 2.35 can 
be written 
2 2 2 
^ , _2_ , cos_e + sln_e . (2.36) 
n c k Ey 
This is none other than Fresnel's equation of crystal optics (110), and 
the polariton dispersion relationship, Eq. 2.31, is found to be a 
generalization of Fresnel's equation. 
For the case where k is along the symmetry axis z, Eq. 2.31 
becomes (109) 
[(£^ - n2)(£y - nZ) - = 0 . (2.37) 
The root = 0 determines pure longitudinal A exciton frequencies. 
2 2 2 
The solution [(c^ - n )(Ey - n ) - e^^] = 0 represents the two B 
polaritons, one for each polarization, occurring when the electric field 
is in the xy plane. 
The polariton dispersion relationship and Fresnel's equation are 
both derived from an equation relating the elements of the dielectric 
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tensor and wavevector direction and magnitude, Eq. 2.28. The polariton 
dispersion relationship is seen to be a generalization of the equations 
of crystal optics to the case where exciton resonances are present. 
Equations analogous to those obtained for isotropic media are seen to 
govern the polariton dispersion in anisotropic crystals. 
Second-Quantization Theory of Polaritons 
The goal in this section is to obtain the Harailtonian for the mixed 
exciton-photon system in a form diagonal in the product of a pair of 
creation and annihilation operations. The complete Hamiltonian will be 
written in terms of exciton and photon creation and annihilation 
operators. By a transformation from these operators to new polariton 
operators, the complete Hamiltonian will be obtained in diagonal form. 
The Hamiltonian for the complete system may be written (111) 
H = Hgx + Hp + (2.38) 
where is the exciton Hamiltonian, Hp the photon Hamiltonian, and 
'^INT interaction Hamiltonian. The Coulomb gauge, 7 • A = 0, is 
used in this section. In this gauge, the interaction Hamiltonian con­
tains Coulomb terms of the form (111) 
J Ï' (2.39) 
i,k '^ik 
where i and k label the electrons in the crystal. These terms may be 
separated from H^^^ and included in H^^ for convenience. Those 
representing intramolecular Coulomb interactions are relegated to the 
molecular Hamiltonian. 
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The second-quantization theory of excitons was worked out by 
Agranovlch (74). An account of the theory can also be found In Davydov's 
book (18), and In the article by Johnson and Small (4). The exclton 
Hamlltonlan operator Is written, in delocallzed form, 
"ex = J <2-40) 
— — 
where k is the wavevector and y is the branch number of the exclton. 
Excitons are approximately Bosons (68,74) and the exclton creation and 
annihilation operators and B^^ satisfy to a good approximation the 
Bose commutation relation 
" \,k' • <2.41) 
The photon Hamlltonlan in second-quantized form is (70) 
where is the photon wavevector, j = 1,2 is its polarization, and a^ 
and a^ are the photon creation and annihilation operators. In the 
Coulomb gauge, the interaction Hamlltonlan is (111) 
"iNT - -- Ï • L + 7^ S I (2.43) 
mc na 2mc na 
where n and a label the unit cell and the molecule within it, respec­
tively, S is the number of electrons per molecule, is the momentum 
operator for molecule na, and A(r^^) is the vector potential operator 
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(2.44) 
where e^ is a unit vector. The vector potential is assumed to be nearly 
constant along molecular dimensions, and is written as the vector 
potential at the center of the molecule. Substituting Eq. 2.44 into 
Eq. 2.43, the interaction Hamiltonian is written 
1/2 
^ 4Qcn ^Qj^Qj 
2 2 
where tu^ = 4naSe /mv is the plasma frequency, a is the number of 
molecules per unit cell, v = V/N is the unit cell volume, and 
J.W =. ^ . P^)e . (2.46) 
To write the operator in second-quantization form, the commutator 
between the position operator and the Hamiltonian is 
fi(a). «Exl ' ^ (2-47) 
where 
i(2) = I • I.J • . (2.48) 
na 
is a summation of one-particle operators and in second-quantization 
form is written 
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R,<2) = /ii Z L (2.49) 
where 
<j = <ClSj ' • (2-5°) 
where (|)^ is the wavefunction for excited state f of molecule no. The 
not 
Heitler-London approximation (18), which assumes the crystal to contain 
only one excited molecule, has been made in Eq. 2.49 (4). Equation 2.47 
then provides the value of (g^) : 
j*<a) = r E + V (Ta» 
p a - '  
- +v*^(±2))] . (2.51) 
Using this expression, the first summation in Eq. 2.45, the A • 2 term 
of the interaction Hamiltonian, is written in second-quantization form 
+ T*(j,-a.u)a^.B2gwl (2.52) 
where 
I(1,2,m) . ie[^] J E,(g) • (2-53) 
According to Eq. 2.52, the wavevector of the exciton created or 
annihilated by is k = where ^  is the photon wavevector, requiring 
momentum conservation between exciton and photon inside the crystal. 
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Equation 2.40 for Eq. 2.42 for Hp, and Eqs. 2.45 and 2.52 for 
may now be combined to write the complete Hamiltonian for the 
system of interacting excitons and photons: 
H - I  + I 
Kw^ + + + + 
^ 4Qcn + *gj*gj + *gj*gj + 
The polariton creation and annihilation operators are the Bose 
operators 5^(k) and (k) which permit the Hamiltonian for the complete 
system to be written in the form 
H - I E.(k)(+(k)( (k) (2.55) 
p.k " " " 
where p is the branch number. Hopfield (68) and Agranovich (74) 
diagonalized the Hamiltonian by a transformation of the form 
=  i  [ " p j < 2 ) 5 p ( 2 )  + ( 2 . 5 6 a )  
= nu*j(a)Sp(2) <2-56W 
V - n>.p„««p® +v*^(-k)C+(-k)l (2.57a) 
<„ ' I +' • (2.57b) 
The problem of determining the coefficients "pj» j» "py' 
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solved by Tyablikov (112) and Bogoliubov (113); the Tyabllkov method is 
followed here. Using the Hamiltonian, Eq. 2.54, the commutators , 
[B^ ,H], [a, .,H], and are easily found. Equations 2.56 and 
ty ^ 
2.57 are used to introduce the polariton operators into these expres-
sions. Using the commutators (k),H] and [Çp(k),H], one finds (4) 
[E^(k) - Ep(k)]Up^(k) + I T*(j,k,y)[Upj(k) + Vp^Ck)] = 0 (2.58a) 
j 
[E^(-k) + Ep(k)]Vp^^(k) + l  T(j,-k^w)[Upj(k) + Vpj(k)] = 0 (2.58b) 
r Kkc -1 
[— - %(h)jupj(k) + ^  lup.(k) + Vpj(k)] + I [T(j.k.y)Up^(k) 
+ T*(j,-k,M)Vp^(k)] = 0 (2.59a) 
j- Kkc -, Ruj^ 
[— + Ep(k)  j  Vpj  (k )  +  ^  [Upj(k)  +  Vpj (k) ]  +  I  [T( j ,k ,w)Up^(k)  
+ T*(j,-k,ii)Vp^(y ] = 0 . (2.59b) 
These equations yield the values of the coefficients u , v , u ., and 
PU PW P] 
Vpj and determine the polariton energies E^(k). Equations 2.58 and 
2.59 are slightly different from those derived by Agranovich (74), who 
assumed that the crystal contained a center of inversion. 
The condition that the determinant of the coefficients of u^j, v^^, 
u , and V in Eqs. 2.58 and 2.59 vanish for a nontrivial solution py py 
yields the relationships (114,115) 
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Vpj(k) • = a "pj® 
= 6 (2.60) 
'pp® : = Y "pJ® 
where 
a = 
Kkc/n - E (k) 
P ~ 
Kkc/n + E (k) 
P — 
2Rkc/n I T*(j,k,y) 
^ " [E (k) - E (k)][Kkc/n + E (k)] p — p — p — 
2Kkc/n I T(j,-k,y) 
JL 
^ ~ [Ep(k) + E^(-k)][Kkc/n + E (k)] 
The value of (k) is determined by a normalization condition 
derived from Eqs. 2.58 and 2.59 (112). The condition is (4) 
= «pp, • (2-6:) 
and the result for the normalized value of u .(k) is 
Pj — 
lUpj®!' = +E^(k)]2|2 5^E^(k) 
(Hkc/n)^|I T*(j,k,w)|2 
+ I ^ 2 
W lEp(k) - E^(k)]^ 
37 
(Rkc/n)2|% T(j,-k,p^ ^ 
I —— ^ 2 
y [E (k) + E^(-k)]^ 
p — P — 
. (2.63) 
Equations 2.58 and 2.59 are a homogeneous system determining the 
energies E^Ck) of the new elementary excitation, the polariton, 
obtained from the diagonalization of the complete Hamiltonian. Using 
Eqs. 2.60, the system may be written in terms of one set of Tyablikov 
coefficients, u^^(k): 
rfiW KV „ -| 2Kkc/n T ,(k,ii) 
lir ' - f  E rk) -'l(k) 
2Kkc/n T..,(-k,vi) 
E^(k) -pr® = ° 
where 
Tjj,(k,p) = T*(j',k,p)T(j,k,y) . (2.65) 
Equation 2.64 provides a two-by-two system of equations in the variables 
Upj, j = 1,2. For nontrivial solution, the secular equation is 
g2 + y 2Kkc ^ 2Kkcp 
Tu(-jç,.) -, i (i 
E (k)-E,(k) - E (k)+E ,(k) J 
P 
2Kkc 
jj " y II 
- "^12 T2^(-k,y) -| p Tg2(k,y) 1 
. Ep(k)-E^(k) - Ep(k)+E^(-k) J ""L Ep(k)-E^(k) - Ep(k)+E^(k) J 
= 0 (2.66) 
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where the relation has been used, and 
= 
n n 
2^ -
(2.67) 
Equation 2.66 may be simplified for centrosymmetric crystals, since, in 
this case 
E/k) = E^(-k) •Ti.(k) = Ty(_W (2.68) 
The secular equation for crystals with centers of inversion is 
5= + I 
4Kkc/n E (k) 
2„, "^11 
w Ep(k)-E^(k) 
4Kkc/n E (k) 
I ~2 2 
ME^(k)-Ej(k) 
The solution for E , 
T2i(k,y) 
4Kkc/n E (k) 
^ M ~ 
, 4Rkc/n E (k) 
E + Z -2 #— 
f Ep(k)-E„(W 
= 0 
(2.69) 
-h,2 ' G 
. 2 . 2  2  „ 2  2  
n k c . n 0) 
E 
'1,2 n n 
1 4Rkc/n E (k) 
- I -0 1 [T,,(k,y) + T (k,y)] 
2 p Er(k)-E^Ck) 
4Kkc/n E (k) 
L'-t Ep(k)-E2(k) 
(Tll(k,;) - T22(k :k , ; ) ) ]  
+ 4r I 
L 11 
4Rkc/n E (k) 
P — T, o (k 
; E2(k)- E^fk) 
:k,w)J 1/2 (2.70) 
does not immediately provide a workable expression for E^. The 
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quantities T^j(k,M) are proportional to the oscillator strength, i.e., 
to the square of the transition moment, Since these terms are 
summed over u, it is possible to use an oscillator strength sum rule to 
simplify Eq. 2.70 (74). The desired rule is obtained from the commutator 
between the momentum and the position operators. 
IPx.fy] - -« • (2-71) 
As a result, the expression for the polariton energies becomes, after 
some algebraic manipulations (74,4), 
"1,2" 
1  s V r .  E ?  ( k )  
2 n"^ P-y e: (k)-E^(k) ^ 
*1,2 " ^ 
E? (k) 
Pi,2 " 
1l/2 
(2.72) 
where is the oscillator strength associated with transition y and 4»^^ 
is the angle between the transition dipole and the polarization vector e^. 
In the special cases where the summation over jj extends over only one 
or two exciton levels, it is a simple matter to solve Eq. 2.72 for the 
2 polariton energies E^. When only one exciton level is important, Eq. 2.72 
is 
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»p 
Pf (k)-E2(k) * 
9 K2.2 2 I Pi ^ 
E^ (k) = 5JSC + ^  (2.73) 
^1,2 
where cfi Is the angle between the transition dipole and the wavevector k. 
The second case in Eq. 2.73 represents photons uncoupled with the 
2 
exciton. The first case is an equation quadratic in with solutions 
„2 2 
E^ (k) = if E^(k) + kV + F sin^<j) ] 
Pl,± ^ ^ n 
j .2^2 
± |[( Ej(k) + —2^ sin^Oi^ - 4HV E^Ck) ] . (2.74) 
n 
These solutions are identical to those obtained in Eq. 2.26 using 
Maxwell's equations, although in the present case all quantities in 
Eq. 2.74, including E^ and F^, may, at least in principle, be calculated 
based on microscopic theory without introducing a model of oscillating 
permanent dipoles (the Lorentz model) and a phenomenological oscillator 
strength. 
2 
Equation 2.72 is also quadratic in E^(lc) when two exciton levels 
are considered, v = 1,2, for which the corresponding transition dipoles 
and are perpendicular. This case applies to the two Davydov 
components of a transition in crystals with two molecules per unit cell. 
Assuming in addition that k is perpendicular to and one obtains 
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o r F, F, 
1,2 n 2n: _ ^ ^ E^ (k)-E:(k) E" (W -E:(k) 
l,z Pi,2 ^ *1,2 
2 2 r 2 
K w 
^ E? (k) 
4n? 2 ^1,2 I'-e; (k) - E'Ck) E" (k) - E:(k) 
i,^ L_ Pi 2 Pi,2 '' 
+ lef-^ ^ 2 ][-2 2 cosf+i 
L F/' - R fk^ JL F fk'> - F. fk'* -I ^ 
"l ^2 
.2 „ . _2,.\ „2 „ . „2, ] 
E: (k) E ( ) ^E ( ) E ( ) 
Pi,2 ^ *1,2 ^ 
(2.75) 
where ^ is the background refractive index for polarizations j = 1,2. 
Spectroscopic experiments on molecular crystals are usually performed 
such that the polariton e^ is parallel to either or In this 
case 
2 bW «2.2 I 
,® = -T- ^ V i  ,  
1,2 E (k)F 
1 (2.76a) 
P y  -  2  
^ (2.76b) 
.E^ (k)-E^(k) 
• P2 — ^ ~ 
These equations both yield solutions of the form of Eq. 2.74. The 
result is two polariton dispersion curves, differing in the value of 
the exciton energy E^(k) and the refractive index of uncoupled light 
n^^ 2* Such a situation is plotted in Fig. 4 of the next section. 
Clearly, then, the mixed oscillations of the classical theory find 
their counterpart in elementary crystal excitations which are neither 
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pure exciton nor pure photon. The results of this section confirm 
those obtained using classical macroscopic theory and justify (in the 
dipole approximation) the dipole model used there. This is because, 
as Hopfield has shown (68), the exciton interacts with photons exactly 
as a quantized polarization field Interacts with the quantized radiation 
field. 
Nonlinear Polariton Interactions 
Nonlinear optical phenomena are often described by writing the 
electric-dipole polarization as a power series in the electric field, 
\ 
I • EE + jj<^> EEE+ ... (2.77) 
(2) (3) 
where Yt the linear electric susceptibility and Xm and Xmt are 
the nonlinear second- and third-order susceptibilities. The one-photon 
absorption coefficient is proportional in the dipole approximation to 
the Imaginary part of the linear dipole susceptibility x^> while the 
TPA coefficient is proportional to the imaginary part of the third-order 
(3) 
dipole susceptibility X^L Second harmonic generation, on the other 
( 2 )  
hand, arises from the second-order dipole susceptibility Xj^^ (103). 
Using time-dependent perturbation theory, one can obtain expressions 
for Xl» etc. (116). For example, the TPA terra of x^^ is 
X* = 
ij j i \ 'DfQ - - 0)2 - iFfo 
\ pf|r^|iXi|rj.|0> ^  <f |r^^1 iXi|r^ 
/ 1 I '^iO " ""l " ^^ iO '^iO~'^2"^^i 
(2.78) 
(2)  
where the two-photon resonant term of x^^ 
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(2.79) 
Since the intensity of the frequency-doubled beam is proportional to 
R 2 
IXijj^l , the square of the quantity in brackets in Eq. 2.79 is identical 
to the quantity in brackets in Eq.' 2.78. Thus, in noneentrosymmetric 
crystals, where the transition 0 ->• f is both two-photon dipole-allowed 
(x^jji f 0) and one-photon dipole-allowed (<0|r^|f> f 0 in Eq. 2.79), 
both TPA and SHG proceed simultaneously. Hence, SHG may be mistaken 
for TPA, or, in an excitation experiment, fluorescence resulting from 
one-photon absorption of frequency-doubled light may be mistaken for 
fluorescence resulting from TPE. 
The above approach to nonlinear phenomena in crystals employs 
time-dependent perturbation theory, treating the entire exclton-photon 
interaction as a small perturbation on the zero-order exclton and 
photon states. However, when the exclton-photon coupling Is strong 
(relative to scattering processes), as in pure molecular crystals at 
low temperatures, exclton and photon states are not good zero-order 
states. As Ovander has pointed out (115), a more consistent approach, 
applicable where the exclton-photon interaction produces more than a 
small perturbation on the exclton and photon states, is to take for 
zero-order states the polariton states treated in the previous section 
and to consider the terms in the Hamiltonlan leading to nonlinear 
effects as perturbations on these states. This approach has been taken 
by Ovander (114,115) and Lang (117). A discussion of the various 
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treatments of nonlinear optical effects in crystals is found in 
Ovander's article (115). 
In the previous section, eigenfrequencies and associated Bose 
creation and annihilation operators for the normal modes (polaritons) 
were found for a system whose Hamiltonian, Eq. 2.54, contains terms 
quadratic in the exciton and photon amplitudes. Since no higher terms 
were considered, the resulting modes, represented by Ç (k) and Ç^(k), 
P P 
are harmonic oscillators. Nonlinear phenomena, however, arise from anhar-
monic terms in the system Hamiltonian (118), and to explain them it will 
be necessary to consider terms of higher order than those contained in 
the Hamiltonian of Eq. 2.54. Such terms will be considered in this 
section following the paper by Ovander (115). 
The nonlinear Hamiltonian 
The total Hamiltonian, Eq. 2.38, is separated into quadratic and 
nonlinear terms as 
"EX - "S' + (2-80) 
"INT = «ÎM* + + "RA?* + 4M'' (Z'»" 
where H^^^ + H^^ is given by Eq. 2.40, H^^ is the third-order term of 
the exciton Hamiltonian, H^^^^ is given by Eq. 2.52, is the 
2 1(3) 11(3) 
quadratic A part of the interaction Hamiltonian, and H^^ and H^^^ 
2 
are the third-order terms of the A • 2 and A contributions to the 
interaction Hamiltonian, respectively. 
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1(3) 
The term results when more than one excited molecular state 
is permitted. This will allow intermediate (virtual) states of the 
molecule to intervene as they do, for example, in TPA. In the 
delocalized-exciton representation, making the Heitler-London approxima­
tion, the result analogous to Eq. 2.49 is (4) 
'  I  à' ul I  
where 
As in the preceding section, the value of follows readily: 
J.(2.) ' f + Hg>, R^ (2)) 
f U i, j. "af i, 
(2.84) 
Equation 2.45 then yields the value of 
INT 
+ _ + 
X <2-85) 
where 
2 nl/2 f f 
% , (k.k') . - I iDj: . (2.86) 
'l'2 " 
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The operator is found by writing the term of Eq. 2.45 in 
the exciton second-quantization formalism as the one-particle operator 
+ + + 
-f- "4" 
where s labels the electrons of the molecule, and the Heitler-London 
approximation has again been used. In the dipole approximation, 
i(^-^')»(r -r ) 
e —na,s -na _ ^ where r is the position of electron s of 
-na, s 
molecule na, the terra vanishes. 
The third-order terms of the exciton operator are found by 
allowing the indices denoting the molecular excited states to take the 
values 0, f, f, or f", requiring one of the molecular states to be 
the ground state 0, in the matrix elements for intermolecular interac­
tions in the crystal (4). In the Heitler-London approximation. 
41' = 
-1^2 ^ 2*^3^ °^1^2^3^ -1^1 -2^2 
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] • 
The term represents the nonlinearltles in the Coulombic (excitonic) 
interactions within the solid. In Eq. 2.88, 
Equations 2.85, 2.87, and 2.88 together comprise the cubic terms of 
the complete Hamiltonian. They are transformed to the polariton 
representation using the transformations, Eqs. 2.56 and 2.57. 
Polariton fusion 
Tlie cubic terms obtained above give rise to Raman scattering (114, 
115), SHG, and TPA (101b,115,117,119). The processes of SHG and TPA 
are considered here. Both involve the annihilation of two photon-like 
polaritons to create a third polariton via matrix elements of terms in 
the operator Ç Ç . This process has been called "polariton fusion" 
P3 P2 Pi 
(101b,117). The theory of polariton generation by TPA and SHG has also 
been treated semiclassically by Boggett and Loudon (120). 
Since the quadratic terms of the interaction Hamiltonian have been 
included in the zero-order Hamiltonian, the polariton fusion matrix 
element appears in first-order perturbation theory, whereas in the 
usual theory (121), where the entire interaction Hamiltonian is treated 
as a perturbation, the cubic terms contribute to the TPA transition 
probability in second-order perturbation theory. In the present situa­
tion, the polariton fusion rate is given by the golden-rule expression 
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for the annihilation of polaritons labelled k^, and pg and the 
creation of a polariton + kg, 
W^'°(k) = Y" I I <N^ 
'1P2P3 -1-2 
, , 1 +1;N , -1;N , -1 
PiPnPo k.k„ Pl^l'^^2 Pl-1 ^2^2 
X R(k^,kg;p^p2p2)Cp^(k^)Sp^(kg)gp^(k^) 
(2.90) 
where R(kj^,k2;Pj^P2P3) is the appropriate coefficient of the polariton 
creation and annihilation operators as determined by Eqs. 2.85, 2.87, 
or 2.88 for the cubic terms of the Hamiltonian, and N , , N , and 
Pl^l 
Np ^ are the polariton occupation numbers. 
The relative importances of the three contributors to the cubic 
Hamiltonian may be estimated by comparing terms of the expressions 
obtained for each of them: 
1/2 
(Ê) 
X C (k)5 (k-Q) 
"^1 ^2 
(2.91) 
.11(3) _ -L KnSe" _fO 
INT 
Co (-&2)So (4i-&2) (2.92) 
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h^2 
where E = E (k) - E (k-5.). It follows that 
^1 ^2 
4») 2m E«' E''° D«' D''° 
(K. - E^'O) QD" ~ 
Thus, due to the small value of k • in the contribution of 
2 the A term to polariton fusion can be neglected, just as it is 
negligible in the second-order perturbation theory of TPA (121). In 
addition, 
E^'f d"' (K.-E''°) 
igr ~ r.. 
[ I' <0f jv^^lf •f'>e ] D^'° Ef'( 
m 
-ik«r 
(assuming [E' <Of|V If'f">e ] is of the order of 50 cm ), since 
ni "m' 
f 'f 
the separation between energy levels, E , is much larger than the 
modulated sum of the matrix elements of If, however, the energies 
of all three polaritons, Mw2 and M(w^+w2), approach resonance with 
exciton levels, then all three Tyabilkov coefficients in the expression 
( 3 )  
for Hpv approach resonance (see Eqs. 2.60 and 2.61) and this term 
LX 
becomes important. Nonlinear effects due to anharmonicities in the 
Coulombic interactions within the crystal must then be considered (115). 
This is not the case, however, when considering TPA to the first 
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(3) 
excited singlet state, and thus is excluded from further con­
sideration here. 
Proceeding, then, to consider matrix elements of it is 
necessary to evaluate 
I I -%f|R(k,.k2;p P20 )( (k )( (k2)(^ %+k )|0> 
kj^ kj PjPjPj Pi 1 P2 p, 1 2 
• ki p,pL • 
(2.96) 
The coefficient determined from the transformation 
of Eq. 2.85 into the polariton representation, retaining the terms con­
taining two annihilation operators and one creation operator (4): 
^2^2 X / J. 6 
X (E^^C-k^) - + K^.k,)] 
(2.97) 
where iCk^ik^) represents the previous terms with variables and 
interchanged. The relation u^^(k) + v^^(k) = ^(k) has been used in the 
approximation fikc/n z' (k), valid where the polarlton dispersion curve 
deviates little from the photon dispersion curve. This approximation 
is especially appropriate for the incoming polaritons of the polarlton 
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fusion process but should also be acceptable for the created polarlton 
(c.f., Eqs. 2.60 and 2.61). Equation 2.97 may be rewritten in terms of 
the matrix elements of the transformed momentum operator J^(^) defined 
in Eq. 2.46. In the Heitler-London approximation 
^ E (±k) = - — <kn|j+(k)|0> (2.98) 
a m 
I \  -l" " "I <2-"> 
where | > = $^(k) and |0> = are the excited (molecular state f, 
branch y) and ground state exciton wavefunctions. In this notation 
2 3/2 .1/2 r 
R(kj^,k2;PiP2p) = [ J \ I 
^ Nvcm J L k^k2(k^+k2)n^n2n-J 
r <0|:_(k]^+k2) lng.k^+kgXk^+kg.Wgl j+Ck;) |o> 
L IE (ki+k;) - E^(k^+]Ç2)I(E (kj) - E (kj)] 
1 z z 
<01 j^C-kj) ll'2.-k2X-kg.W2|5+%) IHi.-kj^-k2Xu^-kj-k21 10> 
J 
X u .(k.)u ,(k„)u*.(k.+k„) + 1(1,2) y (2.100) 
9-^3 —1 P2J PJ —1 
in the absence of damping, where 1(1,2) represents the previous terms 
with indices 1 and 2 interchanged. 
In the case of TPA or two-photon resonant SHG, where ^ (Wj^+Wg) = 
Ep(k^+k2) matches an exciton resonance of the crystal, 2 ~ 
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first term of Eq. 2.100 dominates the expression. Using Eq. 2.63 for 
Iupj(k)|, the polariton fusion matrix element at resonance is 
2 
lR(k ,k ;p P2P3) 1 = I l|u j%)| |u j (kg) I I 
^ ^ ^ ^  I Nvcm'' JL k,k„n,n„ J ^1^ • 2^ ^ y 
[ 
12 12 
I I Vk2>^2^ I ^+(^2) 10> 
+ 1(1 
, 2 )  J  
(2.101) 
where the approximation E = Mw. „ has been used. This expression 
^1,2 
is of the form of the TPA matrix element. 
In a finite-dimensional crystal, where the wavevector jk is no 
longer an exact quantum number, the Born-von Karman boundary conditions 
do not obtain. In this case, in obtaining the expression for R^(^) in 
the delocalized exciton representation, Eq. 2.82, there remains a 
summation over n which is carried into the resulting expression for 
1(3). 
INT • 
H 
ÏI I r I Î 
k 2 n=0 
N i(k'-k+Q)T 
— — —na 
e ]^5jVy^®(k-^)li2 
(2.102) 
As a result, the matrix element, Eq. 2.90, contains the factor (115) 
iAk»r 
na (!) L iAkx dx e 
0 
(2.103) 
where Ak = k-+ko-k is the momentum mismatch between initial and final 
— —1 —I — 
polariton states, and the summation has been rewritten as an integral. 
Hence, the dependence of the polariton fusion rate on the momentum 
mismatch is given by 
UO ( ^  ) 
W^"(k) ~ . (2.104) 
, AkL V 
( 2 ) 
As expected, the polariton fusion rate is greatest when ûk = 0. This is 
none other than the phase-matching criterion for SHG (118). In infinite 
crystals (or crystals where the Born-von Karman boundary conditions 
apply), Ak is required to vanish by momentum conservation. 
Polariton fusion is illustrated in Fig. 4, where the polariton 
* 
dispersion curves for two Davydov components, one ^  -polarized and one 
^-polarized, are shown for an organic crystal such as phenanthrene. 
Two polaritons at point A or A' combine via the polariton fusion matrix 
element, Eq. 2.100 or Eq. 2.101, to produce a frequency-doubled 
polariton on the upper branch of the ^ -polariton in the region marked B 
(the precise location of this point will be discussed in Chapter IV). 
If the polariton created at B is scattered by exciton-phonon interaction 
or crystal imperfection to an exciton-like polariton at, say, point C, 
absorption will have occurred and the resulting fluorescence will be 
observed in the TPE spectrum. If, on the other hand, the polariton at 
B is not scattered, but remains a mixed exciton-photon state, the 
excitation will exit the crystal as a photon and be observed as SHG. 
If the crystal were perfect and there were no scattering of the frequency-
doubled polariton, no TPE would be observed. Thus, the nearly 
"perfect crystal" absorption behavior observed in naphthalene one-
photon absorption (1,2) should also be observable in nonlinear 
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k  k 
Figure 4. Dispersion curves of and ^-polarized polaritons in 
phenanthrene. A and A' mark Initially formed polaritons, B 
marks the polariton formed by fusion, and C a scattered 
exciton-like polariton resulting in two-photon absorption 
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spectroscopy. As the temperature is decreased in such a system, and 
the regime of weak damping and strong exciton-photon coupling is 
reached, the intensity of TPE should decrease while the intensity of 
SHG increases. 
The picture that emerges in the polariton theory of nonlinear 
spectroscopy is that for transitions strongly coupled to the radiation 
field, TPA and SHG are not the distinct processes envisaged by the 
usual semiclasslcal perturbâtive approach. Rather, both are manifesta­
tions of polariton fusion, and it is scattering processes within the 
crystal which determine the fate of the frequency-doubled polariton. 
The demonstration of polariton dispersion by polariton fusion is 
exemplified by the experiments reported by Hochstrasser and Meredith 
on anthracene and naphthalene (93,94). Since anthracene and naphthalene 
contain centers of inversion, the electronic state reached is in both 
cases dipole-forbidden via two-photon processes but strongly allowed 
via one-photon absorption. Thus, the electronic state is strongly 
coupled to the radiation field and the phase-matching condition must 
hold for the polariton fusion process onto the dispersion curve of the 
polariton generated (91). Hochstrasser and Meredith selected the wave-
vector of the polariton state reached by rotating the crystal about one 
of the principal axes of the crystal dielectric tensor. Following the 
method of angle tuning of frequency-doubling crystals, phase matching 
is achieved by taking advantage of crystal birefringence, matching the 
refractive index of the extraordinary ray of undoubled light (the 
incoming polariton) with that of the ordinary ray of the frequency-
doubled light (the outgoing polariton), or vice versa (122). The 
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former type of index matching is depicted in Fig. 5. The incoming 
i 6 6 
polariton is photon-like, lying very near the line w = ck/n^, where n^ 
is the refractive index of the extraordinary ray at the frequency of 
the incoming photon. The phase-matching criterion Ak = 0 requires 
n^ = n° where n° is the,refractive index of the ordinary ray at the 
0) 2(i) 2(JO 
doubled frequency. Tlius, the only points which satisfy the phase-
matching criterion are on the w = ck/n^ light line (dashed line, shown 
in Fig. 5 for three different refractive indices), whereas the only 
states available in the crystal at frequency 2w are those on the 
polariton dispersion curve. Hence, the polariton state created is that 
at the intersection (points A, B, C). Since the refractive index of the 
extraordinary ray varies as the angle of the incoming wavevector is 
changed with respect to the principal axes in the plane of polarization, 
this point of intersection may be tuned, e.g., from A to B to C in 
Fig. 5, as the refractive index is changed from n^ to ng to n^. It is 
important to realize that polariton fusion in these experiments requires 
jumping from two polaritons on the extraordinary polariton dispersion 
curve to one polariton near the knee region of the ordinary polariton 
dispersion curve. A magnetic dipole-electric dipole mechanism has been 
proposed for this process, which is dipole forbidden (88f). 
Dispersion of damped polaritons 
Nothing has been said up to this point about the possible effect 
of damping on polariton fusion or on the phase-matching condition. This 
is a problem of considerable complexity. If damping in the crystal is 
strong enough, the wavevector k is not an adequately good quantum number, 
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Figure 5. Phase matching on the ordinary polariton dispersion curve 
(solid line) for the incoming extraordinary ray at three 
different angles of incidence (dashed lines) 
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and the relevance of phase matching is thrown in doubt. Furthermore, 
the effect of damping on polariton dispersion should be considered. 
Damping may be conveniently Introduced into the polariton formalism 
by allowing the dielectric constant to be complex. The dielectric con­
stant is a function of both frequency and wavevector, and, in general, 
both are complex. The complex polariton dispersion relation is then 
written 
-2 _ _ _ 
[  ^  G(w,k)  ] = 0 (2.105) 
c 
where complex quantities are denoted by a tilde. Two limiting types of 
solution may be sought. Those with complex frequency but real wave-
vector correspond to spatially homogeneous mixed exciton-photon states 
which are temporally damped. The dispersion equation for these modes 
is (123) 
w^(k) èlk,ù(k)] = cV . (2.106) 
Those solutions of Eq. 2.105 whose wavevector is complex but whose 
frequency is real represent spatially inhomogeneous, spatially damped 
waves (4). The dispersion equation for these solutions is (123) 
Glk<w),w] = c^kf . (2.107) 
The spatially homogeneous solutions are the closer to the polariton 
model. Since the wavevector k remains a good quantum number, the 
solutions are quasi-partlcles and may properly be called polaritons. 
The spatially inhomogeneous solutions, on the other hand, are to some 
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extent localized and must be represented by a wave packet and not by a 
single wavevector. 
Dispersion curves have been calculated for both Eqs. 2.106 and 2.107 
by several authors (123,124), who have pointed out essential differences 
in their solutions. In the polariton model, a modest amount of damping, 
Y < 2Wp, where y is the damping constant and is the plasma frequency, 
does not greatly change the character of the polariton dispersion (123, 
125,126). If, on the other hand, a spatially inhomogeneous model is 
appropriate, the effect of damping on the dispersion is much more 
significant. Robinette et al. suggested that the spatially inhomo­
geneous model is necessary to describe one-photon absorption in strain-
free, pure naphthalene at low temperatures (3). The spatially inhomo­
geneous model has also been applied to one-photon infrared absorption 
by phonon-polaritons (124). In these cases, a beam incident on the 
crystal decays exponentially in space due to one-photon absorption. On 
the other hand, the polariton (spatially homogeneous) model has been 
found appropriate to Raman scattering by phonon-polaritons (123-125), 
where the laser beam enters and exits in a frequency region in which the 
crystal is transparent, interacting homogeneously with a region of the 
crystal. One might anticipate that the spatially homogeneous polariton 
model is appropriate to the polariton fusion process for the same reason, 
and therefore, that a small amount of damping has little effect on the 
polariton dispersion observed by polariton fusion in organic molecular 
crystals. 
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CHAPTER III. EXPERIMENTAL METHODS 
The experimental work necessary to obtain the phenanthrene TPE and 
SHG spectra presented In the next chapter required purification of the 
phenanthrene, growth and preparation of the crystal, control of the 
crystal temperature, alignment and tuning of a dye laser, polarization 
and focus of the dye-laser beam, and detection and processing of the 
fluorescence and second-harmonic signals. 
Crystal Preparation and Crystal Data 
The phenanthrene used to grow crystals from a melt for the initial 
experiments was obtained from Aldrich Chemical (98%) and purified by 
treatment with maleic anhydride to remove anthracene, by sodium fusion 
to remove fluorene and other impurities, followed by vacuum sublimation, 
column chromatography, vacuum sublimation again, and zone-refining (80 
passes).^ The resulting anthracene concentration was determined from 
spectra of hexane solutions using a Cary-14 spectrophotometer and was 
found to be no greater than 1.5 x 10 ^  mole per mole phenanthrene. 
Phenanthrene used to grow later crystals from a melt (Aldrich, 90%) 
was also purified using maleic anhydride and sodium fusion,^ followed 
by additional treatment with maleic anhydride, vacuum sublimation, and 
zone refining (130 passes). The resulting concentration of anthracene 
was less than 2.1 x 10 ^  mole per mole phenanthrene. Zone-refined 
phenanthrene used to grow crystals by sublimation was obtained from the 
^Purification by Sylvia Stevenson Adelman. 
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IBM Research Laboratory, San Jose, California. Using a Perkin Elraer-320 
spectrophotometer, the anthracene concentration was found from solution 
-5 
spectra in benzene to be less than 2.2 x 10 mole per mole phenanthrene. 
Melt-grown crystals were grown by sealing the purified compound in 
a Pyrex tube under a low pressure (about 10 Torr) of nitrogen. The 
design of the crystal tube varied. A cylinder constricted at one end 
to an inside diameter of about 4 mm was used for several cases. For 
some phenanthrene crystals, a constricted cylinder enclosed in an 
outer cylinder of larger diameter was tried in an attempt to minimize 
the effect of the phase transition which occurs just below the melting 
point (127) by allowing the phenanthrene in the inner cylinder to cool 
very slowly. The sealed crystal tubes were placed in a Bridgman furnace 
and lowered slowly through a temperature gradient from about 10°C above 
the melting point to about 10°C below it. The crystal boule was 
removed from the crystal tube and cleaved along the ab cleavage plane 
(128). Crystals were cut along the acute bisectrix a^*, the obtuse 
bisectrix c^*, and the normal to the optic plane ^  using conoscopic 
techniques to determine the projection of the optic plane. 
Phenanthrene sublimation flakes were groim in a Pyrex container 
onto a copper plate some 5 cm above the bottom of the container, under 
a pressure of 10 to 15 Torr of nitrogen at a temperature of about 70°C. 
Sublimed crystals exhibit ^  faces (128) 10 to 20 pm thick, 4 to 8 mm 
in length, and 2 to 4 mm wide. Under conoscopic examination with a 
polarizing microscope, they showed a clear off-center optic axial 
figure from which the projection of the optic plane onto the crystal 
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plane and the direction of rotation of the face normal from the 2* axis 
could be determined. 
Fluorene for use In the mixed-crystal experiments was purified by 
treatment with malelc anhydride, vacuum sublimation, and zone refining,^ 
-3 -3 
and doped with phenanthrene at a concentration of 2 x 10 to 4 x 10 
mole phenanthrene per mole fluorene. Crystal axes were determined 
orthoscoplcally and conoscoplcally. 
The phenanthrene crystal has been determined to be monoclinlc 
belonging to the P„ space group with an angle g = 97.7° between the a 
1 
and £ crystallographic axes (129,130). The angles between ^  and and 
between c and £* have been determined optically as 11.0° and 19.2° 
respectively with c^* in the obtuse angle g (131). The direction cosines 
of these axes with respect to the long (L), median (M), and normal (N) 
molecular axes (M is the rotational axis in the point group) are 
given in Table 1 (132). The direction cosines for the second molecule 
of the unit cell are found by changing the signs of all direction 
cosines except those with respect to the ^  axis. 
Table 1. Direction cosines for the phenanthrene crystal 
a_ a* b c_* Ç'* 
L 0.255 0.071 -0.086 0.993 0.963 
M 0.441 0.469 -0.876 -0.109 -0.195 
N -0.861 -0.880 -0.474 0.020 0.185 
is the axis normal to a^ in the ar plane. 
^Purification by Martin Edelson. 
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Crystals were mounted in a liquid helium cryostat of one of two 
types: a metal cryostat (Janis Super Vari-temp) cooled by throttling 
liquid helium into the bottom of the sample chamber, and a double-nested 
glass cryostat with a fused quartz tail section (Pope Scientific, Inc.) 
in which the sample was immersed directly in liquid helium. In the 
metal cryostat, temperatures of about 6K were obtained with liquid 
helium just below the sample. By reducing the pressure of helium vapor 
using a high capacity Stokes pump, temperatures below 2K could be 
obtained with both cryostats. 
Optics and Lasers 
Pulsed coherent light was generated by a nitrogen laser-pumped dye 
laser with amplifier (National Research Group PTL-2000) operated without 
its étalon and producing about 55 mJ per pulse with a peak power of 
about 10 to 12 kW. The laser was pulsed at 15 to 20 Hz. Dye solutions 
of 2 X 10 ^  to 8 X 10 ^  M nile blue with 3.8 x 10 ^  M rhodamine 610 and 
5 X 10 rhodamine 640 (Exciton Chemical) in ethanol were used. The 
linewidth of the dye-laser beam was typically 1 to 2 cm A Glan-
Thompson prism was used to polarize the input to the dye-laser amplifier 
and a double Fresnel rhomb rotated the polarization to the desired 
direction. The dye-laser beam was filtered optically by sharp-cut red 
filters (Corning) to remove stray UV light. 
In the initial experiments, a small fraction of the dye-laser beam 
was reflected at nearly normal incidence by a beam splitter to a 
spectrally flat laser moniter phototube (RCA 4832) in order to produce 
a reference signal. This was later replaced with a cell containing 
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about 20 mg of powdered KHgPO^ (KDP) and two or three drops of n = 1.488 
index-matching fluid (Cargill, Inc.) to prevent light scattering, 
between two quartz discs 3 mm thick and 18 mm in diameter. The dye-
laser beam was focused onto the cell by a lens of focal length 15 cm to 
produce frequency-doubled light which could be used as a two-photon 
reference. The frequency-doubling cell is similar to the second-harmonic 
analyzer used by Dougherty and Kurtz to detect noncentrosymmetry in 
crystals (133). The doubling cell was set at an angle of about 45° to 
minimize étalon effects. The emerging light was recollimated by a 15 cm 
lens and the small portion of frequency-doubled light was separated from 
the transmitted red light by a dichroic mirror (45° UVCM, Optical 
O O 
Coating Laboratory, Inc.) whose response was flat from 3400 A to 3700 A 
at 45° incidence. The doubled light was passed through a 345 nm 
O 
interference filter (Ditric, 160 A half width) and a short wave pass 
filter (Melles Griot) and detected by an RCA 931A photomultiplier tube 
with fast response base preceded by a 350 nm interference filter 
(Ditric, 100 A half width). 
It has been suggested that the correct normalization procedure for 
TPE is pulse-by-pulse normalization to a standard two-photon absorber 
(134). The use of the KDP doubling cell to produce a frequency-doubled 
reference meets these requirements. The intensity of the frequency-
doubled light was extremely sensitive to the position of the focal point 
of the laser beam on the cell, suggesting that the focused laser beam 
was not striking enough KDP particles to effectively average over all 
crystal orientations. If this was the case, the intensity of the 
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doubled light may have been sensitive to variations in phase matching 
as the laser beam was scanned. The intensity of the frequency-doubled 
output from the cell followed the intensity of the dye laser smoothly 
as the laser was tuned across the dye output, with an intensity 
roughly proportional to the square of the fundamental intensity over 
O 
ranges of up to 40 A. Kurtz and Perry discussed the influence of 
coherence length, particle size, and phase matching on SHG output from 
"•2 
powdered materials (135). A X dependence of the SHG intensity may 
limit the use of the doubling cell as a reference in extended scans, 
and it may be that a broad-band two-photon absorber would be more 
suitable as a reference for extended scans. In the short-range scans 
O 
reported here (about 60 A), neither normalization nor the method of 
normalization had an effect on the observed spectra. 
The dye-laser beam was focused by a 50 cm lens through a Glan-
Thompson prism onto the sample. Several configurations were used to 
detect TPE and SHG signals; 
(i) Normalized TPE spectra were recorded by using the two-photon 
reference cell mentioned above. Fluorescence was detected at right 
angles to the laser beam by an Amperex 56 DVP photomultiplier tube with 
a base for fast pulse response. The photomultiplier was preceded by a 
focusing lens, an interference-coated Corning 7-54 UV-transmitting 
filter (transmitting wavelengths from 320 to 370 nm), and a Corning 
7-37 UV-transmitting filter. This configuration is diagrammed in Fig. 6. 
(ii) Unnormalized SHG spectra were detected without the KDP cell 
and accompanying optical elements and with the photomultiplier tube and 
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PMT 
TV 
DM 
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:L_ïL-JZh=4j 
Xtal 
Figure 6. Experimental configuration for normalized two-photon excita­
tion. L, lens; DC, doubling cell; DM, dichroic mirror; F, 
filters; PMT, photoraultiplier tube; P, polarizer; Xtal, 
crystal 
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filters listed above colllnear with the dye laser beam. A 345 nm or 
350 nm Interference filter mounted on the window of the cryostat 
eliminated undoubled light emerging from the sample. A 10 cm lens 
collected the second harmonic, which was passed through a Glan-laser 
prism (Karl Lambrecht Corp.) to select the polarization of the second 
harmonic, through the UV-transmlttlng filters, and onto the photo-
multiplier tube. 
(Hi) For simultaneous recording of unnormallzed TPE and SHG 
spectra, the SHG configuration of (11) and the 56 AVP photomultlpller 
with the fast-response base were used to detect SHG, while TPE was 
detected at right angles through a 7-54 UV-transmlttlng filter by the 
Amperex 56 DVP photomultlpller. Additional filters were used when 
necessary to reject scattered red light from the dye-laser beam. The 
configuration for simultaneous observation of TPE and SHG is shown in 
Fig. 7. 
(iv) For crossed-beam experiments, the dye-laser beam was split 
into two beams by a dielectric-coated beam splitter (Spectra-Physics) 
designed to reflect and transmit 50% of the S polarization of incident 
light of a given wavelength (632.8 nm). Beam-steering mirrors allowed 
the two beams to be directed onto the crystal at angles from about 10° 
to about 37°. In cases where beams of opposite polarizations were 
required, a double Fresnel rhomb was placed in one beam to rotate its 
polarization. Photomultipllers and filters were configured as in (ill) 
to detect TPE and SHG. It was possible to orient the photomultlpller 
used to detect SHG so that second harmonic coincident with either of the 
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L F 
PMT 
Xtal 
Figure 7. Experimental setup for simultaneous two-photon excitation 
and second harmonic generation. Cf. caption to Figure 6. IF, 
interference filter 
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incoming beams missed the photomultiplier and only second harmonic 
produced by the interaction of the two beams were detected. Figure 8 
shows the setup used for crossed-beam experiments. 
The dye-laser grating was tuned by a stepping motor driving a set 
of gears^ attached to the tuning micrometer of the dye laser. The 
2 
stepping motor responded to a controller which could in turn be con­
trolled manually or by a microcomputer. The routine used to automatically 
scan the grating is included in the assembly-language program in the 
Appendix. The reading of the stepping-motor controller was calibrated 
frequently against a Jobin-Yvon 1.5 m spectrometer by measuring the 
O 
wavelength of the dye laser at intervals of about 10 A in the spectral 
region of interest. The Jobin-Yvon spectrometer was calibrated using 
several red lines of a neon spectral calibration lamp. Recorded spectra 
were marked with the position of the stepping motor every 20 A or so. 
The positions of features in the TPE and SHG spectra, measured 
relative to these marks, were reproducible to within 1 to 2 cm 
Detection and Processing 
The initial experiments were performed using either a laser 
photometer and normalizer built by the Ames Laboratory Instrumentation 
Group, or a commercial laser photometer and normalizer (Lambda Physik). 
The former was only sporadically satisfactory. Both lacked versatility 
^Design by David Birlingmair of Ames Laboratory Instrumentation 
Services. 
2 
Design by Harold Skank of Ames Laboratory Instrumentation Services. 
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Figure 8. Configuration for crossed-beam experiments. Cf. captions to 
Figures 6 and 7. M, mirror; FR, Fresnel rhomb 
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mnd neither sufficiently rejected noise. They were replaced by a 
system which takes advantage of gated integration and computerized 
signal processing to improve signal-to-noise ratios. The system is 
depicted schematically in Fig. 9. 
The gated integrators were purchased from Evans Associates (Model 
4130), and were modified to integrate charge accumulated on an analyzing 
capacitor by removing the input resistor (136). An analyzing capaci­
tance of 27 pF or 50 pF was found useful. Since the nitrogen laser could 
not be triggered externally, the gating sequence was initiated by the 
trigger-out pulse (trig, out in Fig. 9) which precedes the laser pulse 
by 20 to 30 ns. To open the gate before the signal arrived at the 
integrator from the photomultiplier tube, a fast gating circuit^ designed 
around a Schottky retriggerable monostable multivibrator (Advanced 
Micro Devices Am 26S02) was built and used to trigger the gate of the 
integrator. This circuit, shown in Fig. 10, is capable of fully 
opening the gate in 10 ns after the arrival of the trigger pulse. The 
output of the integrator is a voltage level between 0 and 5 V propor­
tional to the voltage built up on the analyzing capacitor. 
The trigger-out pulse of the nitrogen laser was also sent to a 
2 
monostable multivibrator which provides a logic pulse used to interrupt 
thé microprocessor through the request A bit (Req. A in Fig. 9) of the 
control-status register of a parallel interface in the LSI-11 
^Design by Malvern lies, Ames Laboratory Assistant Physicist. 
2 Circuit designed and built by Johnie C. Brown. 
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Figure 10. Gating circuit for gated integration 
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microcomputer. This interrupt initiated the routines to read and 
process signal levels stored by the integrators. The signal levels were 
read by the analog-to-digital (ADC) converter of the LSI-11. After they 
were read, a pulse from the output buffer of the parallel interface was 
sent to the integrators to reset them. 
The program used to detect the firing of the nitrogen laser, read 
signals from the integrator, and process the data is printed in the 
Appendix in the version used for recording TPE and SHG simultaneously. 
The program used for normalization of TPE spectra to a two-photon 
reference is similar. A digital version of a Butterworth low-pass 
filter processed the data for noise rejection.^ The output of the 
Butterworth filter conforms to a differential equation incorporating 
damping in order to reject high-frequency fluctuations in the data, 
likely to be noise, and retain low-frequency variations. The equation 
is (137) 
i\w ^ dE (t) , 
-à~ + -ir- + = "cEin(t) 
where E^ is the output, E^^ the input, and the angular cutoff fre­
quency. The algorithm for filtering is obtained by rewriting this 
equation (137) 
1 
Harold Slcank of Ames Laboratory Instrumentation Services suggested 
this filtering procedure and provided the algorithm. 
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+ 
1 + /2 Ato) + (AtU) 
1 
c c 
2 (3-:) 
where x^(t^) = and the filtered output. Circular 
cutoff frequencies of 0.5 to 2 Hz were found useful with the laser 
firing at 20 Hz. Scan speeds were slow enough that features of the 
spectra were not obscured by the filter. Filtered data were multiplied 
by a scaling factor and converted to a DC voltage level by the 
digital-to-analog (DAC) converter of the LSI-11, and were recorded by a 
chart recorder. 
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CHAPTER IV. RESULTS AND DISCUSSION 
In this chapter, the TPE and SHG spectra of the first singlet 
11 
A^ A^ absorption of the phenanthrene crystal are presented. This 
transition has been studied extensively in one-photon absorption (9a,9b, 
14,31,32,138,139). Although a TPE spectram of the phenanthrene crystal 
was reported by Otokozawa et al. (140), their resolution was low and 
the spectra apparently poorly polarized. More recently, SethuRaman 
et al. have reported a thorough study of the TPE spectra of the 
phenanthrene crystal (132). The work presented in this dissertation 
originates in that study. In the first section of this chapter, the 
vibronic TPE spectra and the mechanism of TPA in phenanthrene are dis­
cussed. The following sections concentrate on the origin region of the 
transition, and relate the TPE and SHG spectra of this region to the 
theory of polariton fusion developed in Chapter II. 
Phenanthrene First Singlet Two-Photon Excitation 
The vibronic TPE spectra of phenanthrene are discussed in this 
section for pure phenanthrene crystals and for mixed crystals of fluorene 
doped with phenanthrene. Since intramolecular processes such as 
vibronic coupling and mechanisms of TPE can be expected to be similar 
in the pure and mixed crystals, the study of mixed crystals provides a 
means of confirming conclusions drawn from the study of pure crystals 
and vice versa. Phenomena related to collective excitations, of course, 
do not carry over from one system to the other. 
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Vibronlc spectra of pure phenanthrene crystals 
The TPE spectra of phenanthrene*s 350 nm absorption system were 
obtained by SethuRaman using a flash lamp-pumped dye laser system (141). 
SethuRaman's b(c*c*), b(a*a*), c'(aa), and c'(bb) TPE spectra are 
presented in Figs. 11-14 (132). The notation M^^^e^) is used here 
where k labels the direction of the photon wavevector in the crystal 
and e. and e. denote the directions of the electric fields of the two 
—1 —2 
linearly polarized photons absorbed by TPA. The origin is not shown in 
SethuRaman's scans. The nitrogen laser-pumped dye laser and associated 
setup described in Chapter III for the initial experiments were used to 
determine intensity ratios of the origin relative to the first two 
vibronlc bands of the 394 and 672 cm ^  vibrations, and to confirm 
-1 intensities and linewldths in the region from 30400 to 30820 cm 
involving combination bands. Table 2 gives vibrational frequencies and 
their assignments as reported by SethuRaman e^ (132). Intensities 
for each polarization are normalized to a value of 100 for the origin. 
Relative intensities were based on relative peak heights except for 
the 672 cm ^ fundamental,, whose linewidth was about half that of the 
394 cm ^ band. 
Of the spectra presented in Figs. 11-14, It is the ^ (^*2*) spectrum, 
Fig. 11, which most closely resembles the one-photon spectra of McClure 
(31) and Craig and Gordon (138) in the prominence of the 672, 1380, 
and 1410 cm ^ totally symmetric vibrations and their combinations. 
The one-photon spectrum is well-understood in the Condon approximation 
except for vibronlc coupling Involving the totally symmetric 672 cm ^  
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\ 
i 
E-PHOTON FREQUENCY (cm-') 
Figure 11. ^(2*5.*) two-photon excitation spectrum of phenanthrene at 
about 6K. ^ is the propagation direction and (c^*c^*) are the 
polarizations of the two absorbed photons. Peak positions 
are measured relative to 28627 cm~^, the average of the 
Davydov components of the origin reported by Craig and 
Gordon (138) 
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Figure 12. b(£*£) two-photon excitation spectrum of phenanthrene at 
about 6K 
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Figure 13. Ç.'(aa) two-photon excitation spectrum of phenanthrene at 
about 6K 
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Figure 14. £'(bb) two-photon excitation spectrum of phenanthrene at 
about 6K 
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Table 2. Vibrational analysis for the TPE spectra of the 350 nm system 
of phenanthrene® 
Two-photon Interval from Intensity 
ck-lb 28627 c*c*d Assignment 
100 % 
28842 215 2 - <1 
29021 394 30 30 30 
29138 511 <1 - 3 f 
29299 672 30 30 50 fCa^) 
29437 810 ~1 sh, ~2 15 f(a^) 
29496 869 4 3 sh, ~1 .  ? • (  
29539 912 3 1 3 ? 
29557 930 2 2 5 ? 
29632 1005 20 30 25 f 
29647 1020 15 20 20 f(a^) 
29678 1051 sh, ~1 - 7 7 
29695 1068 10 15 12 394 + 672 
29723 1096 3 sh, 3 2 ? 
*From Ref. 132. 
b 
Vacuum corrected. 
c -1 28627 cm is the midpoint between the upper and lower Dnvydov 
components measured by Craig and Gordon, Ref. 138. 
^See text for explanation of relative intensities. 
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Table 2. Continued 
Two-photon Interval from Intensity 
cm-i^ 28627 a*a*^ c*c*^ Assignment 
29743 1116 3 9 sh, ^ 3 f(aj^) 
29753 1126 - - 10 f 
29837 1210 sh, ~1 sh, ~4 3 f(ai) 
29875 1248 15 25 20 f(a^) 
29955 1328 8 8 - f(aj^) 
29969 1342 sh, '\,2 - sh, ^ 2 2 X 672 
30007 1380 25 sh, ~5 70 f(aj^) 
30037 1410 40 sh, ~5 75 f(a^) 
30071 1444 90 120 30 
30104 1479 sh, ~8 sh, ^ 6 sh, ^ 10 672 + 810 
30145 1518 90 180 25 f(a^) 
30210 1583 sh, ~4 -^20 10 f(ai) 
30307 1680 3 6 3 672 + 1005 
30321 1694 3 3 3 672 + 1020 
30402 1775 5 5 10 394 +1380 
30433 1806 3 sh, "^4 6 394 + 1410 
30467 1840 10 15 sh, 2 394 + 1444 
30542 1915 10 20 5 394 + 1518 
30681 2054 5 4 30 672 + 1380 
30707 2080 5 4 15 672 + 1410 
30742 2115 10 15 5 672 + 1444 
30819 2192 10 20 10 672 + 1518 
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Table 2. Continued 
Two-photon Interval from Intensity 
cm-l'' 28627 cm-'' bb"" Assignment 
31010 2383 3 sh, ~2 3 1005 + 1380 
31028 2401 3 4 ~3 1020 + 1380 
31073 2446 ^3 7 ~2 1005 + 1444 
1068 + 1380 
31089 2462 3 7 - 1020 + 1444 
31153 2526 3 7 ? 1005 + 1518 
31167 2540 3 7 ? 1020 + 1518 
31211 2584 2 6 ^1 1068 + 1520 
31250 2623 2 4 2 1248 + 1380 
31282 2655 1 3 5 1248 + 1410 
31315 2688 1 4 - 1248 + 1444 
31387 
31398 
2760 
2771 
sh, ? 
9 
20 
sh, ? 
2 X 1380 
1248 + 1518 
31412 2785 sh, "vl - 20 1380 + 1410 
31444 2817 8 15 ~10 2 X 1410; 
1380 + 1445 
31469 2842 6 20 sh, ~5 1410 + 1444 
31518 2891 6 20 7 2 X 1444 
31540 2913 3 '\,15 5 1410 + 1518 
31585 2955 6 15 1444 + 1518 
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mode (14,138,139), whose overtone appears only weakly in the one-photon 
and two-photon spectra. One expects, therefore, that the ^(c^jc*) spec­
trum can be similarly understood on the basis of the Franck-Condon 
principle. This is verified by comparing the intensities of the com­
binations and overtones of the 394, 1380, 1410, and 1518 cm ^ funda­
mentals with the intensities calculated for them in the Condon approxima­
tion using Franck-Condon factors determined from the intensities of 
the fundamentals themselves (132). 
The strongest TPE intensity for the upper Davydov component of the 
0,0 band was found for c^-polarized spectrum. The upper component in 
this spectrum was found to be three to six times more intense than in 
the spectrum, for example. This is in dramatic contrast to the 
situation in one-photon absorption where the c^-polarized spectrum is 
found.to be weak (138). While the one-photon transition is M-axis 
polarized (31,138), the intensity of the Mcj^c^*) spectrum shows the 
TPA mechanism to be predominantly L-polarized since only an L (Bg) 
mechanism leads to a greater intensity in the cf'- polarized spectrum 
than in the ^ *- and ^-polarized spectra. Thus, the most effective 
intermediate states are those of symmetry. 
The plausibility of the dominance of B^ (L) intermediate states 
was demonstrated by Hiickel molecular orbital calculations,^ which 
showed that in the Condon approximation the short axis-short axis (MM) 
mechanism is weak due to interferences among the terms in the summation 
^Calculations by G. J. Small. 
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1 S Dpj(M) Djq(M) I (4.1) 
where Dpj(M) and Pjg(M) are the M-polarized transition dipoles, while 
the intermediate states tend to reinforce the long axis-long axis (LL) 
mechanism. 
In contrast to the _b(c^c^) spectrum of Fig. 11, the spectra of 
Figs. 12-14 are not dominated by the 762, 1380, and 1410 cm ^ funda­
mental vibrations. Rather, the 1444 and 1518 cm ^ vibrations are 
predominant - stronger, even, than the origin in the c^'(bb) spectrum 
(Fig. 14). The intensities of the 2 x 1444 cm ^  overtone and the 
—1 
1444 + 1518 cm combination in the c^'(bb) spectrum, on the other hand, 
are lower than the Condon principle would predict, while the combina­
tions of 1444 and 1518 cm ^ with the 1380 and 1410 cm ^  fundamentals 
are more intense than predicted (132).^ 
The failure of the Condon principle to account for the ]b(a^^*), 
(aa)» and £* (bb) spectra is consistent with the small projection of 
the L molecular axis onto the ^ *, and ^  axes of the crystal (Table 
1), and the apparently only weakly allowed MM two-photon mechanism in 
the Condon approximation. This state of affairs suggests the partici­
pation of molecular vibrations in these spectra by vibronic coupling. 
The theory of vibronic coupling in TPA is complicated by the possibility 
of coupling in intermediate states. Thus, vibronic coupling need not 
be identical in two-photon and one-photon spectra. A theory of vibronic 
^Calculations by G. J. Small. 
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coupling in TPA has been presented by Hochstrasser and Wessel (88b) and 
by SethuRaman e^ al. (132), who have taken into account both adiabatic 
(Herzberg-Teller) and nonadiabatic vibronic coupling. 
The contribution of Herzberg-Teller vibronic coupling (neglecting 
nonadiabatic coupling) is found from the two-photon matrix element 
^•FG = ^2" Sic® l8> + ii.a' ' «-2) 
by expanding the transition moments and in Taylor series about 
the equilibrium nuclear configuration ^  = 0. In Eq. 4.2, and Eg and 
the intermediate and ground-state energies, respectively, f and g 
represent vibrational sublevels, e^j^ and e^g ^^e the photon polarization 
unit vectors, and ^ is obtained from the first term of the summand 
by exchanging indices 1 and 2. The contribution of the vibrational 
energy to E^ has been neglected. The transition moments are expanded 
to obtain 
a 
34't(Q ) 
- I  <  W i l l  
and a similar expression for Djg(^), where ^  is the dipole-moment 
operator, and are the electronic wavefunctions, and is the 
coordinate of normal mode a. Equation 4.3 may be written 
2ri<2) = EpitO) - s £ji(0)(Vpj - a) + : SpjCOXVjj • g) (4.4) 
where Vpj = <>^^1 3H'j/3^>g_Q and the summation over a has been neglected 
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for notational simplicity. A similar expression is found for ' 
Substituting for and into Eq. 4.2, one finds 
Mpj = e, . I ([E; - Eg]-1 D^j(O) Djg(0)<£|8> + E t-Dj^CO) Djg(O) V„ 
+  % ( 0 )  EIG"» ÏJI - S-JG"» + £FI«" SU"» ^ G' 
. <f|&|g> + . jii (4.5) 
where terms, of second order and higher have been omitted. The first 
term in the curly brackets is the Franck-Condon term. The term in V^j 
represents vibronic coupling in the final state, those in V^j. and V^j 
represent vibronic coupling in the intermediate states, and 
represents coupling in the ground state. Apparently, the terms of 
Eq. 4.5 may interfere constructive or destructively. Equation 4.5 may 
be written (132) 
Mpi gQ = m^<la I OaXOb | ObXOc | Oc> . . . 
+ m^<la I laXOb | ObXOc | Oc> . . . 
+ m^<la I OaXOb | IbXOc | Oc> . . . 
4- m^<la I OaXOb | ObXOc | lc> . . . 
+ . . . (4.6) 
for a transition to vibrational level a of the final electronic state F. 
C V 
Here, m is the Condon contribution to the matrix element, and m^ is the 
vibronic contribution of mode a. Similar expressions may be written 
for overtone and combination bands. 
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Using this expression, SethuRaman et al. (132) showed that the 
intensities of the 1380, 1410, 1444, and 1510 cm ^ bands and their 
combinations in the (bb) spectrum can be understood if both Franck-
Condon and vibronic terms in Eq. 4.6 contribute.^ 
In summary, the TPE spectra of Figs. 11-14 show a preference for 
intermediate states of symmetry. Those spectra which, because of 
a small projection of the L axis, require intermediate states of 
symmetry show contributions from both vibronic coupling involving totally 
symmetric vibrations and the Franck-Condon matrix element. 
Vibronic bands of phenanthrene in fluorene host crystal 
Further evidence for the strong LL two-photon mechanism and for 
the presence of vibronic coupling in phenanthrene TPA is found in the 
TPE spectra of mixed crystals of phenanthrene in fluorene. These spectra 
were obtained in the Initial stages of the project using the nitrogen 
laser-pumped dye laser with a laser photometer and linear normalization 
to the laser intensity. 
The fluorene crystal is known to be orthorhombic with four 
molecules per unit cell (142). The long axis of fluorene lies along 
the £ crystallographic axis. Thus, if the phenanthrene molecule fits 
into the guest site along the same axes as the fluorene molecule it 
replaces, c-polarized spectra should result in purely long-axis transi­
tions, while and ^ -polarized spectra should show no long-axis con­
tribution. This is borne out in the one-photon spectrum of phenanthrene 
^Calculations by G. J. Small. 
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in fluorene, where absorption is weak along the axis, and the prominent 
vibrations are the 591, 703, and 832 cm ^ b^ vibrations appearing by 
vibronic coupling. 
The TPE spectra of several regions of the phenanthrene vibronic 
system are shown in Figs. 15-17. The 0,0 transition occurred at an 
average value of 28720 cm . Linewidths are typically about 10 cm 
full width at half maximum (FWHM), less than the 20 to 30 cm ^ line-
widths reported in the one-photon spectrum (139). Table 3 lists the 
vibrational frequencies and assignments observed in the mixed crystal 
spectra. 
The ^ -polarized spectrum in TPE contrasts strikingly with that 
observed by one-photon absorption. TPE is strongest along c^ - two to 
four times the intensity of the b-polarized spectrum. In addition, the 
591, 703, and 832 cm ^ b^ bands are nonexistent in the ^ (cc) TPE spec-
trum. Tliis is shown in Figs. 15 and 16, where the prominent vibrations 
in both a^(bb) and ^ (cc) spectra are the fundamentals at 395 and 671 
cm The intensity of the a^(cc) spectrum provides support for the 
conclusion that the LL TPA mechanism is preferred. 
The a^(bb) and a^(cc) spectra of the region comprising bands from 
1320 to 2400 cm ^ are shown in Fig. 17. It was not possible to obtain 
spectra in the gap between 1070 and 1320 cm ^ due to lack of a suitable 
1 —1 The 1006 cm vibration was assigned as an a^ fundamental by 
Craig and Gordon (138) and as a b2 fundamental by Hochstrasser and 
Small (139). Due to its intensity in the TPE spectra of pure phenan­
threne (see Table 2) and its appearance here, it seems more reasonable 
that it is an a^ fundamental. 
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Figure 15. The zero-vibron to 680 cm region of the ^(cc) and ^ (bb) 
two-photon excitation spectra of phenanthrene in fluorene 
host crystal at about 6K 
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Figure 16. The 670 cm to 1070 cm region of the a(cc) and ^(bb) 
two-photon excitation spectra of phenanthrene in fluorene 
host crystal at about 6K 
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Figure 17. The 1320 cni"^ to 2390 cm~^ region of the ^ (cc) and ^(bb) two-photon excitation spectra of 
phenanthrene in fluorene host crystal at about 6K 
Table 3. Vibrations of phenanthrene 
a(Çc) 
Two-photon 
cm~^^ Interval Intensity 
28717^ 0 VS 
28749 32 w 
28956 239 w 
29116 399 S 
29398 681 S 
29391^ 671 S 
29424 704 w 
29458 738 w 
29538 818 M 
29627 907 w 
29727 1007 M 
29742 1022 M 
29790 1070 w 
30043® 1323 w 
30100 1380 S 
30131 1411 M 
in fluorene 
a(bb) 
Two-photon 
cm-l Interval Intensity Assignment^ 
28717 0 VS origin 
28749 32 w lattice 
28956 239 w 218 fCa^) 
29115 398 M 395.fCa^) 
29153 436 w 395 + 32 
29389 682 S 671 fCa^) 
29394 674 S 671 f(a^) 
29421 701 w 671 + 32 
29459 739 w 671 + 2 X 32 
29517 797 w -
29536 816 w 811* f(a-) 
**  ^
29623 903 w 910 f(a^) 
29637 917 M -
28716 996 M 1006 f(aj^) 
28739 1019 M 1025 f(a^) 
28792 1072 w 395 + 671 
30044 1324 w 1329* f(a^) 
30099 1379 s  1376 fCa^) 
30127 1407 M 1407 f(a^) 
30165 1445 M 30159 1439 S 1446 f(a^) 
30239 1519 VS 30239 1519 VS 1519 f(a^) 
30309 1589 M 30308 1588 w 1588 f (aj^) 
30503 1783 S 30502 1782 M 395 + 1376 
30526 1806 M 30519 1799 w 395 + 1407 
30558 1838 w 30560 1840 M 395 + 1446 
30638 1918 S 30633 1913 M 395 + 1519 
30774 2054 S 30770 2050 M 671 + 1376 
30797 2077 M 30793 2073 M 671 + 1407 
30833 2113 M 30831 2111 M 671 + 1446 
30908 2188 M 30910 2190 M 671 + 1519 
31112 2392 w 31114 2394 M 1025 + 1376 
Vacuum corrected. 
^Based on frequencies of fundamentals assigned by Craig and Gordon (138), except 
for starred frequencies, which are based on assignments by Hochstrasser and Small 
(139), and doubly starred frequency, based on an assignment by McClure (31). Totally 
symmetric fundamentals are identified by f(a^). 
^Beginning of first region scanned. 
^Beginning of second region scanned. Intervals measured relative to 28720 cm 
e ~1 
Beginning of third region scanned. Intervals measured relative to 28720 cm 
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dye. The vibronic bands observed in the a(bb) and a.(çc) spectra of 
phenanthrene in fluorene are listed in Table 3. The strongest bands 
—1 in Fig. 17 are the 1376, 1407, 1446, and 1519 cm bands and their com-
-1 binations with the 395 and 671 cm vibrations. Given the fact that in 
the ^ (c*c*) spectrum of pure phenanthrene shown in Fig. 11 the 1376 and 
1407 cm ^  bands are dominant, the strength of the 1519 cm ^ band in the 
^(cc) spectrum is inexplicable at this time. Since these spectra were 
normalized to the first power of the laser intensity only, the gain 
curve of the laser dye must be taken into account. Though a loss in 
tuning range of the dye could have lead to a decrease in apparent 
intensity at the lower end of the region of Fig. 17, this would not 
explain the lower intensity of the 1407 cm ^ relative to the 1376 cm ^  
band than in Fig. 11 nor the general agreement of the intensities in 
this region of the a(bb) spectrum with the corresponding spectrum of 
pure phenanthrene. On the other hand, the differences between this 
region in the mixed crystal and in the pure crystal may be due to 
variations in strengths of vibronic coupling due to changes in the 
environment of the phenanthrene molecule. Further work is required to 
decide if the strength of the 1519 cm ^ band is an artifact of the 
experiment, or is in fact due to the interplay of vibrations and 
electronic states. It should be noted that the relative intensities of 
the 1376, 1407, 1446, and 1519 cm ^ bands in the £(bb) spectrum are in 
good agreement with their intensities in the c^' (bb) spectrum of pure 
phenanthrene in Fig. 14. The c^(aa) and £(bb) spectra are similar to 
the £(bb) spectrum. 
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The combinations of the four strong vlbronlc bands discussed above 
-1 
with the 395 and 671 cm vibrations are of interest. In the a(cc) 
spectrum, the combination of both the 395 and the 671 cm ^ band is 
strongest with the 1376 cm ^ vibration, while the combination with the 
1446 cm ^  vibration is in both cases weak. In the a_(bb) spectrum, on 
-1 -1 
the other hand, the combination of 395 and 671 cm with the 1407 cm 
vibration is the weakest. The high Intensity of the 1519 cm ^ band 
relative to the 1376 and 1446 cm ^  bands Is not carried over into the 
395 and 671 cm ^ combinations. These facts are all consistent with the 
spectra of pure phenanthrene in Figs. 11 and 14, and evidence the 
participation of vlbronlc coupling in these bands. 
Origin Region of the Phenanthrene Transition 
The origin of the phenanthrene crystal's 350 nm transition is 
split into two components by the interaction between the two sets of 
translatlonally equivalent molecules in the crystal. This Is the well-
known factor-group or Davydov splitting. The splitting has been 
•w*! Mai 
measured as 59 cm (138) and 47 cm (31) by one-photoii absorption, and 
41 cm ^  by reflection spectroscopy (143), with the ^ -polarized component 
lowest in energy. This splitting is not accounted for by dlpole inter­
actions, which predict a splitting of only 8 cm ^ with the ^ -polarized 
component lowest in energy (42). By Kramers-Kronlg analysis of their 
reflection data, Phllpott and Syassen found linewdiths of 3 and 37 cm 
FWHM for the lower and upper Davydov components respectively (143). 
They proposed that the lower Davydov component lies at or near the 
bottom of the exclton band. 
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The unit-cell group of phenanthrene is isomorphic with the Cg point 
group (129,130). For k = 0 or k parallel to the group of the wave-
vector is also C^. Exciton wavefunctions of wavevector either zero or 
parallel to ^  may then be classified by the A or B representations of 
Cg for functions symmetric or antisymmetric, respectively, with respect 
to the screw-axis rotation (132). The well-polarized one-photon spectra 
(31,138) lead one to believe that the exciton wavefunctions may be 
labelled A or B to a good approximation for |k| % 0. The upper Davydov 
component is polarized parallel to the ^ screw axis and thus carries 
the A representation, while the lower Davydov component carries the B 
representation. 
TPE of the origin region 
Since the two-photon matrix element contains the factor 
<F|j(k2)|lXl|j(k^)lG> (4.7) 
where ^ (k) is the dipole moment operator, the possible two-photon 
transitions are 
<A|A|AXA|A|A> (4.8a) 
<a1b|bXb|b|A> (4.8b) 
<B|B|AXA|A|A> (4.8c) 
<B|a|bXb1b1a> (4.8d) 
where only the symmetries of the wavefunctions and dipole operators have 
been given. Equations 4.8a and 4.8b represent transitions with both 
photons either parallel or perpendicular to the ^  axis. Only the A 
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factor-group state is reached. lAen the two photons are orthogonally 
polarized, Eqs. 4.8c and 4.8d, the B factor-group state is reached. 
Thus, the lower Davydov component is forbidden by symmetry in TPA when 
both photons are polarized along a or along _b. 
The TPE spectra of the origin region, normalized to the two-photon 
reference, are shown in Fig. 18 for melt-grown crystals at 2K. These 
spectra are substantially the same as those obtained earlier at about 
6K using the initial experimental setup and linear normalization to the 
laser intensity (132). The spectra show a dramatic dependence of the 
position of the upper Davydov component on propagation direction and 
polarization of the incoming photons. Whereas Craig and Gordon 
reported a Davydov splitting of about 60 cm in the one-photon 
-1 
spectrum (138), the splitting in TPE is about 60 cm for both polariza­
tions when It II about 80 cm ^ for k II £* and polarization e^ll aj*, and 
about 120 cm ^ for k II c^* and e^ II lb. To the knowledge of the author, this 
is the first observation of such dependence of the energy and profile 
of a TPE band on wavevector and polarization. The corresponding SHG 
spectra for It II cj* are shown in Fig. 19 for comparison. These spectra 
will be discussed in the next section. 
The linewidths in these spectra, 49 cm ^ FI'THM for the upper compo­
nent and 4 cm ^ FWHM for the symmetry-forbidden lower component are 
comparable to those obtained from reflectance spectra by Syassen and 
Philpott (143), and are much narrower than previous measurements in 
one-photon absorption (56c). 
Figure 18. Origin region of the normalized two-photon excitation spectra 
of melt-grown phenanthrene at T ~ 2K. The spectra are 
labelled by the photon wavevector and, in parentheses, the 
polarization of the two absorbed photons (e.g., lb(a*a*) 
denotes kll^ and e^ and e^ IIa*). Peaks are labelled in cm~^ 
relative to the lower Davydov component at 28606 cm~^ 
28606 
.T ro 
— ro 
28606 
00 (—"Ol 
—m 
— O) 
101 
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183 
102 217 
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-38 -27 op 
SHG c*{aV) 
82 93 
58 
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Figure 19. Spectra of the Jb-polarized second harmonic of the origin 
region for the face of melt-grown phenanthrene at T ~ 2K. 
The dashed line outlines the profile ot the iç*(bb) two-
photon excitation spectrum. Positions are labelled in cm 
relative to the lower Davydov component at 28606 cm~^ 
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In order to determine what role, if any, the method of crystal 
preparation plays in these spectra, the unnormalized origin-region TPE 
and SHG spectra, taken simultaneously, of a number of ab sublimation 
flakes were recorded. Representative TPE and SHG spectra are shown for 
normal incidence (kll c^') in Fig. 20, and at an external angle of 
incidence i = 20° in Fig. 21. The latter angle corresponds roughly to 
Icll c^: k II Ç.* when i = 20° for ^ -polarized light and tAien i = 18° for 
^-polarized light. The jc*(bb) and spectra of Fig. 21 are 
virtually identical to the c^'(bb) and ic* (aa) spectra of Fig. 20, and 
display the same shifts and similar structure as the melt-grown £*(bb) 
and TPE spectra. This behavior of the upper Davydov component 
has thus been confirmed in a number of crystals, both melt-grown and 
sublimed. The SHG spectra in Figs. 20 and 21 will be discussed in the 
next section. 
Although the lower Davydov component is dipole-forbidden in TPA in 
the Ik| =0 approximation when both photons possess the same polarization 
along a principle axis, it appears weakly in the two spectra of the 
face. The spectra recorded in the early stages of the project show an 
absence of any significant absorption by the lower component on the ^*b 
face, while absorption by the lower component was observed in some 
^(a*£*) spectra (132). The lower component appears consistently at 
28602 to 28606 cm ^ (vacuum corrected) whereas previous measurements 
obtained by transmission (138) and reflection (143) have placed it at 
Figure 20. Second harmonie generation (^-polarized) and two-photon excitation spectra of the 
origin region for kllc' (normal to the ab face) for a sublimed phenanthrene crystal 
at '^l.SK. Peaks are labelled in cm~^ relative to the lower Davydov component at 
28602 cm"^  
c'(aa) 
SHG II b 
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S H G  l i b  
TPE 
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Figure 21. Second harmonic generation (]^-polarized) and two-photon excitation spectra of the origin 
region of a sublimed crystal at ^1.8K for an angle of incidence of 20° in the ac plane, 
k approximately II c*. (kll£* for an angle of 20° for ]b-polarized light, 18° for 
^-polarized light.) Peaks are labelled in cm~^ relative to the lower Davydov component 
at 28602 cm"^ 
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-1 1 28597 and 28595 cm respectively. The intensity of the lower component 
is most probably due to misorientation of the crystal or imperfect 
polarization of light. 
As shown by Eqs. 4.8c and 4.8d, the lower Davydov component is 
allowed when one photon is polarized parallel to ^  and the other perpen­
dicular to Figure 22 shows the crossed-polarization spectra of the 
^*b and ac faces, obtained by polarizing the beam at 45° with respect 
to the principal axes of the face. The crossed-polarization spectrum 
of the a^^ face is a sum of cj*(a^W, c^(a^^*), and c*(bb) spectra. The 
c*(a^*y excitation accounts for the increased intensity of the lower 
Davydov component at 28602 cm The Ma^£*) spectrum, on the other 
hand, is simply the sum of the Ma*^*) and M£*c^) spectra of Fig. 18, 
since Eq. 4.8b applies for any combination of polarizations on this 
face. 
Although the presence of a peak due to the lower component may be 
due to slight misalignment or imperfect polarization of light leading 
to TPE due to (^*^) excitation of the a-polarized polariton, a slight 
misalignment, with k not exactly parallel to an optic axis, also permits 
excitation of a longitudinal exciton or, more correctly, a longitudinal-
like exciton with a small amount of transverse character. In support 
of the latter possibility is the fact that the lower component consis­
tently appears at from 3 to 9 cm ^ to higher energy in TPE than in one-
^In the spectra reported in (132), the one-photon position of the 
lower component (138) was used to calibrate the origin-region TPE fre­
quencies. The measurements were, however, consistent with those 
reported here. 
TPE c*(a*b) 
TPE b(a*c*) 
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v(CM-')-
Figure 22. Origin region of the crossed-polarization two-photon excitation spectra of the and 
ac faces of melt-grown phenanthrene at T 6K 
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photon absorption. Since Syassen and Philpott report a stop gap of 
4.5 cm for the lower component, it is reasonable to observe the 
longitudinal exciton of the lower component several reciprocal centi­
meters above the one-photon absorption frequency. Furthermore, in order 
to obtain an accurate and consistent vibrational analysis of the TPE 
spectra discussed in the previous section, it was necessary to use as 
the origin frequency the midpoint, 28627 cm between the two Davydov 
components reported by Craig and Gordon in one-photon transmission 
spectra (138), rather than the apparent midpoint between the apparent 
lower component in TPE and the upper component (144). 
Given the long-axis mechanism of TPE and the fact that a long-axis 
transition moment lies largely along (see Table 1), excitation of 
the longitudinal exciton is the more likely explanation of the presence 
of the lower component in TPE. Since even in the c.*(^*M crossed-
polarization spectrum the peak intensity of the lower component is only 
a third that of the upper component, it appears that the crossed-
polarization mechanism alone contributes little to the spectra of 
Figs. 18-21 in the region of the lower component, arid that misalignment 
of the wavevector away from the principal axis, with the resulting 
excitation of a longitudinal exciton, also contributes. It is worth 
noting that in the cj^(a*W spectrum of Fig. 22, a shoulder 7 cm ^ below 
—1 the peak at 28602 cm appears at the approximate position where the 
lower component is expected. It is possible that excitation of both 
the longitudinal ^ -exciton and the lower branch of the a-polariton is 
observed in this spectrum. 
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Phase matching and polariton fusion in the origin region 
It is significant that for k 11 c^'^ in the melt-grown crystal, Fig. 18, 
and for k II c^' and k II c^* in the sublimation flake, Figs. 20 and 21, the 
TPE of the upper component appears to higher energy than in one-photon 
absorption and is polarization-dependent. Three possible explanations for 
this behavior may be discounted from the start. The first is that it is 
due to the nonanalytic nature of the |k| = 0 exciton. The Ewald formulas 
used to calculate lattice sums of excitonic dipole-dipole interactions 
contain a singularity at |k| = 0 (21,45b). An example is given by the 
O 
calculated |k| = 0 energies of the 3800 A transition in anthracene (44), 
whose oscillator strength is some 50 times higher than that of phenan-
threne's 350 nm transition (19). The nonanalyticity of the |k| = 0 
exciton may be excluded from further consideration for several reasons 
(132). First, in contrast to the anthracene transition, the contribu­
tion of dipole-dipole interactions to the Davydov splitting is small, 
vide supra. Second, the nonanalyticity is k-dependent, but should not 
depend on the polarizations of the photons participating in the TPE 
experiment. Third, the lower component should be subject to the same 
nonanalyticity, whereas the observed position of the lower component is 
not dependent on the crystal face, 
A second possible explanation of the data is the mixing of longi­
tudinal and transverse modes of an extraordinary polariton. The 
resulting directional dispersion has been observed in some molecular 
crystals of very high oscillator strength (145). The mixing of longi­
tudinal and transverse modes results in energies between the longitudinal 
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and transverse exciton energies (145a). The calculated stop gap based 
on Craig and Gordon's value of the oscillator strength for the upper 
-1 
component (138) is about 2 cm , not large enough to explain the observed 
shifts. However, Syassen and Philpott claim that the stop gap is about 
40 cm ^ wide (143), nearly as great as the shift observed in the TPE 
spectra. Directional dispersion, however, predicts the highest energy 
when the transition dipole is nearly parallel to the photon wavevector, 
i.e., for the ac face, the face where the observed TPE energy is the 
lowest. Hence, directional dispersion cannot explain the observed 
shifts. 
Thirdly, nonresonant phase-matched SHG has been considered and 
discounted (132). If TPA and SHG occur as distinct events, a SHG wave 
could be reabsorbed and the resulting fluorescence interpreted as TPE 
(103). If the shifted excitation peaks are not due to TPE but rather 
to SHG, however, the absence of TPE is not explained. Furthermore, the 
intensity of the observed upper Davydov component is readily understand­
able as that of a TPA origin (138). Finally, in the polariton picture, 
TPE and SHG are not distinct events. Tlie relationship of SHG to TPE 
will be discussed in the next section in terms of phase matching in the 
polariton picture. 
The difference between the one-photon and TPE spectra strongly sug­
gests that the wavevector and polarization dependence of the upper com­
ponent TPE is intrinsic in the process of TPA. In Chapter II, it was 
concluded that TPA to polariton states is not simply the result of the 
virtually simultaneous absorption of two photons. Rather, it is a 
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three step process: the creation of polaritons of the energy of the 
incoming photons, the fusion of two of these polaritons to prepare a 
frequency-doubled polariton state, and finally the scattering of the 
frequency-doubled polaritons. Furthermore, the conservation of quasi-
momentum restricts the energy of the doubled polariton to that of the 
state which satisfies the phase-matching condition. It is noteworthy 
that the polarization and wavevector dependence are observed only on 
those faces (e.g., ab, where the upper Davydov component is dipole-
coupled to the radiation field Via a one-photon resonance - that is, 
those faces where the upper Davydov component forms a polariton. It is, 
therefore, requisite to consider how phase matching might influence 
polariton fusion to the upper Davydov component as the polarization and 
propagation direction of the incoming beam are varied. 
Supposing, for a moment, the relevance of a polariton model where 
damping has no marked effect on the polariton dispersion (see Chapter 
II), and using the value of the oscillator strength of the upper Davydov 
component, F = 0.0022, measured by Craig and Gordon (138), the polariton 
dispersion of the upper component can be calculated from Eq. 2.25. 
This was done, taking the transverse exciton frequency to be 28660 cm ^ 
and estimating the dispersion of the background dielectric constant by 
4 ^S3 
e = Eq + -2 2 (4-9) 
OJe - W 
S3 
where F„ and are the oscillator strength and frequency of the 
3^ 3^ 
Ill 
"1 -I 
2500 A A. transition, F_ = 1, = 38000 cm (138). Tlie resulting 
3 3 
dispersion curve and the phase-matching lines for the a* and ^  polariza­
tions are shown in Fig. 23. The slopes of the phase-matching lines 
were calculatd from the values of the refractive indices cited by 
Winchell (128): n^^^ = 1.548, n^ = 1.724, and n^^ = 1.920 at 546 nm. 
Equation 4.9 was used to obtain the background refractive index at 
14300 cm the approximate energy of the incoming polaritons. Since 
the polariton dispersion curves at this energy lie very close to the 
dispersion curves for uncoupled photons, it is sufficient to use the 
background refractive index to determine the phase-matching lines. In 
Fig. 23, phase matching is found to occur on the upper polariton branch 
at 28710 cm ^ for e^ II ^ and 28670 cm ^ for e^ll^*, quite close to the 
energies of the peak intensities of the c*(bb) and c^(a*a*) spectra of 
Figs. 18 and 21. These values should not be taken as a quantitative 
explanation of the spectra in these figures, since the dispersion of 
the background dielectric constant is not known accurately. The phase 
matching conditions shown in Fig. 23 do, however, offer an explanation 
of the qualitative features and the polarization and k-dependence of 
the upper component TPE, predicting the shift to higher frequency of the 
upper component in the c^>'«(bb) spectrum and a smaller shift in the 
c_*(a*£*) spectrum. The possibility of phase matching onto the upper 
polariton branch exists for TPE and SHG because 2k(w^) < k(2w^), due 
to the influence of transitions of higher frequency on the background 
dielectric constant, as estimated from Eq. 4.9 (cOj^ is the frequency of 
the incoming polaritons). One ^ *(£*£*) spectrum on the be* face of a 
29500 
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Figure 23. Dispersion curve of the b-polariton in phenanthrene. Phase-matching occurs along the 
line Ù.I = ck/n^*(14300 cnFl) for incident light polarized along a*, and along the line 
to = ck/n^(14300 cm for incident light polarized along ^  
113 
melt-grown crystal has been recorded. It showed broad absorption 
(150 cm ^  FWHM) from below 28655 cm ^  to 28760 cm with maximum 
""1 intensity at 28711 cm . While phase matching. Fig. 23, predicts that 
TPE would take place to the lower branch of the polariton, with a 
frequency below that of the transverse exciton at 28660 cm the 
broadness (three times that of the upper component on other faces) 
limits the conclusions which can be drawn from this spectrum. 
Significantly, the position of the upper Davydov component on the 
ac face is not affected by phase matching since the upper Davydov com­
ponent is not dipole-coupled to the radiation field for e^J.^» and thus 
may adequately be considered to be an uncoupled exciton. Hence, the 
Davydov splitting observed in one-photon absorption is also observed in 
the ^ (a*a*) and ^(cj^jc*) spectra of Fig. 18. 
In summary, polariton fusion and phase matching onto the upper 
branch of the polariton dispersion curve of the upper Davydov component 
offer an explanation for the dependence of the energy of the upper 
component on wavevector and polarization. The structure of the upper-
component absorption profile is a question of considerably greater com­
plexity, and will be discussed in terms of exciton-phonon coupling. 
Exciton-phonon coupling 
The structure visible in the upper component of the spectra in 
Figs. 18-21 is most likely due to exciton-phonon interaction. Such 
interaction with the upper Davydov component is not surprising since 
Syassen and Philpott reported that the reflection spectrum of the upper 
component is fit well by four oscillators with frequencies relative to 
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the lower component of 46, 62, 72, and 103 cm ^ (143). They assume the 
46 cm ^ oscillator, the most intense of the four, to be the zero-phonon 
upper Davydov component. It is reasonable to expect these states to be 
composite exciton-phonon states, reached by the so-called one-particle 
exciton-phonon transitions for which both the electronic and the phononic 
excitations lie in the same unit cell (61). For such states, the 
momentum conservation rule for optical transitions is that the sum of 
exciton and phonon wavevectors be approximately zero, k + ^  % 0. The 
exciton and phonon wavevectors themselves, then, need not be near zero 
in magnitude. An analysis of the phonon structure of the lowest triplet 
exciton in anthracene, whose Davydov splitting (about 25 cm ^ ) is com­
parable to that in phenanthrene, shows such states to be appropriate 
for the exciton-phonon transitions in the origin region (61). Given the 
rather weak intermolecular interaction in phenanthrene, manifested by 
the small Davydov splitting, one expects the same to apply to phenan­
threne (144). For the intermediate states, on the other hand, possessing 
greater exciton bandwidths, two-particle states involving Raman-active 
= 0 phonons may be more apt (61). 
Thus, the structure apparent in the upper Davydov component in 
Figs. 18-21 need not be due to |^| = 0 phonons. Nevertheless, it may be 
possible to observe a correlation between the structure visible here and 
the 1^1 = 0 phonons observed in Raman spectroscopy because phonon dis­
persion probably does not lead to extreme fluctuations in frequency 
across a large portion of the Brillouin zone for at least some of the 
optical modes (cf., the dispersion curves calculated for naphthalene 
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and anthracene (146,147)). Bree et al. have measured the symmetric 
phonon mode frequencies in phenanthrene as 33, 62, 89, 108, and 127 cm ^ 
(148). Tentative assignments in terms of these modes are given in 
Table 4. The feature at 240 cm ^  observed, for example, in the c^'(aa) 
—1 
TPE spectrum of Fig. 20 is the 215 cm (relative to the midpoint of 
the two Davydov components) vibration (cf.. Table 2), here measured 
relative to the lower Davydov component. 
Table 4. Correlation of phonon structure and phonon fre­
quencies for the upper Davydov component. 
b(^%*) b(c^*c^) 2*(^*^*) £*(bb) Assignment^ 
60'' 60 79 112 0 
68 66 93 - -
89 85 112 144 0 + 33 
- 116 147 166 0 + 62 
196 0 + 89 
221 0 + 108 
^Assignments in terms of Raman-active modes of Bree 
et al. (148). 
b -1 
All frequencies in cm , relative to the lower 
Davydov component, from Fig. 18. 
It is of interest to note the intensity in the TPE spectra, 
especially of the sublimed crystal in Figs. 20 and 21, at approximately 
the frequency of the transverse exciton. Since the damping of the 
polariton is largely associated with exciton-phonon coupling (4), the 
more exciton-like portion of the TPA profile is subject to damping and 
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thus absorption. Not surprisingly, the SHG spectra do not show a 
similar Intensity near the transverse-exciton frequency, since SHG 
originates in polaritons which have not undergone strong scattering. 
Phonon participation in the origin region is further evidenced by 
studies of the temperature dependence of the upper and lower component 
llnewldths. Such studies have been done by several authors (56a,56c, 
149,130) with widely varying results for llnewldths and phonon fre­
quencies. Dissado and Brillante, for example, find evidence for down-
—1 
ward scattering by a 90 cm phonon from the upper Davydov component and 
both upward and downward scattering by a 61 cm ^ phonon from the lower 
component (56c). Their data show low-temperature llnewldths (56 cm ^ 
for the lower component, 85 cm ^ for the upper component) much greater 
than those found in the TPE spectra reported here. 
The results of a study of the temperature dependence of the line-
width of the lower Davydov component of a Jb(a*^*) spectrum are shown in 
Fig. 24. The fit by the phonon occupation number 
° expCWkT) - 1 
and the fit by the function A coth(Kw/kT) are shown. The latter function 
corresponds to equal amounts of downward (phonon emission) and upward 
(phonon absorption) scattering since 
<n(u))>^ + [<n(w)>^ + 1] = coth(Kw/2kT) . (4.11) 
The best fit is provided by the hyperbolic cotangent, supporting the 
conclusions of Krochuk and Smlshko (150), Dissado (56a), and Dissado and 
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Figure 24. Temperature dependence of the linewidth of the lower Davydov component in the 
two-photon excitation spectrum of melt-grown phenanthrene 
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Brillante (56c). A phonon frequency of 23 cm ^ is obtained from the 
data presented here. These data are probably more reliable, at least 
in the low temperature region presented here, than previously reported 
results since the linewidths observed here are much narrower than those 
observed by other workers. The linewidth of the upper Davydov component 
varied little over the temperature range studied. 
The evidence of downward as well as upward scattering from a level 
thought to be at or near the bottom of the exciton band (143) is inter­
esting. Absorption below the origin has been reported by more than one 
author (9b,138), and has also been observed in this laboratory (151). 
At least some of the levels observed below the origin seem to be due to 
X-traps caused by lattice defects, rather than impurities (152). Struc­
ture below the origin is also observable in some of the TPE and SHG 
structure, especially those of the melt-grown crystal, Figs. 18 and 19. 
These levels provide an explanation for the downward scattering observed 
from the lower Davydov component (56c). 
The problem of exciton-phonon coupling makes a more quantitative 
discussion of phase-matching in the origin region difficult because 
exciton-phonon interaction must also influence the polariton states and 
the polariton dispersion in the region of the upper component. It would 
be interesting to investigate the effect of oscillators such as those 
of Syassen and Philpott (143) on damped polariton dispersion relations 
in the polariton or the spatially inhomogeneous wave model Ccf., Eqs, 
2.106 and 2.107). However, the complexity of such an undertaking may 
not warrant the effort. In any case, if the polariton model is 
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appropriate, rather than a spatially inhomogeneous model, the effect of 
such damping on the polariton dispersion is probably not significant 
(cf.. Chapter II). 
Anomalous sublimation-grown crystals 
During a brief period of time, a number of sublimation flakes were 
grown whose spectra differed markedly from those displayed in Figs. 20 
and 21. These crystals exhibited the same type of off-center optic 
axial figure and presented the same external shape as the previously 
mentioned sublimation flakes. They were mounted with the projection of 
the optic plane horizontal. In the TPE spectra of these crystals, an 
example of which is shown in Fig. 25 (labelled assuming these are ab 
sublimation flakes, i.e., the horizontal axis is labelled a_y the vertical 
axis M, the lower component is much more intense than the upper and 
the splitting is 64 cm This is approximately the same as the 
splitting observed in the Ma^£*) and ^(c^^^c^) spectra of the melt-grown 
crystal (Fig. 18), as well as that reported in the one-photon transmis­
sion of an ab sublimation flake (138). 
The SHG signal in these crystals was polarized predominantly in the 
horizontal plane. This signal will be shown in the next section to be 
due to the lower (^-polarized) Davydov component. Thus, if these 
crystals were ab sublimation flakes, the intensity of the lower Davydov 
component in TPE and the ac (horizontal) polarization of the SHG are in 
apparent violation of group theoretical predictions based on a factor-
group analysis. The strong participation of the lower component in 
spectra of these crystals suggests that they were not ab sublimation 
Figure 25. Two-photon excitation spectra of the origin region for anomalous sublimation flakes 
at 1.7K. Spectra are labelled following the convention for the ab face, i.e., the 
projection of the optic plane is labelled a^, the direction perpendicular to it 
Positions are labelled in cm~^ relative to the lower Davydov component at 
28601 cm"^  
28601 
TPE 
c (aa)  
28601 
I 
TPE 
c' (bb)  
N3 
g 
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flakes, but rather a face not parallel or normal to in which case the 
lower component would no longer be symmetry-forbidden. Unfortunately, 
no crystallographic identification of the face was made, and attempts 
to grow more of these crystals have been unsuccessful. The SHG spectra 
of these crystals will be discussed in the next section. 
Second Harmonic Generation Spectroscopy 
In the collinear detection configuration, a sharp (5 ns) signal was 
observed in the melt-grown crystals for kj_a*^, and in the sublimation 
flakes for k incident on the ab face. The signal was determined by the 
use of optical filters to be in the region of twice the laser fre­
quency. A 350 nm interference filter eliminated fluorescence signals 
resulting from TPE, and the short 5 ns pulse, as opposed to the 50 ns 
fluorescence lifetime. Indicates that this signal was not due to 
fluoresence. Hence, this signal is identified as frequency-doubled 
light produced by SHG. 
Second harmonic generation in the origin region 
The matrix element for SHG contains the factor 
<Gll%) I KXK| J(k2) I XIIJ(k^) I G> (4.12) 
where 11> and |K> are intermediate states and ^(k^) is a dipole-moment 
operator. For |k| = 0 or k II the group of the wave vector is C^. With 
r ( I G>) = A and r (jJ (kj^ g) = & for polarization £ II b or r 2^ ~ ® for 
£_Lk' Expression 4.12 vanishes unless r(|K>) = A and rWCkg)) = A, i.e., 
unless the doubled photon is polarized along the ^  axis. Thus, SHG 
will not be observed in the dipole approximation for Ic perpendicular to 
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the ac face, and should be polarized along ^  for k perpendicular to the 
face. For k parallel to a principal axis of the dielectric tensor, 
the electric field has no component parallel to k. Hence, in the dipole 
approximation, although a longitudinal harmonic electric field is 
symmetry-allowed, it will not be excited as long as k lies along a 
principal axis. Thus, theory predicts that for klljb, there will be no 
contribution of SHG or the longitudinal exciton to the TPE spectrum. 
In agreement with the above, no SHG signal was observed for kj_ac 
of several melt-grown crystals. Furthermore, for k.J.a.*b and both £ll^* 
and e^ II ^ for the incoming laser beam, the polarization of the SHG 
signal from melt-grown crystals was found to be predominantly polarized 
along Jb; I(£ II ]b)/I(£ II ^*) = 4. For ^  lib and e^ II , the SHG profiles 
from the ^ *b face are shown in Fig. 19. For je II b, the profile of the 
corresponding TPE spectrum is sketched in for comparison. 
The profiles of the ^ -polarized second harmonic in sublimation-
grown crystals (recorded simultaneously with the corresponding TPE 
spectra) are shown for kj^ab in Fig. 20 and for k II jc* in Fig. 21. 
Except for the anomalous sublimation flakes mentioned above, the ^  
polarized second harmonic signal from the sublimed crystals was found 
to be an order of magnitude more Intense than the a*- or a-polarized 
signal, indicating that the SHG is well-polarized in accordance with 
the factor-group analysis. The reason for the nonzero intensity 
polarized perpendicular to _b may be due to the inadequacy of the k = 0 
approximation which, in turn, would render the group of the wave-
vector analysis inappropriate, or to imperfect polarization of the 
incoming light. 
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A comparison of Fig. 19 with Figs. 20 and 21 reveals that for £ II jb 
there is significant SHG above the TPE upper component for the melt-
grown crystal which is absent for sublimation flakes. For e II (or 
e^II a^), the SHG profile follows the TPE profile for both types of crystal. 
The broad SHG signal in the c^(bb) spectrum of the melt-grown crystal is 
perhaps a result of greater scattering in this crystal than in sublimed 
crystals caused by crystal strains or imperfections, resulting in a 
greater range of k values and thus a greater range of energies which can 
be probed on the polariton dispersion curve. That this should be 
evident for e^H^ and not e^ll^* is reasonable since for e^ II ^ dw/dk is 
greater in the phase-matched region of the dispersion curve (see Fig. 
23). The intensity of the higher energy SHG in the melt-grown crystal 
was found to decrease relative to the SHG intensity at the TPE peak as 
the crystal was rotated by ±30° about the ]b-axis. 
Importantly, Figs. 20 and 21 show that in the sublimation-grown 
crystal, the profiles of the TPE and ^ -polarized SHG spectra are nearly 
identical, and that the ratio of SHG to TPE intensity remains approxi­
mately constant over the range of the upper component. It follows that 
polariton phase matching is not likely to distort the profiles of peaks 
observed by TPE, and is therefore not likely to alter the vibrational 
analyses of the TPE spectra presented in the first section of this 
chapter. In any case, these vibrational analyses follow from the 
and Mjc*c*) spectra, where SHG does not occur in the dipole 
approximation. 
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Several weak peaks are seen below the origin in the (bb) ]b-
polarized SHG spectrum in Fig. 10 which are largely absent in the 
polarized SHG spectra of sublimation-grown crystals, Figs. 20 and 21. 
No explanation of these features is offered here except to refer to the 
discussion in the preceding section of states below the origin. 
Angle tuning of second harmonic generation 
No change was found in the TPE and b-polarized SHG spectra of the 
sublimation-grown crystals as they were rotated by up to ±45° from 
normal around the ^  axis. This point is illustrated by comparing Fig. 
20 for kll c^' with Fig. 21 for kll c^. No angle tuning of phase-matched 
SHG of the type observed by Hochstrasser and Meredith (93,94) was 
observed for incoming light polarized in the ac plane and ^ -polarized 
SHG since the range of values of the background refractive index of the 
extraordinary ray was too small to probe more than a small range of 
phase-matched points near the intersection of the line w = ck/n^^(14300 
_i ~ 
cm ) in Fig. 23. The resulting variation in frequency of the phase-
matching point is less than the experimental error in peak positions. 
(No angle-tuning is expected in ^ -polarized SHG for incoming light 
polarized along b since both beams are ordinary rays.) 
Some variation with angle of incidence as a sublimed crystal was 
rotated about the ^  axis was observed in the weak a-folarized (dipole-
forbidden) SHG signal for ^ -polarized incident light. Besides a signal 
at about 115 cm ^ above the lower component, perhaps due to ^-polarized 
-1 
SHG leaking through the polarizer, SHG was observed at 180 cm for an 
external angle of incidence of 0°, -40 cm ^ for 20°, -43 cm ^ for 40° 
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and 101 cm ^ for -20° (k II c* for an angle of 20°). These signals may be 
due to symmetry-forbidden phase-matched SHG (93) to the upper and lower 
branches of the lower (^-polarized in one-photon absorption) Davydov 
component. 
Angle tuning of SHG involving the lower component was more con­
vincingly demonstrated in the spectra of the anomalous sublimation flakes. 
For these crystals, as stated earlier, SHG was strongest parallel to the 
apparent ^  axis. (Since the observed spectra lead to the conclusion 
that this may not have been an ab sublimation flake, the axis may not 
have been the a axis.) Several SHG spectra of these crystals are shown 
in Fig. 26. The most intense feature in the SHG spectra of these 
crystals was found to shift from 29 cm ^ (relative to the lower com­
ponent) at -55° (external angle relative to face normal) to 130 cm ^ at 
0°, then shifting to -73 cm ^ at ±20°. This signal can be assigned to 
phase-matched SHG on the polariton dispersion curve of the lower 
Davydov component by the fusion of two vertically polarized polaritons 
to form a horizontally polarized polariton. This is verified by angle 
tuning of the SHG signal as the crystal is rotated around the vertical 
axis. The phase-matching point varies from the upper branch, above the 
lower component transverse exciton frequency, to the lower branch, 
below the transverse exciton frequency. Such angle tuning of SHG is 
similar to that observed by Hochstrasser and Meredith (93,94) in the 
centrosymmetric crystals anthracene and naphthalene, where SHG is 
dipole-forbidden. Regardless of the identity of the face, the observa­
tion of angle-tuned SHG demonstrates that polariton effects are 
Figure 26. Dependence of second harmonic generation (polarized perpen­
dicular to the apparent ^  axis) on angle of incidence for 
anomalous sublimed crystals at 1.8K 
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observable In phenanthrene crystals at low temperature, and supports the 
interpretation of tlie shifting of the upper component, whose oscillator 
strength is higher than that of the lower component, in terms of 
polariton phase-matching. 
Crossed-beam second harmonic generation 
In the experimental configuration depicted in Fig. 8, two beams 
from the dye laser intersect in the crystal at an angle 6 with respect 
to each other. The photomultiplier was positioned so that neither beam 
was detected, but a beam formed by the vector sum of the wavevectors of 
the two beams, + kg, was detected. The short signal characteristic 
of SH6 was observed. Since the signal disappeared when either beam was 
blocked, it could be identified as SHG produced by one photon from each 
beam. By varying the angle 8, it was possible to vary the magnitude of 
the wavevector k = k^^ + kg. Thus, according to the interpretation of 
polariton fusion presented in the preceding section, the phase-matching 
point on the polariton dispersion curve could be varied. This experi­
ment has been done in inorganic crystals by TPA (101) and by SHG (102), 
but has apparently not been previously reported for molecular crystals. 
The experiment was done for two sublimed crystals. With both 
beams polarized II the upper Davydov component is reached by polariton 
fusion. The SHG signal in this case was ^ -polarized as expected for the 
upper component. For one of the crystals, the observed SHG spectra were 
broad with no discernible trend in position as the angle 6 was varied. 
For the other crystal, unambiguous measurements of the peak positions 
were possible and a clear trend observed as the angle 6 was varied. The 
128 
spectra are shown in Fig. 27. The phase-matching point Is seen to 
decrease from about 118 cm ^ (relative to the lower component) to about 
111 cm~^ as the angle 6 is Increased from 13° to 37°, corresponding to 
a decrease in the value of |k| = |k^ + k^j for the phase-matching point 
on the elbow region of the upper branch of the polarlton dispersion 
curve in Fig. 23. 
The windows of the cryostat did not permit angles greater than 
about 37°, corresponding to an angle of about 21° inside the crystal. 
The resulting value of k is decreased by less than 2% from the maximum 
value + [kg!. The expected variation in w as 8 is varied from 13° 
to 27° was calculated using the dispersion curve of Fig. 23 to be from 
10 to 15 cm Given the approximate nature of this dispersion curve, 
the observed variation of only 7 to 8 cm ^ is not surprising. 
When one of the beams was polarized perpendicular to the b axis, 
the second harmonic was polarized along the a^ axis, indicating that 
polarlton fusion was occurring to the polarlton associated with the 
lower Davydov component. At different angles 0, the peak in SHG 
Intensity was observed at from about 110 to about 205 cm ^ above the 
TPE lower component, although no correlation of frequency with angle 
was apparent. Hence, a large range of frequencies on the upper branch 
of the a-polariton was reached as the angle 0 was varied. The experi­
ment for ^ -polarized SHG is complicated by the fact that one of the 
incoming beams was an extraordinary ray, whose refractive index is 
dependent on the propagation direction of the beam in the ac plane. 
Thus, the magnitude of the wavevector k = k^^ + k^ depends not only on 
c'(bb) crossed-beam SH6 
118.5 112.9 III.4 
117.2 
37' 28 21° 
154 170 162 192 210 224 162 
217 
N) 
VD 
Figure 27. Dependence of the position of the upper Davydov component on the angle between 
incident beams observed by crossed-beam generation of the ]b-polarized second harmonic 
by light incident on the ab face of sublimed phenanthrene at 1.8K 
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the angle between the two beams, but also on the refractive index of the 
extraordinary (ac-polarized) beam. This was verified by rotating the 
crystal about the Jb axis at a given value of 0. The phase-matching fre-
-1 quency was found to vary by as much as 50 cm . Taking note of the 
angle-tuning of the ^ -polarized SHG in Fig. 26, it is reasonable to 
assert that the phase-matching point on the ^ -polariton is more suscep­
tible to variation by angle tuning than by change in the angle 0. 
One of the a^-polarized SHG spectra obtained in the crossed-beam 
experiment is shown in Fig. 28 with the associated TPE spectrum. The 
lower Davydov component in TPE appears, as it does in Figs. 20 and 21, 
at about 28600 cm It is interesting to notice, however, that a weak 
peak appears in the SHG spectrum at about 28598 cm This peak was 
-1 
observed in several ei-polarized SHG spectra, always at 2 to 5 cm 
below the lower component in TPE. The feature at 28600 cm ^ in TPE has 
already been attributed to the longitudinal exciton of the lower com­
ponent. As such, it cannot appear in SHG because a longitudinally 
polarized second harmonic is not permitted to exit the crystal. Thus, 
it is likely that the weak peak in the SHG spectrum is due to SHG at the 
frequency of the transverse a-^xciton (reported at 28597 cm ^ by Craig 
and Gordon (138)). 
The crossed-beam SHG experiments have thus supported conclusions 
drawn on the basis of single-beam experiments. The variation in the 
frequency of the upper component in ^-polarized SHG as the angle 6 is 
varied provides confirmation for the interpretation of the shifts of 
the upper Davydov component in terms of phase matching on the polariton 
c'(ab) crossed-beam 
S H G  
28598 cm 
28600 cm 
W 
Figure 28. Crossed beam ^ -polarized second harmonic generation and two-photon excitation for 
and ^ -polarized light incident at an angle of 13® relative to one another on the ab 
face of sublimed phenanthrene at 1.6K 
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dispersion curve. The lower-component SHG spectra are understood to 
show a dependence on the refractive index of the extraordinary ray. 
These spectra also support the interpretation of the lower component 
appearing in TPE as a longitudinal exciton. 
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CHAPTER V. CONCLUSION 
The theoretical basis and experimental evidence have been presented 
to show that second harmonic generation and two-photon absorption in the 
origin region of the first singlet transition of the phenanthrene crystal 
are not distinct events but rather are both intimately tied to the same 
process, that of polariton fusion, Polariton fusion was seen to be 
especially pertinent to the noncentrosymmetric crystal phenanthrene since 
a transition can be both one- and two-photon allowed. It is seen that 
when there is a question of resonant SHG interfering with TPE, polariton 
fusion must be considered since SHG is allowed precisely when the state 
reached by TPE is a polariton state. Though relevance of the polariton 
theory depends on the strength of the exciton-photon coupling, it is 
seen here that the polariton theory is essential even for a transition 
as weak as phenanthrene's (F = 0.002). 
Phenanthrene's 350 nm system and the accompanying vibrational 
structure were thoroughly investigated by TPE in work begun earlier 
and continued into the early stages of this project (132). Intermediate 
states of Bg symmetry, leading to long-axis transition dipoles, were 
found to be the most effective in TPA (and therefore in SHG). States of 
symmetry can participate in TPA by vibronic coupling, which plays an 
important role in TPE spectra of faces exhibiting a small projection of 
the long axis. Although some differences were apparently observed in 
vibronic coupling, the above conclusions were in general confirmed by 
mixed-crystal TPE spectra of phenanthrene in fluorene. A study of SHG 
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led to the conclusion that polariton fusion and phase matching do not 
alter the above analysis. 
The TPE spectra of the upper Davydov component of the origin are 
strongly dependent, on crystal face and photon polarization, a surprising 
result which has apparently not been observed before in molecular 
crystals. The same dependence carries over into SHG, providing strong 
evidence that TPE and SHG are related to the same two-photon process. 
It was possible to explain these results qualitatively, and to a certain 
extent quantitatively, as a manifestation of the phase matching inherent 
in polariton fusion. That these results are understood in a polariton 
model without damping is suggestive of the aptness to TPA of a quasi-
particle spatially homogeneous model of exciton-photon coupling rather 
than a spatially inhomogeneous model. The interpretation of TPE and 
SHG as polariton fusion subject to the phase-matching condition was 
further supported by the variation of phase-matching energy with wave-
vector observed in a crossed-beam experiment. 
The "forbidden" lower Davydov component proved to be more elusive. 
Its appearance in TPE seems most likely due to excitation of a longi­
tudinal exciton, although the data are not conclusive. Phase matching 
to the lower-component polariton was observed - to the upper and lower 
branch by angle tuning, especially of the anomalous sublimation flakes, 
and to a wide range of the upper branch in crossed-beam experiments. 
The fundamental process, then, in TPE and SHG of the upper and 
lower Davydov components of the origin region, is the fusion of two 
polaritons to form one frequency-doubled polariton. If this polariton 
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is scattered, TPA will have occurred in a three-step process analogous 
to the two steps - polariton creation followed by scattering - in one-
photon absorption (153). If the polariton is not scattered, it is free 
to exit the crystal as the second harmonic. In view of the "perfect 
crystal" behavior of naphthalene (1,2), it should be possible to show 
that the relative amounts of TPA and SHG depend on the amount of scat­
tering and hence on the temperature. This has now been accomplished in 
this laboratory, where the intensity of SHG was shown to increase while 
the intensity of TPE decreases as the temperature is lowered in 
naphthalene crystals (154). 
Several questions remain unanswered, both theoretically and experi­
mentally, in the phenanthrene origin region. The nature of the exciton-
phonon states and their influence on polariton dispersion is not well-
understood. One would hope to determine whether the exciton-phonon 
states are composite, one-particle states, or whether they are two-
particle states involving Raman-active phonons. Further work is needed 
to incorporate exciton-phonon and exciton-photon coupling into one 
theoretical picture. Although steps have been taken in this direction 
(4,155), the influence of phonons on polariton disperion is not well-
understood. In addition, the appropriateness of the polariton versus 
the inhomogeneous model of exciton-photon coupling for TPE and SHG 
remains mostly a matter of speculation. 
The groundwork for answering these questions is found in the theory 
of polariton fusion. Thus, although the origin region of phenanthrene 
presents a system of considerable complexity, polariton fusion is well-
136 
established as the basis for understanding two-photon processes in this 
region. 
137 
REFERENCES 
1. Roblnette, S. L.; Small, G. J. Chetn. Phys. 1976, 65, 837. 
2. Roblnette, S. L.; Small, 6. J.; Stevenson, S. H. 2" Chem. Phys. 
1978, 68, 4790. 
3. Roblnette, S. L.; Stevenson, S. H.; Small, G. J. J. Chem. Phys. 
1978, 69, 5231. 
4. Much of the theory and review relevant to this dissertation will 
appear in Johnson, C. K.; Small, G. J. In "Excited States"; Llm, 
E. C., Ed.; Academic: New York, to be published. 
5. a. Clar, E. "Polycyclic Hydrocarbons"; Academic: London, 1964; 
Vol. I, Chapters 7-9. 
b. Clar, E. Chem. Ber. 1949, 82, 495. 
c. Clar, E. Ber. Dtsch. Chem. Ges. A 1936, 69, 607. 
6. Klevens, H. B.; Piatt, J. R. Chem. Phys. 1949, 17, 470. 
7. a. Piatt, J. R. 2" Chem. Phys. 1949, 17, 484. 
b. Piatt, J. R. 2' Chem. Phys. 1954, 22, 1448. 
8. Ham, N. S.; Ruedenberg, K. 2- Chem. Phys. 1956, 25, 13. 
9. a. Obreimow, I. W. ; Prikhotjlco, A. F. Phys. Z. Sow.letunlon 1932, 
1, 203. 
b. Obreimov, I. W.; Prikhotjko, A. F. Phys. Z. Sowjetunlon 1936, 
9, 34. 
c. Obreimov, I. W.; Prikhotjko, A. F. Phys. Z. Sow.letunlon 1936. 
9, 48. 
10. a. Broude, V. L. ; Medvadev, V. S»; Prlkot'ko, A. F. Zh. Eksp.» 
Teor. Fiz. 1951, 21, 665. 
b. Broude, V. L.; Medvedev, V. S.; Prlkot'ko, A. F. Zh. Eksp. 
Teor. Fiz. 1952, 22, 605. 
11. McClure, D. S. 2- Chem. Phys. 1954, 22, 1668. 
12. Craig, D. P. Chem. Soc. 1955, 2302. 
13. a. Craig, D. P.; Walmsley, S. H. Mol. Phys. 1961, 4, 97. 
b. Craig, D. P.; Walmsley, S. H. Mol. Phys. 1961, 4, 113. 
14. Craig, D. P.; Small, G. J. 2' Chem. Phys. 1969, 50, 3827. 
15. Herzberg, G.; Teller, E. Z. Phys. Chem. Abt. ^  1933, 21, 410. 
138 
16. a. Frenkel, J. Phys. Rev» 1931, 37, 17. 
b. Frenkel, J. Phys. Rev. 1931, 37, 1276. 
c. Frenkel, J. Phys. Sowjetunion 1936, 9, 158. 
17. a. DavydoV, A. S. Zh. Eksp. Teor. Flz. 1948, 18, 210. 
b. Davydov, A. S. Zh. Eksp. Teor. Flz. 1951, 21, 673. 
18. Davydov, A. S. "Theory of Molecular Excitons"; Plenum: New York, 
1971. 
19. Craig, D. P.; Walmsley, S. H. "Excitons in Molecular Crystals"; 
Benjamin; New York, 1968. 
20i Robinson, G. W. Annu. Rev. Phys. Chem. 1970, 21, 429. 
21. Philpott, M. R. Adv. Chem. Phys. 1973, 23, 227. 
22. Kopelman, R. In "Excited States"; Lim, E. C., Ed.; Academic: New 
York, 1975; Vol. 2, pp. 33-110. 
23. McClure, D. S. Solid State Phys. 1959, 8, 1. 
24. Wolf, H. C. Solid State Phys. 1959, 9, 1. 
25. Broude, V. L.; Medvedev, V. S.; Prikhot'ko, A. F. Opt. Spektrosk, 
1957, 2, 317. 
26. McClure, D. S.; Schnepp, 0. Chem. Phys, 1955, 23, 1575. 
27. Griessbach, D.; Will, G.; Wolf, H. C. _Z. Naturforsch. A 1956, 
11, 791. 
28. Craig, D. P.; Hobbins, P. C. Chem. Soc. 1955, 2309. 
29. Wolf, H. C. Z. Naturforsch. A 1958, 13, 414. 
30. Lacey, A. R.; Lyons, L. E. Proc. Chem. Soc. London 1960, 414. 
31. McClure, D. S. 2- Chem. Phys. 1956, 25, 481. 
32. Wolf, H. C. Z. Naturforsch. A 1958, 13, 420. 
33. Fox, D.; Schnepp, 0. J." Chem. Phys. 1955, 23, 767. 
34. Fox, D.; Yatsiv, S. Phys. Rev. 1957, 108, 938. 
35. Craig, D. P.; Hobbins, P. C. 2» Chem. Soc. 1955, 539. 
36. Hochstrasser, R. M. Annu. Rev. Phys. Chem. 1966, 17, 457. 
139 
37. Colson, S. D.; Hanson, D. M.; Kopelman, R.; Robinson, G. U. ;J. 
Chem. Phys. 1968, 48, 2215. 
38. Craig, D. P.; Thirunamachandran, T. Proc. Phys. Soc. London 1964, 
84, 781. 
39. Greer, W. L.; Rice, S.A.; Jortner, J.; Silbey, R. 2- Chem. Phys. 
1968, 48, 5667. 
40. a. Silbey, R.; Jortner, J.; Rice, S. A. 2- Chem. Phys. 1965, 
42, 1515. 
b. Silbey, R.; Jortner, J.; Vala, M. T.; Rice, S. A. jJ. Chem. 
Phys. 1965, 42, 2948. 
41. Mahan, G. D. J.« Chem. Phys. 1964, 41, 2930. 
42. Philpott, M. R. Chem. Phys. 1969, 50, 5117. 
43. Davydov, A. S.; Sheka, E. F. Phys. Status Solidi 1965, 11, 877. 
44. Philpott, M. R. jJ. Chem. Phys. 1971, 54, 111. 
45. a. Philpott, M. R. 2- Chem. Phys. 1973, 58, 588. 
b. Philpott, M. R.; Lee, J. W. J^. Chem. Phys. 1973, 58, 595. 
c. Philpott, M. R. 2" Chem. Phys. 1973, 58, 639. 
46. Sceats, M.; Rice, S. A. Chem. Phys. Lett. 1976, 44, 425. 
47. a. Philpott, M. R.; Turlet, J. M. 2» Chem. Phys. 1976, 64, 3852. 
b. Syassen, K.; Philpott, M. R. J[. Chem. Phys. 1978, 68, 4870. 
48. Philpott, M. R. Annu. Rev. Phys. Chem. 1980, 31, 97. 
49. Philpott, M. R. In "Topics in Surface Chemistry"; E. Kay and P. S. 
Bagus, Eds; Plenum: New York, 1978, pp. 329-372. 
50. Tomioka, K.; Sceats, M. G.; Rice, S. A. 2- Chem. Phys. 1977, 66, 
2984. 
51. Philpott, M. R.; Swalen, J. D. J. Chem. Phys. 1978, 69, 2912. 
52. Davydov, A. S. Phys. Status Solidi 1967, 20, 143. 
53. Hochstrasser, R. M.; Prasad, P. N. Chem. Phys. 1972, 57, 5409. 
54. Hochstrasser, R. M.; Prasad, P. N. In "Excited States"; Lim, E. C., 
Ed.; Academic: New York, 1975; Vol. 1, pp. 79-128. 
55. a. Craig, D. P.; Dissado, L. A. Chem. Phys. 1976, 14, 89. 
b. Craig, D. P.; Dissado, L. A. Chem. Phys. Lett. 1976, 44, 419. 
140 
56. a. Dlssado, L. A. Chem. Phys. Lett. 1975, 33, 57. 
b. Dlssado, L. A. Chem. Phys. 1975. 8, 289. 
c. Dlssado, L. A. ; Brillante, A. J.- Çhem. Soc. Faraday Trans. 2 
1977, 73, 1262. 
57. Burland, D. M.; Konzelmann, U.; Macfarlane, R. M. Chem. Phys. 
1977, 67, 1926. 
58. Smith, D. D.; Zewail, A. H. 2- Chem. Phys. 1979, 71, 3533. 
59. Klafter, J.; Jortner, Chem. Phys. 1980, 47, 25. 
60. Kopelman, R.; Ochs, F. W.; Prasad, P. N. J[. Chem. Phys, 1972, 57, 
5409. 
61. Port, H.; Rund, D.; Small, G. J.; Yakhot, V. Chem. Phys. 1979, 39, 
175. 
62. Kenkre, V. M. Phys. Rev. 2 1978, 18, 4064. 
63. Chow, H. C.; Powell, R. C. Phys. Rev. B 1980, 21, 3785. 
64. Munn, R. W.; Silbey, R. Mol. Cryst. Llq. Cryst. 1980, 57, 131. 
65. a. Monberg, E. M. ; Kopelman, R. Chem. Phys. Lett. 1978, 58, 492. 
b. Monberg, E. M.; Kopelman, R. Chem. Phys. Lett. 1978, 58, 497. 
c. Argyrakls, P.; Kopelman, R. Chem. Phys. Lett. 1979, 61, 187. 
d. Kopelman, R.; Argyrakls, P. 2' Çhem. Phys. 1980, 72, 3053. 
e. Monberg, E. M.; Kopelman, R. Mol. Cryst. Llq. Cryst. 1980, 
57, 271. 
66. Lau, A. M. F. Phys. Rev. A 1977, 16, 1535. 
67. George, T. F.; Zimmerman, 1. H.; Yuan, J. M.; Laing, J. R.; 
DeVries, P. L. Acc. Chem. Res. 1977, 10, 449. 
68. Hopfield, J. J. Phys. Rev. 1958, 112, 1555. ^ 
69. Agranovich, V. M. Sov. Phys.-Usp. (Engl. Transi.) 1960, 3, 427; 
Usp. Fiz. Nauk 1960, 71, 141. 
70. Davydov, A. S. "Quantum Mechanics"; NEC Press; Peaks Island, ME, 
1966. 
71. Huang, K. Proc. R. Soc. London Ser. A 1951, 208, 352. 
72. Bom, M. ; Huang, K. "Dynamical Theory of Crystal Lattices"; 
Clarendon: Oxford, 1954, pp. 89-100. 
73. Fano, U. Phys. Rev. 1956, 103, 1202. 
141 
74. Agranovich, V. M. Sov. Phys.-JETP (Engl. Transi.) 1960, 10, 307; 
Zh. Eksp. Teor. Flz. 1959, 37, 430. 
75. Burstein, E.; DeMartini, F., Eds.; "Polaritons"; Pergamon: New 
York, 1974. 
76. Mills, D. L.; Burstein, E. Rep. Prog. Phys. 1974, 37, 1974. 
77. Voigt. J. Phys. Status Solidi B 1974, 64, 549. 
78. a. Ferguson, J. Chera. Phys. Lett. 1975, 36, 316. 
b. Ferguson, J. Mol. Cryst. Liq. Cryst. 1980, 58, 55. 
79. Burland, D. M.; Zewail, A. H. Adv. Chem. Phys. 1979, 40, 369. 
80. Harris, C. B.; Breiland, W. G. In "Laser and Coherence Spectroscopy"; 
Steinfeld, J. I., Ed.; Plenum: New York, 1978, Chapter 4. 
81. a. Aartsma, T. J.; Wiersma, D. A. Chem. Phys. Lett. 1976, 42, 520. 
b. Aartsma, T. J.; Wiersma, D. A. Chem. Phys. Lett. 1978, 54, 415. 
c. Hesselink, W. H.; Wiersma, D. A. In "Picosecond Phenomena"; 
Shank, C. V.; Ippen, E. P.; Shapiro, S. L., Eds.; Springer-
Verlag: Berlin, 1978. ^ 
d. Hesselink, W. H.; Wiersma, D. A. Chem. Phys. Lett. 1979, 65, 
300. 
e. Hesselink, W. H.; Wiersma, D. A. Chem. Phys. 1980, 73, 648. 
82. a. Jones, K. E.; Zewail, A. H.; Diestler, D. J. In "Advances in 
Laser Chemistry"; Zewail, A. H., Ed.; Springer-Verlag: Berlin, 
1978, pp. 258-270. 
b. Orlowski, T. E.; Zewail, A. H. Chem. Phys. 1979, 70, 1390. 
c. Lambert, W. R.; Zewail, A. H. Chem. Phys. Lett. 1980, 69, 270. 
d. Zewail, A. H. Acc. Chem. Res. 1980, 13, 360. 
83. a. Salcedo, J. R.; Siegman, A. E.; Dlott, D. D.; Fayer, M. D. 
Phys. Rev. Lett. 1978, 41, 131. 
b. Nelson, S. A.; Dlott, D. D.; Fayer, M. D. Chem. Phys. Lett. 
1979, 64, 88. 
c. Cooper, D. E. ; Olson, R. W. ; Fayer, M. D. J_" Chem. Phys. 1980, 
72, 2332. 
d. Olson, R. W.; Fayer, M. D. Phys. Chem. 1980, 84, 2001. 
84. Goeppert-Mayer, M. Ann. Phys. (Leipzig) 1931, 9, 273. 
85. Kaiser, W.; Garrett, C. Phys. Rev. Lett. 1961, 7, 229. 
86. a. Peticolas, W. L.; Goldsborough, J. P.; Rieckhoff, K. E. Phys. 
Rev. Lett. 1963, 10, 43. 
b. Peticolas, W. L.; Rieckhoff, K. E. Chem. Phys. 1963, 39, 
1347. 
142 
87. Bergman, A.; Jortner, J. Chem. Phys. Lett. 1972, 15, 309. 
88. a. Hochstrasser, R. M.; Sung, H. N.; Wessel, J. E. Chem. Phys. 
1973, 58, 4694. 
b. Hochstrasser, R. M.; Wessel, J. E. Chem. Phys. Lett 1974, 
24, 1. 
c. Hochstrasser, R. M.; Sung, H. N., Wessel, J. E. Chem. Phys. 
Lett. 1974, 24, 7. 
d. Hochstrasser, R. M.; Sung, H. N.; Wessel. J. E. Chem. Phys. 
Lett. 1974, 24, 168. 
e. Hochstrasser, R. M.; Sung, H. N. jJ. Chem. Phys. 1977, 66, 3265. 
f. Hochstrasser, R. M.; Sung, H. N. 2" Çhem. Phys. 1977, 66, 3276. 
g. Hochstrasser, R. M.; Kllmcak, C. M.; Meredith, G. R. 2» Chem. 
Phys. 1979, 70, 870. 
89. Friedrich, D. M.; McClain, W. M. Annu. Rev. Phys. Chem. 1980, 31, 
559. 
90. Peticolas, W. L. Annu. Rev. Phys. Chem. 1967, 18, 233. 
91. Hochstrasser, R. M.; Meredith, G. R. Pure Appl. Chem. 1978, 50, 
759. 
92. a. Rentzepis, P. M.; Pao, Y. H. Appl. Phys. Lett. 1964, 5, 156. 
b. Pao, Y. H.; Rentzepis, P. M. J. Chem. Phys. 1965, 43, 1281. 
93. Hochstrasser, R. M.; Meredith, G. R. Chem. Phys. 1977, 67, 
1273. 
94. Hochstrasser, R. M.; Meredith, G. R. 2- Lumin. 1979, 18/19, 32. 
95. a. Meredith, G. R.; Hochstrasser, R. M.; Trommsdorff, H. P. In 
"Advances in Laser Chemistry"; Zewail, A. H., Ed.; Springer-
Verlag: Berlin, 1978, pp. 271-276. 
b. Decola, P. L.; Hochstrasser, R. M.; Trommsdorff, H. P. Chem. 
Phys. Lett. 1980, 71, 1. 
c. Hochstrasser, R. M.; Meredith, G. R.; Trommsdorff, H. P. 
Chem. Phys. 1980, 73, 1009. 
96. Shimizu, M.; Igarashi, R.; Adachi, Y.; Maeda, S. 2' Chem. Phys. 
1980, 73, 612. 
97. Hesp, B. H.; Wiersma, D. A. Chem. Phys. Lett. 1980, 75, 423. 
98. a. Henry, C. H.; Hopfield, J. J. Phys. Rev. Lett. 1965, 15, 
964. 
b. Faust, W. L.; Henry, C. H. Phys. Rev. Lett. 1966, 17, 1265. 
99. Porto, S. P. S.; Tell, B.; Damen, T. C. Phys. Rev. Lett. 1966, 
16, 450. 
143 
100. Cofflnet, J. P.; DeMartini, F. Phys. Rev. Lett. 1969, 22, 60. 
(erratum: Phys. Rev. Lett. 1969, 22, 752. 
101. a. Frohlich, D.; Mohler, E.; Weisner, P. Phys. Rev. Lett. 1971, 
26, 554. 
b. Frohlich, D.; Mohler, E.; Ulhlein, C. Phys. Status Solldi B 
1973, 55, 175. 
102. a. Haueisen, D. C.; Mahr, H. Phys. Lett. A 1971, 36, 423. 
b. Haueisen, D. C.; Mahr, H. Phys. Rev. B_1973, 8, 2969. 
103. Mahr, H. In "Quantum Electronics: A Treatise"; Rabin, H.; Tang, 
C. L., Eds.; Academic: New York, 1975; Vol. I, Part A, Chapter 4. 
104. Pekar, S. I. Sov. Phys.-JETP (Engl. Transi.) 1960, 11, 1286; Zh. 
Eksp. Teor. Fiz. 1960, 38, 1786. 
105. Knox, R. S. "Theory of Excitons"; Academic: New York, 1963. 
106. Hopfield, J.J. ^J. Phys. Soc. Jpn. Suppl. 1966, 21, 77. 
107. Hopfield, J. J.; Thomas, D. G. Phys. Rev. 1963, 132, 563. 
108. Wahlstrom, E. E. "Optical Crystallography", 4th Ed.; Wiley: New 
York, 1969, p. 292. 
109. Claus, R. Phys. Status Solid! B 1978, 88, 683. 
110. Born, M.; Wolf. E. "Principles of Optics", 4th Ed.; Pergamon: 
Oxford, 1970, p. 670. 
111. Heitler, W. "The Quantum Theory of Radiation", 3rd Ed.; Clarendon: 
Oxford, 1954, p. 125. 
112. Tyablikov, S. V. "Methods in the Quantum Theory of Magnetism"; 
Plenum: New York, 1967, pp. 105, ff. 
113. Bogoliubov, N. N. "Lectures in Quantum Statistics"; Gordon and 
Breach: New York, 1967, pp. 210, ff. 
114. Ovander, L. N. Sov. Phys.-Solid State (Engl. Transi.) 1962, 3, 
1737; Fiz. Tverd. Tela 1961, 3, 2394. 
115. Ovander, L. N, Sov. Phys.-Usp. (Engl. Transi.) 1965, 8, 337; 
Usp. Fiz. Nauk 1965, 86, 3. 
116. Flytzanis, C. In "Quantum Electronics: A Treatise"; Rabin, H.; 
Tang, C. L., Eds.; Academic: New York, 1975; Vol. I, Part A, 
Chapter 2. 
144 
117. Lang, M. Phys. Rev. B 1970, 2, 4022. 
118. Bloembergen, N. "Nonlinear Optics"; Benjamin: Reading, MA, 1965. 
119. Uihlein, C.; Frohlich, D.; Mohler, E. In "Polaritons"; Burstein, 
E.; DeMartini, F., Eds.; Pergamon: New York, 1974, pp. 303-311. 
120. a. Boggett, D.; Loudon, R. Phys. Rev. Lett. 1972, 28, 1051. 
b. Boggett, D.; Loudon, R. Phys. 1973, 6, 1763. 
121. Honig, B.; Jortner,. J.; Szoke, A. Chem. Phys. 1967, 46, 2714. 
122. Meredith, G. R.; Xerox Corporation, Webster, NY; personal 
communication. 
123. Tait, W. C. Phys. Rev. B 1972, 5, 648. 
124. a. Merten, L.; Borstel, G. Naturforsch. A 1972, 27, 1792. 
b. Borstel, G.; Merten, L. In "Polaritons"; Burstein, E.; 
DeMartini, F., Eds.; Pergamon: New York, 1974, pp. 71-75. 
125. Barker, Jr., A. S.; Loudon, R. Rev. Mod. Phys. 1972, 44, 18. 
126. Egler, W.; Haken, H. Z. Phys. B 1977, 28. 51. 
127. Zhizhin, G. N.; Bagdanskis, N. I. Opt. Spectrosc. (Engl. Transi.) 
1973, 34, 669; Opt. Spectrosk. 1973, 34, 1150. 
128. Winchell, A. N. "The Optical Properties of Organic Compounds"; 
Academic: New York, 1954, p. 81. 
129. Trotter, J. Acta Crystallogr. 1963. 16, 605. 
130. Mason, R. Mol. Phys. 1961, 4, 413. 
131. Sundararajan, K. S. Z. Kristallogr. Kristallgeom. Kristallphys. 
Kristallchem. 1936, 93, 238. 
132. SethuRaman, V.; Edelson, M. C.; Johnson, C. K.; SethuRaman, C.; 
Small, G. J. Mol. Cryst. Liq. Cryst. 1980, 57, 89. 
133. Dougherty, J. P.; Kurtz, D. K. Appl. CrystalloRr. 1976, 9, 
145. 
134. Swofford, R. L.; McClain, W. M. Chem. Phys. Lett. 1975, 34, 455. 
135. Kurtz, D. K.; Perry, T. T. Appl. Phys. 1968, 39, 3798. 
136. Brown, Johnie C. Ph.D. Dissertation, Iowa State University, Ames, 
Iowa, 1981, in preparation. 
145 
137. Skank, Harold, Ames Laboratory, Iowa State University, Ames, Iowa, 
personal communication. 
138. Craig, D. P.; Gordon, R. D. Proc. Roy. Soc. London Ser. A 1965, 
288, 69. 
139. Hochstrasser, R. M.; Small, G. J. 2» Chem. Phys. 1966, 45, 2270. 
140. Otokozawa, H.: Inomata, S.; llikami, N.; Ito, M, Bull. Chem. Soc. 
Jpn. 1977, 50, 2899. 
141. SethuRaman, V.; Small, G. J.; Yeung, E. S. Rev. Sci. Instrum. 
1977, 48, 106. 
142. Burns, D. M.; Iball, J. Proc. Roy. Soc. London Ser. A 1955, 227, 
200. 
143. Syassen, K. ; Philpott, M. R. Chem. Phys. 1978, 69, 1251. 
144. Small, G. J., Department of Chemistry, Iowa State University, Ames, 
Iowa, personal communication. 
145. a. Hesse, H. J.; Fuhs, W.; Weiser, G. von Szentpaly, L. Phys. 
SUatus Solidi B 1976, 76, 817. 
b. Hesse, H. J.; Fuhs, W.; Weiser, G. Chem. Phys. 1977, 24, 399. 
c. Weiser, G.; Fuhs, W.; Hesse, H. J. Chem. Phys. 1980, 52, 183. 
146. Pawley, G. S. Phys. Status Solidi 1976, 20, 347. 
147. Venkataraman, G.; Sahni, V. C. Rev. Mod. Phys. 1970, 42, 409. 
148. Bree, A.; Solven, F. G.; Vilkos, V. V. B. J. Mol. Spectrosc. 
1972, 44, 298. 
149. Tomioka, K.; Amimoto, H.; Tomotika, T.; Matsui, A. 2' Chem. Phys. 
1973, 59, 4157. 
150. Krochuk, A. S,; Smishko, E. V. Opt. Spectrosc. (Engl. Transi.) 
1975, 39, 631; Opt. Spektrosk. 1975, 39, 1098. 
151. Stevenson, S. H., Department of Chemistry, Iowa State University, 
Ames, Iowa, unpublished results. 
152. Heidersdorf, C, P. Mol. Cryst. Liq, Cryst. 1974, 27, 141. 
153. Robinette, S. L. Ph.D. Dissertation, Iowa State University, Ames, 
Iowa. 
154. Stevenson, S, H.; Johnson, C, K,; Small, G, J, Chem. Phys. 
1981, submitted. 
146 
155. Agranovich, V. M.; Konobeev, Y. V. Sov. Phys.-Solid State (Engl. 
Transi.) 1961, 3, 260; Fiz. Tuerd. Tela 1961, 3, 360. 
147 
ACKNOWLEDGMENTS 
This project would not have been possible had it not been for those 
who taught, helped, advised, and encouraged me along the way, and I am 
genuinely grateful to these people. I wish to especially express my 
thanks to Prof. Gerald J. Small, who taught me much of what I have 
learned at Iowa State University. Dr. Small was available and willing 
at almost any moment to answer a question or offer advice on the project. 
As the work continued, I saw our relationship grow to one of mutual 
respect, and I offer sincere thanks for his confidence in me, and for 
his help and advice. 
It is a pleasure to thank excellent teachers of my college and 
graduate career. I owe ny understanding of physical chemistry to Prof. 
Lorin Neufeld of Tabor College, who first sparked my interest in spec­
troscopy, and to Prof. Bruce Harmon, Prof. David Hoffman, Prof. Walter 
Struve, Prof. Klaus Ruedenberg, and, again. Prof. Small for their courses 
in topics related to quantum chemistry and spectroscopy. 
I owe thanks to the other members of the group, who all helped at 
some time or another. Dr. John Hayes taught me a lot about experimental 
techniques. Dr. V. SethuRaman introduced me to the phenanthrene project. 
Dr. Martin Edelson purified the fluorene, helped me get started with the 
initial experiment, and offered valuable advice along the way. Sylvia 
Stevenson Adelman purified the phenanthrene used for much of the work. 
Johnie Brown helped with the electronics, computer interfacing, and 
programming. 
148 
Thank you to my typist, Lesley Swope, for her quick, accurate, and 
proficient work. 
Many Ames Laboratory personnel were also helpful. Malvern lies 
designed the gating circuit and helped me trace some problems with 
noisy signals. Harold Skank suggested the Butterworth filter and designed 
the stepping-motor controller. Dennis Jensen wrote the ALVIN operating 
system used to link the LSI-11 microcomputer with the computation center 
and modified the cross assembler to assemble programs written in assembly 
language. 
It is a joy, also, to thank my fiancee Jean Thomas for her encourage­
ment and understanding, for helping with some of the figures, and for 
some dinners while I worked in the lab. 
Finally, I wish to acknowledge my sincere gratefulness to God for 
guiding my stay at Iowa State University and my research here, and for 
allowing me a small measure of understanding of a part of his universe. 
149 
APPENDIX 
PROGRAM TO DETECT NRG LASER FIRING, GET SIGNALS FROM INTEGRATOR, STORE DATA, 
SCALE AND OUTPUT SPECTRUM WHILE STEPPING THE TUNING DRIVE. PROGRAM INCLUDES 
A BUTTERUORTH LOU-PASS FILTER FOR NOISE REJECTION. 
***********$*$***********************+*$*****$**********$****************$*$**** 
DEFN: .CSECT 
$REGS 
SCONSL 
cr=015 ;ascii definitions 
lf=0i2 
st0p=174 
SPC=040 
DRCSR=167770 
DR0UTBUF=167772 
DEFINE PARALLEL INTERFACE REGISTERS 
DRINBUF=167774 
KWCSR=172540 
KUPB=172542 
KUCT=172544 
DAC1=176760 
DAC2=176762 
ADCSR=176770 
ADCDT=176772 
CLOCK STATUS REGISTER 
CLOCK PRESET BUFFER 
CLOCK COUNTER 
DIGITAL/ANALOG CONVERTER ADDRESS 
ADAC STATUS 
DATA FROM ANALOG/DIGITAL CONVERTER 
MOV MO,MODE 
CLR CLKSTS 
MOV #1000,SP 
INITIALIZE MODE FOR ONE CHANNEL. 
DISABLE CLOCK UNTIL SET FOR TUNING 
INITIALIZE STACK POINTER. 
MOV #TRIG,@#300 
CLR g#302 
CLR e*DRCSR 
CLR @#DROUTBUF 
NOV *0,e#106 
MOV *0,g#62 
INITIALIZE INTERFACE INTERRUPT 
NEW PS WORD TO ACCEPT INTERRUPTS. 
SET PARALLEL INTERFACE TO FORBID INTERRUPTS. 
CLEAR OUTPUT BUFFER (INTEGRATOR RESET). 
NEW PS WORD FOR CLOCK INTERRUPTS. 
INTERRUPT ADDRESS SET IN STEPPING SUBROUTINES 
NEW PS WORD TO ACCEPT INTERRUPTS. 
MOV #MS0,R3 ;GET MESSAGE ADDRESS. 
JSR PC,MSGPR ;PRINT CONTROL MESSAGE. 
MOV #CRLF,R3 ;GET CARRAIQE RETURN AND LINE FEED 
JSR PC,MSGPR ;PRINT CR AND LF. 
MOV #55,R4 ;PROMPT CHARACTER (-). 
JSR PC,PKL ;PRINT PROMPT CHARACTER. 
MOV *C0NTRL,@*60 ;SET READER FOR CONTROL SECTION. 
MOV #101,@#TKS ;SET READER TO SEND INTERRUPTS. 
WAIT ;WAIT FOR SIGNAL. 
BR CNUAIT ;RETURN TO KEYBOARD CONTROL. 
ROUTINE TO ACCEPT DATA AS LASER IS SCANNED. 
WAIT: 
CLR e*430 ;initialize filter accumulators. 
CLR e*432 ;X2(T+H) ACCUMULATOR IN 430,432. 
CLR e#414 ;X1(T+H) ACCMUMLATOR IN 414,416. 
CLR g#416 
MOV *101,@#tks ;RESET READER TO ACCEPT INTERRUPTS. 
MOV #50000,R5 ; INITIALIZE DATA BUFFER POINTER. 
NOV #ENDINT,g#60 ;ADDRESS OF READER INTERRUPT FOR STOP SIGNAL 
MOV CLKSTS,@#KWCSR ; START REAL TIME CLOCK IF STATUS SET. 
BIS #100,g*DRCSR ;SET PARALLEL INTERFACE TO ACCEPT INTERRUPTS 
WAIT ;WAIT FOR INTERRUPT FROM LASER. 
BR wait ;WAIT FOR NEXT LASER INTERRUPT. 
;USE OF REGISTERS; 
;R5; DATA BUFFER POINTER. 
CHANNEL AND WHICH CONVERTER. 
COMPARE DATA AND LOW PART OF FLOATING POINT DATA. 
DATA AND HIGH PART OF FLOATING POINT DATA. 
;R4: 
;R3: 
;R2: 
;R1; 
;R0: FLOATING POINT STACK POINTER. 
LOCATIONS 400 TO 500 ARE USED FOR FLOATING POINT STACK AND AS A "SCRATCH PAD" 
INTERRUPT HANDLING ROUTINE 
INTERRUPTS FROM LASER POWER SUPPLY OUT VIA TRIGGER AND GATE CIRCUIT 
TO REQ A OF DRCSR. 
GET SIGNAL FROM CHANNEL 0. 
TRIG: BIG II100,@#DRCSR 
MOV #1,R4 
JSR PC,TPT 
TST MODE 
B6E N0FLT1 
NOV R2,@#424 
MOV R3,e#426 
MOV X2HI,@*400 
MOV X2L0,g#402 
NOV X1HI,0#42O 
MOV X1L0,e#422 
JSR PC,BUTTER 
NOV e#414,X1HI 
MOV g#416,XIL0 
MOV @#430,X2HI 
MOV g#432,X2L0 
SAVPT1: MOV @*430,(R5)+ 
MOV e#432,(R5)+ 
CMP R5,«114000 
6L0 REAL1 
MOV «30000,R5 
REAL1: MOV @*SCL1HI,4(R0) 
MOV e#SCL1L0,6(R0) 
FMUL RO 
MOV (R0)+,R2 
MOV (R0)+,R3 
JSR PC,FIX 
MOV R3,0#DAC1 
;]JISABLE PARALLEL INTERFACE INTERRUPTS. 
; SELECT SIGNAL CHANNEL. 
;GET SIGNAL 
,*SHOULD DATA BE FILTERED? 
;NO,SAVE AND OUTPUT POINT 1. 
GET E(IN)(T+H) FOR FILTERING. 
;MOVE IN X2<T) FOR FILTERING. 
;MOVE IN EKT) FOR FILTERING. 
;G0 FILTER CHANNEL-ONE POINT. 
;SAVE XI(T) FOR NEXT POINT. 
;SAVE X2(T) FOR NEXT POINT. 
;SAVE POINT IN BUFFER 
;BUFFER FULL? 
;N0, CONTINUE. 
;YES,RESTART POINTER. 
;GET CHANNEL ONE-SCALE FACTOR. 
;MULTIPLY POINT BY SCALE FACTOR. 
;GET SCALED NUMBER. 
JFIX THE SCALED NUMBER. 
;PUT THE SCALED NUMBER OUT ON DAC 1. 
SAVPT2: 
REAL2: 
POINT: 
HOFLTli 
BIT #1,M0DE ;UHAT MODE? 
BEG POINT ;1ST-CHANNEL: POINT COMPLETED. 
COND SIGNAL. 
MOV #100i,R4 ; SELECT SECOND CHANNEL. 
JSR PC,TPT ;GET SIGNAL 2. 
MOV R2,@#424 ;GET E2(IN)(T+H) FOR FILTERING. 
MOV R3,g#426 
TST MODE ; SHOULD DATA BE FILTERED? 
BGE N0FLT2 ;N0, SAVE AND OUTPUT POINT 2. 
MOV Y2HI,g#400 ;MOVE IN Y2(T) FOR FILTERING. 
MOV Y2LO,@#402 
MOV Y1HI,0*420 ;MOVE IN YKT) FOR FILTERING. 
MOV Y1L0,?#422 
JSR PC,BUTTER ;G0 FILTER CHANNEL-TUO POINT. 
NOV B#414,Y1HI ; SAVE YKT) FOR NEXT POINT. 
MOV g#416,Y1L0 
MOV e#430,Y2HI ;SAVE Y2(T) FOR NEXT POINT. 
MOV e*432,Y2L0 
MOV @*430,43774(R5) ;STORE CHANNEL-TWO POINT IN BUFFER. 
MOV B#432,43776(R5) 
MOV @*SCL2HI,4(R0) ;GET CHANNEL-TWO SCALE FACTOR. 
MOV g#SCL2L0,6(R0) 
FMUL RO ; MULTIPLY POINT BY SCALE FACTOR. 
MOV (R0)+,R2 ;GET SCALED NUMBER. 
MOV <R0)+,R3 
JSR PC,FIX ;FIX THE SCALED NUMBER. 
MOV R3,g#DAC2 ;PUT THE SCALED NUMBER OUT ON BAC 2. 
INC gffDROUTBUF ;RESET INTEGRATOR FOR NEXT OUTPUT. 
CLR g*DROUTBUF ;(PRODUCES A 13 MICROSECOND PULSE). 
RTI ; POINT COMPLETED—RETURN. 
MOV 1430,RO ;SET F.P. STACK POINTER FOR SCALING. 
MOV R2,g#430 ;HOVE IN POINT TO BE SCALED. 
MOV R3,g«432 
BR SAVPT1 ;G0 SAVE UNFILTERED POINT AND SCALE FOR OUTPUT 
MOV #430,RO ;SET F.P. STACK POINTER FOR SCALING. 
Wt 
w 
MOV 
MOV 
BR 
R2,@#430 
R3,e#432 
SAVPT2 
;MOVE IN POINT TO BE SCALED. 
;G0 SAVE UNFILTERED POINT AND SCALE FOR OUTPUT. 
;LASER INTERRUPT RETURN AT END OF SCAN. 
TRGSTP: MOV #0,e#KWCSR ;STOP CLOCK. 
CLR BNDRCSR ;DISABLE PARALLEL INTERFACE INTERRUPTS. 
MOV R5,ENDAD ;ENOAD CONTAINS END POINT + 2. 
NOV *MS10,R3 ;PRINT FINAL 
JSR PC,MSGPR ;ACCESSED ADDRESS. 
SUB *2,R5 ;RETURN R5 TO LAST ACCESSED ADDRESS. 
JSR PC,PUTDTL ;PRINT ADDRESS. 
MOV «TRIG,011300 ;RESET INTERRUPTS FOR NEXT SCAN. 
TST <SP)+ ;POP OLD PC. 
MTPS (SP)+ ;RETURN OLD PS. 
JMP CNUAIT ;G0 TO DATA HANDLING ROUTINE. 
IROUTINE FOR COMPLETION OF STEPPING MOTOR SCAN. 
SCNEND: MOV *TRGSTP,@#300 ;CONTINUE WITH DATA HANDLING 
;ROUTINE ON NEXT LASER INTERRUPT. 
WAIT ;UAIT FOR NEXT INTERRUPT. 
;TAKE POINT ROUTINE 
; FLOATED POINT PLACED IN R2 (HIGH PART) AND R3 (LOU PART). 
TPT: CLR R3 ;CLEAR R3 FOR COMPARISON. 
TRY: MOV R4,e#ADCSR ;SELECT CHANNEL OF A/D. 
CONV: TSTB MADCSR ;IS CONVERSION COMPLETE? 
BPL CONV ;ND, TRY AGAIN. 
MOV e#ADCDT,R2 ;YES, TAKE DATA. 
SUB R2,R3 ;IS DIFFERENCE WITH PREVIOUS POINT NEGATIVE? 
BPL CMPR ;N0, COMPARE 
NEG R3 ;YES, NEGATE AND COMPARE. 
CMPR: CMP R3,#2 ;IS DIFFERENCE >2? 
BLE PTKN ;N0, SAVE THE POINT. 
PTKN: 
MOV 
BR 
MOV 
JSR 
RTS 
R2,R3 
TRY 
R2,R3 
PC,FLOAT 
PC 
;SAVE LAST CONVERSION 
;AND READ CONVERSION AGAIN. 
;POINT IS NOW IN R3, STILL FIXED. 
;FLOAT NUMBER. 
;NUHBER IS IN R2(HI6H PART) AND R3(L0W PART), 
;RETURN WITH F.P. NUMBER. 
JBUTTERUORTH 
; XI AND X2 
BUTTER: 
LOW-PASS FILTER. 
WILL BE STORED ON F.P. STACK: XI IN 410,412 AND X2 IN 424,426. 
MOV #400,RO ; INITIALIZE F.P. STACK POINTER. 
MOV @*424,4(R0) ;MOVE IN E(IN)(T+H) FOR SUBTRACTION. 
MOV e#426,6(R0) 
CLR g*414 ;CLEAR XKT+H) ACCUMULATOR. 
CLR e#416 
FSUB RO ;E(IN)(T+H)-X2(T). 
MOV g#BHI,4(R0) ;MOVE IN COEF B. 
MOV @*BL0,6(R0) 
FMUL RO ;B(E(IN)(T+H) - X2(T)). 
FADD RO ;ADD IT INTO ACCUMULATOR. 
MOV #404,RO JRESET F.P. STACK POINTER. 
MOV e*AHI,(RO) ;MOVE IN COEF A. 
MOV e#AL0,2(R0) 
MOV e «420, 4 (R0) JMOVE IN XI(T). 
MOV e#422,6(R0) 
FMUL RO ;AX1(T). 
MOV (R0),@#430 ;SAVE AXKT) IN X2(T+H) ACCUMULATOR. 
MOV 2(R0),g*432 ; FOR CALCULATION OF X2(T+H). 
FADD RO ;ADD AXKT) INTO ACCUMULATOR. 
; RESULT IS XKT+H). 
MOV #420,RO ;RESET F.P. STACK POINTER. 
MOV e«BHI,(RO) ;MOVE IN COEF B. 
MOV e#BLO,2(RO) ;E(IN)(T+H) ALREADY IN 424,426. 
FMUL RO ;FE(IN)(T+H). 
FADD RO ;ADO IT INTO ACCMUMLATOR. 
MOV #420,RO ;RESET F.P. STACK POINTER. 
MOV @#400,(RO) ;MOVE IN X2(T). 
MOV e#402,2(R0) 
NOV e*EHI,4(R0) ;MOVE IN E. 
MOV 0#ELO,6(RO) 
FMUL RO ;EX2(T). 
FADD RO ;AOD IT INTO ACCUMULATOR. 
RTS PC ;RESULT IS E(OUT)(T+H). 
SUBROUTINE TO FIND THE MAXIMUM FLOATING POINT NUMBER IN A BUFFER FROM A 
MINIMUM ADDRESS IN R5 TO MAXIMUM ADDRESS + 2 STORED IN R4. 
MAXNUM: MOV #400,RO SET UP FLOATING POINT STACK POINTER. 
MOV R5,-(SP) SAVE BEGINNING ADDRESS. 
NOV (R5)+,(R0) STORE 1ST NUMBER, HIGH PART 
MOV (R5)+,2(R0) AND LOW PART, IN B. 
NXTNUM: MOV (R5),R2 GET NEXT NUMBER, HIGH PART IN R2 
MOV (R5)+,4(R0) AND IN A. 
MOV (R5),R3 GET LOW PART IN R3 
MOV (R5)+,6(R0) AND IN A. 
FSUB RO A - B STORED IN A. 
BLE LESS IF LESS, CONTINUE. 
JSR PC,EXCH IF MORE, PUT IN NEW MAXIMUM NUMBER. 
LESS: MOV #400,RO RESET F.P. STACK POINTER. 
CMP R5,R4 SEARCH COMPLETE? 
BLO NXTNUM NO, look AT THE NEXT NUMBER. 
MOV (SP)+,R5 RESTORE BEGINNING ADDRESS. 
RTS PC YES, RETURN. 
EXCH: MOV R2,e#400 STORE NEW HIGH PART. 
MOV R3,g#402 STORE NEW LOW PART. 
r 
RTS PC RETURN AND CONTINUE. 
; 
MODE: .word 0 ;hode 
SCL1HI: .WORD 40000 ;SCALE FACTOR FOR CHANNEL-ONE. 
SCL1L0: .WORD 0 
SCL2HI: .WORD 40000 ;SCALE FACTOR FOR CHANNEL-TWO. 
scl2l0: .word 0 
begad: .word 0 
endad: .word 0 
postn: .word 0 
thous: .word 0 
units: .word 0 
clksts: .word 0 
scndad: .word 0 
ami: .word 40045 
alo: .word 164610 
bhi: .word 37202 
blo: .word 177700 
ehi: .word 40157 
elo: .word 120020 
xi hi: .word 0 
x1l0: .word 0 
x2hi: .word 0 
x2l0: .word 0 
y1hi: .word 0 
y1l0: .word 0 
y2hi: .word 0 
y2l0: .word 0 
reader interrupt handling 
contrl: clr 
jsr 
cmpb 
bne 
nov 
rti 
endint: jsr 
cmpb 
beq 
@#tks 
pcjchrl 
r4,*107 
hodint 
#scango,(sp) 
pcjchrl 
r4,#123 
endret 
scan beginning address. 
end of scan address * 2. 
scan end stepping motor position. 
stepping motor position, thousands. 
stepping motor position, units. 
clock status. 
stepping motor scan end routine address. 
butterworth filter coefficients (floated). 
1 hz filter for 20 hz laser. 
delta t x omega cutoff = pi/10. 
xi(t) for butterworth filter— 
channel-one. 
x2(t> for butterworth filter— 
channel-one. 
xkt) for butterworth filter— 
channel-two. 
x2(t) for buttterworth filter— 
channel-two. 
l section. 
;prevent further interrupts for now. 
;READ SIGNAL. 
;is character a "g"? 
;N0, TRY FOR MODE. 
;yes, return to start scan. 
;RETURN AND CONTINUE. 
;read stop signal 
;is character an "S"? 
;YES, RETURN TO CONTROL SECTION. 
inc e#tks ;n0, reset reader for next interrupt 
rti ;and continue scan. 
endret: mov *trgstp,@#300 ;return to control section. 
; on next laser interrupt. 
rti ;return. 
:normalized or unnormalized mode? 
hodint: cmpb r4,#115 is character an m? 
bne outflg no, try for output. 
nov #ms1,r3 get message address. 
jsr pc,msgpr print message. 
newmod: jsr pc,tchr read mode. 
cmpb r4,*61 is character a 1? 
beq setmod yes, store mode. 
cmpb r4,*60 is character a 0? 
bne newmod no again, try again. 
setmod: sub #60,r4 yes, decode 
mov r4,m0de and store mode, 
nov #ms1b,r3 get smooth message. 
jsr pcjmsgpr should data be smoothed? 
stsmth: jsr pc,tchr get answer. 
cmpb r4,#131 yes? 
beq dosmth yes, set for smooth. 
cmpb r4,*116 no? 
bne stsmth neither y nor n, try again. 
nodret: rti return. 
dosmth: bis «100000,mode set bit 15 of mode for smooth flag. 
br nodret return. 
0utfl6: cmpb r4,h117 ;is output desired? 
bne sclflg ;n0, try check for scaling. 
bis 12,mode ;yes, set output flag. 
br getadl ,'60 get addresses for output. 
sclflg: cmpb r4,*113 ;is scaling desired <k)? 
bne reset ;n0, try for tune. 
bic #2,mode ;yes, clear flag for scaling. 
;routine 
;louer in 
getadl: 
to obtain louer and 
r5, upper in r4. 
upper addresses for scaling and output, 
LOOKLN: 
getadu: 
erradu: 
lookun: 
mandat: 
mov #ms4,r3 get message address. 
jsr pc,msgpr ask for lower limit. 
jsr pcjchr get character. 
cmpb r4,#102 is character a "b"? 
bne lookln no, look for a number. 
mov *50000,r5 yes, 50000 is beginning address. 
br getadu go get upper address. 
jsr pc,tkdgt get lower address into r5. 
jsr r4,chkadr check for proper addresses. 
.word getadl return in case of lower address error. 
mov rs,begad temporarily store beginning address in ro 
mov *ms5,r3 get message address. 
jsr pc,msgpr ask for upper limit. 
jsr pc.tchr get character. 
cmpb r4,*105 is character an "e"? 
bne lookun no, look for a number. 
mov endad,r4 yes, put end address in r4. 
br mandat go to output and scaling section. 
jsr pc,tkdgt get upper address into r5. 
add #2,r5 final address + 2. 
jsr r4,chkadr check for proper address. 
.word erradu return in case of upper address error. 
mov r5,r4 save upper address in r4. 
mov begad,rs restore lower address. 
bit #2,mode output flag set? 
bne output yes, go output. 
jsr pc,maxnum get maximum signal in data buffer and 
store in 400,402 (floating point stack). 
mov #3700,r3 float maximum dac output. 
jsr pc,float (3700 oct) to calculate scale factor. 
nov «400,ro set floating point stack pointer. 
mov r2,4<r0) move in floated value of 
mov r3,6(r0) maximum dac output. 
fdiv ro k=(max. output)/(max. signal) 
chnl2: 
RESET: 
NOV #MS3,R3 ;GET MESSAGE ADDRESS. 
JSR PC,MSGPR ;ASK WHICH CHANNEL TO SCALE. 
JSR PCJCHR ;6ET CHARACTER. 
CMPB R4,#61 ;IS IT CHANNEL ONE? 
BNE CHNL2 ;N0, TRY FOR CHANNEL TWO. 
MOV <R0),g#SCL1HI ;YES, STORE SCALE FACTOR FOR CHANNEL ONE. 
MOV 2(R0),@#SCL1L0 
RTI .-RETURN TO CONTROL SECTION. 
CMPB R4,*62 ;IS IT CHANNEL TWO? 
BNE WHOOPS ;N0, A MISTAKE HAS BEEN MADE. 
MOV (R0),g#SCL2HI ;YES, STORE SCALE FACTOR FOR CHANNEL TWO. 
MOV 2(R0),@#SCL2L0 
RTI JRETURN TO CONTROL SECTION. 
CMPB R4,*122 ;is RESET DESIRED? 
BNE TUNE ;N0, IS TUNING DESIRED? 
JSR PCjSTPOS ;YES, GET STARTING AND STOPPING POSITIONS. 
MOV ICNUAIT,SCNDAD ;ADDRESS OF FINAL CLOCK INTERRUPT RETURN. 
MOV #12,g#KWPB ;SET CLOCK PRESET DUFFER FOR 1 KHZ INTERRUPTS 
MOV #H3,g*KWCSR ; START CLOCK, REPEATED INTERRUPTS. 
WAIT ;UAIT FOR CLOCK INTERRUPTS. 
BR CKUAIT ;RETURN TO WAIT AFTER INTERRUPT. 
ON 
o 
CKUAIT: 
] 
;OUTPUT DATA BUFFER. EXPECTS MINIMUM OUTPUT ADDRESS IN R5, MAXIMUM 
; OUTPUT SET TO USE SCALE FACTOR FOR CHANNEL ONE. 
IN R4. 
OUTPUT: MOV #LTCINT,g#100 ;ADDRESS OF LTC INTERRUPT HANDLER. 
MOV #200,g#102 ;NEW PS WORD TO FORBID INTERRUPTS. 
MOV #STP0UT,g*60 ;SET READER INTERRUPT SERVICE ROUTINE ADDRESS. 
MOV #101,g#TKS ; RESET READER FOR INTERRUPTS. 
MOV #MS7,R3 ;MESSAGE ADDRESS 
JSR PC,MSGPR ;PRINT OUTPUT INSTRUCTIONS. 
CLR R1 ;CLEAR COUNTER. 
NXTINT: MOV 1400,RO ; INITIALIZE F.P. STACK. 
NXUAIT: WAIT ;UAIT FOR LTC INTERRUPTS. 
INC R1 ; INCREMENT COUNTER. 
CMP R1,#3 ;HAVE 3 INTERRUPTS (20 Hz) ACCUMULATED? 
BNE NXUAIT ;N0, WAIT FOR NEXT INTERRUPT. 
TUNE: 
MOV (R5)+,<R0) 
MOV (R5)+,2(R0) 
MOV g#SCL1HI,4(R0) 
MOV e#SCL1L0,6(R0) 
FMUL RO 
NOV <R0),R2 
MOV 2(R0),R3 
JSR PC,FIX 
MOV R3,e#DAC1 
CLR R1 
CMP RS,R4 
BLO NXTINT 
MOV #STPLTC,@#100 
WAIT 
RTI 
CMPB R4,*124 
BNE WHOOPS 
MOV IHS13,R3 
JSR PC,MSGPR 
JSR PC,GTDCML 
CLR RO 
NOV 123420,R1 
DIV R5,R0 
MOV RO,g#KWPB 
MOV #113,CLKSTS 
NOV #SCNEND,SCNDAD 
JSR PC,CONT 
RTI 
MOV #77,R4 
JSR PC,PKL 
RTI 
YES, GET HIGH PART AND 
LOW PART OF POINT. 
get scale factor. 
LOW PART OF FACTOR. 
MULTIPLY POINT BY SCALE FACTOR. 
OBTAIN HIGH PART AND 
LOW PART OF SCALED POINT. 
FIX SCALED NUMBER. 
PUT THE SCALED NUMBER OUT ON DAC1. 
CLEAR COUNTER. 
HAS LAST POINT BEEN REACHED? 
NO, WAIT FOR NEXT INTERRUPT. 
STOP LINE TIME CLOCK ON NEXT INTERRUPT. 
WAIT FOR NEXT LTC INTERRUPT. 
RETURN TO CONTROL SECTION. 
IS TUNING DESIRED? 
NO, READER HAS WRONG CHARACTER. 
SCAN SPEED MESSAGE. 
WHAT SPEED <STEPS/SEC)? 
GET SPEED INTO R5. 
DIVIDE CLOCK RATE BY DESIRED SPEED: 
10 KHZ IN OCTAL. 
NUMBER OF 10 KHZ CLOCK COUNTS IN RO. 
SET CLOCK RATE. 
SET CLOCK FOR 10 KHZ REPEATED INTERRUPT. 
SCAN END ROUTINE ADDRESS STORED. 
GET STOPPING POSITION FOR SCAN. 
RETURN TO CONTROL SECTION. 
ERROR ENTERED ON KEYBOARD. 
PRINT "?". 
RETURN TO CONTROL SECTION, TRY AGAIN. 
;SUBROUTINE TO CHECK ADDRESSES OF DATA BUFFER FOR PROPER RANGE. 
CMKADR: MOV (R4)+,R2 ;6ET ERROR RETURN ADDRESS. 
RETADD: 
CHKLG: 
TOOLG; 
; 
f 
LTCIHT: 
STPOUT: 
STPRET; 
STPLTC: 
G: 
CMP R5,#50000 
BHIS CHKLG 
MOV *ER1,R3 
JSR PC,MSGPR 
TST <SP)+ 
JMP (R2) 
CMP R5,#-20000 
BHI TOOLG 
RTS R4 
MOV #ER2,R3 
JSR PC,MSGPR 
MOV R0,R5 
BR RETADD 
RTI 
nov R4,-(SP) 
JSR PC.TCHRL 
CMPB R4,*123 
BEQ STPRET 
MOV (SP)+,R4 
INC @#TKS 
RTI 
MOV (SP)+,R4 
TST (SP)+ 
MTPS (SP)+ 
JHP ENDOUT 
MOV #0,@#TKS 
MOV INS8,R3 
JSR PC,MSGPR 
JSR PC,TCHR 
CMPB R4,#107 
BNE G 
;;is NUMBER < 50000? 
;N0, CHECK IF >160000. 
;YES, ERROR MESSAGE. 
;PRINT ERROR MESSAGE. 
;POP OLD RETURN ADDRESS FOR ERROR RETURN, 
;AND GO TRY AGAIN. 
;IS ADDRESS > 160000? 
;YES, ERROR. 
;N0, RETURN WITH CHECKED ADDRESS. 
;GET ERROR MESSAGE, 
;PRINT ERROR MESSAGE. 
;RESTORE R5, 
;AND RETURN TO GET ADDRESS. 
;RETURN IMMEDIATELY. 
; STORE R4. 
;G0 READ SIGNAL. 
;is CHARACTER AN "S"? 
;YES, RETURN TO STOPPINT SECTION. 
;N0, RESTORE R4, 
;RESET READER FOR NEXT INTERRUPT, 
;RETURN AND CONTINUE. 
;RESTORE R4. 
;POP OLD PC. 
;REST0RE OLD PS. 
;AND GO END OUTPUT. 
;READER NOT TO PROVIDE INTERRUPTS HERE. 
;MESSAGE TO 
;TURN OFF LTC. 
;L00K AT CHARACTER. 
;IS CHARACTER A G? 
;N0, TRY AGAIN. 
MOV #LTCINT,@#100 
RTI 
;ADDITIONAL INTERRUPTS WILL JUST CAUSE RETURN. 
;RETURN AND CONTINUE. 
ROUTINES TO STEP STEPPING MOTOR AT RATE OF CLOCK INTERRUPTS. 
;GET MESSAGE ADDRESS 
;ASK FOR STARTING POSITION 
;GET POSITION IN THOUSANDS 
; THOUSANDS STORED. 
;GET MESSAGE ADDRESS 
;ASK FOR UNITS 
;GET POSITION IN UNITS 
;UNITS STORED. 
;GET MESSAGE ADDRESS 
;ASK FOR STOPPING POSITION 
;6ET STOPPING POSITION IN THOUSANDS IN R5 
;CALCULATE NUMBER OF STEPS 
MOV R5,P0STN ;STORE FINAL POSITION. 
CMP TH0US,R5 ;STEP UP OR DOWN? 
BMI UP ;NEGATIVE, STEP UP 
MOV #STEP,e#104 ;STEP DOWN CLOCK INTERRUPT STEPPING ROUTINE. 
BIS #1,g#DRCSR ;SET TO STEP DOWN. 
RTS PC ;G0 WAIT FOR CLOCK INTERRUPT. 
MOV #STEPUP,e#104 ;STEP UP CLOCK INTERRUPT STEPPING ROUTINE. 
BIC *1,*#DRCSR JCLEAR TO STEP UP. 
NEG UNITS ;COMPLEMENT UNITS WITH 1000 DECIMAL TO STEP UP. 
;UNITS ARE NOW NEGATIVE. THEY ARE COMPLEMENTED 
;UITH 1000 DECIMAL IN SETUP SUBROUTINE 
RTS PC ;60 WAIT FOR CLOCK INTERRUPT. 
GET STARTING POSITION 
STPOS: MOV #MSG1,R3 
JSR PC,MSGPR 
JSR PC,GTDCML 
MOV RSJHOUS 
MOV *MSG2,R3 
JSR PC,MSGPR 
JSR PC,GTDCML 
NOV RS,UNITS 
;GET STOPPING POSITION 
CONT: NOV #MSG3,R3 
JSR PC,MSGPR 
JSR PC,6TDCML 
STEP MOTOR: INTERRUPT HANDLING ROUTINE. 
:STEPPING ROUTINE TO STEP MOTOR DOWN. 
STEP: CMP UNITS,*0 ;ARE UNITS DONE? 
BLE SET ;YES, GET THOUSANDS 
STEPl: BIS #1,9iDRCSR ;N0, SET TO STEP DOWN. 
TST e#DRINBUF ;AND STEP MOTOR. 
DEC UNITS ;DECREMENT UNITS COUNTER 
RTI ;RETURN FROM INTERRUPT 
SET: CMP THOUS,POSTN ; THOUSANDS DONE? 
BEQ SCNRET ;YES, END SCAN. 
ADD #1750,UNITS ;N0, RESET UNITS COUNTER TO 1000 
DEC THOUS ; DECREMENT THOUSANDS COUNTER. 
BR STEPl ;60 STEP 1000 STEPS. 
:STEPPING ROUTINE TO STEP MOTOR UP. 
STEPUP: CMP UNITS,#0 ;ARE UNITS DONE? 
BLE SETUP ;YES, GET THOUSANDS 
STPUPl: BIC #1,e#DRCSR ;N0, CLEAR TO STEP UP. 
TST eWDRINBUF ;and STEP MOTOR. 
DEC UNITS ;DECREMENT UNITS COUNTER 
RTI ;RETURN FROM INTERRUPT 
SETUP: CMP THOUS,POSTN ,'THOUSANDS DONE? 
BEQ SCNRET ;YES, END SCAN. 
ADD •1750,UNITS ;N0, RESET UNITS COUNTER TO 1000 
INC THOUS ;INCREMENT THOUSANDS COUNTER. 
BR STPUPl ;60 STEP 1000 STEPS. 
;ROUTINE FOR RETURN FROM INTERRUPT UPON COMPLETION: 
SCNRET: NOV #0,@#KUCSR ;DONE, STOP CLOCK. 
CLR CLKSTS ;CLEAR CLOCK STATUS. 
TST (SP)+ ;POP INTERRUPT RETURN ADDRESS (OLD PC) OFF STACK 
NTPS (SP)+ ;RESTORE OLD PS 
JNP eSCNDAD ;SCAN COMPLETE, CONTINUE. 
.BYTE CR,LF,LF 
.ASCII 'NRG CONTROL PROGRAM:' 
.BYTE CR,IF,SPC,SRC,SPC,SRC 
.ASCII "H: change node" 
.BYTE CR,IF,SPC,SPC,SRC,SPC 
.ASCII 'R; reset step counter' 
.BYTE CR,LF,SPC,SPC,SPC,SPC 
.ASCII 'T: tune grating' 
.BYTE CR,LF,SPC,SPC,SPC,SPC 
.ASCII 'K; scale' 
.BYTE CR,LF,SPC,SPC,SPC,SPC 
.ASCII '0: output' 
.BYTE CR,LF,SPC,SPC,SPC,SPC 
.ASCII '6: scan go' 
.BYTE CR,IF,SRC,SPC,SPC,SRC 
.ASCII 'S: scan stop' 
.BYTE CR,LF 
.BYTE STOP 
.EVEN 
.BYTE CR,LF 
.ASCII 'Select mode of operation 
.ASCII ' 0 for one channel, 
.BYTE STOP 
.EVEN 
.ASCII ' Smooth? ' 
.BYTE STOP 
.EVEN 
.BYTE CR,LF 
.ASCII 'Channel 1 or 2? ' 
o\ Ui 
/ 
for two: 
.BYTE STOP 
.EVEN 
BYTE CR,UF 
ASCII 'What is lower address?'" 
ASCII / "B" for beginning, or give address 
BYTE STOP 
EVEN 
BYTE CR,LF 
ASCII 'What is upper address?' 
ASCII / "E" for end, or give address: ' 
BYTE STOP 
EVEN 
BYTE CR.LF 
ASCII 'Turn on LTC to begin output.' 
ASCII 'Type "S" to stop scan. 
BYTE STOP 
EVEN 
BYTE CR,LF 
BYTE 7,7 ;BELL 
ASCII 'TURN OFF LTC 
BYTE CR,LF 
ASCII 'Type "6" to continue. ' 
BYTE STOP 
EVEN 
BYTE SPC,SPC,SPC,SPC,SPC 
ASCII 'Last accessed address was ' 
BYTE STOP 
BYTE SPC,SPC,SPC,SPC 
ASCII 'steps/sec: 
.BYTE STOP 
.even 
ÉrI: 
Ér2: 
.BYTE 
.ASCII 
.BYTE 
.EVEN 
.BYTE 
.ASCII 
.BYTE 
.EVEN 
CR,LF 
ADDRESS TOO SMALL, type again: 
STOP 
CR,LF 
ADDRESS TOO LARGE, type again: 
STOP 
;MESSAGES 
NS61: 
ms62: 
ms63: 
.BYTE 
.ascii 
.BYTE 
.ASCII 
.BYTE 
.EVEN 
.BYTE 
.ASCII 
.BYTE 
.EVEN 
.BYTE 
.ASCII 
.BYTE 
.EVEN 
CR,LF 
'Stepping motor starting position" 
SPC,SPC,SPC,SPC 
'thousands: ' 
STOP 
SPC,SPC,SPC,SPC,SPC 
'units: ' 
STOP 
SPC,SPG,SPC,SPG 
'Stopping position, thousands: 
STOP 
*$*$*$***$**#**$********$*$**$$*$*****$**$****$*$***$***********$*****$*#*****$ 
MESSAGE PRINTING SUBROUTINE 
HSGPR: MOV R4,-(SP) ;SAVE REGISTER 4. 
PRTNXT: MOVB (R3>+,R4 ;GET CHARACTER 
JSR PC,PKL ;PRINT CHARACTER 
CMPB (R3),IST0P ;LAST BYTE OF MESSAGE? 
BNE PRTNXT ;N0, GET NEXT BYTE 
MOV (SP)+,R4 ;RESTORE REGISTER 4. 
RTS PC ;YES,RETURN 
PKL: TSTB e#TPS ;TEST BIT 7, IS PRINTER READY? 
BPL PKL ;N0, TRY AGAIN 
NOV R4,E#TPB ;YES, PRINT CHARACTER 
RTS PC ;RETURN FOR NEXT CHARACTER 
FROM KEYBOARD 
;SET READER ENABLE, BIT 0 
;TEST BIT 7, HAS CHARACTER BEEN READ? 
;N0, TRY AGAIN 
;YES, MOVE CHARACTER TO R4 
;ECHO CHARACTER 
;CLEAR BIT 7 OF R4 
;RETURN 
$»*$$$$$$#**$**$**$*$$$*$*$*$$*****$*$*$$****$$**$$***$$*$$*****$*$**$$*******$ 
A ROUTINE TO FIX A SINGLE PRECISION FLOATING POINT NUMBER 
PLACED IN R2(HIGH PART) AND R3(L0U PART) AND RETURN IT TO R3. $$$$$$$$$$$$$$$$**$$$$$$$$$$$$$$$$$*$$*$**$****$*$$**$$*$*$$*$$***$*$**$**$$$*$ 
;SHIFT MANTISSA INTO R3, NEGATIVE 7 SHIFTS. 
;RECOVER HIDDEN BIT AND EXPOSE SIGN BIT 
;BY SETTING BIT 14. 
;IS EXPONENT NEGATIVE? 
;N0, CONTINUE 
;YES, SET ZERO FOR MINIMUM NUMBER 
;ANO RETURN. 
;RECOVER EXPONENT. 
SUBROUTINE TO READ CHARACTER 
INC EITKS 
TSTB EITKS 
BPL TCHRL 
NOV e#TKB,R4 
JSR PC,PKL 
BIC 1177600,R4 
RTS PC 
FIX: 
POSEXP: 
ASHC #177771,R2 
ASH #177776,R3 
BIS «40000,R3 
TSTB R2 
BMI POSEXP 
CLR R3 
RTS PC 
SUB K200,R2 
CMPB #20,R2 ;IS EXPONENT > 16? 
B6E ROT ;N0, CONTINUE. 
MOV «77777,R3 ;YES, PUT IN MAXIMUM NUMBER, 
RTS PC ;AND RETURN. 
BIC «100000,R3 ;CLEAR SIGN BIT PRIOR TO SHIFT RIGHT 
TST R2 ;IS NUMBER NEGATIVE? 
B6E POSNUM ;N0, GO SHIFT IT INTO POSITION. 
BIC «177400,R2 ;YES, CLEAR SIGN BYTE. 
SUB «17,R2 ;OBTAIN NEGATIVE (RIGHT) SHIFT. 
ASH R2,R3 ;R0TATE INTO POSITION. 
NEC R3 ;OBTAIN NEGATIVE FIXED NUMBER, 
RTS PC ;AND RETURN. 
SUB «17,R2 ;OBTAIN SUBATIVE (RIGHT) SHIFT. 
ASH R2,R3 ;SHIFT INTO POSITION, 
RTS PC ;AND RETURN. 
$*******$*****$******$****$$***$*$***$***$***$****$*»$**#$*********$**$****$**$* 
A ROUTINE TO FLOAT A SINGLE PRECISION FIXED POINT NUMBER PLACED IN R3 
AND RETURN IT TO R3(L0U PART) AND R2(HIGN PART) 
$$**$$$$**$*$$$$*$$*$**$**$***$**$*****$*$**$*****$**#**$**$*****$**$$$***$*$** 
FLOAT; ASL R3 ;TEST SIGN, IS NUMBER ZERO OR NEGATIVE? 
BNE NOTZER ;N0T ZERO, CONTINUE 
MOV «0,R2 ;ZERO, PUT ZERO IN R2, 
RTS PC ;AND RETURN 
NOTZER: MOV «220,R2 ;N0, SET STARTING VALUE OF EXPONENT 
BCC SHIFT ;N0T NEGATIVE, CONTINUE. 
BIS «400,R2 ;NEGATIVE, SET SIGN BIT IN R2, 
NEG R3 ;AND GET A POSITIVE MANTISSA 
SHIFT: ASL R3 ;SHIFT NUMBER, LOOK FOR HIGHEST DIGIT 
DEC R2 {CORRECT EXPONENT FOR SHIFTED NUMBER 
BCC SHIFT ; CARRY NOT SET, LOOK AT NEXT BIT 
ASHC #7,R2 ;SHIFT FLOATED WORD INTO PLACE, 7 SHIFTS. 
RTS PC 
**$$$$$$**$*$*$$*$****$$***$**$*$**$**$$$$$*$**$**$*$$**$**$*$$$$**$$*$*$**$**$$* 
ROUTINE TO GET AN OCTAL NUMBER FROM THE KEYBOARD. 
NUMBER PLACED IN R5. 
$$$$*$****$*$***********$**$**»****$*******$********************$*******$**$***** 
GTOTL: MOV R3,-(SP) 
MOV R2,-(SP) 
MOV R4,-(SP) 
6T0TLE: MOV *6,R2 
CLR R5 
GTD6T: JSR PC,TCHR GET A CHARACTER 
CMPB R4,#56 WAS CHARACTER A PERIOD ? 
BEQ RTRN YES, RETURN. 
SUB #60,R4 DECODE, LEGAL OCTAL CHARACTER ? 
BMI ERROR NO, PRINT ILLEGAL OCTAL DIGIT. 
CMP R4,*7 IS IT TOO LARGE ? 
B6T ERROR YES, PRINT ILLEGAL OCTAL DIGIT. 
BEC R2 NO, BECREMENT DIGIT COUNTER i PROCEED 
BLT TMD TYPE TOO MANY DIGITS IF SO. 
ASH 13, R5 SHIFT TO MAKE ROOM FOR NEW DIGIT 
ADD R4,R5 ADD NEW DIGIT TO ACCUMULATOR 
BR 6TD6T GET NEXT DIGIT 
RTRN: MOV (SP)+,R4 
MOV (SP)+,R2 
MOV (SP>+,R3 
RTS PC 
ERROR: MOV *EM1,R3 
JSR PC,MSGPR 
BR GTOTLE 
THD: MOV #EM2,R3 GET STARTING ADDRESS OF SECOND ERROR MESSAGE 
JSR PC,MSGPR ; PRINT MESSAGE 
BR GTOTLE 
{ENTRANCE TO GET OCTAL SUBROUTINE FOR DIGIT ALREADY ON PRINTER. 
TKD6T: MOV R3,-(SP) ;SAVE REGISTERS ON STACK. 
MOV R2,-(SP) 
MOV R4,-(SP) 
NOV #6,R2 ;INITIALIZE DIGIT COUNTER. 
CLR 
BR 
R5 
6TDGT+4 
;CLEAR ACCUMULATOR. 
;SINCE CHARACTER ALREADY IN R4, CONTINUE. 
ENIx 
EH2: 
.BYTE CR,LF 
.ASCII ' ILLEGAL OCTAL DIGIT ,RETYPE ' 
.BYTE STOP 
.EVEN 
.BYTE CR,LF 
.ASCII ^ TOO MANY DIGITS ,RETYPE 
.BYTE STOP 
.EVEN 
**$*»**$**$*******$**$**$**$****$$**$*****$*$**$$****$**#$*$**$**$*$$*$$****$**$* 
ROUTINE TO PRINT AN OCTAL NUMBER ON THE KEYBOARD. 
NUMBER IN RS. PRINT ROUTINE USES R4. 
$$$$$*$$*$$$»$$$$$*$$$*$**$**$*$*****$**$*$$**$*$$*$$**$**$****$»**$*$**$****$**$ 
PUTOTL: 
PRCHAR: 
CODE: 
MOV R5,-(SP) ;SAVE R5,R4 AND RO ON THE STACK. 
MOV R4,-<SP) 
MOV RO,-<SP) 
CLR R4 ;CLEAR R4. 
ASHC il,R4 ;SHIFT SIGN BIT INTO POSITION. 
MOV 16,RO ;INITIALIZE BIT COUNTER. 
BR CODE ;CODE SIGN BIT. 
CLR R4 ;CLEAR R4. 
ASHC #3,R4 ;SHIFT OCTAL DIGIT INTO POSITION. 
ADD #60,R4 ;OBTAIN CHARACTER'S ASCII CODE. 
JSR PC,PKL ;PRINT CHARACTER. 
SOB RO,PRCHAR ;IF NOT DONE, PRINT NEXT CHARACTER. 
MOV (SP)+,RO ;IF BONE, RESTORE REGISTERS, 
MOV (SP)*,R4 
MOV (SP)+,R5 
RTS PC ;AND RETURN. 
$$$*$#$$$*$**$$*$**$*****$****$$*$**$$****$*****$**$**$*******$**$**$*$** 
A ROUTINE TO GET A DECIMAL NUMBER FROM KEYBOARD TO RS 
f f $$*$*******$****************$$»***$**$**$*$$*$$**$***$***************$* 
6TDCML: MOV 
MOV 
MOV 
NEUDCL: CLR 
CLR 
NOV 
D6DT: JSR 
CHPB 
BNE 
INC 
BR 
DC1: CHPB 
BNE 
CLR 
BR 
0C2: CHPB 
BEQ 
SUB 
BNI 
CNP 
BGT 
BEC 
BLT 
CLC 
gdfn: 
.UORB 
.UORB 
BCS 
BLT 
ADB 
BNI 
BR 
R2,-(SP) 
R3,-(SP) 
R4,-(SP) 
RS 
R3 
#5,R2 
PCJCHR 
#055,R4 
DC1 
R3 
BGBT 
1053,R4 
0C2 
R3 
BGBT 
R4,#56 
DRTRN 
#60,R4 
BERR 
R4,«11 
BERR 
R2 
BTMB 
070527 
012 
BTMB 
BTMB 
R4,R5 
BTHD 
BGBT 
save r2 
save r3 
save r4 
CLEAR ACCUMULATOR 
CLEAR SIGN POINTER 
SET UP BIGIT COUNTER 
TAKE CHARACTER 
IS CHARACTER A MINUS SIGN? 
NO, 60 ON. 
YES, INCRIMENT R3 AS SIGN POINTER 
; GO BACK FOR NEXT CHARACTER 
; IS THE CHARACTER A POSITIVE SIGN ? 
; NO, CONTINUE 
; INDICATE POSITIVE * IN SIGN POINTER 
; GO GET NEXT CHARACTER 
IS CHARACTER A PERIOD? 
yes, return. 
DECODE, IS IT TOO SMALL ? 
YES, TYPE ILLEGAL DIGIT. 
IS DIGIT TOO LARGE ? 
YES , TYPE ILLEGAL DIGIT 
DECREMENT DIGIT COUNTER 
IF TOO MANY DIGITS ERROR END 
; SHIFT ACCUMULATOR FOR NEW DIGIT 
;MUL #12,R5 
;TEN IN OCTAL 
NOTIFY IF * TOO LARGE 
IF IT HAS BECOME NEG IT IS TOO LARGE 
ADD NEW DIGIT TO ACCUMULATOR 
JUST SLIGHTLY ILLEGAL N'S GET TO HERE 
TST R3 ; TEST SIGN 
BEQ DRTRN2 ; IF PLUS GO ON 
NEG R5 ; IF NEGATIVE NEGATE MAGNITUDE 
MOV #SPC,R4 
JSR PC,PKL 
NOV (SP)+,R4 ;REST0RE REGISTERS. 
MOV (SP)*,R3 
MOV (SP)*,R2 ; RESTORE R2 
RTS PC 
MOV NDEM1,R3 ; GET STARTING ADDRESS OF MESSAGE 
ADD #60,R4 ; RECODE DAD CHARACTER 
JSR PC,PKL ; ECHO BAD CHARACTER 
JSR PC,M86PR 
BR NEUDCL 
MOV *DEM2,R3 
ADD #60,R4 
JSR PC,PKL 
JSR PC,MSGPR 
BR NEUDCL 
; RECODE DIGIT 
; ECHO LAST DIGIT 
.BYTE CR,LF 
.ASCII ^ ILLEGAL DECIMAL DIGIT, RETYPE ' 
.BYTE STOP 
.EVEN 
.BYTE CR,LF 
.ASCII ' NUMBER TOO LARGE ,RETYPE " 
.BYTE STOP 
.EVEN 
.END 
