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We study a topological phase transition between a normal insulator and a quantum spin Hall insulator in two-
dimensional (2D) systems with time-reversal and two-fold rotation symmetries. Contrary to the case of ordinary
time-reversal invariant systems where a direct transition between two insulators is generally predicted, we find
that the topological phase transition in systems with an additional two-fold rotation symmetry is mediated by
an emergent stable two-dimensional Weyl semimetal phase between two insulators. Here the central role is
played by the so-called space-time inversion symmetry, the combination of time-reversal and two-fold rotation
symmetries, which guarantees the quantization of the Berry phase around a 2D Weyl point even in the presence
of strong spin-orbit coupling. Pair-creation/pair-annihilation of Weyl points accompanying partner exchange
between different pairs induces a jump of a 2DZ2 topological invariant leading to a topological phase transition.
According to our theory, the topological phase transition in HgTe/CdTe quantum well structure is mediated by a
stable 2D Weyl semimetal phase since the quantum well, lacking inversion symmetry intrinsically, has two-fold
rotation about the growth direction. Namely, the HgTe/CdTe quantum well can show 2D Weyl semimetallic
behavior within a small but finite interval in the thickness of HgTe layers between a normal insulator and a
quantum spin Hall insulator. We also propose that few-layer black phosphorus under perpendicular electric field
is another candidate system to observe the unconventional topological phase transition mechanism accompanied
by emerging 2D Weyl semimetal phase protected by space-time inversion symmetry.
PACS numbers:
Introduction.− Symmetry protected topological phases
have become a quintessential notion in condensed matter
physics, after the discovery of time-reversal invariant topolog-
ical insulators [1–3] and topological crystalline insulators [4].
Although the importance of symmetry to protect bulk topolog-
ical properties is widely recognized, relatively little attention
has been paid to understand the role of symmetry for the de-
scription of topological phase transition (TPT). Early studies
on this issue have focused on time-reversal T and inversion P ,
and have shown that the nature of TPT in T -invariant three-
dimensional (3D) systems changes dramatically depending on
the presence or absence of P symmetry [5]. Namely, when
the system has both T and P symmetries, a direct transition
between a normal insulator (NI) and a Z2 topological insula-
tor is possible when a band inversion happens between two
bands with opposite parities. Whereas in noncentrosymmetric
systems lacking P , the transition between a NI and a topolog-
ical insulator is generally mediated by a 3D Weyl semimetal
(WSM) phase in between. The intermediate stable semimetal
phase can appear when the following two conditions are sat-
isfied. Firstly, the codimension analysis for accidental band
crossing at a generic momentum should predict a group of
gapless solutions. Secondly, a gapless point in the semimetal
phase should carry a quantized topological invariant guaran-
teeing its stability.
Contrary to 3D, in two-dimensions (2D), the codimension
analysis [6] predicts that there always is a direct transition be-
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tween a NI and a quantum spin Hall insulator (QSHI) even
in noncentrosymmetric systems (See Fig. 1(a)). The reason
is that, in a generic 2D system with a single tuning parame-
ter m (representing pressure, doping, etc.), an effective 2 × 2
Hamiltonian describing band crossing depends on three in-
dependent variables (kx, ky,m) including two momenta kx
and ky . To achieve a band crossing, however, since the co-
efficients of three Pauli matrices associated with the effective
2× 2 Hamiltonian should vanish by adjusting three variables,
only a single gap-closing solution can be found. This unique
gap-closing solution describes the critical point for a direct
transition between two gapped insulators. The absence of a
stable semimetal phase mediating the transition between two
insulators is consistent with the fact that a gap-closing point
does not carry a topological invariant in a generic T -invariant
2D system in the presence of spin-orbit coupling.
In this Letter, we show that the TPT between a NI and
a QSHI is always mediated by an emerging 2D Weyl [7]
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FIG. 1: Schematic phase diagram for a topological phase transition
in a time-reversal invariant 2D noncentrosymmetric system. (a) For
systems only with time-reversal symmetry. (b) For systems with an
additional two-fold rotation symmetry about an axis perpendicular to
the 2D plane.
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2semimetal (See Fig. 1(b)), when a T -invariant noncentrosym-
metric 2D system is invariant under two-fold rotation C2z
about an axis perpendicular to the 2D plane. The interme-
diate 2D WSM is stable due to the pi Berry phase around a
Weyl point (WP), which is quantized even in the presence of
spin-orbit coupling. Here the central role is played by the
so-called space-time inversion IST which is nothing but the
combination of T and C2z , i.e., IST = C2zT . Since IST en-
sures the quantization of the Berry phase around a 2D WP, the
transition between an insulator and a WSM is accompanied
by pair-creation and pair-annihilation of 2D WPs. Moreover,
partner exchange between pairs of WPs can induce the change
of the Z2 topological invariant, thus the 2D WSM can mediate
a TPT. We propose two candidate materials where the uncon-
ventional TPT mediated by a 2D WSM can be realized. One
is the HgTe/CdTe quantum well where inversion is absent in-
trinsically [9–12] and the TPT can be controlled by changing
the thickness of the HgTe layer. We expect that there can be
a finite thickness window where a stable 2D WSM appears
between a NI and a QSHI. Also we propose that the uncon-
ventional TPT can be observed in few-layer black phosphorus
under vertical electric field.
Band crossing in systems with IST .− C2z transforms a spa-
tial coordinate (x, y, z) to (−x,−y, z). Since the z-coordinate
is invariant under C2z , for a layered 2D system with a fixed
z, C2z can be considered as an effective inversion sym-
metry mapping (x, y) to (−x,−y). Thus, in 2D systems,
IST = C2zT transforms a space-time coordinate (x, y, t) to
(−x,−y,−t). In momentum space, on the other hand, it is
a local symmetry since the momentum k = (kx, ky) remains
invariant under IST . As discussed in Ref. 8, IST has vari-
ous intriguing properties. For instance, since Berry curvature
Fxy(k) transforms to −Fxy(k) under IST , Fxy(k) vanishes
locally unless there is a singular gapless point, which guaran-
tees the quantization of pi Berry phase around a 2D WP. More-
over, since I2ST = +1 irrespective of the presence/absence of
spin-orbit coupling, it does not require Kramers degeneracy
at each k. This can be contrasted to the case of PT , satisfy-
ing (PT )2 = −1 (+1) in the presence (absence) of spin-orbit
coupling. Especially, when (PT )2 = −1, Kramers theorem
requires double degeneracy at each k. Since Berry phase is
not quantized in this case, a Dirac point is unstable [13].
Here we show that IST also modifies the gap-closing con-
dition in an essential way, leading to an unconventional TPT.
Since each band is nondegenerate at a generic momentum k
in noncentrosymmetric systems, an accidental band crossing
can be described by a 2 × 2 matrix Hamiltonian H(k) =
f0(k,m) +
∑
i=x,y,z fi(k,m)σi where σx,y,z indicates the
two bands touching near the Fermi level and m describes a
tuning parameter such as electric field, pressure, etc. Since
IST is antiunitary, it can generally be represented by IST =
UK where U is a unitary matrix and K denotes complex
conjugation. By choosing a suitable basis, one can obtain
IST = K as shown in Supplemental Materials. Then the IST
symmetry requires H∗(k) = H(k), which leads to
H(k) = f0(k,m) + fx(k,m)σx + fz(k,m)σz. (1)
Accidental gap-closing can happen if and only if fx = fz =
0. Since there are three independent variables (kx, ky,m)
whereas there are only two equations fx = fz = 0 to be satis-
fied, one can expect a line of gapless solutions in (kx, ky,m)
space, which predicts an emerging 2D stable semimetal (See
Fig. 1(b)). Near the critical point m = mc1 where acciden-
tal band crossing happens, the Hamiltonian can generally be
written as
H(q) = (Aq2x +mc1 −m)σx + vqyσz, (2)
which describes a gapped insulator (a 2D WSM) when m <
mc1 (m > mc1) assuming A > 0. Due to T symmetry, acci-
dental band crossing happens at two momenta ±k. Since two
WPs are created at each band crossing point, the WSM has
four WPs in total. Moreover, when m becomes larger than
mc1, four WPs migrate in momentum space, and eventually,
they are annihilated pairwise atm = mc2. Interestingly, when
pair-annihilation/pair-annihilation is accompanied by partner-
switching between WP pairs, the two gapped phases medi-
ated by the WSM should have distinct topological property as
shown below.
Change of Z2 invariant via pair-creation/pair-annihilation
of 2D WPs.− The Z2 invariant ∆ of a T -invariant 2D system
can be written as [14]
∆ = PT (pi)− PT (0) mod 2 (3)
where PT (kx) is the time-reversal polarization of a T -
invariant one-dimensional (1D) subsystem connecting two
time-reversal invariant momenta (TRIM) with given kx =
0, pi. For instance, Fig. 2(a) shows T -invariant 1D subsystems
passing two TRIMs with kx = 0 or kx = pi, respectively. For
such a 1D subsystem, PT is defined as
PT = P
I − P II = 2P I − Pρ, (4)
where Pρ = P I + P II is the charge polarization, and P I and
P II are the partial polarization associated with the wave func-
tion uIn(k) and its Kramers partner u
II
n (−k) ∝ TuIn(k) where
n labels occupied bands. Namely, P j=I,II =
∮
dk
2piA
j(k)
with Aj(k) = i
∑
n〈ujn(k)|∇k|ujn(k)〉. P j=I,II can also be
written as a summation of Wannier function centers such as
P j=I,II =
∑
n
j〈R,n|r|R,n〉j using the Wannier function
|R,n〉j = ∫ dk2pi e−ik(R−r)|ujn(k)〉 [14–16]. In general, Pρ can
take any real value, modulo an integer, whereas PT is an inte-
gral quantity whose magnitude is gauge dependent. Thus in a
generic 1D T -invariant system, among PT , Pρ, 2P I , none of
them can serve as a topological invariant.
However, in the presence of additional C2z symmetry,
2P I = PT + Pρ becomes a Z2 topological invariant [17].
Namely, 2P I becomes quantized and gauge-invariant modulo
2 when IST exists. Since C2z makes P I to take a quantized
value, either 0 or 12 modulo an integer, 2P
I naturally becomes
a Z2 quantity. 2P I is also proposed as a Z2 topological in-
variant in a T -invariant 1D system with mirror symmetry in
Ref. 24.
Now let us explain how the pair-creation/pair-annihilation
of 2D WPs can change the Z2 invariant ∆ given by
∆ = 2P I(pi)− 2P I(0)− (Pρ(pi)− Pρ(0)) . (5)
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FIG. 2: (a) Two blue lines denote 1D T -invariant subsystems passing
two time-reversal invariant momenta with kx = 0 or kx = pi, respec-
tively. EBZ indicates the half Brillouin zone bounded by these two
T -invariant 1D subsystems. (b) A schematic figure describing the
motion of Weyl points (WPs) and the associated change in the topo-
logical invariant of a T -invariant 1D subsystem. Red dots indicate
2D WPs whose trajectories are described by red arrows. The solid
(dotted) line indicates the 1D subsystem before (after) a gap-closing
due to the relevant WPs.  and ⊗ are locations where pair-creation
and pair-annihilation of WPs happen. (c) A closed loop C encircling
a 2D WP.
In an insulating phase, since the Chern number of the whole
system is zero, one can choose a continuous gauge in which
Pρ(pi)− Pρ(0) =
∫
EBZ
d2kF (k) = 0, (6)
where EBZ indicates the effective half-Brillouin zone
bounded by two T -invariant 1D systems defined above, and
we have used that Berry curvature F (k) = 0 due to IST .
Thus the change of ∆ is simply given by δ∆ = δ
(
2P I(pi)
)−
δ
(
2P I(0)
)
. Since 2P I is a topological invariant, it can be
changed only if an accidental gap-closing happens in the rel-
evant 1D T -invariant subsystem. In the process shown in
Fig. 2(b) where 2D WPs pass through the 1D subsystem with
kx = 0, we have
δ∆ = −δ (2P I(0)) = − 1
pi
∮
C
dk ·A(k) (7)
where C is a closed loop encircling one WP shown in
Fig. 2(c). Since a 2D WP has pi-Berry phase, δ∆ = 1
(δ∆ = 0) if C encloses an odd (even) number of WPs. Hence
the Z2 invariant ∆ can be changed by 1 via partner exchange
between two pairs of 2D WPs.
Model Hamiltonian.− To demonstrate the unconventional
TPT, we construct a simple model Hamiltonian, a variant of
Bernevig-Hughes-Zhang (BHZ) model, which is originally
proposed to describe QSH effect in a HgTe/CdTe quantum
well [25, 26]. The BHZ model is defined on a square lattice in
which each site has two s-orbitals |s, ↑〉, |s, ↓〉 and two spin-
orbit coupled p-orbitals |px + ipy, ↑〉, |px − ipy, ↓〉. Nearest-
neighbor hopping between these four orbitals gives a tight-
binding Hamiltonian given by
HBHZ(k) = ε(k) + d1(k)σxsz + d2(k)σy + d3(k)σz, (8)
where d1(k) + id2(k) = A[sin kx + i sin ky], d3(k) =
−2B[2 − M2B − cos kx − cos ky], ε(k) = C − 2D[2 −
k
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FIG. 3: (Color online) Schematic figures describing the TPT in the
BHZ model including an inversion breaking term. Two loops in
each panel indicate the momenta where two gap-closing conditions,
d21 + d
2
2 = λ
2 (grey line) and d3 = 0 (black line) are satisfied,
respectively. (a) When M
B
<
(
M
B
)
c1
relevant to a NI. (b) When
M
B
=
(
M
B
)
c1
. (c) When
(
M
B
)
c1
< M
B
<
(
M
B
)
c2
relevant to a
WSM. Here each red dot indicates a Weyl point (WP). (d) When
M
B
=
(
M
B
)
c2
. (e) When M
B
>
(
M
B
)
c2
relevant to a QSHI. (f) The
momentum space trajectory of WPs as M
B
increases from
(
M
B
)
c1
to(
M
B
)
c2
. Here  and ⊗ are the locations where pair-creation and
pair-annihilation of WPs happen, respectively.
cos kx − cos ky], and the Pauli matrices σx,y,z (sx,y,z) de-
note the orbital (spin) degrees of freedom. HBHZ describes
a QSHI (a NI) when 0 < M2B < 2 (
M
2B < 0). The TPT
can also be understood from the energy eigenvalues of HBHZ,
E(k) = ε(k) ±
√
d21(k) + d
2
2(k) + d
2
3(k). The energy gap
closes when three equations d1 = d2 = d3 = 0 are simultane-
ously satisfied, which uniquely determines the three variable
(kx, ky,
M
B ) = (0, 0, 0) when
M
B < 4.
HBHZ is invariant under inversion P = σz , four-fold rota-
tion about z axis C4z = (σz + isz)/
√
2, two-fold rotation
about x, y axis C2x = iσzsx, C2y = isy , and time-reversal
T = isyK. However, the real HgTe system lacks P and C4z
while retaining their product PC34z ≡ S4 symmetry as well
as T , C2x, C2y , and C2z = C24z . In fact, once P is ab-
sent, a constant term λσysy is allowed. Then the resulting
Hamiltonian HHgTe(k) = HBHZ(k) + λσysy is invariant un-
der T , C2x, C2y , C2z , and S4. The energy eigenvalues of
HHgTe(k) are E(k) = ε(k) ±
√
(
√
d21 + d
2
2 ± |λ|)2 + d23.
Since gap-closing requires only two conditions, d21 + d
2
2 = λ
2
and d3 = 0 to be satisfied, one can expect a line of gap-
less solutions in (kx, ky, MB ) space describing a WSM. Gener-
ally, the solution of each gap-closing condition forms a closed
loop in momentum space. In Fig. S6, we plot the evolution
in the shape of two loops which describe the momenta sat-
isfying d21 + d
2
2 = λ
2 and d3 = 0, respectively. Only when
these two loops overlap, the band gap closes at the momentum
where two loops touch, thus the system becomes a WSM. We
find that, when
(
M
B
)
c1
< MB <
(
M
B
)
c2
, two loops overlap at
eight points indicating an emergent WSM having 8 WP. Here
4(
M
B
)
c1
≡ 4−
√
16− 2 ( 2λA )2 and (MB )c2 ≡ 2−√4− ( 2λA )2.
On the other hand, when MB <
(
M
B
)
c1
or MB >
(
M
B
)
c2
, two
loops do not overlap, thus the sytem is a gapped insulator. At
the critical point with MB =
(
M
B
)
c1,c2
, the band gap closes
at four points related by S4, and each splits into two WPs
in the WSM phase. This result demonstrates that the TPT in
a HgTe/CdTe quantum well can be mediated by an interme-
diate 2D WSM. The occurrence of a semimetal phase in the
HgTe/CdTe quantum well is also proposed in Ref. 11 based
on symmetry analyses. Let us note that the number of gap-
closing points at the critical point depends on the symmetry of
the system. For instance, once S4 symmetry is broken by ap-
plying uniaxial strain, one can observe two gap-closing points
at the critical point and the intermediate WSM has four WPs.
(See Supplemental Materials.) However, irrespective of the
number of gap-closing points, the WSM can mediate a TPT
as long as the trajectory of WPs forms a single closed loop.
To prove that the 2D WSM mediates a TPT, we should
compare the Z2 invariant ∆ of two insulating phases exist-
ing when MB <
(
M
B
)
c1
and MB >
(
M
B
)
c2
, respectively. For
this purpose, we first compute the energy spectrum of a strip
structure having a finite size along one direction. As shown
in Fig. S7 (b), when MB >
(
M
B
)
c2
, one can clearly observe
helical edge states localized on the sample boundary, which
is absent when MB <
(
M
B
)
c1
. Thus the system is a QSHI
(a NI) when MB >
(
M
B
)
c2
(MB <
(
M
B
)
c1
). For further con-
firmation, we directly compute ∆ numerically. Since inver-
sion symmetry is broken, one cannot use parity eigenvalues to
evaluate ∆ [27]. Instead we determine ∆ by computing the
change of the time-reversal polarization PT between kx = 0
and kx = pi by using Eq. (3). Since PT is given by the dif-
ference in the Wannier function centers of Kramers pairs, one
can determine ∆ by examining how Wannier function centers
of Kramers pairs evolve between kx = 0 and kx = pi [14, 28].
As shown in Fig. S7 (c), when MB >
(
M
B
)
c2
(MB <
(
M
B
)
c1
),
one can see partner-switching (no partner-switching) of Wan-
nier functions when kx changes from 0 to pi. Since the partner-
switching (no partner-switching) between Wannier states indi-
cates the change of PT by 1 (0), one obtains ∆ = 1 (∆ = 0)
when MB >
(
M
B
)
c2
(MB <
(
M
B
)
c1
).
Discussion.− The unconventional TPT mediated by a
WSM can generally occur in any 2D noncentrosymmetric sys-
tem with IST symmetry. Similar to the BHZ model including
an inversion breaking term, we have found that the Kane-Mele
model on the honeycomb lattice including Rashba coupling
also undergoes a TPT mediated by a 2D WSM when uniaxial
strain is applied (See Supplemental Materials). Among real
materials, we propose few-layer black phosphorus as an an-
other candidate system since its band gap can be controlled by
electric field breaking inversion [29]. Although there are sev-
eral theoretical proposal for possible TPT in this system [30–
32], the unconventional mechanism we propose has never
been discussed. In fact, a recent experiment [33] has shown
that the band gap of this system can be controlled by dop-
ing potassium on the surface, thus the insulator-semimetal
transition can be realized. Also the presence of 2D WPs in
the semimetal phase is observed in a first-principles calcu-
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FIG. 4: (Color online) (a) Evolution of the band structure across the
TPT obtained from the BHZ model including the inversion breaking
term with A/B = 0.2, λ/B = 0.15. To clarify the band structure
near the gap-closing point, we set ε(k) = 0. The representative band
structures are calculated at M/B = 0.595 (NI), 0.645 (WSM) and
0.695 (QSHI). (b) Energy spectrum of a finite-size strip structure.
(c) The evolution of the Wannier function centers. In (b,c) blue and
orange lines are relevant to when M/B = 0 (NI) and M/B = 1.5
(QSHI), respectively.
lation [34]. We expect, when stronger electric field is ap-
plied to the WSM phase, even a QSHI can be obtained. For
confirmation, we have studied a tight-binding model describ-
ing black phosphorus under vertical electric field, and have
shown that the unconventional TPT can occur. (See Supple-
mental Materials for details.) Since the presence of C2z with
broken inversion is the only requirement to realize the novel
TPT, the same phenomenon may occur in various 2D mate-
rials with C2z such as the puckered honeycomb structure of
arsenene, antimonene, bismuthene [35], the dumbbell struc-
ture of germanium-tin, stanene [36], and the bismuth mono-
bromide [37], etc.
We conclude with the discussion about electron correlation
and disorder effects on the TPT. Although 2D WSM is per-
turbatively stable against weak interaction, sufficiently strong
interaction can induce nontrivial physical consequences. For
instance, a phase breaking T symmetry is proposed to appear
between a NI and a QSHI due to interaction [38]. Especially,
at the critical point between the WSM and an insulator, since
the energy dispersion becomes anisotropic, i.e., linear in one
direction and quadratic in the other direction (See Eq. (2)),
the density of states shows D(E) ∝ √E with the energy E,
contrary to D(E) ∝ E in the WSM with linear dispersion
in two directions. Such an enhancement of D(E) makes the
electron correlation and disorder to cause nontrivial physical
consequences. For instance, a recent renormalization group
study [39] has shown that quantum fluctuation of anisotropic
Weyl fermions makes the screened Coulomb interaction to
have spatial anisotropy, which eventually leads to marginal
Fermi liquid behavior of low energy quasi-particles. Also, in
the presence of disorder, a disorder-induced new semimetal
phase can appear between the insulator and WSM [40]. Un-
5derstanding the interplay of electron correlation and disorder
is an important problem, which we leave for future study.
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SI 1. DERIVATION OF IST = K
In this section, we show that IST can be expressed as the
complex conjugation K via a unitary transformation of the
basis . Since space-time inversion is antiunitary, in general, it
can be written as
IST = USTK (S1)
6where UST is a unitary operator. From the property I2ST = 1
we see that UST is symmetric. Then UST can be written in
the form of
UST = e
iM , (S2)
where M is real and symmetric. The unitary part of space-
time inversion transform as
UST → U†USTU∗ (S3)
under the change of basis |n〉 → U |n〉, which fol-
lows from 〈m|USTK|n〉 → 〈m|U†USTKU |n〉 =
〈m| (U†USTU∗)K|n〉 . Especially for orthogonal group el-
ements, i.e., UTU = 1,
exp(iM)→ U† exp(iM)U∗
= UT exp(iM)U
= exp(iUTMU). (S4)
Since M is a real symmetric matrix, it can be diagonal-
ized by an orthogonal transformation of basis. In general,
UST = diag
(
eiλ1 , ..., eiλN
)
for N bands after the change of
basis. The phases λ1, ..., λN can be erased by a phase rotation
U = diag
(
e−iλ1/2, ..., e−iλN/2
)
so that we have UST = 1.
As I2ST = 1 holds for both spinless and spinful systems, the
conclusion of this section does not depend on the existence of
spin degrees of freedom.
SI 2. BERRY CONNECTION, BERRY CURVATURE, AND
SEWING MATRICES
A. Berry Connection and Berry Curvature
The 2N × 2N non-abelian Berry connection A and Berry
curvature F are defined by
Anm(k) = i 〈unk|∇k|umk〉 , (S5)
and
Fnm(k) = ∇k ×Anm(k) + i (A(k)×A(k))nm , (S6)
where n,m = 1, ..., 2N are the band indices. The matrix el-
ements Anm and Anm are considered three dimensional vec-
tors in this definition of Berry curvature while the momentum
k lives in a two-dimensional space.
The U(1) part of the non-abelian Berry connection, i.e., the
abelian Berry connection which is just called the “Berry con-
nection” in many cases, is written in italic letter.
A(k) ≡
∑
n
Ann(k) =
∑
n
i 〈unk|∇k|unk〉 , (S7)
and
F (k) ≡
∑
n
Fnn(k) = ∇k ×A(k). (S8)
Consider a gauge transformation
|unk〉 → |vnk〉 = U(k)|unk〉 = Umn(k)|umk〉, (S9)
where Umn(k) = 〈umk|U(k)|unk〉. The non-abelian Berry
connection and curvature transform under the gauge transfor-
mation as
Anm(k)→ (U†AU)nm(k) + (U†i∇kU)nm(k) (S10)
and
Fnm(k)→
(
U†(k)F(k)U(k))
nm
, (S11)
which follows from their definition.
The transformation of U(1) part is then found after taking
trace over the above transformations.
A(k)→ A(k) + i∇k log detU(k) (S12)
and
F (k)→ F (k). (S13)
B. Berry Connection under C2z , T , and C2z ∗ T Symmetries
Consider the case where both C2z and T symmetry is
present. Sewing matrices B and D are defined as
T |unk〉 = Bmn(k)|um−k〉,
C2z|unk〉 = Dmn(k)|um−k〉. (S14)
They are unitary matrices because T and D are (anti)unitary
operators which preserves the norm of wavefunctions. We see
explicitly that
δnm = 〈unk|umk〉
= 〈unk|umk〉∗
= 〈Tunk|Tumk〉
=
∑
p,q
B∗pn(k)Bqm(k) 〈up−k|uq−k〉
=
∑
p
B∗pn(k)Bpm(k) (S15)
and
δnm = 〈unk|umk〉
= 〈C2zunk|C2zumk〉
=
∑
p,q
D∗pn(k)Dqm(k) 〈up−k|uq−k〉
=
∑
p
D∗pn(k)Dpm(k). (S16)
Using T 2 = (C2z)
2
= −1 and unitarity of B and D matri-
ces,
T |un−k〉 = −Bnm(k)|umk〉,
C2z|un−k〉 = −D∗nm(k)|umk〉. (S17)
7Thus we have
Bmn(−k) = −Bnm(k),
Dmn(−k) = −D∗nm(k). (S18)
T and C2z relates the non-abelian Berry connections at
time-reversal momenta.
A∗nm(k) = (B†(k)A(−k)B(k))nm − (B†(k)i∇kB(k))nm,
Anm(k) = −(D†(k)A(−k)D(k))nm + (D†(k)i∇kD(k))nm.
(S19)
The space-time inversion IST is the combination of C2z
and T .
G(k)pn = 〈upk|C2z ∗ T |unk〉
=
∑
m
〈upk|C2z|um−k〉 〈um−k|T |unk〉
=
∑
m
Dpm(−k)Bmn(k). (S20)
Unitarity and the following relations also follow from that of
B and D.
G(k) = GT (k), G(−k) = B(k)G∗(k)BT (k). (S21)
The above relations can be derived noting that C2z ∗ T =
T ∗ C2z so that G(k)pn =
∑
mDpm(−k)Bmn(k) =∑
mBpm(−k)Dmn(k). C2z ∗ T gives a constraint on the
non-abelian Berry connection which is a combination of T
and C2z constraints.
Anm(k) = −(G†(k)A(k)G(k))∗nm + (G(k)i∇kG†(k))nm.
(S22)
The U(1) part of the Berry connection satisfies
A(k) = +A(−k)− i∇k log detB(k)
A(k) = −A(−k) + i∇k log detD(k) (S23)
and
A(k) = − i
2
∇k log detG(k), (S24)
combining the above two. The Berry connection is locally a
pure gauge, and thus the Berry curvature is trivial.
C. Gauge transformation of the sewing matrices B, D, and G
Consider a gauge transformation
|unk〉 → |vnk〉 = U(k)|unk〉 = Umn(k)|umk〉, (S25)
Left and right hand side of each of the equation
T |unk〉 = Bmn(k)|um−k〉,
C2z|unk〉 = Dmn(k)|um−k〉. (S26)
is then expressed in the new basis as
T |unk〉 = TU†pn|vpk〉 = UTpn(k)T |vpk〉,
C2z|unk〉 = C2zU†pn|vpk〉 = U†pn(k)C2z|vpk〉,
Bmn(k)|um−k〉 = Bmn(k)U†qm(−k)|vq−k〉,
Dmn(k)|um−k〉 = Dmn(k)U†qm(−k)|vq−k〉, (S27)
so that we have
T |vpk〉 = U∗np(k)Bmn(k)U†qm(−k)|vq−k〉
= (U†(−k)B(k)U∗(k))qp|vq−k〉,
C2z|vpk〉 = Unp(k)Dmn(k)U†qm(−k)|vq−k〉
= (U†(−k)D(k)U(k))qp|vq−k〉. (S28)
We have found the transformation of B and D matrices.
B(k)→ U†(−k)B(k)U∗(k),
D(k)→ U†(−k)D(k)U(k). (S29)
From this we find the gauge transformation of G matrix.
G(k)→ U†(k)G(k)U∗(k). (S30)
SI 3. PROOF OF Z2 CHANGE BY A PARTNER
EXCHANGE OF WEYL PAIRS
A. 2PI as a Topological Invariant of the 1D Subsystem with T
and C2z Symmetries
We show here that 2P I is a topological invariant of a 1D
subsystem with T andC2z symmetries where T 2 = (C2z)2 =
−1. First, we show it is quantized to an integer. In a time-
reversal invariant one-dimensional system, we can define the
time-reversal polarization
PT = P
I − P II = 2P I − Pρ ∈ Z, (S31)
which is gauge dependent, but quantized to an integer.[14] In
the presence of C2z symmetry, the charge polarization Pρ is
also quantized.
Pρ =
1
2pi
∫ pi
−pi
dk ·A(k)
=
1
2pi
∫ pi
0
dk ·A(k) + 1
2pi
∫ 0
−pi
dk ·A(k)
=
1
2pi
∫ pi
0
dk ·A(k) + 1
2pi
∫ pi
0
dk ·A(−k)
=
i
2pi
∫ pi
0
∇k log detD(k)
=
i
2pi
log
detD(pi)
detD(0)
∈ Z, (S32)
because detD(Γi) = 1 at any TRIM Γi due to Kramers pairs
having eigenvalue pairs i and −i under D.
8Thus 2P I is quantized to an integer.
2P I = PT + Pρ ∈ Z. (S33)
Now we show the gauge invariance of 2P I. Under the U(1)
gauge transformation |usαk〉 → |usαk〉 = eiθ
s
αk |usαk〉, partial
polarization P I transforms as
P I =
1
2pi
∮
dk · Tr(I)A(k)
→ 1
2pi
∮
dk · Tr(I)A(k)−
∮
dθI
2pi
= P I −
∮
dθI
2pi
, (S34)
where Tr(I) is a partial trace over |uIαk〉 for all α, θI =
∑
α θ
I
α,
and the winding number
∮
dθI
2pi is an arbitrary integer. Thus
2PI is U(1) invariant mod 2. Invariance under non-abelian
gauge transformation can be seen from the expression
P I =
1
2pi
[∫ pi
0
dk ·A(k) + i log PfB(pi)
PfB(0)
]
(S35)
presented by Fu and Kane[14]. The abelian Berry connection
is manifestly invariant. A(k)→ A(k) + TrU†(k)i∇U(k) =
A(k) + i∇ log detU(k) = A(k) for detU(k) = 1. The ma-
trix B transformation as B(k) → U†(−k)B(k)U∗(k) under
|unk〉 → Umn(k)|umk〉. Using the identity Pf(XTBX) =
det(X)Pf(B), the Pfaffian part is also invariant.
This invariant 2P I was first noted by Lau, van den Brink,
and Ortix [24] as a topological invariant of the topological
mirror insulator where T 2 = M2 = −1. Notice that the
two-fold rotation C2z reduces to a mirror operation on any
time-reversal invariant 1D subsystem.
B. Strategy of the Proof
We calculate the change of Z2 invariant due to movements
of Weyl points by using the formula
∆ = PT (pi)− PT (0)
= 2P I(pi)− 2P I(0)− (Pρ(pi)− Pρ(0)) , (S36)
where PT (0) (PT (pi)) is the time-reversal polarization of a
TRI 1D system passing through the two TRIM points with
kx = 0 (kx = pi). In an insulating phase, we can have a
continuous gauge as Chern number in the whole BZ is zero.
In the gauge, we have
Pρ(pi)− Pρ(0) = 1
2pi
∫
EBZ
dkxdkyFz(k) = 0, (S37)
where F = 0 from the spacetime inversion symmetry. EBZ
is the effective Brillouin zone of a time-reversal system which
is a half Brillouin zone with TRI 1D systems at kx = 0 and
kx = pi as its boundary. Thus the Z2 invariant is expressed as
a partial polarization pump
∆ = 2P I(pi)− 2P I(0) (S38)
in a continuous gauge when the spacetime inversion symme-
try is present. The two times partial polarization will change
only if the TRI 1D system closes a gap since it is a topolog-
ical invariant. From now on, we will prove that when two
Weyl point whose position in BZ is related by time-reversal
cross the TRI 1D system, 2P I changes by one so that partner
exchange of Weyl points leads to a change of Z2 invariant.
Such crossing occurs even number of times in a partner pre-
serving process so that the Z2 invariant does not change. [See
Fig. S1(a,b).]
C. Change of the partial polarization at the gap closing
We take a time-reversal invariant 1D systems avoiding pair
creation and annihilation as in Fig. S1. The gauge is chosen
so that the wavefunction is discontinuous only at the singular-
ities. It is possible because there is no Berry curvature punch-
ing out singularities. In this gauge, we can use the expression
P I =
1
2pi
[∫ pi
0
dk ·A(k) + i log PfB(pi)
PfB(0)
]
. (S39)
The time-reversal invariant curve Cf can be deformed adi-
abatically to the Ci line after Weyl points pass through. [See
Fig. S1(c).] Thus we calculate the change of (two times) par-
tial polarization by the crossing of Weyl points as the differ-
ence of it between the curve Ci and Cf .
δ
(
2P I
)
= δ
(
1
pi
∫ pi
0
dk ·A(k)− 2× 1
2pii
log
PfB(pi)
PfB(0)
)
=
1
pi
[∫
Cf/2
dk ·A(k)−
∫
Ci/2
dk ·A(k)
]
− 2× 1
2pii
[
log
PfBf (pi)
PfBf (0)
− log PfBi(pi)
PfBi(0)
]
=
1
pi
∮
C
dk ·A(k)
− 2× 1
2pii
log
[
PfBf (pi)
PfBi(pi)
(
PfBf (0)
PfBi(0)
)−1]
=
1
pi
∮
C
dk ·A(k) (mod 2)
= 1 (mod 2), (S40)
where Ci,f/2 is the ky > 0 part of the curve Ci,f , we used the
single-valuedness of the sewing matrix B at Γ and Y points in
the fourth line, and used the property of Weyl points at the
last line. We have now proven that the Z2 invariant changes
through a partner exchange.
SI 4. ALTERNATIVE PROOF
A. Alternative Proof by 3D Embedding
Here we present an alternative proof of the change of Z2
invariant due to the pair change of Weyl points. This proof
9starts by embedding the 2D BZ of our system into a 3D BZ
of a system with the same symmetry, C2z and T . After a suit-
able embedding, the proof goes by following the analysis of
Murakami et al. [5]. Let kz = 0 plane of the 3D BZ be the 2D
BZ of our system. The 2D Weyl points will be lifted into 3D
Weyl points rather than a line node in general because there
is no protection of pi Berry flux out of the C2z ∗ T invariant
plane, i.e., out of the kz = 0 or kz = pi plane. In fact, we can
choose an embedding to get 3D Weyl points. Next, consider
the deformed time-reversal invariant two-dimensional system
illustrated as the orange sheet in Fig. S2. In this construction,
a Weyl point passes through the EBZ of the orange sheet. This
change the Z2 invariant of the orange sheet as claimed by Mu-
rakami et al.[5] and it will be proved explicitly below. The
sheet can be adiabatically deformed into kz = 0 before/after
the creation/annihilation of Weyl points. Thus the change of
Z2 invariant of the 2D system at kz = 0 is the same as the Z2
change of the orange sheet, and the proof ends.
B. Explicit Proof of the Claim by Murakami and Kuga
For completeness, we prove the statement in Phys. Rev. B
78, 165313. In the paper, the authors claimed that the Z2
invariant of a 2D TRI BZ changes when a Weyl point pass
through its EBZ, noting that the Berry flux of the half-BZ de-
termines Z2 invariant (up to some extra term) as proved by
Moore and Balents [18]. The extra term is the Berry flux of
the extended part which is added to make EBZ closed, i.e.,
homotopically equivalent to a sphere. It is not obvious why
the extra term does not contribute to the Z2 change without
having analytic expression of it. An explicit proof has not
been presented anywhere while the statement is believed to be
valid. On the other hand, Fu and Kane argued in the appendix
of Phys. Rev. B 74, 195312 that the extra term corresponds to
the pump of 2P I. In this subsection, we show using the ex-
pression of the 2D Z2 invariant as a time-reversal polarization
pump that the invariant changes when a 3D Weyl points pass
through it on a EBZ. This proof will clarify why is it possible
to calculate the change of 2D Z2 invariant from the Berry flux
jump within a EBZ.
Consider the the Brillouin zone of a time-reversal invariant
system as in Fig. S3-(a,b). C2z symmetry is not assumed. The
Blue balls are Weyl points with positive chirality. The orange
sheet is a deformed 2D time-reversal invariant sub-BZ sharing
the same EBZ boundary with the kz = 0 plane. The kz =
0, ky = ±pi lines are also common. Weyl points did not pass
through the kz = 0 plane yet. After Weyl points cross, the
orange sheet can be adiabatically deformed to kz = 0 plane.
Thus the difference of the Z2 invariant between the orange
sheet and kz = 0 plane gives the change of Z2 invariant under
the crossing procedure.
Let us choose a continuous gauge for each 2D BZ. It is al-
ways possible because they are gapped time-reversal invariant
2D BZ with vanishing Chern number. Then the time-reversal
polarization is well defined, and the Z2 invariant is expressed
as
∆ = 2P I(pi)− 2P I(0)− 1
2pi
∫
EBZ
dS · F (k). (S41)
dS = d2knˆ where nˆ is a unit vector normal to the 2D surface
dS, and we used Pρ(pi) − Pρ(0) = 12pi
∫
EBZ
F for a continu-
ous gauge. While it is possible to choose a continuous gauge
in each 2D BZ, there should be a discrete transition between
them since Weyl points are enclosed by the sheets. Let us call
the gauge in the orange sheet and kz = 0 plane as north and
south, respectively (Fig. S3-(c)). The difference of Z2 invari-
ant is
δ∆ = ∆N −∆S
= 2P IN (pi)− 2P IN (0)−
(
2P IS(pi)− 2P IS(0)
)
− 1
2pi
(∫
N,EBZ
dS · F (k)−
∫
S,EBZ
dS · F (k)
)
= − 1
2pi
(∫
N,EBZ
dS · F (k)−
∫
S,EBZ
dS · F (k)
)
(mod 2)
= − 1
2pi
∮
Weyl
dS · F (k) (mod 2)
= −1 (mod 2), (S42)
where we used the mod 2 invariant of 2P I under the discrete
gauge transformation, i.e., the transition function, in the sec-
ond line, and used the definition of the chirality of Weyl points
in the last line.
SI 5. APPLICATION: KANE-MELE MODEL
A. Tight-Binding Model
To demonstrate the unconventional topological phase tran-
sition, we construct a simple model Hamiltonian, a modified
Kane-Mele model on the honeycomb lattice. Consider
H =
∑
〈ij〉
tijc
†
i cj +
∑
〈〈ij〉〉
iλSOc
†
is · νˆijcj +HR, (S43)
where tij = t is the nearest neighbor hopping amplitude
and λSO is the spin-dependent hopping between next near-
est neighbor sites. These two terms define the usual Kane-
Mele Hamiltonian describing a QSHI. Here νˆij = (d1ij ×
d2ij)/|(d1ij×d2ij)|where d1ij and d2ij are bond vectors between
nearest-neighbor sites on which the electron traverses when
hopping from j to i. Additionally, we include the nearest-
neighbor Rashba term
HR = iλR
∑
〈ij〉
c†i zˆ · (s× dˆij)cj (S44)
with dˆij = dij/|dij | induced by the substrate or electric
field breaking inversion symmetry. As shown in Ref. 13,
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QSHI persists when λR < 2
√
3λSO whereas a semimetal
with quadratic band crossing appears when λR > 2
√
3λSO.
Thus one can achieve only an insulator-semimetal transition
by varying the ratio λR/λSO. In fact, when λR > 2
√
3λSO,
the band degeneracy of the semimetal phase is protected by
C3v symmetry of the honeycomb lattice. Therefore to achieve
the transition from a QSHI to a normal band insulator, it is
necessary to add additional terms breaking C3v symmetry.
To achieve a topological phase transition, we introduce
hopping anisotropy between nearest neighbor sites, which can
be induced by applying uniaxial strain [19, 20]. Explicitly, as
shown in Fig. S4 (a), we choose tij = t2 for bonds parallel
to the y-axis whereas tij = t1 for the other two bonds along
horizontal zig-zag chains. When t1 6= t2, the system has only
a two-fold rotation symmetry (C2z) about a z-axis passing the
mid-point of the bond with hopping amplitude t2. We ex-
amine the evolution of the band structure varying r ≡ t2/t1
which is tunable by controlling strain. λR and λSO are fixed
but are chosen to satisfy λR < 2
√
3λSO, which ensures that
the system is a QSHI when t2 = t1.
B. Low Energy Analysis Near M Point
Changing the ratio r ≡ t2/t1, one can observe a gap-
closing near the M point. The effective Hamiltonian near the
M point is given by
H(q) = (t2 − 2t1 + t1q2)σx − 2t1qyσy
+ 8λSOqxσzsz + 2λRσysx (S45)
where (qx, qy) = (kxa2 ,
√
3kya
2 ) − (0, pi), q =
√
q2x + q
2
y , and
σx,y,z (sx,y,z) are Pauli matrices for sublattice (spin) degrees
of freedom. The energy eigenvalue of H(q) is given by
E
(±)
± (q) = (±)
√
(f(q))
2
+ (g±(q))
2
,
f(q) = t2 − 2t1 + t1q2,
g±(q) =
√
(2t1qy)2 + (8λSOqx)2 ± 2λR. (S46)
The band gap closes when
q2x + q
2
y = 2− r,
q2x
(λR/t1)2
+
q2y
(λR/4λSO)2
= 1 (S47)
are satisfied. The solutions of the coupled equations de-
scribe a circle and an ellipse, respectively, both centered at
q = 0 in the (qx, qy) plane. Explicitly, one can find four
gap-closing points, each of which describes a 2D Weyl point,
when rc1 < r < rc2 where rc1 = 2 − (λR/4λSO)2 and
rc2 = 2 − (λR/t1)2 where we assume t1 > 4λSO. At the
critical point with rc1 (rc2), the band gap closes at two points
(qx, qy) = (±λR/4λSO, 0) ((qx, qy) = (0,±λR/t1)) where
each gap-closing point describes an anisotropic Weyl point.
Thus, as r increases between two critical points, four Weyl
points are created on the qy = 0 line, and then they move
along an elliptical trajectory until they are pair-annihilated on
the qx = 0 line.
C. Numerical Calculation
The band structure near the M point is described in Fig. S5
(a). To prove that the 2D Weyl semimetal phase mediates a
TPT, we should compare the Z2 invariant ∆ of two insulating
phases existing when r < rc1 and when r > rc2, respec-
tively. For this purpose, we first compute the energy spectrum
of a strip structure of the honeycomb lattice having a finite
size along one direction while keeping the translational invari-
ance along the other direction. As shown in Fig. S5 (d), when
r < rc1, one can clearly observe helical edge states local-
ized on the sample boundary, which is absent when r > rc2.
Thus the system is a QSHI (normal insulator) when r < rc1
(r > rc2). For further confirmation, we directly compute ∆
numerically. Since inversion symmetry is broken, one cannot
use parity eigenvalues to evaluate ∆. Instead we determine
∆ by computing the change of the time-reversal polarization
between kx = 0 and kx = pi. Since the time-reversal polar-
ization is given by the difference in the Wannier function cen-
ters of Kramers pairs, one can determine ∆ by studying how
Wannier function centers of Kramers pairs evolve between
kx = 0 and kx = pi [14, 28]. As shown in Fig. S5 (c), when
r < rc1 (r > rc2), one can see partner-switching (no partner-
switching) of Wannier functions when kx changes from 0 to pi.
Since the partner-switching (no partner-switching) between
Wannier states indicates the change of the time-reversal po-
larization by 1 (0), one obtains ∆ = 1 (∆ = 0) when r < rc1
(r > rc2).
SI 6. APPLICATION: FEW-LAYER BLACK PHOSPHORUS
Here we propose that the novel TPT mediated by pair-
annihilation/pair-creation of 2D Weyl points can be observed
in few-layer black phosphorus systems under vertical electric
field. A recent experiment [33] has shown that the band-gap of
this system can be controlled by doping potassium on the sur-
face, thus the insulator-semimetal transition can be realized.
As shown in Fig. S6(a), a black phosphorus is composed of
puckered honeycomb layers stacked vertically. For illustra-
tion, we construct a k · p theory and a tight-binding Hamil-
tonian relevant to the bilayer phosphorene. Though we focus
on the bilayer system, for convenience, the same idea can be
generalized to thicker layered black phosphorus systems. The
monolayer case is an exception in which the band gap is not
tunable by electric field.
A. Low Energy Effective Hamiltonian near k = 0
Before studying the tight-binding model, we construct a
general k · p Hamiltonian at Γ point from symmetry consider-
ations. The low energy Hamiltonian can help understand the
physics involved here as the tight-binding model for few-layer
black phosphorus is complicated. The symmetry group for
a stacked phosphorene is a nonsymmorphic symmetry group
isomorphic to D72h(#53) (D
7
2h(#57)) for odd (even) num-
ber of layers. In the presence of an electric field along the z-
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direction, the symmetry operations changing the sign of z are
broken so that its point group reduce to {1,Mx,My, C2z}.
The translational part of nonsymmorphic group elements is
neglected here because the representation of nonsymmorphic
group at Γ behaves like a representation of its symmorphic
part . Only (glide) mirror symmetries will be considered be-
cause C2z = MxMy .
Consider the most general two-level Hamiltonian of a spin-
less system.
H0(kx, ky) = g0(kx, ky)σ0 + gx(kx, ky)σx
+ gy(kx, ky)σy + gz(kx, ky)σz, (S48)
where σ0 = 1, and σx,y,z are Pauli matrices for orbital degrees
of freedom. The chemical potential g0 will be neglected be-
low as it is not important for gap closing. InMx invariant sys-
tem, MxH0(kx, ky)M−1x = H0(−kx, ky), where M2x = 1.
Because Mx and H0 commute on the Mx-invariant line with
kx = 0, we can choose a basis in which they are diagonal-
ized simultaneously. In such a basis Mx = σ0 or σz . For
Mx = σ0, Hamiltonian is even in kx. However, few-layer
black phosphorus has linearly dispersing Dirac points on the
line kx = 0 when bands are inverted by applying an out-of-
plane electric field[34], which we demonstrate using a tight-
binding model below. Mx = σz is thus appropriate for our
system. Mx symmetry conditions for the representation are
gx,y(kx, ky) = −gx,y(−kx, ky),
gz(kx, ky) = gz(−kx, ky). (S49)
Mirror operator My is represented by σ0 or σz since it
should commute with Mx. First, consider My = σz . The
symmetry constraint MyH0(kx, ky)M−1y = H0(kx,−ky)
gives gx,y(kx, ky) = −gx,y(kx,−ky) and gz(kx, ky) =
gz(kx,−ky). Combining the constraints from Mx and My
symmetries, we have gx,y(kx, ky) = gx,y(−kx,−ky) and
gz(kx, ky) = gz(−kx,−ky). It is consistent with time-
reversal symmetry TH0(kx, ky)T−1 = H0(−kx,−ky) and
commutation relations [T,Mx] = [T,My] = 0 when T = K
(σzK) and gy = 0 (gx = 0). The Hamiltonian compati-
ble with the given symmetry representation is H0(kx, ky) =
Akxkyσx + (M − B1k2x − B2k2y)σz and H0(kx, ky) =
Akxkyσy + (M − B1k2x − B2k2y)σz up to quadratic order
in momenta when T = K and T = σzK, respectively. In
both cases, band gap can close only at the Γ point, which is
different from our system. Thus, we should take My = σ0.
My symmetry then imposes
gx,y,z(kx, ky) = gx,y,z(kx,−ky). (S50)
The combination of Mx and My symmetry constraints gives
gx,y(kx, ky) = −gx,y(−kx,−ky),
gz(kx, ky) = gz(−kx,−ky). (S51)
It is consistent with TH0(kx, ky)T−1 = H0(−kx,−ky) and
[T,Mx] = [T,My] = 0 when T = K and gx = 0. We have
determined the representation of the symmetry operators as
Mx = σz, My = σ0, T = K, (S52)
and the Hamiltonian constrained by symmetries above are
H0(kx, ky) = Akxσy + (M −B1k2x −B2k2y)σz. (S53)
up to quadratic order in momenta, and A, M , B1, and B2 are
constants. Gap closes at (kx, ky) = (0,±
√
M/B2) for posi-
tiveM/B2. M can be shifted by applying uniform perpendic-
ular electric field to drive the insulator-semimetal transition.
Now we include spin degrees of freedom. The spinless
Hamiltonian H0 trivially extends to a 4 × 4 matrix, i.e.,
H0 → s0 ⊗ H0 where s0 is the 2 × 2 identity matrix for
spin degrees of freedom. The most general spin-orbit coupled
Hamiltonian is constructed by imposing the following sym-
metries
Mx = isxσz, My = isy, T = isyK, (S54)
where sx,y,z are spin Pauli matrices. We first impose space-
time inversion symmetry ISTH0(kx, ky)I−1ST = H0(kx, ky)
for IST = MxMyT = −isxK. Seven matrices
syσy, szσx, syσz, sxσz, sx, sy , and sxσy which are commut-
ing with IST are basic building blocks of the spin-orbit cou-
pled Hamiltonian. Mx and My mirror symmetries determine
the parity of functions multiplied by the seven matrices. The
spin-orbit coupled part of Hamiltonian is then
Hλ(kx, ky) = λ1syσy + λ2kyszσx + λ3kxsyσz
+ λ4kysxσz + λ5kysx + λ6kxsy, (S55)
up to first order in momenta. Since the spin-orbit coupling pa-
rameters are small in black phosphorus, the effect of the terms
which are second order in momentum is not considered here,
unlike the case of the spinless Hamiltonian. The spin-orbit
couplings can change the normal insulator-Dirac semimetal
transition of the spinless system into the normal insulator-
Weyl semimetal-quantum spin Hall insulator transition. We
first discuss how each term affects Dirac points. Among the
terms, λ2kyszσx is the only term which anti-commutes with
the spinless Hamiltonian H0. Thus it can open a band gap
when a Dirac point is at ky = k0 6= 0 like a mass term. Other
terms either split a Dirac point into two symmetry-protected
Weyl points or induce velocity anisotropy between two Weyl
points consisting of a Dirac point, but they do not open a band
gap. λ1, λ3, and λ5 term split a Dirac point in kx, ky , and
energy-direction, respectively. λ4 and λ6 induces velocity
anisotropy between two Weyl points sitting at the same mo-
mentum. Different spin-orbit coupling terms compete with
each other, and the dominant term determines the fate of Dirac
points. This consideration shows that the topological phase
transition from a Weyl semimetal to a quantum spin Hall in-
sulating phase occur when λ2kyszσx term becomes dominant
over other terms. Below let us suppose that λ2 is larger than
other momentum dependent spin-orbit terms λ3,4,5,6. Then
the resulting Hamiltonian which captures the leading effect of
spin-orbit couplings is given by
H(kx, ky) = Akxσy + (M −B1k2x −B2k2y)σz
+ λ1syσy + λ2kyszσx. (S56)
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This Hamiltonian can be diagonalized analytically as
E
(±)
± = ±
√
(f(kx, ky))
2
+ (g±(kx, ky))
2
,
f(kx, ky) = M −B1k2x −B2k2y,
g±(kx, ky) =
√
(Akx)2 + (λ2ky)2(±)|λ1|. (S57)
The band gap closes at momenta satisfying
B1k
2
x +B2k
2
y = M,
(Akx)
2 + (λ2ky)
2 = (λ1)
2. (S58)
AsM is varied, four Weyl points can appear because the num-
ber of intersection points of two conical sections is four in
general. At critical values
Mc1 = B1
(
λ1
A
)2
, Mc2 = B2
(
λ1
λ2
)2
, (S59)
we have two gap closing points with linear-quadratic disper-
sion (anisotropic Dirac points) at (kx, ky) = (±λ1/A, 0) and
(kx, ky) = (±λ1/λ2, 0), respectively. When other spin-orbit
couplings are included, the trajectory of Weyl points is de-
formed, but one can still observe a NI-WSM-QSHI transition
as long as λ2 > λ3,4,5,6.
B. Tight-Binding Model
We first neglect spin-orbit coupling and treat electrons as
spinless fermions. The relevant Hamiltonian is
Ht =
∑
ij,intra
tijc
†
i cj +
∑
ij,inter
t′ijc
†
i cj . (S60)
where the intralayer hopping amplitudes t1 = −1.220 eV,
t2 = 3.665 eV, t3 = −0.205 eV, t4 = −0.105 eV, t5 =
−0.055 eV, and interlayer amplitudes t′1 = 0.295 eV, t′2 =
0.273 eV, t′3 = −0.151 eV, t′4 = −0.091 eV as given in
Ref. 21. The definition of hopping amplitudes is described
in Fig. S6(a). Applied electric field induces the potential dif-
ference between layers. For convenience, we assume uniform
increase of the on-site potential along the vertical direction.
Namely, the potential difference between two sublayers within
a single monolayer and also that between neighboring mono-
layers are taken to be Eeffaz/2. Eeff = Eext/r is the ef-
fective electric field including screening effect, where Eext is
the external electric field, and r is the average relative per-
mittivity. We take the value r = 2.9 following Ref. 22, and
assume that the same value can be used also for WSM and
QSHI phases. At the critical strength of electric field, a band
inversion happens at the Γ point, which generates two Weyl
points aligned on the ky axis [See Fig. S6(d)]. The resulting
Weyl points are protected by IST as discussed before. Since
the Weyl points are on the ΓY line, its stability can also be un-
derstood by comparing the glide mirror Gx eigenvalues [30].
Including spin degrees of freedom, each gap-closing point be-
comes four-fold degenerate, thus it can be considered as a
Dirac point.
Now let us include spin-orbit coupling. Microscopic one
particle spin-orbit coupling term is Vso = ~4m2ec2 (∇V ×p) · s
where s indicates Pauli matrices describing spin degrees of
freedom. When we construct a tight-binding Hamiltonian, p
is treated as p ∝ −idij with dij = ri − rj , and the terms as-
sociated with∇⊥V and∇‖V are distinguished. The resulting
Hamiltonian is
HR +HSO = iλR
∑
ij
c†i (s× dˆij) · zˆcj
+
∑
k=x,y,z
iλkSO
∑
ij
c†iν
k
ijskcj . (S61)
where λkSO and ν
k
ij denote the magnitude and the sign of
−i~
4m2ec
2 (∇‖V × p)k, respectively. The detailed form of the
Hamiltonian is constrained by Gx, My and T symmetries.
Within a layer, we have one parameter λySO2 due to in-plane
field for 2-3 and 1-4 bonds, and three parameters λR1, λ˜R1,
and λR2 result from the ouf-of-plane field for 1-2, 3-4, and 2-3
and 4-1 bonds, respectively. To describe the WSM-QSHI tran-
sition, we include four interlayer spin-orbit coupling parame-
ters λ′xSO1, λ
′y
SO1, λ
′z
SO1, and λ
′
R1 resulting from the interlayer
hopping between the site 1 and 4. The magnitude of interlayer
spin-orbit coupling is smaller than that of the intralayer one in
the lattice model, but their effects on low-energy bands are
comparable because the states associated with conduction and
valence bands are localized near the bottom and top layers,
respectively. Although the inversion breaking spin-orbit cou-
pling terms may change depending onEext, they are treated as
constants since we are focusing on the region near the critical
electric field Ec1 or Ec2.
C. Numerical Confirmation of the Topological Phase
Transition
Fig. S7(a) shows the evolution of the band structure across
the TPT induced by perpendicular electric field Eext. At the
critical strength of electric field Ec1, the band gap closes at
two points on the x-axis unlike the spinless case where band
gap closes only at the Γ point. Each gap-closing point at
Eext = Ec1 splits into two 2D Weyl points as Eext increases
further, thus the system has four Weyl points in total [34].
Since IST symmetry protects each Weyl point, the semimetal
with four Weyl points can form a stable phase. Moreover, as
the strength of Eext increases further, four Weyl points ap-
proach ky axis and merge pair-wise again at Ec2 leading to
another gapped phase. As shown before, the partner switch-
ing between Weyl point pairs in the intermediate semimetal
phase leads to the jump of the Z2 invariant. To confirm the
Z2 non-triviality of the gapped phase when Eext > Ec2, we
compute the energy spectrum of a slab structure with finite
length and also the evolution of the Wannier function centers.
Fig. S7(c) clearly shows the presence of helical edge states on
the boundary of the slab. Moreover, Fig. S7(d) shows that the
Wannier centers cross the reference line (the dotted line in the
figure) odd number of times, which confirms that the resulting
gapped phase is a quantum spin Hall insulator.
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D. Critical Field vs sz-Dependent Spin-Orbit Interaction
Up to now, we have assumed λ′zSO much larger than any
other spin-orbit coupling constants since it plays a critical role
to observe pair-annihilation of Weyl points. Here we discuss
what happens if λ′zSO becomes smaller. As λ
′z
SO decreases
while the other spin-orbit coupling terms are fixed, the crit-
ical electric field Ec2 becomes larger whereas Ec1 remains
the same, which is consistent with the analysis of the low
energy Hamiltonian. [See Fig. S8(a).] Let us note that the
value of Ec2 shows a discontinuous jump at around λ′zSO ∼10
meV. The sudden jump of Ec2 is due to the appearance of
additional band crossing points in momentum space at strong
electric field above Eext ∼1.3 V/A˚. [See Fig. S8(b).] In order
to fully open the band gap by removing all the Weyl points
in the Brillouin zone, it is necessary to apply larger electric
field. As shown in Fig. S8(c), the creation and annihilation
of the additional Weyl points do not change the topological
property of the final insulating state. It is also consistent with
our general theory because the additional Weyl points cross a
time-reversal invariant 1D line two times so that Z2 invariant
does not changes mod 2.
E. Layer Number Dependence of the Critical Electric Field
We examine the layer number dependence of the critical
electric field by using the same parameters for the Hamilto-
nian as in Sec. SI 6 B. For nlay < 8, we have found a sim-
ilar sequence of phase transitions between NI-WSM-QSHI.
Weaker critical field is required as the layer number increases
as shown in figure S8(d), which happens since the band gap
decreases as the number of layers increases.
On the other hand, when nlay ≥ 8, although the NI-WSM
transition accompanied by pair-creation of Weyl points hap-
pens as in the case with nlay < 8, the pair-annihilation of
Weyl points on the ky-axis does not happen. Instead, the Weyl
points merged on the ky axis split again along the ky axis,
thus we again observe the Weyl semimetal with four Weyl
points on the ky axis. This behavior of Weyl points can be
explained by using our low energy Hamiltonian in the fol-
lowing way. Suppose that the effective spin-orbit coupling
parameter, λ2, which induces the gap opening and thus are
associated with λ′zSO, gets smaller as the number of layers in-
creases while the other spin-orbit coupling terms are fixed.
When λ3,4,5,6 get much bigger than λ2, one can easily see
that the gap-closing point at which Weyl points merge splits
into Weyl points again.
One can understand intuitively the decrease of λ2 as the
layer number increases as follows. Let us note that the term
λ2kyszσx in the low energy Hamiltonian is off-diagonal with
respect to the orbital degrees of freedom. Since the states near
conduction band minimum and the valence band maximum
are localized at the bottom and top layers, respectively, λ2 is
large when the top and bottom layers are strongly coupled.
The effective coupling λ2 is relatively larger for the bilayer
as the coupling to the spin z-component comes from the in-
terlayer hopping which directly couples the top and bottom
layers, and it decreases with increasing the number of layers.
Other effective spin-orbit coupled terms other than λ1syσy
and λ2kyszσx are diagonal with respect to orbital degrees of
freedom, thus their magnitude does not strongly depend on
the layer number.
SI 7. APPLICATION: HgTe/CdTe HETEROSTRUCTURE
UNDER UNIAXIAL STRAIN
In this section, we describe the topological phase transi-
tion of HgTe/CdTe heterostructure in the presence of uniaxial
strain. The band gap can be controlled not only by adjust-
ing the number of HgTe layers in the HgTe/CdTe quantum
well as proposed by Bernevig et al.[25] but also by applying
strain[23]. Since strain is a continuous parameter unlike the
number of layers, it is a good control parameter to observe the
Weyl semimetal phase whose parametric region is small.
A. Tight-Binding Model
We consider the Bernevig-Hughes-Zhang (BHZ) tight-
binding model [25, 27] for HgTe/CdTe heterostructure taking
into account inversion symmetry breaking. The original BHZ
model is constructed on a square lattice which is inversion
symmetric. At each site, four low energy states
|ψ1〉 = |s, ↑〉,
|ψ2〉 = |s, ↓〉,
|ψ3〉 = | i√
2
(px + ipy), ↑〉,
|ψ4〉 = | −i√
2
(px − ipy), ↓〉 (S62)
are considered, where the orbitals s, px, and py are real. The
phase factors of ψi were neglected in the main text, but we ex-
plicitly show them here because they determine hopping am-
plitudes. The Hamiltonian and relevant hopping matrices will
be represented by an the ordered set of four basis states. The
Hamiltonian of the system is then
H = H0 +Ht =
∑
i
c†ih0ci −
∑
〈ij〉
c†i tijcj , (S63)
where h0 is the on-site Hamiltonian
h0 =
(
s 0
0 p
)
, (S64)
and hopping amplitudes are defined as
tij =
(
tss isztspe
iθijsz
isztspe
−iθijsz −tpp
)
, (S65)
where θij is the angle between the displacement vector from
j to i and the unit vector xˆ. The angle dependent factor is due
to the spatial anisotropy of p-wave orbitals. [See Fig. S9.]
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In momentum space,
ht = −
(
2tss(cos kx + cos ky) 2tsp(sin kxsz + i sin ky)
2tsp(sin kxsz − i sin ky) −2tpp(cos kx + cos ky)
)
= −(tss − tpp)(cos kx + cos ky)
− (tss + tpp)(cos kx + cos ky)σz
− 2tsp sin kxσxsz + 2tsp sin kyσy, (S66)
where σi and si are Pauli matrices for orbital and spin degrees
of freedom, respectively. Notice that this form of Hamilto-
nian is the matrix transpose of that presented in Ref. 25.
It is because we define matrix elements of Hamiltonian as
hnm = 〈n|h|m〉 here whereas hnm = 〈m|h|n〉 in Ref. 25.
The Hamiltonian h0 and ht are symmetric under inversion
P = σz . To correctly take into account the real crystal struc-
ture of the material, we include an on-site spin-orbit coupling
which breaks inversion symmetry.
H1 =
∑
i
c†ih1ci = λ
∑
i
c†iσysyci. (S67)
It is the only on-site spin-orbit coupling term which respects
symmetries under
T = isyK, S4z ≡ PC−13 =
–1− iσzsz√
2
, C2y = isy.
(S68)
In the main text, we showed the emergence of eight Weyl
points in the process of phase transition from normal to topo-
logical insulating phase using the Hamiltonian h0 + ht + h1.
When S4z symmetry is broken, four rather than eight Weyl
points will appear generically. We now consider the effect of
strain to break S4z symmetry down to C2z = S24z symmetry.
The Hamiltonian in momentum space is given by
h = h0 + ht + h1
= µ+ (M + 2B1(cos kx − 1) + 2B2(cos ky − 1))σz
+A1 sin kxσxsz −A2 sin kyσy + λσysy, (S69)
where
µ =
1
2
(s + p)− (txss − txpp) cos kx − (tyss − typp) cos ky,
M =
1
2
(s − p)− (txss + txpp)− (tyss + typp),
B1 = −1
2
(txss + t
x
pp),
B2 = −1
2
(tyss + t
y
pp),
A1 = −2txsp,
A2 = −2tysp. (S70)
B. Low-Energy Hamiltonian
Near the Γ point, the effective Hamiltonian up to quadratic
order in momentum is
heff = µ+
(
M −B1k2x −B2k2y
)
σz
+A1kxσxsz −A2kyσy + λσysy (S71)
The energy spectrum is given by
E
(±)
± (kx, ky) = µ(kx, ky)±
√
(f(kx, ky))
2
+ (g±(kx, ky))
2
,
f(kx, ky) = M −B1k2x −B2k2y,
g±(kx, ky) =
√
A21k
2
x +A
2
2k
2
y(±)|λ| (S72)
Let us assume that M can be taken as a control parameter.
Band gap can be closed at four points if A1B2 − A2B1 6= 0
as M is varied. The critical values of M are
Mc1 = B1
(
λ
A1
)2
, Mc2 = B2
(
λ
A2
)2
, (S73)
at which we have two anisotropic Weyl points at (kx, ky) =
(±λ/A1, 0) and (kx, ky) = (±λ/A2, 0), respectively.
C. Numerical Calculations
Taking M as a control parameter, we have found the phase
diagram composed of the QSHI-WSM-NI [Fig. S10] as in the
main text. In the semimetallic phase, four rather than eight
Weyl points appear due to the absence of S4z symmetry.
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FIG. S1: Trajectory of gapless points in the 2D Weyl semimetal phase. (a,b): Arrows indicate the trajectories which the Weyl points follow
in the process of phase transition. A blue solid line indicates a time-reversal invariant 1D subsystem.  and ⊗ are locations for pair-creation
and pair-annihilation. In the partner preserving process shown in (a), Weyl points related by time reversal symmetry cross the blue line even
number of times. In the partner exchanging process shown in (b), Weyl points related by time reversal symmetry cross the blue line odd number
of times. (c): Red dots are Weyl points with Berry phase ±pi. The solid curve (Ci) is the originally defined one-dimensional time-reversal
invariant system. The dotted curve Cf can be continuously deformed to Ci without a gap-closing after the Weyl points pass through Ci.
The change of topological invariant of Ci due to the crossing of Weyl points can thus be calculated as the difference of topological invariant
between the curve Ci and Cf .
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FIG. S2: Schematic picture describing pair-creation/pair-annihilation process. (a) Bird’s eye view. The orange sheet is a deformed two-
dimensional system. The green line indicates the intersection between the deformed 2D system and kz = 0 plane. Blue and red spheres are
monopoles and antimonopoles.  (⊗) marks the location where pair-creation (pair-annihilation) happens. (b) Top view. (c) Front view.
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FIG. S4: (a) Kane-Mele model on the honeycomb lattice strained along the y-direction (armchair direction). The unit cell is composed of
two sublattice sites A and B. Due to the strain, the hopping amplitude t2 between horizontal zigzag wires is different from the hopping t1
within a zigzag wire. The strained system is still symmetric under the C2z whose axis penetrates the center of a bond with hopping amplitude
t2. (b) The band structure of the strained Kane-Mele model along the high symmetric lines. Spin-orbit coupling is not included here, Blue,
red, and green line are plotted for r = 1, r = 1.6, and r = 2.2. Here Γ = (0, 0), M = (0, 2pi√
3a
), K = ( 4pi
3a
, 0), and K′ = ( 2pi
3a
, 2pi√
3a
) are
high-symmetric points. As r increases, the Dirac points at K and K′ moves toward M and the band gap opens via a pair-annihilation of Dirac
points atM . (c) The band structure in the presence of Rashba spin-orbit coupling near a Dirac point at r = 1.6. The Dirac point with four-fold
degeneracy splits into two Weyl points with two-fold degeneracy.
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FIG. S5: (a) Evolution of the band structure across a TPT in strained Kane-Mele model. The spin-orbit coupling constants are fixed to be
λSO = λR = 0.05t. The low energy band dispersion near the M point is shown where qx = kxa/2 and qy =
√
3kya/2 − pi. The bands
are plotted at r = 1.90, 1.96, and 2.02, respectively. (b) Trajectory of WPs as r increases in the Weyl semimetal phase.  and ⊗ are the
locations where pair-creation and pair-annihilation happen. (c) Evolution of Wannier function centers. The orange line crosses the reference
line (dashed) once, indicating the Z2 nontrivial nature. (d) Finite-size band structure. The topological nontriviality is also confirmed by the
presence of helical edge states. In both (c) and (d), orange and blue lines are plotted for r = 1.8 and r = 2.2, respectively.
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FIG. S6: (a-c) Structure of a bilayer black phosphorus and hopping amplitudes. (a) Bird’s-eye view. Uniform static electric field Eext is
applied perpendicular to the bilayer sheet. Intralayer (interlayer) hoppings tij (t′ij) are shown. The height difference between two sublayers
within a layer is taken to be az/2, thus all sublayers are equally spaced in the z-direction. ax,y,z indicates the unit lattice spacing in the x, y, z
direction. Each sublayer is colored differently for clarity. (b) Intralayer (interlayer) spin-orbit couplings λij (λ′ij) are shown. (c) Top view. The
shaded region indicates a beard-beard unit cell. (d,e) Tight binding band structure of the bilayer black phosphorus without spin-orbit coupling.
Γ, X , Y , and S denote time-reversal invariant momenta (kx, ky) = (0, 0), (pi/ax, 0), (0, pi/ay), and (pi/ax, pi/ay), respectively. (d) Blue:
Eext = 0 V/A˚. The direct band gap at Γ is 1.12 eV. As Eext is increased, the potential difference between two layers reduces the band gap
which closes at Eext =0.80 V/A˚. Red: Eext =1.06 V/A˚. The system is a 2D WSM with Weyl points along the line Y − Γ. The inset shows
the enlarged band structure near the gap closing point.
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FIG. S7: (a) Evolution of the band structure of a bilayer black phosphorus with spin-orbit coupling as electric field Eext increases. The
band gap closes at two points on the kx-axis when Ec1 = 0.81 V/A˚. As Eext increases further, four Weyl points are generated, and eventual
pair-annihilated on the ky-axis at Ec2 = 0.85 V/A˚. (b) Schematic trajectories of Weyl points as Eext increases. Weyl points move within
the range |k| <∼ 0.4 in which our low energy analysis is valid.  and ⊗ are the locations where pair-creation and pair-annihilation happen.
(c,d) Confirmation of Z2 nontriviality when Eext > Ec2. The data for Eext =0.90 V/A˚(orange) are compared with those for Eext =0.80
V/A˚(blue). (c) Energy spectrum of a finite-size system with 200 unit cells in the x-direction (armchair direction), while keeping translational
invariance along the y-direction (zigzag direction). (d) Evolution of Wannier function centers. The eigenvalues cross the reference line (dashed)
once, indicating the Z2 non-trivial nature of the gapped phase. We used λySO2 = 15 meV, λR1 = 12 meV, λ˜R1 = 8 meV, λR2 = 5 meV,
λ′xSO1 = λ
′y
SO1 = λ
′
R1 = 5 meV, and λ
′z
SO = 50 meV here. We set λ
′z
SO to have a large value to locate Weyl points near the Γ point.
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FIG. S8: (a) λ′zSO dependence of the critical electric field Ec. Blue (red) points indicate the critical electric field Ec1 (Ec2) at which the band
gap closes (reopens) as the electric field increases. The other spin-orbit coupling terms are assumed to have fixed values such as λySO2 = 15
meV, λR1 = 12 meV, λ˜R1 = 8 meV, λR2 = 5 meV, λ′xSO1 = λ
′y
SO1 = λ
′
R1 = 5 meV. As λ
′z
SO becomes weaker, the critical electric field Ec2
increases while Ec1 does not change. At around λ′zSO ∼10 meV, there is a jump in the value of Ec2 which is due to the appearance of another
gap closing points at about Eext = 1.3 V/A˚. At λ′zSO =10 eV, the additional Weyl points are annihilated at Eext = Ec2 = 2.5 V/A˚ which
opens the full band gap. Whereas the Weyl points created at E = Ec1 are pair-annihilated on the ky-axis at Eext=1.4 V/A˚. (b) The band
structure at λ′zSO =10 meV and Eext = 1.76 V/A˚. (c) Evolution of Wannier function centers at λ
′z
SO ∼10 meV and Eext =2.66 V/A˚. It shows
that the insulating phase is topologically nontrivial. (d) Number of layers vs critical electric fields when λ′zSO=50 meV. We use the relative
permittivity r=2.9, 3.5, 4.1, 4.5, 4.9, and 5.2 for nlay=2, 3, 4, 5, 6, and 7, respectively. In both (a) and (d), when electric field becomes larger
than Ec2, additional gap-closing and associated TPT can occur since the band structure can be largely modified due to electric field.
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FIG. S9: Definition of hopping parameters in BHZ model. (a) Pictorial representation of the relative phase in s-orbital and p-orbitals.
(b)-(d) Assignment of hopping amplitudes. Relative sign of hopping amplitudes are determined by the phase difference between orbitals:
tij = 〈i|H|j〉 ∝ exp [i(φj − φi)] with the phases φi and φj of states |i〉 and |j〉.
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FIG. S10: (a) Phase diagram for the TPT in modified BHZ model including uniaxial strain. µ = 0,B2 = 1.1B1,A1 = 0.2B1,A2 = 0.18B1,
λ = 0.05B1 are used here, and also in (c-d). The representative band structures are calculated at M/B1 = 0.1, 0.08 and 0.06, respectively.
(b) Schematic diagram for the trajectory of Weyl points. (c-d) Finite-size band structure and the evolution of Wannier function centers. Blue
and orange lines are plotted at M/B1 = 0 and M/B1 = 0.2, respectively. Helical edge states and the partner switching betwenn Wannier
functions are the evidence for the QSHI phase.
