Confronting missing observations with probability weights: Fourier space
  and generalised formalism by Bianchi, Davide & Verde, Licia
MNRAS 000, 1–20 (2018) Preprint 19 December 2019 Compiled using MNRAS LATEX style file v3.0
Confronting missing observations with probability weights:
Fourier space and generalised formalism
Davide Bianchi,1? and Licia Verde1
1ICC, University of Barcelona, IEEC-UB, Mart ´¨As´ i Franque´s, 1, E-08028 Barcelona, Spain
Accepted XXX. Received YYY; in original form ZZZ
ABSTRACT
Due to instrumental limitations, the nature of which vary from case to case, spectro-
scopic galaxy redshift surveys usually do not collect redshifts for all galaxies in the
population of potential targets. Especially problematic is the entanglement between
this incompleteness and the true cosmological signal, arising from the fact that the
proportion of successful observations is typically lower in regions with higher density
of galaxies. The result is a fictitious suppression of the galaxy clustering that, if not
properly corrected, can impact severely on cosmological-parameter inference. Recent
developments in the field have shown that an unbiased estimate of the 2-point correla-
tion function in the presence of missing observations can be obtained by weighting each
pair by its inverse probability of being targeted. In this work we expand on the con-
cept of probability weights by developing a more mature statistical formalism, which
provides us with a deeper understanding of their fundamental properties. We take
advantage of this novel perspective to handle the problem of estimating the inverse
probability, specifically, we discuss how to efficiently determine the weights from a fi-
nite set of realisations of the targeting and how to model exactly the resulting sampling
effects. This allows us to derive an inverse-probability-based estimator for the power
spectrum, which is the main result of this work, but also to improve robustness and
computational efficiency of the already existing configuration-space estimator. Finally,
we propose a strategy to further extend the concept of inverse probability, providing ex-
amples of how traditional missing-observation countermeasures can be included in this
more general picture. The effectiveness of the different models and weighting schemes
discussed in this work is demonstrated using realisations of an idealised simple survey
strategy.
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1 INTRODUCTION
Spectroscopic redshift surveys give us access to a wealth
of cosmological information encoded in the 3-dimensional
galaxy clustering. Being able to identify and remove the
galaxy-density fluctuations that arise from non-cosmological
sources is of fundamental importance for a systematic-free
inference of cosmological parameters. One of the dominant
sources for these spurious fluctuations is that of missing ob-
servations. Due to intrinsic limitations of the instrument,
spectroscopic surveys typically collect redshifts for just a
fraction of the full set of potential targets. A typical exam-
ple of this limitations is the impossibility of positioning two
optical fibres on the focal plane closer to each other than a
minimal distance, making it therefore impossible to observe
close pairs of galaxies. This results in a complicated pattern
? E-mail: davide.bianchi@icc.ub.edu
of missing observations, unevenly distributed across the sur-
vey footprint, mostly localised in the high density regions.
The net effect is a non-trivial scale-dependent suppression
of the amplitude of the observed galaxy clustering, which,
if not properly corrected, can have dramatic impact on cos-
mological constraints.
For the updated Sloan telescope (Gunn et al. 2006),
used by the Baryon Oscillation Spectroscopic Survey (BOSS;
Dawson et al. 2013) , two optical fibres cannot be allocated
at a separation smaller than 62′′ on the focal plane. As a
consequence of these fibre-collisions, in the final Data Re-
lease 12 (Alam et al. 2015) of BOSS, approximately 5% of
the targets were not observed (Reid et al. 2016). The re-
sulting density-dependent completeness of the sample has a
strong impact on the small-scale clustering measurements,
see e.g. Hahn et al. (2017). For deeper surveys, such as the
extended BOSS (Dawson et al. 2016), the range of scales
potentially affected by fibre collisions gets even larger. The
© 2018 The Authors
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collision does not necessarily have to be between fibres, e.g.
the VIPERS survey (Guzzo et al. 2014) presents a very sim-
ilar issue, but for the allocation of slits (Mohammad et al.
2018).
The Dark Energy Spectroscopic Instrument (DESI;
DESI Collaboration et al. 2016a,b) will construct its main
survey, covering an area of about 14000 deg2, by making ap-
proximately 10000 observations, with 5000 spectra in each
7.5 deg2 field of view. Different observations overlap in such
a way that each patch in the survey footprint will be ob-
served 5 times on average. The instrument consists of an
array of robotic fibres, in which the freedom of movement of
each fibre is limited to a patrol radius of 1.48′. Compared to,
e.g., BOSS, this yields a conceptually more complex fibre-
allocation issue that goes beyond the simple idea of fibre
collisions, but the net effect is a similar: in regions of high
target density, and for targets of low priority in the rank-
ing of different target classes, there will be missing obser-
vations with a consequent scale-dependent distortion of the
observed clustering (Pinol et al. 2017; Burden et al. 2017;
Bianchi et al. 2018; Smith et al. 2019).
Different missing-observation countermeasures have
been proposed in the literature, often focusing on a spe-
cific survey of interest, e.g. Hawkins et al. (2003); Anderson
et al. (2012); Guo et al. (2012); Reid et al. (2014); Burden
et al. (2017); Pinol et al. (2017); Hahn et al. (2017). We
refer the reader to Bianchi & Percival (2017) for a concise
description of the different approaches and discussion about
their advantages and downsides.
The first unbiased-by-construction missing-observation
correction was introduced by Bianchi & Percival (2017). It
that work it was shown that an unbiased estimate of the 2-
point correlation function can be obtained by weighting each
pair of galaxies by its inverse probability of being observed
(pairwise inverse probability, PIP), provided that there are
no zero-probability pairs in the parent sample of potential
targets. The idea was then successfully applied to specific
scenarios in a few subsequent works: Bianchi et al. (2018)
and Smith et al. (2019) tested the effectiveness of the method
on simulated catalogues of the DESI survey (emission-line
and bright galaxy sample, respectively); Mohammad et al.
(2018) used it to extract robust constrain on the growth rate
of the cosmological structures from the VIPERS survey.
This paper builds on the original Bianchi & Percival
(2017) idea by providing new insights and not-tied-to-any-
survey generalisations to the general concept of probability
weights, the most relevant of which is probably its extension
to Fourier space. Also important is the extensive discussion
of how in practice the inverse probability can be estimated
from a finite number of realisations of the targeting algo-
rithm and how the resulting sampling effects can be mod-
elled.
The layout of our paper is as follows: in Sec. 2 we show
how the inverse-probability prescription works and how it
can be formalised in a universal statistical language; in Sec. 3
we describe the simulations that we use for testing; in Sec. 4
we discuss the problem of selection-probability estimation;
in Sec. 5 we introduce a PIP-based estimator for the power
spectrum; in Sec. 6 we discuss general extensions to the
inverse-probability approach and how the variance is influ-
enced by the choice of different weighting scemes; we con-
clude summarising our results in Sec. 7. In order to make the
paper more readable and focused, we decided to relegate to
the appendix the derivation of important formulae (Apps.
A, B, C) and relevant discussions/examples regarding the
concept of generalised weights (Apps D, E, F, G).
2 INVERSE PROBABILITY WEIGHTS
The inverse probability weights introduced by Bianchi &
Percival (2017) are based on the idea that if a pair appears
c times out of K equally-likely realisations of the targeting,
then by assigning a weight f = K/c to that pair, it will be
counted K times when summing over all the realisations, i.e.
once on average. This can be expressed as
1
K
K∑
n=1
f bη = f
1
K
K∑
η=1
bη = 1 , (1)
where b is a bitwise (i.e. logical) array such that
bη =
{
0 (false) pair discarded in the η-th realisation
1 (true) pair selected in the η-th realisation
. (2)
Trivially,
∑K
η=1 bη = c. Since the average count of each in-
dividual pair is unbiased, the resulting correlation function
estimator, which is a linear function of all pair counts, is
unbiased as well. Purpose of this work is to provide a rig-
orous formalism for this simple idea and explore possible
generalisations.
Clearly, the quantity of interest is the binary random
variable b ∈ {0, 1}, which is the appropriate statistical coun-
terpart of the array bη discussed above (bη can be seen as
a finite set of realisations of b). The variable b follows a
binomial distribution,
P(b) = pb(1 − p)1−b , (3)
where p is the selection probability. Since 〈b〉 = p, it fol-
lows immediately that, for p > 0, 〈b/p〉 = 1. This proves
the intrinsic unbiasedness of the estimator in a well-defined
statistical environment, i.e. in terms of expectation values.
Pairs with p = 0 are by definition unknowable. Irre-
gardless of the statistical approach adopted, any meaning-
ful consideration about such objects involves assumptions
whose nature and validity varies from case to case (see e.g.
discussion in Bianchi et al. 2018). For the rest of this work
we assume that there are no zero-probability objects, unless
otherwise stated.
Interestingly, b/p is not the only possible function of
b and p with expectation value equal to one. For example,
another simple solution is given by b+1−p, and more complex
expressions can be obtained via combinations, such as ab/p+
(1−a)(b+1−p), with a ∈ R. Additive expressions like b+1−p
are appealing because of their intrinsic stability for small
values of p, but they assign non-zero weight to objects that
are not observed. In the context of missing observations in
a redshift survey, this implies guessing the redshift of the
galaxies we did not observe, thus forcing the correction to
be model dependent. What makes the inverse probability
special is that b/p = 0 when b = 0.
It is also interesting to note that the whole inverse-
probability description is founded on the simple equality
〈b〉 = p. This suggest a very natural extension of the concept
to generic (non binary) random variables φ, in which b/p is
MNRAS 000, 1–20 (2018)
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replaced by φ/〈φ〉. We discuss explicitly this idea later, in
Sec. 6.
The true selection probability and its inverse are, in
general, unknown. In practice, we have to estimate them,
e.g., by rerunning several times a targeting algorithm1, thus
potentially creating sampling effects that need to be un-
derstood. In Sec. 4 we provide a well defined formalism to
address this issue.
One simple but important point to make is that, so far
we focused on pairs just for finiteness, but the formalism is
completely general. All the above considerations hold for any
n-plet and its corresponding n-point correlation function. Be-
side the growing interest in 3- and even 4-point functions
and the consequent need for adequate missing-observation
countermeasures, it is interesting to note that the reason-
ing also works for n = 1. In this case, following the nomen-
clature introduced by Bianchi & Percival (2017), we talk
about individual inverse probability (IIP). The IIP allows
us to recover an unbiased estimate of the full spatial distri-
bution of the galaxies, which can be used, e.g., as an input
for reconstruction algorithms (e.g. Eisenstein et al. 2007).
Note however that the unbiasedness is guaranteed only for
quantities that depend linearly on the n-plet under exami-
nation. For example, IIP weights return unbiased counts in
cell at any position in the sky but the corresponding 2-point
function is not necessarily unbiased, as extensively discussed
in Bianchi & Percival (2017), because it depends quadrat-
ically on the distribution of particles. On the other hand,
the 2-point function can be expressed as a linear combina-
tion of pairs and, therefore, we need pairwise weights for the
prescrition to work. Since reconstruction, in principle, de-
pends on all higher order statistics or, in other words, it is
not a linear operation on the individual 1-point counts, it is
not guaranteed that the reconstructed field obtained via ob-
served sample plus IIP will coincide with what we would ob-
tain if we could apply the reconstruction algorithm directly
to the parent sample. Nonetheless, being reconstruction a
large-scale process, which involves smoothing of the scales
. 15h−1Mpc, and being the IIP-PIP discrepancy typically
confined to separations smaller than this smoothing range2
(see Sec. 4), it seems likely that IIP will provide accurately
reconstructed fields in the vast majority of the scenarios of
interest. We will address this topic and the analysis of 3-
point functions in future works.
1 If, as it is often the case, the targeting algorithm is a stochas-
tic process initialised by random seeds, it suffices to change the
random seeds. If it is deterministic, as e.g. for the VIPERS sur-
vey, we can take advantage of the isotropy of the Universe and
shift the tiling of the survey from one realisation to one another.
The two approaches can be also combined. See Bianchi et al.
(2018); Mohammad et al. (2018); Smith et al. (2019) for discus-
sions/examples.
2 Note, however, that the smoothing is a 3-dimensional process,
whereas the IIP-PIP discrepancy in expressed in terms of angles.
It is not rigorously true that this discrepancy is confined to small
3-dimensional scales, but it is certainly true that its impact on
the 3-dimensional clustering is stronger on such scales.
2.1 Notation: operating instructions
There is one further important introductory comment to
be made, which concerns the notation and terminology
adopted. This work spans a relatively wide variety of topics
and keeping the notation fully rigorous and self consistent
throughout the whole text would result in overcomplicated
mathematical expressions. Specifically, we warn the reader
that, despite our goal is to provide a formalism for summary
statistics such as, e.g., the correlation function of a large set
of objects, it is actually often convenient to focus at first
on the behaviour of a single isolated object. This is what
we have done for the most part of this section and what
we will do often for the rest of the paper. In this respect,
a more general notation for the binary (selected/discarded)
variable b would be biη , where the index i indicates that bi
is the binary random variable associated to the i-th object
in the sample. Furthermore, we have to consider different
realisations of these random variables, which are encoded in
the index η. For simplicity, both indices, i and η, will be
suppressed throughout the rest of this work, unless there
is obvious ambiguity. To avoid confusion, when we need to
make the dependence on the realisation explicit we will al-
ways use greek letters, e.g. η.
Another potential source of confusion for the reader
comes from the fact that, so far, in the literature the dis-
cussion about probability weights has been limited to the
dichotomy individual versus pairwise weights, in the con-
text of galaxy pair counts. In such scenario each galaxy has
it own binary variable bi and, as a consequence, the binary
random variable associated to each pair is bi j = bibj , where
bi and bj are, in general, not independent. The fact that the
selection properties of a pair (or a n-plet) can be inferred
from those of individual objects is irrelevant for many of the
problems considered in this work. As discussed above, if we
are dealing with n-point functions, the irreducible building
blocks are n-plets. For this reason we will often talk about
objects rather than galaxies, pairs, triplet, etc. When we do
so it is intended that the object is the appropriate irreducible
entity for the statistics under examination, e.g. a pair if we
are dealing with 2-point correlation functions. For the same
reason we will often use the simple notation b, rather than,
e.g., bi j , unless there is obvious ambiguity (as e.g. for the
random variable φ in the discussion on generalised nearest
neighbour weights, Sec. 6).
3 SIMULATIONS
Many of the results presented in this paper are of theoretical
nature and, strictly speaking, would not require validation
via simulations. The main reason why we want to perform
tests with simulated data, beside providing a proof of con-
cept, is that the true distribution of the selection probabil-
ities is a free input in our modelling. More explicitly, we
can model the statistical properties of, e.g., a pair of galax-
ies with selection probability p, but different pairs will have
different probabilities and the statistical properties of the
overall clustering will depend on how these probabilities are
distributed across the whole sample. It is therefore desirable
to the test the performance of different models and esti-
mators in the presence of realistic clustering and selection
MNRAS 000, 1–20 (2018)
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algorithm or, in other words, realistic distribution of the se-
lection probabilities.
For this purpose we use the same simulation and
targeting algorithm adopted in Bianchi & Percival 2017.
Specifically, we use the data from the MultiDark MDR1
run (Prada et al. 2012), which adopts WMAP cosmology,
{Ωm,ΩΛ,Ωb, σ8, ns} = {0.27, 0.73, 0.047, 0.82, 0.95}, to trace
the evolution of 20483 particles over a (1000h−1Mpc)3 cu-
bical volume. We create a parent sample of potential targets
by applying a 0.005% dilution factor to the z = 0.5 snapshot.
The resulting catalogue consists of ∼ 4.3 × 105 dark matter
particles, with a number density of ∼ 4.3 × 10−4h3Mpc−3,
compatible with that of a modern galaxy survey. In the fol-
lowing we sometimes refer to these particles as galaxies.
We then obtain a collided catalogue by running two
passes of the of the maximum-randomness (MR) targeting
algorithm introduced in Bianchi & Percival (2017). Different
realisations of the targeting, i.e. different collided catalogues,
are obtained by changing the random seed of the algorithm.
We refer the reader to Bianchi & Percival (2017), specifi-
cally observing strategy OS2, for a detailed description of
the process. In brief, the MR algorithm works by randomly
picking a pair among those with separation smaller than a
given angular scale and randomly discarding one of the two
galaxies; the procedure is repeated until there are no collided
pairs left. Since we are dealing with a box, the collision scale
is not an angle but rather a length, which we arbitrarily set
to 1h−1Mpc. The so obtained fraction of observed galaxy
is ∼ 0.84, fully compatible with, e.g., the completeness ex-
pected for the final emission-line-galaxy sample of the DESI
survey.
Performing two passes of the algorithm is the simplest
way to ensure that there are no zero-probability pairs in
the sample, thus allowing us to isolate any sampling effect
coming from the finiteness of the of the number or real-
isations from zero-probability-related features, which have
already been discussed in previous works (Bianchi & Perci-
val 2017; Bianchi et al. 2018; Mohammad et al. 2018; Smith
et al. 2019). Having multiple passes is indeed very common
in modern surveys, but the way these passes are performed
is a survey-specific issue. Each survey has its own observing
strategy, simulating the different tiling patterns adopted to
cover the different survey footprints would go against the
all-embracing nature of this paper.
4 SAMPLING THE INVERSE PROBABILITY
As discussed in Sec. 2, the inverse probability weights yield
unbiased counts in cells for any object with non-zero prob-
ability of being observed. The quantity of interested 1/p is
unknown but can be estimated by running the targeting al-
gorithm K times over a given parent sample and counting
how many times c each object gets selected over the K in-
dependent realisations. To avoid confusion between different
kind of counts we will refer to c as the recurrence. Clearly,
the number of realisations needed for a fair sampling of the
probabilities depends on the probabilities themselves. In this
section we discuss the convergence properties (with respect
to K) of different estimators and we show how to model
subtle but relevant sampling effects.
We first consider a scenario in which, given a parent
sample, the inverse probability is evaluated from a set of K
realisations of the targeting and then used to correct the
clustering obtained from a new independent realisation of
the targeting. The recurrence c ∈ {0, . . . ,K} is a random
variable, distributed as
P(c) =
(
K
c
)
pc(1 − p)K−c . (4)
For a given K, the expectation value of any function wK =
wK (c, b) can be evaluated as
〈wK 〉 =
K∑
c=0
1∑
b=0
wK (c, b)P(c)P(b) . (5)
Since we want to assign zero weight to objects that are not
selected (see Sec. 2), we are interested in functions of the
form wK (c, b) = b fK (c). Explicitly, we have
〈wK 〉 =
K∑
c=0
1∑
b=0
b fK (c)
(
K
c
)
pc+b(1 − p)K−c+(1−b) . (6)
By performing the trivial summation over b, we obtain
〈wK 〉 = p
K∑
c=0
fK (c)
(
K
c
)
pc(1 − p)K−c , (7)
which makes clear that what we are looking for is a function
fK of the binomial variable c whose expectation value is
equal to 1/p. Trivially, fK = 1/p satisfies this requirement,
but this is of no practical use since we are looking for weights
that depend only on c (and the parameter K) and not on p,
which is unknown.
4.1 Inverse-count estimator
The most obvious ansatz, which we will refer to as inverse-
count (subscript ic), is fK = K/c plus an appropriate pre-
scription for handling the c = 0 divergence:
fK =
{
w0 c = 0
K
c c > 0
, i.e. wic =
{
bw0 c = 0
bKc c > 0
. (8)
The expectation value is obtained by substituting in Eq. (7),
〈wic〉 = w0p(1 − p)K +
K∑
c=1
K
c
(
K
c
)
pc+1(1 − p)K−c . (9)
Reasonable choices for w0 include w0 = 0 and w0 = K.
4.2 Efficient estimator
Here we consider an alternative approach, denoted as effi-
cient (subscript e), which consists of setting fK (c) = K+1c+1 or,
equivalently,
we = b
K + 1
c + 1
. (10)
By substituting in Eq. (7), it is easy to see (App. A) that
〈we〉 = 1 − (1 − p)K+1 . (11)
Thanks to the fact that we have a simple analytic expres-
sion for 〈we〉, it is possible to define a completely unbiased
estimator in a compact form,
wdeb = b
K + 1
c + 1
1
1 − (1 − p)K+1
, (12)
MNRAS 000, 1–20 (2018)
Understanding probability weights 5
but, similarly to the 1/p case just discussed, it is just an aca-
demic exercise, since the knowledge of the true p is formally
required.
4.3 Zero-trucated estimator
We now discuss the scenario in which the realisation un-
der examination is included in the set of realisations used to
evaluate the probabilities. In essence, this is the strategy im-
plicitly adopted in Bianchi & Percival (2017); Bianchi et al.
(2018); Mohammad et al. (2018); Smith et al. (2019). In
this scenario, when performing counts in cells it is impossi-
ble to have c = 0: by construction all the observed objects
have been selected at least once. The most natural estima-
tor, which we refer to as zero-truncated (subscript zt), is
wzt =
{
0 b = 0
K
c b = 1
, (13)
where c ≥ 1 if b = 1. Despite the definition of the zero-
truncated estimator resembling that of its inverse-count
counterpart, as we show below, its behaviour is actually
more closely related to that of the efficient estimator. In the
zero-truncated scenario the random variable c is distributed
as
P(c) =
(
K − 1
c − 1
)
pc−1(1 − p)K−c , (14)
with c ∈ {1, . . . ,K}. Following the same reasoning used for
the previous two estimators, we get
〈wK 〉 = p
K∑
c=1
fK (c)
(
K − 1
c − 1
)
pc−1(1 − p)K−c , (15)
which for fK (c) = K/c, or, equivalently,
wzt = b
K
c
, (16)
yields (see App. A)
〈wzt〉 = 1 − (1 − p)K . (17)
If we consider that by including the observed sample in
the set used to evaluate the weights we have effectively in-
creased the number of realisations, K  K+1, by comparison
with Eq.(11), it becomes clear that the efficient and zero-
truncated estimator have identical convergence properties.
4.4 Comparison of the estimators
In Fig. 1 we compare the performance of the different def-
initions of wK as a function of the true probability p, for
different number of realisations K. Note that the curves in
the figure are not obtained via simulations, but rather di-
rectly from Eq. 7. Specifically, we consider two versions of
the inverse-count estimator wic, corresponding to w0 = 0
(blue) and w0 = K (orange), and the efficient estimator we
(green). As discussed above, for this test, the performance of
the zero-truncated estimator wzt are identical by construc-
tion to those of the efficient estimator. Ideally, one would
wish to recover the reference amplitude 〈wK 〉/p−1 = 1 for
any value of the variable p, but this is in practice unfeasible
with a finite number of realisations. As expected, a regular
10 4 10 3 10 2 10 1 100
p
10 4
10 3
10 2
10 1
100
101
w
p
p
=
1/
K
p
=
10
/K
pK
p
2 K
2
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wic w0 = 0
wic w0 = K
we
10 4 10 3 10 2 10 1 100
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10 4
10 3
10 2
10 1
100
101
w
p
p
=
1/
K
p
=
10
/K
pK
p
2 K
2
K = 217
wic w0 = 0
wic w0 = K
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10 4 10 3 10 2 10 1 100
p
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10 3
10 2
10 1
100
101
w
p
p
=
1/
K
p
=
10
/K
pK
p
2 K
2
K = 868
wic w0 = 0
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Figure 1. Ratio between the expectation value of the weight 〈w〉
and the true value of the quantity that we are estimating, i.e. the
inverse probability 1/p, for three different number of realisations
of the selection process K (top of each panel). Three different
definitions of the weights are considered: inverse count with w0 = 0
(solid blue), inverse count with w0 = K (solid orange), efficient
estimator (solid green).
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improvement of the performance of all the estimators can
clearly be seen as K grows. It is also clear that, for any fixed
K, the efficient estimator returns a significantly better esti-
mate of 1/p compared to its inverse-count counterpart. From
a quantitative point of view, we yields an error of O(10−5)
at p = 10/K, which drops very quickly below numerical pre-
cision for larger values of p. For comparison, at the same
abscissa p = 10/K the accuracy of wic is about four order of
magnitude worse. Perhaps even more importantly, the over-
all behaviour the inverse-count estimator is non monotonic
with respect to p, for both values of w0. This may cause
uncontrolled cancellations when testing its convergence on
real datasets. When dealing with galaxy surveys, these non
monotonic features could even induce scale-dependent ef-
fects on the measured clustering, at least in theory.
To understand how correlation-function measurements
respond to the different choices of the estimator and how
quickly they converge by increasing K, we need to imag-
ine of integrating the curves in Fig. 1 weighted by the dis-
tributions of the selection probabilities of the pairs a the
various separation scales. Since any global effect on the am-
plitude gets absorbed by the pair-counts normalisation, it
is the scale dependence of these distributions that can cre-
ate deviations from the true correlation. For this reason
trying to infer a minimum reasonable value for K directly
from Fig. 1, e.g. Kmin ∼ 10/pmin for the efficient and zero-
truncated estimators, where pmin is the probability of the
most unlikely pairs, would realistically lead to overly conser-
vative conclusion. We rather suggest to perform convergence
tests. In Fig. 2 we show the performance of the inverse-count
estimator on measurements of the (Legendre) monopole ξ0
(top panel), quadrupole ξ2 (central panel), and hexadecapole
ξ4 (lower panel), from our simulation (Sec. 3). The PIP
weights are computed for three different number of realisa-
tion K = 62, 217, 868, violet, green and orange, respectively,
and they are used to correct the clustering measurements
from 124 independent realisation of the targeting. The pair
counts are normalised by the total number of weighted pairs
in each sample. Not surprisingly, the convergence to the true
value, measured directly from the parent sample, does not
seem to be monotonic. Especially for the monopole, it seems
clear that the K = 62 measurement agrees more with the true
value than the (in principle) more accurate K = 217 and
K = 868 measurements. This is clearly a chance coincidence,
explained by the non monotonic behaviour, with respect to
p, of the inverse-count estimator and confirmed by the more
regular convergence, for increasing K, of the other two mea-
surements. Furthermore, we note that even the largest value
of K considered in this work leads to a non negligible un-
derestimate of the true monopole. In Fig. 3 we show the
results for the efficient estimator. Clearly all the issue en-
countered with the inverse-count estimator are removed by
this new approach. The convergence with K is regular and
much faster. Even with just K = 217 the measurements are
in good agreement with the true value.
In light of the above, we recommend to use either the ef-
ficient or the zero-truncated estimator, which share the same
convergence properties, instead of the inverse-count estima-
tor. Choosing between efficient and zero-truncated appears
to be a practice-related issue. If we have a parent sample
with K realisations of the selection process, it is convenient
to use all the realisations for both deriving the weights and
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Figure 2. Legendre multipoles of the redshift-space correlation
ξ (multiplied by the square of the separation s2 for visualisation
purposes) measured from the simulation via the inverse-count
estimator compared to their reference values obtained directly
from the parent sample (black dashed). When deriving the PIP
weights, three different number of realisations of the targeting
have been considered: K = 62 (solid purple), K = 217 (solid green),
K = 868 (solid orange). In the top panel of each plot we show the
mean obtained from 124 realisations of the targeting (indepen-
dent from those used to compute the weights) with error bars
corresponding to their standard deviation. In the lower panels we
show the ratio between mean and reference, with error bars of the
mean. MNRAS 000, 1–20 (2018)
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Figure 3. Same as Fig. 2 but for the efficient estimator.
testing (e.g. by taking the mean of the weighted samples).
This can be done with the zero-truncated estimator. When
adopting this strategy it is important to be aware that we are
enforcing the exact cancellation of the fluctuations around
the mean value, which, formally, should be reached only for
K →∞. In other words, we will always find an apparent in-
consistency between the behaviour of the mean and its error
bars, the former matching the expected value better than
what suggested by latter. Other than this visualisation arte-
fact, we did not find any obvious reason against this strategy
and, as consequence, we decided to adopt it for the rest of
this work.
4.5 Sampling individual and pair probabilities
In this section we discuss sampling effects that arise when
comparing individual (IIP) with pairwise inverse probabili-
ties (PIP). There are, at least, two common circumstances
in which these effects become relevant and require appropri-
ate modelling: (i) when computing the normalisation of the
correlation function; (ii) when evaluating the characteristic
length s(c)⊥ ∈ [0,∞] above which the probability of pairs can
be well approximated by the product of individual probabil-
ities3.
We consider the common situation of having K reali-
sations of the targeting from which we want evaluate both
individual and pair weights. Given a pair formed by galaxies
1 and 2, we denote with c12, c1, c2 the corresponding recur-
rences and p12, p1, p2 the true probabilities. Via combina-
tory calculus, it can be shown (App. B) that if p12 = p1p2,
i.e. the galaxies are selected independently, the probability
distribution of c12 given c1 and c2 is given by
P(c12 |c1, c2) =
(
c1
c12
) (
K − c1
c2 − c12
) (
K
c2
)−1
, (18)
where4 0 ≤ c12 ≤ min(c1, c2).
As a consequence, the (conditional) expected value for
fK (c12) becomes
gK (c1, c2) =
min(c1,c2)∑
c12=0
fK (c12)P(c12 |c1, c2) , fK (c1) fK (c2) .
(19)
Similarly, for the zero-truncated scenario we have
Pzt(c12 |c1, c2) =
(
c1 − 1
c12 − 1
) (
K − c1
c2 − c12
) (
K − 1
c2 − 1
)−1
, (20)
where 1 ≤ c12 ≤ min(c1, c2), which leads to the same conclu-
3 With a more realistic survey geometry, beyond plane paral-
lel approximation, the selection-correlation length obviously be-
comes a separation angle θc ∈ [0, 2pi].
4 Despite the appearances, Eq. (18) is symmetric with respect
to c1 and c2. This can be seen, e.g., by expressing it in terms of
factorials,
P(c12 |c1, c2) = c1!(K − c1)!c2!(K − c2)!
c12!(c1 − c12)!(c2 − c12)!(K − c1 − c2 + c12)!K! .
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sion,
gK (c1, c2) =
min(c1,c2)∑
c12=1
fK (c12)Pzt(c12 |c1, c2) , fK (c1) fK (c2) ,
(21)
as before. This ultimately shows that, when we try to as-
sess the selection correlation length, e.g. by taking the ratio
of PIP and IIP pair counts or their difference, we measure
an apparent correlation even when the true one is zero. As
anticipated there are two relevant consequences, which we
discuss in the following.
(i) The exact normalisation nDD of the galaxy pair counts
DD requires computational demanding counts over all the
pairs in the sample. Compared to DD counts, the direct
evaluation of nDD is order of magnitudes more time consum-
ing since the process cannot be speeded up through linked
lists or similar computational shortcuts. If the selection-
correlation length is much smaller than the size of the survey,
sc  L, it should be possible to obtain the normalisation
from the individual weights as nDD = 12
[
(∑wIIP)2 −∑w2IIP] ,
where the sums are performed over all the observed galaxies.
Unfortunately, as shown in Fig. 4, this approach tends to fail.
Against the intuition, in the vast majority of the cases, such
behaviour does not mean that the selection-correlation has
a large impact on the normalisation factor, but rather it is
a direct manifestation of the sampling effects just discussed.
The correct normalisation can be obtained as
nDD =
1
2

K∑
i
K∑
j
gK (i, j) hi hj − A
 , (22)
with hi =
∑Ngal
n=1 δ
K
cn,i
, where δK is the Kronecker delta,
which is just a formal way to say that hi is the unnor-
malised distribution, measured from all the galaxies in the
sample, of their recurrence cn. For the inverse-count and ef-
ficient estimator gK is obtained from Eq. 19 and the sums
are performed from i, j = 0, whereas for the zero-truncated
estimator, gK is obtained from Eq. 21 and the sums are per-
formed from i, j = 1. TheA term on the righthand side of the
equation represents the autocorrelation of the galaxies with
themselves. This term is typically subdominant but there is
no point in neglecting it since it can be easily computed as
A =
Ngal∑
n=1
gK (cn, cn) . (23)
We stress that, for any realistic value of K, the evaluation of
Eq.22 is computationally costless5.
(ii) When dealing with missing observations, it is useful to
know if it exists a characteristic length s(c)⊥ above which the
selection-correlation is negligible or, in other words, above
which we are allowed to use IIP instead of PIP weights. One
5 Since the evaluation of gK involves lengthy factorial calcula-
tions we strongly recommend to tabulate once for ever the cor-
respondent 2-dimensional array, of effective size K(K + 1)/2 (the
array is symmetric with respect to the diagonal), for the K of
interest and simply recall it when computing normalisations and,
especially, when performing pair counts.
advantage of using IIP weights is that they can be straight-
forwardly assigned to a grid and, consequently, used as an
input for fast Fourier transform (FFT) algorithms (see Sec.
5 for a more exhaustive discussion). A practical way to in-
fer s(c)⊥ is to take the ratio of the pair counts obtained via
PIP with those obtained via IIP. In Fig. 5 is reported the
selection-correlation coefficient DDPIP/DDIIP − 1, as a func-
tion of the perpendicular separation6 s⊥, measured from the
simulation via the zero-truncated estimator. The inverse-
count and efficient estimators yield similar results. The up-
per panel shows the overall behaviour of the coefficient, with
a y-axis scale large enough to follow its largest fluctuations.
Not surprisingly, the selection correlation becomes negative
below about 1h−1Mpc, which corresponds to the collision
scale. To understand what happens at larger scales we need
to zoom in on the y-axis, central panel. Two different mea-
surements are reported, the red curve is the same as the
upper panel, the blue curve is obtained via Eq. 21. Specif-
ically, DDPIP =
∑
w
(12)
zt is the same for both measurements,
whereas DDIIP =
∑
w
(1)
zt w
(2)
zt for the uncorrected case and
DDIIP =
∑
w
(12)
ind for the corrected case, where we defined
w
(12)
ind = bgK (c1, c2). As usual, b is the binary random vari-
able encoding whether the pair is selected or not and the
sums are performed in bins of the separation. The uncor-
rected measurements show a correlation tail that extends to
the largest separations, which completely disappears for the
corrected estimator.
The same behaviour is observed for DDPIP−DDIIP, which is
the quantity of interest for the power spectrum, as discussed
in Sec. 5. In lower panel of Fig. 5 we show this quantity mea-
sured with (solid blue) and without (solid red) the sampling
correction. As expected we see that without a proper treat-
ment of the sampling effects, Eq. 20, we would be misled by
the presence of an apparent large-scale selection correlation,
even more evident than for the DDPIP/DDIIP case.
To summarise, we have assumed that the selection pro-
cess is independent, p12 = p1p2, derived a theoretical pre-
diction for the sampling-induced selection correlation and
shown that it exactly matches what observed in our simu-
lation on scales larger than about 3h−1Mpc. We conclude
that, on those scales, the selection probabilities are actually
independent.
Finally, we note an inversion of the sign of the selection
correlation, with a sharp peak at about 2h−1Mpc, which is
barely noticeable in the upper and lower panel of Fig. 5, but
becomes quite apparent when we zoom in on the y-axis (cen-
tral panel, not to be confused with the error bars). Although
small, this feature is interesting as it represents empirical ev-
idence of the fact that, in addition to the expected anticor-
relation below the collision length, fibre collisions also create
a, more counterintuitive, positive correlation just above such
length.
6 Since we are dealing with a periodic box, s⊥ can be interpreted
as an angle.
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Figure 4. Impact on the Legendre monopole of the correla-
tion function ξ0 of ignoring the sampling correction in the pair-
count normalisation nDD . Specifically, we compare the mean of
the monopole obtained via PIP weights (zero-truncated estima-
tor) from K = 217 realisations of the targeting with nDD =
[(∑wIIP)2−∑w2IIP]/2 (solid red) and nDD obtained via Eq. 22 (solid
blue). Both measurements are divided by the reference value mea-
sured directly from the parent sample. The error bars are the
standard deviation of the mean, slightly shifted for visualisation
purposes.
5 FOURIER SPACE
In large-scale structure analysis it is customary to pair
correlation-function measurements with measurements of its
Fourier-space counterpart, the power spectrum P(k), which
suffer of comparable missing-observation issues. Since the
targeting is intrinsically a configuration space process, the
PIP correction for the power spectrum is less straightfor-
ward but can be obtained through a similar reasoning. The
main concept is that, analogously to what happens in config-
uration space, where the correlation function is a sum over
pairs that are either observed or not, the power spectrum
can be seen as a sum over modes in k-space, which are ei-
ther observed or not. It follows that, by weighting each of
this modes for its inverse probability of being observed we
obtain unbiased estimates of the power spectrum. Note that
by modes in k-space we mean exp[is · k], where s is a wave
number (corresponding to a pair separation) and k is the
variable. The problem with the usual configuration space
modes, for which k is the wave number, is that they do not
have the same true/false nature of their k-space counterpart,
in other words, an individual configuration-space mode can
be damped but not cancelled by missing observations.
Following common practice, we introduce the density
fluctuation as F(r) = n(r) − αns(r), where n and ns are, re-
spectively, the number density of galaxies and of a random
catalog covering the same volume of the parent sample, but
1/α times denser and fibre-assignment free. In order not to
overcomplicate the notation, we do not consider standard
FKP weights (Feldman et al. 1994), but their inclusion is
straightforward. We define the multipole power spectrum
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Figure 5. Determination of the selection-correlation length. Top
panel: selection-correlation coefficient DDPIP/DDIIP − 1 as a func-
tion of the perpendicular separation s⊥, where DDPIP and DDIIP
are the mean of the pair counts obtained via PIP and IIP weights,
respectively, from K = 217 realisations of the targeting. Central
panel: same as top panel but with a finer scale for the y axis.
Two different measurements are reported, corresponding to dif-
ferent definitions of DDIIP, with (solid blue) and without (solid
red) sampling correction, as defined in the text. Note that, in or-
der to accommodate in the figure the sharp (positive) correlation
peak at ∼ 2h−1Mpc, the y-axis scale actually gets coarser in the
upper part of the panel. Lower panel: same as central panel but
for the quantity DDPIP−DDIIP. The error bars (slightly shifted for
visualisation purposes) are the standard deviation of the mean.
estimator as (Feldman et al. 1994; Yamamoto et al. 2006),
P`(k) = (2` + 1)I
∫
dΩk
4pi
[∫
d3r1
∫
d3r2 F(r1)F(r2)
× eik·(r1−r2)L`(kˆ · ηˆ) − S(k)
]
, (24)
where ηˆ = ηˆ(r1, r2) denotes the line of sight (LOS) of the pair
formed by galaxies 1 and 2, dΩk the solid-angle element in
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k-space, L` the `−th order Legendre polynomial and S the
shot noise term. For the normalisation factor we adopt the
standard I =
∫
d3r n¯2(r), where n¯ is the expected mean space
density of galaxies, which guaranties that the no-window-
function limit is recovered.
It is well known that the evaluation of Eq. (24) can
be speeded up by several order of magnitudes in two steps:
(i) defining the LOS of a pair as the LOS of one of the
two galaxies (Yamamoto et al. 2006); (ii) properly expand-
ing the integrand in a form that is compatible with the
use of FFTs (Bianchi et al. 2015; Scoccimarro 2015, se also
Hand et al. 2017). The resulting computationally-efficient
algorithm is not pair based and, as a consequence, the in-
corporation of PIP weights is not straightforward. On the
other hand, IIP weights are fully compatible with this mod-
ern version of the estimator. A straightforward way to see it
consists of expressing n as an explicit sum over Dirac deltas,
n =
∑
i δD(r − ri), and then replacing it with its weighted
counterpart, nIIP =
∑
i w
IIP
i δD(r − ri).
In Fig. 6 we compare measurements of P` obtained via
IIP (dotted blue) with those obtained via the nearest neigh-
bour correction (NN, short dashed orange). This latter tech-
nique is a traditional countermeasure to the missing obser-
vation problem, which consists of assigning the weight of a
missing galaxy to its closest (angular) companion (e.g. An-
derson et al. 2012). Both curves correspond to the mean from
K = 217 realisations of the targeting. The reference value is
the full parent sample (dashed black). For all measurements
in this section we used FTTW7 with 5123 grid nodes and
cloud-in-cell grid assignment. No antialiasing procedure has
been applied. Note that, since we are dealing with a periodic
box, the estimator expression, Eq. (24), gets significantly
simplified and we actually do not need a random sample. We
will perform tests with more realistic survey geometries in
future works. The inverse probabilities are obtained via the
zero-truncated estimator, which, as discussed in Sec. 4, ap-
pears to be the most meaningful and straightforward choice
in most of the situations. All the monopoles are shot-noise
subtracted according to
S0(k) =
∫
d3r σ2w(r) + α
∫
d3r n¯(r) , (25)
whereas S` = 0 for ` > 0. The quantity σ2w is defined by
〈w2〉 = σ2wδV , where we adopted standard procedure of di-
viding the survey volume into a grid with cells of volume δV
containing no more than one particle each, see e.g. Feldman
et al. (1994). In practice we estimate S0 just by summing
over all the observed galaxies,
∫
d3r σ2w(r) 
∑
i w
2
i .
It is clear from the figure that, not surprisingly, IIP
weights perform better than the standard NN but a system-
atic effect still persists, especially for large k. To address
this undesired residual bias we need to modify Eq. (24) to
account for PIP corrections. Here we present the final re-
sult of the calculations, a more detailed derivation is pre-
sented in App. C, but it should be clear from the equation
itself that the correction consists of a weighted sum over k-
space modes, as anticipated earlier. The full PIP power spec-
trum, conveniently expressed in terms of its IIP counterpart
(which includes shot-noise correction) and an additive pure
7 Fastest Fourier Transform in the West: http://fftw.org
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Figure 6. Legendre multipoles of the redshift-space power spec-
trum P (multiplied by the wave number k for visualisation pur-
poses) measured from the simulation and compared to their ref-
erence values obtained directly from the parent sample (black
dashed). In the upper panel of each of the three plots we show
the measurements obtained from K = 217 realisations of the tar-
geting via PIP weights (solid grey) together with their mean (solid
red); the corresponding IIP-to-PIP corrections, as defined in the
text (solid green); the mean of the measurements obtained via
IIP weights (dotted blue); the mean of the measurements ob-
tained via NN weights (short-dashed orange). In the lower panels
we show the ratio between mean and reference, with error bars of
the mean. MNRAS 000, 1–20 (2018)
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PIP contribution, reads
PPIP` (k) = PIIP` (k) +
(2` + 1)
I
∫
dΩk
4pi
∑
i j
Ai jeik·(ri−r j )L`(kˆ · ηˆi j )
= PIIP` (k) + (−i)`
(2` + 1)
I
∑
i j
Ai j j`(ksi j )L`(sˆi j · ηˆi j ) ,
(26)
where
Ai j = wPIPi j − wIIPi wIIPj , (27)
and we defined si j = ri − rj . In the second raw of the equa-
tion we carried out the k-space angular integration ( j` are
spherical Bessel functions of the first kind, see e.g. Wilson
et al. 2017). This is computationally convenient when loop-
ing over the separations si j , since it allows us to update a
one dimensional array rather than a three dimensional one.
Also note that, due to trivial symmetries, it is in practice
convenient to restrict the sum to i > j and correct the nor-
malisation accordingly. Even with this latter tricks, a full
evaluation of the PIP correction can be computationally pro-
hibitive for the typical number of galaxies, O(107), observed
by modern spectroscopic surveys. Luckily, if Ai j = 0 above
some angular separation, sc  L, where L is the scale of
the survey, the whole process can be speeded up by sev-
eral order of magnitude through the use of linked lists (our
choice) or similar computational shortcuts, which allow us
to efficiently exclude from the computational loops all the
pairs with separation larger than sc (or any other arbitrary
separation). sc is an input parameter for these algorithms,
which can, and should, be predetermined from the sample
itself. Thanks to the statistical tools developed in Sec. 4, we
can safely say that the scale below which the selection corre-
lation is genuine and the PIP correction must be taken into
account corresponds to sc ≈ 2h−1Mpc, see the lower panel
of Fig. 5.
In Fig. 6 we show the PIP-corrected measurements of
P` obtained from the 217 realisations of the targeting (solid
grey) together with their mean (solid red) and the ampli-
tude of each individual correction (solid green). The PIP
approach yields unbiased measurements on all scales and
for all the multipoles. For the figure we adopted a conser-
vative sc = 5h−1Mpc, but we have checked that smaller val-
ues of the selection-correlation length yield identical results.
Only by going well inside the selection-correlated region,
sc . 1h−1Mpc, we eventually started seeing some appre-
ciable deviation from the true value. Even with this conser-
vative choice of sc the evaluation of the PIP correction is
extremely fast8, the amount of cpu time is comparable or
even smaller than that required for the raw power spectrum
calculation via FFTs. It is worth noting that all the largest
systematic-error fluctuations, lower part of each panel of Fig.
6, correspond to zero-crossing regions of the reference value,
which is at the denominator, and, therefore, they are just
8 The computational time scales with the number of pairs with
angular separation smaller than sc . Larger and denser samples
require more time, but, realistically, the most crucial ingredient
will always be sc . Each survey and the correspondent targeting
strategy deserve a specific treatment, but it seems clear that an
increase of the correlation length of, say, a factor 10 would have
a very relevant impact on the total cpu time.
plotting artefacts. Regarding the largest wave numbers, here
we are limited by aliasing but the PIP correction is not and
there is no obvious reason why it should not work up to
arbitrarily large values of k.
In Fig. 7 we can have a closer look to the raw PIP
contributions measured from the 217 samples. Thanks to
the fact that the quantities on the y axis are not multiplied
by k, at variance with Fig. 6, we can appreciate their actual
scale dependence. Quite clearly, even for the monopole there
is no easy way to incorporate the missing-observation effect
in a constant shot-noise term to be marginalised over.
6 GENERALISING THE PROBABILITY
WEIGHTS
As anticipated in Sec. 2, there is ample room for generalisa-
tions of the whole probability-weights prescription. The key
observation is that b/p, where b is a binary variable, can be
actually interpreted as b/〈b〉. It then becomes obvious that
any weight in the form φ/〈φ〉, where φ ∈ R and 〈φ〉 , 0,
share with the inverse probability the property of yielding
unbiased estimates. In other words, probability weights are
just a special case, more precisely the binary limit, of a more
general statistical recipe.
6.1 Generalised nearest neighbour
For finiteness, we can imagine of using NN weights rather
than b, which means that the variable of interest is now
φNN ∈ N. More precisely, for any given galaxy in the parent
sample we have
φNNi =
{
0 galaxy discarded in the η-th realisation
aη galaxy selected in the η-th realisation
, (28)
where aη ∈ {1, . . . , Ngal} is the number of nearest (unob-
served) neighbours of that galaxy in the η-th realisation. If
the total number of realisation of the targeting is K, the
weight of a pair becomes
wi jη =
φiηφ jη∑K
β φiβφ jβ/K
, (29)
where we omitted the superscript NN. Here we are using
K/∑Kβ φiβφ jβ as an estimator for 〈φiφ j〉−1, ignoring, for sim-
plicity, any possible sampling effect similar to those dis-
cussed in Sec. 4. These generalised NN weights have very
similar properties to the PIP ones, in the sense that they
share the same pairwise nature, which, in both cases, yield
unbiased estimates of the clustering9. Analogously to the
PIP case, the unbiasedness follows by construction from the
fact that each pair is counted once on average.
The main difference is that the new weights can vary
from one realisation to one another, i.e. they are no longer
in the form w = b f , with f = const, but rather f depends
9 The generalised NN weights are compatible with fast bitwise-
operator-based pair counting algorithms, just slightly more com-
plex than those routinely used for the PIP weights, see Bianchi
& Percival (2017). In essence, each NN weight can be seen a col-
lection of a few standard bitwise weights. This is actually the
strategy adopted for the measurements presented in this work.
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Figure 7. True amplitude of the IIP-to-PIP corrections of Fig.
6, i.e. without the k factor on the y axis, in order to show their
actual k dependence.
on η. As a consequence, despite the two estimators having
the same expectation value, variance and all higher order
moments may differ. It is easy to see that, in the idealised
case of a single object, the minimum variance is obtained via
inverse probability. Nonetheless in any real-life scenario we
have to deal with summary statistics, e.g. correlation func-
tions, measured from multiple objects, e.g. pairs of galaxies,
in which case the optimality of the inverse probability may
no longer hold. This is the topic of the following discussion.
6.2 Variance of the weights
In the idealised case of a single object10 the variance reads
σ2 =
〈
φ2
〈φ〉2
〉
−
〈
φ
〈φ〉
〉2
=
〈φ2〉
〈φ〉2 − 1 , (30)
which in the case of pure inverse probability, φ = b, reduces
to
σ2b =
1
p
− 1 . (31)
When dealing with missing observation it is desirable to have
zero weight for an object that is not observed (Sec. 2), there-
fore the variables b and φ are not independent, precisely
φ = 0 if b = 0 (not necessarily viceversa). This, together
with the fact that both variables are renormalised in order
to have expectation value equal to one, creates a lower bound
in the variance, which is obtained when the variable is con-
stant on its support, i.e. in the inverse probability case. In
other words, the generalised weight of an object φ/〈φ〉 can
be interpreted as redistributing the probability weight b/p
of that object among the realisations in which the object
has been observed, while keeping the sum over all the re-
alisations fixed. If there is only one object, the process can
only add variance to the estimator.
Things change when we consider multiple objects. If N
is the total number of objects, the variance becomes
σ2 =
〈(
N∑
i=1
φi
〈φi〉
)2〉
−
〈
N∑
i=1
φi
〈φi〉
〉2
=
N∑
i=1
〈φ2i 〉
〈φi〉2
+ 2
N∑
i> j
〈φiφ j〉
〈φi〉〈φ j〉 − N
2 , (32)
which, for φ = b, reduces to
σ2b =
N∑
i=1
1
pi
+ 2
N∑
i> j
pi j
pipj
− N2 . (33)
Not surprisingly, now the variance also depends on irre-
ducible cross terms, 〈φiφ j〉, which reduce to pi j for the
inverse-probability weights. As regards the minimum vari-
ance, similarly to the single-object case, the first term on the
righthand side of Eq. (32) is minimised by setting φ = b. This
is not necessarily true for the second term. Indeed a clever
choice of φ can reduce the second term enough to make the
10 Note that here by single versus multiple objects we do not
mean a galaxy versus a pair or a triplet but rather a galaxy versus
many galaxies or a pair of galaxies versus many pairs of galaxies,
etc. In other words, by single versus multiple objects we do not
mean IIP versus PIP.
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entire variance smaller. We show in App. D a purely peda-
gogical toy example that proofs the concept, but it should
be clear from Eq. (32) that the key ingredient is the anti-
correlation of the different φi associated to different objects.
For finiteness, we can particularise the above considerations
to the familiar correlation-function case. In this scenario N
is the number of pairs of the parent sample in a given sep-
aration bin, N = DD(p)(s). Eq. (33) represents the variance
of the PIP weights (ignoring any sampling effect, Sec. 4),
which depends on the 4-point function via the pi j term in
the second sum on the righthand side of the equation.
While discussing the variance of the weights it is useful
to make a few remarks, in order to avoid confusion. In our
modelling we require each single object to be unbiased on
its own, i.e. each single object on average is counted once.
We will refer to this requirement as strong unbiasedness.
Strictly speaking, strong unbiasedness is not necessary when
the quantity of interest is the result of the contribution of
many different objects. Once again, it is convenient to for-
mulate the problem in the familiar correlation-function lan-
guage. Clearly, in this scenario what we really need is that
the total pair counts are unbiased, i.e. 〈DD(s)〉 = DD(p)(s). It
is indeed possible to imagine pair weights capable of recov-
ering DD(p) (which, just for clarity, in the general notation
of Eqs. (32) and (33) corresponds to the quantity denoted
with N) while not obeying to the strong-unbiasedness re-
quirement. Such weights could in principle allow us to re-
duce the overall variance, thank to the simple fact that they
add further degrees of freedom to play with for the mod-
elling. The fundamental problem with this approach is that,
in practice, in order to derive this kind of weights, an a priori
knowledge of the result is required. For example, if we knew
DD(p) in advance, we could weight each pair with separa-
tion s by DD(p)(s)/DD(s) and recover unbiased correlation
function with zero variance, but this is, of course, a circular
argument: if we knew DD(p)(s), we would not have a missing-
observation problem at all. Relying on strong unbiasedness
appears to be the only robust way to deal with missing ob-
servations. In essence, by enforcing it, we take advantage of
the fact that each pair is an irreducible building block, which
has to contribute a known-a-priori term N = 1 to the total
budget, irregardless of the separation.
6.3 Generalised angular upweighting
Among the most popular weighting schemes, angular up-
weighting (AUW, see e.g. Hawkins et al. 2003) is certainly
one of the furthest from the concept of strong unbiased-
ness. The technique consists of correcting the 3-dimensional
pair counts by weighting each pair according to its angu-
lar separation θ. Specifically, the weights have the form
DD(p)a (θ)/DDa(θ), where numerator and denominator are the
angular pair counts of parent and observed sample, respec-
tively. The so obtained 3-dimensional pair counts are de-
signed to match exactly the angular pair counts of the par-
ent sample, but, clearly, the individual contribution of each
pair is not forced to be equal to 1. When used as a missing-
observation countermeasure, it has been shown that AUW
on its own is not unbiased (e.g. Guo et al. 2012), at least
not by construction, in the sense that its effectiveness in
recovering the true 3-dimensional clustering will always de-
pend on the sample under examination. On the other hand,
when combined with an already unbiased clustering esti-
mator, AUW becomes a very effective tool for variance re-
duction, as shown by Percival & Bianchi (2017). Indeed us-
ing PIP plus AUW is the strategy successfully adopted by
Bianchi & Percival 2017; Bianchi et al. 2018; Mohammad
et al. 2018; Smith et al. 2019. Essentially, it allows us to
optimise the usage of the information available by bring-
ing back into 3-dimensional measurements the full, missing-
observation free, angular information. Consequently, we ex-
pect the so obtained variance to represent (or, at least, be
very close to) a lower limit.
It is interesting to note that strong unbiasedness can
be enforced in the AUW-plus-PIP weights. Following once
again the simple concept w = φ/〈φ〉, in the same fashion as
the generalised NN weights, for the generalised AUW the
weight of a pair becomes
w = b
DD(p)a
DDPIPa
〈
b
DD(p)a
DDPIPa
〉−1
, (34)
which is, by construction, a fully debiased version of the
standard AUW (b is the usual binary variable encoding
whether the pair has been selected or not and DD(p)a /DDPIPa
is a function of θ). It is also possible to not use PIP weights
at all, DDPIPa  DDa, but this approach requires iterations,
such as those described in App. G, to reach a variance com-
parable to that obtained via the weights defined in Eq. (34).
6.4 Comparison
In Fig. 8 we show a comparison between this generalised
AUW and the other different weighting schemes just dis-
cussed. More examples and further discussions about ad-
vantages/drawbacks and implementation of the different ap-
proaches are presented in Apps. E, F and G.
In the figure we report the correlation function mea-
sured via generalised AUW (red solid), PIP weights alone
(solid orange), generalised NN (solid green), PIP plus AUW
(solid blue). It is important to stress that the purpose of
the figure is to illustrate the different properties of the dif-
ferent estimators, rather than determining which one per-
forms better. In order to emphasise such differences, we
adopt a fixed normalisation for all pair counts, correspond-
ing to the standard normalisation of the parent sample,
nDD = Ngal(Ngal − 1)/2. As discussed in the following, this
effectively disfavours some of the measurements as, e.g. pure
PIP weights. Indeed, as shown in App. E, when all the esti-
mators are properly normalised, they yield almost identical
results. On the other hand, we show in App. F that it is
possible to imagine more extreme targeting algorithms for
which, even when properly normalised, different estimators
give different results.
First we note that, with the only exception of PIP plus
AUW, all different approaches yield the same identical ex-
pectation value. In other words, red, orange and green curves
in the central panels are perfectly superimposed and indis-
tinguishable (the error bars are displaced for clarity). This is
expected as a direct consequence of having imposed individ-
ual unbiasedness. On the largest scales these methods show a
small systematic lack of power in the monopole. This is also
expected since there are pairs that have not been targeted in
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Figure 8. Comparison of the Legendre multipoles of the cor-
relation function ξ measured from the simulation via different
weights: generalised AUW (solid red); pure PIP (solid orange);
generalised NN (solid green); PIP plus AUW (solid blue). The
reference values are obtained directly from the parent sample
(black dashed). All the weighted measurements are the mean
from K = 217 realisation of the targeting. For illustrative pur-
poses the normalisation of all the pair counts is kept fixed,
nDD = Ngal (Ngal − 1)/2. In the top panel of each of the three
plot we report the amplitude of the multipoles (multiplied by the
separation squared s2 for visualisation purposes) with error bars
corresponding to the standard deviation. Central panels: ratio be-
tween the weighted multipoles and the reference with error bars
of the mean. Lower panels: standard deviation of the multipoles
divided by their mean.
any of the K = 217 realisations. The effect disappears when
the proper normalisation factor is adopted (see App. E),
but as anticipated above, here we prefer not to do that, in
order to help the reader visualise the conceptual differences
between the different approaches11. By construction, the op-
timal normalisation for PIP plus AUW (solid blue) coincides
with that of the parent sample and, as a consequence, we do
not observe any systematic effect.
As regards the variance, PIP plus AUW and generalised
AUW yield the smallest variance, at least for the monopole
(for the quadrupole and hexadecapole we do not see any
appreciable behaviour difference). Generalised NN seems to
have a slightly smaller variance compared pure PIP weights,
but keep in mind that with a proper normalisation all the es-
timators, including those based on AUW, yield similar vari-
ance, at least for the relatively regular targeting algorithm
considered here. We show in App. F that the gap between
pure PIP and generalised NN can be much larger under more
extreme (but less realistic) targeting criteria. On the other
hand, AUW, either coupled to PIP or generalised, seems to
define an effective lower bound for the variance, under any
circumstance. In the following we briefly discuss the useful-
ness of having different possible approaches to choose from.
Compared to PIP plus AUW, the main advantage of the
generalised AUW is that it yields unbiased estimates even
if the angular correlation function is wrong, in which case
the only consequence is that the variance is not fully opti-
mised. Indeed, a quick inspection of Eq. (34) reveals that the
amplitude of the angular correlation function gets canceled
out in the weighting process, the only relevant information
is contained in the fluctuations from one realisation to one
another. This can be useful, e.g., when dealing with volume
limited subsamples. In such circumstances it is impossible
to establish if a missing galaxy belongs to the sample or not
because to do so we would need to know its redshift. As
a consequence, the true angular correlation function of the
subsample is unknown, we only know the angular correlation
of the full parent sample and, in principle, the two may dif-
fer. With the generalised approach it is possible to improve
the variance of the measurements without the risk of biasing
the results on account of improper angular upweighting.
On the other hand, when the angular correlation of the
sample is known, it is probably preferable to use PIP plus
AUW, which is simpler and computationally faster12. It is
also worth reminding that, as first discussed in Bianchi et al.
(2018), beside the beneficial effect on the variance, coupling
traditional AUW to PIP weights also corrects for pairs with
zero or too-low-to-be-sampled probability, i.e. the unobserv-
able ones. This is not rigorous, since it means assuming that
the behaviour of the unobservable pairs can be inferred from
that of the observable ones, which is not necessarily true. De-
spite this formal issue, the correction was shown to be very
11 Obviously, since by construction there are no zero-probability
pairs in our sample, the systematic effect can also be removed
by just increasing the number of realisations, irregardless of the
normalisation.
12 At variance with PIP and generalised NN weights, for the gen-
eralised AUW only a fraction the bitwise-operator machinery can
be used, as we no longer have to deal with binary variables or
small integers but rather with real numbers. This makes the pair
counts slower.
MNRAS 000, 1–20 (2018)
Understanding probability weights 15
effective (Bianchi et al. 2018; Mohammad et al. 2018; Smith
et al. 2019). It is important to realise that the generalised
weights do not have this property. By construction the ex-
pectation value is exactly the same of PIP weights alone,
which, depending on the situation, may or may not be a
desirable property.
Beside their pedagogical purpose, it is not clear if there
is any realistic situation in which is convenient to use the
generalised NN weights. One possible scenario is that of re-
construction, see Sec. 2. As briefly discussed in that sec-
tion, the general rule is that anytime we try to infer n-point
functions directly from the galaxy density field, i.e. weight-
ing galaxies rather than n-plets of galaxies, we are exposed
to the risk of interpreting correlation signals purely coming
from the targeting as real cosmological information. There
are scenarios, like reconstruction, for which accepting this
approximation seems reasonable, in which case, in order to
minimise the systematic error on the final result, it is de-
sirable to have a small-variance weighted density field. This
may be achieved by weighting each galaxy with generalised
NN, or similar approaches.
7 CONCLUSIONS
Inverse probability weights are an advanced, unbiased by
construction, countermeasure to the problem of missing ob-
servations. With this work we expanded on their original
formulation (Bianchi & Percival 2017), with the purpose of
achieving a deeper understanding of their statistical proper-
ties, which we then used to discuss new possible applications
of the weights, including the derivation of an estimator for
the anisotropic power spectrum. We summarise our main
results as follows.
• We developed a more mature formalism that allows us
to discuss about probability weights with the traditional sta-
tistical language, i.e. in terms of well defined random vari-
ables, expectation values, probability distributions, etc.
• Within this formalism, we defined three possible esti-
mators for the inverse probability, namely the inverse-count,
the efficient and the zero-truncated estimator. All the three
estimators are asymptotically unbiased, i.e. they converge
to the true 1/p value when the number of realisations of
the targeting K tends to infinity. Hence we investigated the
convergence properties (with respect to K) of the three esti-
mators, showed analytically that the inverse-count estimator
is outperformed by its efficient and zero-truncated counter-
parts and confirmed the result via correlation-function mea-
surements from simulations. We therefore recommend to al-
ways use either the efficient or the zero-truncated estima-
tor, which share the same convergence properties. The main
difference between the two is that with the zero-truncated
estimator it is possible to have perfect cancellation of the
fluctuations even when averaging over a finite number of re-
alisations, which may and may not be a desirable property,
according to what one wants to test. Since, in practice, the
zero-truncated is the estimator that minimises the compu-
tational effort (all the targeting realisations can be used to
derive the weights), it seem reasonable to adopt it as the
default choice.
• We identified subtle but important sampling effects that
arise when comparing IIP and PIP weights. In brief, even
when the selection probabilities of two galaxies are indepen-
dent, due to the finiteness of the number of targeting reali-
sations, estimating the inverse probability of a pair directly
and as the product of the two individual inverse probabilities
gives different results. We showed how to model exactly such
effect and how this new insight into the inverse-probability
mechanisms can be used (i) to compute very accurate nor-
malisation factors in virtually no time and (ii) to properly
determine the selection-correlation length (a crucial ingredi-
ent in the Fourier space formalism that follows).
• We developed an unbiased-by-construction estimator
for the anisotropic power spectrum in the presence of miss-
ing observation. The derivation follows the same inverse-
probability strategy adopted for its configuration-space
counterpart, but, rather than pairs, we weight Fourier-space
modes, for which the configuration-space separation s ef-
fectively acts a wave number and the usual wave number
k as the variable. The estimator is conveniently split into
a IIP component, which can be evaluated via the current
standard algorithms, and an irreducible PIP component,
which requires looping over the different pair separations.
For fast evaluation we rely on the fact that this latter term,
by constructions, solely depends on pairs with separation
smaller than the (angular) selection-correlation scale. Such
scale varies from survey to survey and can be safely deter-
mined via the statistical tools summarised above.
• We proposed a very natural generalisation of the inverse
probability weights, from b/p, where b is a binary random
variable (selected/discarded) and p the associated selection
probability, to φ/〈φ〉, where φ is a generic random variable.
We provided two examples of practical implementation of
the concept by defining the generalised nearest neighbour
weights and the generalised angular upweighting. It is not
clear yet in which occasion these two new weighting schemes
should be adopted, as, at least when tested on our main
simulation, they do not seem to improve over the more tra-
ditional PIP plus angular upweighting or just PIP weights
with realisation-dependent normalisation. We can nonethe-
less think of a couple of scenarios in which they could prove
useful, namely when dealing with volume-limited samples
and reconstruction. We leave this topic to further investiga-
tions.
• Beside the one summarised above, there are more av-
enues of generalisation that we identified in this paper. Such
ideas can be seen as a first step in the exploration of the
applicability of the inverse-probability perspective to more
general statistical problems, beyond missing observations. In
brief, we showed that the inverse probability b/p, or simi-
larly φ/〈φ〉, is not the only possible approach when trying to
recover the true spatial distribution of a set of test particles
that have been distorted by a stochastic process. Additive
or more complex functions of these quantities can indeed ac-
complish the same goal. From an even larger perspective, we
can interpret the inverse-probability weights as a special case
of a general statistical formalism in which, rather than focus-
ing on the probability distribution of a generic field P(ϕ), we
consider weight functions W(η), directly associated to test
particles (as usual η identifies one possible realisation of the
field). These functions do not have a specific meaning on
their own, in the sense that there is no natural order with
respect to η (i.e. it does not matter how the realisations are
sorted), but the n-point statistics of ϕ can be obtained by
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taking their scalar products. A rigorous formalisation of the
concept goes beyond the scope of this work, but the idea
might prove helpful in situations in which (at least part of)
the stochastic process can be simulated. For example, we are
exploring whether it can help in modelling the stochasticity
of galaxy bias and redshift-space distortions.
From a theoretical perspective, the Fourier-space for-
malism developed for the power spectrum can easily be ap-
plied to higher order n-point functions. One practical com-
plication comes from the fact that the loop over all the ir-
reducible (in terms of selection correlation) quantities, be-
comes a loop over triangles for the bispectrum, tetrahedrons
for the trispectrum, etc. If, for finiteness, we focus on the
bispectrum, such loop is orders of magnitude faster than a
brute-force loop over all the triangles, but, still, much slower
than the simple loop over pair separations that we performed
in this paper. Testing whether a straightforward extension
of the power-spectrum approach to the bispectrum yields
computationally-acceptable results or some clever approxi-
mation is required, goes beyond the purpose of this work.
The pair counting problem is tractable in configuration
space, nonetheless, it is worth noting that the same reason-
ing followed in the derivation of the PIP-corrected power
spectrum directly applies to FFT-based estimators of the
correlation function, such as that proposed by Slepian &
Eisenstein (2016), and similarly for the, much less tractable,
n-plets counts of higher order configuration-space functions.
Finally, we note that relying on a finite selection-
correlation length is also a key aspect of the Fourier-space
approach proposed by Hahn et al. (2017) as a fibre-collision
countermeasure for the BOSS survey. The main difference
compared to our strategy is that, rather than focusing on
recovering unbiased power-spectrum estimates, Hahn et al.
(2017) choose to incorporate the effect of missing observa-
tions directly into the model used for cosmological inference.
More precisely, the authors measure the power spectrum via
standard NN weights and assume that the residual bias can
be modelled as a top-hat function of the perpendicular sepa-
ration convolved with the power-spectrum model. Since the
convolution requires the knowledge of the small-scale nonlin-
ear power spectrum, which is not well predicted by theory,
the authors introduce two nuisance parameters that approx-
imately compensate for this issue. For a direct comparison
with our approach it is convenient to substitute NN with IIP
weights, which is a perfectly legitimate way to extend the
original Hahn et al. (2017) derivation (since NN weights can
be seen as an approximation of IIP weights, Bianchi et al.
2015, even this small modification should make the model
more robust). From this perspective it becomes clear that
the quantity that the authors model as a top-hat function is
the selection correlation itself, i.e. the curves in Fig. 5. One
important advantage of our approach is that we do not as-
sume anything about the selection correlation other the fact
than it becomes negligible above some separation, in accor-
dance with the behaviour observed in the figure. Strictly
speaking, even the selection-correlation length itself is not a
real parameter of the model as we just use it for computa-
tional purposes. We can, e.g., arbitrarily set the selection-
correlation length at a value larger than the true one without
changing the results. Furthermore, by using PIP weights to
recover the small-scale power spectrum, we do not need to
add any nuisance parameter, as everything is measured di-
rectly from the data themselves.
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APPENDIX A: EVALUATION OF THE
EXPECTATION VALUES OF THE
INVERSE-PROBABILITY ESTIMATORS
The expectation value of the efficient estimator, Eq. (11),
can be derived by substituting fK = K+1c+1 into
〈wK 〉 = p
K∑
c=0
fK (c)
(
K
c
)
pc(1 − p)K−c , (A1)
which gives
〈wK 〉 = p
K∑
c=0
(
K + 1
c + 1
)
pc(1 − p)K−c =
K′∑
c=1
(
K ′
c
)
pc(1 − p)K′−c ,
(A2)
where we defined K ′ = K + 1. The final result is obtained
by completing the zero-th order moment of the binomial
distribution, which we know that must be equal to 1,
〈wK 〉 =
K′∑
c=0
(
K ′
c
)
pc(1 − p)K′−c − (1 − p)K′ = 1 − (1 − p)K+1 .
(A3)
Similarly for the zero-truncated estimator, Eq. (17), we sub-
stitute fK = Kc into
〈wK 〉 = p
K∑
c=1
fK (c)
(
K − 1
c − 1
)
pc−1(1 − p)K−c , (A4)
which gives
〈wK 〉 = p
K∑
c=1
(
K
c
)
pc−1(1 − p)K−c
= p
K∑
c=0
(
K
c
)
pc−1(1 − p)K−c − (1 − p)K
=
K∑
c=0
(
K
c
)
pc(1 − p)K−c − (1 − p)K = 1 − (1 − p)K . (A5)
APPENDIX B: DERIVATION OF THE
PROBABILITY DISTRIBUTIONS OF THE
RECURRENCE
In this appendix we describe the reasoning behind the
derivation of the distributions that link pair and individ-
ual (sampled) probabilities, Eqs. (18) and (20), which we
rewrite here, for convenience,
P(c12 |c1, c2) =
(
c1
c12
) (
K − c1
c2 − c12
) (
K
c2
)−1
, (B1)
where 0 ≤ c12 ≤ min(c1, c2) and
Pzt(c12 |c1, c2) =
(
c1 − 1
c12 − 1
) (
K − c1
c2 − c12
) (
K − 1
c2 − 1
)−1
, (B2)
where 1 ≤ c12 ≤ min(c1, c2). For simplicity, we just focus on
the first of the two distributions, i.e. the one associated to
the inverse-count and the efficient estimators (the derivation
of the zero-truncated distribution, Pzt, is very similar and
briefly discussed at the end of this appendix). In the follow-
ing, it is important to keep in mind that the distribution is
a 1 1 1 0 0 0 0 0
b 1 0 1 1 0 1 1 0
c1
K
Figure B1. Example of K = 8 possible outcomes of the selection
process for two arbitrary objects a and b conveniently sorted in
order to have the array associated to object a in a two-block form.
conditional and, as a consequence, c1 and c2 (and, obviously,
the number of realisations K) act as fixed parameters.
The basic idea consists of counting all possible states
of a two-object system, with their multiplicity, which de-
pends on c12. More explicitly, we can imagine of having two
arrays with K binary elements each, a = {a1, . . . , aK } and
b = {b1, . . . , bK }, such that the individual recurrences are
c1 =
∑
i ai and c2 =
∑
i bi . In the case of independent vari-
ables, the corresponding pairwise recurrence, c12 =
∑
i aibi ,
is the result of “chance alignments” of the two arrays. Since
the order with respect to the index i is irrelevant, with no
loss of generality, we can always think of sorting the two ar-
rays in such a way that array a is in a two-block form, with
ai = 1 for 1 ≤ i ≤ c1 and ai = 0 for c1 < i ≤ K, see Fig.
B1. In this scenario, c12 corresponds to the number of ones
in the second array with i < c1, i.e. the number of ones in
the first block of array b. As anticipated, our goal is to eval-
uate the c12 multiplicity, i.e. we whish to count how many
possible configurations of the system yield the same value of
c12. Thanks to the two-block interpretation, it is now easy
to see that the quantity we are looking for is the number
of possible permutations of the first block of array b times
the number of possible permutations of the second block of
array b, which correspond to
( c1
c12
)
and
( K−c1
c2−c12
)
, respectively.
In conclusion, for any given value of c12, the multiplicity is( c1
c12
) ( K−c1
c2−c12
)
, which means
P(c12 |c1, c2) ∝
(
c1
c12
) (
K − c1
c2 − c12
)
. (B3)
The remaining term
(K
c2
)−1
is a normalisation factor. One
instructive way to derive it consists of reasoning in terms of
the actual number of possible configurations of the system.
So far we focused on relative multiplicity, which is essentially
the reason why we had the freedom to rearrange array a in
a two-block form. If instead we want the true number of all
possible states associated to a given c12 we need to account
for all possible permutation of array a, which yields a further(K
c1
)
factor. Now we can build the normalised distribution as
the number of these states,
(K
c1
) ( c1
c12
) ( K−c1
c2−c12
)
, divided by the
number of all possible states of the system
(K
c1
) (K
c2
)
, which
finally gives Eq. (B1)
Eq. (B2) can be derived following the same reasoning,
with the only difference that c12 is forced to be larger or
equal than 1. Roughly speaking, this implies solving the
same stochastic problem but for the variable x in K − 1 di-
mensions, where c12 = x + 1.
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APPENDIX C: DERIVATION OF THE PIP
CORRECTION TO THE POWER SPECTRUM
As discussed in the text, it is convenient to rewrite the es-
timator in terms of sum over k-space modes. Since n(r) =∑
i δD(r − ri) and ns(r) =
∑
i δD(r − r˜i), Eq. (24) can be ex-
pressed as
P`(k) = − (2` + 1)I
∫
dΩk
4pi

∑
i j
Y` (ri, rj, k) − α
∑
i j
Y` (ri, r˜j, k)
−α
∑
i j
Y` (r˜i, rj, k) + α2
∑
i j
Y` (r˜i, r˜j, k) + S`(k)
 ,
(C1)
where we defined Y` (r1, r2, k) = eik·(r1−r2)L`
[
kˆ · ηˆ(r1, r2)
]
.
The full PIP extension can be obtained by defining
PPIP` (k) = −
(2` + 1)
I
∫
dΩk
4pi

∑
i j
wPIPi j Y` (ri, rj, k)
−α
∑
i j
wIIPi Y` (ri, r˜j, k) − α
∑
i j
wIIPj Y` (r˜i, rj, k)
+α2
∑
i j
Y` (r˜i, r˜j, k) + S`(k)
 . (C2)
By adding and subtracting to the integrand the quantity∑
i j w
IIP
i w
IIP
j Y` (ri, rj, k) we can conveniently isolate the IIP
power spectrum,
PPIP` (k) =
(2` + 1)
I
∫
dΩk
4pi
∑
i j
(
wPIPi j − wIIPi wIIPj
)
Y` (ri, rj, k)
+ PIIP` (k) . (C3)
APPENDIX D: MINIMISING THE VARIANCE
THROUGH GENERALISED WEIGHTS: A
SIMPLE PROOF OF CONCEPT.
Here we present a simple toy example whose purpose is
to provide an explicit illustration of how the generalised
weights defined in Sec. 6 work. Beside the instructional func-
tion, this appendix is effectively an analytic proof of the fact
that the variance obtained via inverse probability can be re-
duced by adopting this more general perspective, as argued
in Sec. 6.
Imagine we have two objects a and b, i.e. the small-
est possible non-trivial set (as discussed in Sec. 6, in the
single-object case it is not possible to improve on pure
inverse probability). For finiteness, these objects can be
two pairs of galaxies for which we are performing pair
counts, i.e. we want to recover DD = 2 with the minimum
possible variance. Imagine a selection algorithm such that
there are three possible equally likely outcomes, {ba, bb} =
{0, 1}, {1, 1}, {1, 0}, where, as usual, 1 means selected and
0 discarded. Since the three configurations are equally
likely, the correspondent inverse probability weights are
{ba/pa, bb/pb} = {0, 3/2}, {3/2, 3/2}, {3/2, 0}, which results
in the following pair counts, DD = 3/2, 3, 3/2. The aver-
age is 〈DD〉 = 2, obviously unbiased, and the variance is
〈DD2〉 − 〈DD〉2 = 1/2.
It is trivial to see that the set of weights
{φa/〈φa〉, φb/〈φb〉} = {0, 2}, {1, 1}, {2, 0} yields zero-variance
unbiased pair counts. Note that these weights verify two re-
quirements that are of fundamental importance when mod-
elling missing observations: (i) discarded objects have zero
weight; (ii) each individual pair yields unbiased pair counts,
i.e.on average is counted once. Obviously, the result is in-
variant with respect to any transformation φ φ × const.
It is important to note that zero-variance weights do
not always exist. If, e.g., we repeat all the above con-
siderations replacing the selection algorithm with one for
which the possible equally likely outcomes are {ba, bb} =
{0, 1}, {0, 1}, {1, 0}, it is easy to see that the minimum vari-
ance is obtained through pure inverse probability and differs
from zero. Similarly, it is possible to imagine situations in
which the zero-variance solution is not unique.
APPENDIX E: IMPACT OF THE DIFFERENT
NORMALISATION FACTORS
Fig. E1 is the same as the upper panel of Fig. 8 but with
renormalised measurements, in order to remove the system-
atic bias induced by the pairs that have not been observed in
any of the K = 217 realisations. Specifically, rather than nor-
malising all DD counts by the total number of unweighted
pairs, nDD = Ngal(Ngal − 1)/2, we infer the debiased nor-
malisation factor as follows. Eq. 22 provide us with a fast
way compute the correct normalisation factor when the DD
counts are performed via PIP weights. Such factor varies
from one realisation to one another (i.e. we have K nor-
malisation factors), thus allowing us manipulate mean and
variance at once (see Fig. E2 and discussion below). These
factors cannot be directly applied to the other weighting
schemes, as they are specific for pure PIP weights. On the
other hand, since pure PIP, generalised NN and generalised
AUW share by construction the same expectation value, it is
possible to infer a fixed normalisation factor, which does not
depend on realisation or weighting scheme and accounts for
systematic effect without affecting the variance. This factor
is simply obtained by averaging over the K, realisation de-
pendent, PIP factors obtained via Eq. 22. Note that, since
in our sample, by construction, there are no zero-probability
pairs, it would suffice to increase the number of realisations
to remove any systematic effect. Nonetheless, keeping the
number of realisations low is in practice desirable and it
is important to know if and when the too-few-realisations
artefacts can be compensated by a simple, fast-to-compute
renormalisation. It is clear from the figure that, at least for
the sample under examination, the debiased normalisation
works very effectively. Form a quantitative point of view,
the ratio between debiased and biased normalisation factor
is just about 0.99997. Due to the relation between correla-
tion function and pair counts, ξ = DD/RR − 1, even such
a small deviation from one can translate into a significant
fractional error when the correlation tends to zero.
In Fig. E2 we show a comparison between generalised
AUW (renormalised as above), PIP plus AUW and pure PIP
with the full realisation-dependent normalisation, Eq. (22).
We did not include generalised NN in this comparison be-
cause we do not have a fast-to-compute expression for their
realisation-dependent normalisation. Obviously, for any es-
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Figure E1. Same as the top plot (i.e. the plot for the monopole)
of Fig. 8, but with a different pair-count normalisation for pure
PIP, generalised AUW and generalised NN, as described in the
text.
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Figure E2. Same as Fig. E1, but with a different (realisation-
dependent) pair-count normalisation for the pure PIP measure-
ments, as described in the text. NN measurements are not shown.
timator the exact realisation-dependent normalisation can
be computed by directly counting all the (weighted) pairs
in the sample. Despite this being doable for the number of
objects considered in this paper, it becomes extremely com-
putational expensive for the numbers expected from next
generation surveys. We therefore prefer not to follow this
avenue, in order to avoid confusion on what is realistically
feasible or not. As anticipated, when pure PIP weights are
normalised via Eq. (22), not only the expectation value, but
also the variance is largely improved. Indeed, form the fig-
ure it is clear that overall behaviour of renormalised PIP
weights is almost identical to that of its angular-upweighted
counterparts. It is nonetheless worth saying that such results
depends on the sample under examination, and it is not nec-
essarily true in more extreme (and less realistic) situations,
as, e.g., the targeting strategy presented in App. F.
APPENDIX F: BEHAVIOUR OF THE
GENERALISED WEIGHTS IN MORE
EXTREME CONDITIONS
Fig. F1 is the same as Fig. 8 but for a different targeting
strategy in which only a subset of the full survey area is ob-
served twice. Specifically the second pass of the algorithm is
performed on 100 squares of 50h−1Mpc side randomly dis-
tributed over the whole survey area (observing strategy OS-
multi in Bianchi & Percival 2017), which yields an average
galaxy completeness of about 0.66. Since the squares are
allowed to overlap, there are regions observed more than
twice. The resulting increased selection probability for the
pairs that belong to triplets and more complex structures
has beneficial effect on the missing-observations corrections,
especially on small scales. What is not beneficial and makes
this strategy more extreme compared to the one considered
throughout the rest of this paper, is that the second-pass
region varies significantly from one realisation to one an-
other creating an effective selection correlation up to scales
roughly comparable to those of the squares. This is not how
galaxy surveys usually work, but helps illustrating some in-
teresting points.
Compared to Fig. 8, here we observe two main differ-
ences. First, despite having adopted the same normalisation,
in Fig. F1 there are no signs of systematic effects. This is di-
rect consequence of the higher selection probability of close
pairs mentioned above. In other words, with this targeting
strategy, K = 217 realisations are enough to target (almost)
all pairs at least once. Second, the variance of the generalised
NN weights is significantly smaller than that of the pure PIP
weights. On the other hand, analogously to Fig. 8, PIP plus
AUW and generalised AUW perform almost identically and
always yield the lowest variance.
APPENDIX G: ESTIMATING THE ANGULAR
CORRELATION FUNCTION VIA
GENERALISED WEIGHTS
In this appendix we show measurements of the angular cor-
relation function, or, more properly, the perpendicular cor-
relation function, as we are in plane parallel approximation.
This might sound odd because, since we have a parent sam-
ple, in principle, we do not need any sophisticated missing-
observation correction to measure the angular correlation
function. Nonetheless, there are at least two reasons why it
is still interesting to discuss this topic. First, as anticipated
in Sec. 6, when using volume-limited samples it is not ob-
vious how to define the parent sample. Second, it gives us
the opportunity to show more in detail how the generalised
AUW defined in Sec. 6 works.
Imagine to measure the angular correlation function via
standard AUW. The weight of each pair is w = bDD(p)a /DDa,
where numerator and denominator are respectively the pair
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Figure F1. Same as Fig. 8, but for a more extreme targeting
strategy, as described in the text.
counts of parent and observed sample (as a function of of the
angular separation θ) and b the usual binary variable. By
construction we always obtain the correlation of the parent
sample. If we replace AUW with its generalised counterpart,
w = b
DD(p)a
DDPIPa
〈
b
DD(p)a
DDPIPa
〉−1
, (G1)
due the factor 〈bDD(p)a /DDPIPa 〉−1, the angular correlation of
different realisations of the targeting fluctuates around that
of the parent sample, which is recovered only on average,
analogously to its 3-dimensional counterpart, see left panel
of Fig. G1. It seems clear anyway that it formally exists a
solution (in general more than one) which combines strong
unbiasedness (defined in Sec. 6) and zero (or at least negli-
gible) angular variance. Unfortunately a direct evaluation of
such solution is prohibitively computationally expensive, as
it involves solving a large set of algebraic equations, roughly
as large as the total number of pairs. On the other hand we
can get arbitrarily close to that solution with an iterative
approach. Essentially, we can repeat the process by defining
a new set of weights,
w′ = b DD
(p)
a
DDPIPa
DD(p)a
DD′a
〈
b
DD(p)a
DDPIPa
DD(p)a
DD′a
〉−1
, (G2)
where DD′a are the angular pair counts obtained with the
previous iteration, i.e. via Eq. (G1). In the right panel of Fig.
G1 we show that this approach allows us to reach virtually
zero variance with just one more iteration. The pair counts
have been normalised via the averaging procedure described
in App. E, any residual systematic effect is evidence of an in-
trinsically scale-dependent distortion coming from the pairs
that have not been selected at least once in the K = 217
realisation. Since in our sample there are no pairs with zero
probability, such effects can be removed by increasing the
number of realisations.
Interestingly, for the whole technique to work, the
knowledge of the parent-sample pair counts is not required,
as it gets cancelled out by the expectation value. We can,
e.g., get the same identical result by setting DD(p)a to any
arbitrary constant value, which is what we actually did for
the measurements in the figure. Similarly, we do not need
to know the exact value of the various DDPIPa and DD
′
a but
only how they fluctuate from one realisation to one another.
If we get these pair counts wrong, e.g. because we are deal-
ing with a volume limited sample, the only resulting effect
is a non optimal reduction of the variance.
As discussed in Sec. 6, one could think of using DDa,
rather than DDPIPa . We have checked that with this approach
the convergence get slower, in the sense that one additional
iteration is required to reach a comparable variance. In other
words, not surprisingly, PIP weights provide us with an ex-
cellent initial guess for the iterative process, to the extent
that for 3-dimensional measurements no iteration is required
at all, see Sec. 6.
This paper has been typeset from a TEX/LATEX file prepared by
the author.
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Figure G1. Measurement of the perpendicular correlation function ξ⊥, which, since we are in plane parallel approximation, ideally
corresponds to the angular correlation function. The measurements (solid grey) and their mean (solid red) are obtained from K = 217
realisations of the targeting via generalised AUW and compared to the reference value obtained directly from the parent sample (dashed
black). Right and left correspond to first and second iteration, respectively, as described in the text. Top panels: amplitude of the
correlation function multiplied by the perpendicular separation squared s2⊥, for visualisation purposes. Bottom panels: ratio between the
mean of the measurements and the reference, with error bars of the mean.
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