In recent years, much research has been conducted on image super-resolution (SR). To the best of our knowledge, however, few SR methods were concerned with compressed images. The SR of compressed images is a challenging task due to the complicated compression artifacts, while many images suffer from them in practice. The intuitive solution for this difficult task is to decouple it into two sequential but independent subproblems, i.e., compression artifacts reduction (CAR) and SR. Nevertheless, some useful details may be removed in CAR stage, which is contrary to the goal of SR and makes the SR stage more challenging. In this paper, an end-to-end trainable deep convolutional neural network is designed to perform SR on compressed images (CISRD-CNN), which reduces compression artifacts and improves image resolution jointly. Experiments on compressed images produced by JPEG (we take the JPEG as an example in this paper) demonstrate that the proposed CISRD-CNN yields state-of-the-art SR performance on commonly used test images and imagesets. The results of CISRDCNN on real low quality web images are also very impressive, with obvious quality enhancement. Further, we explore the application of the proposed SR method in low bit-rate image coding, leading to better rate-distortion performance than JPEG.
Introduction
Single image super-resolution (SISR) refers to estimate a high-resolution (HR) image from a single low-resolution (LR) observation, which is of great significance to many image processing and analysis systems. However, the SISR problem is very challenging duo to the ill-posed condition. In other words, a LR image corresponds to a set of HR images, while most of them are not expected. In general, the reconstructed HR image should be visually pleasant and close to the real one as much as possible.
The SISR problem has been widely researched over the past 20 years and plenty of algorithms have been proposed. Roughly speaking, interpolationbased [1] [2] [3] [4] [5] [6] [7] [8] [9] , reconstruction-based [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] , and learning-based algorithms are the three main classes of SISR methods. Generally, the interpolationbased super-resolution (SR) approaches estimate unknown HR pixels using their neighborhoods (the known LR pixels) according to local structure properties. For the reconstruction-based methods, the observation model of LR image and prior knowledge of HR image are integrated to formulate an energy function, and thus the SR task can be converted to an optimization problem. The prior knowledge, which greatly affects SR performance, is the research focus for this kind of methods. The commonly used priors include gradient [10] [11] [12] , sparsity [13] [14] [15] , nonlocal self-similarity [14] [15] [16] [17] [18] [19] [20] , etc. Many reconstruction-based SR methods use two or more priors to combine their complementary properties. The pre-trained mapping between LR images and HR images is usually adopted to guide the SR process in learningbased methods. According to the core of learning-based methods, it can be roughly divided into the following five subclasses further, i.e., neighbor embedding-based [21] [22] [23] , example-based [24] [25] [26] [27] , sparse coding-based [28] [29] [30] [31] [32] , regression-based [33] [34] [35] [36] , and deep learning-based [37] [38] [39] [40] [41] [42] [43] . With fast execution speed and outstanding restoration quality, deep learning-based methods show great potential for SR problem. Meanwhile, some researchers attempted to combine different kinds of SR methods, thus integrating their merits [44, 45] .
In some practical applications, such as mobile communication and internet, limited by storage capacity and transmission bandwidth, images and videos are generally downsampled and compressed to reduce data volume. In these cases, the observations usually suffer from both of the downsampling and compression degradations, which makes the SR problem more difficult. Although much research has been done on SISR problem and plenty of effective SISR methods have been proposed over the past few decades, few methods were concerned with compressed images [46] [47] [48] [49] [50] [51] . Roughly, there are two kinds of frameworks for compressed images SR. Some researchers converted this task to an optimization problem via compression process modeling and prior knowledge regularization. In SRCDFOE [46] , the compression distortion is seen as the spatially correlated Gaussian noise, and the Markov random field and total variation are used to regularize the estimated HR images. To realize decompression and SR simultaneously, the DCSR-MOTV [47] incorporates multi-order total variation model into JPEG image acquisition model. For this type of methods, the main pain point is how to realize the accurate modeling of compression process. In addition, it is difficult to balance compression artifacts reduction (CAR) and details preservation. Another commonly used strategy is to decompose this task into two subproblems (i.e., CAR and SR) and use a cascading framework to address them. For example, Xiong et al. [48] combined adaptive regularization and learning-based SR to reduce compression noise and compensate details, respectively. Kang et al. [49] proposed a sparse coding-based SR method for compressed images, in which the patches with/without compression artifacts are processed differently. Using a denoised training dataset, Lee et al. [50] presented a dual-learning-based algorithm for compression noise reduction and SR. More recently, Zhao et al. [51] constructed a three-steps-process framework for compressed images SR, which is composed of BM3D filteringbased compression noise reduction, local encoding-based patch classification, and mapping-based reconstruction. However, for most of this kind of algorithms, the compression noise reduction and upsampling are treated as two independent stages. Consequently, the resultant images of existing methods are apt to still contain compression noise or be over smoothed. On the whole, the research on SR of compressed images is lacking and there is still much room for performance improvement.
The core issue of compressed images SR is how to reduce compression noise and preserve details as much as possible when enhancing image resolution. On the one hand, it is hard to remove compression artifacts in super-resolved images without a CAR or denoising stage. What is worse, the compression noise in LR may be significantly magnified in HR. On the other hand, the CAR and SR operations should not be separated as part of the details removed in CAR stage are useful for SR. On the basis of the above insights, an end-to-end trainable deep convolutional neural network (CNN) is designed to perform SR on compressed images, and we name it CISRD-CNN. The CISRDCNN takes the compressed LR image as input and outputs the resultant HR image directly, without any preprocessing or postprocessing stage. Fig. 1 gives an example of the result of CISRDCNN, and we can see that our result is much more visually pleasant than the LR input and the resultant image of Bicubic interpolation. The framework of the proposed CISRDCNN is illustrated in Fig. 2 , and our contributions in this work are mainly in the following aspects:
• We propose a deep CNN-based SR framework for compressed images, which reduces compression artifacts and enhances image resolution si-multaneously.
• To preserve the functions of different modules in CISRDCNN and achieve joint optimization of CAR and SR, a special strategy is used to train the proposed network, i.e., individual training and joint optimization.
• Extensive experiments show that the proposed CISRDCNN achieves outstanding SR performance on simulation experiments as well as the test on real low quality web images.
• We explore the application of the proposed CISRDCNN in low bitrate image coding, and the experimental results demonstrate that it can improve the rate-distortion performance of JPEG in a wide coding bit-rate range.
• The proposed method can be easily extended to other compression standards, such as JPEG 2000, H.264, HEVC, etc. In addition, this work provides some insights on the SR of low quality LR images (e.g., noisy and blurry), and more attention would be attracted to concern this kind of problems.
The rest of this paper is organized as follows. Section 2 briefly reviews related works. Section 3 presents the proposed CISRDCNN. Extensive experiments are shown in Section 4. Finally, Section 5 concludes this paper.
Related work

Problem formulation of compressed image SR
Let X and Y be HR and LR images, respectively. Then the conventional SR problem can be formulated as
where H represents the synthetic operator of downsampling and blurring, and n denotes the additive noise. The aim of SR is to obtain a high quality estimation of X from Y. In this work, we address the problem of compressed image SR. Therefore, the compression process should be concerned. Let C be the composite operator of compression and decompression, and thus the Eq. 1 is changed to
where Z is the compressed LR image. Note that we neglect the additive noise in this work as our focus is compression artifacts. Correspondingly, estimating X from the compressed LR observation Z is our goal. For convenience and clarity of representation, we still let Y = HX, so we have Z = CY. Hence, Y only suffers from blurring and downsampling, but Z suffers from blurring, downsampling, and compression degradations. The compression process would cause information lost, especially at high compression ratio. Intuitively, it is much harder to recover X from Z than from Y. Therefore, we try to use the intermediate observation Y to assist the reconstruction process in the proposed CISRDCNN. Note that the intermediate observation Y just exists in training phase, while the only input in testing phase is Z. Many compression methods have been proposed for still images, nevertheless, JPEG still remains one of the most widely used standards. Hence, in this work, we take the JPEG as an example to test the performance of the proposed CISRDCNN.
Deep neural networks for image SR
Deep neural networks have been widely used to address image restoration problems, including SR [37-43, 52, 53] , denoising [52, 53] , CAR [52] [53] [54] [55] , deblurring [56] , dehazing [57] , etc. In this section, we review some relevant deep neural networks-based SR methods.
In [37] , Dong et al. proposed a CNN-based SR framework (SRCNN), which is composed of three convolutional layers. The three layers realize patch extraction, non-linear mapping, and reconstruction, respectively. The SRCNN has drawn wide attention for its excellent performance and simple network architecture. Later on, Dong et al. [40] presented an accelerated version of SRCNN, which is named FSRCNN. The FSRCNN incorporates the upsampling operation into the network and has a hourglass-shape structure, thus achieving remarkable restoration quality and fast execution speed. By contrast, the SRCNN and FSRCNN are relatively shallow. Kim et al. [41] designed a 20-layer CNN (VDSR), which produces great performance enhancement over SRCNN. For more stable training and better performance, residual-learning and gradient clipping are used in VDSR. More recently, Zhang et al. [53] proposed a similar network (DnCNN), which combines more advances on deep learning, including Residual Learning [58] , batch normalization [59] , and Rectifier Linear Unit (ReLU) [60] . The DnCNN shows great effectiveness in several general image denoising problems, including SR and CAR. Overall, the deep neural networks-based SR methods always result in compelling performance, and most of them are efficient in testing phase.
To the best of our knowledge, nevertheless, very few research has been done on deep neural networks-based SR methods for compressed images. The aim of this work is to propose an effective SR method for compressed images using the considerable advances on deep CNN. We try to design a deep network that realizes CAR and SR jointly.
Advances on deep neural networks
In recent years, many advances have been achieved on deep learning. In the following, we introduce some representative achievements related to this work, i.e., residual learning [58] , batch normalization [59] , and ReLU [60] .
Residual learning
In [58] , He et al. firstly proposed the residual learning strategy to address the performance degradation problem caused by the increase of network depth. The main assumption of residual learning is that the learning of residual mapping is much easier than the original mapping. With the residual learning framework, deeper network can be designed and well trained, thus achieving better performance. Actually, similar idea has also been used in many learning-based SR methods, in which the residual image between ground truth and initialization (generally, the interpolated image) is predicted, e.g., ScSR [29] , ANR [33] , and A+ [34] .
Batch normalization
In order to ease the internal covariate shift, Ioffe et al. [59] presented the batch normalization. Internal covariate shift refers to the change in the distribution of each layer's input, which slows down the training process and makes it harder. To address this problem, Ioffe et al. proposed to normalize layer inputs. More specifically, in each layer, a normalization step and a scale and shift step are incorporated before the nonlinearity. To realize batch normalization, two extra parameters are added per activation, and these parameters can be learned in network training stage. The batch normalization brings a lot of benefits, such as strong robustness to initialization, fewer training steps, and better performance.
ReLU
ReLU is a commonly used activation function in deep neural networks, which outputs 0 for non-positive inputs and retains positive inputs [60] . The definition of ReLU is:
The ReLU alleviates the gradient vanishing problem to some extent, thus making the training of deep neural networks easier.
For fast and stable training procedure and excellent restoration quality, the proposed CISRDCNN integrates residual learning, batch normalization, and ReLU. Unlike the DnCNN [53] that employs a single residual unit, the CISRDCNN uses two residual units due to the fact that the input and output of CISRDCNN are different in resolution. More details about CISRDCNN will be introduced in Section 3.
The proposed CISRDCNN
In this section, we present the CISRDCNN in detail. As illustrated in Fig.  2 , the proposed CISRDCNN consists of three modules: deblocking module (DBCNN), upsampling module (USCNN), and quality enhancement module (QECNN). Firstly, the DBCNN removes compression artifacts in input and generates a better input for USCNN. Secondly, the USCNN magnifies its input to expected resolution, and thus no extra interpolation procedure is needed. Finally, the QECNN is integrated to improve the quality of upsampled image further. Although the three modules have their respective functions, they are not independent and the whole network is end-to-end trainable. Overall, the differences between CISRDCNN and relevant CNNbased SR methods (e.g., SRCNN [37] , FSRCNN [40] , VDSR [41] , DnCNN [53] ) are mainly in the following aspects:
• The CISRDCNN is for compressed images, and thus compression noise is taken into consideration carefully. Nevertheless, most of the learningbased SR methods do not apply to noisy images.
• The CISRDCNN is composed of three functional modules, however, it is end-to-end trainable. In this way, the functions of the three modules can be preserved to some extent; meanwhile, the whole network can be optimized to produce minimum prediction error.
• The CISRDCNN is trained in a particular way. It firstly trains the three functional modules separately to achieve their respective goals, then optimizes the whole network jointly with the fine-tuning strategy.
In CISRDCNN, these specific design and improvements for compressed images enable more accurate estimation of the ground truth. In the following, more details about the architecture and training strategy of CISRDCNN are presented.
Network architecture
For the convenience of representation, the depths of DBCNN, USCNN, and QECNN are denoted as K 1 , K 2 , and K 3 , respectively.
DBCNN
The DBCNN is composed of two types of layers. The first K 1 − 1 convolutional layers use 64 filters of size 3 × 3, and the batch normalization and ReLU are placed behind these convolutional layers as [53] . The last layer (the K 1 -th layer) generates the restored image using 1 filter of size 3 × 3.
Since the input and output of DBCNN are very similar, learning the residual image is more suitable. Hence, we adopt residual learning strategy in this module. More specifically, an identity connection is used to pass the input of DBCNN to its output. Note that all of the batch normalization and ReLU are not presented in Fig. 2 for brevity.
USCNN
The first K 2 − 1 convolutional layers of USCNN are the same, using 64 filters of size 3 × 3 and followed by batch normalization and ReLU. The last layer is a deconvolutional layer, which performs upsampling operation. The deconvolutional layer produces one upsampled image using 1 filter of size 9 × 9.
QECNN
The architecture of QECNN is similar to DBCNN. Therefore, we do not introduce the QECNN in detail to avoid redundancy.
Network training strategy
Let
be the training image pairs. As introduced in Section 2.1, X . As shown in Fig. 3 , the training of CISRDCNN is mainly composed of four steps. Firstly, the set {Z
is used to train the deblocking network DBCNN. As we adopt the residual learning strategy, our goal is to learn a residual mapping f DB (Z train ) that predicts the residual image r train DB =Y train − Z train . Consequently, the loss function of DBCNN is defined as
where Θ DB denotes the trainable parameter set in DBCNN, and r . The training set for USCNN is {Ŷ
. That is, USCNN aims to learn a function f U S (Ŷ train ) that mapsŶ train to X train . Formally, the loss function of USCNN is defined as
where Θ U S denotes the trainable parameter set in USCNN. Thirdly, we train the quality enhancement network QECNN. Similarly, the HR version of Z train is estimated using the learned DBCNN and USCNN, and the estimation is denoted asX train . Correspondingly, the training set for QECNN is {X
. In QECNN, we also adopt the residual learning, and thus the goal is to learn a residual mapping f QE (X train ) that predicts the residual image r train QE =X train −X train . Hence, the loss function of QECNN is defined as
where Θ QE denotes the trainable parameter set in QECNN, and r
Finally, the CISRDCNN is optimized in an end-to-end manner. The learned parameters of DBCNN, USCNN, and QECNN are used to initialize CISRDCNN firstly, and then we use the training sample set {Z
to optimize the whole network with the fine-tuning strategy. The loss function for the end-to-end optimization procedure is defined as
where Θ CI denotes the trainable parameter set in CISRDCNN.
In CISRDCNN, the three modules are with specific functions, i.e., deblocking, upsampling, and quality enhancement. With the above training strategy, the goal of each module can be achieved, while the final joint optimization procedure minimizes prediction error. On the other hand, training a deep network directly is hard. Initializing the deep network with learned parameters is beneficial to obtaining stable training procedure and fast convergence speed. Note that for different compression quality factors (QFs), the networks can also be trained from the learned model with the fine-tuning strategy, rather than training from scratch.
Experimental results
The experimental settings are introduced firstly, and then extensive results are presented to verify the effectiveness of CISRDCNN in this section, including the test on real low quality web images. In addition, we take the low bit-rate coding as an example to show the application of the proposed CISRDCNN.
Experimental settings
Main parameters of CISRDCNN: in our implementation, we set K 1 = 20, K 2 = 10, and K 3 = 10.
Training data: following [41] , the 291 imageset that consists of 200 images from BSDS500
1 and 91 images from Yang et al. [28] is used to train CIS-RDCNN. To increase the number of samples and improve SR performance, we also adopt data augmentation techniques. To generate LR observations, these HR images are downsampled using the imresize function (kernel: bicubic, downsampling factor: 2) in Matlab firstly, and then the downsampled images are compressed using JPEG. Test images: Fig. 4 shows the ten test images (named Set10) used in our experiment, which are widely used to evaluate SR methods in literature. For color images, only the luminance components are processed.
Test datasets: four commonly used datasets in SR problem are used to test the performance of different methods, including Set5 [22] , Set14 [29] , B100 1 , and Urban100 [26] . Degradation model: for the simulation experiments, the original HR image is downsampled using the imresize function (kernel: bicubic, downsampling factor: 2) in Matlab firstly, and then the downsampled image is compressed using JPEG with different QFs. Comparison baselines: the comparison baselines include Bicubic, A+ [34] , FSRCNN [40] , VDSR [41] , CONCOLOR-VDSR [41, 61] , ARCNN-VDSR [41, 54] 2 , SRCDFOE [46] , and LJSRDB [49] . For A+ [34] , FSRCNN [40] , and VDSR [41] , we retrained their models according to our experimental settings. The CONCOLOR-VDSR [41, 61] and ARCNN-VDSR [41, 54] are cascading methods, which consist of the state-of-the-arts of deblocking and SR methods. The SRCDFOE [46] and LJSRDB [49] are two SR algorithms for JPEG compressed images.
Performance evaluation: resultant images of different methods are evaluated objectively and subjectively. For the simulation experiments, the PSNR, SSIM [62] , and IFC [63] are adopted to perform objective evaluation. For the SR of real world compressed images, we use the no-reference quality metric for SR proposed in [64] to evaluate results objectively.
Super-resolution results on synthetic LR images 4.2.1. Objective evaluation
Due to the limited space, we only present the objective scores of different methods at QF = 10/20/30 in this subsection. It can be seen from the results reported in Table 1, Table 2 , and Table 3 that the CISRDCNN consistently produces the highest PSNR/SSIM/IFC values. Overall, the VDSR [41] generates the second-best results. The FSRCNN [40] and ARCNN-VDSR [41, 54] achieve similar performance, and both of them are slightly inferior to the VDSR [41] . The A+ [34] , CONCOLOR-VDSR [41, 61] and SRCDFOE [46] are superior to Bicubic, but the gains are limited to some extent. Compared with Bicubic, the LJSRDB [49] produces worse results in some cases. For A+ [34] , the severe compression noise in LR images causes significant performance degradation as it is sensitive to noise. The SRCDFOE [46] and LJS-RDB [49] are unified frameworks for JPEG compressed images, however, they do not handle compression noise well. By contrast, more obvious improvement is produced by the proposed CISRDCNN. For example, at QF = 10, the CISRDCNN achieves average 1.977 dB/0.0911/0.694 PSNR/SSIM/IFC gains over Bicubic, and 0.577 dB/0.0135/0.205 over VDSR [41] . Note that the VDSR [41] is one of the state-of-the-art SR methods. Compared with the SR methods for JPEG compressed images, i.e., the SRCDFOE [46] and LJSRDB [49] , the average PSNR/SSIM/IFC gains are up to 1.411 dB/0.0474/0.501 and 1.871 dB/0.0751/0.636, respectively. Similar results can be observed at QF = 20 and QF = 30. In sum, the CISRDCNN achieves state-of-the-art performance.
Subjective evaluation
Part of the resultant images are presented to compare visual quality. To comprehensively show the performance of all methods, we deliberately illustrate the results at different QFs. Specifically, Fig. 5 shows the results of Butterfly at QF = 10. Fig. 6 shows the results of Ppt3 at QF = 20. Fig.  7 shows the results of House at QF = 30. For better view and comparison, two local regions are highlighted in each figure. The results of Bicubic, A+ [34] , FSRCNN [40] , SRCDFOE [46] , and LJSRDB [49] contain obvious artifacts, especially at low QFs. The VDSR [41] , CONCOLOR-VDSR [41, 61] , ARCNN-VDSR [41, 54] can remove most of the compression artifacts, nevertheless, the results are blurred somewhat. Comparatively, the results of CISRDCNN are more visually pleasant, with fewer artifacts and clearer structures. For instance, the text in image Ppt3 (Fig. 6 ) and the eave in image House (Fig. 7) . In sum, benefitting from the strong ability of deep CNN and the specific design for compressed images, the CISRDCNN realizes joint optimization of compression noise reduction process and SR process, thus leading to state-of-the-art performance. The results in this subsection provide some insights for the further re- search on compressed images SR. The comparison set in this experiment is composed of different kinds of methods, including conventional SR method (A+ [34] , FSRCNN [40] , VDSR [41] ), cascading SR method (CONCOLOR-VDSR [41, 61] , ARCNN-VDSR [41, 54] ), unified SR framework (SRCDFOE [46] , LJSRDB [49] ), and joint optimized SR method (CISRDCNN). According to their performance, we can obtain the following conclusion: the CAR stage is necessary, but it should not be independent of the SR stage. The CAR stage is beneficial to reducing compression artifacts, however, it is hard to control the degree of artifacts reduction. Therefore, joint optimization of CAR and SR is significant. These insights may also apply to the SR of noisy images and blurred images, which will be studied in our future work.
Robustness to quality factors
In this subsection, the robustness of CISRDCNN to compression QFs is tested. To conduct this experiment, a series of CNN models are trained at different QFs. Fig. 8 presents the average PSNR gains of CISRDCNN over Bicubic at different QFs on Set10. It can be observed that CISRDCNN achieves obvious PSNR gain in a wide range of QFs, even at low compression ratio. Hence, the CISRDCNN is robust to QFs, and it applies to compressed images in different quality.
Experimental results on image datasets
In order to evaluate the stability and robustness of CISRDCNN on different kinds of images, we conduct experiments on four standard imagesets, including Set5 [22] , Set14 [29] , B100
1 , and Urban100 [26] . For the images in B100, we crop them to generate test images of size 256 × 256. Similarly, the images in Urban100 are cropped to generate small test images of size 512 × 512. Due to the limited space, we only take QF = 10 as an example in this experiment, and the Bicubic, VDSR [41] , ARCNN-VDSR [41, 54] , and SRCDFOE [46] are selected as baselines. The average PSNR/SSIM/IFC results are reported in Table 4 . It can be observed that the CISRDCNN consistently outperforms all of the compared baselines.
We further draw the distributions of PSNR/SSIM/IFC gains of CISRD-CNN over the baselines in Fig. 9 . One can easily see that the CISRDCNN outperforms competitors for most of the test images in the four commonly used imagesets. The results shown in this subsection demonstrate the robustness and stability of CISRDCNN.
Empirical study on computational time
In this subsection, we compare the running time and PSNR of different methods (QF = 10). This experiment is conducted on a desktop computer (Win7, Inter Core i5 CPU 3.3GHz, 12G memory, Matlab 2014a 64bit)
3 . The running time and PSNR of each method are average values of all the ten test images in Fig. 4 . As depicted in Fig. 10 , the proposed CISRDCNN achieves state-of-the-art performance with acceptable computational time 4 . In addition, the execution time of CISRDCNN can be greatly accelerated with a powerful GPU. 
Super-resolution on real low quality web images
We further test the effectiveness of CISRDCNN on real low quality web images, which usually suffer from downsampling and compression due to the limited bandwidth and storage capacity. The test images used in this experiment are downloaded from internet 5 . As presented in Fig. 11 , we can observe that the CISRDCNN achieves obvious perceptual quality enhancement over the original images and the interpolation results of Bicubic, with fewer artifacts and clearer structures.
Further, the no-reference image quality evaluation index for SR proposed in [64] is used to quantitatively compare these resultant images, and the scores are illustrated in Table 5 . It can be seen that the CISRDCNN generates higher values than Bicubic on all of the three test images, which also indicates that the resultant images of CISRDCNN are of higher quality. The results in this subsection verify that the proposed CISRDCNN is also applicable to the compressed image in the real world.
Application in low bit-rate image coding
At low bit-rates, the existing compression methods (e.g., JPEG and JPEG 2000) always produce visually unpleasant compression artifacts. In this sub- section, we take the JPEG as an example to show how to use the proposed CISRDCNN to construct a low bit-rate coding framework (CISRDCNN-LBRC), thus enhancing the rate-distortion performance of JPEG. The starting point is to reduce data volume but preserve main structure of the original image via placing a downsampling operator before JPEG encoder. Correspondingly, the CISRDCNN module is placed behind the JPEG decoder to perform upsampling. As shown in Fig. 12 , the presented CISRDCNN-LBRC consists of four parts: downsampling, JPEG encoder, JPEG decoder, and CISRDCNN. The test images Butterfly, Woman, Circuit, Leaves, Foreman, and Peppers are selected as examples to test the effectiveness of CISRDCNN-LBRC. Note that we use the luminance components of the six test images to conduct experiments in this subsection. For a fair comparison, the JPEG is used as the baseline in this experiment. The rate-distortion curves of JPEG and CISRDCNN-LBRC are presented in Figs. 13. It can be seen that the rate-distortion performance CISRDCNN-LBRC is obviously superior to the JPEG at low bit-rates. From another point of view, the CISRDCNN-LBRC can save lots of coding bits.
To compare the perceptual quality of the decoded images, we show the results of CISRDCNN-LBRC and JPEG at different bit-rates. Due to the limited space, only the results of Woman, Circuit, Leaves, and Foreman are presented in Fig. 14 to Fig. 17 . We can observe that the CISRDCNN-LBRC generates fewer artifacts and preserves main structures better. For instance, the fingers in image Woman (Fig. 14) and the collar in image Foreman (Fig. 17) . Overall, the CISRDCNN-LBRC performs better than JPEG at low bit-rates in terms of both objective and subjective evaluation.
Conclusion
In this paper we propose a SR algorithm for compressed images. Unlike the existing SR methods for compressed images, we treat this task as two relevant subproblems, i.e., CAR and SR. Further, a deep network is designed to realize joint optimization of the two subproblems. We take the compression standard JPEG as an example to test the effectiveness of the proposed CISRDCNN, and experiments on both synthetic images and real low quality web images show that it produces state-of-the-art SR results. Moreover, we show the application of the proposed SR method in low bit-rate image coding, which improves the rate-distortion performance of JPEG. Intuitively, the proposed SR method and the low bit-rate coding framework can be easily extended to other image and video compression standards, e.g., JPEG 2000, H.264, and HEVC. In addition, this work provides some insights on the SR of low quality LR images (e.g., noisy and blurry), which will attract other researchers to concern this kind of problems.
However, due to the high complexity of training process and the lake of high performance computing devices, the parameters of the proposed framework are not well optimized, such as the number of layers and filters, the size of kernels, etc. In future, we will study on the settings of main parameters, which may lead to better performance and lower complexity.
