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Abstract—We design a control law for two agents to success-
fully track a level curve in the plane without explicitly estimating
the field gradient. The velocity of each agent is decomposed along
two mutually perpendicular directions, and separate control laws
are designed along each direction. We prove that the formation
center will converge to the neighborhood of the level curve with
the desired level value. The algorithm is tested on some test
functions used in optimization problems in the presence of noise.
Our results indicate that in spite of the control law being simple
and gradient-free, we are able to successfully track noisy planar
level curves fast and with a high degree of accuracy.
I. INTRODUCTION
Mobile sensor networks are increasingly being used for
cooperative collection of information that ultimately is used
for tracking physical characteristics of the environment. Mon-
itoring mechanisms of sensor networks allow us to keep track
of environmental changes for long periods of time with great
reliability. Using mobile sensor networks allow us to tackle the
environmental monitoring problem with lesser computational
power, since installing a large number of static sensors may
not always be feasible from the point of view of cost. Very
few mobile sensor networks can be used extremely efficiently
to explore large environmental landscapes, hence allowing
remote and dynamic monitoring of environmental changes.
Mobile sensor networks have been used in data dissemination
and collection, sensor network platforms, and motion moni-
toring, to talk of a few areas, [1], [2], [3].
In recent years, a significant body of work has been devoted
to the problem of exploration of environmental boundaries,
[4], [5], [6] and [7]. Specifically, the work in [8] focused
on planar motion control in which particles are controlled to
converge and travel along a closed curve while maintaining
formation. The work in [9] focused on large-scale level curve
tracking of environmental scalar fields by using four moving
sensor platforms for the cooperative exploration of a noisy
scalar field. As a natural extension, [10] explores the problem
of tracking level curves of three-dimensional fields. They
use a cooperative Kalman filter to estimate the field value
and gradient at the formation center and also use Taubin’s
algorithm [11] for estimation of principal curvatures and
principal directions for the lines of curvature in the field.
The research work is supported by NSF grant CNS-1446461.
Relevant work has also been carried out in the area of
tracking planar level curves without explicit estimation of the
field gradient. Information about the gradient is unavailable in
most cases, and estimating the same is difficult because the
latter requires the knowledge of field values at multiple loca-
tions. The major motivating factor for gradient-free tracking
is the cost-effective scenario of a single or two mobile sensors
with access to only instantaneous measurements of the field
value. Works by Matveev et al., [12], [13], use techniques in
sliding mode control for gradient-free boundary tracking of
an unknown dynamic scalar field using a planar mobile robot.
More applications of gradient-free tracking can be found in
[14], [15], and [16].
In this paper, we propose an algorithm that allows a two-
agent system to track a level curve for a noisy field without
explicitly computing the gradient of the field, while main-
taining a fixed distance between the agents. We consider the
problem of a two-agent system, both equipped with sensors
capable of measuring the (noisy) level values of the scalar
field in question. The velocities of the agents are decomposed
along two mutually perpendicular directions, and the control
laws are derived separately along both the directions. From
the nonlinear dynamical system we obtain, we show that the
two-agent system asymptotically converges to the desired level
field value, and that the formation center can successfully track
the level curve.
The motivation of this work is two-fold. We try to use as
few agents as possible to achieve a fast rate of convergence
to the level curve. As with any problem, there is a trade-off
when we try to use less computational power. In our case,
lessening the number of agents reduces computational power
but makes it extremely difficult to estimate the field gradient
using instantaneous measurements obtained from sensors only.
In [12], for example, the authors use a single non-holonomic
robot and steer it to an isoline (level curve). The work is
gradient-free but the rate of convergence is not satisfactory
because the robot “circulates” along the isoline. The work
in [10] uses 6 agents to elegantly achieve better convergence
rates, the latter coming at the cost of using more computational
power. The principal attraction of this work is how we fuse
these two issues and achieve fast rates of convergence, using a
gradient-free control law and minimum computational power.
Given the simplicity of our control law, the algorithm has
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been shown to demonstrate remarkably good results on noisy
level curves of relatively complicated functions. The main
contribution of the work lies in avoiding the critically heavy
step of having to estimate or compute the field gradient. The
controller that we develop uses only measurements from the
field to track the level curve of a static field in the plane.
The rest of the paper is organized as follows. Section II talks
about the generalized curve-tracking problem. In Section III,
we describe the steps leading to the design of the control law.
In Section IV, we perform a stability and convergence analysis
for our problem, and derive the conditions when the formation
center of our problem converges to the desired level value.
Section V presents the results of the algorithm on various level
curves and a discussion of the performance of the algorithm.
Concluding remarks are presented in Section VI.
II. PROBLEM FORMULATION
Let z(r), R2 → R denote a scalar field in a two-dimensional
space, where r ∈ R2 is the location. Every location of the
field is associated with the scalar value of a physical quantity
such as temperature or chemical concentration. We have the
following assumptions on the field:
Assumption II.1 1) The field z(r) is smooth with a
bounded value, that is, zmin ≤ z(r) ≤ zmax, where
zmin, zmax ≥ 0.
2) The gradient
∥∥∇z(r)∥∥ 6= 0 and is bounded, i.e., %1 ≤∥∥∇z(r)∥∥ ≤ %2, where %1, %2 > 0.
Let γ0(·) represent a simple, planar, closed, and regular
curve in the field, which is parameterized using its arc length
s. The length of this curve is finite and is equal to L. Then,
s = 0 defines a starting point for this curve, which we
denote using the point q0(s). The Frenet-Serret frame [17]
in two dimensions, (y0(s),x0(s)), is traditionally written so
as to orient x0(s) as the unit tangent vector to the curve and
y0(s) as the unit normal vector to the curve. Let κ(s) be
the curvature of the curve such that κ(s0) gives the curvature
at s = s0. In this setting, the Frenet-Serret equations give
the relationship between the frame (y0(s),x0(s)) and the
kinematic properties of the curve as
dx0(s)
ds
= −κ(s)y0(s), (1a)
dy0(s)
ds
= κ(s)x0(s). (1b)
γ0 is called a level curve of a function z if z(γ0(·)) is a
constant function of s. We assume κ > 0, which implies that
the tangent vector x0 is moving clockwise.
We consider the problem of estimating the boundary of the
field represented by a level curve with a given level value
by deploying two sensing agents in the field. Let ri denote
the position and vi denote the velocity of the ith agent. The
motion of the agent is constrained by the state dynamics r˙i =
vi, i = 1, 2. Suppose these mobile sensing agents are able to
take measurements of the field at their current locations, the
measurement process being written as
y(ri) = z(ri) + w(ri), (2)
for i = 1, 2. w(ri) is assumed to be zero mean Gaussian noise
that arises from the measurements or the field itself. We further
assume that each mobile agent has access to the measurements
and relative positions of the other agent. The measurements
can be exchanged through wireless communication, and the
relative locations of other agents can be obtained through
cameras, lasers, sonars, etc.
Denote the formation center of the agents by rc and the ve-
locity of the formation center by vc. We have rc = 12
∑2
i=1 ri
and vc = 12
∑2
i=1 vi.
We define the curve tracking problem using two sensing
agents as follows:
Problem 1: Consider the motion of the formation center rc
and the following assumptions:
(A1) There exists a unique level curve γ0(s) passing through
rc along the trajectory of rc.
(A2) The curvature κ(s) of the level curve γ0(s) is bounded
at every point of the trajectory of rc.
Given a desired level value zd, design the velocity control
of the agents so that the formation center converges to the
level curve with value zd and moves along the curve γ0(s). In
other words, design v1 and v2, such that z(rc)→ zd as time
t→∞.
We aim to design the control strategy without estimating
the field gradient to reduce the computational cost and the
sensitivity to noisy measurements. Furthermore, the control
strategy should allow the center of the formation to achieve
a fast rate of convergence to the level curve. In other words,
the formation center converges to a small neighborhood of a
desired level curve in finite time, which should be as short as
possible.
III. CONTROL LAW DESIGN
In this section, we design the control law for the sensing
agents so that the formation center tracks a level curve with a
desired level value. Assume that associated with each agent i,
i = 1, 2, we define two unit vectors qi and ni (perpendicular to
qi) such that (qi,ni) forms a right-handed coordinate system.
The velocities of each individual agent can be decomposed
along the qi and ni directions, so that we can write
vi = vi,q + vi,n = vi,qqi + vi,nni, (3)
where vi,q and vi,n are the projections of vi along the
directions qi and ni respectively. We need to design the
velocities vi,q and vi,n, which will successfully guide the
center of the two-agent system to track a planar level curve
with the desired level value zd.
Since we are considering the case with only two sensing
agents, let us define a unit vector q along the line joining
the two agents, i.e., q = r2−r1||r2−r1|| , and a unit vector n
being oriented in a way in which (q,n) forms a right-
handed coordinate system. Under the assumption that each
Fig. 1. Positions assumed by the two-robot system when tracking an ellipse
in the plane.
agent knows the relative position of the other agent, (q,n) is
available to both agents. Therefore, we define q1 = q2 = q
and n1 = n2 = n.
For the sake of notational simplicity, the noisy measure-
ments of the field by the sensors will henceforth be denoted
by y1 and y2 instead of y(r1) and y(r2). y1 and y2 change as
the robots move in the plane. Further, we define
yc =
1
2
(y1 + y2). (4)
Under Assumption II.1, yc gives us a satisfactory estimate of
the level value of the formation center without having to install
a third sensor.
We design the velocity control laws of the two mobile robots
along the q direction as
vi,q = k1((rj−ri)·q−d0i,j)+k2sgn((yc−zd)(y1−y2)), (5)
for i = 1, 2, j = 1, 2, i 6= j, where k1 > 0 is a constant,
d0i,j = −d0j,i = d0 is the desired distance between the two
agents, and the function sgn(·) is defined as
sgn(x) =
 −1, if x < 00, if x = 0
1, if x > 0
where the constant k2 > 0.
The first term in Equation (5) is for formation control, that
is to ensure that the mobile robots maintain a distance of d0
between each other along the q direction at equilibrium. The
constant k1 > 0 determines the rate of convergence of the
agents. The second term aims to enable the agents to track
the level curve with value zd in the plane. The motivation
behind the modeling of the second term can be justified from
Fig. 1. The movement of the agents along the q direction
depends on the relative positions of the agents, and the relative
position of the formation center with respect to the level curve.
Accordingly, we find, for example in the case in the top left,
sgn(y1 − y2) = 1 and sgn(yc − zd) = −1. So the formation
moves along the −q direction, as required. The veracity of
the way in which the second term has been modeled can be
checked from the remaining three cases illustrated in Fig. 1
as well.
Next, we design the velocity control law along the n
direction as
vi,n =
{
C + ayi, if
∣∣yc − zd∣∣ < ε
0, otherwise
(6)
Fig. 2. Orientations of the coordinate frames (q,n) and (y0,x0). Rotating
the latter frame by an angle γ gives the former frame. The level curve is
shown in black. The two agents are denoted by the red and blue circles.
where i = 1, 2, j = 1, 2, i 6= j, C > 0 and a > 0. After
we’ve achieved formation control using the two-robot system
and we’re ‘away’ from the level curve in some capacity, we’d
want the two-agent system to move along the q direction only,
to first come within an ε−distance of the level curve. Once the
latter objective is achieved, we would want forward motion of
the agents along the level curve. When the formation center is
‘close’ enough to the level curve − which is ensured by the
condition
∣∣yc − zd∣∣ < ε − we impart velocities to the agents
along the n direction. Consider again the case on the upper
left hand side in Fig. 1. Since y1 > y2, we’ll have v1,n > v2,n.
This will result in a net clockwise torque, which will guide
the system along the curve.
IV. STABILITY AND CONVERGENCE ANALYSIS
We will perform our analysis assuming the complete ab-
sence of noisy measurements or corrupted field values. In
other words, we assume that w(ri) ≡ 0 in Equation (2).
Therefore, in the following analysis, we replace yi, i = 1, 2
and yc in the control law (5) and (6) with zi, i = 1, 2 and zc,
respectively. We will verify the performance of our controller
in the presence of corrupted field values in the simulation.
The presence of the signum functions in Equation (5) as
well as the modeling of the vi,n term in Equation (6) make
our control law discontinuous. We can look at our control
law in some capacity as a sliding mode controller, in which
a discontinuous control law makes the system slide along a
sliding manifold. Accordingly, we have two cases, one for
which the formation center is away from the level curve, and
the other for which the formation center is close to the level
curve.
Based on the control law, when the formation center is away
from the desired level curve, i.e., |zc − zd| ≥ , the forward
speed of the agents vi,n = 0. Therefore, vi = vi,qq, which
leads to
vc =
1
2
(v1 + v2) = k2sgn((zc − zd)(z1 − z2))q, (7)
since the first term in (5) cancels. Once the formation center
reaches the neighborhood of a given level curve, i.e., |zc −
zd| < , the forward speed of the agents is proportional to the
field value, i.e., vi,n = C+ azi. Therefore, the velocity of the
formation center becomes
vc =
(
k2sgn((z1 − z2)(zc − zd))
)
q+
(
C + azc
)
n. (8)
where, analogous to Equation (4), we have zc = 12 (z1 + z2).
Denote α , k2sgn((z1− z2)(zc− zd)) and β , C+azc, then
vc can be written as
vc = αq+ βn. (9)
We will show that under the designed control law, the
formation center will converge to the level curve with the
desired level value zd by properly choosing the values k2,
C, and a. In this paper, we consider the case when the
direction of ∇zc is anti-parallel to that of y0 and the two-
agent formation is moving in a clockwise direction along a
level curve, as illustrated in Fig. 2. This setting implies that
z1 > z2 if the two-agent formation is moving along a level
curve. The analysis we will show can be immediately extended
to other settings, e.g., when the two-agent formation moves
counterclockwise and ∇zc is parallel to that of y0, after proper
changes of the signs of the notations.
We first derive the dynamic equation for the field value at
the center of the two-agent formation. We have
z˙c =
∂zc
∂rc
· r˙c = ∇zc · r˙c = ∇zc ·vc = ∇zc · (αq+βn). (10)
Writing ∇zc = −
∥∥∇zc∥∥y0, leads to
z˙c = −
∥∥∇zc∥∥y0 ·(αq+βn) = −∥∥∇zc∥∥(α(y0 ·q)+β(y0 ·n)).
(11)
Note from Figure 2 that the (q,n) frame is obtained from
the (y0,x0) frame by a rotation of γ. In order to show the
convergence of zc, we further derive the dynamic equation for
n · x0. We have
d(n · x0)
dt
= n˙ · x0 + n · x˙0. (12)
On the one hand, n˙ and q˙ can be found out from the Frenet-
Serret relations for the frame (q,n)
n˙ = ωq, (13a)
q˙ = −ωn, (13b)
where ω is the angular velocity of the formation center.
Denoting σ = dsdt as the speed of the formation center, we
have
x˙0 = −σκy0, (14a)
y˙0 = σκx0. (14b)
σ is related to α and β by σ =
√
α2 + β2.
To find the angular velocity ω, we express z1 and z2 using
Taylor expansion with respect to the center rc, that is, zi =
zc+∇zc·(ri−rc)+O(‖ri−rc‖2), in which O(·) represents “on
the order of”. Note that ‖r2−r1‖ = 2‖r2−rc‖ = 2‖r1−rc‖.
Then, the angular velocity can be approximated as
ω =
v2,n − v1,n
‖r2 − r1‖ =
a(z2 − z1)
‖r2 − r1‖
=
a∇zc · (r2 − r1) +O(‖r2 − r1‖2)
‖r2 − r1‖
= −a‖∇zc‖(y0 · q) +O(‖r2 − r1‖). (15)
Note that since we are able to select the two points r2 and r1
to be arbitrarily close to the center, the term O(‖r2−r1‖) can
be made arbitrarily small. Therefore we will omit this term in
the rest of the analysis. Combining Equations (13), (14), and
(15), Equation (12) becomes
d(n · x0)
dt
= −a‖∇zc‖(y0 · q)(q · x0)− κσ(n · y0). (16)
Since n · x0 = cos γ, n · y0 = − sin γ, q · x0 = sin γ and
q · y0 = cos γ, ω can be approximated by
ω ≈ −a‖∇zc‖ cos γ, (17)
and the dynamic equations (10) and (16) can be rewritten as
z˙c = −
∥∥∇zc∥∥(α cos γ − β sin γ), (18)
and
d cos γ
dt
= −a‖∇zc‖ cos γ sin γ + κσ sin γ. (19)
We have the following lemma regarding the angle γ.
Lemma IV.1 Suppose at t = 0, we set γ(0) ∈ (0, pi2 ). There
exists b ∈ (0, 1) such that if at t = 0, cos γ ∈ (0, b), then cos γ
will rise to be greater than b in finite time, i.e., cos γ > b, and
stay in (b, 1] after that, if, at any time instant, the speed of
the formation center satisfies σ > a‖∇zc‖bκ(rc) , where κ(rc) is
the curvature of the level curve passing through the formation
center. Correspondingly, γ will stay in [0, arccos b).
Proof: Consider the dynamic equation for cos γ in (19).
When cos γ = b, we have sin γ =
√
1− b2, which corresponds
to γ = arccos b ∈ (0, pi2 ), Equation (19) becomes
d cos γ
dt
= (−a‖∇zc‖b+ κσ)
√
1− b2 > 0 (20)
under the assumption that σ > a‖∇zc‖bκ(rc) . Therefore, cos γ will
rise above b in finite time. When cos γ = 1, Equation (19)
becomes d cos γdt = 0, which means that γ stops changing.
Therefore, cos γ will stay in (b, 1] afterwards.
We are now ready to state and prove our main result:
Theorem IV.2 Define the closed (metric) annulus with ε > 0
centered at a point zd in a set M , Aε[zd] = {zc ∈M |zd−ε ≤
d(zc, zd) ≤ zd + ε} where the metric space (M,d) is any set
M equipped with the ordinary Euclidean distance function
d. If at t = 0, we set γ(0) ∈ (0, pi2 ), then the center of
the formation will converge to the level curve with the level
value zd asymptotically from the boundaries of the annulus
Aε[zd], if the choices of C, a, and k2 in the controller (5)
and (6) and the field value at the formation center satisfies
C + azmax <
k2b√
1−b2 .
Proof: Consider the Lyapunov candidate function
V =
1
2
(zc − zd)2. (21)
V (zc = zd) = 0 and V > 0 for zc 6= zd. We then have,
V˙ = (zc − zd)z˙c,
= −(zc − zd)‖∇zc‖(α cos γ − β sin γ). (22)
Since we are considering the case that the two-agent system
is moving clockwise along a level curve in a smooth field,
z1 − z2 > 0. Therefore, the sign of α will be determined
by zc − zd. We investigate the sign of V˙ at the boundaries
of Aε[zd], namely at zc = zd + ε and zc = zd − ε. When
zc = zd + ε, α = k2 since zc − zd = ε > 0. From Lemma
IV.1, there exists b such that cos γ > b and sin γ <
√
1− b2.
Therefore,
V˙ = −ε‖∇zc‖(k2 cos γ − β sin γ),
< −ε‖∇zc‖(k2b− β
√
1− b2). (23)
Plug β = C + azc into V˙ . Under the condition that C +
azmax <
k2b√
1−b2 , we obtain
V˙ < −ε‖∇zc‖(k2b− (C + azc)
√
1− b2) < 0. (24)
When zc = zd − ε, α = −k2 since zc − zd = −ε < 0. In this
case,
V˙ = −ε‖∇zc‖(−k2 cos γ − β sin γ),
= −ε‖∇zc‖(k2 cos γ + β sin γ) < 0. (25)
So, we have that V˙
∣∣∣
zc=zd+ε
< 0 and V˙
∣∣∣
zc=zd−ε
< 0. Hence,
when the formation center converges towards the desired level
value zd from the boundaries of the annulus Aε[zd].
We therefore have the results that under the conditions of
Lemma IV.1 and Theorem IV.2, the formation center asymp-
totically converges to the desired level value zd. The reason
behind proving Lemma IV.1 is because having bounds on
the cos γ and sin γ terms helps us to efficiently handle these
trigonometric terms that arise from the state equation (18)
associated with zc.
It is also interesting to note that although we may intuitively
expect from Fig. 2 that the vector n will have the same
direction as the vector tangent to the level curve x0 as
t → ∞ (or that γ asymptotically converges to 0 and cos γ
asymptotically converges to 1), in reality this is not true. The
reason is as follows. Substituting d cos γdt with − sin γγ˙ into
Equation (19), we have:
− sin γγ˙ = −a‖∇zc‖ cos γ sin γ + κσ sin γ, (26)
which leads to
γ˙ = a‖∇zc‖ cos γ − κσ, (27)
if sin γ 6= 0. Letting γ˙ = 0 gives us
γ = arccos
(
κ(t)σ(t)
a‖∇zc(t)‖
)
, (28)
where the explicit dependence on time is shown to indicate
that the value of γ changes at every instant of time. There-
fore, the angle between the frames (q,n) and (y0,x0) does
not converge to a time-invariant value. We will demonstrate
experimental validation of this in the next section.
Fig. 3. Trajectories of a 2-agent group tracking zd = 500 for the ellipse
z = (x− 20)2 + 8(y − 20)2.
Fig. 4. Evolution of tracked level value at the formation center with time
step for tracking zd = 500 for the ellipse z = (x− 20)2 + 8(y − 20)2.
V. SIMULATION RESULTS
The performance of the algorithm is tested on two functions,
one of them being an ellipse, and the other one being a
function which has a relatively more complicated landscape,
and, for this reason, is used in testing the performance of
optimization algorithms.
Figs. 3 and 4 show the performance of the algorithm on the
level curves of the ellipse z = (x − 20)2 + 8(y − 20)2. We
track the level curves having a level value of 500. In Fig. 3,
the red and blue dots represent the two mobile sensing agents
and the trajectory of the formation center is shown in black.
Noise has been incorporated into the simulation by adding
normally distributed random numbers to each field value. We
use the values k1 = 1, k2 = 0.9, C = 1, a = 0.01 and ε = 2.
The two-agent system converges to the desired level value
zd = 500 quickly and smoothly, and the formation center
is able to track the desired level curve to a high degree of
accuracy while staying in the vicinity of the curve. The green
arrows indicate the direction of the vector n. In Fig. 4, the
evolution of the level value at the formation center is tracked
as a function of time.
The control law is also tested on the Matyas Function, which
is specified by the relation z = 0.26(x2 + y2) − 0.48xy.
Figs. 5 and 6 show the performance of our algorithm on
level curves of the Matyas function having a level value
of 2. We use k1 = 1, k2 = 0.99, C = 1, a = 1 and
ε = 0.01 as values of the constants for this simulation, and
Fig. 5. Trajectories of a 2-agent group tracking zd = 2 for the Matyas
function z = 0.26(x2 + y2)− 0.48xy.
Fig. 6. Evolution of tracked level value at the formation center with time step
for tracking zd = 2 for the Matyas function z = 0.26(x2 + y2)− 0.48xy.
also add noise in the form of normally distributed random
values to the field value. Fig. 6 shows the evolution of the level
value at the formation center as time increases. The algorithm
demonstrates convergence in sufficiently small time even for
relatively complicated landscapes. Here too, the direction of
the vector n is shown by the green arrows.
We note from the directions of the vector n in the Figs. 3
and 5 that as the formation center moves along the level curve,
the vector n indeed does not converge to x0 as t → ∞. We
thus obtain experimental confirmation of the fact that the angle
between the frames (q,n) and (y0,x0) does not converge to
a time-invariant equilibrium value.
Hence, we see from the above examples that our control law
is able to demonstrate a good performance on level curves
of many types of two-dimensional functions. From the last
example, we find that the algorithm performs remarkably
well even while tracking level curves of functions having
non-trivial complicated landscapes. The motivation behind the
development of the control law is the absence of a term where
the field gradient has to be estimated since that proves to
be the most computationally expensive step in these kinds
of problems. In addition, the work deals with solving the
problem using two agents only, and hence using minimum
computational power.
VI. CONCLUSION
In this work, we develop an algorithm to successfully
track planar level curves using two agents without explicitly
estimating the field gradient. Based on physical considerations,
we decompose the velocity of each agent into two mutually
perpendicular directions, and then develop the velocity control
law along each direction. The velocity control is developed
in a way that the two-agent group can successfully track a
level curve in the plane without having to explicitly estimate
the gradient of the scalar field in question. Our results show
that even in the case of level curves of relatively complicated
functions, the two-agent group is able to track the level
curve with a high degree of accuracy and a fast rate of
convergence towards the level curve. Possible future directions
include extending the work to one where we tackle the general
problem of using N agents to track a level curve without
explicitly computing the field gradient.
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