Singular Value Decompositions and Digital Image Processing
Abstract-The use of singular value decomposition (SVD) techniques in digital image processing is of considerable interest for those facilities with large computing power and stringent imaging requirements. The SVD methods are useful for image as well as quite general point spread function (impulse response) representations. The methods represent simple extensions of the theory of linear filtering. Image enhancement examples will be developed illustrating these principles.
The most interesting cases of image restoration are those which involve space variant imaging systems. The SVD, combined with pseudoinverse techniques, provides insight into these types of restorations. Illustrations of large scale N 2 X N 2 point spread function matrix representations are discussed along with separable space variant N X N point spread function matrix examples. Finally, analysis and methods for obtaining a pseudoinverse of separabIe space variant point spread functions (SVPSF's) are presented with a variety of object and imaging system degradations.
T INTRODUCTION HE introduction of the use of singular value decomposition (SVD) and pseudoinverse techniques to image processing represents [I] - [4] an attempt to apply results from the field of numerical analysis to linear imaging system models. Since it is possible to represent many image processing operations in terms of linear algebra (i.e., matrix theory), the body of that theory can be applied in development of new techniques in digital processing of images.
Possibly one of the easiest means of providing the reader with the necessary tools using the techniques described here is to first note that any matrix [GI can be represented in a space defined by orthonormal matrices [q and [ u] , as [3] [GI = [vl [AI lI2 [VI (2) [GI [GI = [ul [AI [VI > (3) and [GI need not be square but for notational simplicity we will assume [GI is N X N . The orthonormal nature of where the ui, ui, and hi are the column vectors of [a, [VI, and diagonal terms of [A], respectively. R is the limit of the summation and represents the rank (number of nonzero singular values) of [GI. Naturally, if [GI is nonsingular, R will equal N . The outer product notation of (10) can be interpreted as a summation of R matrices of rank one each weighted by the square root of the respective singular value Ail2. We can now relate the above discussion to discrete representation of images in matrix form. Let us assume we have a twodimensional field which represents the optical intensity of an image g ( x , y ) . This image can be sampled at the intersection points of a two-dimensional uniformly spaced grid such that (x, y ) take on countable values (n Ax, rn Ay). The sampled 
image should then be quantized to a sufficiently fine number of brightness values to allow minimal quantization noise in this process. Because the sampling and quantization process is not of great concern to us in this paper, we will simply describe it by the operator S Q { g } . The result of the sampling and quantization will be an array of positive numbers which we will refer to as the matrix [GI .
Now that our image g(x,y) is represented as a matrix of nonnegative brightness entries [GI, we can return to the SVD discussion of above. Consequently, an image [GI may be decomposed into a sum of rank one matrices (images) which are termed herein as eigenimages (uiuf). From (1) we see that the image [GI is "diagonalized" by the [U] and [VI matrices, and from (2) and (3), the [U] and [VI matrices are the row and column eigenmatrices of [GI [GIt and [GI '[GI, respectively. Fig. 2(a) illustrates the techniques on a 128 X 128 image known as the "Mandrill baboon." The figure presents, componentwise, absolute-value versions of the first, sixth, and thirty-first outer product matrices obtained from the decomposition of the original. It should be noted that the basis set of eigenimages (of which three are presented in the figure) are matched to the particular image [GI (i.e., the baboon) and contain both high-and low-spatial frequencies. Fig. 2(b) presents the same sequence as Fig. 2 (a) but for a second image.' This image, known as "Tiffany," has less horizontal-vertical structure but still demonstrates the matching of the eigenimages to the original [GI matrix as before. In theory the expansion of an image in terms of its eigenimages is a straightforward process. However, computationally the task is not that simple. Specifically it is difficult to determine R , the rank of [GI when the computer provides 'An observant reviewer points out that the horizontal-vertical structure of the baboon may be a misleading example for the SVD technique. Therefore, the second sequence of images are included in Figs. 2 and 3 . The condition number for the images in Fig. 2 (the Mandrill and Tiffany) is C( [GI ) z 1 O4 representing a reasonably stable and nonsingular matrix. The singular value plot of the baboon is shown in Fig. l(b) with the original and three partial sums ([G,] , [GI1 1, and [G31] ) presented in Fig. 3(a) . Fig. 3(b) presents the partial sums for Tiffany.
At this point it is instructive to discuss the difference between the SVD of an image matrix [GI and the Karhunen-Lo6ve decomposition of the same image matrix. First, the SVD technique is deterministically defined and expands [GI in an N sum of eigenimages uniquely determined by [GI. The Karhunen-LoPve technique is statistically defined and expands [GI in an N 2 sum of orthogonal images determined by the covariance matrix which describes the statistical process from which [GI is hypothetically generated. Second, the orthogonal images of the Karhunen-Lolve process are known a priori once the covariance matrix is defined whereas the eigenimages defined by the SVD of [GI are completely unknown until IMAGE ENHANCEMENT A first inclination use of SVD in processing of images is the introduction of generalized filtering concepts in which various weight functions are applied to the eigenimages to provide an enhancement. The motivation for such a procedure might be the fact that the basis images are perfectly matched to [GI, hence enhancing certain eigenimages will emphasize specific structure inherent to [GI alone. Fig. 4 presents examples of two particular filtering methods to demonstrate the principle. The first method is a linear weighting and the second is a nonlinear weighting (a processing) such where [p] is diagonal. The qu%stion becomes one of characterizing the class o f images [GI which are diagonal in the
(which is not a very interesting image). If [p] in (16a) is allowed to have arbitrary separable row and column orthogonal The constraint pii = 0 for all i # j characterizes all SVD enhancement techniques utilizing (1 6a). This characterization will be employed in the study of point spread functions in the next section.
NONSEPARABLE SPACE VARIANT POINT SPREAD
FUNCTION (SVPSF) REPRESENTATION As mentioned earlier, it is possible to use the algebra of matrices and outer products as a tool in restoration processes where the point spread function matrix [HI is now of specific concern. Toward development of approaches in that direction, consider a model of a linear imaging system to be given in continuous notation as a Fredholm integral equation of the first kind.
where the object f(f, Q) is imaged through the SVPSF h ( x , y , f, Q). Fig. 7 provides such a model. The solution of the system described in the above equation has been investigated in one dimension by Hanson [7] ( 2 2) the SVD as an aid in obtaining a pseudoinversion of the equation. Their work is done in a discrete space using a quadrative integration rule to obtain a vector space equivalent representation. Sondhi [9] suggested the use of the SVD as a tool for image processing restoration of spatially invariant degradations and b y using a scanning or stacking operator [IO] -
[12] we can represent the linear system of (17) as
( 1 8) where g (the image) is N 2 by 1, f (the object) is N 2 by 1, and H (the point spread function) is N 2 by N 2 . Treitel and Shanks [13] have provided planar filters using the SVD approach similarly described here. A point source in the object plane results in an image such that (see Fig. 7) or or equivalently the image becomes the go, rtO column of the SVPSF matrix [HI The point spread function is symmetric on axis and is represented in Fig. 8 .
A typical off axis point source of light was ray traced through the imaging system where the point was placed at 
Equivalently, if the point spread functions of (22) wellbehaved and go to zero rapidly it is expected that considerable savings may be achieved by using an SVD representation An experimental verification of the above conjecture has been established for the two-point spread functions used above. Both the on axis and off axis point spread functions, in matrix form, were decomposed into their respective eigensystems defined by (1). In the experiment, [GI was of dimension 101 X 101 implying that [HI would be 10 201 X 10 201. The on axis point spread function singular values are listed in Table I and the off axis point spread function singular values are listed in Table 11 . .It is evident from these two tables that the energy in the higher numbered eigenimage point spread functions is considerably lower than in the first eigenimage.
It becomes clear that for approximation purposes it
is not necessary to retain the first R eigenimages for a good truncated representation of the point spread functions. The actual mean-square differences in the true point spread function
[GI , and the truncated estimate point spread function I1 [GI -. Table 111 . It is evident from the table that after two eigenimages, about 1/2 percent of error exists and after five eigenimages less than one-hundredth percent (0.0001) mean-square error exists. This extremely rapid convergence in 5 out of 101 eigenimages provides considerable encouragement for this trunction technique.
To get a better feel for the convergence properties of the first five eigenimages to the respective point spread functions, Figs. 10 and 11 present the three-dimensional plots of the on axis and off axis point spread functions, respectively.
It is evident from these figures that the first eigenimage approximation has too much rectangular structure associated with x and y lobes. With the addition of the second eigenimage, these lobes along the x and y axes decrease with additional lobes at 45' appear. With the addition of the third image all noticeable rectangular symmetry has been eliminated and circular-like symmetry tends to dominate. After five images are incorporated, no visible differences exist from the true and truncated point spread functions and less thdn one-hundredth percentage error remains.
If we pursue the above technique to its logical extreme, we see that we save a considerable factor in storage requirements for each column of [HI but we still have N 2 such columns. From a different viewpoint it may be possible to parameterize each column of [HI in terms of the SVD of the column associated with the on axis point spread function [Go,,]. Thus, pursuing the expansion of (1 0) we see that Essentially the process of decomposing [HI into its eigen representation then provides us a space for processing data which are "decoupled" in the parlance of control engineering. Specifically it will be found that we will perform our restoration in the "eigenspace of the distortion." This is a very important concept and must be emphasized. For space invariant point spread functions (SiPSF's), the eigenspace of the distortion is provided by the Fourier transform as, in this case, [HI takes on the form of a circulant matrix which is well known to be diagonalized by [3] 
k , m = 0 , . * , N -1. However, for SVPSF the Fourier decomposition i s no longer valid and we must resort to the more general SVD space for restoration processing. in either case our restoration filter will be scalar (i.e., a diagonal weighting matrix) in the appropriate space as we are properly decoupled in such a space for simple scalar filter compensation.
To illustrate this point in greater detail we will investigate a computationally feasible computer application for separable SVPSF's. The previous section discussed the use of SVD in computer storage requirements when the SVPSF is non- and [B] . Using the SVD expansions and pseudoinverses described here, an estimate of the object can be obtained as Val [SI [ublt (333) 
Computationally it is difficult to determine R, and Rb because of roundoff noise. Thus a truncated estimate of the provided the inverse matrices existed. This proviso is in fact object becomes appealing where
Note that the representation of (29) and (32) The analysis above was described for a noise-free case in which the generalized or pseudoinverse results in the optimal mean-square estimate fdter. Generalization to the additive noise case and separable SWSF will result in a pseudoinverse Wiener filter where the noise power spectrum would be represented in the [Val , [U,] ' space rather than the two-dimensional Fourier space.
The above theory has been tested in a simulation of matrices of size N = 128. For computational simplicity both horizontal and vertical blur functions were made equal.
.
Two test cases are developed, euphemistically referred to as "moderate" and "severe" distortion. Fig. 12 presents the respective singular plots in which the condition number for the distortions become 
AN
The logarithmic plots serve to illustrate the tremendous dynamic range (and consequent instability) in the distortion matrices. Figs. 13 and 14 present selected singular vectors of [ A ] for both distortions. Note that the first vector has components all of one sign (no zero crossings). Subsequent vectors tend to have an increasing number of zero crossings with increasing index (decreasing singular value). When comparing Fig. 13 with Fig. 14 it is clear that the singular values drop off in absolute value much more rapidly for the severe distortion' case and the center portion of the eigenvectors at the higher indexed singular values play less and less of a role. In other words, for low singular values (high number of zero crossings), the singular vector has no value in the center (of the image) and spends most of its oscillation toward the ends of the vectors. This is the opposite situation for the large singular values (low number of zero crossings). Thus, one might be led to the conclusion that computational stability, (is., larger singular values) are associated with the center of the image; and computational instability (i.e., smaller singular values) are associated with the edges of the image. Indeed, for this model the SVPSF imaging system was selected to have better focus at the center and increasing distortion toward the edges. Fig. 15 illustrates this point. Here an array of point sources form the object and the effect of the moderate and severe distortion becomes immediately obvious in their respectively resulting images. Note also that the lossless imaging property preserves the energy under each "blurred" point source in the image associated with a unity energy point source in the object field; the greater the distortion, the lower the image peak and broader the point source spread.
One might conjecture from the discussion so far that due to the local stability of the SVD expansion in the center of the imaging system, greater inversion success will occur on axis than off axis. Indeed this conjecture will be confirmed in the following paragraph. Pursuing this example a bit further we can see, from , that the pseudoinverse restoration does tend to go unstable as we approach singularity. Notice from the figures that the local-singularity property of the pseudoinverse discussed in the previous paragraph becomes quite obvious in these restorations. Also, singularity begins to occur at about K = 113 for the moderate distortion case and at K = 61 for the severe distortion case. A test object was passed through both the moderate and severe distortions (to illustrate this phenomenon more graphically) resulting in the images of Figs. 20 and 22, respectively. It is clear from these two blurs that the image in best focus on the axes (thus the bright cross) and the image is more blurred away from the center. For the moderate distortion case after K = 40, the restored object is probably better than the blurred image while at K = 100 a much higher resolution image is available. However, as we approach singularity it is clearthat local ill-conditioning is becoming apparent visually and from Fig. 21 the greater blurred portions of the image are beginning to oscillate (ring).
Notice how the center of the image remains in focus, but how at K = 113, the dynamic range of the image is dominated by the oscillation and very little image definition is available. For the severe distortion case, Fig. 22 , the same general phenomenon occurs but much earlier in the restoration process. Naturally, one would expect this as more object content has been removed (greater singularity) by the more severe distortion. Notice again from Fig. 23 the local instability phenomenon and complete singularity at K = 63.
The experiments presented above give rise to some interesting computational arguments which are easily demonstrated here. Under the hypothesis that the small singular values are in question due to computational instability but the singular vectors remain orthogonal, we can hypothesize a filtering experiment to extend beyond the computational instability of the pseudoinverse restoration. Specifically, if we assume that the computational error in the calculation of the singular values is uncorrelated and independent of a given index, we can apply scalar Wiener filtering theory to deemphasize these incorrect singular values. From a filtering viewpoint the traditional pseudoinverse filter multiplies the singular values of the distortion matrix by X; ' / ' or equivalently, hfl"/hi. In scalar Wiener filtering we assume a white noise level, u' (due to computation error), and modify our multiplication to be given by X/''/ (Xj t 0' ). This operation is very close to the inverse filter for Xi >> o2 but for small Aj(i.e., Ai << 0') the filter ap-out the Wiener modification (Fig. 23) system whereby the viewer could participate in the definition of the computational error o2 to optimize the resulting viewed restoration. In mathematically justifying t h s Wiener modification, one could argue that for the true white noise case, when o2 = 11 n we then are implementing the true Wiener filter in a diagonalized space so that implementation is computationally manageable.
Finally, a brief comment on computational complexity is provided as a closing to this section. If one were to attempt inversion of the model of (18), the point spread function matrix is N 2 X N2 and straightforward inversion techniques would require on the order of N6 computations. However, in the separable situation we need to invert two N X N matrices providing computational complexity on the order of
2N3.
Then pseudoinversion requires on the order of 2 K N 2 computations. If the blur functions were space invariant, Fourier techniques would be applicable and on the order of 2N2 log, N computations result. Naturally for the space variant process the SVD method must be used as the Fourier domain is not the eigenspace of the distortion. On a CDC 7600 computer, the SVD of a 128 X 128 matrix requires 3 s. The subsequent pseudoinversion in iterative fashion for the results of Figs. 15-25 requires about 30 s of central processing unit (CPU) time.
SUMMARY
This paper was designed to review potential application of SVD in various aspects of digital image processing. The easiest way to understand the use of SVD is to realize that a sampled image is nothing more than an array of scalar values and therefore equivalent to a matrix. The theory of SVD is that of representing matrices (and therefore images) as sums of orthogonal matrices of rank one (outer products). The de- composition of SVD of an image into a space with diagonal representation then allows implementation of simple enhancement procedures using scalar linear or nonlinear filtering. Such filters suggest the existence of a family of images diagonal in the space of eigenimages of the original picture, but description of such a family is not elaborated upon.
The most general linear model for an imaging system is then presented and the use of SVD as a storage mechanism is suggested for the nonseparable SVPSF. Examples are presented for both on and off axis point spread functions generated from an actual imaging system. The more tractable separable SVPSF model is then investigated and a brief analysis demonstrates the use of the pseudoinverse as a tool for obtaining estimates of the object even when complete inverses do not exist.
Examples of both moderate and severe separable space variant blur are presented on an object array of point sources. The pseudoinverse reconstruction of estimates of the original object are then presented showing the effect of the condition number of the blur matrix upon the reconstructions.
A more realistic object is
