Mask-dependent cuing effects, like those previously found in yes-no detection, were found in a task in which observers judged the orientations of orthogonally-oriented Gabor patches presented at cued or uncued locations. Attentional cues enhanced sensitivity for masked, but not unmasked, stimuli. Responses were faster to cued than to uncued stimuli, irrespective of masking. The distributions of response times and accuracy were well described by a diffusion process model of decision making. Mask-dependent cuing was explained by an orienting model in which: (a) decisions are based on stable stimulus representations in visual short term memory that determine the rate of evidence accumulation in the diffusion process; (b) inattention delays the entry of stimuli into short term memory, and (c) masks limit the visual persistence of stimuli.
Introduction
When an observer makes a psychophysical decision about a weak, briefly-presented stimulus, the time required to make the decision, as measured by the observer's response time (RT), may exceed the time for which the stimulus is present by a factor of 10 or more. For example, RTs to detect or identify stimuli exposed for a few tens of milliseconds may be of the order of several hundred milliseconds or longer, depending on the difficulty of the task (Luce, 1986; Teichner & Krebs, 1972) . During the time taken to make the decision, the observer has access to a decaying stimulus trace, or ''icon,'' whose duration, as a function of the time since stimulus offset, depends on such factors as the background luminance of the display (Averbach & Sperling, 1960) and the spatial frequency composition of the stimulus (Di Lollo & Woods, 1981) . Under normal viewing conditions, the icon may retain vestiges of usable stimulus information for several hundred milliseconds or more, but if the display is masked by a backward, pattern mask, the erasure of the icon is almost immediate (Turvey, 1973) .
In this article, we ask the question: What is the relationship between the physical stimulus trace and the observer's decision and how is this relationship affected by spatial attention? The fact that observers can render accurate judgments about stimuli that are masked after a few tens of milliseconds seems to imply that stimulus information is preserved in some relatively durable form that survives the destruction of the icon. Indeed, the existence of such a durable, posticonic, visual short term memory (VSTM) is well established (Phillips, 1974) , as is the role of spatial attention in the selective transfer of stimulus information from the icon to VSTM (Sperling, 1960) . Here we seek to investigate the relationship between attention and VSTM in simple psychophysical decisions.
The models that give the most natural account of accuracy and RT in simple decision tasks are sequential sampling models. These models, which have been developed during the last 40 years in mathematical psychology, assume the representation of stimuli in the visual system is noisy, as assumed in signal detection theory (Green & Swets, 1966) . As in signal detection theory, the noise may be inherent in the stimulus itself, or may reflect processes that are internal to the observer. To make a decision about the presence or the identity of a stimulus, successive samples of the noisy stimulus trace are accumulated until a criterion amount of information needed for a response is obtained. The time taken to accumulate this information is identified with the decision component of RT. Sequential sampling models differ from signal detection theory in that they assume that the decision time depends on the information content of the sequence of noisy samples, whereas in signal detection theory it does not.
This structure allows sequential sampling models to predict two basic, but important, features of simple decisions. First, mean RT and accuracy, considered as functions of the stimulus condition, are negatively correlated (Pachella, 1974) . As the difficulty of the decision increases, accuracy decreases and RTs get longer. The models predict negatively correlated speed and accuracy because the rate of information accumulation depends on the signal strength of the stimuli. As the signal strength decreases, so too does the rate of information accumulation, producing a decrease in accuracy and an increase in RT. Second, observers are able to trade off speed and accuracy and respond rapidly and inaccurately, or slowly and accurately, as the task requires. The models predict speed-accuracy tradeoffs because decision criteria are assumed to be under the observer's control. By adopting low criteria, observers can respond rapidly, on the basis of a small amount of information, but at the expense of sacrificing accuracy. By adopting high criteria, they increase the amount of information needed for a decision, resulting in higher accuracy, but at the expense of longer RTs. Introductions to these models may be found in Townsend and Ashby (1983) and Luce (1986) . A recent comparative analysis may be found in Ratcliff and Smith (in press ).
Stationary and nonstationary decision models
Signal detection theory assumes that a decision is based on a single sample of noisy stimulus information; sequential sampling models assume it is based on a sequence of noisy samples. This sequence is modelled mathematically as a stochastic process--that is, as a probabilistic process extended in time--whose statistics depend on the stimulus encoding mechanisms and moment-by-moment fluctuations in noise within the observer. If this process is identified theoretically with the decaying iconic trace, it is natural to model it as a nonstationary process, that is, as a process whose mean, and possibly also whose variance, change as a function of time. The nonstationarity of the process reflects the fact that the information extractable from the stimulus decreases progressively with the decay of the icon.
However, as suggested previously, there is another possibility. If the observer's decision is not based directly on the decaying iconic trace, but on a durable representation of the stimulus, computed during the period of stimulus presentation and retained in VSTM, then the only changes that would be expected during the course of the observer's decision would be those associated with moment-to-moment fluctuations in internal noise. Under these circumstances, it should be possible to model the process as a stationary stochastic process, that is, as one whose statistics do not change over time--at least not during the period of a second or so needed to make a decision.
Historically, most sequential sampling models have assumed stationary stimulus representations (e.g., Edwards, 1965; Laming, 1968; Link & Heath, 1975; Pike, 1966; Ratcliff, 1978; Stone, 1960; Vickers, 1970) , but recently some researchers have investigated nonstationary sequential sampling models (Diederich, 2003; Heath, 1992; Ratcliff, 1980; Smith, 1995) . Heath (1992) proposed that the distributions of RT to briefly-flashed stimuli could be described by a model that combined a linear-filter stimulus encoding stage and a sequential sampling decision stage. Smith (1995) proposed such a model to account for the effects of sustained and transient mechanisms on the distributions of simple RT. The model also accounts for Bloch's law and the differential breakdown of Bloch's law at long durations for high and low spatial frequency stimuli (Smith, 1998a) .
The distinction between stationary and nonstationary decision models is illustrated in Fig. 1 . In both kinds of Stationary and nonstationary models. The noisy output of a visual filter, lðtÞ, is accumulated by a sequential sampling decision stage, which is represented as a diffusion process between absorbing boundaries, 0 and a, starting at z at time t ¼ 0. (a) Stationary model. The output of the encoding stage is admitted to VSTM by an attention window, cðtÞ. The drift of the diffusion process is proportional to the integral of the filter output over the attention window. (b) Nonstationary model. The drift of the diffusion process is proportional to the product of the filter output, lðtÞ, and an attention gate, cðtÞ, that determines the rate of information gain from attended and unattended locations. In (a) the drift is constant over the course of a trial; in (b) it is time-varying. model, the perceptual effect of a stimulus is represented by a time-varying encoding function, lðtÞ. When a stimulus is presented briefly with no mask, lðtÞ is identified with the information in the decaying iconic trace. The information in lðtÞ, perturbed by noise, forms the basis for the observer's decision. As shown in the figure, noise may enter the system either while the stimulus is being encoded or while a decision is being made. The key difference between the two kinds of models is that the decision mechanism in the nonstationary model is driven directly by the decaying iconic trace whereas in the stationary model it is driven by the contents of VSTM. In other words, in the nonstationary model the encoding function and the decision mechanism are directly coupled whereas in the stationary model they are separated by an intervening stage of VSTM.
A natural way to represent how a constant VSTM trace is formed from a time-varying encoding function in stationary models is via an attention window (e.g., Reeves & Sperling, 1986; Shih & Sperling, 2003) . The attention window computes area under the encoding function (i.e., its integral) over a set of preceding time values. The output of the window is proportional to this area and determines the strength of the VSTM trace. The more discriminable the stimulus, the greater the amplitude of the encoding function, and the stronger the VSTM trace. The attention-window formulation also expresses the idea that entry into VSTM is selective. Relative to the capacity of the icon, the capacity of VSTM is sharply limited (Gegenfurtner & Sperling, 1993; Sperling, 1960) , so a selection mechanism is needed to resolve competition between stimuli whenever the number of stimuli in the visual field exceeds the capacity of VSTM. Fig. 1 also depicts an analogous selection mechanism for nonstationary models. In this attention gating model, the rate at which information flows from the encoding stage to the decision mechanism is regulated by attention. Information is accumulated rapidly from attended locations and slowly from unattended locations. For a given stimulus, the accumulation rate depends jointly on the gate and the encoding function, both of which may vary with time. Elsewhere we have proposed a gated nonstationary model to explain attention cuing effects in luminance detection (Smith, 2000a; Smith & Wolfgang, in press; Smith, Wolfgang, & Sinclair, in press ). Experimental support for the model's main assumption, that the rate of information accumulation is affected by attention, was provided by Carrasco and McElree (2001) .
The attention gate and attention window can be contrasted with two more general mechanisms of attention control that have been proposed in the literature, namely, attention orienting and attention gain. The idea of attention orienting goes back to the filter theory of Broadbent (1958) and, in vision, to the ''spotlight'' account of Posner (1978 Posner ( , 1980 and Posner, Snyder, and Davidson (1980) . Orienting models assume that, in order to identify a stimulus, a central mechanism must be shifted to the stimulus location. Benefits occur when attention is directed to the stimulus location before stimulus presentation because the delay associated with shifting the central mechanism is eliminated. Costs occur when attention is allocated to the wrong location because there is an additional delay in disengaging the central mechanism before it can be reengaged elsewhere. Dobkins and Bosworth (2001) recently proposed that the attentional effects in a dot motion task could be explained by a model of this kind.
In contrast to attention-orienting models, gain models assume that attention increases the signal-to-noise ratio for stimuli at attended locations relative to that at unattended locations (e.g., Hawkins et al., 1990; Smith, 1998b) . The increase in signal-to-noise ratio may be conceived of as occurring either by a process of signal enhancement or of noise reduction (Shiu & Pashler, 1994) . Signal enhancement is an attention-dependent increase in the quality of stimulus information extracted from attended locations (i.e., in the numerator of the signal-tonoise ratio). Noise reduction is a decrease in the aggregate amount of noise entering into the decision, whether from the stimulus location or from elsewhere in the display (i.e., in the denominator of the signal-to-noise ratio). Evidence for both kinds of mechanism have been reported in the literature (e.g., Cameron, Tai, & Carrasco, 2002; Carrasco, Penpeci-Talgar, & Eckstein, 2000; Dosher & Lu, 2000; Foley & Schwarz, 1998; .
Orienting and gain mechanisms can be combined with either stationary or nonstationary sequential sampling models to produce plausible models for attentional effects in tasks in which both RT and accuracy are measured. Orienting can be represented as a delay in the opening of an attention window or gate and gain can be represented as a change in its maximum amplitude. In this article, we show that the RT distributions and accuracy measures in a luminance discrimination task are well described by a stationary model, both when backwardly-masked and unmasked stimuli are used. We interpret this as evidence that the perceptual basis of observers' psychophysical decisions are stable stimulus representations in VSTM. We then show that the effects of attention in this task can be described by an orienting model, in which the formation of stable VSTM traces for unattended stimuli is delayed relative to those for attended stimuli. When stimuli are masked, this leads to a degradation of the information extracted from the stimulus and a decrement in performance.
Mask-dependent attentional cuing in visual signal detection
Evidence for a fundamental relationship between attention and visual masking has come from a number of recent studies. In metacontrast and objection substitution masking paradigms, stronger masking effects are obtained when the stimulus to be masked is unattended (Enns & Di Lollo, 1997; Ramachandran & Cobb, 1995; Tata, 2002) . In detection, orientation discrimination, and character recognition tasks, attentional benefits are typically larger when stimuli are backwardly masked (Giesbrecht & Di Lollo, 1998; Kawahara, Di Lollo, & Enns, 2001; Morgan, Ward, & Castet, 1998) .
In visual signal detection, the idea that attention increases the detectability of luminance stimuli only when they are backwardly masked has provided an explanation for the inconsistent results previously obtained in this area. Whereas some studies have found that detection sensitivity is selectively increased for signals at attended locations (Bashinski & Bacharach, 1980; Downing, 1988; Hawkins et al., 1990; Luck et al., 1994; M€ uller & Humphreys, 1991; Smith, 1998b) , others have found either no effect of attention or effects that are attributable to the effects of uncertainty reduction alone (Bonnel, Stein, & Bertucci, 1992; Davis, Kramer, & Graham, 1983; Foley & Schwarz, 1998; Graham, Kramer, & Haber, 1985; Lee, Koch, & Braun, 1997; M€ uller & Findlay, 1987; Palmer, 1994; Palmer, Ames, & Lindsey, 1993; Shaw, 1984) . Smith (2000a) pointed out that with few exceptions (e.g., Carrasco et al., 2000; Lee et al., 1997) studies finding increased detection sensitivity for attended stimuli were performed with backwardly-masked displays, whereas those finding no increase were performed without masks (see Smith, 2000a , Table 1 ).
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Direct confirmation of the hypothesis that masking is the critical variable that distinguishes between these studies was obtained by Smith (2000a) , Smith and Wolfgang (in press) , and Smith et al. (in press) . In these studies the effects of attention on the detectability of masked and unmasked Gabor patch stimuli was investigated using a spatial cuing paradigm. To allow the effects of attention to be distinguished from those of spatial uncertainty, stimuli were presented atop a suprathreshold luminance pedestal rather than directly against a uniform field. Because the location of the pedestal was always clearly visible, irrespective of the cue condition, this manipulation decoupled variations in attention from variations in uncertainty about stimulus location, thereby eliminating the latter as an influence on performance.
In addition, the studies used a display that contained only a single stimulus that appeared at either a cued or a miscued location. This allowed the effects of the cue on stimulus detectability to be distinguished from its effects on target selection. When a target stimulus is presented among a background of distractors, cuing the target location may benefit performance by helping the observer select the target from among the distractors by a process of distractor exclusion Shiu & Pashler, 1994) . These effects are often well described by a multichannel signal detection model in which each distractor or distractor feature acts as an independent source of noise (Eckstein, Thomas, Palmer, Shimozaki, & Steven, 2000; Foley & Schwarz, 1998; Palmer et al., 1993) . By using a display containing only a single stimulus, the studies eliminated the possibility of a cuing effect caused by distractor exclusion.
In all three studies, mask-dependent cuing effects were found. When stimuli were masked by backward, pattern masks, detection sensitivity (as measured by signal detection d 0 or a related statistic) was greater for attended than unattended stimuli. When stimuli were presented without masks, detection sensitivity for attended and unattended stimuli did not differ. These effects have been obtained with a number of different cue configurations and stimulus manipulations. Smith (2000a) and Smith and Wolfgang (in press ) explained the mask-dependent cuing effect in singleelement displays using a nonstationary diffusion process model like that shown in Fig. 1 . Mask-dependent cuing arises in this model from an interaction of two factors: differences in the rates of information accumulation from attended and unattended stimuli, and differences in the visual persistence of masked and unmasked stimuli. The model provides an account of the main psychophysical phenomena (mask-dependent cuing as a function of stimulus contrast and exposure duration), but it relies on the assumed nonstationarity of the decision process, that is, on the assumption that the decision mechanism samples directly from a decaying perceptual trace.
Contrary to the assumptions made by Smith (2000a) and Smith and Wolfgang (in press ), Ratcliff and Rouder (2000) found evidence against nonstationary decision models in a letter discrimination task with backwardlymasked stimuli. They pointed out that nonstationary models predict an increase in RT distribution skewness as stimulus discriminability is reduced that exceeds that typically found in empirical data. This increase in skewness arises because the decision mechanism is driven by the information in the decaying perceptual trace. As the trace decays, the rate of information accumulation progressively slows. If the trace decays completely before the evidence needed for a response has been accumulated, the decision mechanism samples noise until a criterion amount of evidence has been attained. Such responses are made more slowly than they would be otherwise because the decision mechanism is driven only by noise, rather than by stimulus information, at least for part of the decision time.
In this article, we investigate the effects of attention on the speed and accuracy of judgments about grating patch stimuli, like those used in previous studies of mask-dependent cuing by Smith (2000a) , Smith and Wolfgang (in press) , and Smith et al. (in press ). Our study differs from previous studies of this kind in that we measured both RT and accuracy for decisions about near-threshold stimuli. Our aim in collecting data of this kind was to obtain more detailed information about the properties of the underlying attentional mechanisms than can be obtained from accuracy measures alone.
Most studies of RT typically use suprathreshold stimuli, whereas studies that use near-threshold stimuli typically consider only accuracy data. Often, especially when attention is manipulated, accuracy data are interpreted using signal detection models. The data we report show systematic dependencies of both RT and accuracy on stimulus contrast, which signal detection models cannot explain. Such data have a natural interpretation within a sequential sampling framework, as we show subsequently.
3. Discrimination of orthogonal orientations: effects of cues and backward masks Smith (2000a) , Smith and Wolfgang (in press) and Smith et al. (in press) found mask-dependent cuing effects using a yes-no (''signal present''/''signal absent'') detection task. Here we used an easy discrimination task, in which observers discriminated between horizontal and vertical grating patches. Because contrast thresholds in this task are indistinguishable from those for yes-no judgments (Thomas & Gille, 1979) , a number of investigators have argued that it can be used as a proxy for detection in studies of attention (Carrasco et al., 2000; Lee et al., 1997) . If so, it should yield similar mask-dependent cuing effects to those previously obtained in yes-no tasks. We used orthogonal discrimination instead of yes-no detection in this study in order to ascertain whether the two tasks were in fact functionally equivalent, in the sense of producing similar patterns of mask dependencies in a cuing paradigm. We also wished to avoid the asymmetries in the distributions of RT for the two responses that are often found in yes-no tasks.
Method
Observers. Six paid undergraduate volunteers, all with normal or corrected-to-normal vision served as observers. Each observer served in a total of 20 experimental sessions, each of around one hour duration, preceded by 7-8 practice and calibration sessions.
Apparatus. Stimuli were presented on a 17 in. Sony 200PS monitor driven at a frame rate of 100 Hz by a Cambridge Research Systems VSG 2/4 15-bit framestore housed in a Pentium computer. The display response was linearized (gamma corrected) from measurements made with a Pritchard PR8800 photometer. Stimulus presentation and response recording were controlled by software written in C++. The computer's clock chip was reprogrammed to tick in milliseconds to allow accurate measurement of RT. Observers performed the task in a dimly-lit laboratory at a viewing distance of 50 cm. Viewing position was stabilized with a chin rest.
Stimuli. The stimuli were circularly symmetrical, sinephase Gabor patches presented atop circular, 15% contrast luminance pedestals, which were displayed on a 25°square, 30 cd/m 2 , uniform field. The mathematical form of the Gabor patch stimuli was as given by Graham (1989, p. 53) . The sinusoid had a period of 6 pixels; the Gaussian envelope had a space constant (full width at half height) of 10 pixels, giving a bandwidth of 0.78 octaves. Viewed from 50 cm, the spatial frequency of the sinusoid was 3.5 cycles/deg and the width of the Gabor patch (half height) was 28 0 . The diameter of the luminance pedestal was 1.47°(30 pixels). The backward mask was a Gaussian vignetted checkerboard, consisting of alternating 17 0 (6 pixels) squares whose contrasts were modulated by a circularly symmetrical Gaussian vignette with a space constant of 42 0 (15 pixels) and a peak contrast, relative to the luminance of the pedestal of 95%. Examples of the stimuli and mask are shown in Fig. 2 .
The attentional cues consisted of four black corner markers that identified the corners of a 1.8°square, centered on the target location. The cues were flashed for 60 ms, at a cue-target stimulus onset asynchrony (S0A) of 140 ms, and then extinguished. A pure exogenous (50% validity) cuing manipulation was used: Stimuli appeared at the cued location and at uncued locations with equal frequency.
On any trial there were three potential stimulus locations, one cued and two uncued, located at an angular separation of 120°on the circumference of an imaginary 3.2°radius circle, centered on a fixation cross. On each trial, a randomly chosen angle a (0 < a 6 360°) determined the position of the cued location. The possible uncued locations were at a AE 120°, these locations being chosen on uncued trials with equal frequency. This display configuration has the property that the two possible uncued locations are equidistant from the cued location and thus, according to a symmetrical model of attentional gradient effects, should receive equal processing resources.
Procedure. The experiment was run in two phases, each consisting of 10 experimental sessions. In one phase, observers discriminated the orientation of masked, pedestal Gabors; in the other they performed the same task without masks. Each session consisted of 400 experimental trials, divided into 20 blocks of 20 trials. Stimuli were presented for 60 ms at five equallyspaced contrasts, the values of which were chosen individually for each observer during practice to produce a range of performance that varied from near chance to near perfect. Equal numbers of horizontal and vertical stimuli, and cued and miscued stimuli, were presented at each of the five levels of contrast, in random order, in each session. On cued trials the stimulus was presented at the previously cued location (a); on miscued trials it was presented at one of the other two possible stimulus locations (a AE 120°). Because the time from cue onset to stimulus offset (200 ms) was too short to refixate the display (Robinson, 1965) , eye movements were not monitored.
Observers were instructed to try to perform the task accurately but not to spend too much time on each decision. They were told that their decision times were being measured but that they should not regard the task as an RT task. They were instructed to maintain central fixation during the course of each trial but to use the cue to direct their attention to the cued location.
Each trial began, after a 3 s intertrial interval, with presentation of the fixation cross, 1 s before the cue. This served both as a warning signal and as an instruction to the observer to maintain fixation. In the masked condition, the mask was presented at the end of the 60 ms stimulus exposure period and remained on until the observer responded; in the unmasked condition the stimulus was erased at the end of the exposure period. The RT on each trial was measured as the time from stimulus onset until the time at which the observer pressed one of two microswitched response buttons to indicate a decision. After each response, accuracy feedback was provided auditorily using distinctive tones. In addition, summary accuracy feedback was provided at the end of each block on the visual display. No feedback about RT was given during the course of a session.
Results
The proportions of correct responses to horizontal and vertical stimuli, P H ðCÞ and P V ðCÞ, for each observer in each stimulus condition were converted to d 0 sensitivity measures using the formula
where z½Á denotes the inverse normal (z-score) transformation. The factor of ffiffi ffi 2 p in the denominator of this expression puts d 0 values obtained from a two-alternative forced-choice task onto the same scale as those obtained from a yes-no task (Macmillan & Creelman, 1991) . As shown in Fig. 3 , there was a significant maskdependent cuing effect for d 0 , as reflected in the Cue · Mask interaction, F ð1; 5Þ ¼ 18:05, p < 0:001. Attentional cues had no effect on sensitivity for unmasked stimuli, but significantly increased sensitivity for masked stimuli. The corresponding interaction for MRT did not attain significance, F ð1; 5Þ ¼ 5:53, n.s., although there is some suggestion of an interaction in the plot. However, there was a significant main effect of cue for MRT, F ð1; 5Þ ¼ 11:37, p < 0:05, whereas the corresponding main effect for d 0 was not significant, F ð1; 5Þ ¼ 1:82, n.s. Taken together, these results show that attentional cues have different effects on sensitivity and RT: Cuing results in shorter MRTs, regardless of whether stimuli are masked, but it increases sensitivity only for masked stimuli. 0 to grow more slowly with contrast for masked than for unmasked stimuli, which, combined with the differential effect of cuing for masked and unmasked stimuli, results in a three-way interaction. The cuing effect for masked stimuli in Fig. 4 represents an average sensitivity advantage for cued stimuli of around 3-4 dB across the range of the psychometric function. This agrees with the estimates for yes-no detection found by Smith et al. (in press ).
For MRT there was a significant main effect of contrast, F ð4; 20Þ ¼ 18:01, p < 0:001, and a significant Mask · Contrast interaction, F ð4; 20Þ ¼ 4:72, p < 0:01. As shown in Fig. 4 , MRTs decreased systematically from around 600 ms to around 500 ms with increasing contrast, but this decrease was more pronounced with unmasked stimuli.
Individual observers
We also analyzed sensitivity and MRT on an observer-by-observer basis to characterize the individual differences in cuing effects. These data are shown in Figs. 5 and 6. To quantify the cuing effects for sensitivity, Weibull functions were fitted to the psychometric functions for sensitivity for each observer (see Appendix A for details). Two models were compared: a single-function model, in which the same Weibull function was 2 The ffiffi ffi 2 p scaling relationship between yes-no performance and twoalternative forced-choice performance is predicted by the Gaussian, equal-variance signal detection model. We use it here only as a conventional, summary measure of forced-choice performance, without implying any commitment to the detailed assumptions of this model.
Cued
Miscued 450 fitted to the data for cued and miscued stimuli, and a two-function model, in which the cued and miscued data were fitted separately. The smooth curves in Fig. 5 are fits of the latter model. The difference between the fits of the two-function and single-function models is a measure of the magnitude of the cuing effect for each observer. The results of these fits are summarized in Table 1 .
Under masked conditions, four observers (MS, FM, LB and ST) showed significant cuing benefits; a fifth (EH) showed a marginally significant effect and the remaining observer (IG) showed no effect of any kind. For unmasked stimuli, no observer showed any evidence of a cuing benefit. The unmasked data for one observer (EH) were better fitted by a two-function model than a single-function model and the difference in the fits for two others (IG and ST) were near significance. However, these effects are due to small sensitivity reversals, in which sensitivity for cued stimuli was slightly lower than for miscued stimuli. These reversals are similar to those found previously in yes-no detection (Smith, 2000a; Smith & Wolfgang, in press; in press), which we attributed to forward masking of the target by the cue ðalthough see Smith and Wolfgang (in press ), for another possibilityÞ. The range of individual differences in the cuing effect is comparable to that found for yes-no detection by Smith et al. (in press ).
To quantify the effects for MRT, a two-parameter Pi eron's law function (Pi eron, 1920; Pins & Bonnet, 2000) was fitted to the MRTs for cued and miscued stimuli for each observer (see Appendix A). As shown in Fig. 6 , Pi eron's law describes a power law decrease in MRT with increasing stimulus intensity. As with sensitivity, the cuing effect was evaluated by comparing the fits of a one-function and a two-function model. These fits are summarized in Table 1 .
For the masked data, MRT was well described for all observers by a two-function model and in all cases this model was significantly better than a single-function model. For the unmasked data, there is some evidence of systematic departures from Pi eron's law although, qualitatively, the model again captures the main features of the data. (The difference in the fit statistics for masked and unmasked stimuli appears to be due mainly to dif- ferences in the standard errors in the two conditions rather than to any obvious difference in functional form.) In all cases, however, a two-function model provided a better account of the data than a singlefunction model for all observers, although for observer MS the difference is small. These results show that MRT was faster for cued than for miscued stimuli for both masked and unmasked stimuli, in agreement with the previous analysis of group effects.
Discussion
The mask-dependent cuing effects found in this experiment replicated those found by Smith (2000a), Smith and Wolfgang (in press), and Smith et al. (in press ) using a yes-no task with similar masks and stimuli. The similar results for detection and discrimination of orthogonal orientations is consistent with the assumption made by Lee et al. (1997) and Carrasco et al. (2000) that this latter task may be used as a proxy for detection. The results from both of these tasks are consistent with other reports in the literature that suggest a fundamental connection between spatial attention and masking mechanisms. Smith (2000a) and Smith and Wolfgang (in press ) proposed a nonstationary model for these effects, in which masks interrupt stimulus processing before the information needed for a response is accumulated. This model assumes that the rate of information gain from attended locations is greater than that from unattended locations so that masks depress sensitivity for unattended stimuli disproportionately. In the following section we propose a stationary model, based on the properties of the RT distributions for this task.
As well as finding mask-dependent cuing effects for d 0 we also obtained a spatial cuing effect in MRT. Such effects have been widely reported in the attention literature since they were first described by Posner and coworkers (Posner, 1978 (Posner, , 1980 Posner et al., 1980) , but they have typically been obtained using suprathreshold stimuli in tasks in which the error rates are fairly low. Our results show that similar effects can be also obtained in psychophysical judgments about near-threshold stimuli. Importantly, however, the effects of cues and backward masks had different effects for d 0 and MRT. Whereas cues enhanced detection sensitivity only for masked stimuli, they had an unconditional effect on MRT: Responses were faster to cued than to miscued stimuli, regardless of whether they were masked. The different patterns of effects for cues and masks for d 0 and MRT means they cannot be explained simply by assuming that more difficult judgments are made more slowly. Rather, they must be explained by some other mechanism.
The data in Figs 1974), this has typically again been done in tasks using suprathreshold stimuli, in which error rates have been low (an exception is Pins & Bonnet, 2000) . Our data show a similar level of contrast dependency in judgments about near-threshold stimuli. This finding is important theoretically because decisions about such stimuli are frequently modelled using signal detection theory or related methods. However, signal detection theory has no mechanism to account for RT or for the joint dependence of accuracy and RT on stimulus contrast. We therefore attempt to provide an account of these data within an alternative, sequential sampling framework.
A diffusion process model of mask-dependent cuing effects
Along with MRTs that decreased systematically with stimulus contrast, the task yielded unimodal, positivelyskewed distributions of RTs, whose variance increased with increasing MRT. Distributions of this kind are typically obtained from tasks involving the detection or discrimination of suprathreshold contrast stimuli and have been successfully modelled using sequential sampling models (e.g., Ratcliff & Rouder, 1998 Smith, 1995 ; see also Luce, 1986 , for a review). The similarity in the distributions obtained from such tasks to those obtained here suggests that such models could also explain our data.
The organization of the remainder of this article is as follows. First we show that the families of RT distributions obtained from each of the four cue and mask conditions are well described by a stationary sequential sampling model. We then show that the changes in RT distributions and accuracy as a function of cue and mask conditions can be explained by an attention-orienting version of this model, in which the entry of stimuli into VSTM is delayed by inattention. The form of this model was suggested by the estimated parameters for fits of the diffusion model to the individual conditions. Finally, we show that the model's ability to account for the combined set of experimental data is not improved by the introduction of nonstationarity into the accumulation process.
The diffusion model of two-choice RT
The model we used to fit the empirical RT distributions and accuracy data was the Wiener diffusion model of Ratcliff (1978 Ratcliff ( , 1981 and Ratcliff, Van Zandt, and McKoon (1999) . In a recent evaluation of sequential sampling models, Ratcliff and Smith (in press) showed this model did as well or better than its competitors at predicting RT distributions and accuracy in a number of experimental tasks, and typically did so with greater economy of parameters. Mathematically, the diffusion process is a continuous-time version of a random walk and the model itself is a successor to early random walk models of two-choice decisions proposed by Stone (1960) , Edwards (1965) , Laming (1968) , Link and Heath (1975) and Link (1978) . The random walks are one of two main classes of sequential sampling model that have been studied in the mathematical psychology literature, the other being counter, or accumulator models (Pike, 1966; Smith & Vickers, 1988; Townsend & Ashby, 1983; Usher & McClelland, 2001; Vickers, 1970) .
In random walk models, the observer's decision is based on a sequence of noisy observations of a stimulus process, each of which can take on positive or negative values. To make a decision, successive observations of the stimulus process are sampled and summed until a criterion positive or negative value is obtained. If the first criterion obtained is positive the observer makes one response; if it is negative the observer makes the other response. To model performance in an orientation discrimination task with a random walk model, the sequence of observations is identified with the moment-bymoment differences in the outputs of noise-perturbed horizontal and vertical filters.
In the diffusion process model, information accumulates in continuous time from a stimulus representation that is continuously perturbed by white noise (i.e., broad-spectrum Gaussian noise). The main features of the model are shown in Fig. 7 . The accumulated information on any trial is represented by a continuous, but highly irregular sample path, whose mean and variance are both linear functions of time. This path is described by two parameters, the drift, n and the diffusion coefficient, s 2 . The drift determines the average rate of increase (or decrease) of the sample path; the diffusion coefficient determines the magnitude of the random fluctuations of individual sample paths around the average path. In the model, the drift describes the quality of the encoded stimulus information and the diffusion coefficient describes noise within the observer. For given values of the drift and the diffusion coefficient, the population of sample paths as a function of time, t, has mean nt and variance s 2 t, when the process is not constrained by absorbing boundaries.
On any trial the process begins at time t ¼ 0 at a value of z, which is located between two absorbing boundaries located at 0 and a. The boundaries represent criterion amounts of information needed for positive and negative responses.
3 On presentation of (say) a vertical stimulus the process begins to drift in an upward direction at a rate that depends on the stimulus contrast.
This continues until the accumulated information reaches a, at which point the observer responds ''vertical.'' Because of random variations in the accumulation process, however, on some proportion of trials the process will cross the boundary at 0 before it is reaches the boundary at a. On these trials the observer incorrectly responds ''horizontal.'' The situation is the same when a horizontal stimulus is presented, except that the drift of the process is now in a downward direction. In general, errors are more likely to occur when the drift rate is small, or when the separation between the boundaries is small--as occurs when the observer is trying to respond rapidly--or when the starting point, z, is biased towards the incorrect response boundary. The latter may occur when the prior probabilities of the two kinds of stimulus are unequal and the observer elects to make the two responses based on different amounts of evidence. All of these conditions increase the probability that the first boundary crossed by the process is the wrong one and the decision is incorrect.
The decision time component of RT is identified in the model with the first passage time of the process, that is, the time at which the process first reaches one or other absorbing barrier. Mathematically, the predicted distributions of decision times are given by the distributions of first passage times of the diffusion process through the upper and lower barriers. For stationary models like the one considered here, these distributions may be obtained using either partial differential equation methods or numerical integral equation methods (see Ratcliff, 1978; Ratcliff & Smith, in press; Smith, 2000b , for detailed accounts).
An important feature of Ratcliff's diffusion model is that the stochastic process representing the encoded stimulus is perturbed by two sources of noise, one varying moment-to-moment and the other varying trialto-trial. In applications of the model to psychophysical data, these two sources of noise correspond, respectively, to the decision noise and encoding noise in Fig. 1 . The decision noise, as just discussed, may be viewed as arising from noise within the observer, and has variance s 2 . In addition, the drift, n, which represents the encoded stimulus information, is assumed to vary randomly from trial to trial for any fixed level of stimulus contrast, because of random variations in the efficiency of visual transduction and encoding. In the model, drift is assumed to be normally distributed with mean v and variance g 2 , that is, n $ N ðv; gÞ. In many applications of the model, including the one described here, it suffices to assume that the two kinds of stimuli have equal and The process drifts towards one of two absorbing boundaries at 0 and a at a rate n that depends on the encoded stimulus information. For a given value of stimulus contrast, n is normally distributed with mean v and standard deviation g. The variability of individual sample paths around the average path, nt, depends on the diffusion coefficient, s 2 . The RT on any trial depends on the time at which the sample path first crosses one of the two absorbing boundaries. The nondecision component of RT is T er .
opposite effects on the distributions of drift. That is, if n V , the drift on trials on which a vertical stimulus is presented is distributed as N ðv; gÞ, then n H $ N ðÀv; gÞ.
The inclusion of drift variance in the model serves two important functions. First, it allows the model to predict that correct responses will be made, on average, more rapidly than errors. This relationship is typically found in tasks in which stimulus discriminability is low and accuracy of responding is stressed (see Swensson, 1972 , Vickers, 1980 , and Wilding, 1971 , for reviews; also Luce, 1986, Chap. 6 ). In addition, it ensures that observers cannot attain arbitrarily high levels of accuracy by using widely-spaced absorbing boundaries and trading accuracy for speed. Because drift in the model is normally distributed, on some proportion of trials the encoded stimulus information will be such that the sign of the drift is wrong (i.e., will be negative when a vertical stimulus is presented, or vice versa). On such trials the process is more likely to terminate at the error boundary than the correct response boundary, regardless of boundary separation. This imposes a limit on the observer's ability to trade speed for accuracy, and means that some proportion of responses will inevitably be made incorrectly when the task is difficult, regardless of the observer's decision strategy. Fig. 7 shows the parameters that must be estimated to fit the diffusion model to data. As well as those already described, the nondecisional components of RT are amalgamated into a single quantity, denoted T er (time for encoding and response). In early applications of the model this time was treated as a constant, but recently it has been found that the model yields better fits to the leading edge of RT distributions if the nondecisional component of RT is treated as a random variable (see Ratcliff & Tuerlinckx, 2002 , for a discussion). Because the variance of this component is assumed to be small relative to the variance of the decision times, however, its precise distributional form has a negligible effect on the shape of the predicted distributions of RTs. For computational reasons, it is convenient to treat it as uniformly distributed with mean T er and range s t .
Finally, the starting point of the process, z, may be assumed to vary randomly with range s z . The introduction of starting point variability into the model allows it to predict fast errors, that is, error responses that are faster than correct responses. Fast errors are often found in tasks in which accuracy is high and speed of responding is stressed (Swensson, 1972; Wilding, 1971) . Laming (1968) proposed that such variability might arise because of the observer's temporal uncertainty about stimulus onset. As a result, when speed of responding is stressed, perceptual sampling may begin prematurely and the decision process will accumulate noise from the pre-exposure field. Laming showed that a random walk model with starting point variability could predict the fast errors obtained experimentally from speeded responses to suprathreshold stimuli. In the present application, however, in which errors were slower than correct responses, the fit of the model was not improved by introducing variability of this kind. Consequently, the parameter s z plays no further role in subsequent discussion.
Like other sequential sampling models, the parameters of the diffusion process model are identified only to the level of a ratio; that is, they may be multiplied by a constant without affecting any of the model's predictions. It is therefore customary in such models to treat the diffusion coefficient as a fundamental scaling parameter of the model and express other parameters in units of s. Some investigators, in recognition of the diffusion coefficient's role as a scaling parameter, choose to set it to unity. Here, however, we follow the convention used in previous articles by Ratcliff and set s ¼ 0:1 so that the estimated parameters are comparable with those reported elsewhere.
Unconstrained fits of the model
As a first step, we sought to ascertain whether the diffusion model could fit the sets of RT distributions from each of the four Cue · Mask conditions separately. We refer to these fits as ''unconstrained'' because they made no attempt to explain why performance changes across the four conditions as a function of attentional cues or backward masks. Rather, our goal was simply to ascertain whether a stationary decision model could provide a reasonable account of the empirical RT distributions. Subsequently, we use the estimated parameters from these fits to develop a theoretical model of how cues and masks influence performance.
The procedure we used to fit the diffusion model was essentially that described by Ratcliff and Smith (in press) and Ratcliff and Tuerlinckx (2002) . Initially, we fitted the model to group data obtained by averaging the quantiles of RT distributions for each condition across observers. Parameter estimates obtained by fitting the model to quantile-averaged data show reasonable agreement with the average of parameters obtained by fitting the model to individual observers (e.g., Ratcliff, Thapar, & McKoon, 2003) . Denoting the RT in any condition by T , the ith distributional quantile, QðiÞ, is defined by
That is, QðiÞ is the inverse probability transformation of the conditional RT distribution function. It is that value of time such that the proportion of the distribution's mass falling below QðiÞ is q i . In direct rather than inverse terms, q i is the fraction of responses in the distribution that are faster than QðiÞ.
We used the quantile set q i 2 f0:1; 0:3; 0:5; 0:7; 0:9g in our evaluation. Previous fits of the model have shown that five quantiles provide a reasonable tradeoff between resolution and stability: It suffices to resolve the main features of a distribution's shape but is relatively insensitive to artifacts in the leading and trailing edges of the distribution in the data for individual observers (Ratcliff & Smith, in press; Ratcliff & Tuerlinckx, 2002) . For each distribution of correct responses and errors at each of the five contrast levels, the corresponding quantiles of the empirical RT distributions were averaged across observers and across horizontal and vertical stimuli. Group accuracy measures were obtained by averaging the proportions of correct responses at each contrast level across stimulus orientations and observers. This resulted in 10 group RT distributions (i.e., a correct and an error distribution for each contrast level) and their associated response probabilities for each cell of the Cue · Mask design.
To fit the model, the G 2 statistic (i.e., the likelihood ratio chi-square) was minimized iteratively using the Nelder-Mead Simplex algorithm (Nelder & Mead, 1965) , using the empirical RT quantiles as bounds to group the data into bins (see Appendix A for details). The sample size used in calculating G 2 was 2000 (i.e., 400 observations per contrast condition), the number of trials obtained from each observer in each cell of the Cue · Mask design. This is consistent with our interpretation of G 2 as assessing the fit of the model to an ''average observer.'' Each such G 2 is based on 55 degrees of freedom and so, formally at least, may be tested for significance against a chi-square distribution with 55 À m degrees of freedom, where m is the number of free parameters in the model. As these statistics were based on quantile averages rather than independent observations, however, we do not attach strong probability interpretations to them, and we report the associated p values for reference purposes only. Instead, we focus on the model's ability to capture the shapes of the empirical RT distributions and response probabilities as a function of contrast. Subsequently, to allow fits based on different numbers of parameters to be compared, we also report a penalized likelihood statistic, the Bayesian Information Criterion, or BIC (Schwarz, 1978) , which, for binned data, may be defined as
where m again denotes the number of free parameters in the model and N is the total number of observations on which G 2 was based. The BIC penalizes a model for its number of free parameters in a sample-size-dependent way. For a set of competing models, the model that is chosen as the best is the one with the smallest BIC. Fig. 8 shows fits of the diffusion model to each of the four conditions of the experiment; Table 2 gives the associated fit statistics and estimated parameters. The fits are shown in the form of quantile-probability Note. The starting point for each condition, z, was set equal to a=2; s z was set to zero.
plots, in which the quantiles of the predicted and observed RT distributions are plotted against their associated response probabilities on the abscissa. That is, if p 1 < p 2 < Á Á Á < p 5 are the observed probabilities of a correct response at each of five, increasing levels of contrast, then the quantiles of the correct response and error distributions for the lowest level of contrast are plotted against p 1 and 1 À p 1 , respectively. Those for the next lowest contrast are plotted against p 2 and 1 À p 2 , and those for the highest contrast are plotted against p 5 and 1 À p 5 . The innermost pair of distributions in the plot are therefore from the lowest level of contrast; the outermost pair are from the highest level. The shapes of the RT distributions are expressed in the plot by the vertical separations between adjacent pairs of quantiles. The quantile-probability plot provides a way to represent the fit of the model to the RT distributions and to the associated response probabilities in a single, parametric plot. It also allows salient features of the data to be clearly depicted, such as how the shapes of the RT distributions change with stimulus contrast and how correct and error RTs are ordered relative to each other (Ratcliff & Smith, in press; Ratcliff & Tuerlinckx, 2002) .
As may be seen from Fig. 8 and from the fit statistics in Table 2 , the model provides a good description of the families of RT distributions obtained in this task. It predicts the unimodal, positively-skewed shapes of the distributions; it predicts the way these shapes change as a function of contrast, and it predicts that error responses are slower than correct responses at each level of contrast. (This last feature is reflected in the overall tendency of the plot to slope upwards, right to left.) Moreover, it does so with only a single parameter, the mean drift, v, varying with contrast. There are some minor discrepancies in fit apparent in the 0.9 quantile for some conditions, but this quantile is estimated empirically with comparatively low reliability. (In general, errors of estimate within the plot increase from right to left and from bottom to top, so that the largest errors of estimate are associated with the 0.9 quantile for error responses to high contrast stimuli. See Ratcliff and Tuerlinckx (2002) , for graphical illustration of this point.)
The important result from these fits is that they show that the distributions of RT, and the associated accuracy values, are well described by a stationary decision model, even when the stimulus icon is erased after 60 ms by a backward mask. Although responding was slower with masked presentation and the RT distributions were more variable and more skewed, the distributions for both masked and unmasked stimuli could all be explained by a model in which there was no decay in effective stimulus information during the time taken to make a decision. Estimates of T er , the mean nondecisional component of RT, were of the order of 300 ms in each of the four conditions. This implies that observers required anywhere between 100 and 700 ms to accumulate sufficient information to make a decision, depending on stimulus contrast and the quality of the encoded stimulus information available on a given experimental trial. The fits of the diffusion model imply that the observer's stimulus representations remained stable during this time. We interpret this result as implying that the observers' decisions are based on stable stimulus representations in VSTM.
The estimated model parameters in Table 2 show the following features: The separation of the absorbing boundaries (a) are somewhat higher under masked than unmasked conditions (i.e., observers use higher decision criteria when identifying masked stimuli). Mean drift rates (v) increase systematically with contrast and span a larger range of values for unmasked than for masked conditions. The relationship with cuing is less consistent. There is some tendency for the drift rates to be larger for cued than for miscued stimuli in the masked condition, but the pattern is reversed under unmasked conditions. (The latter is likely to reflect estimation artifact of some kind, rather than to be a real property of the underlying process.) Drift variance ðg 2 Þ increases with miscuing and with masking. The nondecisional component of RT, T er , also increases with miscuing, as does its variability, s t .
An attention-orienting model of diffusion process drift
A simple model, consistent with these parameters and with the evidence for the stationarity of the decision process, is shown in Fig. 9a . The model is a formalization of the attention-window model described in Section 1. It assumes that drift in the diffusion process depends on the quality of the stimulus information represented in VSTM. Access to VSTM is controlled by an attention window, cðtÞ, that admits, or ''latches'' a visuallyencoded stimulus into VSTM. Mathematically, this operation is represented by taking an inner product of the stimulus waveform and the attention window,
where t g is the time at which the attention window opens and w is its width. This operation results in the formation of a stable stimulus representation in VSTM whose value is equal to the portion of the stimulus waveform falling within the window. We identify the mean drift of the diffusion process with this value.
To explain the mask-dependent cuing effects, we make two assumptions. First, the time at which the attention window opens, t g , is delayed for unattended stimuli, relative to attended stimuli. This delay reflects the time taken to orient to the stimulus. Second, the physical stimulus trace, or icon, persists for some time after stimulus offset when stimuli are unmasked, but is rapidly erased when they are masked. This assumption is also made in the nonstationary model of Smith and Wolfgang (in press ), but here we use it in a different way to develop a stationary model.
The implications of these assumptions are depicted, in a highly simplified way, in Fig. 9b . In this figure, the stimulus waveform, lðtÞ, is assumed to be constant for the duration of the stimulus. When stimuli are unmasked, the stimulus information persists, with negligible decay, for some period after stimulus offset. When stimuli are masked, the stimulus is suppressed by the mask almost immediately. The effect of a delay in the opening of the attentional window will have little effect with unmasked stimuli, because the window computes a value of drift from the information in the icon, which decays relatively slowly. When stimuli are masked, however, the effect of a delay will be appreciable, because the rapid suppression of the stimulus by the mask reduces the amount of the physical stimulus trace that falls within the window. We also considered the possibility, suggested by the estimated parameters in Table 2 , that masking increases drift variance because noise from the mask is integrated into the attention window. These assumptions lead to the prediction of reduced drift for masked, unattended stimuli, increased T er for unattended stimuli and possibly also increased drift variance for both masked stimuli and unattended stimuli. Table 3 lists the parameters that were estimated to fit the attention-window model to all four conditions of the Cue · Mask design simultaneously (i.e., 40 different RT distributions). In the model, the amplitudes of the stimulus waveforms, lðtÞ, depend on contrast. To reduce the number of free parameters, the amplitudes, a i , were assumed to be related to contrast, c, by a NakaRushton function
This allowed the effects of 10 free drift parameters (5 each for masked and unmasked stimuli) to be represented by three Naka-Rushton parameters: a saturation and a semisaturation constant (A and c 0:5 , respectively), and a shape parameter, q. A relationship of this form is often assumed in models of contrast transduction and gain control (e.g., Foley, 1994) . 4 Clearly, more elaborate assumptions could be made about the shape of the stimulus waveforms and attention window in Fig. 9 by identifying them with the outputs of early visual filters and ascribing the appropriate smooth dynamics to them (cf. Sperling & Weichselgartner, 1995) . Indeed, the nonstationary models of Smith (1995) and Smith and Wolfgang (in press) were developed in this way, in part because the integral equation-techniques used to derive predictions require smoothness assumptions of this kind. Here, however, such elaboration is unnecessary, because the product lðtÞcðtÞ is integrated twice to obtain predictions: once to obtain the drift and once to derive the first passage time statistics. Consequently, the effect of the precise shapes assumed for cðtÞ and lðtÞ on the predictions will be minimal. Because drift depends on the integral of the stimulus waveform within the attention window, the parameters A and w may trade off to produce the same value of drift, making them difficult to identify individually. Preliminary fits confirmed this, at least for a range of theoretically-plausible values of w, of around 60-100 ms, as suggested by typical estimates of the perceptual integration time in Bloch's law (Smith, 1998a; Watson, 1986) . We therefore set w equal to the stimulus duration of 60 ms. Qualitatively, the attention-window model provides almost as good a description of the data as does the unconstrained model (Fig. 10) , and does so with many fewer parameters (14 vs. 36). The goodness-of-fit statistics for the two models were G 2 ð184Þ ¼ 155:81, p ¼ 0:93, for the unconstrained model and G 2 ð206Þ ¼ 202:85, p ¼ 0:55, for the attention-window model. (The value for the unconstrained model was obtained by summing G 2 values across conditions.) Although the fit statistic for the attention-window model is around 30% larger than that for the unconstrained model, the ordering of the BIC values, which impose a penalty for model freedom, was reversed (BIC ¼ 429.34 for the unconstrained model and BIC ¼ 328.70 for the attention-window model). According to this criterion, of the two models, the attention-window model provides the more parsimonious account of the data.
As may be seen from Table 3 , the attention-window model provided a good description of the data under the assumption that boundary separations and drift variance are both increased by masking but are unaffected by attention. Allowing the boundary separation to vary with attention did not improve the fit. Contrary to our expectations and to the results of the fits in Table 2 , the fit of the attention-window model was not improved by assuming that drift variance increased with both inattention and masking. Rather the mask-dependent cuing effect was explained by a selective reduction in mean drift for masked, miscued stimuli. The model attributes this reduction to the extra time needed to orient attention, resulting in a delay in the formation of the VSTM ðm; mÞ was set equal to T er ðm; cÞ þ ½T er ðu; mÞ À T er ðu; cÞ to constrain the miscuing delay to be equal for masked and unmasked stimuli. This delay determined the magnitude of the drift reduction for masked, miscued stimuli. . Fits of the attention-window model. The mean drift of the diffusion process is determined by a single Naka-Rushton function for all four conditions. Differences in drift between cued and miscued conditions are determined solely by differences in, t g , the time at which the attention window opens. Differences in T er and s t affect the locations and leading edges of the distributions but have a negligible effect on their shape.
trace. For unmasked stimuli, this delay, estimated at 16 ms, manifests itself as an increase in the mean and variance of the nondecision component of RT, with no effect on accuracy. For masked stimuli, the delay resulted in a reduction in effective stimulus information to around 72% of its value for cued stimuli.
Individual observers
To check whether these conclusions were consistent with effects at the individual observer level, we refitted the unconstrained model and the attention-window model to the data for each observer (Tables 2 and 4 and Fig. 11 ). The individual quantile-probability plots are noisier than are the group plots, particularly the error distributions for high-contrast stimuli, which reflect the small samples on which they were based. (For example, if accuracy at a particular contrast level is 95%, the correct response distribution is based on 380 observations whereas the error distribution is based on only 20 observations.) As expected, the individual G 2 statistics were systematically larger than those for the group fits. This occurs because quantile-averaging yields smoothed estimates of the underlying distribution. The individual G 2 statistics indicate some degree of failure to fit although, qualitatively, the model captures the main features of the data for most observers.
In general, large goodness-of-fit statistics may be obtained even for a true model because of interblock or intersession variability that is not represented in the model. When sample sizes are large, as here, fit statistics may be substantially inflated by variability of this kind (see Smith, 1998b , for further discussion). The largest discrepancy between the predictions and data were for the 10% quantile for the masked, miscued condition for observer EH. For EH, miscuing increased the fastest masked RTs more than it increased the fastest unmasked RTs. We interpret this as reflecting differences in orienting times across phases of the experiment for this observer. Table 4 shows that for the majority of observers, the attention-window model provided a better description of the data, in a BIC sense, than did the unconstrained model. The exception was observer FM, although for this observer also, the attention-window model captures the main feature of the data in Fig. 11 . Table 2 shows that the estimated model parameters, averaged across observers, are in good agreement with parameters estimated from group data, as has been reported for the diffusion model previously. The mean drift rates, v, in the masked, miscued condition, expressed as proportions of those in the cued condition, were estimated for the individual observers to be: MS, 0.79; FM, 0.37; LB, 45; IG, 0.90; EH, 0.87, and ST, 0.65 . Qualitatively, these estimates appear fairly consistent with the cuing effects in Fig. 5 .
Evidence against nonstationarity
The model fits reported in the previous sections showed that a stationary diffusion model provides a good description of the RT distributions from our experimental task. However, they do not exclude the possibility that the fits could be improved by introducing nonstationarity of some kind. In general, nonstationarity in a sequential sampling model like that of Fig.  1 can arise in either of two ways. It may arise because the decision process is driven directly by the output of a visual filter, whose mean value decays progressively after stimulus offset, or it may arise because the decision mechanism is an imperfect integrator, from which information decays as it is being accumulated. In general, the effects of these two kinds of nonstationarity on observed performance will be similar, because both result in a slower-than-linear rate of information accumulation on any trial (see Smith, 1995 , for further discussion).
Continuous-time sequential sampling models with decay at the decision stage have been modelled as an Ornstein-Uhlenbeck (OU) diffusion model (Busemeyer & Townsend, 1993; Diederich, 1995; Heath, 1992; Smith, 1995 Smith, , 1998a Smith, , 2000b . In the OU diffusion process, the accumulated information decays in proportion to the distance of the process from its starting point (i.e., to the amount accumulated). The drift in the model is equal to n À bðx À zÞ, where n is the information from the stimulus, x is the total accumulated information, z is the starting point, and b is a decay parameter. This contrasts with the Wiener diffusion model, in which the drift is simply, n. In comparison to the OU process, the Wiener process may be characterized as a ''perfect integrator.'' To determine whether our data could be better described by assuming slower-than-linear integration of this kind, we fitted the OU model to the group quantileprobability functions, in the same way as we fitted the Wiener model. The methods used to obtain first passage time distributions for this model are described in Smith (2000b) . We considered two variants of this model, one in which the OU decay parameter, b, differed for masked and unmasked stimuli, and another in which the b values were equal. When these parameters were allowed to vary freely in the fitting routine, in either case they converged to b % 0 and G 2 % 202, that is, to the Wiener model. The results of these fits agree with those of Ratcliff and Smith (in press) who showed that an OU process with small-to-moderate decay could not be distinguished empirically from perfect integration. They also found that, for each of their three data sets, when the decay parameter was allowed to vary freely it approached a value of b % 0. These results support the proposition that psychophysical decisions are based on stationary stimulus information--or, at least, on information that remains approximately stationary while a decision is being made. As the physical stimulus trace is highly nonstationary during this time, especially under masked conditions, these findings imply that stimulus information is maintained in some kind of durable form until the decision is completed. We identify such durable traces with stable representations in VSTM.
General discussion
We obtained the same mask-dependent cuing effects with horizontal-vertical discrimination judgments as were found with yes-no detection by Smith (2000a) , Smith and Wolfgang (in press) , and Smith et al. (in press ). Further, responses were faster to cued stimuli, irrespective of whether they were masked. The RT distributions and accuracy data from this task were well described by a diffusion process model in which information entering the decision process does not degrade appreciably during the time taken to make a decision. The cuing effects were well described by a model in which the drift of the diffusion process depends on the strength of the VSTM trace and miscuing delays the entry of stimuli into VSTM. When stimuli are masked, this delay results in degraded stimulus information. In its identification of miscuing with a delay in central stimulus processing this model is consistent with orienting theories of attention. In its presumption of a relationship between visual encoding, the effects of attention, and the contents of VSTM, the model is consistent with a large body of research initiated by Sperling (1960) on the relationship between attention and VSTM. Although these ideas have long had currency in the attention literature, we have shown they suffice to predict entire families of RT distributions and associated response probabilities for a range of mask, contrast, and cue conditions, simultaneously.
Orienting, gain, and rate models of attention
The orienting model of attentional cuing developed here contrasts with the class of attention gain models, described earlier. In gain models, increased attentional gain may be the result of signal enhancement, noise reduction, or some combination of the two, the net result being an increase in the signal-to-noise ratio for attended stimuli. Simple gain accounts are not consistent with mask-dependent cuing because they predict unconditional sensitivity advantages for cued stimuli, regardless of whether they are masked. Gain models that embody multiple attentional mechanisms, like the perceptual template model of Lu and Dosher (1998) and Dosher and Lu (1998) , may be able to predict mask dependencies through processes such as external noise exclusion. Dosher and Lu (2000) and Lu, Lesmes, and Dosher (2002) reported that one way cues can improve sensitivity is by excluding noise at the target location. This manifests itself as an increased cuing effect in high external noise displays. To the extent that pattern masks can be viewed as sources of external noise, the mask dependencies found here and elsewhere may be simply another manifestation of external noise exclusion. Against this interpretation is the finding of Turvey (1973) , corroborated by Smith and Wolfgang (in press) , that backward pattern masks reduce stimulus identifiability by interrupting processing rather than by adding noise to visual channels. Whether gain models like the perceptual template model can be elaborated to account for interruption masking effects by augmenting them with more complex temporal dynamics is an open question. Also, the perceptual template model in its current form accounts only for accuracy but not RT.
Closely related to the idea that cuing affects attentional gain is the idea that it affects rate of processing. In diffusion process models, an increase in attentional gain is modelled as an increase in n=s 2 , the ratio of the drift and the diffusion coefficient of the accumulation process. Such an increase produces increased sensitivity ðd 0 Þ and a reduction in RT. In contrast, a proportional increase in n and s 2 that leaves their ratio unaltered produces an increased rate of processing. This results in a reduction in RT, with no change in sensitivity. 5 As noted previously, Carrasco and McElree (2001) reported that both rate of processing and sensitivity were affected by cues in an orientation discrimination task in which they used a response-signal procedure to measure processing time. 5 This feature of diffusion models contrasts with signal detection theory. In signal detection theory, the ratio of the mean and the standard deviation of the decision variable is an invariant of the model. Changes to the scaling of the decision variable that preserve this ratio leave sensitivity unaltered. The corresponding invariant of diffusion models is the ratio of n=s 2 , the ratio of the drift and the diffusion coefficient, that is, the ratio of the infinitesimal mean and variance of the distribution of increments to the process. (Expressed in terms of average drift for a condition instead of drift on an individual trial, the ratio is v=s 2 .) This difference between diffusion models and signal detection theory is a reflection of the fact that, in the former, response probabilities depend jointly on the distribution of increments and the position of the decision criteria rather than on the distribution of increments alone.
The model of mask-dependent cuing described by Smith and Wolfgang (in press ) is a rate-based model of this kind. The model predicts a cuing advantage for masked stimuli because the rapid rate of accumulation from cued locations means more information can be obtained from such locations before the stimulus is suppressed by the mask. No cuing advantage is predicted for unmasked stimuli because of their visual persistence, which allows the accumulation process to run to completion before the icon decays, for both cued and uncued stimuli. The model provides a quantitative account of mask-dependent cuing as a function of stimulus contrast and exposure duration, but relies in an essential way on the assumed nonstationarity of the decision mechanism. Our results here yielded no evidence for nonstationarity, but we have not investigated all possible ways in which nonstationary may enter the system. Further research is needed to test between ratebased and orienting accounts in a systematic way.
Detection and discrimination
The mask dependencies found in yes-no detection by Smith (2000a) and in orthogonal discrimination here contrast with the findings of Carrasco et al. (2000) who reported that cues increased sensitivity in these tasks in the absence of masks. Carrasco et al. (2000) pointed out that whereas their study used pure peripheral cues, Smith (2000a) used mixed central-peripheral cues. Consequently, differences in cue effectiveness may have been responsible for the difference in results. However, Smith et al. (in press ) subsequently obtained a maskdependent cuing effect in yes-no detection using the pedestal task and the same peripheral cues as used by Carrasco et al. (2000) . Smith et al. (in press) attributed the difference between the two studies to the use of a pedestal. They argued that when near-threshold stimuli are presented directly against a uniform field, as was done in the Carrasco et al. (2000) study, uncertainly effects may have a significant influence on performance because they covary with cue condition. Consistent with this, Smith et al. (in press) found that when no pedestal was used, some observers showed a significant cuing effect with unmasked stimuli. Averaged across observers, this yielded a significant cuing effect for the experiment as a whole.
In a later study, Cameron et al. (2002) found that cues also enhanced sensitivity in an unmasked orientation discrimination task in which observers discriminated between Gabor patches oriented at either ±15°or ±4°to the vertical. In the 15°task, the observers' ability to discriminate the stimuli covaried with their ability to localize them, whereas in the 4°task, stimulus localization at the higher levels of contrast was virtually perfect. Cameron et al. (2002) argued that performance is unlikely to be influenced by uncertainty reduction when localization is near ceiling and suggested their cuing effects could be attributed to signal enhancement.
We have not investigated orientation discrimination using the pedestal task, but the results of Cameron et al. (2002) combined with our own are evidence for a Cue · Mask · Task interaction: In detection, cues produce signal enhancement only for backwardly-masked stimuli, whereas in discrimination--that is, judgments in which performance is limited in part by the similarity of the stimuli rather than by contrast alone--cues produce signal enhancement unconditionally. (Orthogonal discrimination in these terms is functionally equivalent to detection, as argued previously.) Support for the idea that cues increase sensitivity unconditionally in discrimination was provided by Carrasco, Williams, and Yeshurun (2002) in a study using masked and unmasked Landolt squares.
The rate-based model of Smith and Wolfgang (in press) predicts this three-way interaction under the assumption that the decision mechanism accumulates information more slowly in discrimination than in detection (see also Smith et al., in press ). This is consistent with the typical finding that RTs for detection are shorter than those for discrimination (Luce, 1986) . Smith and Wolfgang (in press) argued that information accumulates more slowly in discrimination than detection because discrimination has a lower signal-to-noise ratio. This is because it requires comparison of the outputs of filters whose bandwidths overlap, whereas detection and orthogonal discrimination do not. They showed that under these circumstances, a rate-based model predicts similar cuing effects for unmasked discrimination and masked detection, resulting in the predicted three-way interaction.
The attention-window model described here also predicts this interaction under the assumption that larger samples of perceptual information are required for discrimination than for detection. In the attention-window model, stimulus discriminability is identified with the drift of the diffusion process, which is computed by integrating the output of a visual filter over an attention window. This initial period of perceptual integration precedes and is distinct from the subsequent accumulation of information by the diffusion process to make a decision. According to the attention-window account, the task of discriminating between stimuli that activate filters with overlapping bandwidths requires a longer period of perceptual integration than does detection or orthogonal discrimination because of their relatively poor signal-to-noise ratio. With unmasked stimuli, a delay in opening the attentional window will have a greater effect in discrimination than detection because the longer period of perceptual integration needed to compute the drift of the diffusion process means it will be disproportionately affected by iconic decay.
