Abstract. An analog of Taylor's formula, which arises by substituting the classical derivative by a divided difference operator of Askey-Wilson type, is developed here. As an application, a generalization of the binomial theorem is obtained. Besides, this method becomes quite useful to obtain summation formulas of basic hypergeometric series. New proofs of several well-known summation formulas and a divergence example are included.
Some definitions
In this section, we provide the reader with some definitions which will be used all throughout the paper. The notions we are giving were already introduced in [2] with the aim to study some aspects of the theory of hypergeometric polynomials. The reader is referred to that paper for a more detailed exposition. Definition 1.1. Let P be the set of quadratic symmetric polynomials P(x, y), normalized so that P(x, y) = x 2 + y 2 − 2axy − 2b(x + y) + c with a, b, c complex numbers. A sequence of complex numbers (x t ), with the index t running over the set 1 2 Z = {k/2 : k ∈ Z}, will be called a P-sequence if P(x t , y) = (y − x t+ 1 2 )(y − x t− ) for all t ∈ 1 2 Z. Recalling the natural action of the affine group of the complex plane Aff(C) on the set P, we can consider the orbits of this action. As it becomes clear in [2] , these orbits provide a very natural classification in the theory. In particular, each symmetric polynomial in P can be rewritten, under affine transformations, in a canonical form. In the following table, we summarize the canonical forms and the corresponding P-sequences which we shall use in our study. We shall also use the parameter λ = 0 defined by the relation a = Canonical form P-sequence Table I . Canonical P-sequences.
In the first two rows we assume a = ±1. The capital letters in the left column are acronyms of the names we adopted in [2] for the canonical forms: Trigonometric, Geometric, Quadratic, Arithmetic and Continuous. We shall say that x 0 is the base point of the P-sequence (x t ). Obviously, P(x, y) = y 2 − 2A(x)y + B(x), where A(x) = ax + b and B(x) = x 2 − 2bx + c. This allows us to consider the discriminant of P as a function of the variable x which, up to a constant factor, is given by
Remark 1.2. P-sequences arise from the recurrence x t± = A(x t ) ± δ(x t ). In particular, given a complex number ξ, there are at most two P-sequences with base point ξ, one for each election of the sign for the square root δ(ξ). Definition 1.3. For any complex number x, we consider a P-sequence (x t ) with base point x. Then we define Φ 0 (x, y) = 1 and the polynomials Φ k (x, y), for any positive integer k ≥ 1, as follows
).
Remark 1.4. Recall that Φ k (x, ·) does not depend on the chosen P-sequence (x t ).
Taylor series
Given an open subset Ω of the complex plane, we denote the space of analytic functions in Ω by H(Ω). Also, by γ ≃ 0 (mod Ω) we mean that γ is a cycle in Ω homologous to zero with respect to Ω. Finally, given z ∈ Ω, Ind(γ, z) denotes the index of z with respect to γ. Lemma 2.1. Given an open subset Ω of the complex plane, let us denote by ∆ Ω the diagonal of Ω × Ω. Then, for any f ∈ H(Ω), the function
Proof. It is a simple consequence of Cauchy's integral formula.
Let us consider the set Ω 1 = {x ∈ C : A(x) ± δ(x) ∈ Ω}. By Lemma 2.1, given a quadratic symmetric polynomial P ∈ P, we define the Askey-Wilson operator D : H(Ω) → H(Ω 1 ) as follows (1) Df
with γ ≃ 0 (mod Ω) and Ind(γ, A(x) ± δ(x)) = 1. Also, we consider the iterated operators
where Ω 0 = Ω and
Let Ω be an open set of the complex plane and γ ≃ 0 (mod Ω). Then, given f ∈ H(Ω) and x ∈ Ω k , we have (with the obvious limits for λ = ±1)
if x is the base point of a P-sequence (x t ) with Ind(γ, x j− k 2 ) = 1 for j = 0, 1, . . . k. In particular, we shall consider the operator
Proof. The cases k = 0 and k = 1 are Cauchy's integral formula and (1) respectively. Therefore, the general case follows by induction from (1) and relation
which is not difficult to check with the aid of the following identity
This identity was proved in [2] for any P-sequence. This completes the proof.
The following result provides the Taylor polynomials and the remainder term, associated to an analytic function, with respect to the Askey-Wilson operator. Theorem 2.3. Let Ω be an open subset of the complex plane and γ ≃ 0 (mod Ω). Then, given f ∈ H(Ω) and x ∈ Ω with Ind(γ, x) = 1, f (x) can be recovered as
where R n f (x) is given by
with (z t ) a P-sequence such that z j ∈ Ω and Ind(γ, z j ) = 1 for j = 0, 1, . . . n.
Proof. The relation below follows by induction on n
Multiplying by (2πi) −1 f (y), we are done by Lemma 2.2 and Cauchy's formula.
Remark 2.4. When dealing with the continuous form C, it turns out that the Askey-Wilson operator can be regarded as the classical derivative, see [2] for the details. In particular, Theorem 2.3 reduces to the classical Taylor series
where
Remark 2.5. If the points z j are pairwise distinct for j = 0, 1, . . . n, we can use Lemma 2.2 to express ∂ k (z k/2 ) as a sum of residues and Theorem 2.3 gives
which is Newton's divided difference formula for the interpolation polynomial. In particular, Theorem 2.3 holds for any collection z 0 , z 1 , . . . z n of pairwise distinct points. However, as we shall see below, the relevance of Theorem 2.3 lies in the established connection with the Askey-Wilson operator.
In the following result, we recall a well-known convergence result which we adapt to the Taylor series for the Askey-Wilson operator. Given r > 0, we shall denote by D r = {z ∈ C : |z| ≤ r} the closed disk of radius r. Theorem 2.6. Let (z t ) be a P-sequence satisfying that the subsequence z 0 , z 1 , z 2 , . . . is bounded. Then, given z = lim sup k≥0 |z k | and f ∈ H(D r ) with r > 2z,
converges uniformly to f (x) as n → ∞ on the disk D x for any x < r − 2z.
Proof. By Theorem 2.3, it suffices to check R n f → 0 uniformly on the disk D x . Let us take γ to be a circumference centered at 0 with radius r > x + 2z. It turns out that, if M r (f ) denotes the supremum of |f (y)| when y runs over γ, we have
for any x ∈ D x and some positive constant C. This completes the proof.
Remark 2.7. We shall see below that S n f may diverge for unbounded P-sequences.
Binomial theorem
Let us consider a polynomial f ∈ P n [x] and a P-sequence (z t ) with z 0 , z 1 , . . . z n pairwise distinct. Then, it follows by Remark 2.5 that R m f = 0 for any positive integer m ≥ n. Moreover, by a simple continuity argument, the same assertion remains valid when we skip the assumption that z 0 , z 1 , . . . z n are pairwise distinct. We now give a generalization of the binomial theorem in this context. To that end, given q = λ 2 , we need to use the q-binomial coefficients
Remark 3.1. We write q t for λ 2t and t ∈ 1 2 Z. We shall make this abuse of notation. Theorem 3.2. Given two P-sequences (y t ) and (z t ), we have for q = λ 2 n−1
Proof. We claim that the following identity holds
It can be checked by induction on k and applying the last identity in the proof of Lemma 2.2. In particular, since Φ n (z (n−1)/2 , ·) ∈ P n [x], Theorem 2.3 gives
By the definition of Φ k and q-binomial coefficient, the proof is completed.
Remark 3.3. When q = 1, we should take the obvious limits in Theorem 3.2.
Remark 3.4. Theorem 3.2 is symmetric under the transformation q → q −1 , since
Clearly, for the continuous canonical form, Theorem 3.2 is nothing but Newton's binomial theorem. In a similar way other explicit formulas, written in a binomial shape, arise from the remaining canonical forms. Besides, these formulas can be rewritten in terms of classical summation formulas of certain terminating basic hypergeometric series. In the following table we summarize the binomial type expressions and we mention the corresponding hypergeometric formula. The reader is referred to Gasper and Rahman's book [1] to see these summation formulas. The symbol † means that, if we rewrite the binomial type formula in terms of hypergeometric summation formulas, what we obtain is a terminating form of the corresponding non-terminating summation formula. Although we leave the details for the interested reader, we should point out the changes of variables employed in the quadratic and trigonometric canonical forms.
Binomial form Sum
In the trigonometric case, we also need to use the factorization
Two examples
Now we compute the Taylor coefficients of a couple of functions made up of q-shifted factorials. Then we analyze the convergence of the corresponding Taylor series. Our analysis provides new proofs of several classical summation formulas. We also give an example of a Taylor series which converges, but not to the function considered. Since we are mainly interested in basic hypergeometric series, we shall only work with the geometric and trigonometric canonical forms. 4.1. A convergence result. In this paragraph, we give a new proof of q-Gauss summation formula. We shall work with the Askey-Wilson operator which arises from the geometric canonical form. That is,
Proposition 4.1. Given α, β ∈ C and ξ ∈ C, we have
for any basis q with |q| < 1 and for any complex number x satisfying |βx| < 1.
Proof. Let us consider the function
By induction, it is not difficult to check that
Therefore, the result follows by taking z t = q t ξ in the statement of Theorem 2.6.
In particular, using the customary notation for basic hypergeometric series, Proposition 4.1 can be rewritten in terms of the q-Gauss summation formula
whenever |βx| < 1. That is, in the optimal disk of convergence. As it is well-known, several classical summation formulas arise as particular cases of the q-Gauss sum. For instance, the q-binomial theorem arises from Proposition 4.1 by taking β = 1 and ξ = 0. Other summation formulas can also be obtained after some work with the q-Gauss sum. For instance,
• Taking α = 1, β = ξ = 0 and x = q 1/2 z, we obtain
• Taking α = 1, β = 1/b, ξ = zq, x = zq/a and letting a → ∞ and b → ∞
These formulas can be combined to get Jacobi's triple product, see [1] for the details.
4.2.
A divergence result. In this paragraph, we work with the Askey-Wilson operator which arises from the trigonometric canonical form. That is,
The function (γx; q) ∞ (γ/x; q) ∞ is analytic in C \ {0} and symmetric under the mapping which sends x to 1/x. In particular, given a pair of complex numbers α, β, there exists a meromorphic function f αβ : C → C such that
We are interested in the Taylor series of f αβ . Let us compute the derivative of f αβ with respect to the Askey-Wilson operator written above. Grouping the common factors, it can be checked that
Moreover, the iterated derivatives can be computed from the expression above by induction on k. Concretely, taking q = λ 2 , we obtain the following relations
In particular, taking z t = 1 2 q t ξ + q −t ξ −1 , we can write
These are the coefficients appearing in the Taylor series given in Theorem 2.3. Therefore, using the factorization (2), the partial sums of the Taylor series are given by
In other words, we have
α/β, ξx, ξ/x αξ, qξ/β ; q, q as n → ∞. Now, assuming that the Taylor series of f αβ converges to f αβ , the previoius results would lead us to the following summation formula for 1-balanced 3 φ 2 series (3) 3 φ 2 α/β, ξx, ξ/x αξ, qξ/β ; q, q = (αx, α/x, βξ, β/ξ; q) ∞ (βx, β/x, αξ, α/ξ; q) ∞ .
so that we can iterate this relation to obtain
On the other hand, since D q f (z) = Df (λz) and DD q = λD q D, we have
. In particular, since z k/2 = λ k ξ, the Taylor coefficients are given by
In summary, the Taylor series of f has the following form
Moreover, if f ∈ H(D r ) for some r > 0, Theorem 2.6 gives that the partial sums S n f of this Taylor series converge uniformly to f on D s for any s < r. A particularly simple form of (5) is given when we take the base point ξ to be 0. Namely, we obtain
The advantage of this expression is that, since it is written as a power series, we can use a well-known characterization (see e.g. page 5 of [1] ) to decide whether it is a basic hypergeometric series. Namely, it suffices to check that R ′ k (0) is a rational function of q k for all k ≥ 1. To conclude we should point out that, although we have explained how this method could be applied to obtain further summation formulas, the main difficulties appear when we try to obtain the rational functions R k . The reason for this is that the recurrence stated in (4) seems to be quite difficult.
