It is well known, and we have demonstrated this several times in the previous chapters, that functionally active biopolymers exhibit interesting and nontrivial dynamic properties. The ideas and concepts regarding protein dynamics undergo evolution in time. Instead of simple models, such as a model of conformational substates (Frauenfelder et al., 1979 (Frauenfelder et al., ,1988 Goldanskii et al., 1986) , the Brownian oscillator (Shaitan & Rubin, 1980; Knapp, Fisher & Parak, 1983) , and the models explained in the first 9 chapters of this book, now a new more complicated picture will be developed. In terms of physics, despite of the well-ordered spatial arrangement of atoms, the proteins often behave dynamically as disordered systems. In connection with this, the nonexponential kinetics of chemical processes and non-Arrhenius temperature dependencies of the relaxation times arises as we have discussed on many places of this book. At present, there are reasons to assume that premises for macromolecular level self-organization and regulation of biological systems are inherent in the structural-dynamic biopolymer organization. The problem can be divided into three closely related ones: mass transfer, energy transformation, and information transmission within biomacromolecular structures (Shaitan, 1992 (Shaitan, ,1996 . Note, that biological systems appear to have physical preconditions for accomplishing all three processes simultaneously during the functional act. This has been quite reliably established for some steps of photosynthesis (Shaitan et al., 1991) . From the viewpoint of classical physical chemistry this situation is rather unusual. For example, in solution, the vibration relaxation of the reaction products takes a significantly shorter time (10 −12 s) than the consecutive collisions between the reacting molecules. The correlation radius in liquids is smaller than the average distance between the reagents. Thus, there is no spatio-temporal correlation among the elementary acts of particular chemical steps. The reaction energy transforms in the most primitive way into heat. There are also no physical preconditions for interactions between elementary acts of the processes not related directly to the chemical mechanism. Another situation arises in biomacromolecular systems form- ing microheterogeneous structured media (Shaitan & Rubin, 1983) . It features the multiplicity of nonequivalent pathways on a hypersurface (HS) of potential energy level where a transition can occur from one state to another (Shaitan, 1992 (Shaitan, , 1996 . This involves the distribution functions of activation energy, relaxation times and some other parameters characterizing a dynamic process. From the point of view of modern mathematics, the general properties of protein dynamics are caused by structure peculiarities of potential energy level hypersurfaces.
The key notion here is the conformational energy hypersurface (EHS) U (q). If we have N generalized conformational coordinates q = (q 1 , ..., q N ), then the total (thermal) energy of the system is (in the harmonic approximation) E = N k B T . The points satisfying the equation E = U (q) belong to the conformational energy level hypersurface (ELHS). The system moves in the classical area of the configurational space over the entire hypersphere U (q) ≤ E.
It is possible to analyze the formation of such a HS. Specifically, in the case of an ideal crystal the potential energy function is quadratic in displacements of atoms and the potential ELHS is topologically equivalent to the hypersphere ( Fig. 10.1) . If there is a single defect in a crystal, we have two hyperspheres connected by a handle or a tube ( Fig. 10.2) .
Thus, in ideal crystals with small energies E, the potential energy is a quadratic function of the relative atomic displacements from the equilibrium positions in the crystalline lattice and the ELHS is topologically equivalent to a hypersphere. We meet another situation in dynamically disordered systems, for instance, in proteins. The structure of the ELHS is very complicated here even at small energies E. It happens so because there are some degrees of freedom in proteins in which the potential energy has local maxima and minima, in addition to the absolute minimum. Such degrees of freedom are represented by hydrogen bonds and rotations around single bonds. In the presence of local minima and relatively high potential barriers, more phase space regions become available at ordinary temperatures. A cross section of a conformational EHS U (q) by an energy level E ∼ N k B T differs greatly in its topological structure from that of rigid molecules. There is a large number of disconnected areas that create conformational substates appearing as local minima in a one-dimensional picture. A general structure of the ELHS can be developed on the basis of the Morse theory. According to this theory the structure of a HS is determined by its properties near the critical points (these are the points in which all the first partial derivatives of the potential energy equal zero). These properties are determined by the Hessian (matrix of the second derivatives) of the function at the critical point. When all diagonal elements of the Hessian are positive, the situation is reduced to that of an ideal crystal. When in some degrees of freedom the potential energy has a local maximum at the critical point, the corresponding diagonal elements are negative. In the simplest case where only one diagonal element is negative, there is a saddle point. Figure 10 .2 shows the projection of the HS onto the corresponding plane. In the case when there is a large number of negative and positive diagonal elements of the Hessian at the critical point, the projections can be presented only schematically (Fig. 10.3a) .
There are many attracting regions or basins in the configuration space. They are connected by handles or tubes with lower dimensions or at least with dimensions less then the dimensions of the basins. There are a lot of directions of movement out of the multi-dimensional basin ( Fig. 10.3b ). This basin restricts the movement in Fig. 10 .3 (a) Potential energy level hypersurface for a conformationally labile macromolecular system (a schematic drawing). (b) Map of the topologically non-equivalent paths of diffusion x(q) (broken lines) on the hypersurface of the level of conformational energy: 1 and 2 (2'), initial and final conformations (states 2 and 2' are indistinguishable with respect to the position of the group with the coordinate x f ); 3-saddle point for the case of two measurements; 4-local minimum for the system without conformational degrees of freedom (the pathways between "A" and "B" are topologically equivalent).
the vicinity of the critical point. The trajectories of movement cannot intersect the total energy lines. The outgoing direction possesses low dimension that corresponds to the number of the negative diagonal elements. In a three-dimensional projection, the situation can be represented as a set of "octopuses" connected by "tentacles" (Fig. 10.3a) . The structure of EHS is determined by the degrees of freedom with local maxima in the potentials. The situation is typical of crystals with defects, segnetoelectrics, glasses, hydration layers and other systems. The specificity of polypeptides and similar compounds featuring a large number of the degrees of freedom related to rotation around single bonds and hydrogen bonds lies in the fact that the energies of local maxima are scattered in a very narrow interval of a few kcal/mol. Thus, the network of bonds between basins becomes saturated and ramified. Note that even for tetrapeptides, the number of different saddle points is of the order of 10 4 (Czerwinsky & Elber, 1998). Such a topological structure of the energy level hypersurfaces results in a number of consequences for the dynamic behavior of the system and its functioning. This is important for organizing and controlling the functional processes. Without going into details of the topological properties of the HSs, we note that their specific property lies in the existence of a multiplicity of topologically nonequivalent pathways in the classically exposed region of the configurational space which binds substates 1 and 2 at room temperature ( Fig. 10.3b ).
Dynamic correlation functions and free energy maps
The basins (Fig. 10.3 ) are connected by many pathways that are not topologically equivalent. So, there is a web of possible but not equivalent pathways of conformational relaxation. What are the probabilities of these pathways? We have not got yet any general solution of this problem, but we have suggested an approach based on detailed analysis of the dynamical properties and corresponding conformational energy level hypersurfaces of protein fragments . We consider a series of dipeptides with modified groups at the ends. Side groups are varied with aminoacid sequence changing. The scanning of the accessible configuration space at given temperature by figurative point is carried out by molecular dynamics. All atom-atom interactions are included (Brooks, Karplus, Pettit, 1988 , Balabaev, Lemak & Shaitan, 1996 . The technical problem lies in selection of calculation conditions, at which the dynamic trajectory gives rather good representation of probabilities of all accessible states in a molecule. It means that the trajectories possess the ergodic properties. It was established, that it is possible only at rather long trajectories (about 5000 ps) at the temperature about 2000 K. We use the original method of collisional dynamics (Lemak & Balabaev, 1994; in which we introduce a model solute of low viscosity (∼ 1 centipoise) allowing for an effective energy exchange between intramolecular degrees of freedom.
Let us consider a typical 2D distribution function of dipeptide for a pair of dihedral angles (Fig. 10.4 ). This function was obtained by integrating the multidimensional distribution function
where P(α 1 ,... α i ,...,α N ) is the probability density function. The peculiarities of the conformational energy level hypersurface structures were investigated by calculating the free energy maps. Note, that the free energy is related to the probability of the corresponding states by the well-known Boltzmann formula. These maps are strongly different from, for example, Ramachandran maps or potential energy maps since the free energy maps include the entropy factor too. Fortunately, we found only a few typical kinds of free energy level maps for all pairs of dihedral angles studied (about 400 variants of sequences with all twenty aminoacids have been investigated). It was obtained that the structures of the corresponding regions of the free energy level maps are directly related to the dynamic correlation of the conformational degrees of freedom. Consider typical examples. There are several typical maps of free energy levels for the pairs of dihedral angle. Let us consider pairs ϕ 2 , χ 21 and ψ 2 , χ 21 in a gly-asp dipeptide ( Fig. 10 .5).
For clearness, the angles vary from -360 to 360 degrees. When the temperature is about 2000K one can see four basins in the ϕ 2 χ 21 -plane. Two of them are connected by a narrow bottleneck (Fig. 10 .6.1). Free energy level map for the ψ 2 , χ 21 pair looks like the map of a homogeneous rough surface (Fig. 10.6.2) .
Dynamic cross correlation function for the dihedral angles can be defined as 
2) where α and β are the values of the angles at the moments t or t+τ . The real parts of these functions for the pairs of angles under consideration are substantially different ( Fig. 10.7 ). There is a dynamic correlation for ϕ 2 , χ 21 degrees of freedom and it is a result of a transition from one basin to another through the bottleneck (Fig.  10 .6.1). On the contrary, the second pair of angles ψ 2 , χ 21 exhibits no correlation in accordance with the corresponding free energy level map (Fig. 10.6 .2).
The analysis of the free energy level maps shows that the strongly correlated motions are possible if (1) there is a rather curved valley with great amplitude, (2) the basins are connected by a narrow tube, (3) there is a set of finger-like paths from one basins to another and (4) a long valley is formed around basin .
On the other hand, the uncorrelated degrees of freedom are observed in the same (2)- (6) tyr-trp:
(1), (2) ϕ 1 , (3) ψ 1 , (4) χ 11 , (5) ϕ 2 , and (6) ψ 2 .
molecule if (1) there are no ways from one basin to another and (10.2) there is a broad, rectilinear and slightly rough valley only. We revealed another interesting phenomenon in the dynamics of amino acid residues and called it dynamic isomorphism. It was shown that autocorrelation functions of some aminoacid residues are virtually identical ( Fig. 10.8 ). The autocorrelation functions are defined by equations (10.2) at α = β. Figure 10 .8 shows time-dependence of the autocorrelation functions for ϕ 1 angle in asp-asp and χ 11 angle in tyr-trp. The similarity of the plots results from the peculiarities of the structure of the potential energy level hypersurface. It is likely that the amino acids exhibit dynamic rather than structural similarity .
We investigate the dynamic symmetry effect by varying the chemical structure of the natural aminoacids. We demonstrate the effect of tyr modifications ( Fig.  10.9 ) using another type of the autocorrelation function (compare with eq. (10.2)):
Note that a minimum chemical modification of the natural amino acids leads to pronounced changes in the dynamic properties and breaking down the dynamic symmetry effects. It can be demonstrated in more details on the free energy maps for these modified molecules ( Fig. 10.10) . We select the ϕ 2 , χ 21 plane. In all native aminoacids strong correlations for these angles were observed. Note that only tyr1 is slightly similar to tyr. In all the other cases there is no dynamical similarity. The removal of the CH 2 group from the side residue leads to most developed changes. Note also the effect of the changes in the position of the OH group in the tyr ring.
We can demonstrate that biologically important amino acid residues apparently have got some peculiarities. They are determined by the combination of definite chemical structures, mass of groups and force field characteristics.
Restricted diffusion along a given pathway
Assume that each path x(q) (Fig. 10.3b ) represents a certain Markovian processes. Figure 10 .11a shows a typical potential energy profile for a given pathway x(q).
This function has a large number of minima and barriers. The dynamic properties of systems with such potentials have been discussed (Frauenfelder et al., 1980 , 1990 , Zwanzig, 1988 Shaitan & Rubin, 1980; Shaitan, 1992 Shaitan, , 1996 . It is well known that in biopolymers the characteristic times of conformational relaxations of atomic groups are much larger than the relaxation time of velocities. Under these conditions, let us consider the one-dimensional local diffusion. It can be described by the generalized Smoluchowski equation (see Chapter 2): 
Here P(x,t) is the probability density. The initial potential U(x) contains two terms ( Fig. 10.11b ):
where U 0 is an envelope of the local minima and ε(x) is a barrier function that determines the diffusion coefficient:
(10.6) In experiments, we observe the coordinate of the group under study. The coordinate changes as the system moves via a multitude of nonequivalent pathways. Each region of the configurational space corresponds to a certain state of a given molecular group (Fig. 3b) . In this case, the potential energy and the diffusion coefficient appear to be random functions describing changes in the position of the given group. Let us consider rotations in the functional groups. Let the coordinate x be the rotational angle ( Fig. 10.3b ). In experiment we detect a transition from angle x 1 to angle x 2 . In the configurational space there are a lot of pathways leading to this result. Each of them is characterized by a certain profile of the potential energy ( Fig. 10.11b ). Each trajectory is realized with certain probability. The observed movement along x coordinate occurs in a random effective potential ( Fig. 10.11b )
where ε st (x) is the height of the barrier representing a random quantity characterized by the distribution function ρ(ε). We do not make explicit calculations to determine ρ(ε) and consider it as a model function only. We shall turn now to the formula for the mean first passage time characterizing the transition from one position to another. From literature follows (Zwanzig, 1988) that this time can be represented as: (10.10) where P 0 (x) ∼ exp[−U 0 (x)/k B T ] and the random functions are averaged. Here we perform averaging with respect to the topologically nonequivalent pathways. The dynamic effects can be different, depending on the pattern of ρ-distribution. The transition rate will have an Arrhenius plot only for very narrow distributions. It means that HS exhibits a relatively simple structure and a single pathway linking the states. In the dynamically disordered systems discussed here one can predict several temperature effects. For example, we may assume gamma-distribution functions for barrier energy (Rubin et al., 1989) . In this case we can see the effect of localization of a group at the temperature below threshold. This effect is similar to the Andersen localization in quantum mechanics of disordered systems.
The mechanism of non-Kramers kinetic effects in proteins and glass forming liquids under diffusion limited conditions
In the condensed phase the rate constants are affected by the dynamics of the surrounding. In the disordered and microheterogeneous systems the Kramers theory is not correct and the rate constants depend on viscosity as follows:
where η is the viscosity and ε is the barrier height of the reaction. Several approaches based on correlation of the fast fluctuations described by generalized Langevin equation have been discussed (Grote & Hynes, 1980; Bagchi & Oxtoby, 1983; Frauenfelder et al., 1988; Zwanzig, 1992) . In this we have to come back to one of the most essential problems investigated in this book: Why does the Kramers theory fail to describe rather slow processes in the disordered media? A new approach to the theory of these effects will be developed here . We start from the equation for the probability density P(x,t) to find the conformational position x of the molecular group in the initial chemical state at the moment t:
is the potential energy, and k(x) is the chemical rate constant depending on x. Following Kramers, we neglect the chemical term in the equation (10.12) and assume that an irreversible reaction occurs at the point on the top of the barrier (Fig. 10.12) . In other words, we assume that k(x) = 0 if x < x r , and k(x) → ∞ for x ≥ x r . This can be taken into account by using the absorbing boundary condition P (x r , t) = 0.
(10.13)
Note that in all these cases the Fokker-Planck (or Smoluchowski) equations lead to the Kramers formula at the strong viscosity limit. The modified viscosity dependencies of the reaction rate can be obtained by allowing for the memory effects (or correlation of fluctuations). In equation (10.12), these effects can be described by the high order derivatives.
On the other hand, there is a simple reason of the non-Kramers effects for both fast and slow processes. We mean the nonequivalence of the particle positions with respect to the reaction rate (see the last term in equation (12)). There are many physical reasons for taking this function into consideration. For example, this function can describe the effects of microheterogeneity and disordering on chemical reaction rate. The parabolic dependence in k(x) can be used to describe the diffusion through fluctuating bottleneck (Zwanzig, 1992) . We consider this problem in a simpler way and generalize this result by estimating k(x) in the general form :
where δ is the characteristic length and ν ∼ e −ε/k B T . We introduce the dimensionless variables: (10.15) and represent the probability density in the form:
The kinetics of this process is given by:
Let us start from the mathematically convenient situation: U 0 = 0 and γ = 2. In this case p n obeys the following equations:
which formally correspond to the Schrödinger equation of a harmonic oscillator. It is well known that λ 2 n = k 0 τ + g 2 (2n + 1); n = 0, 1, 2 (10.19) and
2 ) (10.20)
Now we consider the solution (10.16) with two initial conditions by using the following relations:
A:
(10.21) B:
These relations define the coefficients a n in (10.16). To obtain the compact results for reaction kinetics we use the Mehler formula:
Representing σ as exp −2 ν t/g 2 (in case A) and as i × exp −2 ν t/g 2 (in case B), we obtain: A:
In the case B at t → 0, N (t) diverge as t −1/2 in accordance with the initial condition (10.22). These formulas represent the exact solution.
Thus we can see that kinetics are approximately exponential and the effective rate constants are given by:
(10.26) Fig. 10 .12 Determination of the reaction rate in a chemically heterogeneous medium at the diffusion limit ντ λ 2 0 ; (a) 0 and 1 are the boundaries of the region of diffusion; the coordinate of the minimum of the rate constant of the chemical reaction zo lies within the potential box; (b) plot of the reaction rate constant in the case of diffusion through the fluctuating gap versus the gap width z; zo is the van-der-Waals diameter of the ligand; (c) minimum of the function k(z) is close to the boundary of the region of diffusion (the broken line denotes the mirror reflection of the function k(z)); (d) minimum of the function k(z) lies outside the region of diffusion of the particle (the dashed lines denote (1) the mirror reflection of k(z) and (2) the linear approximation of k(z) in the vicinity of the boundary of diffusion.
The physical pattern that corresponds to this result is as follows. In the beginning, the reaction takes place in the regions with large k(x) and the probability density drastically decreases in these points. Owing to fast reactions the sharp gradient of P arises and then there is a balance between diffusion and chemical reaction processes which leads to non-Kramers effects.
Let us return to a more general dependence (10.14), that can be represented as:
We can use the same mathematical techniques and obtain the equations for p n and λ where z 1 and z 2 are the roots of the equation
The lowest eigenvalue λ 2 0 provides the main contribution to the kinetics:
(10.32)
Then the formula for the effective rate constant is written as
where ε is the activation energy of the chemical reaction. This expression describes the non-Kramers effects for all values of the parameter α. Note that the threshold type of k(x) corresponds to the limit γ → ∞. Let us change the physical situation and assume that the particle diffuses in a rectangular box (−z r, z r ) (Fig. 10.12 ). How can we use the above results in this case? It is necessary to consider the effect of the additional reflecting boundary conditions on λ r , the reflecting points lie in the "classical forbidden" region, the correction is exponentially small (Fig. 10.12a ) and expression (10.33) is valid. 2. Note that if k(z) is a threshold function (Fig. 10.12b ) which is characteristic, for example, of diffusion through a fluctuating gap, then the value of λ 2 0 is determined like in the case of motion of a particle in a flat well (i.e. at the limit γ → ∞) with the width of the order 2 z 0 (Fig. 10.12b ). In this case α = 1. 3. The left reflecting boundary lies at z = 0 (Fig. 10.12c ). Only even p n functions obey the reflecting condition and hence the result is the same.
4. The minimum of the function k(x) lies outside the box interval (Fig. 10.12d ). In this case k(z) can be expanded in the boundary point as k(z) ∼ k(0) + k (0)z and the result will be described by expression (10.33) at k 0 = k(0) and α = 1/3.
Note, once more, that the most often value α = 1/2 arises, if k(x) has an ordinary local minimum in the diffusion region (γ = 2).
Mass transfer, energy transformation and control in structured media
The features of mass transfer in biomacromolecular systems as distinct from simple liquid and solid states stem from the heterogeneity of the medium and presence of relatively rigid bound structural elements, forming a strongly fluctuating framework as was considered in foregoing chapters and in (Shaitan, 1992 . Diffusion within such structured media is related not only to general factors as in the case of liquids, but also to fluctuation opening of cavities and gaps formed by relatively rigid structural elements by a value exceeding the van-der-Waals diameter of ligand. Below this situation is considered for a model of diffusion through a fluctuating gap. The model employs a more graphic approach than the earlier work (Shaitan et al., 1985) and uses the idea of movement along a given pathway on the conformational energy hypersurface. Figure 10 .13a shows the section of hypersurface U (q) in the system with ligand diffusion along the x coordinate through a fluctuating gap, the opening of which is characterized by the x coordinate. The broken line marks the optimal pathway (corresponding to the minimum values of τ ) of ligand transfer through the gap. In liquid there can be another optimal pathway (dashed lines in Fig. 10.13a ). Using (10.8), we obtain the characteristic time of the diffusion act. The integration pathway can therewith be naturally divided into three parts:
In the situation presented in Fig. 10 .13a, the gap opening is the limiting step (1) and τ ∼ τ 1 . In this case we obtain a well-known result:
where τ c ∼ τ 3 is the characteristic time of the gap conformational relaxation, ε s is the gap tension energy, determined by the rigidity and size of ligand x 0 . Using the above method one can see how the diffusion act is affected by various factors, such as the matching between the gap and the ligand, the effect of the ligand on the gap walls, the interaction between the ligand surface and the inner surface of the gap, etc.
The presence of relatively rigid fluctuating structural elements alongside with the structure of the conformational EHS discussed above create a clear physical pattern for controlling mass transfer in the systems considered. Thus, an alternating force balance resulting from changes in the chemical state of, for example, the charge of the groups (Fig. 10.13c) , alters the potential energy surface. In the case shown in Fig. 10 .13b, this significantly affects ligand diffusion because of a change either in the wall geometry of the equilibrium gap or in its rigidity, stipulating a decrease in effective activation energy. Therefore, within a structured and strongly fluctuating medium the elementary act of mass transfer takes place by a cooperative (self-coordinated) system rearrangement over many degrees of freedom. The change in the conditions of motion (equilibrium point, potential energy profile, energy distribution of potential barriers, etc.) even in one degree of freedom will give rise to a corresponding change in the rate of ligand diffusion, including changes in the optimal pathway in the configuration space. On the other hand, changes in energy characteristics of the conformational degrees of freedom are tightly connected with elementary processes of energy transformation in the chemical reactions in biomacromolecular systems. Thus, a change in the electron (chemical, charge) state of the functional groups gives rise to a change in not only the potential energy surface of low-amplitude intramolecular motion but also in the conformational energy hypersurface, U a (q) → U b (q) (Fig. 10.13) . Therefore, the reaction energy is not immediately spent on the excitation of the vibration degrees of freedom (heat). A part of the energy ∆E(q)=U b (q) -U a (q), depending on the conformation q wherein the reaction took place, is stored in boosting the conformational degrees of freedom. Obviously, the heat effect ∆Q 0 (more correctly, ∆Q 0 = -∆G 0 +T∆S c where ∆G 0 is the change in the free energy of the reaction and ∆S c is the conformational contribution to the change in entropy) exceeds ∆E c (q) (Fig. 10.13d) . If ∆Q 0 = ∆E c , then all the reaction heat will transfer into the conformational stress. If ∆Q 0 < ∆E c (q), then the reaction is practically impossible in the q conformation.
It is known that the relaxation in conformational degrees of freedom is significantly slower than the vibrational one. However, in the former case, the main effect is not the delayed heating. The rearrangement of the conformational energy surface makes new regions of configuration space accessible, as the system moves along the given pathways. Since the reactivity of functional groups depends on conformation, we have a physical basis for diverse interaction mechanisms among various processes.
Let us consider one of the simplest variants. Let two chemically independent reactions A → B and C → D run in the system. Consider the above example of the diffusion through a gap and assume that the A → B reaction changes the charge and, consequently, the balance of forces which determines the gap opening (Figs. 10.13b, 10.13c) . C → D reaction is the mass transfer. We assume that the first reaction rate constant k ab does not depend on conformation. The rate constant k cd (q) depends on the gap opening (conformation) in a stepwise manner. The conformational energy surface changes in the course of the A → B transition: U a (q) → U b (q) (Fig. 10.13d) . In this case, the system is characterized by two probability densities P ac (q,t) and P bc (q,t), where the subscripts correspond to the state of the functional groups. The dynamics of transformation is described by a set of simultaneous equations:
Here the operators ∆ a and ∆ b describe diffusion within the configuration space along surfaces U a and U b respectively. In the case discussed the rate constant k cd (q) is different from zero within the configuration space region practically unreachable along the former surface U a (q) (large ε s ):
. Thus, the reaction will take place as "pumping" the BC state or the system transfer to the surface U b with subsequent relaxation (Fig. 10.13d ). At the hypersurface structure considered, a strict chronological ordering of elementary reaction acts not directly related to the chemical mechanism takes place. The characteristic time of the C → D transition is estimated as (10.37) where < τ p > is the mean time of the conformational transition along the surface U b to the q region corresponding to relatively large k cd (x o ) ∼ k * cd ( Fig. 10.13d ). Thus, in the case considered, the energy of the A → B chemical reaction partly transforms into the deformation of the conformational energy surface, which finally triggers the C → D reaction. However, this event occurs not by a primitive (and practically impossible) transfer of the energy of the A → B reaction to the C molecule, but by a fine mechanism closely related to the information transmission and processing in biomacromolecular structures.
In the example considered, the information on the elementary act A → B is transmitted by relaxation of the system into a new (probably, metastable) state. This information is stored for the lifetime of the state. The information is processed in a relatively fast C → D reaction. Thus, particle C acts as the Maxwell's demon, selecting the systems with the microscopic process A → B.
More realistic is the case when the conformational evolution of C is not predetermined. Certainly, there is a great number of pathways along the conformational energy hypersurface not leading to the D state even if the gap is open (Fig. 10.13b , state 2). Particle C undergoes the required transition C → D , if it receives information that the gap is open. This implies a certain interaction between C and the gap. Finally, this is associated with the system transfer to a more localized region of the configuration space 1 (Fig. 10.13b) . The loss in entropy ∆S i exactly coincides with the amount of information transmitted in units of Boltzmann constant (Wiener, 1961) . At constant temperature and pressure the decrease in entropy can be compensated only by useful work performed at the expense of the free energy of the chemical reaction A → B : T ∆S i > ∆G 0 . This is not a very strict condition, but it shows that within the framework of the mechanism discussed the absolute value of the decrease in the free energy during the reaction starting from the information transmission should not significantly be lower than 1 kcal/mole. As for the C → D dynamics, a decrease in the particle C information entropy leads to a sharp drop in the number (or to selection) of the most probable diffusion pathways of C along the hypersurface U b (q) (insets 1 and 2 in Fig. 10.13b ). That is a common property of all the Markovian processes. The larger is -∆G 0 , the harder is the selection. Whether the selection would promote or hamper the C → D reaction depends on the particular structure of the potential energy HS. Note that the mechanism presented can not be realized on HSs with a developed energy minimum, as in the case of molecules without conformational degrees of freedom. The reason lies in basically unique result of the relaxation transition along such surfaces. However, in conformationally flexible systems, the transfer from, for example, state 1, is not predetermined (Fig. 10.3.b) . There is a choice between many topologically nonequivalent pathways. The A → B reaction, bringing the system into a nonequilibrium state on the surface U b (q), can obviously affect the corresponding probability distribution owing to a potential gradient at the transition point. The larger is the decrease in the free energy ∆G 0 during the reaction, the larger is the gradient (Fig. 10.13d) , the more information is transmitted to particle C, and the higher is the probability of the direct C → D transition.
Conclusions
The ideas developed in this Chapter can be summarized as follows. A normal mode approach fails to describe the dynamic properties of molecules with conformational mobility. The new approaches developed here are based on the analysis of the free energy maps and on the study of the correlation functions of dihedral angles. There are only a few typical types of the free energy maps for the aminoacids. If the map contains bottleneck structures or curved valleys, the dynamic correlation between the corresponding degrees of freedom takes place. On the other hand, there is no dynamic correlation for the motion along a uniform rough energy surface or in one narrow basin. Interestingly, there can be strong correlations between displacements of distant atoms in rather shot peptides. It is important that in peptides, the potential energy hypersurfaces apparently consist of a number of elements (like in a mosaic). This leads to the phenomenon of dynamic isomorphism.
Each conformation of a biopolymer corresponds to a relatively narrow local minimum in its potential energy surface. Therefore, the systems with a large number of conformational degrees of freedom exhibit a complicated topology of the energy level hypersurfaces. The motion along the potential energy hypersurface represents a diffusion along a large number of topologically nonequivalent pathways.
The uncertainty in the result of the conformational transition opens basically new physical possibilities for organizing the functional processes. It must be possible to organize a nontrivial transformation of energy with direct information exchange between subsystems involved in the chemical reaction but having no direct contacts. The change in the conformational energy hypersurface caused by a change in the chemical state of functional groups and the above factors unite at the molecular level such processes as mass transfer, transformation of energy, and information transmission. In the final analysis, this can be used as a basis for regulation and control in biological systems.
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