Necessary conditions of optimality in the form of the Pontryagin Maximum Principle are derived for the Bolza-type discounted problem with free right end. The optimality is understood in the sense of the uniformly overtaking optimality. Such process is assumed to exist, and the corresponding payoff of the optimal process (expressed in the form of improper integral) is assumed to converge in the Riemann sense. No other assumptions on the asymptotic behaviour of trajectories or adjoint variables are required.
Introduction
The main means of construction of necessary conditions of optimality for control problems is the Pontryagin Maximum Principle [22] . In case of infinite horizon, the maximum principle is limiting solution to the Pontryagin maximum principle, we specify the computation of limiting gradients of the payoff function at infinity. In the next section, we formulate the main result (Theorem 3) and a number of its simple corollaries. The last two items contain, respectively, the preliminary lemmas and the proof of Theorem 3.
Problem statement and definitions
We consider the time interval T △ = R ≥0 . The phase space of the control system is the finitedimensional Euclidean space X △ = R m .
Consider the following optimal control problem
subject toẋ = f (x, u), u ∈ U, (1b)
Here, the function f 0 is scalar; x is the state variable taking values in X; and u is the control parameter.
Suppose that U is a Borel subset of a finite-dimensional Euclidean space. As for the class of admissible controls, we consider the set of measurable functions u(·) bounded for any time compact such that u(t) ∈ U holds for a.a. t ∈ T . Denote the set of admissible controls by U .
We assume the following conditions hold:
• C is a closed subset of X ;
• l is taken to be locally Lipshitz continuous on x ;
• f is Borel measurable in u and continuously differentiable in x ;
• for each admissible control u , the map (t, x) → f (x, u(t)) satisfies the sublinear growth condition (see, for example, [28, 1.4 
.4]);
• f 0 is measurable in u , continuously differentiable in x , and lower semicontinuous in u ;
• ∂f ∂x , ∂f 0 ∂x are measurable in u and locally Lipshitz continuous on x .
For each admissible control u , and position b ∈ X , we can consider a solution of ( 1b ) for
The solution is unique and it can be extended to the whole T . Let us denote it by x(b, u; ·).
The pair (x, u) will be called an admissible control process if u ∈ U, x(0) ∈ C, x(·) =
x(x(0), u; ·). call it a uniformly overtaking optimal process for ( 1a ) -( 1c ) .
Hereinafter assume there exists an optimal uniformly overtaking process (x * , u * ) . Set b * = x * (0). We are not going to impose any conditions that guarantee the existence of such a solution;
for various existence theorems, refer to, for example, [7, 8, 10, 32] .
Let the improper integral
converge in the Riemann sense, i.e.,
Let us now define scalar functions J 0 ,J 0 by the following rule: for all b ∈ X, T, s ≥ 0 ,
To continue, we need to define subgradients of these payoffs at infinity. To this end, let us introduce the necessary notions of convex analysis [12] , [29, Sect.4] .
Consider a finite-dimensional Euclidian space E , and a lower semicontinuous function g :
for all ξ ∈ Ω. The set of proximal subgradients at b is denoted ∂ P g(b) , and is referred to as the proximal subdifferential. This set is nonempty for all b in a dense subset of {b | g(b) < +∞}.
consists of all ζ in E such that ∃ sequences of y n ∈ X, ζ n ∈ ∂ P g(y n ), y n → b, ζ n → ζ. ; it consists of all ζ in E * such that [29, Sect. 4] ). Following the same idea, define the subgradients of g at infinity, or, more accurately, along on arbitrary unboundedly increasing sequence of positive τ. Fix a sequence τ.
Denote T △ = {τ n | n ∈ N}. For a differentiable function g : E × T → X , similarly to the definitions of limiting subdifferential and singular limiting subdifferential, let us introduce the generalized subdifferential of g at the infinite point (b, ∞ τ ) , or rather at b with infinity along τ , by the following rule:
Since in the general case it may be empty, let us also introduce a singular subdifferential in the following way:
Note that the mentioned definitions can be rewritten otherwise. First of all, in the last two
can be approximated with arbitrary precision by an element from ∂ L g(y, t n ) for some y that is arbitrarily close to b . Moreover, in the definition of ∂ 1 L g , one can replace ζ n → ζ with λ n ζ n → ζ under the condition λ n → 1. Thus we obtain the equivalent form:
Remember that the limiting normal cone N Let the Hamilton-Pontryagin function H :
Let us introduce the relations:
for norming, it would also be convenient to use one of the following conditions:
It is easily seen that, for each u ∈ U for each initial condition, system ( 3a ) -( 3b ) has a local solution, and each solution of these relations can be extended to the whole T .
Remark 1 Since the right-hand side of ( 4b ) -( 4d ) is homogeneous by (ψ, λ) , a nontrivial solution of ( 3a ) -( 3c ) with ( 3d ) exists iff there exists a nontrivial solution of ( 3a ) -( 3c )
with ( 3e ) .
Although the PMP holds for a rather general infinite-horizon control problem [13] , its system of relations ( 3a ) -( 3d ) is generally incomplete and requires an additional boundary condition.
Many such conditions, which hold under various supplementary assumptions (imposed, first of all, on the asymptotic behavior of the adjoint variable) were offered (see the reviews in [2, 31] ).
In the general case, the result below does not require such assumptions [16] :
Theorem 1 Let the process (x * , u * ) be a uniformly overtaking process for problem ( 1a ) -( 1c )
with singleton C . Let τ be an unbounded increasing sequence of positive numbers.
of solutions (x n , ψ n , λ n ) of the boundary value problemṡ
Remark 2 Without loss of generality we can say that λ n + ||ψ n (0)|| = λ * + ||ψ
This definition of τ -limiting solution (ψ * , λ * ) of system ( 3a ) -( 3d ) has several equivalent formulations.
First of all, let us use the fact that system ( 4b ) -( 4c ) is linear. Denote by L the linear space of all real m × m matrices; here m = dim X . For each ξ ∈ X , there exists a solution
Define the vector-valued function I of time by the following rule: for every T ∈ T ,
Now, a solution (x n , ψ n , λ n ) of system ( 4a ) -( 4c ) satisfies the Cauchy formula:
Note that thanks to ψ n (τ n ) = 0 , we have
in particular,
Passing to the limit and using the expression for I specified before, one can obtain the formulas for ψ * (0). In particular, if there exists a finite limit of
we see that the limiting co-state arc is unique up to a positive multiplication and the AseevKryazhimskii formula holds:
Assumptions under which this expression is a necessary condition of optimality that are relatively easy to check may be found in [2, 3, 16] . This formula may not point towards a solution of the PMP even if the integral converges in the Lebesgue sense, see [17] . For details on the other (the more general formulas), see [16] .
To make an all-encompassing formulas of limiting co-state arc one can use the terms of limiting subdifferentials of the payoff functionJ 0 at infinity: in [17, Theorem 3.1] it was proved that
is nontrivial, and satisfies
In following, we show that the condition ( 2 ) implies the similar formula for the Hamiltonian, or rather the pair (ψ, −H) .
For every ϑ > 0 , define a control u * −ϑ ∈ U by the rule u * −ϑ (t) = u * (t + ϑ). Now, for every
We can now provide a definition valid for all s ∈ R, T ≥ ϑ :
Note that, for all T ∈ T ,
Now, for every solution of system ( 4a ) -( 4c ) , the following identities hold:
Since all these mappings are continuous, for T = τ n , s = 0 , we obtain
Let us also note that λ n → λ
when ||I(x n (0); τ n )|| → ∞.
The main result
Theorem 3 Let the process (x * , u * ) be uniformly overtaking optimal for problem ( 1a ) -( 1c ) .
Assume condition ( 2 ) to hold. Take an arbitrary unboundedly increasing sequence of times
for almost all t , coincides with a continuous function H * : T → R , and, for all T ∈ T , the function H * satisfies
(transversality condition at zero)
Moreover, if λ * = 0 , then ψ * (0) = 0 holds, the sequence I(x n (0), τ n ) is unbounded, and for almost all T > 0
Note that if f 0 is bounded and r > 0 , then ( 2 ) holds. Such assumption is used, for example, in [31] Let us also make several simple observations.
Corollary 1 Under assumptions of the theorem, let r = 0 ; then, in addition to ( 10a ) -( 10e ) ,
we also have ( 10f ) and
Another one of them is about the converse of Hartwicks rule in resource economics (see [25, 30] )
Corollary 2 Under assumptions of the theorem, let f 0 (x * (t), u * (t)) = C hold true for a certain constant C for almost all t ≥ 0. Then, there exists a nontrivial τ -limiting solution (ψ * , λ * )
of system ( 3b ) -( 3c ) for which, in addition to ( 10a ) -( 10e ) , ( 10g ) also holds.
Proof. Indeed, replace f 0 (x, u) with the function f C (x, u)
The optimal process remains optimal, condition ( 2 ) holds, and the solution of the PMP does not change. Apply the proved theorem. Then, ( 10g ) holds for almost all T > 0 by virtue of
Corollary
be such that, for a Lipshitz function V ∞ defined in that neighborhood and a number H ∞ ∈ R , we have
and this limit is uniform for b ∈ Ω.
In addition, let the control u * ∈ U satisfy
Then, for (x * , u * ) , there exists a τ -limiting solution (ψ * , λ * ) of the PMP relations such that λ * = 1 and
Proof. For every T > 0, b ∈ Ω , consider the problem
Without loss of generality we can assume that Ω is closed. It is easy to see that the function of optimal value for this problem equals H ∞ T . Note that conditions ( 12 ) and ( 11 ) now imply condition ( 2 ) , as well as the fact that u * is uniformly overtaking optimal in the problem
Then, the result of the theorem holds for it; in particular, there exists ψ
, from λ * = 0 one would imply ψ * (0) = 0 , which contradicts the nontriviality of the τ -limiting solution. Then, λ * = 1 and ( 13 ) . Writing out ( 10h ) for this problem, we obtain ( 14 ) .
Note that condition ( 13 ) is nothing else but the economical interpretation of a co-state arc as a shadow price. It is proved under varying assumptions on the system, for example, in 
Auxiliary lemmas.
Let E, Υ be a finite-dimensional Euclidean spaces. Consider a map a : E × Υ × T → E .
As for the class of admissible controls, we consider any nonempty subset of measurable functions α(·) bounded for any time compact such that α(t) ∈ Υ holds for a.a. t ∈ T .
Denote the set of admissible controls by A .
For each admissible control α ∈ A , consider the differential equation:
Assume that, for each admissible control α , the map (y, t) → a(y, α(t), t) is a Carathéodory map; on each bounded subset, a map (y, α, t) → a(y, α, t) is integrally bounded and locally Lipshitz continuous on x ; moreover, each its local solution of ( 15 ) can be extended onto the whole T [28] . For every admissible control α , let us denote the family of all solutions
Consider any admissible control α * ∈ A and a compact set S . Let us fix α * , S .
For every point (y * , ϑ) ∈ E × T , there exists a unique solution y ∈ C(T, E) of the equatioṅ
Let us denote its initial position y(0) by κ(y * , ϑ) .
In [17] for such system a with the designated control α * and the compact set S , the map w : Υ × Υ × T → T was constructed. It has the following properties:
is lower-semicontinuous for a.e. t ∈ T ;
• for any (α
• the following lemmas hold (see [17, Lemmae A.1 
-A.3]):
Lemma 1 For every T > 0 , the mapping
defines a metric on
under this metric, the space A T becomes a complete metric space, and the convergence in this metric is not weaker than the convergence in measure.
In particular, if for some unbounded increasing sequence of times τ n , for some sequence of α n ∈ A τn , the sequence of ρ(α * , α n , τ n ) tends to zero, then the sequence of α n converges in the measure to α * on the whole T .
Lemma 2 For arbitrary
if ρ(α * , α, T ) < dist(y(0), bd S).
Lemma 3 For a sequence of α n ∈ A and a sequence of y n ∈ Y[α n ] , let
Then, the solutions y n converge to the solution of ( 15 ) generated by α * from the point ξ , and this convergence is uniform in [0, T ] .
We will require the following property, which was essentially proved by Michel in [19, Lemma]:
Lemma 4 Consider Borel-measurable mappings u ∈ U, v ∈ B(T, [1/2, ∞)) and the solutions of the system generated by theṁ
Then, there exists a control u ′ ∈ U and the trajectory x ′ = x(b, u ′ ; ·) generated by it such that
Proof. Note that every such map z : T → T is continuous, strictly increasing, and reversible;
denote the inverse map of z by ζ. It would then suffice to set u ′ (s)
for all s ≤ z(τ n ). As proved in [19, Lemm] , in these circumstances, y ′ = x(b * , u ′ ; ·) and ( 18 ) .
For an unbounded sequence of positive numbers τ n , define the scalar function h n by the following rule:
Note that ( 2 ) now implies
Lemma 5 Suppose that u * is a uniformly overtaking optimal control of original problem
Assume the number J * * to be validly defined by ( 2 ) . Take an arbitrary unboundedly increasing sequence of times τ n .
Assume that, for some unbounded sequence of positive numbers τ n , a sequence of functions
Then, the sequence of optimal values of the problems
Proof. Note that the control (u * , 1) is admissible for problem ( 20a ) -( 20d ) , and, by the definition of J * * and ( 19 ) , it provides the value of payoff that is arbitrary close to l(b * ) + J * * (for large n ).
By condition, there exists a sequence of positive ω n that converges to zero such that h n (t) ≤ ω n if |t| < 1 for every n ∈ N .
Assume the implication of the lemma to be false. Then, there exist a positive number ε , a sequence of initial conditions b n ∈ C , and a sequence of controls (u n , v n ) with ( 22c ) such that, for any natural n , the trajectory (x n , z n ) generated by the control (u n , v n ) from the position (b n , 0) satisfies
Since we also have |ż n (τ n )−1| ≤ e −t , we now know that |z n (τ n )−τ n | < 1, i.e. |h n (z(τ n )−τ n )| ≤ ω n . Now, for all n starting with a certain one,
Thanks to Lemma 4, for sufficiently large n, there exists the control u ′ n ∈ U and the trajectory x ′ n = x(b n , u ′ n ; ·) generated by it such that ( 18 ) holds, whence
Now, z n (τ n ) → ∞ and ( 2 ) imply that, for sufficiently large n ∈ N ,
However, it contradicts the fact that (x * , u * ) is a uniformly overtaking optimal process for problem ( 1a ) -( 1c ) .
This allows us to proceed to the actual proof of the main result.
5 Proof of Theorem 3.
5.1
Choosing the metric ρ .
Consider the following system:
Remember that Υ = U × [1/2, ∞). Let Ω be a ball in X centered at b * with the radius
Let S be a ball in E centered at y * with the radius 2.
Let the mapping a : E × Υ × T → E be the right-hand side of system ( 21a ) -( 21e ) . This system satisfies all the requirements we demand from a system ( 15 ) . Consider mappings w, ρ for such system a with designated control α * = (u * , 1) and the compact set S .
Remember that A = U × B([1/2, ∞)) , and, for each n ∈ N ,
By Lemma 1, A τn is metrizable by (α
5.2
Constructing the auxiliary optimal solution sequence.
By Lemma 5, there exists a sequence of positive numbers γ n converging to zero such that, for any natural n , the optimal value for ( 20a ) -( 20d ) is bounded from below by the value
n . Then, it is also a bound from below for the value of the following auxiliary minimum problem:
Consider the set of all admissible controls α = (u, v) in this problem. This set contains
, and is a subspace of the complete metric space A τn . 
By the
From ( 22b ) and ( 22c ) one can readily obtain | z n (τ n ) − τ n | < 1; now, ( 19 ) implies
Let us show that
Indeed, to prove that the upper limit does not exceed J * * , it is sufficient to pass to the limit in ( 23a ) using ( 19 ) , ( 23b ) . On the other hand, as it was noted before, the integral can be estimated from below by the value l(b * ) − l(b n ) + J * * − γ 2 n by virtue of Lemma 5. However, the limit of this expression is also equal to J * * . Thus, ( 23d ) is proved.
Note that, by ( 23b ) and Lemma 1, α n = (u n , v n ) converges in measure to α * = (u * , 1) on the whole T. Passing to the subsequence if necessary, we can say that (u n , v n ) converges to (u * , 1) a.e. on T.
5.3
Pontryagin Maximum Principle for auxiliary problem.
Since α n = (u n , v n ) provides a minimum of problem ( 22a ) 
Then, by the Maximum Principle, there exist λ n ∈ (0, 1] , ψ n ∈ C(T, X), φ n ∈ C(T, R) with
such that, for some ζ ∈ X(||ζ|| ≤ 1), the transversality conditions
hold, and
also hold for a.e. t ∈ [0, τ n ] .
Pontryagin Maximum Principle for overtaking optimal process
Set y n ≡ ( y n , z n , ψ n , φ n , λ n ) for each n ∈ N; note that this is a solution of ( 21a ) -( 21e ) .
By ( 24a ) , passing, if need be, to a subsequence, we can consider the subsequence of λ n ∈ (0, 1] to tend to some λ * ∈ [0, 1] and a subsequence of ψ n (0), φ n (0) to converge to a certain (ψ * 0 , φ * 0 ) ∈ X × R as well. We now have, for sufficiently large n ,
Now, −H(x * (t), u * (t), ψ * (t), λ * ) coincides with the limit of φ n . Thanks to ( 21d ) and ( 24c ) , every φ n also satisfieṡ φ n (t) = −λ n re −r zn(t) f 0 x n (t), u * (t) , − φ n (τ n ) = λ n dh n ds ( z n (τ n ) − τ n ).
Then, for all T ≥ 0 , the Hamiltonian H * [T ] coincides with lim n→∞ − τn T λ n re −r zn(t) f 0 x n (t), u * (t) dt + λ n dh n ds ( z n (τ n ) − τ n ) 
Thus, ( 10b ) is proved. Expression ( 2 ) now implies ( 10a ) .
Note that although the constructed sequences converge to (ψ * 0 , φ * , λ * ) such that ||ψ * 0 || + |φ * 0 |+λ * = 1 , we have ||ψ * 0 ||+λ * > 0 . Indeed, we would otherwise have ψ * ≡ 0, λ * ≡ 0, whence φ * (0) = 1 and H(y * (t), u * (t), ψ * (t), λ * ) ≡ 0, i.e. H * ≡ 0, which contradicts H * ≡ −φ * . Thus, ||ψ * 0 || + λ * > 0 . Note that, since ||ψ n (0)|| ( 6 ) = λ n ||I(x n (0), τ n )||, λ * = 0 exactly when the sequence from ||I(x n (0), τ n )|| is unboundedly increasing.
In case of λ * > 0, λ * = 1 note that relations ( 3b ) , ( 3c ) , ( 24b ) -( 24f ) are preserved under multiplication of (ψ * , φ * , λ * ) along with the subsequences (ψ n , φ n , λ n ) by a positive number.
Hence, by multiplying the triple (ψ * , φ * , λ * ) along with the subsequences (ψ n , φ n , λ n ) by the number 1 λ * , we provide λ * = 1 . Thus we can safely assume λ * ∈ {0, 1}.
Expressions ( 8 ) , ( 9 ) imply that, for all T ≥ 0 for each n ∈ N , ψ n (T ) ∈ λ n ∂ L (−J T )(x n (T ); u * , τ n );
(ψ n (T ), λ n rJ T (x n (T ), 0; τ n )) ∈ λ n ∂ 1 L (−J T )(x n (T ), 0; τ n ).
Passing to the limit as n → ∞ , by virtue of λ n → λ * , x n → x * , ψ n → ψ * , and ( 10b ) , we have ( 10d ) , ( 10e ) .
In case λ * = 0 , ( 28 ) implies that H * ≡ 0, whence we obtain ( 10f ) ; setting λ * = 0 in ( 10f ) , we obtain ( 10g ) .
