In this note we characterize those unitary one-parameter groups (U c t ) t∈R which admit euclidean realizations in the sense that they are obtained by the analytic continuation process corresponding to reflection positivity from a unitary representation U of the circle group. These are precisely the ones for which there exists an anti-unitary involution J commuting with U c . This provides an interesting link with the modular data arising in Tomita-Takesaki theory. Introducing the concept of a positive definite function with values in the space of sesquilinear forms, we further establish a link between KMS states and reflection positivity on the circle.
Introduction
In this note we continue our investigations of the mathematical foundations of reflection positivity, a basic concept in constructive quantum field theory ([GJ81, JOl98, JOl00, JR08, JR07a, JR07b]). Originally, reflection positivity, also called Osterwalder-Schrader positivity, arises as a requirement on the euclidean side to establish a duality between euclidean and relativistic quantum field theories ( [OS73] ). It is closely related to "Wick rotations" or "analytic continuation" in the time variable from the real to the imaginary axis.
The underlying fundamental concept is that of a reflection positive Hilbert space, introduced in [NO14a] . This is a triple (E, E + , θ), where E is a Hilbert space, θ : E → E is a unitary involution and E + is a closed subspace of E which is θ-positive in the sense that the hermitian form θu, v is positive semidefinite on E + . 1 Let N := {v ∈ E + : θv, v = 0}, write E for the Hilbert space completion of the quotient E + /N and q : E + → E, v → v for the canonical map. If T : D(T ) ⊆ E + → E + is a linear or antilinear operator with T (N ∩ D(T )) ⊆ N , then there exists a well-defined operator T : D( T ) ⊆ E → E defined by T ( v) = T v for v ∈ D(T ). The is the OS-quantization functor.
To see how this relates to group representations, let us call a triple (G, H, τ ) a symmetric Lie group if G is a Lie group, τ is an involutive automorphism of G and H is an open subgroup of the group G τ of τ -fixed points. Then the Lie algebra g of G decomposes into τ -eigenspaces g = h ⊕ q and we obtain the Cartan dual Lie algebra g c = h ⊕ iq. If (G, H, τ ) is a symmetric Lie group and (E, E + , θ) a reflection positive Hilbert space, then we say that a unitary representation π : G → E is reflection positive with respect to (G, H, τ ) if the following three conditions hold:
(RP1) π(τ (g)) = θπ(g)θ for every g ∈ G.
(RP2) π(h)E + = E + for every h ∈ H. (RP3) There exists a subspace D ⊆ E + ∩ E ∞ , dense in E + , such that dπ(X)D ⊂ D for all X ∈ q.
A typical source of reflection positive representations are the representations (π ϕ , H ϕ ) obtained via GNS construction (cf. Theorem A.4) from τ -invariant positive definite functions ϕ : G → B(V), respectively the kernel K(x, y) = ϕ(xy −1 ), where V is a Hilbert space (cf. Appendix A). If G + ⊆ G is an open subset with G + H = G + , then ϕ is called reflection positive for (G, G + , τ ) if the kernel Q(x, y) = ϕ(xτ (y) −1 ) is positive definite on G + . For E = H ϕ , the subspace E + is generated by the functions K(·, y)v, y ∈ G + , v ∈ V, and E identifies naturally with the Hilbert space H Q ⊆ V G + (cf. [NO14a, Prop.1.11], [MNO14, Ex. 5.17a] ). If the kernels Q(x, y)v, v are smooth for v in a dense subspace of V, then (RP1-3) are readily verified.
If π is a reflection positive representation, then π c H (h) := π(h) defines a unitary representation of H on E. However, we would like to have a unitary representation π c of the simply connected Lie group G c with Lie algebra g c on E extending π c H in such a way that the derived representation is compatible with the operators i dπ(X), X ∈ q, that we obtain from (RP3) on a dense subspace of E. If such a representation exists, then we call (π, E) a euclidean realization of the representation (π c , E) of G c . Sufficient conditions for the existence of π c have been developed in [MNO14] . The prototypical pair (G, G c ) consists of the euclidean motion group R d ⋊ O d (R) and the simply connected covering of the Poincaré group P ↑ + = R d ⋊ SO 1,d (R) 0 . In [NO14b] we studied reflection positive one-parameter groups and hermitian contractive semigroups as one key to reflection positivity for more general symmetric Lie groups and their representations. Here a crucial point is that, for every unitary one-parameter group U c t = e itH with H ≥ 0 on the Hilbert space V, we obtain by ϕ(t) := e −|t|H a B(V)-valued function on R which is reflection positive for (R, R + , − id R ) and which leads to a euclidean realization of U c . From this we derive that all representations of the ax + b-group, resp., the Heisenberg group which satisfy the positive spectrum condition for the translation group, resp., the center, possess natural euclidean realizations.
The present note grew out of the attempt to extract the representation theoretic aspects from the discussion of reflection positivity for the circle group T in [KL81] . Here we continue our project by exploring reflection positive functions ϕ : T → B(V) for (T, T + , τ ), where τ (z) = z −1 and T + is a half circle. This leads us naturally to anti-unitary involutions, an aspect that did not show up for triples (G, G + , τ ), where G + is a semigroup. We start in Section 2 with a discussion of the integral representation of reflection positive operator-valued functions for (T, T + , τ ) due to Klein and Landau ([KL81] ) and in Section 3 we characterize those unitary one-parameter groups (U c , H) which admit euclidean realizations in this context as those for which there exists an anti-unitary involution J commuting with U c (Theorem 3.4). Any such pair (J, U c ) with U c t = e itH can be encoded in the pair (J, ∆), where ∆ = e −βH is positive selfadjoint with J∆J = ∆ −1 , a relation well-known from Tomita-Takesaki theory. Such pairs are closely linked to real standard subspaces, a connection discussed in Section 4. In Section 5 we finally explain how all this connects to KMS states for C * -dynamical systems (A, R, α) and conclude with a short discussion of perspectives. To establish the connection with KMS states, we need the concept of a positive definite function on a group G with values in the space Sesq(V) of sesquilinear forms on a real or complex vector space V. This concept is briefly developed in Appendix A, where we explain in particular how the GNS construction works in this context. Appendix B provides some tools to obtain integral representations of positive definite functions on convex sets which sharpen some known results in this context.
We hope that this note will prove useful in the further development of the representation theoretic side of reflection positivity under the presence of anti-unitary involutions which occur in many recent constructions in Quantum Field Theory (see in particular [BS04, p. 627], [Bo92] , [BGL02] ).
Reflection positivity on the circle group T
Let G := T β := R/βZ, where β > 0, so that T β is a circle of length β. We write [t] := t + βZ for the image of t in T β and write T + β := {[t] ∈ T β : 0 < t < β/2} for the corresponding semicircle. We further fix the involutive automorphism τ β (z) = z −1 given by inversion in T β . In the following we identify functions on T β with β-periodic functions on R.
Definition 2.1. Let V be a Hilbert space. A weak operator continuous function ϕ :
if and only if it is positive definite and the kernel (ϕ(t + s)) 0<t,s<β/2 is positive definite, which is equivalent to the positive definiteness of the kernel
Remark 2.2. The reflection positivity of ϕ ensures that the corresponding β-periodic GNSrepresentation of R on the reproducing kernel Hilbert space
is reflection positive with respect to (θf )(x) = f (−x) and the closed subspace 
for 0 ≤ t ≤ β and λ ≥ 0. The corresponding kernel Q f λ is positive definite on all of R because f λ is a Laplace transform of the positive measure δ λ + e −βλ δ −λ . A direct calculation shows that the Fourier series of the β-periodic extension of f λ to R (also denoted f λ ) is given by
As c n ≥ 0 for every n ∈ Z, the function f λ on T β is positive definite. This shows that f λ is reflection positive. 
(3)
Then the measure µ + is uniquely determined by ϕ.
Proof. If ϕ is given by (3), then the kernel ϕ x+y 2 is clearly positive definite. To see that ϕ is a positive definite function of T β , we use the Fourier expansion f λ (t) = n c n (λ)e 2πint/β from (2) to obtain B.3 below). Since the reflection in β/2 is the composition of the reflection r(t) = −t in 0 and the translation by β, the function ϕ is also symmetric with respect to β 2 . This symmetry requirement is equivalent to r * µ = e −β µ for e β (λ) = e βλ , so that ϕ can be written as in (3).
Remark 2.5. (a) It is often more convenient to work with the measure µ on R defined by
We thus obtain the description ϕ(t) = R e −tλ dµ(λ) = L(µ)(t) of ϕ as the Laplace transform L(µ). The existence of these integrals for 0 ≤ t ≤ β only requires that the measure µ is finite. We then have µ(R) = ϕ(0) = ϕ(β) by (4). (b) In view of (4), the measure ν := e −β/2 µ is symmetric. For the Fourier transform µ(z) = R e izλ dµ(λ) which is defined on the closed strip D β = {z ∈ C : 0 ≤ Im z ≤ β}, we thus obtain the relations 
On this space we have a natural unitary one-parameter group defined by
where we have used the analytic continuation of ϕ to the strip {z ∈ C : 0 ≤ Re z ≤ β} that follows from the integral representation (Theorem 2.4) and Theorem B.3. Therefore (U c , L 2 (R, µ; V)) can be identified with the vector-valued GNS representation corresponding to the positive definite function µ(t) = ϕ(−it) on R obtained by analytic continuation from ϕ (cf.
Further, (Jf )(λ) := e −βλ/2 f (−λ), is a unitary involution on L 2 (R, µ; V) with JHJ = −H, and
which exhibits U c as the GNS representation of the symmetric positive definite function
Existence of euclidean realizations
The following proposition provides various characterizations of unitary one-parameter groups with reflection symmetry. As we shall see below, these are precisely the ones with a euclidean realization from (T β , T + β , τ β ). Proposition 3.1. For a unitary one-parameter group (U t ) t∈R on H with spectral measure E : B(R) → B(H), the following are equivalent:
Proof. Every cyclic unitary one-parameter group is isomorphic to
Then Kf = f is an anti-unitary involution. Decomposing into cyclic subspaces, we thus obtain an anti-unitary involution K on H satisfying KU t K = U −t for t ∈ R. As (i)-(iv) hold for the trivial representation on the subspace 
Remark 3.2. Let U t = e itH be a continuous unitary one-parameter group on the complex Hilbert space H with infinitesimal generator H and J an anti-unitary involution with JU t J = U εt for ε ∈ {±1}. Then JHJ = −εH. If the operator H is non-negative, then so is JHJ, which can only happen for ε = −1. Proof. Since the assertion is trivial for the trivial representation, we may assume that there are no non-zero fixed vectors, i.e., H U c = {0}.
From Proposition 3.1 we know that the existence of an anti-unitary involution commuting with U c is equivalent to the realizability of U c by the GNS construction from a symmetric positive definite function. If U c has a euclidean realization as in Definition 3.3, then ψ(t) := ϕ β 2 + it) is such a function (Remark 2.6(b)).
Suppose, conversely, that there exists an anti-unitary involution J on H commuting with U c . As in the proof of Proposition 3.1, we write
Since A ≥ 0, ϕ(z) := ψ(iz) = e −zA + e −(β−z)A defines a bounded operator for 0 ≤ Re z ≤ β. For 0 ≤ t ≤ β, we thus obtain the positive definite function
Hence ϕ defines a reflection positive function on T β for which ϕ(−it) = ψ(t), so that by (6) Therefore ϕ defines a reflection positive function on T β . In view of (9), it is the Laplace transform of the measure j * Ej, where E is the spectral measure of H.
Standard subspaces
To connect reflection positivity on T β with the modular theory of von Neumann algebras, we now take a closer look at standard real subspaces of a complex Hilbert space H.
Then we define the corresponding Tomita operator on the dense subspace 
as a real Hilbert space.
so that the graph of S is closed because V ⊕ V is complete, which in turn follows from the closedness of V . We conclude that S is a closed densely defined operator on H, so that S has a polar decomposition as in (ii). Since im(S) = V C is dense, J is an isometry. With the same arguments as in [BR02, Prop. 2.5.11], it now follows that J is an anti-unitary involution satisfying J∆J = ∆ −1 .
(iii) This further leads to S * = ∆ 1/2 J = JSJ, which shows that S * = S JV is the complex conjugation corresponding to the standard subspace J(V ).
(iv) For w ∈ H, we have the following chain of equivalences:
(v) follows immediately from (iv) because iV ⊥,ω is the orthogonal complement w.r.t. Re ·, · . Proof. That S is an involution follows from S 2 = J∆ 1/2 J∆ 1/2 = ∆ −1/2 ∆ 1/2 = id D(S) . Further, the closedness of the selfadjoint operator ∆ 1/2 implies that S is closed. Now (i) follows from (10), and (ii) is clear. The preceding two lemmas imply that we have a one-to-one correspondence between the following data. 
Proof. The fact that ψ is positive definite implies in particular that ψ(−t) = ψ(t) * :
Comparing with (12), we see that ψ(t)(A, B) = F B * ,A (t), so that the assertion follows from For ϕ(t) := ψ(it), we obtain in particular
Using the notation from Appendix A, we define ϕ A,B (t) := ϕ(t) (A, B) . 
Perspectives
The main outcome of the present note is that it clarifies the connection between reflection positivity for the triple (T β , T + β , τ β ) and the modular data (J, ∆) arising naturally in Tomita-Takesaki theory, resp., the theory of KMS states. We hope that this will serve as a basis for a deeper understanding of reflection positivity for higher dimensional groups.
Relativistic KMS states: One interesting direction is to connect the relativistic KMS states for a d-dimensional space time introduced by J. Bros and D. Buchholz in [BB94] to reflection positivity for the group R d (see also [GJ06] for d = 2). Here the strip D β ⊆ C is replaced by tube domain
where V + is the open forward light cone and e ∈ V + is a timelike vector of unit length. One expects a duality between G c = R d and G = T β × R d−1 and a suitable domain G + ⊆ G for reflection positivity.
ax+b-group and generalizations: There are still several aspects of reflection positivity for the ax + b-group G ∼ = R ⋊ R × (the affine group of the real line) that are not covered by the discussion in [NO14b] . Here the only non-trivial involution is given by τ (b, a) = (−b, a). In [NO14b] we have seen how reflection positivity for (G, G + , τ ), where G + = {(b, a) : b > 0, a > 0}, leads to euclidean realizations of those representations π c of G c ∼ = R ⋊ R × + satisfying a positive spectrum condition for translations. For any anti-unitary involution J satisfying Jπ(b, a)J = π(−b, a), these representations extend naturally by π(0, −1) := J to anti-unitary representations of the non-connected group R ⋊ R × . Such representations arise naturally in the context of Borchers' triples ([BLS11], [Bo92] ), where they actually extend to anti-unitary representations of G c := R d ⋊ γ R × ∼ = (R 2 × R d−2 ) ⋊ SO 1,1 (R) and J = π(0, 0, −1) acts on Minkowski space
The dual group is the subgroup G ∼ = (R 2 ×R d−2 )⋊SO 2 (R) of the d-dimensional motion group. This should provide a natural framework for extending the reflection positivity for the circle discussed here in which one can also treat relativistic KMS states. Clearly, the crucial case to be understood is d = 2. On G ∼ = R d ⋊ SO 2 (R), the involution induced by the time reflection θ is given by τ (b, a) = (θ(b), a −1 ) and likewise on G c . Note that this involution commutes with the action of J.
Reflection positivity on the side of G c : Classically, reflection positivity is a condition imposed in the euclidean model where we have a unitary representation (π, E) of the group G, whereas on the dual side we have a representation (π c , E) which has no specific reflection symmetry. However, in the theory of modular inclusions, one encounters anti-unitary representations of the ax + b-group corresponding to a modular pair (J, ∆) and a unitary oneparameter group U which satisfy the commutation relations . This situation has a remarkable similarity with the reflection positivity for (R, R + , − id R ), where we have a unitary one-parameter group (U t ) t∈R of E whose positive part acts by isometries on the subspace E + and the spectrum of the generator of the dual one-parameter group U c is positive ( [NO14b] ). However, here the subspace V is real, Jv, v ≥ 0 for v ∈ V and (U (s)) s≥0 acts by real isometries on V .
More general reflection positive functions: For a symmetric Lie group (G, τ ), the notion of a reflection positive function ϕ : G → C has been introduced with the idea that these should be positive definite functions corresponding to unitary representations U on a reflection positive Hilbert space (E, E + , θ) such that ϕ(g) = π(g)v, v holds for a θ-fixed vector v ∈ E + . Then reflection positivity with respect to a domain G + ⊆ G corresponds to π(G + ) −1 v ⊆ E + (cf. [NO14a] ) and is encoded in the positive definiteness of the kernel ϕ(gτ (h) −1 ) on G + . For (R, R + , − id R ) and (T β , T + β , τ β ), this implies that ϕ is real-valued (cf. Theorem 2.4 for dim V = 1). But this condition is too restrictive to cover the β-periodic functions ϕ A,A * from Remarks 4.6 (see also Remark 5.3). This suggests to work with a more general concept where we give up the θ-invariance of v, so that ϕ need no longer be τ -invariant. Extending π : G → U(E) to a representation π of the group G τ := G ⋊ {1, τ } by π(1, τ ) := θ, the condition π(G + ) −1 v ⊆ E + corresponds to the positive definiteness of the kernel θπ(h −1 )v, π(g −1 )v = π(gτ (h) −1 , τ )v, v , which can be expressed in terms of the positive definite function ϕ(g) := π(g)v, v on the nonconnected group G τ . It is therefore desirable to obtain an explicit description of the so specified functions for (R, R + , − id R ) and (T β , T + β , τ β ) and thus a generalization of the corresponding results in [NO14a] for R and Theorem 2.4 for T β . Of course, it would be of particular interest to see if the functions ϕ A,A * from Remarks 4.6 fall into this larger class.
is an operator-valued kernel, where V is a complex Hilbert space, then we obtain a Sesq(V)-valued kernel by Q(x, y)(v, w) := K(x, y)v, w . We have a natural inclusion B(V) ֒→ Sesq(V), A → A·, · , whose range is the space of continuous sesquilinear forms. All the functions f ♯ : X → V ♯ in H Q take values in continuous functionals, hence can be identified with V-valued functions. This leads to the realization H K ֒→ V X (cf.
[Ne00, Ch. 1]).
(b) For a one-point set X = { * }, a positive definite Sesq(V)-valued kernel is simply a positive semidefinite K ∈ Sesq(V). The corresponding Hilbert space H K ⊆ V ♯ is generated by the elements
In particular, if V is a Hilbert space, then the natural inclusion V ֒→ V ♯ , v → v, · , corresponds to the kernel K(v, w) = v, w . (b) If, conversely, (π, H) is a unitary representation of G and j : V → H a linear map whose range is cyclic, then
is a Sesq(V)-valued positive definite function and (π, H) is unitarily equivalent to (π ϕ , H ϕ ).
Proof. (cf. [Ne00, Sect. 3.1]) (a) For the kernel K(g, h) := ϕ(gh −1 ) and v ∈ V, the right invariance of the kernel K implies that π(g)K h,v = K hg −1 ,v , and from that one easily derive the invariance of H ϕ under right translations and the unitarity of their restrictions to H ϕ . Then
(b) The positive definiteness of ϕ follows easily from the relation ϕ(gh −1 )(v, w) = π(h) −1 j(v), π(g) −1 j(w) . Since j(V) is cyclic, the map Γ(ξ)(g)(v) := ξ, π(g) −1 j(v) defines an injection H ֒→ (V ♯ ) G whose range is the subspace H ϕ and which is equivariant with respect to the right translation action π ϕ .
Remark A.5. If V is a Hilbert space and j is continuous, then we have the adjoint operator j * : H → V is well-defined and we obtain the B(V)-valued positive definite function ϕ(g) := j * π(g)j which can be used to realize H in V G (cf. Example A.2(a) ). For a positive trace class operators S = n ·, v n v n with tr S = n v n 2 < ∞, we now obtain L(µ S )(x) = n L(µ vn )(x) = n β(v n , v n ) ≤ β n v n 2 < ∞.
Appendix B. Integral representations

