In this work, we contribute to video saliency research in two ways. First, we introduce a new benchmark for predicting human eye movements during dynamic scene freeviewing, which is long-time urged in this field. Our dataset, named DHF1K (Dynamic Human Fixation), consists of 1K high-quality, elaborately selected video sequences spanning a large range of scenes, motions, object types and background complexity. Existing video saliency datasets lack variety and generality of common dynamic scenes and fall short in covering challenging situations in unconstrained environments. In contrast, DHF1K makes a significant leap in terms of scalability, diversity and difficulty, and is expected to boost video saliency modeling. Second, we propose a novel video saliency model that augments the CNN-LSTM network architecture with an attention mechanism to enable fast, end-to-end saliency learning. The attention mechanism explicitly encodes static saliency information, thus allowing LSTM to focus on learning more flexible temporal saliency representation across successive frames. Such a design fully leverages existing large-scale static fixation datasets, avoids overfitting, and significantly improves training efficiency and testing performance. We thoroughly examine the performance of our model, with respect to state-of-the-art saliency models, on three largescale datasets (i.e., DHF1K, Hollywood2, UCF sports). Experimental results over more than 1.2K testing videos containing 400K frames demonstrate that our model outperforms other competitors.
Introduction
Human visual system (HVS) has an astonishing ability to quickly select visually important regions in its visual field. This cognitive process enables humans to easily interpret complex scenes in real time. Over the last few decades, several computational models have been proposed for imitating attentional mechanisms of HVS during static scene viewing. Significant advances have been achieved recently with the rapid spread of deep learning techniques and the availability of large-scale static gaze datasets (e.g., SALI-CON [31] ). In stark contrast, predicting observers' fixations during dynamic scene free-viewing has less been explored. This task, referred to as dynamic fixation prediction or video saliency detection is very useful for understanding human attentional behaviors and has several practical real-word applications (e.g., video captioning, compression, question answering, object segmentation, etc). It is thus highly desired to have a standard, high-quality dataset composed of diverse and representative video stimuli. Exiting datasets are severely limited in their coverage and scalability, and they only include special scenarios such as limited human activities in constrained situations. None of them includes general, representative, and diverse instances in unconstrained, task-independent scenarios. As a consequence, existing datasets often fail to offer a rich set of fixations for learning video saliency and to assess models. Moreover, the existing datasets did not provide an evaluation server with standalone held out test set to avoid potential dataset overfitting, which hinders further development on this topic.
While saliency benchmarks (e.g., MIT300 [32] and LSUN [68] ) have been very instrumental in progressing the static saliency field, such standard widespread benchmarks are missing for video saliency modeling. We believe such benchmarks are highly needed to move the field forward. To this end, we propose a new benchmark "DHF1K (Dynamic Human Fixation 1K)" with a public server for report-ing evaluation results on a preserved test set. Our benchmark contains a dataset that is unique in terms of generality, diversity and difficulty. It includes 1K videos with more than 600K frames and per-frame fixation annotations from 17 observers. The sequences have been carefully collected to include diverse scenes, motion patterns, object categories, and activities. DHF1K is accompanied with a comprehensive evaluation of several state-of-the-art approaches [16, 52, 50, 23, 13, 20, 37, 30, 2, 28, 18, 24, 57, 47] . Moreover, each video is annotated with a main category label (e.g., daily activities, animals) and rich attributes (e.g., camera/content movement, scene lighting, presence of humans), which would enable a deeper understanding of gaze guidance in free viewing of dynamic scenes.
Further, we propose a novel CNN-LSTM architecture [12, 46] based video saliency model with a supervised attention mechanism. CNN layers are utilized for extracting static features within input frames, while convolutional LSTM (convLSTM) [66] is utilized for sequential fixation prediction over successive frames. An attention module, learned from existing large-scale image saliency datasets, is used to enhance spatially informative features of the CNN. Such a design helps disentangle underlying spatial and temporal factors of dynamic attention and allows convLSTM to learn temporal saliency representations efficiently.
Our contributions are three-fold. First, we introduce a standard benchmark of 1K videos covering a wide range of scenes, motions, activities, etc. To the best of our knowledge, the proposed dataset is the largest eye-tracking dataset for dynamic, free-viewing fixation prediction. Second, we present a novel attentive CNN-LSTM architecture for predicting human gaze in dynamic scenes, which explicitly encodes static attention into dynamic saliency representation learning by leveraging both static and dynamic fixation data. Third, we present a comprehensive analysis of video saliency models (the first one, to the best of our knowledge) on existing datasets (Hollywood-2, UCF sports), and our new DHF1K dataset. Results show that our model significantly outperforms previous methods.
Related Work

Video Eye-Tracking Datasets
There exist several datasets [43, 44, 25, 17] for dynamic visual saliency prediction, but they are limited and often lack variety, generality and scalability of instances. Some statistics of these datasets are summarized in Table 1 .
The Hollywood-2 dataset [43] comprises all the 1, 707 videos from Hollywood-2 action recognition dataset [42] . The videos are collected from 69 Hollywood movies with 12 action categories, such as eating, kissing and running. The human fixation data were tracked from 19 observers belonging to 3 groups for free viewing (3 observers), action recognition (12 observers), and context recognition (4 ob-
Dataset
Year Videos Resolution Duration(s) Viewers Task CRCNS [25] servers). Although this dataset is large, its content is limited to human actions and movie scenes. It mainly focuses on task-driven viewing mode, rather than free viewing. With 1, 000 frames randomly sampled from Hollywood-2, we found 84.5% fixations are located around the faces.
The UCF sports fixation dataset [43] contains 150 videos taken from the UCF sports action dataset [49] . The videos cover 9 common sports action classes, such as diving, swinging and walking. Similar to Hollywood-2, the viewers have been biased towards task-aware observation by being instructed to "identify the actions occurring in the video sequence". From the statistics of 1, 000 frames randomly selected from UCF sports, we found 82.3% fixations fall inside the human body area.
The DIEM dataset [44] is a public video eye-tracking dataset that has 84 videos collected from publicly accessible video resources (e.g., advertisements, documentaries, sport events, and movie trailers, etc). For each video, freeviewing fixations of around 50 observers were collected. This dataset is mainly limited in its coverage and scale.
Other datasets are either limited in terms of variety and scale of video stimuli [25, 17] , or collected for a special purpose (e.g., salient objects in videos [59] ). More importantly, none of the aforementioned datasets includes a preserved test set for avoiding potential data overfitting, which has seriously hampered the research process.
Computational Models for Fixation Prediction
The study of human gaze patterns in static scenes has received significant interests, which can be dated back to [28, 27] . Early static saliency models [36, 69, 15, 7, 18, 22, 33, 63] are mostly based on the contrast assumption that conspicuous visual features "pop-out" and involuntarily capture attention (see [5, 6] for review). Computational models compute multiple visual features such as color, edge, and orientation at multiple spatial scales to produce a "saliency map": an image distribution predicting the conspicuity of specific locations and their likelihood in attracting attention [27, 44] . The locations with more distinct feature responses over surroundings usually gain higher saliency values. Deep learning based static saliency models [54, 35, 24, 39, 47, 29, 56, 57] have achieved astonishing improvements, relying on the powerful end-to-end learning ability of neural network and the availability of large-scale static saliency datasets [31] .
Previous investigations of dynamic human fixation Figure 1 . Average annotation maps of three datasets used in benchmarking: (a) Hollywood-2, (b) UCF sports, (c) DHF1K. [14, 16, 41, 50, 52, 23, 13, 20, 37] leveraged both static stimulus features and temporal information (e.g., optical flow, difference-over-time, etc). Some of those studies [14, 41, 52] can be viewed as extensions of exiting static saliency models with additional motion features. Those models are mainly bound to significant feature engineering and limited representation ability of hand-crafted features.
To date, only a few deep learning based video saliency models [2, 30] exist in this field. They are mainly based on two-stream network architecture [2] that accounts for color images and motion fields separately, or two-layer LSTM with object information [30] . These works show a better performance and demonstrate the potential advantages in applying neural networks to this problem. However, they do not 1) consider attentive mechanisms; 2) utilize existing large-scale static fixation datasets; and 3) exhaustively assess their performance over large amount of data. There are some salient object detection models [40, 1, 11, 61, 58, 60, 4, 62, 21] that attempt to uniformly highlight salient object regions in images or videos. Those models are often task-driven and focus on inferring the main object, instead of investigating the behavior of the HVS during scene free viewing.
Attention Mechanisms in Neural Networks
Recently, incorporating attention mechanisms into network architectures has shown great success in several computer vision [67, 9, 55] and natural language processing tasks [51, 48] . In such studies, attention is learned in an automatic, top-down, and task-specific manner, allowing the network to focus on the most relevant parts in images or sentences. In this paper, we use attention for enhancing intra-frame salient features, thus allowing the LSTM to model dynamic representations more easily. In contrast to previous models learning attentions implicitly, our attention module encodes strong static saliency information and can be learned from existing static saliency dataset in a supervised manner. This design leads to improved generality and prediction performance. It is the first attempt to incorporate a supervised attention mechanism into the network structure to achieve state-of-art results in dynamic fixation prediction.
DHF1K Dataset
We introduce DHF1K, a large-scale dataset of gaze in free-viewing of videos. Our dataset includes 1K videos with diverse content and length, with eye-tracking annotations from 17 observers. Fig. 1 shows the center bias of DHF1K, compared to Hollywood-2, and UCF sports datasets.
Stimuli. The collection of dynamic stimuli mainly follows the following 4 principles. • Large scale and high quality. Both scale and quality are necessary to ensure the content diversity of a dataset and is crucial to guarantee a longer lifespan for a benchmark. To this end, we searched the Youtube engine with about 200 key terms (e.g., dog, walking, car, etc) and carefully selected 1, 000 video sequences from the retrieval results. All videos were converted from their original sources to a 30 fps Xvid MPEG-4 video file in an AVI container and were resized uniformly into 640 × 360 spatial resolution. Thus, DHF1K comprises a total 1, 000 video sequences with 582, 605 frames with total duration of 19, 420 seconds. • Diverse content. Stimulus diversity is essential for avoiding overfitting and to delay performance saturation. It offers evenly distributed exogenous control for studying personexternal stimulus factors during scene free-viewing. In DHF1K, each video is manually annotated with a category label (totally 150 classes). Those labels are further classified into 7 main categories (see Table 2 ). Those semantic annotations would enable a deeper understanding of the high-level stimuli factors guiding human gaze in dynamic scenes and be indicative for potential research. In Fig. 2 , we show example frames from each category. • Varied motion patterns. Previous investigations [26, 14, 44] suggested that motion is one of the key factors that directs attention allocation in dynamic viewing. For this, DHF1K is designed to span varied motion patterns (stable-/slow-/fast-motion of content and camera). Please see Table  3 for the information regarding motion patterns. • Various objects. Previous studies [65, 38, 3] in cognitive and computer vision confirmed that object information is indicative to human fixations. The objects in the dataset vary in their type (e.g., human, animal, in Table 2 ) and frequency (see Table 3 ). For each video, five subjects were instructed to count the number of the main objects. The majority vote of their counts was considered as the final count.
For completeness, in Table 4 , we offer the information of the scene illumination and the amount of humans in the dataset. As demonstrated in [45] , luminance is an important exogenous factor for attentive selection. Further, human beings are important high-level stimuli [10, 8] in free-viewing.
Apparatus and technical specifications. Participants' eye movements were monitored binocularly using a Senso Motoric Instruments (SMI) RED 250 system at a sampling rate of 250 Hz. The dynamic stimuli were displayed on a 19" display (resolution 1440 × 900). A headrest was used to help participants' heads still at a distance of around 68 cm, as advised by the product manual.
Participants. 17 participants (10 males and 7 females, aging between 20 and 28) who passed the calibration of the eye tracker and had less than 10% fixation dropping rate, were quantified for our eye tracking experiment. All participants had normal or corrected-to-normal vision. All subjects had not seen the stimuli in DHF1K before. All provided informed consent and were naïve to the underlying purposes of the experiment.
Data capturing. The stimuli were equally partitioned into 10 non-overlapping sessions. Participants were required to freeview 10 sessions of videos in random order. In each session, the videos were also displayed at random. Before the experiments, every participant was calibrated using the standard routine in product manual with recommended settings for the best results. To avoid eye fatigue, each video presentation was followed by a 5-second waiting interval with black screen. After undergoing a session of videos, the participant can take a rest until she was ready for viewing the next session. Finally, 51, 038, 600 fixations were recorded from 17 subjects on 1, 000 videos.
Training/testing split. We split 1, 000 dynamic stimuli into separate training, validation and test sets. Following random selection, we arrive at a unique split consisting of 600 training and 100 validation videos with publicly available fixation records, as well as 300 test videos with annotations held-out for benchmarking purpose.
Our Approach
Overview. Fig. 3 presents the overall architecture of our video saliency model. It is based on a CNN-LSTM architecture that combines convolutional network and recurrent model to exploit both spatial and temporal information for predicting video saliency. The CNN-LSTM network is extended with a supervised attention mechanism, which explicitly captures static saliency information and allows the LSTM to focus on learning dynamic information. The attention module is trained from rich static eye-tracking data. Thus our model is able to produce accurate, spatiotemporal saliency with improved generalization ability. Next, we explain each component of our model in detail.
CNN-LSTM architecture. Formally, given an input video {I t } t , we first obtain a sequence of convolutional features {X t } t from CNN. Then the features {X t } t are fed into a convLSTM [66] as input. Here, the convLSTM is used for modeling the temporal dynamic nature of this sequential problem, which is achieved by incorporating memory units with gated operations. Additionally, through replacing dot products with convolutional operations, the convLSTM is able to preserve spatial information, which is essential for making spatially-variant pixel-level prediction.
More specifically, the convLSTM utilizes three convolution gates (input, output and forget) to control the flow of signal within the cell. With the input feature X t at time step t, the convLSTM outputs a hidden state H t and maintains a memory cell C t for controlling state update and output:
i t , f t , o t are the gates. σ and tanh are the activation functions of logistic sigmoid and hyperbolic tangent, respectively. ' * ' denotes the convolution operator and '•' represents Hadamard product. The dynamic fixation map can be obtained via convolving the hidden states H with a 1 × 1 kernel (see Fig. 3 (c) ). In our implementation, the first five conv blocks of VGG-16 [53] are used. For preserving more spatial details, we remove pool4 and pool5 layers, which results in ×8 instead of ×32 downsampling. At time step t, with an input frame I t with 224×224 resolution, we have X t ∈ R 28×28×512 and a 28×28 dynamic saliency map from the convLSTM. The kernel size of the conv layer in convLSTM is set as 3.
Attention module. We extend above CNN-LSTM architecture with an attention mechanism, which is learned from existing static fixation data in a supervised manner. Such design is mainly driven by the following three motivations: • Previous studies [26, 64] shown that human attention is guided by both static and dynamic factors. Through the additional attention module, the CNN is enforced to generate a more explicit spatial saliency representation. This helps disentangle underlying spatial and temporal factors of dynamic attention, and allows convLSTM better capture temporal dynamics. • CNN-LSTM architecture introduces a large number of parameters for modeling spatial and temporal patterns. However, for sequential data such as videos, obtaining labelled data is costly. Even though there are large-scale datasets like DHF1K that have 1K videos, the amount of training data is still insufficient, considering the high correlation among frames within same video. The supervised attentive module is able to leverage existing rich static fixation data to improve the generalization power of our model. • In VGG-16, we remove the last two pooling layers to obtain a large feature map. This dramatically decreases the receptive field (212×212→140×140), which cannot cover the whole frame (224×224). To remedy this, we insert a set of down-and up-sampling operations into the attention module, which would enhance the intra-frame saliency information with an enlarged receptive field. By this, our model is able to make more accurate predictions from a global view.
As demonstrated in Fig. 3 (b) , our attentive module is built upon the conv5-3 layer, as an additional branch of several conv layers interleaved with pooling, and upsampling operations. Given the input feature X , with pooling layers, the attention module generates a downsampled attention map (7×7) with an enlarged receptive field (260×260). Then the small attention map is ×4 upsampled as the same spatial dimensions of X . Let M ∈ [0, 1] 28×28 be the upsampled attention map, the feature X ∈ R 28×28×512 from conv5-3 layer can be further enhanced by:
where c ∈ {1, . . . , 512} is the index of the channel. Here, the attention module work as a feature selector to enhance the feature representation.
The above attention module may lose useful information for learning a dynamic saliency representation, as the attention module only considers static saliency information in still video frames. For this, inspired by the recent advances of attention mechanism and residual connection [19, 55] , we improve Eq. 6 in residual form:
With the residual connection, both the original CNN features and the enhanced features are combined and fed to the LSTM model. In §5.2 and §5.4, more detailed explorations for the attention module are offered. Different from previous attention mechanisms that learn task-related attention in an implicit way, our attention module can learn from existing large-scale static fixation data in an explicit and supervised manner (detailed in next part).
Loss function. We use the following loss function [24] that considers three different saliency evaluation metrics instead of one. The rationale here is that no single metric can fully capture how satisfactory a saliency map is.
We denote the predicted saliency map as Y ∈ [0, 1] 28×28 , the map of fixation locations as P ∈ {0, 1} 28×28 and the continuous saliency map (distribution) as Q ∈ [0, 1] 28×28 . Here the fixation map P is discrete, that records whether a pixel receives human fixation. The continuous saliency map is obtained via blurring each fixation location with a small Gaussian kernel. Our loss functions is defined as follows:
where L KL , L CC and L NSS are the Kullback-Leibler (KL) divergence, the Linear Correlation Coefficient (CC), and the Normalized Scanpath Saliency (NSS), respectively, which are derived from commonly used metrics to evaluate saliency prediction models. αs are balance parameters and are empirically set to α 1 = α 2 = 0.1. L KL is widely adopted for training saliency models and is chosen as the primary loss in our work:
L CC measures the linear relationship between Y and Q:
where cov(Y, Q) is the covariance of Y and Q, and ρ(·) stands for standard deviation. L NSS is derived from NSS metric:
where Y = Y −μ(Y ) ρ(Y ) and N = x P (x). It is calculated by taking the mean of scores from the normalized saliency map Y (with zero mean and unit standard deviation) at human eye fixations P . Since CC and NSS are similarity metrics, their negatives are adopted for minimization.
Training protocol. Our model is iteratively trained with sequential fixation and image data. In training, a video training batch is cascaded with an image training batch. More specifically, in a video training batch, we apply a loss defined over the final dynamic saliency prediction from LSTM. Let
denote the dynamic saliency predictions, the dynamic fixation sequence and the continuous ground-truth saliency maps, we minimize the following loss:
In this process, the attention module is trained in an implicit way, since we do not have the groundtruth fixation of each frame in static scene.
In an image training batch, we only train our attention module via minimizing:
where the M , P s , Q s indicate the attention map for our static attention module, the ground-truth static fixation map, and the ground-truth static saliency map. In this process, the training of attention module is supervised by the groundtruth static fixation. Note that, in image training batch, we do not train our LSTM module, as it is used for learning the dynamic representation. For each video training batch, 20 consecutive frames from the same video are used. Both the video and the start frame are randomly selected. For each image training batch, we set the batch size as 20, and the images are randomly sampled from existing static fixation dataset. More implementation details can be found in § 5.1.
Experiments
Experimental Setup
Training/testing protocols. We use the static stimuli (10, 000 images) from the training set of SALICON [31] dataset for training our attention module. For dynamic stimuli, we consider 4 settings: using the training set(s) from (i) DHF1K, (ii) Hollywood-2, (iii) UCF sports, and (iv) DHF1K+Hollywood-2+UCF sports. For DHF1K, we use the original training/validation/testing splitting (600/100/300). For Hollywood-2, following [42] , 823 videos for training and 884 videos for testing. For UCF sports, the training and testing sets include 103 and 47 videos, respectively, as suggested by [49] . We randomly sample 10% videos from the training sets of Hollywood-2, and UCF sports as their validation sets. We evaluate our model on the testing sets of DHF1K, Hollywood-2, and UCF sports dataset, in total 1, 231 video sequences with more than 400, 000 frames. Implementation details. Our model is implemented in Python on Keras, and trained with the Adam optimizer [34] . During the training phase, the learning rate was set to 0.0001 and was decreased by a factor of 10 every 2 epochs. The network was trained for 10 epochs. We perform earlystopping on the validation set. Competitors. We compare our model with nine dynamic saliency models: PQFT [16] , Seo et al. [52] , Rudoy et al. [50] , Hou et al. [23] , Fang et al. [13] , OBDL [20], AWS-D [37] , OM-CNN [30] , and Two-stream [2] 1 . For the sake of complementary, we further compare with six state-of-theart static attention models: ITTI [28] , GBVS [18] , SAL-ICON [24] , DVA [57] , Shallow-Net [47] , and Deep-Net [47] . OM-CNN, Two-stream, SALICON, DVA, Shallow-Net, and Deep-Net are deep learning models, and others are classical saliency models. Those models are selected due to: 1) their representability of the diversity of the state-ofthe-art; or 2) publicly available implementations. Baselines. We further derive 8 baselines. For each training setting, we derive two baselines: Our and Attention module, refer to our final dynamic saliency prediction and the intermediate output of our attention module, respectively. Evaluation metrics. Here, we employ five classic metrics, namely Normalized Scanpath Saliency (NSS), Similarity Metric (SIM), Linear Correlation Coefficient (CC), AUC-Judd (AUC-J), and shuffled AUC (s-AUC). Please refer to [5, 57] for detailed descriptions of these metrics. Computation load. The whole model is trained in an endto-end manner. The entire training procedure takes about 30 hours with a single NVIDIA TITAN X GPU and a 4.0GHz Intel processor (in training setting (iv)). Since our model does not need any pre-or post-processing, it takes only about 0.08s to process an frame image of size 224 × 224.
Performance comparison
Performance on DHF1K. Table 5 reports the comparative results with the aforementioned saliency models, on the testing set (300 video sequences) of DHF1K dataset. In can be observed that the proposed model consistently and significantly outperforms other competitors, across all the metrics. This can be contributed to our specially designed atten- tion module, which makes our model explicitly learn static and dynamic saliency representations in CNN and LSTM separately. Our model even does not use any optical flow algorithm (different with Fang et al. [13] , Two-stream [2] ). This significantly improves the applicability of our model and demonstrates the effectiveness of our training protocol that leveraging both static and dynamic stimuli. Performance on Hollywood-2. We further test our model on Hollywood-2 dataset, where the testing sets comprises 884 video sequences. The results are summarized in Table  5 . Again, our model consistently significantly higher than other methods across various metrics. Besides, when we go insight into the performance with training settings, the performance would increase with increasing amount of training data. This suggests that the large-scale training data volume is important for the performance of neural network. Performance on UCF sports. With the test set (47 video sequences) of UCF sports dataset, we again observe the proposed model provides consistently good results, compared to related state-of-the-art (see Table 5 ). Interestingly, we find that, with small amount of training data (training setting (iii), 103 video stimuli from UCF sports dataset), the proposed model achieves a very high performance, even better than the model (Our, training setting (iv)) trained with large-scale data (1.5K video stimuli). This could be explained by lack of diversity in the video training data, as the videos in UCF sports dataset are highly related (with similar scenes and actors) and small scale. This is also consistent with our research for UCF sports which shows that 82.3% fixations are located on the human body area (see § 2.1).
Analysis
Based on our extensive experiments, we provide more detailed analyses, which would give deeper insights of previous studies and suggest some hints for future research. underlying mechanisms of visual attention allocation during dynamic viewing are more complex and still not clear. Second, previous studies are more focused on computational models of static saliency, while less efforts were paid for modeling dynamic saliency. Deep learning models: static vs dynamic. Compared with state-of-the-art deep learning based static models (i.e., DVA, Deep-Net), previous deep learning based dynamic models (i.e., OM-CNN, Two-stream) only obtain slightly better performance (or only competitive). Although strong motion information (i.e., optical flow, motion network) have been encoded into OM-CNN and Two-stream, their performance are still limited. We attribute this into the inherent difficulties of video saliency prediction and previous models' neglect of utilizing existing rich static saliency data.
Ablation study
In this section, we offer a more detailed exploration of our proposed approach in several aspects with DHF1K dataset. We verify the effectiveness of the proposed mechanism, and examine the influence of different training protocols. The results are summarized in Table 6 . Effect of attention mechanism. By disabling the attention module, and only training with video stimuli we observe a performance drop (e.g., AUC-J: 0.890→0.847), verifying the effectiveness of attention module and showing that the leverage of static stimuli indeed improves the predication accuracy in dynamic scenes. For exploring the effect of the residual connection in attention module (Eq. 8), we train the model based on Eq. 5 (without residual connection). We observe a minor decrease; showing that employing residual connection could avoid distorting spatial features in frames. In our attention module, we apply down-sampling for enlarging the receptive field. We also study the influence of such design. We find that the attention module with enlarged receptive field would gain better performance, since the model could make prediction in global view.
Training. We assess different training protocols. By reducing the amount of static training stimuli from 10K to 5K, we observe a performance drop (e.g., AUC-J: 0.890→0.877). The baseline (w/o attention) can also be viewed as the model without any static training stimuli, which gains worse performance (e.g., AUC-J: 0.890→0.847).
Effect of convLSTM. To study the influence of convLSTM, we re-train our model without convLSTM (using training setting (iv)) and get a baseline: w/o convLSTM. We observe a drop of performance; showing that the dynamic information learnt in convLSTM could boost the performance.
Discussion and Conclusion
In this work, we presented "Dynamic Human Fixation (DHF1K)", a large-scale carefully designed and systematically collected benchmark dataset to facilitate research in video saliency modeling. To the best of our knowledge, our work is the most comprehensive performance evaluation of video saliency models. DHF1K contains 1K videos, which capture representative instances, diverse contents and various motions, with human eye-tracking annotations.
Further, we proposed a novel deep learning based video saliency model, which encodes a supervised attention mechanism to explicitly capture static saliency information and help LSTM better capture dynamic saliency representations over successive frames. We performed extensive experiments on DHF1K, Hollywood-2, and UCFsports datasets, and analyzed the performance of our model compared to previous attention models in dynamic scenes. Our experimental results demonstrate that our proposed model outperforms other competitors and is quite efficient.
