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This thesis makes contributions to three research topics: shared-resource allocation, disease
modeling, and evaluation of intervention methods.
In Chapter 2, we consider a problem of allocating shared resources among multiple classes when
a customer from a different class may require a different number of resources and give a different
amount of rewards when leaving the system after service completion. A customer is rejected if
the number of available resources at the time of her arrival is smaller than the number of resources
required for the customer. In this chapter, we find a customer admission control policy that max-
imizes the long-run average total reward throughput with constraints on secondary performance
measures. Our problem is different from the existing literature because we consider a deteriorating
service speed depending on the total workload in the system, multiple classes with different reward
amounts and different resource requirements, and constraints on secondary performance measures.
For a small-scale problem, we calculate the long-run average reward throughput and other perfor-
mance measures by solving balance equations directly from a multi-class M/G/C/C state dependent
queueing model. For a large-scale problem, as balance equations cannot be solved analytically, we
use simulation to estimate performance measures and use a Bayesian optimization algorithm based
on the Gaussian process to find an optimal allocation among a large number of possible allocations
quickly with and without constraints on secondary performance measures. We test the performance
of our procedure on a highway access control problem and a server capacity allocation problem of
an online retail store.
Agent-based simulation is a form of computer-based modeling that provides an intuitive and
flexible approach to representing complex systems. It has been used in a wide range of health care
applications. In Chapter 3, we develop an agent-based simulation with mosquito and human popu-
lations to model the spread of malaria in sub-Saharan Africa countries. We propose and test various
strategies for allocating limited resources to evaluate and maximize the impact of proactive com-
munity case management (Pro-CCM). The simulation model utilizes ordinary differential equations
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and incorporates temporal climate information, disease transmission from mosquitoes to humans,
and the progression of the disease in infected humans. The model is validated using data from
Senegal, a west African country in the Sahel with highly seasonal transmission. We test numerous
scenarios to understand how the number and the frequency of sweeps impact the effectiveness of
ProCCM.
In Chapter 4, we build a multi-water-source (MWS) agent-based simulation model, based on [?],
to model the Guinea Worm (GW) disease transmission among dogs in Chad, as well as in each
domestic clusters. This model contains three connected single-water-source (SWS) models, parti-
tioning the majority part of Chad based on clustering results. Each SWS model adopts the general
framework of the previous stochastic simulation model, which is used to simulate the life cycle
of GW and daily interactions between the dogs, worms, and water source over multiple years.
Each SWS model is validated using infection data within the corresponding cluster after parame-
ter calibrations. Three SWS models were then connected into an MWS model using geographic
information and local human characteristic data. Our MWS model was used to test the effective-
ness and fairness of various intervention strategies. We searched for optimal solutions using the




1.1. Background and Literature Review for Resource Sharing Problem
Resource sharing considers a situation where there is a single resource pool of finite capacity, cus-
tomers join the system if the number of available resources at the time of arrivals is more than the
number of resources required for the customers, and rewards are given when the customers depart
the system. If the number of currently available resources is smaller than the required number of
resources for a customer, then she is rejected. Resource sharing among multiple classes has been
studied extensively in the queueing community. [?] is one of survey papers for the resource shar-
ing problem. The revenue management community has also studied either a pricing policy or an
admission control policy among multiple classes for the resource sharing problem to maximize
the expected long-run revenue rate. For example, see [?], [?], [?] and [?]. The existing literature
considers applications in business such as call center service, car rental management and hotel man-
agement where the service rate Vi for class i is independent of both the arrival process and the state
of the other classes.
In Chapter 2, we consider a problem of allocating shared resources among multiple classes
when (i) a customer from a different class may occupy a different number of resources and give a
different amount of a reward when leaving the system after service completion; (ii) a customer is
rejected if the number of available resources at the time of her arrival is smaller than the number of
resources required for the customer, and (iii) service speed gets slower as the current total workload
in the system increases. The main difference between our work and the existing literature is that
the service speed deteriorates as the total workload increases. For example, in highway traffic, as
the number of vehicles in a lane increases, the traveling velocity decreases. When the number of
vehicles in a lane is over its capacity limit, the traffic stops moving with a zero traveling velocity.
Similar behavior is also observed in an online site. An online site often experiences slow-down
when the number of connected users increases, which usually happens during big sale events such
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as Black Friday, Christmas, or New Year sales. When the total workload exceeds the server’s
capacity, the site eventually experiences an outage.
For the traffic control problem, [?] proposes a token-based reservation system and a real-time
scheduling algorithm to monitor the traffic condition and maintain the efficiency of the high priority
lane. The token-based reservation is shown to increase the control accuracy. However, it requires
a significant effort to monitor a large number of tokens, which makes it difficult to implement in
practice. [?] presents the idea of using dynamic pricing as a control mechanism for the high-priority
lane. Theoretically, by varying the price of using the priority lane, the demand could be controlled to
avoid congestion. For a highway system, [?] models highway traffic as an M/G/C/C state dependent
queueing model and provides analytical expressiones for various performance measures such as a
probability of rejecting a car. This analysis can be useful in coming up with an admission control
policy for highway traffic. However, this previous work has been performed assuming a single
class. [?] shows that if there is only one class of vehicles with equal size, a traffic flow speed
model is linear, and the incoming vehicle arrival rate is infinity, then the highest throughput is
achieved when the maximum number of vehicles accepted in a highway lane is set to the half of
the road’s maximum physical capacity. In reality, vehicles in different sizes have different resource
requirements in the sense that a larger vehicle occupy more spaces than a smaller vehicle. The
traveling speed is determined by the total number of spaces occupied rather than the total number
of vehicles currently in the highway lane and may not decrease linearly. In addition, if the decision-
maker cares about the passenger throughput, a certain type of vehicles such as school buses will
have a higher reward than, say, trucks. Thus the decision-maker may want to come up with an
admission control policy among classes to maximize the reward rate for a shared resource, a special
lane in a segment of highway.
Similarly, an online site admission can be viewed as a resource sharing problem with multiple
classes and deteriorating service quality. Obviously, the server capacity is shared by customers who
shop on the site, and the web-browsing speed gets slower as the number of customers currently
online increases. Controlling e-server access to prevent overload and to guarantee Quality of Ser-
vice (QoS) has been studied in the literature. [?] uses a feedback control theory to guarantee server
performance by limiting only the utilization of the lower-class customers and differentiating service
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qualities between customer classes. Higher class customers have access to more server capacity,
while lower class ones may experience lower service quality, such as images with lower resolu-
tions. [?] proposes kernel mechanisms for service differentiation to avoid e-server overload. In this
chapter, we consider an online shopping server where service quality among customer classes is the
same.
During a special sale event, a number of online retail stores come up with a strategy of limiting
the total number of connected customers (admission control) to avoid a site crash. For example,
some online department stores put potential shoppers in a virtual queue. This policy is implemented
on the first-come-first-served (FCFS) basis. Many retail stores run membership programs, and by
asking online users to log in, their membership levels can be identified. If a group with a higher
membership status tends to spend more money and make fewer returns, it might be better to manage
customers’ admissions based on their membership levels rather than the FCFS basis because they
bring higher rewards (revenues in this example). Thus, there should exist an optimal allocation
among different classes that maximizes the reward rate. In reality, large retailers, like Amazon,
could add additional servers when handling unusually higher traffic during a specific period to avoid
the trade-off between degrading quality of service or rejecting customer requests. However, there
are situations where a physical capacity is not easy to expand, and the resource allocation method
we proposed would be useful in such scenarios.
1.2. Background and Literature Review for Malaria Transmission in sub-Saharan Africa
Globally, there were an estimated 228 million cases and 405,000 deaths due to malaria in 2018,
primarily among children under five years of age in sub-Saharan Africa [?] . Interventions for
malaria prevention and control include insecticide-treated mosquito nets (ITNs), indoor residual
spraying (IRS), intermittent preventive treatment for pregnant women (IPTp), seasonal malaria
chemoprevention (SMC), diagnosis by malaria microscopy or rapid diagnostic test (RDT), and
treatment with artemisinin-based combination therapy (ACT) [?] . Timely, accurate, and effective
case-management, particularly diagnostic confirmation of suspected cases and appropriate treat-
ment within 24 hours of symptom onset, is critical to malaria control. Early detection and treatment
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reduces the severity of symptoms and might reduce the parasite reservoir in a community [?]. How-
ever, inadequate treatment-seeking behavior, e.g., due to barriers such as geographic distance to
healthcare facilities, hinder coverage of malaria case-management [?]. Less than 20% of children
with malaria in endemic zones are treated within the formal health system, and most of the deceased
die at home without having receiving proper treatment [?].
Passive Community case management of malaria (CCMm) was introduced in Senegal to ad-
dress these barriers to receiving prompt care in Senegal was reported in [?]. This CCMm program
was evaluated based on data collected by the HCPs and at health facilities, which showed that inter-
vention regions experienced a statistically significant decrease in all deaths and deaths attributed to
malaria while no such decrease was seen in comparison regions.
Despite the scale-up of CCMm, poor care-seeking and access to care at the community level
continued to be observed, prompting the development of a proactive model [?]. Proactive commu-
nity case management (ProCCM) is a novel strategy for delivering malaria case management, in
which a community health worker conducts visits of every household in the community (sweeps)
regularly and frequently to identify individuals who display malaria symptoms, administer an RDT
to test those with symptoms for malaria and administer an ACT to those who test positive. Patients
who display severe symptoms, such as impairment of consciousness, prostration, or inability to eat
or drink, are urgently referred to a nearby health facility. The potential advantages of ProCCM are
early intervention for better health outcomes in malaria cases, and the potential to have an impact on
the proportion of the population with gametocytes, which in turn has the potential to reduce future
incidence of malaria and the overall proportion of the population infected.
ProCCM was implemented piloted in a pilot study in the Saraya district in the Kedougou re-
gion of Senegal, which has one of the highest childhood mortality rates (74 deaths per 1000 live
births) and the highest prevalence of Plasmodium falciparum (15.3%) among children under 5
years in Senegal [?]. Community-case management of malaria (CCMm, known as PECADOM
in Senegal) was introduced in 2008 in Saraya, and malaria-related deaths declined by 62.5% during
2008− 2010, compared with only 15.4% decline in other regions without CCMm [?]. However,
care providers noted that care-seeking remained inadequate, resulting in preventable morbidity and
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mortality. The ProCCM pilot began in one village in 2012 and was then expanded to 15 interven-
tion villages and 15 comparison villages in a 2013 pilot in Senegal [?]. Built on the PECADOM
platform, in the comparison group (Scenario I), only three home visits were conducted, during the
first weeks in July, September, and November (see ?? for details) while in the intervention group
(Scenario II), weekly sweeps conducted by community health workers during the entire malaria
peak season (from July to November, for 21 weeks). At the end of the pilot, the proportion of the
population with symptomatic, confirmed malaria infection was 16 times higher in the comparison
villages than in the intervention villages. Adjusting for potential confounders, the ProCCM inter-
vention was associated with a 30fold reduction in odds of symptomatic malaria in the intervention
villages (AOR = 0.033;95%CI : 0.017,0.065). The ProCCM strategy was adopted by the Senegal
National Malaria Control Program following the pilot. Scale-up started in 2014 to include just over
150 villages in the Kedougou region and has continued, reaching over 2,000 villages. Studies exam-
ining the potential impact of ProCCM, especially considering different implementation strategies in
terms of sweep timing and frequency (depending on limited resources), are limited [?]. In Senegal,
scale-up was rapid after the initial pilot study, and data collected for programmatic monitoring have
lacked sufficient granularity to track impact.
1.3. Background and Literature Review for Guinea Worm Disease Transmission in
Chad
Since 1986, The Carter Center had led the international campaign to eradicate Guinea worm (GW)
disease, when the annual burden of this disease was estimated to be 3.5 million cases in 21 countries
in Africa and Asia. In 2018, only 28 human cases were reported worldwide, 17 of them were from
Chad. Chad also reported 1040 domestic dogs with GW infections this year. Guinea worm disease
could become the second human disease in history, after smallpox, to be eradicated, as the ongoing
efforts now focus on the four remaining endemic countries Chad, Ethiopia, Mali, and South Sudan.
In 2019, Chad’s national program intensified surveillance and broadly promoted cash incentives for
reporting suspected infections, and as a result, rumors of human cases rose 137%, and rumors of
animal infections rose 268% compared to 2018 [?].
Guinea worm disease (dracunculiasis) is a parasitic infection caused by the nematode round-
worm parasite Dracunculus medinensis. It is contracted when definitive host (e.g., humans, dogs,
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etc.) consume water from stagnant sources contaminated with Guinea worm larvae. Inside a host’s
abdomen, Guinea worm larvae mate and female worms mature and grow. After about a year of
incubation, the female Guinea worm, one meter long, creates an agonizingly painful lesion on the
skin and slowly emerges from the body. If the host enters/contacts a water source, the emerging
worm will release its larvae into the water and begin the cycle of infection all over again.
In 2018, there were only 28 human GW infection cases reported in the world, 17 of which were
from chad. Whereas human infections remained low (less than 20 per year), 1040 dog infections
are reported in Chad in the same year [?]. GW infections among dogs are not fully understood. To
our knowledge, there hasnt been extensive research done on the dynamics of GW transmission in
dogs. Yet, this could be critical for achieving GW eradication [?].
Computer simulation models have been used to understand the epidemiology of diseases such as
influenza [?], [?], HIV/AIDS [?], and malaria [?], [?]. [?] presented a simulation model that captures
a reasonable representation of the natural transmission pathway(s) of GW in Chad dogs, where
Chad is considered to be a single shared water source among all dogs. Their model is validated
using integrated national data provided by the Chad GWEP and is used to test various intervention
strategies for GW eradication purposes.
We observed that the intensity of the GW infections, the number of GW infection cases per
1000 dog population per year, are different among regions in Chad. Furthermore, regional infection
data suggested that the intervention coverages are not uniform all over the country [?]. Moreover,
we verified that using a share infectivity curve or a uniformed tethering coverage among clusters is
inaccurate in capturing regional GW infections. Thus, it is critical to design a multi-water-source
simulation model. We presented an MWS agent-based simulation model incorporating [?]s model




SHARED-RESOURCE ALLOCATION AMONG MULTIPLE CLASSES WITH
DIFFERENT REWARDS WHEN SERVICE SLOWS DOWN DEPENDING ON
TOTAL WORKLOAD
In this chapter, we formulate a general resource sharing problem when limited resources are shared
by customers from different classes and customers are rejected when there are no available re-
sources; each class has a different resource requirement; processing times get slow as the total
current workload increases; and the reward of a completed job is different depending its class. We
also consider constraints on secondary performance measures. While the reward rate is important,
it is possible that a decision maker consider constraints on other (secondary) performance measures
such as the probability of rejecting customers with a higher membership status less than or equal
to a threshold. Constraints on secondary performance measures make the allocation problem even
more difficult especially when feasibility needs to be determined based on stochastic simulation
estimates of the performance measures. We propose a Bayesian optimization algorithm based on
the Gaussian process (GP) to solve our formulated problem because each observation is from an
expensive simulation run and the Bayesian optimization is known to be useful when observations
are expensive. The proposed Bayesian algorithm can handle stochastic constraints. Note [?] con-
sider a traffic control problem for multiple classes with different rewards. However, they consider
cases where long-run average can be analytically calculated (thus no need for simulation ) and use
a cross-entropy method ( [?]) for an optimization tool .
2.1. Problem Formulation
In this section, we define notation and formulate our problem.
2.1.1 Problem
Consider a single reusable resource pool of (real-valued) capacity 0 < Cmax < ∞ and m classes of
customers. We assume customers of class i for i = 1, . . . ,m arrive following an independent Poisson
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process with respective arrival rate λi. A vector N(t) = (N1(t),N2(t), · · · ,Nm(t)) = (n1,n2, · · · ,nm)
represents the current system state at time t where ni represents the number of class i customers in
the system. A class i customer requires si units of the resource to complete a job with size Ji. Job
size could be deterministic, e.g. the length of a highway segment, or stochastic, e.g. the number of
web-pages a customer views. The total workload of the resource pool w is defined as w =
∑m
i=1 sini.
A class i customer uses the seized si units of the resource for a constant or random amount of time
with mean service rate v(w) where v(w) is a function of workload w. We assume that v(w) is a non-
increasing function of w where v(Cmax) = 0 and v(1) is the fastest possible mean service rate. When
a customer’s service is completed, the customer leaves, the seized units of the resource become
available to serve next customers and the system receives a reward whose value can be different
depending on the customer’s class.
Let x denote an allocation. We consider two different allocation types: the pooled allocation
and the dedicated allocation. In the pooled allocation, we determine a constant, x = xp <Cmax and
customers are admitted as long as the number of available units out of total xp units is more than the
customer’s requirement si. In the dedicated allocation, we determine x = (x1,x2, · · · ,xm) and xi units
of the resource are exclusively assigned to class i and thus the system can accept up to b xisi c number
of class i customers where b·c denotes a floor function. This policy makes sense if the decision
maker wants to leave resource units available to customers from more profitable classes.
When a class i customer’s service is completed and she leaves the system when the current
allocation is x, the system collects a reward ri and the long-run average reward rate collected from
class i with allocation x is tri(x). The reward ri can be the number of passengers in a vehicle for
a highway traffic model or a dollar amount a customer spends for online retailers. As there is no
waiting buffer, rejected customers are lost and leave the system.






i=1 siNi(t)≤ x, for any t > 0;
0≤ x <Cmax.
(1)





subject to Ni(t)≤ b xisi c, i = 1, · · · ,m, and any t > 0;∑m
i=1 xi <Cmax;
xi ≥ 0, i = 1, · · · ,m.
(2)
It is possible that the decision maker is also interested in a secondary performance measure from
each class, such as: the rejection probability of each class, and wants to keep the measure less than
some threshold value bi. Let qi(x) represent the secondary performance measure for class i with
allocation x. More generally, the secondary performance measure q(x) could be a function across
all classes, such as: the overall rejection probability among all classes. For the cases discussed
in this chapter, we limit the secondary performance measure function only to a particular class of




subject to qi(xp)≤ bi, i = 1, . . . ,m;∑m







subject to qi(x)≤ bi, i = 1, . . . ,m;
Ni(t)≤ b xisi c, i = 1, . . . ,m and any t > 0;∑m
i=1 xi <Cmax;
xi ≥ 0, i = 1, · · · ,m.
(4)
Table ?? provides a list of notation used for problem formulation.
2.1.2 Simulation
Under some conditions, it may be possible to calculate the objective analytically. For example,
if Cmax is small and tr(x) is a long-run average, then it is possible to formulate our problem as a
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Table 1: Notation for Problem Formulation
Notation Definition
Cmax (physically) the maximum number of resource units
m the number of customer classes (dimension of alternatives)
i class index
k total number of possible allocations
Ni(t) number of class i customers at time t
si number of resources units required to process a class i customer
(E.g. in traffic case, passenger vehicle takes 1 unit space in the lane
while pick-up truck takes 2, to finish the same job with size of 1 mile.)
Ji the job size required for a class i customer
(E.g. in online shopping case, premium customer requires 20 MB of data
,while regular customer requires 10 MB, both
taking 1 unit space in the same server.)
ri unit reward collected from a completed class i customer
xp allocation for a pooled policy
(x1,x2, . . . ,xm) allocation for a dedicated policy
x generic allocation either xp or (x1,x2, . . . ,xm)
λi arrival rate of class i customers
v(1) fastest mean service rate
v(w) service rate for class i customer when system workload is w
tri(x) the (partial) reward rate collected from a class i with allocation x
tr(x)
∑m
i=1 tri(x), the reward rate collected from all classes with allocation x
qi(x) secondary performance measure for class i with allocation x
bi constraint threshold for qi(x)
queuing model and analytically calculate a long-run average reward rate and possibly qi(x) for a
given allocation. Then a deterministic optimization method can find an optimal solution with or
without constraints on qi(x). However, when the problem size is too large to solve analytically due
to large Cmax or m or tr(x) and qi(x) cannot be analytically calculated, we use simulation to obtain
observations corresponding to each performance measure and use them for the estimation of the
performance measures.
For a steady-state simulation, after a proper warm-up period, Y ji (x) and Z
j
i (x) represent either
batch means from batch j or within-replication averages from replication j corresponding to the
reward rate measure and secondary performance measure from class i, respectively, when allocation
















Similarly, for a terminating simulation, Y ji (x) and Z
j
i (x) represent within-replication averages from
replication j corresponding to the reward rate measure and secondary performance measure and the
decision maker is interested in E[Ȳi(x)] and E[Z̄i(x)]. Then we calculate tri(x) and qi(x) from a finite
number of observations for both steady-state and terminating simulations as follows:











Customer arrivals from class i are assumed to follow a Poisson arrival process (PP) with rate λi.
In many applications, the arrival process is often non-homogeneous meaning that the rate changes
over time. However, the allocation becomes the most important when the system is busiest. Thus
we consider the arrival process during the most busiest period of a system which can be assumed to
follow a homogeneous Poisson process.
For example, for a traffic case, one runs multiple replications of a traffic simulation with a run
length from 6:30 AM to 9 AM with an appropriate warm-up. Then Y ji (x) from replication j can be
obtained by the total rewards for class i observed during the run length divided by 2.5 hours and
Zi j(x) is the total number of class i customers rejected during the run length divided by the total
number of class i customers who attempted to enter the system.
In the traffic case, we consider a segment of highway with length of 1 mile (i.e., Ji = 1 for all i).
Thus, an admitted customer who sees the system state N(t) = (n1,n2, . . . ,nm) uses si of the resource
for a duration of Ji/v(w) = 1/v(w). For a single lane case, service time for each incoming vehicle is
deterministic because its speed only depends on cars ahead of it once it is admitted. So we assume
that the vehicle travels at the same speed as it entered the system until it exits. In other words, a
state change after a car is admitted does not affect service speeds of vehicles that are already in
the system. On the other hand, in online shopping case, an admitted class-i customer who sees
system state N(t) = (n1,n2, . . . ,nm) uses one unit of resources to complete a job whose service time
is exponentially distributed with mean of Ji. Thus, at a given server speed, the duration of usage is
also a random variable that is exponentially distributed with mean Ji/v(w). Note that all customers
using the system experience the same service speed at any given time. Moreover, each time there is
an customer admitted or leaving the system, the remaining shopping times for all customers that are
still in the system become longer or shorter due to service speed change. For instance, a customer
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wanting to download 10Mb data from a website would take 1 minute if service speed is 10Mb/sec
and this duration would increase to 10 minutes if the system admits customers large enough to
drop the service speed to 1Mb/sec. Therefore, the simulation model for online shopping cases, e.g.
e-commerce service, streaming service, will be more complicated.
Although we consider only a homogeneous Poisson arrival process and constant or exponential
service times in this chapter, it is fine to use more general arrival processes or service times as long
as Y ji (x) and Z
j
i (x) can be obtained from simulation.
2.2. Bayesian Optimization
In this section, we first present a Bayesian optimization algorithm without stochastic constraint.
Then we present a new algorithm to handle stochastic constraints.
2.2.1 Sampling Model and Posterior Distribution for Unconstrained Bayesian Optimization
Algorithm
Bayesian optimization (BO) constructs a probabilistic model for performance measures over a large
search space and then exploits the probabilistic model to make decision on where to evaluate next
and which solution achieves the maximum or minimum performance measure. BO is shown to be
useful when the evaluation of each solution x’s performance is expensive requiring either heavy cal-
culation or simulation. In our case, the performance measure is the expected total reward, tr(x). To
perform BO, we need to choose a prior over the function to be optimized and an acquisition function
that guides the search for the optimum. For the former one, we choose a Gaussian Process with a
squared exponential kernel. A Gaussian process is able to express a rich distribution on functions
by using different types of covariance functions ( [?]). For an acquisition function, we choose to the
expected improvement (EI). The algorithm is explained in details as following.
When tr(x) can be analytically calculated such as the long-run average throughput from the
M/G/C/C/ queueing model in the traffic case, we have a deterministic problem. On the other hand,
if tr(x) can only be estimated by observations from a stochastic simulation, then we have a stochastic
problem. In the stochastic case, we estimate tr(x) by Ȳ (x). We assume that tr({x}), defined over the
entire search space {x}, has a multivariate normal distribution with mean θ and covariance matrix
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Λ. For clarification, at alternative x, its mean is θ(x) and its variance is Λ(x,x).
The normality assumption is commonly used in statistical selection and simulation optimization
( [?]), and in Gaussian process regression ( [?]). In Bayesian formulation, a multivariate normal
prior distribution is used to describe uncertainty about unknown value θ ,
θ ∼N (µ0,Σ0).
In our case, we adopt a commonly used Gaussian kernel for Σ0:








where σ20 is the homogeneous prior variance of the unknown means,~α = {αi}di is a vector of scaling
parameters, d is the dimension of the alternatives, (d = 1 or d =m) and ζ is the distance measure for
the ith dimension of the alternative (xi). We also let η be a parameter for the mean in this model and
let~1 be a vector of k ones, and thus µ0 = η~1 defining the prior distribution at the very beginning. If
unknown, we need to make initial assumptions, then estimate µ0, Σ0 and Λ using observations from
first n0 iterations. After that we update these parameters using Maximum Likelihood Estimations
(MLEs) during each iteration.
Next, we explain how we update a posterior distribution. At each iteration after initial sam-
pling, n = n0 + 1,n0 + 2, ..., we choose an alternative xn to sample according to the selected al-
location rule, and take β number of replications using simulation. We observe β total rewards
,[Y 1(xn),Y 2(xn), ...,Y β (xn)]. Note that the total rewards is the sum of partial rewards over all





n). After that we take the mean of total rewards from β replications
and get Ȳ (xn). The conditional distribution of Ȳ (xn) given xn and θ is assumed to be Gaussian and
independent of any previous observation, (xl,Ȳ (xl) : l < n)
Ȳ (xn)|θ ,xn,(xl,Ȳ (xl) : l < n)∼N (θ(xn),Λ(xn,xn)/β ).
Then we update our knowledge on the distribution of the mean at this observed alternative, θ(xn),
using Bayes’ rule:
p(θ(xn)|Ȳ (xn)) ∝ p(Ȳ (xn)|θ(xn))p(θ(xn))
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where p(Ȳ (xn)|θ(xn)) is the likelihood function for the mean of current observations and p(θ(xn))
is the prior for the test mean at the same alternative, assuming current β observations are normally
distributed with mean of θ(xn) and variance of Λ(xn,xn).
We assume that the sampling covariance Λ is in following form: sampling variance is σ2(xi)
for alternative xi and all off-diagonal elements are 0s. We make further simplification that sam-
pling variances are the same at all alternatives: σ(x1) = σ(x2) = .. = σ(xk) = σε to reduce the
computational workload.

σ2(x1) 0 ... 0





0 0 ... σ2(xk)

After updating posterior distribution, we use MLEs to update the hyper-parameters, η , σ20 ,
~α = {αi}1≤i≤d and σ2ε , which determine Λ, µ0 and Σ0 according the previous definitions. The
derivation is based on [?]. Let Xn and Yn represent all alternatives and corresponding means of
total rewards that have been observed through iteration n. Since we only sample one alternative
at each iteration, |Xn| = n. Set g = σ20 /σ2, σ2 = σ20 +σ2ε . Yn follows normal distribution with
meanη~1 and covariance matrix σ2R, where R is defined as:
R(i, j) :=













, ifi 6= j
(5)
Note that X in,l is the lth dimension of X
i
n .




log p(Yn|η ,σ20 ,~α,σ2ε ). We reparameterize
this by replacing (σ20 ,σ
2






log p(Yn|η ,σ20 ,~α,σ2ε ) = arg maxη ,σ20 ,~α,σ2ε log p(Yn|η ,σ
2
0 ,R)
We solve this optimization problem in two steps, first analytically optimizing over σ2 and η
with the other parameters fixed, and then numerically optimizing the resulting value over the set of
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the R matrices that can be achieved with the remaining parameters g,~α .







The maximum log-likelihood over η and σ2 with R fixed is:
logp(Yn|η̂ , σ̂2,R) = maxη ,σ2 logp(Yn|η ,σ2,R) =−
1
2
(nlogσ̂2 + log|R|)− n
2
(1+ log2π)





(Yn− η̂~1)T R−1(Yn− η̂~1), and η̂ = (~1T R−1~1)−~1T R−1Yn.
We then solve g and ~α using the Steepest Descent Algorithm with σ̂ and η̂ calculated from above.

















where µ∗n denote the largest posterior mean at iteration n and σ(x) =
√
Λ(x,x)/β .
Without stochastic constraints, the generic algorithm is generalized in Algorithm ??. Table ??
provides a list of notation used for Bayesian Optimization Algorithm.
2.2.2 Constrained Bayesian Optimization Algorithm
If a constraint (ci) is included, we assume that the corresponding secondary measurements, qi{x},
also has a multivariate normal distribution with mean θ ci and covariance matrix Λci . In addition to
documenting the average of total reward Ȳ (xn) during each iteration, we also document the average
of objective for each constraint ci: Z̄ci(x
n). After each iteration, we update posterior distribution for
each constraint objectives using the same method but with Xn and Z cin . Additionally we update the
hyper-parameters for µci0 , Σ
ci
0 and Λ
ci , if unknown, using the same MLEs.
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Algorithm 1: BO algorithm for optimality search without constraints
[Setup:]
Select a stopping rule: when either maximum improvement is smaller than target,
max(EI) <= Ē, or total number of iterations is at maximum target, n = Itermax, is met .
[1. Initialization:]
Initialize n = 0 and set X0, Y0 to be empty vectors. If µ0, Σ0,Λ0 are known, specify them.
Otherwise, make initial assumptions, ex: µ0 = 0, σ0 = 100 ~α =~1, σε = 0, for deterministic case
and σε = 100 for stochastic case.
Make n0 initial iterations: randomly select n0 alternatives, each to sample β replications.
Update Xn and Yn. Set n = n0.
[2. Update parameters:]
If µ0, σ0, ~α and σε are unknown, update them using MLEs with all current training data (Xn
and Yn).
[3. Check stopping criteria:]
IF stopping criteria is not met:




ELSE: go to step 5.
[4. Sample:]
Simulate β replications at xn+1 and take the average of throughput Ȳ (xn+1). Append xn+1 to Xn
to get Xn+1. Append Ȳ (xn+1) to Yn. Increase n by 1. Go to step 2.
[5. Selection rule:]
Find the alternative with the largest posterior mean: argmax
x∈Xn
µn(x), as the optimal solution.
Next, we construct two sets of confident sets for each constraint: one with higher tolerance for
selecting the next alternative to observe and the other one stricter for selecting the optimal solution.
For simplicity, we assume there’s only one constraint c1: qi(x)<= qi for class i customers. After n
iteration, secondary performance measures have posterior mean µc1n and the covariance matrix Λ
c1 .
We construct two confident sets as following:
CSIc1n = {x|µc1n (x)−1.96
√
Λc1(x,x)/β ≤ qi}
CSIIc1n = {x|µc1n (x)+1.96
√
Λc1(x,x)/β ≤ qi}
If there’s multiple constraints, we would construct two confident sets for each one and select the
point with maximum expected improvement that is included in all confident set Is. Similarly, we
select the optimal solution that is included in all confident set IIs.
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Table 2: Notation for Bayesian Optimization
Notation Definition
n0 number of iterations for initial random sampling
xn alternative selected to observe on iteration n
β number of replications taken when evaluating an alternative
{c1,c2,c3, · · ·} set of constraints for secondary performance measure
Xn = [x1,x2, · · · ,xn] all alternatives observed through iteration n
Y j(xn) total rewards (sum of partial rewards among all classes)
from replication j on the nth iteration
Ȳ (xn) mean of total rewards from β replications on the nth iteration
Yn = [Ȳ (x1),Ȳ (x2), · · · ,Ȳ (xn)] all mean total rewards observed through iteration n
Z̄ci(x
n) mean of secondary performance measures
from β replications on the nth iteration
Z cin = [Z̄ci(x
1), Z̄ci(x
2), · · · , Z̄ci(xn)] all mean secondary performance measures
observed through iteration n
Tw number of solutions searched in the end using method w
Itermax maximum number of iterations allowed
EI(x) expected improvement at alternative x
Ē expected improvement threshold
CSIcin ,CSII
ci
n confident sets constructed for constraint ci after iteration n
With stochastic constraints, we make the following modifications in Algorithm ??.
2.3. Numerical Examples
In this section, we first compare the performances between multiple searching methods on traffic
simulation for deterministic cases. We then show test cases for stochastic cases for allocating traffic
resource using Bayesian Optimization. Finally, we applied the same method for e-server resource
allocation cases.
2.3.1 Cross-entropy Method
In this section, we present a brief overview of the Cross-entropy Method, which could be used for
optimization search over a large number of possible allocations without constraints.
The optimal allocation can be searched by the exhaustive method when the total number of
possible allocations is small. Exhaustive method is not desirable due to computation time. In online
shopping cases, this method is inapplicable due to the magnitude of the problem. Cross-entropy
method is known to be efficient for searching for the best solution when the search space is large
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Algorithm 2: BO algorithm for optimality search with constraints
[Setup:]
Select a stopping rule: when either maximum improvement is smaller than target,
max(EI) <= Ē, or total number of iterations is at maximum target, n = Itermax, is met. Define
constraints: c1,c2, ...
[1. Initialization:]
Initialize n = 0 and set X0, Y0, Z
ci






known, specify them. (Each constraint have unique set of parameters.) Otherwise, make initial
assumptions for hyper-parameters.
Make n0 initial iterations: randomly select n0 alternatives, each to sample β replications.
Update Xn, Yn and Z cin . Set n = n0.
[2a. Update parameters:]
If µ0, σ0, ~α and σε are unknown, update them using MLEs with all current training data (Xn




0 , ~αci and σ
ci
ε for each constraint ci using Xn and Z cin .
[2b.Check feasibility:]
Construct confident sets, CSIcin , for each constraint.
[3. Check stopping criteria:]
IF stopping criteria is not met, and {CSIc1n ∩CSIc2n ∩ ...∩CSIcin } 6= /0:








ELSE: go to step 5a.
[4. Sample:]
Simulate β replications at xn+1 and take the average of throughput Ȳ (xn+1) and Z̄ci(x
n+1) .
Append xn+1 to Xn to get Xn+1. Append Ȳ (xn+1) to Yn and Z̄ci(x
n+1) to Z cin . Increase n by 1.
Go to step 2a.
[5a.Check feasibility:]
Construct confident sets, CSIIcin , for each constraint.
[5b. Selection rule:]








as the optimal solution. End if {CSIIc1n ∩CSIIc2n ∩ ...∩CSIIcin }= /0.
and evaluation of the objective function takes time. The main idea of the Cross-entropy method
is to convert a deterministic optimization problem to a rare-event probability estimation problem.
Initially, a ‘flat’ sampling distribution is used for generating the n number of possible solutions.
Then each solution’s performance is calculated and the sampling distribution is updated by giving
higher probabilities to solutions with good performances and lower probabilities to solutions with
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bad performances. These steps are repeated until the sampling distribution converges and a solution
with the largest probability is returned as the best solution. A full description of our cross-entropy
method is described next.
Initialization: Pick a number of sampled allocations n, an integer for a stopping condition c, and a
weight for updating a sampling distribution 0 < α < 1. Set a value ρ , a quantile probability.
Set iteration counter k = 0 and the maximum possible values for each class M1 and M2 are
M1 =Cmax−1 and M2 = bCmax−1c where bxc returns the greatest integer less than or equal
to x.
The initial sampling distribution P(0) is a 2 by (M1 +1) matrix of [P
(0)





, r = 0, j = 0, . . . ,M1;
1
M2+1
, r = 1, j = 0, . . . ,M2;
0, otherwise,
Sample Allocations: Sample n number of possible allocations A(i) = (x(i)1 ,x
(i)
2 ) for i = 1, . . . ,n us-
ing P=Pk as follows:
1. Generate a random permutation (w1,w2) of {1,2}.
2. Sample A(i)w1 ∈ {0,1, . . . ,Mw1} with pmf (Pw1,0, . . . ,Pw1,Mw1 ).











, . . . ,
Pw2 ,U∑U
i=0 Pw2 ,i
,0, . . . ,0
)
.
Performance Calculation: Calculate π and the long-run total reward TH(A(i)) for i = 1, . . . ,n by
solving balance equations and order these from largest to smallest, TH1 ≥ ·· · ≥ THn. Define
γ = THbρnc.
Update: Using the same sample, update P(k+1) = [P(k+1)r, j ] as














} +(1−α)P(k)r, j ,
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where I(A) is an indicator function of event A.
Set k← k+1 and find ξr the index of the maximal element of the rth row of P(k) for r = 0,1.
Return (ξ1,ξ2) as the current best allocation.
Stopping Rule: Stop if (ξ1,ξ2) has not changed for c consecutive times.
Note that Sample Allocations and Update steps are from [?]. Also, it is recommend that
0.7≤ α ≤ 0.9, 0.05≤ ρ ≤ 0.2 and c = 5. We use α = 0.8, ρ = 0.2 and c = 5 in this chapter.
The drawback of this method is not being able to consider constraints: sample probability P is
updated based on performance only. We introduce Bayesian Optimization method as an alternative
to overcome this problem. Furthermore, we compare the performance of both methods in next
section.
2.3.2 Traffic Simulation
In this chapter, we consider two classes of vehicles and the overall arrival rate λ is set to λ = 3960
vehicles per hour for most settings but varies from 3960 to 7200. We tested two scenarios where
80% and 50% of the traffic comes from class 1 vehicles, i.e. [λ1,λ2] = [3168,792] or [λ1,λ2] =
[1980,1980]. The size of vehicles in each class si is assumed to be [1,2] and the expected number of
passengers (reward) carried in a single vehicle is assumed to be 1 and 1.5 for customers from class
1 and 2 respectively, [r1,r2] = [1,1.5].
For traffic flow speed models, we consider linear and exponential models modified from [?].
Suppose that there is only one class with size 1. A linear model assumes that v(NT (t)) is calculated
as follows:




where v(1) is referred to the free flow speed for a lone occupant and Cmax is the jam density, also
referred as the maximum physical density for the selected road segment.
An exponential model represents traffic flow speed as :























and (Na,v(Na)) and (Nb,v(Nb)) are two points of a number of vehicles and its corresponding traffic
flow speed which are selected from the empirical data to define traffic flow model.

























Figure 1: Rejection probability for allocation x1 (or CT ) for various arrival rates λ .
For single one class customer traffic cases, Figure ?? showed that there are unique optimal so-
lutions where rejection ratios are at minimum and total rewards are at maximum. In these cases, the
total reward is deterministic and we can calculate using M/G/C/C queuing model at each alternative.
2.3.2.1 Two Classes Traffic Cases using CE Method
Now we consider two classes. A linear traffic flow model is used with v(1) = 75 miles per hour.
At this point, all the test cases are deterministic. The total reward is again calculated by solving
M/G/C/C queuing model.
[?] demonstrated the efficiency of the cross-entropy (CE) method when solving Problem (??)
for Cmax = 110,160 and 220 with [λ1,λ2] = [3168,792]. The CE method uses parameters α =
0.8,ρ = 0.2 and N = 400. In all cases tested, the CE method stops after 13 iterations visiting 10%
21
to 20% of the alternatives comparing with exhaustive method, while both methods return the same
allocation as the best.
[?] showed that CE Method could also be used to find the optimal allocation under various
traffic flow speed models for Problem (??).
2.3.2.2 Cross-entropy method v.s. Bayesian Optimization method
Previous test cases showed that Cross-entropy method finds the optimal solution by visiting few
number of solutions for deterministic cases. We now show that Bayesian Optimization method
performs better under the same situation. Without loss of generality, we set Cmax = 220,[λ1,λ2] =
[1980,1980], v(1) = 75 mph and adopt linear traffic model. We used the same stopping criteria
for Cross-entropy method. For Bayesian Optimization method, we start with 10 random samples,
n0 = 10, and set the stopping criteria to be max(EI) < 0.1 or zB0 = 500. Initially, we set σ0 to be
100 and α to be [10,10]. Then we update them during each iteration after initial sampling. Since
the test cases are deterministic, sampling variance, σε at each alternative is 0 and we only need to
take one replication at each sample. We test both algorithm five times and compare the outcomes
with true optimal solution find using exhaustive methods. The results are shown in Table ??.
Based on the results, we observe that Bayesian Optimization method is able to find solutions
that are close to the true optimal solutions as the Cross-Entropy method, while evaluating a much
smaller number of alternatives. Since Bayesian Optimization method is also applicable to problems
with constraints, we adopt it as our method for finding optimal solution for all the rest cases.
2.3.2.3 Deterministic Cases v.s. Stochastic Cases
In this case, we use the simulation model to capture the dynamic of highway traffic to represent
problems with stochastic outputs. The purpose of the experiment is two-folded: on one hand, we test
the performance of our proposed method while sampling variance σε is not zero at any alternatives;
on the other hand, using simulation to calculate output is more applicable to cases such as online
shopping server, where the speed model is more complicated and the number of alternatives is much
larger.
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Table 3: Optimal solutions returned by the cross-entropy method and the bayesian optimization
method.
Test case True Optimal Solution Cross-Entropy Bayesian Optimization
Method Results Method Results
Cmax [(x1,x2), tr,TEX ] [(x1,x2), tr,TCE ] [(x1,x2), tr,TBO]















We set the simulation time as 3.5 hours including warm-up period of an hour, due to the as-
semblance to traffic condition in morning rush, which begin at 6 a.m. and peak at 7 a.m. until
9 a.m.. The disadvantage against short simulation time is system does not always reaches steady
state. For example, in the previous test case, where Cmax = 220, and [λ1,λ2] = [1980,1980], when
(x1,x2) = (164,28), the analytic total rewards is 73 with rejection ratios as [97.0,99.5]; the sim-
ulation throughput is 3044, and rejection ratios are [0,46.7]. We sample five replications at this
alternative and only once is the steady state reached. We prolong the simulation to 24 hours and
the probability of reaching steady state is still not 100%. Although this is not ideal, this problem
does not create issues when finding optimal solution using Bayesian Optimization in this test case
since the true optimal solution has a total reward that’s significantly higher than the total reward
at this alternative. When the performances between the two are closer, optimal solutions found
using Bayesian Optimization method could be far away from the one in deterministic case. This
could be rationalized if the operation in real life does not reach steady state either. In other words,
”theoretically bad” decision points are not always bad in actual performance.
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Table 4: Optimal solutions returned by the bayesian optimization method for stochastic case.
Deterministic Optimal Solution Deterministic Total Number of Iterations
Optimal Solution found using BO Reward at and Maximum
Corresponding Alternative Expected Improvement
[(x1,x2), tr] [(x1,x2), tr [(x1,x2), tr [TBO,max(EI)]
[(70,60),3586] [(71,58),3589] [(71,58),3532] [41,2.2]
[(68,60),3587] [(68,60),3544] [27,0.59]
[(70,58),3595] [(70,58),3533] [27,0.35]
We test the performance of Bayesian Optimization for stochastic cases when Cmax = 220, [λ1,λ2] =
[1980,1980], v(1) = 75 mph and adopt linear traffic model. We also test different sampling rules
and stopping criteria. We change the stopping criteria from max(EI)< 0.1 to max(EI)< 3 to avoid
excessive iterations. Simulation results show that in the former case, Bayesian Optimization will
stop at maximum iteration of 500 while not achieving the expected improvement requirement. Note
that we only take one replication at each evaluation to shorten the running time. The Optimal solu-
tions shown in Table ?? are very close to the optimal solution in deterministic case.
2.3.3 Online Shopping Sites
2.3.3.1 Deterministic Shopping Time v.s. Stochastic Shopping Time
In this section, we apply our method to online shopping website admission control. Different from
highway traffic, the structure of online server is more complicated, where admission control could
be done on different level. In this chapter we consider the following simplified case: there are two
type of customers, premium and regular, both type request same ”space” from the server, s1 = s2
, but with different job sizes and unit rewards. The actual server capacity of an online shopping
website is extremely large, containing numbers of identical servers. If we could evenly distribute
the incoming requests to all the servers, the searching process for optimal allocation strategy is
much faster. In our test cases, we consider a server with 32 core CPU. The size of server and the
amount of incoming traffic could be adjusted proportionally, so that our method could be used to
other shopping site server as well.
For the speed model of the internet server, we assume the following: when system contains only
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Figure 2: Internet speed model
one user, the service speed is 1Mb. time of class 1 and 2 are exponentially distributed with mean
1/µ1 and 1/µ2. Since server response time increase exponentially as the total number of customers
in system increases, shown in [?], we assume the service time of both classes behave in similar
manners. Figure ?? showed an example of server respond time as a function of simultaneous users.
Since the speed model for internet service is exponential, the maximum capacity for a server,
where speed reaches zero, is in theory infinity. However, maximum capacity is not needed for
formulating the exponential speed model. Furthermore, we could adjust the searching space to a
subset of maximum capacity for realistic reasoning. Given a 32-CPU server, assuming the respond
time is 1.5s, and the user click frequency is 1 to 2 per minutes, it could handle 960 number of users
simultaneously. Note that we assumed that all pages have uniform sizes and such for responding
time, for simplicity. We further assume that the server could respond within 1 second at fastest,
when only one user in system, and the speed follows a simple exponential model. The inflation
factor for this server is approximately e−1/2000. That is each additional customer admitted to the
system, the remaining shopping time for all existing customers inflated by around 0.05%. This is
certainly a simplification for the actual e-server performance. But in this setting, a customer that
shops for 10 minutes when he is the only one using the server would spend more than an hour when
number of customers in system is about 4000. In reality, server speed could keep deteriorate until
system crush when number of customers reached a larger amount. Since we wanted to avoid the
crushing situation, Cmax is ignored in the online shopping settings. Instead we uses CT = 4000 in
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the following test cases as a boundary for solution searching.
Now we consider this example: Firm A’s website has a monthly visit of 6.8 million customers.
We assume 30 days a month, and 50% of the visits happened during peak hours, from 5p.m. to
11p.m.. Thus, approximately, Firm A’s website has 19,000 visiting requesting per hour during peak.
We also assume that among these customers, 6 out of 10 are premium customers, who provide higher
rewards, (m1,m2) = (1.3,1). We test two set of shopping rate means: [µ1,µ2] = [6,4]per hour, or
[µ1,µ2] = [6,12]. The first scenarios representing regular customers shopping for longer time and
the second the opposite. We also compare the outcome when the shopping times are deterministic
with rates µ1,µ2, with outcome when the shopping times are exponentially distributed with rates
µ1,µ2.
For Bayesian Optimization method, we choose to start with 10 random samples, n= 10 and take
3 replications at each alternative, β = 3. We set the stopping criteria to be when either max(EI)<
15 or z = 300 is satisfied. We limit the maximum number of iterations to 300 due to the heavy
computational workload of Gaussian Process Regression when number of alternatives is big. We
start with test cases with different incoming traffic density, when no rejection ratio constraints are
considered. Rejection ratios at each solution are obtained by running 100 replications after the
optimal solutions is returned by BO. The results are shown in Table ??.
In the first case, incoming e-traffic density is so high that the optimal solution is adopting class
selection policy where the class with higher profit per unit resource used occupies all the resource
and the other class was completely rejected. Similarity in optimal solution is seen between deter-
ministic and stochastic cases, yet the results are slightly different. The reason lies in the randomness.
In the deterministic case, a customer from class i entering the system earlier is definitively going to
finish before a later one from same class. The ”update” in server speed only varies the difference
between the two finish times. This is not true for stochastic case. Moreover, in stochastic case,
an customer who shops for longer time is going to utilize the server for a even longer time after
service speed deflation. In the first test case, the average service time for customers left the sys-
tem is 1648 seconds and the average remaining service time for customers in the system is 1056
seconds. While, both number are higher in stochastic case, 1676 seconds and 1668 seconds, part
of the remaining customers go through significant delays. Test case 1 is considered to be unstable
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Table 5: Online shopping website numerical examples 1
Scenario Setting Optimal Solution Optimal Solution
Using BO Using BO
(Deterministic Shopping time) (Stochastic Shopping time)
λ = 19000/hr x∗ = [2050,0] x∗ = [2040,0]
[µ1,µ2] = [6,4]/hr T H = 5977 T H = 5721
[µr1 ,µr2 ] = [0.596,1.000] [µr1 ,µr2 ] = [0.613,1.000]
[σr1 ,σr2 ] = [0.003,0.000] [σr1 ,σr2 ] = [0.005,0.000]
TBO = 40 TBO = 30
λ = 19000/hr x∗ = [290,1900] x∗ = [280,1920]
[µ1,µ2] = [6,12]/hr T H = 8398 T H = 8349
[µr1 ,µr2 ] = [0.940,0.002] [µr1 ,µr2 ] = [0.947,0.001]
[σr1 ,σr2 ] = [0.004,0.001] [σr1 ,σr2 ] = [0.002,0.001]
TBO = 30 TBO = 128
λ = 9500/hr x∗ = [1950,0] x∗ = [1930,0]
[µ1,µ2] = [6,4]/hr T H = 5767 T H = 5728
[µr1 ,µr2 ] = [0.220,1.000] [µr1 ,µr2 ] = [0.235,1.000]
[σr1 ,σr2 ] = [0.004,0.000] [σr1 ,σr2 ] = [0.005,0.000]
TBO = 30 TBO = 257
λ = 9500/hr x∗ = [1340,1060] x∗ = [1300,1100]
[µ1,µ2] = [6,12]/hr T H = 7089 T H = 7046
[µr1 ,µr2 ] = [0.565,0.000] [µr1 ,µr2 ] = [0.575,0.000]
[σr1 ,σr2 ] = [0.003,0.000] [σr1 ,σr2 ] = [0.006,0.000]
TBO = 32 TBO = 245
27
Table 6: Online shopping test considering redundant constraint







from queuing perspective since λ1(11400)> µ1x1(2.10∗2100). Using queuing model, we derived




which matches our result in the deterministic case. For stochastic case, r1 is also calculated to be
0.60 using queuing equations. This is lower than simulation result due to residue customers in the
system shop for longer time, leaving less available resource for upcoming customer while slowing
down the system performance for all customers in the system. This effect of delay is more signifi-
cant when considering rejection ratio constraints, see Table ??. Knowing that class selection policy
is used for case 1, we could also verify the accuracy of the optimal solution found by using Bayesian
Optimization method by comparing with queuing model solutions considering only class 1 traffic.
Using simply derivation of e(−x/2000)x, we found x1 = 2000 to be the solution point that maximize
the system throughput. For more complicated test cases, we validate the output from multiple runs
in the next section and the results should be close to each other as they did in traffic case. For the
rest of the chapter, we decide to use stochastic shopping time distributions to capture the real-life
shopping experience.
2.3.3.2 Stochastic Shopping Time with Rejection Ratio Constraint
Without loss of generality, we consider the third test case. We use the same stopping criteria but
take 10 replications when evaluating any alternative to improve the accuracy. We first verify the
accuracy of our outputs by adding redundant constraint: r2 ≥ 0.00. The results are shown in Table
??.
The optimal solutions show consistency between runs and between both cases. We further vali-
date our method by replacing the redundant constraint with a constraint that would result in empty
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feasible region: q2 < 0. BO method stopped after 10 initial sampling and returned empty solution.
We then test cases with meaningful constraint: q2 ≤ 0.9. We run our algorithm five times and
record the optimal solutions. We check if these solutions are truly feasible by taking 100 simulation
replications at these points and record the mean and standard deviation of throughput and rejection
ratio. The results are listed in Table ??. It is shown that our method is able to output feasible so-
lutions, and both the estimated throughput and rejection ratio are close to the sample mean of 100
iterations.
As mentioned previously, this test case is considered unstable. Using queuing theory, the mini-
mum number of space reserved for class 2 to meet the rejection ratio constraint is:
xmin2 = (1− q̄2)λ2/µ2
.
For verification purpose, we assume XT = 1650+380= 2030. Then, µ2 = 1.09 after adjustment.
Thus, xmin2 = 350. Our simulation results showed that we need more than these spaces to guarantee
rejection ratio constraint due to system performance degraded by long-shopping-time users. Thus,
we cannot simply use queuing equation to find allocations matching rejection ratio constraint for
unstable cases.
2.3.3.3 Pooled v.s. Dedicated
Finally, we compare the optimal allocation using pooled and dedicated methods for online shopping
case. We consider the following case where λ = 9500, CT = 4000 and (p1, p2) = (0.6,0.4). We test
two set of shopping rates: [µ1,µ2] = [6,4] and [µ1,µ2] = [6,9]. We still consider shopping time to
be exponentially distributed. We also use the previous parameter settings, where 10 initial samples
are taken and then 3 replications are taken at each evaluation. Table ?? showed results.
In both test cases, dedicated method performs better. In online shopping cases, adopting pooled
method would result in customer from both class having same probabilities of being rejected, which
would violate the idea of being ”premier” for class 1 customer. Yet, the numbers of iterations using
pooled method are only 10% of that of dedicated method since in the former case, the number of
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Table 7: Online shopping test considering constraint
Optimal Solution Simulation Output
Using BO [µT H ,sT H ]
[(x1,x2),TH] [µq1 ,µq2 ]
[σq1 ,σq2 ]
[(1650,370),5106] [5120,55]
TBO = 27 [0.362,0.894]
[0.023,0.003]
[(1650,380),5103] [5102,60]




TBO = 36 [0.366,0.893]
[0.017,0.004]
[(1690,380),9037] [5105,61]
TBO = 33 [0.893,0.366]
[0.021,0.004]
Table 8: Online shopping website for pooled v.s. dedicated method
Shopping Rate Optimal Allocation Optimal Allocation








alternatives is significantly smaller.
2.4. Conclusions and Future Work
In this chapter, we considered resource allocation problems among multiple class customers in traf-
fic and e-server setting. We presented Bayesian Optimization methods for optimal solution search
to maximize system throughput in both settings. Our test results showed that Bayesian Optimiza-
tion method is able to find solutions that are closed to true optimal while evaluating a much smaller
set of alternatives comparing with exhaustive search and Cross-entropy Method. Furthermore, we
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are able to adopt this method in more complicated settings where system performance is stochastic,
searching space is large, and secondary constraints are included.
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CHAPTER III
MODELING THE IMPACT OF PROACTIVE COMMUNITY CASE
MANAGEMENT ON REDUCING MALARIA TRANSMISSION IN
SUB-SAHARAN AFRICAN COUNTRIES
In this chapter, our goal is to identify essential factors influencing the impact of ProCCM and de-
velop a methodology to predict the effectiveness of various implementation strategies considering
the resources required. We built an agent-based simulation that models the mosquito population,
the transmission from mosquitoes to humans, and transitions between different stages of infection
in humans. The model was validated using the data from the pilot [?]. The model enables the user
to test various strategies for implementing ProCCM (e.g., with different combinations of coverage
and visit frequency), and compare outcomes.
3.1. Methods
We developed an agent-based simulation model that incorporates the dynamics of the mosquito pop-
ulation over time, the progression of malaria within humans, and transmission dynamics between
humans and mosquitos.
3.1.1 Data
The majority of the data for the simulation model (see Appendix, ??, Table ??) comes from the
Saraya Health District, with a total population of 52,590 full-time residents [?]. We estimate the
treatment seeking rate for fever in children under 5 to be the same as that of adults and 30% of the
population to be immune to malaria [?] at the beginning of the simulation. To capture the impact
of seasonality on transmission patterns, we use temperature and precipitation data from 2010 to
2013 obtained from NNDC Climate Data Online [?] (see Appendix, ??,Figure ??). The malaria
transmission model proposed in this chapter is built comprehensively on existing literature.
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3.1.2 Agent-Based Simulation Model
3.1.2.1 Mosquito Population Model
The mosquito (Anopheles) population model [?] is based on a system of ordinary differential equa-
tions (see Appendix, ??, Equation ??) and incorporates the impact of temperature and precipita-
tion [?], [?]. Table ?? and Figure ?? in the Appendix ( ??) depict the stages in the life cycle of
Anopheles: aquatic stages (E, eggs; L, Larvae; P, pupae), emerging adult stage (Aem), nulliparous
stages (A1h,A1g,A1o) and parous stages (A2h,A2g,A2o) [?]. Note that only the female mosquitoes are
represented in the adult stage. The parameters and functions are defined in Tabl ?? and Table ?? in
the Appendix ( ??). The adult female mosquito population (Nv) is divided into three groups: clean
mosquitos (Sv), incubating mosquitos (Cv), and infectious mosquitos (Iv), i.e., Nv = Sv +Cv + Iv. ).
3.1.2.2 Human Population Model
Our simulation model is based on [?] capturing the same progression process between human in-
fection states while being less detailed. We made simplifications such as classifying humans into
categories based on age, and including only antiparasite immunity, which confers protection against
high-density parasitemia and the attendant risk of severe disease. These modifications simplify the
age-based simulation model while still capturing the essence of the malaria transmission process.
We separately model children under 5 (C) and human older than 5 (A). The transition processes
between disease states follows the same patterns for both groups, but with different parameters.
At a given time, a human is in one of the following states based on his/her infectious condi-
tion [?], [?], [?]: clean non-immune (Sh), incubating non-immune (Ch), infectious non-immune
(Ih), clean immune (SRh), incubating immune (CRh), infectious immune (IRh), for h∈ {A,C}. After
a successful infection by a mosquito, the infected human also goes through (some of) the following
phases, based on the severity of their symptoms [?]:
Infection→ Asymptomatic Parasitemia(Ah) → Uncomplicated Illness(Mmh )
→ Severe Malaria(MSh)→ Death.
(6)
Model details are included in the Appendix, ??.
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3.1.2.3 Interaction between Human and Mosquito Populations
A clean non-immune human is susceptible to malaria and could be infected (with probability Iv)
after a bite from an infectious mosquito. We assume that every human has equal chance of being
contacted by any mosquito [?] and children under 5 years old do not have immunity and thus,
always show symptoms if infected (Pgi = 0) [?]. We adopt the idea of effective contact ratio that
determines daily numbers of newly infected humans (NIh) and newly infected mosquitoes (NIv) [?]
and incorporate the individual infectiousness level, iH(t) ∈ [0,1] (see Appendix, ??, Equation ??).
3.1.2.4 Treatments and Recovery Processes
A human with uncomplicated malaria or severe malaria has the possibilities of self-recovering, e.g.,
self-treatment, seeing a traditional healer, taking herbal medication [?] or simply recovering as the
immune system responds. If a symptomatic human seeks treatment, at any stage after developing
symptoms, we assume that he/she will receive artemisinin-based combination treatments (ACTs)
[?], and the recovery process starts immediately after the first day [?]. Treatment outcome depends
on the how long one has been infected as well as the severity of his/her symptoms. Details are
explained in the Appendix, ??. After recovery, a non-immune human can gain immunity with a
certain probability (Pgi) [?]. An immune human will become infected after a successful bite from
an infected mosquito with a smaller chance [?]. After being infected, the immune human will then
go through the asymptomatic parasitemia phase with a longer duration [?]. The majority of the
immune humans with asymptomatic parasitemia will self-recover. Some who develop symptoms
after the asymptomatic parasitemia phase may recover if they seek treatments. Losing immunity
after recovery (Pii) is also very unlikely under consistent heavy malaria exposure [?]. Details are
explained in the Appendix, ??. Traditionally, an infected human would only actively seek treatment
(Pst) if he/she developed symptoms. Treatment-seeking possibilities are different between humans
in the adult group and children. Those who dont seek treatment will keep infecting clean mosquitos.




We first validated our simulation model by comparing the model results with the data collected
during the ProCCM pilot under Scenarios I and II (see Table ?? in the Appendix, ??, for details of
each scenario) [?]. The simulation results, including the baseline case of no sweeps, are shown in
Figure ?? and Figure ??, representing scenarios I and II, respectively.
Figure 3: Symptomatic Mmalaria prevalence simulation results for scenario I (3 sweeps)
Figure 4: Symptomatic Mmalaria prevalence simulation results for scenario II (weekly sweeps ∗21
weeks)
Based on the mean of 50 replications, our model shows consistency with the malaria infection
data from the pilot study [?]. The data points from the pilot study lie within the 95% confident
intervals of our simulation results. Validation details are included in the Appendix ??.
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3.1.2.6 Simulation Model Runs
After validation, we ran our simulation model considering various ProCCM implementation strate-
gies (see Table ??) during the 21 weeks of the malaria transmission season. For each strategy, we
performed 50 replications and recorded the mean number of year-round symptomatic malaria in-
fection cases, peak percentage of humans with symptomatic malaria infections (peak symptomatic
malaria infection prevalence), the total number of RDT tests used during ProCCM sweeps and the
corresponding standard deviations of the means (reported in Table ?? to ?? in the Appendix ??.
Each simulation run spans 2 years, including a warm-up period of one year. To test the robustness of
model results, we also conducted a sensitivity analysis on ProCCM sweep coverage and simulation
year (see ?? in the Appendix).
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Table 9: List of all simulated ProCCM strategies
ProCCM Coverage No.Sweeps Sweep Sweep No. Replications
Strategy Starting Date Ending Date (No. strategies ∗50 replications
∗ No. years simulated)
A. No Sweep - 0 - - 50∗4
B. 3 Sweeps 100% 3 July 8th Nov 25th 50∗4
C. Weekly Sweeps 100% 21 July 8th Nov 25th 50∗4
C∗. Weekly Sweeps 80 - 95% 21 July 8th Nov 25th 4∗50∗4
D. Weekly Sweeps 50% 21 July 8th Nov 25th 50∗4
E. Bi-weekly Sweeps 100% 11 July 8th Nov 25th 50∗4
F . Twice per Week 100% 41 July 8th Nov 25th 50∗4
G. Weekly Sweeps for 7 weeks 100% 7 July 8th Nov 11th 13∗50∗4
H. Bi-weekly Sweeps for 14 weeks 100% 7 July 8th Nov 11th 7∗50∗4
I. Weekly and bi-weekly combined 100% 14 July 8th Nov 18th 50∗4
I∗. Weekly and bi-weekly combined 80 - 95% 14 July 8th Nov 18th 4∗50∗4
J. Weekly and bi-weekly combined 100% 11 July 22nd Oct 21st 50∗4
37
3.2. Results
We compared the number of year-round symptomatic malaria infection cases and peak symptomatic
malaria infection prevalence under different sweep strategies (see examples in Table ?? to ?? in the
Appendix ??). Figure ?? shows the year-round percent reduction (compared to the base case of
no sweeps) for symptomatic malaria infection cases and Figure ?? shows the average number of
symptomatic malaria infection cases detected per sweep under different sweep strategies.
Figure 5: Reduction of Symptomatic cases under various strategies
Figure 6: Number of infection cases detected per sweep under various strategies
In Scenario I, shown in Figure ??, we observe that having 3 sweeps at the beginning, middle,
and end of the malaria peak season does not provide ideal infection control, only reducing 12.8%
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of symptomatic infection cases per year. Symptomatic malaria infection cases significantly decline
right after each ProCCM sweep. Yet, this number quickly returns to the level where no sweeps
are conducted, after seven to ten days. Due to the high infection prevalence within the mosquito
population during the peak season, simply identifying and treating infected humans, once, or even
at a very low frequency, would not effectively control malaria infection from the community level.
To prolong the effect of ProCCM, conducting weekly sweeps for 21 consecutive weeks (Scenario
II), shown in Figure ??, provides a much more promising result: 37.8% of symptomatic infection
cases are reduced per year. Moreover, the peak level of symptomatic malaria infection prevalence
is less than half compared to no intervention. When adopting strategy I, combining weekly and
biweekly sweeps for a total of 14 sweeps during peak season, 34.2% symptomatic infection cases
are reduced per year.
3.3. Discussion
Using an agent-based simulation model, we predict that ProCCM is very effective in reducing
malaria incidence at the community level in this setting with moderate, highly seasonal transmis-
sion. Annual symptomatic malaria cases could be reduced by as much as 41.6% by conducting
twice a week sweeps during the peak infection transmission season. Early start, long-term inter-
vention, and high sweep frequency are critical factors in improving the ProCCM outcome, although
these all increase costs. By varying weekly and biweekly sweeps during peak season (with higher
frequency in mid-season), we propose an alternative strategy that could reach a similar level of
infection malaria incidence reductioncontrol, while reducing the intervention cost by 33.3%.
Conducting ProCCM is very effective in reducing symptomatic malaria infection control. This
can be explained on the individual and community level. Early detection allows for identification
of infection at a lower parasite density, which could lead to a shorter recovery time after treatment,
less chance of treatment failure, and a lower mortality rate. Furthermore, an infected human who
is less likely to be gametocytemic at the time of treatment is likely to be less infectious during
and after treatment, although the relationship is not linear. By reducing the chance of infecting
clean mosquitoes and shortening the duration of infectiousness, malaria prevalence is reduced at
the community level. Ideally, if ProCCM could detect all infected humans during the incubation
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period, before they become infectious, the transmission between human and mosquito populations
would end, though this level of achievement is highly unlikely. Based on our simulation results,
the most obvious factor influencing the ProCCM outcome is sweep frequency. Yet, the relationship
between level of reduction for malaria infection cases and sweep frequency is not linear, as shown in
Table 9. Biweekly sweeps during peak season, 11 sweeps per year, could reduce malaria infection
cases by 31.5% per year. If conducted weekly during peak season, the infection cases are reduced
by 37.8%. This number can be increased even further to 41.6% by doubling the sweep frequency
again to twice weekly. Higher sweep frequency results in more effective malaria infection control,
as one would expect. However, a clear asymptote is reached when the frequency is above weekly.
Besides frequency, our simulation results suggest that starting date of intervention, sweep duration
and sweeping coverage are other critical factors for ProCCM in this setting. A longer intervention
period is also shown to be beneficial as one would expect. As mentioned previously, malaria peak
season starts around early July in Senegal (around the 27th week). Our simulation model shows
a significant increasing trend in the mosquito population, which provides more opportunities for
malaria transmission. Thus, early intervention could delay the outbreak of malaria in September.
If not able to conduct sweeps starting at the beginning of the transmission season and throughout
the season, deciding when to start interventions would be critical. Simulation results indicate that
the optimal starting point for intervention is within the first five weeks after the beginning of peak
season if only 7 consecutive sweeps are conducted. More details are included in the Appendix
(Section 4). Since the mosquito population is significantly smaller out of the peak season, the
effect of ProCCM sweeps is predicted to be limited during this time. After the peak season, as
there aren’t any new emerging mosquitoes joining the adult population, transmission wanes. Our
results confirm that conducting fortnightly sweeps out of the peak season is inefficient, reducing
the year-round symptomatic infection cases by around 2%. Assuming ProCCM implementation
cost is directly related to number of sweeps conducted, two alternative strategies appear potentially
most cost-effective. Compared with a weekly sweep strategy, strategies I and J (where biweekly
and weekly sweeps are combined with higher frequency during mid-peak season) result in only
6.3% and 3.6% increases in the total number of year-round symptomatic malaria infection cases,
but result in costs of only 52.3% and 66.6% of the cost of annual weekly sweeps. Overall, strategy J
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(where a total combination of 11 biweekly and weekly sweeps are conducted with higher frequency
during mid-peak season) is the more cost-efficient while strategy I (where a total of 14 biweekly
and weekly sweeps are conducted with higher frequency during mid-peak season) is more effective,
although both provide relatively good control of infections while reducing costs.
3.4. Limitations
There are parameters in our human infection transition model that are estimated within certain
ranges. Given that each infected human responds to malaria differently, it is hard to specify these
ranges to smaller intervals or even describe them using particular distributions. Hence, our simula-
tion model outcomes have high variance. To solve this problem, we used 50 replications for each
simulation case to minimize the variance. Additionally, we adopted parameter ranges that fit our
model the best and provided the closest result to existing data in [?].
The model used in this chapter uses, among other input variables, temperature, precipitation and
human characteristics, which can be adapted to other societies and climates. With some calibration
on parameters, the model could be adopted to other malaria endemic regions. Our model also
enables decision makers to evaluate ProCCM strategies for a given budget.
Disclaimer: The findings and conclusions in this chapter are those of the authors and do not
necessarily represent the views of the U.S. Centers for Disease Control and Prevention or the US
Agency for International Development.
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CHAPTER IV
MODELING THE TRANSMISSION OF GUINEA WORM DISEASE IN DOGS
AMONG MULTIPLE WATER SOURCES AND EVALUATING THE
EFFECTIVENESS OF INTERVENTION METHODS IN CHAD.
In this chapter, we built a multi-water-source( MWS) agent-based simulation model, based on [?].,
to model the GW disease transmission among dogs in Chad, as well as in each domestic clusters.
This model contains three connected single-water-source (SWS) models, partitioning the majority
part of Chad based on clustering results. Each SWS model adopted the general framework of the
previous stochastic simulation model, which is used to simulate the life cycle of GW and daily
interactions between the dogs, worms, and water source over multiple years. Each SWS model
was validated using infection data within the corresponding cluster after parameter calibrations.
Three SWS models were then connected into a MWS model using geographic information and
local human characteristic data.
We examined strategies for allocating tethering and abating resources among three clusters in
Chad. Using our MWS simulation model, we found the level of intervention coverages needed to
reach nationwide eradication when interventions are performed uniformly is lower than the level
suggested by [?] due to natural division among clusters. Next, we conducted sensitivity analysis
and found more effective allocation schemes while maintaining the same resource capacity. In par-
ticular, allocating more tethering resource in the Central cluster and more abating in the West cluster
results in significantly better infection control. Finally, we presented a simulation optimization al-
gorithm that enables the decision-maker to find the optimal intervention strategy under any resource
capacity and allocation constraints. We examined the effectiveness of intervention strategies based
on the percentage of dog population infected after years of intervention, and fairness of intervention
strategies based on the maximum difference in intervention coverages between clusters.
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4.1. Data and Methods
4.1.1 Data
The Chad GWEP provided data about the number of worms emerging from dogs per month and the
number of dogs with an emerging worm per month for the years 2016-2018 within 1674 village [?].
Data on daily precipitation and temperature measurements from all 17 weather stations in Chad
were collected from the National Centers for Environmental Informations Climate Data Online
database [?]. We used the average monthly rainfall and temperature over the years 2016-2018.
4.1.2 Agent-Based Simulation Model
The simulation model presented in [?] simulates the life cycle of GW and daily interactions between
the dogs, worms, and water source over multiple years. With some probability, dogs acquire infec-
tion from the water-source (WS) via consumption of water or (short-term) transport hosts, and dogs
with patent infections (emergent worms) infect the water source. Dogs remain susceptible to new
infections, whether they are already infected or not, and one or more GWs emerge from an infected
dog.
The agent-based simulation model presented in this work inherited the framework of the pre-
vious one with the same dynamics of GW transmission in dogs. Instead of considering Chad as
one shared WS, we first partitioned Chad into multiple clusters and then considered Chad as an
integrated model of three connecting WSs.
4.1.3 Regional Clustering
Our data documented GW infections within 5 regions, 19 districts, 88 zones, and 1674 villages of
Chad. We considered ”district” as the smallest units for clustering to balance the level of complexity
and data quality (of GW infection in each unit). We used the relative worm emergence per month,
latitude, longitude, position along river, and elevation of each district center as inputs for K-means
to generate clustering results. The clustering result is shown in Figure ??.
Our model considered three clusters in Chad (Table ??), including 76.4% of the susceptible dog
population and 92.7% of the infected dog population documented in the data. Details are included
in the Appendix, Section ??.
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Figure 7: Clustering of Chad districts Figure 8: Administrative regions in Chad
Table 10: Clustering result for Chad
Cluster (Figure??) Districts Susceptible Population Infected Population
1 West Chari Dourbali, Guelendeng, 8223(14.3%) 1219(36.0%)
Mandelia, Massenya,
Ndjamena-Sud
2 East Chari Banda, Bedaya, 23,855(41.4%) 1,245(36.7%)
Biobe, Danamadji,
Haraze, Kyabe, Sarh
4 Central Chari Bailli, Bousso, 11,910(20.7%) 679(20.0%)
Korbol, Kouno
4.1.4 Parameter Calibration
We first integrate the number of worms emerging from dogs per month and the number of dogs with
an emerging worm per month for the years 2016-2018 for each cluster (Table ??). We calibrated
infectivity parameters and seasonality parameters for each cluster using integrated data from the
corresponding cluster. Parameter searches are done using the Cross Entropy method. Details are
included in the Appendix, Section ??.
4.1.5 Multi-Water-Source Model
In this section, we present the final simulation model integrating the three single-water-source mod-
els discussed above. Each single-water-source model contains distinct infectivity parameters, sea-
sonality parameters, dog population, and intervention coverages from 2016 to 2018. Traveling
behavior of dogs, which defines the level of interactions between clusters, are determined based
on McDonalds research on the ecology of Guinea Worm infection in dogs [?]. We validate this
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model using data collected from Chad (Figure ??). Additional details are included in the Appendix,
Section ??.
Figure 9: Simulation results for MWS model
4.1.6 Intervention Methods
Five intervention methods are examined in the previous work: tethering, abating, vaccine, alterna-
tive water provision, and preventive tethering [1]. It is shown that a combination of high level (96%)
tethering and moderate-high level (75%) of abating is most likely to reach eradication within ten
years. Additionally, vaccines, alternative water provision, and preventive tethering work in similar
ways in our model by limiting the successful transmission rate between uninfected dogs and con-
taminated water sources. Greedy-based allocation strategy would be efficient for these intervention
methods: under a given intervention resource capacity, cover dog groups from the most likely to be
infected to the least. Thus, we only consider tethering and abating in this work.
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4.1.7 Simulation Optimization Methods
We use the Cross-Entropy Method presented in Wang et al. to search for optimal intervention
strategies under different tethering and abating resource capacities [?]. We used the percentage of
dogs newly infected in the end year as the primary objective. To avoid imbalanced strategies, we
also added a penalty on the maximum difference in tethering coverages among clusters. We further
adapted the algorithm of the CE method with performance constraints presented in [?]. Model
details are included in the Appendix, Section ??. All test cases and simulation results (mean of 20
replications) are listed in Table 3 to Table 8. Test cases are run for 9 to 24 years. The standard error
is less than 2% of the mean for all cases.
4.2. Results
We first examine intervention strategies, with a combination of uniform tethering and uniform abat-
ing. We analyze the effectiveness of each strategy using use percentage of dogs newly infected in
the end year and the duration needed to achieve eradication in all three clusters. As shown in the
heat map (Table ??), we simulated tethering coverage from 45% to 95% and abating coverage from
15% to 75%. We limit the upper bound of abating coverage to be less than four times higher than
the national average between 2016 to 2018.
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Table 11: Percentage of dog infection after uniform intervention for 5 years.
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We used the Cross-Entropy (CE) method to search for optimal intervention strategy under the
resource capacities that can cover 70% tethering and 20% abating if conducted uniformly (purple
cell in Table ??). Additionally, we added allocation upper bounds (maximum intervention coverage
in any cluster) for tethering and abating coverages in any clusters. Initially, we limited the upper
bounds for tethering to be 95% and abating to be 50% at any cluster for realistic reasons. We further
lowered the upper bounds of tethering from 95% to 75% and the upper bounds of abating from 50%
to 25%. The percentages of infected dogs after five years of intervention with the optimal strategy
under any set of upper bounds are shown in Table ??. The true optimal solution is shown in Table
??.
Table 12: Percentage of dog infection using optimal intervention strategy (under different allocation
upper bounds) for 5 years.
Table 13: Percentage of dog infection using optimal intervention strategy (under different allocation
upper bounds) for 5 years.
Beside intervention effectiveness, fairness is another focus. Lowering the upper bound for teth-
ering or abating coverage in any cluster is one way to maintain decision fairness (equality of tether-
ing/abating coverages between clusters). Alternatively, we added penalty weight on the maximum
tethering coverage difference between and adopted the same CE algorithm for optimality search.
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Figure 10: Tethering coverages in all clusters under different allocation upper bounds
Figure 11: Abating coverages in all clusters under different allocation upper bounds
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Table 14: Optimal intervention strategy under resource capacity of [0.70,0.20].
Intervention West Central East
Tethering 0.60 0.95 0.25
Abating 0.50 0.00 0.10
Percentage of Infected dogs 1.33% 0.62% 1.71%
Table 15: Optimal intervention strategy under resource capacity of [0.80,0.30].
Intervention West Central East
Tethering 0.75 0.95 0.45
Abating 0.60 0.00 0.30
Percentage of Infected dogs 0.70% 0.30% 1.25%
We added penalty weight, between 0 to 20, on the maximum tethering coverage difference between
clusters while keeping the allocation upper bounds to be 95% and 50% for tethering and abating
respectively. The results are shown in Table ??. We also considered outcome fairness (equality of
interventions between clusters). Specifically, we find the optimal intervention strategy (Table ??)
under which all clusters have lower infection percentages compared with a uniform intervention
strategy.
Finally, we examined the optimal intervention strategies under a different resource capacity.
Table 16: Optimal intervention strategy under different penalty weight.
Penalty Weight Tw Tc Te Aw Ac Ae Percentage of infected dogs
(Total, [Regional])
0 0.6 0.95 0.25 0.5 0.00 0.10 1.31%
(True Optimal Solution) [1.33%,0.62%,1.72%]
2 0.6 0.9 0.3 0.40 0.00 0.20 1.45%
[2.01%,0.94%,1.55%]
4 0.63 0.9 0.34 0.37 0.00 0.23 1.52%
[2.37%,1.01%,1.46%]
6 0.53 0.9 0.54 0.39 0.00 0.21 1.63%
[2.55%,1.16%,1.52%]
20 0.70 0.70 0.70 0.20 0.20 0.20 3.23%
(Uniform) [2.96%,6.92%,1.51%]
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Table 17: Optimal intervention strategy with minimum performance(outcome fairness) constraint.
Intervention West Central East
Tethering 0.77 0.88 0.14
Abating 0.17 0.01 0.42
Percentage of Infected dogs 2.76% 1.18% 1.13%
We increase the resource amount from 70% to 80% for uniform tethering, and from 20% to 30%
for uniform abating (pink cell in Table ??). The optimal strategies under various allocation upper
bounds are shown in Table ??. The true optimal solution is shown in Table ??.
4.3. Discussion
We first examine intervention strategies, with a combination of uniform tethering and uniform abat-
ing. After five years of intervention, eradication can only be achieved when tethering coverage is
higher than 95%, and abating coverage is higher than 65%. Eradication takes longer when tethering
coverage is 95% while abating coverage is lowered to 60%. When tethering coverage is below 90%,
and abating coverage is below 60%, more dogs are infected each year. Thus eradication is impos-
sible. Specifically, simulation results showed that 3.23% of dogs would be infected in 2024 when
tethering and abating are conducted uniformly with 71% and 21% coverages, respectively. Data
collected from Chad showed that 2.32% of dogs are infected in 2018 with the same average inter-
vention coverages. The rest of the strategies, blue cells in Table 2, decrease the percentage of dogs
infected per year, yet eradication is not achievable in the foreseeable future. Our results showed
consistency with results presented in [?]: eradication can only be achieved with an extremely high
level of tethering and a moderately high level of abating. Modeling Chad as a single shared WS sig-
nificantly increases the level of interactions between clusters. Therefore, the intervention coverages
needed to reach eradication is slightly lower than [?].
We perform sensitivity analysis on intervention coverage changes. When abating coverage is
low (≤ 25%), increasing tethering from 65% to 75% results in the most significant reduction (1.78%
- 1.84%) in the percentage of infected dogs. When abating coverage is moderate (30% -55%), in-
creasing tethering from 55% to 65% results in the most significant reduction (0.52% - 1.10%) in
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the percentage of infected dogs. Additionally, it is shown that abating is more effective than teth-
ering when having the same coverages: 55% tethering combined with 75% abating results in better
intervention outcome than 75% tethering combined with 55% abating. When tethering coverage is
higher than 75%, and abating coverage is higher than 35%, a bottleneck is reached where increasing
either coverage would not result in a significant reduction in dog infections. Thus, if interventions
are performed uniformly across clusters, maintaining a minimum of 75% tethering and 35% abating
is recommended.
Next, we examined various options of allocating one resource while keeping the other one uni-
form at a given resource capacity. We concluded that interventions are the most effective in the
Central cluster, and the least in the East cluster. The reason is two-folded. On the one hand, the
Central cluster has the highest number of infected dogs when no intervention is adopted. On the
other hand, comparing with the other two, the Central cluster is the one that’s most connected to
the others: the highest number of dogs going in and out of the cluster for WS. Furthermore, it is
shown that moving resource, tethering or abating, from the East cluster to the Central cluster, from
the East cluster to the West or from the East cluster and the West cluster to the Central cluster, are
all beneficial. However, diminishing marginal reduction in percentage of dogs infected is observed
in all three directions. Details are included in the Appendix, Section ??.
The optimal intervention strategy (Table ??), adopts maximum tethering coverage in the Central,
and maximum abating coverage in the West. Using this strategy, only 1.31% of dogs would be
infected after five years of intervention, compared to 3.23% if interventions are performed uniformly
while both require the same resource capacities. This strategy provides a similar level of infection
control as 80% uniform tethering and 35% uniform abating. When allocation upper bounds are
lowered, the optimal solutions are also more balanced (Figure ??, Figure ??).
We noted that the optimal solutions, under different resource capacities, allocate the majority of
the tethering resource, 59% to 67%, to the Central cluster and most of the abating resource, 67%
to 83%, to the West cluster. The reason is third folded. First, interventions are most effective in
the Central cluster and least in the East cluster, since the East cluster has the lowest percentage of
infected dogs. Second, tethering alone, without abating, isnt very effective unless we cover a cluster
with a high percentage of dogs, while abating is effective even with low coverage in comparison.
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Third, at the given capacity, there is enough resource to tether up to 100% of dogs in any cluster but
only enough to abate up to 63% WS in any cluster. Thus, when tethering upper bounds is low, the
optimal strategy assigns a high level of tethering and abating in Central to reach close-to-eradication
in that cluster. When tethering upper bounds is high, the optimal strategy assigns an extremely high
level of tethering in Central to reach close-to-eradication in that cluster while assigns a high level of
abating in the West.
Besides intervention effectiveness, fairness is another focus. Decision fairness can be improved
by either lowering the allocation upper bounds or adding penalty weight. As we expected, when we
add a higher penalty weight, the optimal solution is more balanced. We can also maintain outcome
fairness while improving the intervention outcome (Table ??). Our algorithm enables decision-
makers to find the optimal allocation strategy under an appropriate penalty weight and observe the
trade-off between effectiveness and fairness.
Finally, we examined the optimal intervention strategies under a different resource capacity.
When resource level is higher, optimal intervention strategies are both more effective and more bal-
anced under the same allocation upper bounds. Our model, as suggested by [?], can be generalized
to almost any population of definitive hosts with modest adjustments to the parameters and environ-
mental factor distribution. Strategies for allocating intervention resources provided in this chapter
can also be applied in the infection control of other hosts.
4.4. Limitations
In this work, we divided Chad into multiple clusters to capture the differences in the magnitude of
GW infections and to examine the effective strategies of allocating tethering and abating resources
among them. We assume there exists only one joined WS in each cluster, which would be far
from reality. There exist numerous ponds spread in a cluster. Dividing our current clusters into
even smaller clusters would create difficulties in parameter calibrations while significantly increase
the workload of a simulation. Furthermore, when smaller ponds are located near each other, dogs
would treat them similarly with the same traveling behavior. Thus, modeling multiple smaller ponds
as an integrated larger one can be justified. The intervention strategy presented in this work is a






In Chapter 2, we considered resource allocation problems among multiple class customers in traffic
and e-server setting. We presented Bayesian Optimization methods for optimal solution search to
maximize system throughput in both settings. Our test results showed that Bayesian Optimization
method is able to find solutions that are closed to true optimal while evaluating a much smaller set
of alternatives comparing with exhaustive search and Cross-entropy Method. Furthermore, we are
able to adopt this method in more complicated settings where system performance is stochastic,
searching space is large, and secondary constraints are included.
In Chapter 3, we built an agent-based simulation with mosquito and human populations to
model the spread of malaria in sub-Saharan Africa countries. Using this model, we concluded
that ProCCM is very effective in reducing malaria incidence at the community level in this setting
with moderate, highly seasonal transmission. Annual symptomatic malaria cases could be reduced
by as much as 41.6% by conducting twice a week sweeps during the peak infection transmission
season. Early start, long-term intervention, and high sweep frequency are critical factors in im-
proving the ProCCM outcome, although these all increase costs. By varying weekly and biweekly
sweeps during peak season (with higher frequency in mid-season), we proposed an alternative strat-
egy that could reach a similar level of infection malaria incidence reduction control, while reducing
the intervention cost by 33.3%.
In Chapter 4, we built a multi-water-source (MWS) agent-based simulation model to capture
the Guinea Worm (GW) disease transmission among dogs in multiple clusters among Chad. We
further examined strategies for allocating tethering and abating resources among three clusters in
Chad. Using our MWS simulation model, we found the level of intervention coverages needed to
reach nationwide eradication when interventions are performed uniformly is lower than the level
suggested by [?] due to natural division among clusters. Next, we conducted sensitivity analysis
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and found more effective allocation schemes while maintaining the same resource capacity. In par-
ticular, allocating more tethering resource in the Central cluster and more abating in the West cluster
results in significantly better infection control. Finally, we presented a simulation optimization al-
gorithm that enables the decision-maker to find the optimal intervention strategy under any resource
capacity and allocation constraints. We examined the effectiveness of intervention strategies based
on the percentage of dog population infected after years of intervention, and fairness of intervention
strategies based on the maximum difference in intervention coverages between clusters.
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APPENDIX A
MODELING THE IMPACT OF PROACTIVE COMMUNITY CASE
MANAGEMENT ON REDUCING MALARIA TRANSMISSION IN
SUB-SAHARAN AFRICAN COUNTRIES
A.1. Data
Table 18: Human characteristics data for the simulation model
Setting Scenario I Scenario II Reference
Population 4747, within 15 villages 3762, within 14 villages
Net Coverage 100% 98.40%





Treatment Seeking Rate 40% 37%
Children under 5 15% 15% Estimated
Immune Human 30% 30% based on 20
Birth Rate 33.4 per 33.4 per [?]
1000 ppl per year 1000 ppl per year
Death Rate 5.9 per 5.9 per
1000 ppl per year 1000 ppl per year
Figure 12: Temperature and precipitation data in Senegal from 2010 to 2013
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A.2. Agent-based Simulation Model
A.2.1 Model of the Mosquito Population
To model the dynamics of the mosquito (Anopheles) population, we use the general framework pro-
posed in [?], and [?]. Table ?? and Figure ?? depict the stages in the life cycle of Anopheles: aquatic
stages (E, eggs; L, Larvae; P, pupae), emerging adult stage (Aem), nulliparous stages (A1h,A1g,A1o)
and parous stages (A2h,A2g,A2o) [?]. Note that only the female mosquitoes are represented in the
adult stage. The mosquito population dynamic model is based on a system of ordinary differential
equations (Equation ??). The parameters and functions are defined in Table ?? and Table ??. The
adult female mosquito population (Nv) is divided into three groups: clean mosquitos (Sv), incubating
mosquitos (Cv), and infectious mosquitos (Iv), i.e., Nv = Sv +Cv + Iv.







A10 Nulliparous seeking oviposition sites
A2h Host-seeking parous
A2g Parous engorged
A20 Parous seeking oviposition sites
The duration of each stage in the mosquito life cycle depends on several factors, such as temper-
ature and water availability (precipitation). Temperature impacts the mortality and transition rates
of larvae, pupae and adults, while precipitation impacts the environments carry capacity of aquatic
stages, increasing the number of breeding sites available for Anopheles. For example, the climate
in Senegal is tropical with high temperatures all year round and rainy season from May through
November. The high transmission season starts in early July and end in late October [?]. We divide
a year into favorable season and diapause period, where eggs stop hatching until the next favorable
season when they hatch if they are immersed in water.
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Figure 13: Mosquito population dynamic model
Ė = γAO(β1A1o +β2A2o)− (µE + z fE)E
L̇ = (z fE)E− [mL(1+ LKL )+ fL]L
Ṗ = fLL− [mP + fP]P
˙Aem = fpPσ exp[−µem(1+ PkP )]− [mA + γAem ]Aem
˙A1h = γAemAem− (mA +µr + γAh)A1h
˙A1g = γAhA1h− (mA + fAg)A1g
˙A1o = γAgA1g− (mA +µr + γAo)A1o
˙A2h = γAo(A1o +A2o)− (mA +µr + γAh)A2h
˙A2g = γAhA2h− (mA + fAg)A2g
˙A2o = γAgA2g− (mA +µr + γAo)A2o
(7)
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where z = 0 during diapause and 1 otherwise.
T (t) and P(t) represent the daily mean temperature in Celsius and precipitation in millimeters,
respectively, on day t. Pnorm(t) is defined as the rainfall amount summed over a two weeks period
and normalized afterwards.
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Table 20: Parameters for mosquito population dynamic model
Parameters Definition Value Reference
β1 Number of eggs laid by ovipositing nulliparous females (per female) 100
β3 Number of eggs laid by ovipositing parous females (per female) 150
κL Standard environment carrying capacity for larvae (larvae ha−1)
κL Standard environment carrying capacity for purpae (purpae ha−1)
σ Sex-ratio at emergence 0.5
µE Egg mortality rate (per day) 0.05
µL Minimum larva mortality rate (per day) 0.08
µP Minimum pupa mortality rate (per day) 0.03
µem Mortality rate during adult emergence (per day) 0.1 [?], [?]
µA Minimum adult mortality rate per day 0.02
TE Minimal temperature needed for egg development (Celsius) 10.4
T DDE Total number of degree-day necessary for egg development (Celsius) 110
TAg Minimal temperature needed for egg maturation (Celsius) 10
T DDAg Total number of degree-day necessary for egg maturation (Celsius) 77
γAem Development rate of emerging adults (per day) 0.4
γAh Transition rate from host-seeking to engorges adults s (per day) 0.2
γAo Transition rate from oviposition site-seeking to host-seeking adults (per day) 0.2
tstart Start of favorable season April 10th Estimated
tend Start of favorable season Oct 30th Estimated
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Table 21: Functions for mosquito population dynamic model
Function Definition Expression Reference
fE Transition from egg to larva fE(t) =
T (t)−TE
T DDE
, if T (t)> TE
fE(t) = 0 , if T (t)≤ TE
fL Transition from larva to pupa fL(t) =−0.0007T (t)2 +0.00392T (t)−0.3911
fP Transition from pupa to emerging adult fP(t) = 0.0008T (t)2−0.0051T (t)+0.0319
fAg Transition from emerging to host-seeking adult fAg(t) =
T (t)−TAg
T DDAg
, if T (t)> TAg
fAg(t) = 0 , if T (t)≤ TAg [?], [?]
mL Larva mortality rate (per day) mL(t) = exp(−T (t)2 )+µL
mP Pupa mortality rate (per day) mP(t) = exp(−T (t)2 )+µP
mA Adult mortality rate (per day) mA(t) = max(uA,0.0441+0.00217T (t))
kL Environment carrying capacity of larvae (ha−1) kL(t) = κL(Pnorm(t)+1)
kP Environment carrying capacity of pupae (ha−1) kP(t) = κP(Pnorm(t)+1)
B(T (t)) Mosquito biting rate (per day) 0.000203T (t)(T (t)−11.7)
√
42.3−T (t)62
Based on the model proposed, we generate an adult host seeking mosquito (A1h +A2h) popula-
tion for 4 years, shown in Figure ??. The initial mosquito population contains 1,000,000 eggs. The
simulation includes a warm-up period of one year, which is not included in the plot.
Figure 14: Host-seeking mosquito population in Saraya from 2010 to 2013 using simulation
A.2.2 Model Parameters for Human Infection
We first divide the human population into two groups: children under 5 (C) and adults (A). The
transition processes between disease states follows the same patterns for both groups, but with
different parameters. At a given time, a human is in one of the following states based on his/her
infectious condition: clean non-immune (Sh), incubating non-immune (Ch), infectious non-immune
(Ih), clean immune (SRh), incubating immune (CRh), infectious immune (IRh), for h ∈ {A,C}. A
human infection begins with a successful contact by an infectious mosquito. In an infected human
body, the malaria parasite undergoes a pre-erythrocytic liver stage first, which typically lasts for
one to two weeks, before the onset of the blood stage. During the blood stage, the sexual form of
the malaria parasite, the gametocyte, is produced and thus the infected human becomes infectious
to mosquitoes [?]. The duration from a human being infected by a mosquito to him/her being
infectious to mosquitoes is defined as the incubation period.
After a successful infection by a mosquito, the infected human also goes through (some of) the
following phases, based on the severity of their symptoms [?]:
Infection→ Asymptomatic Parasitemia(Ah) → Uncomplicated Illness(Mmh )
→ Severe Malaria(MSh)→ Death.
(8)
An infected human first goes through asymptomatic parasitemia phase (Ah), which lasts between
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6 to 14 days [?], in which there are no symptoms. After this, he/she begins to show mild (uncompli-
cated) illness symptoms, including fever, chills, headaches, diaphoresis, etc. If not actively seeking
treatment, a human in the uncomplicated illness phase could go into the severe malaria phase after 5
to 7 days for adults and 1 to 2 days for children under 5, as the parasite density accumulates within
his/her body [?]. Since the duration of the incubation state doesnt necessarily coincide with the
asymptomatic parasitemia phase, an infected human can become infectious either at the end of the
asymptomatic parasitemia phase or at the beginning of the uncomplicated illness phase. We further
differentiate the level of human infectiousness depending on where a human is among the phases
of the infected state. As gametocytes in P. falciparum infections arise from asexual parasites (i.e.,
merozoites), there could be a positive correlation between the density of asexual and sexual parasite
(gametocytes) [?]. In nonimmune individuals, hyperparasitemia (> 5% parasitemia or > 250000
parasites /ul) is generally associated with severe disease [?]. Research also suggests that the level
of infectiousness of a human is a concave increasing function of female gametocyte density [?].
Thus, we assume that the human level of infectiousness, iH , linearly increases from 0 to 1 during




, where t is how long an infected human has been in the uncomplicated illness phase, and Tin is the
total duration of the uncomplicated illness phase. The humans infectiousness level is highest, i.e.,
iH = 1, during the severe malaria phase.
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Table 22: State parameters for human infection dynamic model
State Definition Duration[day] Reference
T1 Infected non-immune human→ 6−14 [?]
Non-immune human with mild symptoms
T2 Non-immune human with mild symptoms→ A : 5−7 [?]
Non-immune human with severe symptoms C : 1−2
T3 Non-immune human with mild symptoms→ Mean:6.6 [?]
(Recovery) Clean non-immune/immune human
T4 Non-immune human with severe symptoms→ 7−35 [?], [?]
(Recovery) Clean non-immune/immune human
T5 Infected immune human→ 7−30
Immune human with mild symptoms
T6 Infected immune human→ 14−120
(Recovery) Clean non-immune/immune human
T7 Immune human with mild symptoms→ 7−90 [?]
(Recovery) Clean non-immune/immune human
Ti Infected human→ Infectious human 7−15 [?]
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Table 23: Transition parameters for human infection dynamic model
Arc Definition Parameters
Sh→ Ah Non-immune human infected cnv ,cnh,B(T )
SRhARh Immune human infected civ,c
i
h,B(T )
Ah→Msh Non-immune human showing symptoms after incubation T1
ARh→MRh Immune human showing symptoms after incubation T5
Msh→Mmh Non-immune individual with mild malaria progress to severe malaria T3
Msh→ Dh Non-immune individual with mild malaria deceased Pmd
Mmh → Dh Non-immune individual with severe malaria deceased PSd
ARh→ SRh Immune human recovery without showing symptoms T7,Pcsr
Msh→ Sh Non-immune human recovery with mild condition without gaining immunity T4,Psc,Pmst
Mmh → Sh Non-immune human recovery with severe condition without gaining immunity T5,Psc,Psst
Msh→ SRh Non-immune human recovery with mild condition while gaining immunity T4,Psc,Pmst ,Pgi
Mmh → SRh Non-immune human recovery with severe condition while gaining immunity T5,Psc,Psst ,Pgi
MRh→ SRh Immune human with mild condition recovery without losing immunity T6,Ps,Pli
MRh→ Sh Immune human with mild condition recovery while losing immunity T6,Ps,Pli
h Natural birth rate 33.4/1000
fh Death rate of natural causes (uniform in all stages) 5.9/1000
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Table 24: Transition parameters for human infection dynamic model
Parameters Definition Value Reference
cnh Infected non-immune human to mosquito transmission efficiency 0.5 [?]
cih Infected immune human to mosquito transmission efficiency 0.25 Estimated
cnv Infected mosquito to clean non-immune human transmission efficiency 0.5 [?]
civ Infected mosquito to clean immune human transmission efficiency 0.25 Estimated
Pmr Probability of self-recovery from mild symptom [adult, child] [0.2,0.1] [?]
PSr Probability of self-recovery from severe symptom [adult, child] [0.01,0] [?]
Pmst Probability of seeking treatment at mild condition 0.50 Estimated based on [?]
Psst probability of seeking treatment at severe condition 0.60 [?]
Pmd Mortality at mild infectious stage [adult, child] [0.01,0.04] [?]
Pd Base mortality at severe infectious stage [adult, child] [0.10,0.20]
PSd Mortality at severe infectious stage with time linearly increase from Pd to 1 [?], [?]
Pgi Probability of gaining immunity after recovery 0.3
Pli Probability of losing immunity after recovery 0.05
Pt f Probability of treatment failure 0.05 [?]
Psc ProCCM sweep coverage 0.80−1.00 Estimated base on [?]
Ps Probability of immune infectious human showing symptoms 0.1 [?]
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A.2.3 Interaction between Human and Mosquito Populations
A clean non-immune human is susceptible to malaria and could be infected (with probability Iv)
after a bite from an infectious mosquito. We assume that every human has equal chance of being
contacted by any mosquito [?] and children under 5 years old do not have immunity and thus,
always show symptoms if infected (Pgi = 0) [?]. We adopt the idea of effective contact ratio that
determines daily numbers of newly infected humans (NIh) and newly infected mosquitos (NIv) [?]














where cv,ch are the successful biting rates, B(T ) is the mosquito biting rate determined by mean
daily temperature, Nh is the total number of humans in certain age group, iinv is the individual
infectiousness level and Px is the total number of humans in a certain infectious condition, e.g. PIA
is the total number of infectious non-immune adults.
A.2.4 Treatment and Residual Parasitemia
A human with uncomplicated malaria or severe malaria has the possibilities of self-recovering, e.g.,
self-treatment, seeing a traditional healer, taking herbal medication [?] or simply recovering as the
immune system responds, although the chance is small in the case of severe malaria. If a symp-
tomatic human seeks treatment, at any stage after developing symptoms, we assume that he/she will
receive artemisinin-based combination treatments (ACTs) for 3 days [?], and the recovery process
starts immediately after the first day [?]. Thus, the human infectiousness level would stop increasing
as soon as the treatment begins. Possibilities of treatment failure (Pt f ) and mortality depends on the
how long one has been infected as well as the severity of his/her symptoms. After the completion
of treatment, some humans (50%) would be parasite free and the others would have residual para-
sitemia [?]. Humans with residual parasitemia have higher gametocyte density after treatments, and
longer gametocyte carriage durations compared with those who are parasite free after ACTs [?]. In
this model we assume that, after ACTs, a human preserves 50% to 75% of the infectiousness before
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treatment, and this level linearly decreases until the end of gametocyte carriage duration.
A.2.5 Acquired Immunity against Malaria
After recovery, a non-immune human can gain immunity with a certain probability (Pgi) [?]. An im-
mune human will become infected after a successful bite from an infected mosquito with a smaller
chance [?]. After being infected, the immune human will then go through the asymptomatic para-
sitemia phase with a longer duration [?]. It is shown that with immunity, parasite density within an
infected human body would be lower. Thus, an immune human with asymptomatic parasitemia will
have a much smaller possibility of showing symptoms, move to the uncomplicated malaria phase,
and will be extremely unlikely to eventually progress into the severe malaria phase [?]. The ma-
jority of the immune humans with asymptomatic parasitemia will self-recover. Some who develop
symptoms after the asymptomatic parasitemia phase may recover if they seek treatments. Losing
immunity after recovery (Pii) is also very unlikely under consistent heavy malaria exposure [?].
Newborns begin their lives as clean non-immune humans. All humans are susceptible to natural
death at a fixed rate. Traditionally, an infected human would only actively seek treatment (Pst)
if he/she developed symptoms. Treatment-seeking possibilities are different between humans in
the adult group and children. Those who dont seek treatment will keep infecting clean mosquitos.
ProCCM could actively detect infected humans with symptoms, give them treatments and terminate
the infection loop. All the states are listed in Table ??. The duration range for each state is adopted
from corresponding literature. We assume that all distributions are uniform within the given ranges.
The transition diagram for our human infection model is shown in Figure ??. The parameters used
in this simulation model are listed in Table 7 and Table 8.
A.3. Model Validation and Sensitivity Analysis
In [?], 1,669 symptomatic infection cases are documented in scenario II from July to November,
where 89% of the weekly sweeps are conducted and the total population is 3,762. With all sweeps
conducted, the estimated range for symptomatic infection cases is [1,669,1,750]. Adjusting this
number to scenario I with a higher population, the estimated range for symptomatic infection cases
is [2,105,2,208]. Our simulation results show that about 90% of the infection cases occurred during
peak season. Considering this, the estimated range for year-round infection cases is [2338,2,454].
69
Figure 15: Human infection transition graph
The symptomatic infection cases reported in Table ??(2,496) lies on the edge of this range. More-
over, the total number of positive RDT tests given during sweeps reported in Linns work is 647.
The estimated number of positive RDP tests in scenario I after adjustment is 1005, which lies in
the 95% confident interval of our results. Thus, our model is validated. To test the robustness of
model results, we conducted sensitivity analysis on ProCCM sweep coverage and simulation year.
We adjusted the coverage from 80% to 95% while adopting weekly sweep strategy (C) and alter-
native strategy (I); the results are shown in Table 10 and Table 11 in the Appendix ??. Since the
weekly sweep strategy (strategy C in Table ??) provides higher frequency interventions, the results
(number of malaria infection cases) are more robust to coverage change. Decreasing coverage from
100% to 80% would result in 1.4% more infection cases per year. When adopting a strategy with
lower intervention frequency (strategy I in Table ??), 3.1% more infection cases result per year. We
repeated the simulation from 2010 to 2013 when adopting the following strategies: i) no sweeps
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conducted, ii) weekly sweeps conducted during transmission season and iii) alternative strategy (I)
conducted. We compared the total number of symptomatic malaria infection cases per year in Ta-
ble 9 in the Appendix ??. The results show consistency from year to year: i) the total number
of symptomatic infection cases per year is around 4000 in sweep strategy A (i.e., scenario I); ii)
conducting weekly sweeps could reduce 36% to 42% of year-round infection cases; iii) conducting
alternative strategy (I) could reduce 32% to 36% of year-round infection cases, while reducing 33%
of the implementation cost.
A.4. Experimental Results for Malaria Intervention Simulations.
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Table 25: List of simulation results for all test cases in year 2013
Test Strategy Total Symptomatic STD Peak Symptomatic STD RDT STD
[ No. sweeps] Infection [incidences Prevalence [max infection
per 1000 population] cases /population]
A. No Sweeps [0] 0.846 0.0002 0.0514 0.001 0 0
B. 3 Sweeps, 100% coverage [3] 0.738 0.0002 0.0487 0.001 262 6
C. Weekly Sweeps, 100% coverage 0.526 0.0002 0.0190 0.001 1005 31
of symptomatic individuals [21]
D. Weekly Sweeps, 50% coverage
[21]
0.574 0.0002 0.0249 0.001 842 22
E. Bi-weekly Sweeps, 0.578 0.0002 0.0284 0.001 825 20
100% coverage [11]
F . Twice a week, 100%
coverage[41]
0.494 0.0001 0.0159 0.001 1232 37
G.1. Weekly Sweeps for first 6
weeks, 100% coverage [7]
0.665 0.0002 0.0301 0.001 461 14
H.1. Bi-Weekly Sweeps for first 12
weeks, 100% coverage [7]
0.588 0.0001 0.0289 0.001 559 17
G.7. Weekly Sweeps for 6 weeks
during mid-season, 100% coverage
[7]
0.696 0.0002 0.0350 0.001 493 13
I. Weekly sweep from week 5 to
week 11,
0.557 0.0002 0.0270 0.001 929 23
biweekly sweep at week 1, 3, 12,
14, 16, 18,20.[14]
J. Weekly sweep from week 5 to
week 11,
0.579 0.0002 0.0280 0.001 889 23
biweekly sweep at week 3, 12, 14,
16. [11]
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Table 26: Sensitivity analysis for 21 weekly sweeps with different coverage (C∗)
Coverage Total Symptomatic Infection Peak Symptomatic Prevalence RDT
[incidences per 1000 population] [max infection cases /population]
1 0.526 0.019 1005
0.95 0.527 0.020 987
0.9 0.529 0.021 969
0.85 0.530 0.023 935
0.8 0.532 0.024 920
Table 27: Sensitivity analysis for alternative sweeping strategy with different coverage (I∗)
Coverage Total Symptomatic Infection Peak Symptomatic Prevalence RDT
[incidences per 1000 population] [max infection cases /population]
1 0.557 0.027 929
0.95 0.557 0.028 897
0.9 0.564 0.032 854
0.85 0.570 0.033 821
0.8 0.578 0.035 801
Table 28: Total Infections for Strategies A, C, and I in multiple years.
Year Total Symptomatic Total Symptomatic Total Symptomatic
Infection (A) Infection (C) Infection (I)
[incidences per [incidences per [incidences per
1000 population] 1000 population] 1000 population]
2010 0.830 0.520 0.549
2011 0.853 0.523 0.553
2012 0.858 0.521 0.555
2013 0.846 0.526 0.557
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Table 29: Simulation results for 7 consecutive weekly sweeps with different starting dates
Strategy Sweep Duration Total Symptomatic STD Peak Symptomatic STD RDT STD
Infection [incidences Prevalence [max infection
per 1000 population] cases /population]
G.1 07/08−08/19[7] 0.665 0.0001 0.034 0.0011 461 15
G.2 07/15−08/26[7] 0.659 0.0001 0.032 0.001 454 14
G.3 07/22−09/02[7] 0.657 0.0002 0.033 0.001 459 14
G.4 07/29−09/09[7] 0.656 0.0001 0.032 0.0009 458 13
G.5 08/05−09/16[7] 0.656 0.0002 0.031 0.0011 463 14
G.6 08/12−09/23[7] 0.669 0.0002 0.033 0.0011 470 14
G.7 08/19−09/30[7] 0.696 0.0002 0.035 0.0012 493 15
G.8 08/26−10/07[7] 0.701 0.0001 0.037 0.001 545 14
G.9 09/02−10/14[7] 0.73 0.0002 0.036 0.001 576 16
G.10 09/09−10/21[7] 0.756 0.0002 0.038 0.0011 645 18
G.11 09/16−10/28[7] 0.77 0.0002 0.042 0.0011 664 15
G.12 09/23−11/04[7] 0.776 0.0002 0.043 0.0012 683 16
G.13 09/30−11/11[7] 0.788 0.0002 0.049 0.0015 693 17
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Table 30: Simulation results for 7 consecutive biweekly sweeps with different starting dates
Strategy Sweep Duration Total Symptomatic STD Peak Symptomatic STD RDT STD
Infection [incidences Prevalence [max infection
per 1000 population] cases /population]
H.1 07/08−09/30[7] 0.588 0.0001 0.029 0.0010 559 17
H.2 07/15−10/07[7] 0.601 0.0001 0.031 0.0011 584 18
H.3 07/22−10/14[7] 0.628 0.0001 0.032 0.0008 639 19
H.4 07/29−10/21[7] 0.635 0.0001 0.032 0.0009 608 17
H.5 08/05−10/28[7] 0.650 0.0001 0.036 0.0011 637 18
H.6 08/12−11/04[7] 0.678 0.0001 0.037 0.0012 639 15
H.7 08/19−11/11[7] 0.692 0.0001 0.038 0.0010 663 17
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Figure 16: Sum of symptomatic infection cases per year for 7 consecutive weekly sweeps with
different starting dates
ProCCM sweeps started on July 8th and ended on Nov 25th of 2013 in the pilot study. To
find the optimal starting date of sweeps, we first proposed 13 sweep strategies, all of which are
composed of 7 consecutive weekly strategies and each of them starting on a different week during
peak season. We only selected 7 out of 21 sweeps in this comparison set to reduce the cost of
intervention. By exhaustive search, we identified the optimal strategy with the current constraints:
strategy G.5 which starts on the 31st week and lasts until the 37th week. With 29.2% reduction
in infection cases, its still not comparable to having weekly sweeps, but two-thirds of the cost is
reduced. We repeated the analysis on years 2010, 2011 and 2012. In all three cases, the optimal
starting weeks for 7 consecutive weekly sweeps are week 30 and 31, corresponding to strategy
G.4 and G.5. Other options like G.1 postponed the rapid growth of malaria prevalence in both
populations, yet the duration of intervention is not long enough to consolidate its effect over the
season. Strategies G.7 to G.13 are shown to be ineffective compared to strategy B, where only three
sweeps are adopted. Since the peak of malaria prevalence is reached at the mid-late peak season,
starting intervention during mid-peak season is not effective when the malaria prevalence within
the mosquito population is already very high. Early intervention is needed for effective malaria
control. Next, we examined the effect of having a longer intervention period by using biweekly
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Figure 17: Maximum infection prevalence in 2013 for 7 consecutive weekly sweeps with different
starting dates
sweeps. Strategies E conducted 11 biweekly sweeps converging the same 21-week period starting
on July 7th. The biweekly strategy could reduce the cost by half while still follow the requirement
of an early start and long duration. Alternatively, Strategy D conducted 21 weekly sweeps but each
time only having 50% of the population coverage instead of 100%. Reduction in malaria infections
in both cases are shown to be similar, with strategy D slightly better. In the later setting, there
are infectious humans who got detected earlier than a regular two-week period due to randomness.
Theoretically having 50% coverage each sweep could also reduce the cost by half, yet the idea of
randomly selecting 50% of the symptomatic humans to test is hard to implement. Covering half
of the villages on odd weeks and the other half on even weeks in more likely to be carried out in
practice. Without the randomness in the selection, the outcome is going to be different. For most of
the sub-Sahara African countries, funding for malaria intervention is a major barrier. Thus, we aim
at exploring a better option thats more cost-efficient while providing promising results in infection
control. Assuming each sweep has the same coverage, with the same amount of homecare providers,
the average number of malaria infection cases identified per sweep would be an essential indicator
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Figure 18: Sum of symptomatic infection cases per year for 7 consecutive bi-weekly sweeps with
different starting dates
of the cost efficiency for ProCCM strategies. Obviously, to not implement ProCCM at all would not
induce any cost. Within the low-cost setting, we examined the optimal starting date for 7 consecutive
biweekly sweeps on years 2010,2011,2012 and 2013. In all four cases, the optimal starting week
for 7 consecutive biweekly sweeps is at the beginning of peak season on week 27, corresponding
to strategy H.1. While having the same amount of sweeps, the outcome of the optimal biweekly
strategy, H.1, is better than the optimal weekly strategy, G.5. Less frequent interventions over a
longer duration is preferred over higher frequency over a shorter duration.
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MODELING THE TRANSMISSION OF GUINEA WORM DISEASE IN DOGS
AMONG MULTIPLE WATER SOURCES AND EVALUATING THE
EFFECTIVENESS OF INTERVENTION METHODS IN CHAD.
B.1. Regional Clustering
Our data documented GW infections within 5 regions, 19 districts, 88 zones, and 1674 villages of
Chad. We considered district as the smallest units for clustering to balance the level of complexity
and data quality (of GW infection in each unit). We used the relative worm emergence per month,
latitude, longitude, position along river and elevation of each district center as inputs for K-means to
generate clustering result. We compare the results from K-means (k = 4) with the 5 administrative
regions in Chad (Figure ??).
Since the distances from SLM region to any other regions, and to the river, is more than 40
km, we consider the districts within SLM region to be isolated from the others. Additionally, we
removed the third cluster, shown in Figure 1, due to insufficient data. Our data documented GW
infections within 5 regions, 19 districts, 88 zones, and 1674 villages of Chad. We considered district
as the smallest units for clustering to balance the level of complexity and data quality (of GW in-
fection in each unit). We used the relative worm emergence per month, latitude, longitude, position
along river and elevation of each district center as inputs for K-means to generate clustering result.
We compare the results from K-means (k = 4) with the 5 administrative regions in Chad (Figure
??).
Since the distances from SLM region to any other regions, and to the river, is more than 40 km,
we consider the districts within SLM region to be isolated from the others. The number of exuding
dogs from 2016 to 2018 within each cluster are plotted in Figure ??. Mois Cluster differs from the
other three in both infection seasonality and infection magnitude. Additionally, there are 13 months
within the three-year-period where no exuding dogs are documented in this cluster. Mois cluster is
too small to be considered as an individual cluster and its model is hard to validate due to insufficient
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Figure 20: Regional infection data.
data. Thus, we removed this cluster from our model.
B.2. Parameter Calibration
We first integrate the number of worms emerging from dogs per month and the number of dogs
with an emerging worm per month for the years 2016-2018 for each cluster (Table ??). Then,
we collected the percentage of tethering conducted for each region per year (Table ??). Note that
starting from 2017, tethering status for a certain number of infected dogs are not documented, thus
we calculated ranges for the actual tethering coverage.
Table 31: Tethering coverage for each cluster in Chad
Cluster (Figure??) Tethering Coverage Tethering Coverage Tethering Coverage
[2016] [2017] [2018]
1 West Chari 0.63 [0.43,0.83] [0.43,0.88]
2 East Chari 0.72 [0.40,0.86] [0.32,0.95]
4 Central Chari 0.74 [0.62,0.90] [0.49,0.88]
We first calibrate parameters for a shared infectivity curve among all clusters. Even with the
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best set of parameters, the simulation model failed to capture the difference in GW infection cases
between clusters. Thus, for each cluster, we calibrate parameters for infectivity curve separately. We
calibrate the model parameters by minimizing mean square error (MSE) of the exuding dogs. While
empirical data is more likely to be underreported than overreported for both the number of exuding
dogs and GWs, the former one is more accurate. We came up with three scenarios for each cluster,
where the tethering coverage of 2017 is the minimum, mean and the maximum of the documented
range. For each scenario, we calibrate parameters for infectivity curves. The simulation is initialized
with data from 2016 (number of infected dogs and number of emerging worms), and the remaining
data from 2017-2018 are used for calibration. We take 20 replications for each simulation scenarios.
Parameter searches are done using Cross Entropy method. Final calibration results are shown from
Figure ?? to Figure fig:GW8.
Figure 21: GW infection simulation for the West Cluster.
B.3. Dogs’ Traveling Behavior
McDonalds research on the ecology of Guinea Worm infection in dogs suggested that 80% of dogs
visit ponds that are within the 100-meter-range from the dog owners house [?]. Additionally, a
dogs the mean travel range is 4.4 square kilometers in Chad, much higher in dry season than in wet
season [?]. Based on the geographical data, we assigned groups to dogs within each cluster. The
interactions between clusters are:
1 Dogs do not use WS from the other clusters during the wet season (from June to October).
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Figure 22: GW infection simulation for the Central Cluster.
Figure 23: GW infection simulation for the East Cluster.
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2 Dog group I (40%) in the West Cluster uses the Central WS as their alternative with a proba-
bility of 20% during the dry season, group II (60%) uses the West WS with 100% probability.
3 Dog group I (10%) in the East Cluster use the Central WS as their alternative with a proba-
bility of 20% during the dry season, group II (90%) uses the East WS with 100% probability.
4 Dog group I (40%) in the Central Cluster uses the West WS as their alternative with a proba-
bility of 20% during the dry season. Dog group III (10%) of dogs uses the East WS as their
alternative with a probability of 20% during the dry season. Dog group II (50%) uses the
Central WS with 100% probability.
5 Dogs do not switch groups.
B.4. Simulation Optimization Model
Table 32: Notations for simulation optimization model
Notation Meaning
Tw ∈ [0,1] [Decision Variable] Tethering coverage in the West cluster.
Tc ∈ [0,1] [Decision Variable] Tethering coverage in the Central cluster.
Te ∈ [0,1] [Decision Variable] Tethering coverage in the East cluster.
Aw ∈ [0,1] [Decision Variable] Abating coverage in the West cluster.
Ac ∈ [0,1] [Decision Variable] Abating coverage in the Central cluster.
Ae ∈ [0,1] [Decision Variable] Abating coverage in the East cluster.
T̄ Tethering strategy T̄ = [Tw,Tc,Te].
Ā Abating strategy Ā = [Aw,Ac,Ae].
T̄U Uniform tethering strategy.
ĀU Uniform abating strategy.
In fi(T̄ , Ā) Total number of dog infections in cluster i, with intervention strategy T̄ , Ā.
Pi Dog population in cluster i.
Tmax,Amax Allocation upper bound for tethering/abating.
Ct ,CA Resource capacity for tethering/abating.
M Penalty weight.
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B.5. Results and Discussion
Next, we considered allocation strategies where tethering or abating coverages are not uniform
among clusters while maintaining the same resource level. Without loss of generality, we set the
resource level of tethering and abating to be the national average between 2016 and 2018. We
examined varies options of allocating one resource while keeping the other one uniform. Tethering
coverages are weighted based on the number of infected dogs in each cluster, but abating coverages
are not. For each set of experiments, we move on intervention resource from one or two clusters to
another one, while keeping the other one constant. We also included strategy As, in the opposite
direction in comparison with uniform allocation strategy (B) to verify that intervention outcomes
are worse-off otherwise.
Table 33: Sensitivity analysis on tethering resource allocation set I
Strategy Tethering Tethering Tethering Percentage of
(Abating 21% for all) coverage in West coverage in Central coverage in East dogs infected
A1 71% 68% 80% 3.69%
B 71% 71% 71% 3.23%
C1 71% 74% 62% 3.04%
D1 71% 77% 53% 2.76%
E1 71% 80% 44% 2.01%
F1 71% 83% 35% 1.79%
G1 71% 86% 26% 1.72%
H1 71% 89% 17% 1.62%
Base 0% 0% 0% 8.67%
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Table 34: Sensitivity analysis on tethering resource allocation set II
Strategy Tethering Tethering Tethering Percentage of
(Abating 21% for all) coverage in West coverage in Central coverage in East dogs infected
A2 74% 68% 74% 3.84%
B 71% 71% 71% 3.23%
C2 68% 74% 68% 2.97%
D2 65% 77% 65% 2.45%
E2 62% 80% 62% 2.22%
F2 59% 83% 59% 2.09%
G2 56% 86% 56% 2.04%
H2 53% 89% 53% 1.96%
Base 0% 0% 0% 8.67%
Table 35: Sensitivity analysis on tethering resource allocation set III
Strategy Tethering Tethering Tethering Percentage of
(Abating 21% for all) coverage in West coverage in Central coverage in East dogs infected
A3 68% 71% 77% 3.41%
B 71% 71% 71% 3.23%
C3 74% 71% 65% 3.16%
D3 77% 71% 59% 3.10%
E3 80% 71% 53% 2.96%
F3 83% 71% 47% 2.85%
G3 86% 71% 41% 2.93%
H3 89% 71% 35% 3.08%
Base 0% 0% 0% 8.67%
Finally, to verify that allocation 0% abating is indeed the optimal intervention strategy, we
search for optimal solutions when abating is fixed from 10% to 50% and compare the intervention
outcome with the true optimal solution.
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Table 36: Sensitivity analysis on abating resource allocation set I
Strategy Abating Abating Abating Percentage of
(Tethering 71% for all) coverage in West coverage in Central coverage in East dogs infected
A4 21% 19% 23% 3.48%
B 21% 21% 21% 3.23%
C4 21% 23% 19% 3.13%
D4 21% 25% 17% 3.00%
E4 21% 27% 15% 2.88%
F4 21% 29% 13% 2.69%
G4 21% 31% 11% 2.61%
H4 21% 33% 9% 2.58%
Base 0% 0% 0% 8.67%
Table 37: Sensitivity analysis on abating resource allocation set II
Strategy Abating Abating Abating Percentage of
(Tethering 71% for all) coverage in West coverage in Central coverage in East dogs infected
A5 24% 16% 24% 3.26%
B 21% 21% 21% 3.23%
C5 19% 26% 19% 2.80%
D5 16% 31% 16% 2.51%
E5 14% 36% 14% 2.40%
F5 11% 41% 11% 2.29%
G5 9% 46% 9% 2.19%
H5 6% 51% 6% 2.10%
Base 0% 0% 0% 8.67%
Table 38: Sensitivity analysis on abating resource allocation set III
Strategy Abating Abating Abating Percentage of
(Tethering 71% for all) coverage in West coverage in Central coverage in East dogs infected
A4 19% 21% 23% 3.38%
B 21% 21% 21% 3.23%
C4 23% 21% 19% 3.17%
D4 25% 21% 17% 3.12%
E4 27% 21% 15% 3.04%
F4 29% 21% 13% 2.94%
G4 31% 21% 11% 2.88%
H4 33% 21% 9% 2.80%
Base 0% 0% 0% 8.67%
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Table 39: Optimal intervention strategies with fixed abating coverage in the Central clutser.
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