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Most functionalities of modern electronic circuits rely on the possibility to modify the path fol-
lowed by the electrons using, e.g. field effect transistors. Here we discuss the interplay between
the modification of this path and the quantum dynamics of the electronic flow. Specifically, we
study the propagation of charge pulses through the edge states of a two-dimensional electron gas in
the quantum Hall regime. By sending radio-frequency (RF) excitations on a top gate capacitively
coupled to the electron gas, we manipulate these edge state dynamically. We find that a fast RF
change of the gate voltage can stop the propagation of the charge pulse inside the sample. This
effect is intimately linked to the vanishing velocity of bulk states in the quantum Hall regime and
the peculiar connection between momentum and transverse confinement of Landau levels. Our find-
ings suggest new possibilities for stopping, releasing and switching the trajectory of charge pulses
in quantum Hall systems.
Electronic states in the quantum Hall regime — ob-
tained for instance by applying a strong magnetic field
to a two-dimensional heterostructure — are very pecu-
liar; with a vanishing velocity in the bulk of the system,
they only propagate (in a chiral way) on the edges of
the sample. Following its initial discovery some thirty
years ago [1], the quantum Hall effect is now used for
the metrological measurements of the quantum of con-
ductance e2/h [2, 3] as well as a model system for meso-
scopic physics, e.g. electronic interferometers [4–6]. The
corresponding transport properties can be understood
quantitatively in a very simple and elegant way using
the Landauer-Bu¨ttiker scattering theory and the associ-
ated concept of one-dimensional chiral edge states [7].
These edge states can take place on the actual edges of
the sample — the mesa of the two dimensional electron
gas — or can be defined by electrostatic gates put on
top of the device. The field effect obtained by applying
voltages on these gates is in turn very peculiar, not only
does it allow one to close or open conducting paths (as in
conventional field effect transistors) but it also modifies
the actual paths taken by the electrons or even partitions
the edge states into the superposition of two paths [4, 5].
Progress in RF quantum transport are made at an in-
creasing rate [8, 9] so that single electron sources have
now moved from theory to the lab [9, 10]. These newly
available charge sources open a wealth of new possibili-
ties for quantum electronics. In this letter, we discuss the
dynamical manipulation of the path taken by the electron
using fast RF modification of gate voltages. We send
charge pulses from an Ohmic contact into the system.
We find that these charge pulses can be dynamically ma-
nipulated by means of the gates voltages; they can be
stopped, stored and their trajectories switched dynami-
cally.
Mechanism for stopping single electron pulses. We
start with defining our “stopping” protocol and the as-
sociated physical mechanism. Fig. 1(a,b) shows the first
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FIG. 1. (a) Color maps of dρ(x, y)/dV of the system indicat-
ing the position of the edge states at the Fermi level. A gate
voltage Vg is applied to the electrostatic gate (red dashed rect-
angle) and allows one to shift the position of the edge states:
Vg = V0 (left), Vg = 0 (right). (b) Band structure of the
system with polarized gate (Vg = V0: dashed red) and with
grounded gate (Vg = 0: blue line). The times t1 and t2 refer
to the stopping protocol described in Fig. 2
(simulated) sample that we consider. A two-dimensional
electron gas (2DEG) under high magnetic field connected
to two Ohmic contacts. We work in a regime where only
the lowest Landau levels (LLL) contribute to the trans-
port properties of the sample. It imposes that all vari-
ations of voltages are slow compared to the cyclotron
frequency. The upper contact is grounded while the
lower one is used to send voltage pulses through the
system. A side gate, capacitively coupled to the right-
hand side of the system (dashed line) allows one to mod-
ify the propagating edge states. When the gate voltage
Vg = V0 the current propagates through the middle of the
sample [Fig. 1(a) left] while when the gate is grounded,
the current propagates on the right edge of the sample
[Fig. 1(a) right]. Fig. 1(a,b) are not simple schematics
of the edge states but correspond to the extra electronic
density dρ(x, y)/dV that appears in the 2DEG upon im-
posing a DC bias voltage V at the lower contact.
The upper part of Fig. 2(a) shows our “stopping” pro-
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FIG. 2. (a) Color map of the charge density at various times during the “stopping” protocol. The gate is polarized for
t < t1, and slowly grounded between t1 and t2. At t2 the pulse is stopped. (b) Velocity v(t) of the pulse as a function of time.
Diamonds correspond to numerical data, the full line to the analytical result.
tocol. At time t = 0 we send a voltage pulse V (t) through
the lower contact in presence of a gate voltage Vg = V0
[Fig. 1(a)]. We wait until the pulse has propagated up
to (roughly) one third of the sample and at time t1 we
start decreasing the gate voltage Vg. At time t2, Vg = 0
and the gate is grounded [Fig. 1(b)]. The snapshots in
Fig. 2(a) show that this protocol actually stops the prop-
agation of the pulse which stays frozen in the system for
t > t2.
The mechanism behind this behavior can be easily un-
derstood from an analysis of the eigenstates of the sys-
tem. We model our system with the following Hamilto-
nian,
Hˆ =
(~P − e ~A)2
2m∗
+ V (~r, t) (1)
where ~P = −i~~∇, ~A = Bx~y in the Landau gauge, B is
the magnetic field, m∗ is the effective mass of the system
and the time-dependent potential V (~r, t) contains con-
tributions from the mesa boundary, the voltage pulse at
the Ohmic contact and the electric field due to the side
gate. In the absence of RF pulses, and assuming that our
system is invariant by translation along the y-direction
(which it is except close to the contacts but this is irrel-
evant), the LLL [that diagonalize Eq. (1)] are localized
along the x-direction and the plane waves along the y-
direction read,
Ψk(x, y) = e
−(x−kl2B)2/4l2B eiky, (2)
where the magnetic length is defined by Bl2B = ~/e.
In the absence of confining potential, the LLL are de-
generate with an energy E(k) = E0. Consequently
they are dispersionless with vanishing velocity as vk =
(1/~)∂E/∂k. The presence of a confining potential V (x)
breaks this degeneracy. Assuming (for the sake of the
argument, our results stand without this assumption)
that V (x) is smooth on the scale of lB , then the LLL
remain eigenstates of the Hamiltonian in presence of the
confining potential and their energy is simply raised by
the value of V (x) at the center of the state, E(k) =
E0 + V (kl
2
B). The corresponding LLL are propagating
on the edges. Fig. 1(b) shows the, numerically calcu-
lated, dispersion relations for Vg = V0 (dashed red) and
Vg = 0 (blue).
Let us now go back to the “stopping” protocol. Af-
ter we have sent the voltage pulse (0 < t < t1),
the system is in a superposition of LLL with energies
close to the Fermi energy EF (we use V (t)  EF ):
Ψ(t) =
∑
k akΨke
−iE(k)t. At t > t1, we start chang-
ing the gate voltage Vg. Although V (x, t) now depends
on time, we should bear in mind that the system re-
mains invariant by translation along the y-direction at all
times. As a result the momentum k is a good quantum
number and the linear superposition of LLL is unmodi-
fied. The dispersion relation is now time-dependent with
E(k, t) = E0 + V (kl
2
B , t) and the wave function reads,
Ψ(t) =
∑
k akΨke
−i ∫ t
0
duE(k,u). In other words, the en-
ergy decreases at fixed momentum k, as indicated by the
arrow in Fig. 1(b). In particular the velocity of the pulse
v(t) =
1
~
∂E(k, t)
∂k
∣∣∣∣
kF
(3)
decreases until it vanishes at t = t2 where the pulse stops.
This argument does not depend on the speed at which the
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FIG. 3. Charge density color map for the “stop and release” protocol. The two gates on each side of the system (red/blue
dashed rectangles) control the edge states (hence the direction of propagation of the pulse). The left gate is polarized for t ≤ t1
and grounded for t ≥ t2. At t2, the pulse is frozen. At t = t3 one of the two gates is polarized again, which releases the pulse.
Top: the left gate is polarized, the pulse follows its original edge state and is collected in the top left electrode. Bottom: the
right gate is polarized, the pulse follows the right hand side edge state and is collected in the bottom right electrode.
gate voltage is varied as long as it is fast enough for the
pulse not to escape the gated region before the velocity
vanishes. The quantum Hall effect therefore gives us a
way to modify the dispersion relation dynamically and
trap particles in a region of vanishing velocity.
Numerical calculations. We perform direct numeri-
cal simulations of our RF protocol in order to check the
above argument. Equation (1) is discretized on a lattice
according to usual prescriptions [11] with standard pa-
rameters for GaAS/AlGaAs heterostructures. We con-
sider a 2DEG of density ns = 10
11cm−2, correspond-
ing to a Fermi energy EF = 3.47meV or equivalently
to a Fermi wave length λF = 79nm. A magnetic field
B = 1.8T is applied to the system yielding a magnetic
length lB = 19nm and a cyclotron frequency ~ωc =
3.1meV (ωc = eB/m
∗). We used a realistic confining
potential for the gate that corresponds to a drift veloc-
ity v = 5 104m.s−1 but we did not actually solve the
associated electrostatics. DC calculations are performed
with Kwant [12]. RF simulations are performed with T-
Kwant [13, 14].
In Fig. 2(a), a Gaussian pulse V (t) =
Vp exp(−4 log(2)t2/τ2p ) of duration τP = 2ps and
amplitude VP = 0.4mV is sent through the system.
Fig. 2(a) actually shows the difference between two
simulations performed with and without the voltage
pulse . Indeed, upon decreasing Vg, the system relaxes to
a new equilibrium (with electrons entering the system in
order to fill the formerly forbidden region). We discuss
this aspect briefly toward the end of this letter. As
expected, we find that the pulse is indeed stopped for
t > t2. More importantly, Fig. 2(b) shows a quantitative
agreement between the numerics and the analysis made
above. The symbols show the velocity of the pulse
as measured from the time-dependent numerics (by
looking at the time evolution of the center of mass of
the electronic density carried by the pulse) while the
line corresponds to Eq. (3).
“Stop and release” protocol. Now that we have estab-
lished the mechanism for stopping the pulse, we proceed
with a slightly different sample with 4 terminals and an
additional top gate, see Fig. 3. The first part of the pro-
tocol of Fig. 3 is the same as previously. We sent a pulse
at t = 0 (now the pulse is sent from the lower left contact
and the left gate is polarized) and stop it by gradually
grounding the left gate between t1 and t2. For t2 < t < t3
the voltage pulse is stuck in the middle of the sample.
After waiting for some time, until t3, we do one of two
things. Either we increase again the voltage of the left
gate (upper panels) in order to restart the pulse, or we in-
crease the voltage of the other (right) gate (lower panels)
which also restarts the pulse but in a different direction.
From a theoretical point of view, both cases are very sim-
ilar and are essentially the counter-part of the stopping
protocol (and can be analyzed accordingly). However,
in practice they illustrate the versatility of what could
be accomplished with this dynamical modification of the
paths of the electrons. This RF protocol allows one to
stop a charge pulse, then store it for a while in a region
with vanishing velocity, and finally release it in a direc-
tion of our choice.
Probing “stopped and released” pulses with a Mach-
Zehnder interferometer. We end this letter with a last
set of simulations that allows us to further analyze the
nature of the “stop and release” protocol. In the sam-
ple sketched in Fig. 4(a), we send a voltage pulse, stop
it with a gate (as previously), wait for some time τw,
and release the pulse (again, as previously). However,
instead of directly collecting the current in the electrode,
it is sent through an electronic Mach-Zehnder interferom-
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FIG. 4. (a) Schematic of a Mach-Zehnder interferometer
with a “stop and release” gate. The blue line shows the two
paths of the interferometer. (b) Difference n1 − n2 between
the transmitted charges into contacts 1 and 2 as a function of
the waiting time of the pulse τw for EF = 3.47meV (purple
circles) and EF = 2.5meV (yellow triangles). Lines corre-
spond to the fit n1 − n2 = a1 + a2 sin2([(EF − E0)/2]τw).
eter obtained with two half-transmitting quantum point
contacts A and B. We refer to [4, 5] ([11, 14]) for ex-
perimental (theoretical) details about the Mach-Zehnder
geometry. Fig. 4(b) shows the difference between the to-
tal number of electrons collected at electrodes 1 (n1) and
2 (n2) as a function of the waiting time τw. The result is
at first sight rather intriguing, n1−n2 oscillates with τw
as cos((EF − E0)τw). To understand this behavior, one
needs to remember that a voltage pulse is not simply a
localized charge pulse propagating in vacuum, indeed a
delocalized plane wave (LLL) Ψ ∝ eiky−iEt already exists
before the pulse is sent. As one raises the bias voltage
V (t), the part of the wave at higher voltage starts accu-
mulating an extra phase φ(t) =
∫ t
du eV (u)/~. Noting
that φ(∞) = 2pin¯ (n¯: number of injected particles) and
supposing the voltage drop to be concentrated around
y = 0, the wave function just after the pulse takes the
form Ψ ∝ eiky−i2pin¯θ(−y) where θ(y) is the Heaviside func-
tion. In other words a voltage pule generates a kink in
the phase of the wave function. This kink, or phase do-
main wall, carries charges and propagates ballistically
through the sample. The 2pin¯ phase difference between
the front and the rear of the pulse causes oscillations of
n1−n2 with n¯ owing to the “dynamical control of interfer-
ence pattern” [14]. We now come back to our “stop and
release” protocol (ignoring the presence of the voltage
pulse). We suppose that the part of the edge state which
is affected by the gate corresponds to y ∈ [0, L] (using
curved coordinates that follow the edge state). Before
t1, we have a plane wave Ψ ∝ eiky−iEt. After t2, the
inner part for y ∈ [0, L] oscillates as eiky−iE0t while the
rest of the wave, unaffected by the gate, still oscillates as
eiky−iEt. Therefore, after the waiting time τw, a phase
difference 2pin¯w = (E − E0)τw has been accumulated
between the inner part and the outer one. When one re-
leases the pulse again at time t3, the wave function reads
Ψ ∝ eiky+i2pin¯wθ(y)θ(L−y). In other words, the “stop and
release” procedure is equivalent to introducing two volt-
age pulses in series separated by a distance L, one effec-
tive pulse of n¯w electrons followed by a counter-pulse of
−n¯w electrons. The oscillation shown in Fig. 4(b) sim-
ply follows from the “dynamical control of interference
pattern” of [14] applied to this series of two pulses.
Qualitative discussion of charge relaxation in the sys-
tem. Let us briefly discuss what happens in the “stop-
ping” protocol when one does not send any voltage pulse
in the system. We suppose, for the sake of the argument,
that the gate is grounded very abruptly (t2 = t1). Just
after t2 the former edge state is frozen as discussed ex-
tensively above. On the other hand, a new one (which
was at very high energy before t2) now appears on the
edge of the mesa. This edge state is initially empty and
gets gradually filled as electrons pour in from the elec-
trode. In our non-interacting model, only the propagat-
ing modes get filled in, leaving an empty puddle in the
region of the 2DEG where the velocity vanishes (most of
the area under the gate). This is of course unphysical as
it raises the electrostatic energy of the system. As the
new edge state is filled, the corresponding charges create
a local electric field; the neighboring edge states become
dispersive, and start to get filled as well. This process
continues until all the LLL below the gate are filled and
the system has relaxed to its equilibrium. This relaxation
process should be very slow as the whole area underneath
the gate needs to be filled while the electrons can only
be poured in through one-dimensional edge states. A
proper treatment of this physics would require solving
the Poisson equation self-consistently with quantum me-
chanics. It would allow one to describe the charge relax-
ation using the compressible and incompressible regions
discussed in [15]. We expect however that the (current
carrying) compressible stripes behave essentially in the
same way as the edge states of the non-interacting theory
used in this letter. Simulations of these phenomena will
be the subject of future work. In any case, performing
the difference between two simulations (with and without
charge pulse) allows us to disentangle the pulse physics
(of interest here) from the charge relaxation (poorly de-
scribed by our model). A similar protocol should be fol-
lowed experimentally.
Conclusion. RF quantum electronics is a very young
emerging field. Here, we have presented a few possibil-
ities offered in the quantum Hall regime. Even in the
simplest situation, one predicts intriguing, often counter
intuitive, results [14]. We note that the practical im-
plementation of the proposals presented in this letter
imply delicate experiments where one injects high fre-
quency pulses in a dilution fridge setup. The measure-
ment scheme however should not be too difficult as, by
periodically repeating the pulse sequences, measuring the
number of electrons received in one electrode amounts to
measuring DC currents.
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