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Chapter 1
Introduction
In string theory we are really dealing with a very complex conflation of several ideas and
theories at once which we will attempt to list first as follows:
1. Gauge theory. The most famous prototype is Yang-Mills theory. The main symmetries
playing a major role here besides local gauge invariance we mention supersymmetry and
conformal invariance.
2. Theory of general relativity especially concerning black holes.
3. Supergravity. Especially in 11 and 10 dimensions.
4. Bosonic string theory. It exists only in 26 dimensions.
The fundamental objects in gauge theory are fields and particles. The fundamental objects
in string theory are strings (open and close) while Dp-branes and the NS 5-branes are non-
perturbative configurations in string theory. The Dp-branes are p-branes with Dirichlet
boundary conditions. The p-branes are particles (p = 0), strings (p = 1), membranes
(p = 2), etc. They really play the role of electric and magnetic charges in ordinary
physics.
The spectrum of string theory in Hilbert space is discrete with a mass gap and thus it can
be mapped one-to-one with elementary particle-like states in the target space (spacetime).
5. Superstring theories. They exist in 10 dimensions and they admit supergravity theories
as low energy limits. They are:
(a) Type I is a theory of open strings with N = 1 supersymmetry. Only SO(32)
gauge charges are possible by the Green-Schwarz mechanism of anomaly cancella-
tion. These charges are attached at the ends of the open strings by the Chan-Paton
method. In this theory closed strings appear in the quantum theory as singlets under
the gauge group.
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(b) Type II A is a theory of closed strings with N = 2 supersymmetry and where the
two Majorana-Weyl spinors (or the corrsponding two conserved supercharges) are of
opposite chirality. There is no allowed gauge group.
(c) Type II B is a theory of closed strings with N = 2 supersymmetry and where the
two Majorana-Weyl spinors (or the corrsponding two conserved supercharges) are of
same chirality. There is no allowed gauge group.
(d) Heterotic SO(32). This is a theory of closed strings with N = 1 supersymmetry
where the SO(32) gauge charges are distributed on the closed strings.
(e) Heterotic E8 × E8. The same as above except that the allowed gauge group by the
Green-Schwarz mechanism is E8 × E8.
The local diffeomorphism symmetry or reparametrization invariance of the world sheet of
the string plays a fundamental role. Only the above two local gauge groups SO(32) and
E8×E8 are allowed in string theory by demanding the principle of anomaly cancellation.
Roughly, we can think of open strings as gauge theories and closed strings as gravity
theories.
These superstrings are connected to each other via an intricate web of dualities which are
generalizations of the electric-magnetic duality present in electromagnetism if magnetic
monopoles exist.
6. M-theory. Mostly unknown. We only know for sure that it exists in 11 dimensions and
admits supergravity in 11 dimension as a low energy limit. Objects of M-theory include
the supergraviton, the M2-brane and the M5-brane. The 11−dimensional supergravity
contains membrane solutions.
7. Type IIB matrix model. This is the IKKT model which is the only known non-perturbative
regularization of string theory.
8. M-(atrix) theory. In the context of string theory we mean by M-(atrix) theory the BFSS
matrix quantum mechanics and its BMN pp-wave deformation. The BFSS model can be
obtained as
(a) the regularized and quantized 11−dimensional supermembrane theory, or as
(b) the discrete light-cone quantization (DLCQ) of M-theory.
(c) More simply, it is the dimensional reduction of supersymmetric Yang-Mills theory
in 10 dimensions and as such it is a theory of D0-branes.
(d) Or as the compactification of the IKKT matrix model on a circle. This in fact gives
the finite temperature BFSS.
Some authors have suggested that ”M-(atrix) theory is perhaps even more powerful than
string theory” [17] in the sense that string theory gives only a first quantized theory in
the target space whereas M-(atrix) theory gives possibly a second quantized theory.
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9. Quantum gravity in two dimensions. The dynamical triangulation of quantum gravity in
two dimensions and its matrix models are closely related to the IKKT (D = 0) and BFSS
(D = 1) models.
10. The gauge/gravity duality. The idea that every nonabelian gauge theory has a dual
description as a quantum theory of gravity is not just an idea but it is in fact the most
important idea which came out of string theory and this this idea is by now a theory in
its own right. M(atrix) theory is one example but a more general scheme is given by the
AdS/CFT correspondence.
In the following, we will present three supersymmetric matrix theories in dimensions 0 + 0
(type IIB Matrix Model), 1 + 0 (M-(atrix) Theory), and 1 + 1 (Matrix String Theory) which
are of paramount importance to superstring theory and M-theory.
These theories play a vital role in the emergence of geometry, gravity and cosmology, and
in the description of gravitational instabilities such as the information loss problem and the
black-hole/black-string transition. They are also featured prominently in the gauge/gravity
duality which relates supersymmetric U(N) gauge theories in p + 1 dimensions and type II
string theories in 10 dimensions around black p-brane solutions. These string models together
with the techniques of random matrix theory, noncommutative geometry and lattice gauge
theory provide a starting point for what we may call ”computational string theory”.
This review is organized as follows. Chapter 2 contains a lightning introduction into string
theory and some other related topics. Chapter 3 deals mostly with the BFSS matrix quantum
mechanics but also with the DVV matrix gauge theory and their physics. The two main
applications which were discussed extensively are the black-hole/black-string (confinement-
deconfinement) phase transition and the black hole information loss paradox and checks of
the gauge/gravity duality. Chapter 4 deals with the IKKT matrix model. The two selected
applications here are emergent matrix Yang-Mills cosmology from the Lorentzian IKKT matrix
model and noncommutative/matrix emergent gravity from the Euclidean version.
These notes are in some sense the second part of the LNP publication ”Lectures on Matrix
Field Theory” [209].
This research was supported by CNEPRU: ”The National (Algerian) Commission for the
Evaluation of University Research Projects” under the contract number DO1120130009.
I woul like also to acknowledge the generous funding from the International Center for
Theoretical Physics ICTP (Trieste) within the associate scheme 2015− 2020.
I would like also to acknowledge generous funding and warm hospitality in previous years
from the Dublin Institute for Advanced Studies DIAS (Dublin).
All illustrations found in this review are only sketches of original Monte Carlo and numerical
results. They were created by Dr. Khaled Ramda and Dr. Ahlam Rouag.
Finally, I would like to apologize from the outset for any omission in references. It is certainly
not my intention to cause any offence. The goal here is to simply cover a larger terrain of very
interesting and difficult ideas in a pedagogical way.
Chapter 2
A Lightning Introduction to String
Theory and Some Related Topics
2.1 Quantum black holes
String theory provides one of the most deepest insights into quantum gravity. Its single
most central and profound result is the AdS/CFT correspondence or gauge/gravity duality [55].
See [54, 116] for a pedagogical introduction. As it turns out, this duality allows us to study
in novel ways: i) the physics of strongly coupled gauge theory (QCD in particular and the
existence of Yang-Mills theories in 4 dimensions), as well as ii) the physics of black holes (the
information loss paradox and the problem of the reconciliation of general relativity and quantum
mechanics). String theory reduces therefore for us to the study of the gauge/gravity duality
and its most imporatnt example the AdS/CFT correspondence.
Indeed, the fundamental observation which drives the lectures in this chapter and [117] is
that: “BFSS matrix model [23] and the AdS/CFT duality [55, 118, 119] relates string theory
in certain backgrounds to quantum mechanical systems and quantum field theories” which is
a quotation taken from Polchinski [120]. The basic problem which is of paramount interest
to quantum gravity is Hawking radiation of a black hole and the consequent evaporation of
the hole and corresponding information loss [121, 122]. The BFSS and the AdS/CFT imply
that there is no information loss paradox in the Hawking radiation of a black hole. This is the
central question we would like to understand in great detail.
Towards this end, we need to understand first quantum black holes, before we can even
touch the gauge/gravity duality and the AdS/CFT correspondence, which require in any case
a great deal of conformal field theory and string theory as crucial ingredients. Thus, in this
section we will only worry about black hole radiation, black hole thermodynamics and the
information problem following [120, 123–128]. This section is a sort of a summary of the very
detailed presentation [117] which conatins an extensive list of references.
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2.1.1 Schwarzschild black hole
We start by presenting the star of the show the so-called Schwarzschild eternel black hole
given by the metric
ds2 = −(1− 2GM
r
)dt2 + (1− 2GM
r
)−1dr2 + r2dΩ2. (2.1.1)
Before we embark on the calculation of Hawking radiation it is very helpful to understand the
physical origin behind this radiation in the most simple of terms.
The motion of a scalar particle of energy ν and angular momentum l in the background
gravitational field of the Schwarzschild black hole is exactly equivalent to the motion of a
quantum particle, i.e. a particle obeying the Schrodinger equation, with energy E = ν2 in a
scattering potential given in the tortoise coordinate r∗ with the expression
V (r∗) =
r − rs
r
(rs
r3
+
l(l + 1)
r2
)
, r∗ = r + rs ln(
r
rs
− 1). (2.1.2)
This potential vanishes at infinity and at the event horizon rs and thus the particle is free at
infinity and at the event horizon. See figure (2.1). This potential is characterized by a barrier at
r ∼ 3rs/2 where the potential reaches its maximum and the height of this barrier is proportional
to the square of the angular momentum, viz
Vmax(r∗) ∼ l
2 + 1
G2M2
∼ (l2 + 1)TH , (2.1.3)
where TH = 1/(8piGM) is the Hawking temperature which we will compute shortly.
On the other hand, these particles are in thermal equilibrium at the Hawking temperature
and thus the energy ν is proportional to TH . Thus, we can immediately see from this simple
argument that only particles with no angular momentum, i.e. l = 0, can go through the poten-
tial barrier and escape from the black hole to infinity. These particles are precisely Hawking
particles. The difference with the case of Rindler spacetime lies in the fact that in Rindler
spacetime the potential barrier is infinite and thus no particles can go through and escape from
the black hole to infinity. This is a very strong but simple physical description of Hawking
radiation.
2.1.2 Hawking temperature
A systematic derivation of the Hawking radiation is given in three different ways.
By employing the fact that the near-horizon geometry of Schwarzschild black hole is Rindler
spacetime and then applying the Unruh effect in Rindler spacetime. Recall that Rindler space-
time is a uniformly accelerating observer with acceleration a related to the event horizon rs by
the relation
a =
1
2rs
. (2.1.4)
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The Minkowski vacuum state is seen by the Rindler observer as a mixed thermal state at the
temperature T = a/2pi which is precisely the Enruh effect. This is in one sense what lies at the
basis of Hawking radiation.
Secondly, by considering the eternal black hole geometry and studying the properties of the
Kruskal vacuum state |0K〉 with respect to the Schwarzschild observer. The Kruskal state for
Schwarzschild observer plays exactly the role of the Minkowski state for the Rindler observer
the Schwarzschild vacuum plays the role of the Rinlder vacuum. The Schwarzschild observer
sees the Kruskal vacuum as a heath bath containing
〈0k|Nω|0K〉 = δ(0)
exp(2piω/a)− 1 (2.1.5)
particles. We can infer immediately from this result the correct value T = a/2pi of the Hawking
temperature.
Thirdly, we computed the Hawking temperature by considering the more realistic situation
in which a Schwarzschild black hole is formed by gravitational collapse of a thin mass shell as
in the Penrose diagram shown in figure (2.2) (the thin shell is the red line). Then by deriving
the actual incoming state known as the Unruh vacuum state. The Unruh state is a maximally
entangled state describing a pair of particles with zero Killing energy. One of the pair |nR〉
goes outside the horizon and is seen as Hawking radiation whereas the other pair |nL〉 falls
behind the horizon and goes into the singularity at the center and thus it corresponds to the
information lost inside the black hole. This quantum state is given by the relation
|U〉 ∼
∑
n
exp(−npiω
a
)|nR > |nL > . (2.1.6)
Although, the actual quantum state of the black hole is pure, the asymptotic Schwarzschild
observer registers a thermal mixed state given by the density matrix
ρR = TrL|U〉〈U | ∼
∑
n
exp(−2npiω
a
)|nR〉〈nR|. (2.1.7)
Thus, the Schwarzschild observer registers a canonical ensemble with temperature
T =
1
8piGM
. (2.1.8)
In summary, a correlated entangled pure state near the horizon gives rise to a thermal mixed
state outside the horizon.
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Figure 2.1: Schwarzschild potential.
Figure 2.2: Penrose diagram of the formation of a black hole from gravitational collapse
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Figure 2.3: Page time, the entanglement entropy and the information.
2.1.3 Page curve and unitarity
The information loss problem can then be summarized as follows (see [117] for an extensive
discussion). The black hole starts in a pure state and after its complete evaporation the Hawking
radiation is also in a pure state. This is the assumption of unitarity. The information is given
by the difference between the thermal entropy of Boltzmann and the information entropy of
Von Neumann whereas the entanglement entropy is the Von Neumann entropy in the case the
system is described by a pure state. The entanglement entropy starts at zero value then it
reaches a maximum value at the so-called Page time (also maybe called information retention
time) then drops to zero again. The Page time is the time at which the black hole evaporates
around one half of its mass and the information starts to get out with the radiation. Before the
Page time only energy gets out with the radiation with little or no information, while only at
the Page time the information starts to get out, and it gets out completely at the moment of
evaporation (see figure (2.3)). This is guaranteed to happen because of the second principle of
thermodynamics and the assumption of unitarity. The behavior of the entanglement entropy
with time is called the Page curve and a nice rough derivation of this curve can be outlined using
All rights reserved to Badis Ydri 13
the so-called Page theorem. The computation of the Page curve starting from first principles
will provide, in some precise sense, the mathematical solution of the black hole information loss
problem.
2.1.4 Information loss problem
Since this is a vital issue we state the information loss in different terms.
We consider again a black hole formed by gravitational collapse as given by the above
Penrose diagram. The Hilbert space Hin of initial states |ψin〉 is associated with null rays
incoming from J − at r = ∞, i.e. Hin = H−. The Hilbert space Hout of final states |ψout〉
is clearly a tensor product of the Hilbert space H+ of the scattered outgoing radiation which
escapes to the infinity J + and the Hilbert space HS of the transmitted radiation which falls
behind the horizon into the singularity. This is the assumption of locality. Indeed, the outgoing
Hawking particle and the lost quantum behind the horizon are maximally entangled, and thus
they are space like separated, and as a consequence localized operators on J + and S must
commute. We have then
Hin = H− , Hout = H+ ⊗HS. (2.1.9)
From the perspective of observables at J + (us), the outgoing Hawking particles can only be
described by a reduced density matrix, even though the final state |ψout〉 is obtained from the
initial state |ψin〉 by the action of a unitary S-matrix. This is the assumption of unitarity. This
reduced density matrix is completely mixed despite the fact that the final state is a maximally
entangled pure state. Eventually, the black hole will evaporate completely and it seems that we
will end up only with the mixed state of the radiation. This the information paradox. There
are six possibilities here:
1. Information is really lost which is Hawking original stand.
2. Evaporation stops at a Planck-mass remnant which contains all the information with
extremely large entropy.
3. Information is recovered only at the end of the evaporation when the singularity at r = 0
becomes a naked singularity. This contradicts the principle of information conservation
with respect to the observe at J + which states that by the time (Page or retention time)
the black hole evaporates around one half of its mass the information must start coming
out with the hawking radiation.
4. Information is not lost during the entire process of formation and evaporation. This is
the assumption of unitarity. But how?
5. Horizon is like a brick wall which can not be penetrated. This contradicts the equivalence
principle in an obvious way.
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6. Horizon duplicates the information by sending one copy outside the horizon (as required
by the principle of information conservation) while sending the other copy inside the
horizon (as required by the equivalence principle). This is however forbidden by the
linearity of quantum mechanics or the so-called quantum xerox principle.
2.1.5 Thermodynamics
The last point of primacy importance concerns black hole thermodynamics. The thermal
entropy is the maximum amount of information contained in the black hole. The entropy is
mostly localized near the horizon, but quantum field theory (QFT) gives a divergent value,
instead of the Bekenstein-Hawking value
S = A/4G, (2.1.10)
where A is the surface area of the black hole. The number of accessible quantum microscopic
states is determined by this entropy via the formula
n = exp(S). (2.1.11)
Since QFT gives a divergent entropy instead of the Bekenstein-Hawking value it must be re-
placed by quantum gravity (QG) near the horizon and this separation of the QFT and QG
degrees of freedom can be implemented by the stretched horizon which is a time like mem-
brane, at a distance of one Planck length lP =
√
G~ from the actual horizon, and where the
proper temperature gets very large and most of the black hole entropy accumulates.
2.2 Some string theory and conformal field theory
The standard text remains the classic book by Green, Schwarz and Witten [1,2]. Of course,
also a classic is the book by Polchinski [4,5]. The modern text [3] is truly modern and as such it
turns out to be extremely useful. Also the books [6], [8] and [9] were used extensively. We also
found the lectures [7] on conformal field theory very illuminating and the seminal papers [10–12]
on the Virasoro algebra very helpful.
2.2.1 The conformal anomaly
The starting point is the path integral
Z =
∫
Dh(σ)DX(σ) eiS[h,X] , S[h,X] = − 1
2pi
∫
Σ
d2σ
√
h hab∂aX
µ∂bXµ. (2.2.1)
We use the two reparametrization invariances and the Weyl symmetry to impose the conformal
gauge hab = e
φηab. The action S[X, h] becomes
S[X] = − 1
2pi
∫
Σ
d2σ∂aX
µ∂aXµ. (2.2.2)
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The Fadeev-Popov gauge fixing procedure leads then to the ghost action
S[b, c] =
i
pi
∫
d2σ c−∇+b−− + i
pi
∫
d2σ c+∇−b++. (2.2.3)
The ghost fields c+ and c− are the components of a vector ghost field ca whereas the antighosts
b++ and b−− are the components of a traceless symmetric antighost tensor field bab. The total
gauge-fixed action S[X, b, c] is given by
S[X, b, c] = − 1
2pi
∫
Σ
d2σ∂aX
µ∂aXµ +
i
pi
∫
d2σ c−∇+b−− + i
pi
∫
d2σ c+∇−b++. (2.2.4)
We recall the non-zero components of the energy-momentum tensor given by
T++ = ∂+X
µ∂+Xµ
T−− = ∂−Xµ∂−Xµ. (2.2.5)
The contribution of the ghosts to the world-sheet energy-momentum tensor is given by
T g++ = −i∇+c+b++ −
i
2
c+∇+b++. (2.2.6)
T g−− = −i∇−c−b−− −
i
2
c−∇−b−−. (2.2.7)
The Virasoro generators Lgm are the Fourier modes of T
g
++ in the same that Lm are the Fourier
modes of T++. They satisfy quantum mechanically the algebra
[Lgm, L
g
n] = (m− n)Lgm+n + (−
13
6
m3 +
m
6
)δm+n,0. (2.2.8)
We recall the Virasoro algebra
[Lm, Ln] = (m− n)Lm+n + D
12
(m3 −m)δm+n,0. (2.2.9)
The total Virasoro generators are defined by
LTOTm = Lm + L
g
m − aδm,0. (2.2.10)
The constraints read now
LTOTm = 0. (2.2.11)
The Virasoro algebra reads now
[LTOTm , L
TOT
n ] = (m− n)LTOTm+n +
(
2am+
D
12
(m3 −m)− 13
6
m3 +
m
6
)
δm+n,0
= (m− n)LTOTm+n +
(
D − 26
12
m3 +
2 + 24a−D
12
m
)
δm+n,0. (2.2.12)
The conformal anomaly vanishes iff
D = 26, a = 1. (2.2.13)
This means in particular that only for these values that the theory is truly conformally invariant.
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2.2.2 The operator product expansion
We go now to Euclidean signature, i.e. σ2 = iσ0 = iτ and σ1 = σ, and we define the
complex coordinates z = σ1 + iσ2, z¯ = σ1 − iσ2. The action S[X] becomes
S =
1
pi
∫
d2z∂Xµ∂¯Xµ. (2.2.14)
The right-moving solution XµR becomes a holomorphic function, i.e. an analytic function of
z, while the left-moving solution XµL becomes an antiholomorphic function, i.e. an analytic
function of z¯. The residual symmetries of this Euclidean action are given by the conformal
mappings
z −→ f(z) , z¯ −→ z¯ = f¯(z¯). (2.2.15)
These are angle-preserving transformations when f and its inverse are both holomorphic. For
example, z −→ z + a is a translation, z −→ ζz where |ζ| = 1 is a rotation, and z −→ ζz where
ζ is real not equal to 1 is a scale transformation called also dilatation.
We will work with the complex coordinates
w = e−2iz = e2(σ
2−iσ1) , w¯ = e−2iz¯ = e2(σ
2+iσ1). (2.2.16)
The world sheet is now regarded as a Riemann surface. The Euclidean time σ2 corresponds
to the radial distance r = exp(2σ2) on the complex plane, with the infinite past σ2 = −∞ at
r = 0, and the infinite future σ2 = +∞ is a circle at r = ∞. Thus, time ordered product of
operators on the cylinder becomes radially ordered product of operators on the complex plane.
We will rewrite in the following for simplicity
z = e2(σ
2−iσ1) , z¯ = e2(σ
2+iσ1). (2.2.17)
We compute then
Tz¯z¯ = −2∂¯Xµ∂¯Xµ =
∑
m
L˜m
z¯m+2
, Tzz = −2∂Xµ∂Xµ =
∑
m
Lm
zm+2
. (2.2.18)
The classical stress-energy tensor T (z) = Tzz = −2∂Xµ(z)∂Xµ(z) is defined quantum mechan-
ically by the normal ordered expression
−2T (z) = 4 : ∂Xµ(z)∂Xµ(z) :
= limz−→w
(
4R(∂Xµ(z)∂Xµ(w)) +
δµµ
(z − w)2
)
. (2.2.19)
The radially ordered product is related to the normal ordered product by the relation
2nR(Xµ(z1, z¯1)...X
ν(zn, z¯n)) = 2
n : Xµ(z1, z¯1)...X
ν(zn, z¯n) : +
∑
contractions.
(2.2.20)
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The sum runs over all ways of choosing one pair of fields (or two or more pairs in the case
we have an arbitrary product of fields) from the product and replacing each term with the
contraction
4R(Xµ(z, z¯)Xν(w, w¯)) = 4 : Xµ(z, z¯)Xν(w, w¯) : −δµν
(
ln(z − w) + ln(z¯ − w¯)
)
.(2.2.21)
A primary field is a conformal field of conformal dimension (h, h¯). In other words, it is a
tensor field of rank n = h+ h¯ under conformal transformations with components Φz...z,z¯...z¯(z, z¯)
transforming under the conformal transformations z −→ w(z) and z¯ −→ w¯(z¯) as
Φ(z, z¯) −→ (∂w
∂z
)h(
∂w¯
∂z¯
)h¯Φ(w, w¯). (2.2.22)
The rank h+ h¯ is called the dimension of Φ and it determines its behavior under scalings while
h− h¯ is the spin of Φ and it determines its behavior under rotations.
Since Tzz is holomorphic and Tz¯z¯ antiholomorphic the conserved currents in terms of the
stress-energy tensor are given by (with T (z) = Tzz = (∂zΦ)
2, T¯ (z¯) = Tz¯z¯ = (∂z¯Φ)
2)
Jz = iT (z)(z) , Jz¯ = iT¯ (z¯)¯(z¯). (2.2.23)
We will only concentrate on the holomorphic part for simplicity. The conserved charge Q on
the complex plane, associated with the infinitesimal conformal transformation T (z)(z), is then
defined by
Q =
1
2pii
∮
dwT (w)(w). (2.2.24)
This generates the infinitesimal conformal transformation
δΦ(w, w¯) = (w)∂wΦ + hΦ∂w(w). (2.2.25)
The quantum analogue of this equation is
δΦ(w, w¯) = [Q,Φ(w, w¯)]
=
1
2pii
∮
dz(z)R(T (z)Φ(w, w¯)). (2.2.26)
The integration contour over z is understood now to encircle the point w. The radially or-
dered product R must be analytic in the neighborhood of the point w in order for the integral
to make sense. Thus, one must have a Laurent expansion. We reproduce the infinitesimal
transformations (2.2.25) if and only if the radially ordered product is given by
R(T (z)Φ(w, w¯)) =
h
(z − w)2 Φ(w, w¯) +
1
z − w∂wΦ(w, w¯) + regular power series in (z − w).
(2.2.27)
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The conjugate analogue of this equation is
R(T¯ (z¯)Φ(w, w¯)) =
h¯
(z¯ − w¯)2 Φ(w, w¯) +
1
z¯ − w¯∂w¯Φ(w, w¯) + regular power series in (z¯ − w¯).
(2.2.28)
As examples we compute
R(T (z)Xν(y)) = −2 : ∂Xµ(z)∂Xµ(w)Xν(y) : + 1
z − y∂X
ν(y) + ... (2.2.29)
R(T (z)∂Xν(y)) = −2 : ∂Xµ(z)∂Xµ(w)∂Xν(y) : + 1
(z − y)2∂X
ν(y) +
1
z − y∂
2Xν(y) + ...
(2.2.30)
The normal ordered objects behave as classical quantities and thus they are finite in the limit
z −→ w. We rewrite these results as
T (z)Xν(y) =
1
z − y∂X
ν(y) + ... (2.2.31)
T (z)∂Xν(y) =
1
(z − y)2∂X
ν(y) +
1
z − y∂
2Xν(y) + ... (2.2.32)
This means in particular that Xµ and ∂Xµ are conformal fields of weights h = 0 and h = 1
respectively. These are examples of the operator product expansion.
The operator product expansion of the energy-momentum tensor with itself is found to be
given by
R(T (z)T (y)) = : ∂Xµ(z)∂Xµ(w)∂Xν(y)∂Xν(x) :
+ δµµ
1
2(z − y)4 +
2
(z − y)2T (y) +
1
z − y∂T (y). (2.2.33)
We write this as
T (z)T (y) = δµµ
1
2(z − y)4 +
2
(z − y)2T (y) +
1
z − y∂T (y). (2.2.34)
We can immediately see that T (z) is a conformal field of weight h = 2, which is the classical
value, if δµµ = 0. The constant c = δµµ = D is called the central charge. The energy-momentum
tensor is not conformal unless c = 0. In this case it is a primary field of weight (2, 0). The
central charge is therefore the conformal anomaly and it is due to quantum effects. Obviously,
the central charge is equal one for a single scalar field.
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2.2.3 The bc CFT
The gauge-fixed action is given in Euclidean world sheet by (with the scaling b −→ b and
c− −→ ic− and c+ −→ −ic+)
SE =
1
2pi
∫
d2z
(
2∂Xµ∂¯Xµ + b−−∂¯c− + b++∂c+
)
. (2.2.35)
The ghost energy-momentum tensor was found to be given by (including also Wick rotation)
−2T g++ = −2b++∂¯c+ + c+∂¯b++ , −2T g−− = −2b−−∂c− + c−∂b−−. (2.2.36)
The above theory involves a free fermionic conformal field theory termed bc CFT given in terms
of anticommuting fields b and c by
SE =
1
2pi
∫
d2zb∂¯c. (2.2.37)
This is conformally invariant for all b and c transforming under conformal transformations as
tensors of weights (λ, 0) and (1− λ, 0). In the quantization of the string action we have found
that λ = 2. Since the ghost fields c+ and c− are the components of a vector ghost field ca
whereas the antighosts b++ and b−− are the components of a traceless symmetric antighost
tensor field bab. Thus, the ghost field c has conformal dimension −1 whereas the antighost field
b has conformal dimension 2. In other words, b transforms as the energy-momentum tensor
while c transforms as the gauge transformations (diffeomorphism) parameter.
We compute the radial ordering in terms of the normal ordering and a contraction (propa-
gator) as follows
R(b(z1)c(z2)) =: b(z1)c(z2) : + < b(z1)c(z2) > . (2.2.38)
The propagator is given by
< b(z1)c(z2) >=
1
z1 − z2 . (2.2.39)
We get then the operator product expansions
b(z1)c(z2) ∼ 1
z1 − z2 , c(z1)b(z2) ∼

z1 − z2 . (2.2.40)
b(z1)b(z1) ∼ O(z1 − z2) , c(z1)c(z2) = O(z1 − z2). (2.2.41)
The  in (2.2.40) is equal +1 in our case. But in the case where b and c satisfy Bose statistics
we must set  = −1.
The generalization of the second equation of (2.2.36) is given by (including also normal
ordering to be precise)
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2Tbc = : −λb(z)∂c(z) + (λ− 1)c(z)∂b(z) :
= limz−→w
(
− λb(z)∂c(w) + (λ− 1)c(z)∂b(w) + 1
(z − w)2
)
. (2.2.42)
Indeed, we can check that
R(Tbc(z)b(y)) =: ... : +
λ
(z − y)2 b(y) +
1
z − y∂b(y). (2.2.43)
R(Tbc(z)c(y)) =: ... : +
1− λ
(z − y)2 c(y) +
1
z − y∂c(y). (2.2.44)
This shows explicitly that b is of conformal dimension λ and c is of conformal weight equal
1− λ, as it should be, and that T (z) is then the correct form of the energy-momentum tensor.
The above formulas generalize, for a primary field O with weights (h, h¯), to the Ward
identities
R(T (z)O(y, y¯)) =: ... : + h
(z − w)2O(y, y¯) +
1
z − y∂O(y, y¯). (2.2.45)
R(T¯ (z¯)O(y, y¯)) =: ... : + h¯
(z¯ − w¯)2O(y, y¯) +
1
z¯ − y¯ ∂O(y, y¯). (2.2.46)
For example, Xµ is of weights (0, 0), ∂Xµ is of weight (1, 0), ∂¯Xµ is weight (0, 1), ∂2Xµ is of
weight (2, 0), and : exp(ikX) : is of weights (α
′
k2/4, α
′
k2/4). However, the operator product
expansion of the energy-momentum tensor with itself is given in general by
T (z)T (y) =
c
2(z − y)4 +
2
(z − y)2T (y) +
1
z − y∂T (y). (2.2.47)
The constant c is called the central charge and the energy-momentum is therefore not a con-
formal field unless c = 0. We have found that c = δµµ = D for D scalar fields.
What is the analogue result for the bc CFT above?
After some calculation we get the operator product expansion
Tbc(z)Tbc(y) =
c
2(z − y)4 + 2
Tbc(y)
(z − y)2 +
∂Tbc(y)
z − y
c = −2(6λ2 − 6λ+ 1). (2.2.48)
Th Faddeev-Popov ghosts of the gauge-fixed Polyakov action have weights corresponding to
λ = 2, viz (2, 0) for the antighost b and (−1, 0) for the ghost c, with conformal anomaly
c = −26. Thus, the conformal anomaly c(λ = 2,  = 1) = −26 can be canceled by 26 spacetime
coordinates Xµ since the weight of every Xµ is 1.
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2.2.4 The super-conformal field theory
We enhance conformal symmetry to the superconformal case. In this case we have D
scalars Xµ with conformal dimension 1 and D Majorana-Weyl spinors corresponding to b = ψ
and c = ψ¯ with equal conformal dimensions λ = 1 − λ = 1/2. The gauge fixing in this case
using the so-called superconformal gauge introduces, besides the two fermion ghosts b and c
with λ = 2, two boson ghosts with λ = 3/2. Thus the total conformal anomaly coming from
the ghosts in this case is c(2, 1) + c(3/2,−1) = −26 + 11 = 15. This can be canceled by the
contribution of the D coordinates Xµ and their D superpartners ψµ with λ = 1/2. Indeed, the
contribution of the dynamical fields to the conformal anomaly given by c = D(1+1/2) = 3D/2
cancels exactly for 3D/2 = 15, i.e. D = 10. As it turns out, c = 3D/2 is precisely the central
charge of the energy-momentum tensor.
2.2.5 Vertex operators
In quantum field theory particles (or states) are created from the vacuum by quantum
fields (operators). This provides a one-to-one map between states and operators. In closed
string theory this map is given by vertex operators Vφ(z, z¯) which represent the absorption or
emission of string states |φ〉 from points z on the world sheet. (Recall that the closed string
cylinder is mapped to the complex plane under Wick rotation τ −→ iτ and conformal mapping
z = exp(τ − iσ)). The vertex operators Vφ(z, z¯) are clearly insertions of point like operators
at the points z on the complex plane. They are primary fields whereas the string states are
highest weight states. By summing over all insertion points we obtain gs
∫
d2zVφ(z, z¯). The
vertex operators for closed strings have conformal dimension (1, 1).
The closed string ground state (tachyon) is the state with no oscillators excited but with
momentum k, viz |φ〉 = |0, k〉. The corresponding vertex operator is : exp(ikX) : which has
a conformal dimension equal (k2/8, k2/8) = (1, 1) (assuming ls = 1). We should then take an
average over the absorption or emission point on the world sheet as
∫
d2z : exp(ikX) : since
the state is independent of the insertion point.
The vertex operators for excited states will contain additional factors, of conformal dimen-
sion (n, n) where n is a positive integer, which are induced by the creation operators αµ−m,
m > 0. It is not difficult to convince ourselves that the desired rule to pass from the state to
the operator is to replace αµ−m with ∂
mXµ.
The vertex operators for open strings are conformal fields of dimension 1. The tachyon
state is again associated with the operator : exp(ikX) : which has a conformal dimension equal
k2/2 = 1 in open string theory. Also, by summing over all insertion points on the open string
world sheet (upper complex half plane) we get an expression of the form go
∮
Vφ(s)ds where go
is the open string coupling, viz g2o = gs, and s labels the boundary.
The vertex operator for the vector gauge field (photon) state |φ〉 = ξµ(αµ−1)†|0, k〉 (the first
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excited state in open string theory) is given by∫
ds : ξµ∂tX
µ exp(ikX) : . (2.2.49)
The insertions are located on the real axis, which is the boundary of the upper half complex
plane, and ∂t is the derivative along the boundary. The boundary of the upper half complex
plane corresponds (if we undo the conformal mapping) to the boundaries σ = 0 and σ = pi of
the open string world sheet which is a strip in spacetime. Thus the photon is associated with
the end points of the open string.
2.2.6 Background fields
The spectrum of closed strings at the first excited level consists of a graviton, an antisym-
metric second rank tensor field and a scalar field. The most important background fields which
can couple to the string are precisely those fields which are associated with these massless
bosonic degrees of freedom in the spectrum. Namely, the metric gµν(X), the antisymmetric
two-form gauge field Bµν(X), and the dilaton field Φ(x). The metric gµν couples in the obvious
way
S1 = − 1
4piα′
∫
M
d2σ
√−hhαβgµν(X)∂αXµ∂βXν . (2.2.50)
The coupling of the two-form gauge field Bµν is given by
S2 = − 1
4piα′
∫
M
d2σαβBµν(X)∂αX
µ∂βX
ν . (2.2.51)
The epsilon symbol is defined such that 01 = 1 and it is a tensor density, i.e. αβ/
√−h
transforms as a tensor. The above action changes by a total divergence under the gauge
transformations
δBµν = ∂µΛν − ∂νΛµ. (2.2.52)
Thus, this term which couples the two-form gauge field Bµν to the world sheet of the string
is the analogue of the coupling of the one-form Maxwell field to the world line of a charged
particle given by
S = q
∫
dτAµx˙
µ. (2.2.53)
Also, this term is only present for oriented strings, and it can be eliminated by a procedure
called orientifold projection, i.e. a projection onto strings which are invariant under reversal
of orientation. This term is also the source of much of the noncommutative geometry which
appears from string theory.
All rights reserved to Badis Ydri 23
The dilaton field is more interesting. It couples to the string via the scalar curvature R(2)(h)
of the metric hµν on the 2−dimensional string world sheet. The action reads
S3 =
1
4pi
∫
M
d2σ
√−hΦ(X)R(2)(h). (2.2.54)
Because of the absence of explicit factors of X this action is one order higher than S1 and S2
in the α
′
expansion, i.e. S3 should be thought of as an order α
′
correction compared to the
first two actions S1 and S2. For Φ = 1 we get The Hilbert-Einstein action in 2−dimension.
However, in two dimensions this action is exactly equal the so-called Euler characteristic
χ =
1
4pi
∫
M
d2σ
√−hR(2)(h). (2.2.55)
This is a topological invariant which gives no dynamics to the 2−dimensional metric hµν . The
proof goes as follows. The variation of the Hilbert-Einstein action in any dimension is known
to be given by
δχ =
1
4pi
∫
d2σ
√−hδhαβ(Rαβ − 1
2
hαβR). (2.2.56)
The Riemann tensor always satisfies Rαβγδ = −Rβαγδ = −Rαβδγ. In two dimensions a second
rank antisymmetric tensor can only be proportional to αβ. Thus, the Riemann tensor R
(2)
αβγδ
must be proportional to the scalar curvature R(2). We find explicitly
1
h
αβγδ = hαγhβδ − hβγhαδ. (2.2.57)
Hence
Rαβγδ =
1
2
(hαγhβγ − hβγhαδ)R(2). (2.2.58)
We deduce immediately that
R
(2)
αβ −
1
2
hαβR
(2) = 0⇒ δχ = 0. (2.2.59)
The Hilbert-Einstein action in two dimensions is therefore invariant under any continuous
change in the metric. This does not mean that the Hilbert-Einstein action vanishes in two
dimensions but it means that it depends only on the global topology of the world sheet since
it is in fact a boundary term, i.e. the integrand in (2.2.55) is a total derivative.
The action (2.2.55) is also invariant under Weyl rescalings for a world sheet without a
boundary. In the presence of a boundary an additional boundary term is needed [4].
The action S1 + Φχ, where Φ is here a constant, looks like the Hilbert-Einstein action for
the 2−dimensional metric hµν coupled to D massless scalar field Xµ propagating on the world
sheet. These scalar fields also define the embedding of the world sheet in a background target
spacetime with metric gµν(X).
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2.2.7 Beta function: finiteness and Weyl invariance
We start by considering the action S1. This is a nonlinear sigma model in the conformal
gauge hαβ = ηαβ. In this gauge one must also impose the Virasoro conditions Tαβ = 0. In
the critical dimension the two conditions T++ = T−− = 0 are sufficient to define the Hilbert
space of physical states without negative norm states. There remains the condition T+− = 0
which actually holds classically due to the invariance under rescalings. The goal now is to check
whether or not there is an anomaly in T+−.
The breakdown of scale invariance is due to the fact that we can not regularize the theory in
a way which maintains scale or conformal invariance. Even dimensional regularization violates
scale invariance. The breakdown of scale invariance can be described by the beta function of
the theory which is related to the UV behavior of Feynman diagrams. The more fundamental
question here is whether or not the nonlinear sigma model S1|h=η is Weyl invariant. Indeed,
Weyl invariance implies global scale invariance which in turns implies the vanishing of the beta
function which is equivalent to UV finiteness. Also, we note that the beta function is in fact
the trace of the energy-momentum tensor which shows explicitly why finiteness is equivalent to
Weyl invariance.
Furthermore, we note that the quantum mechanical perturbation theory is an expansion
around small α
′
, while the coupling constants of the theory are given by the metric components
gµν(X) with corresponding beta functions βµν(X). The couplings gµν are actually functions
and thus their associated beta functions are in fact functionals. In the explicit calculation, we
will use dimensional regularization in 2 +  dimensions.
We expand Xµ around inertial coordinates Xµ0 , which do not depend on the world sheet
coordinates σ and τ , with fluctuations given by Riemann normal coordinates xµ as
Xµ = X0µ + x
µ. (2.2.60)
The metric gµν then starts as the flat metric ηµν with corrections given in terms of the Riemann
tensor of the target spacetime by
gµν = ηµν − 1
3
Rµανβx
αxβ + ... (2.2.61)
The action S1 organizes as an expansion in powers of x. The first term which is quadratic is the
classical action. The second term which is quartic yields the one-loop correction by contracting
two of the x’s. The beta function is related to the poles in dimensional regularization which
originate from logarithmically divergent integrals. The counter term that must be subtracted
from S1 to cancel the logarithmic divergence of the theory is found to be given in terms of the
Ricci tensor of the target spacetime by
S = − 1
12pi
∫
d2σ∂αX
µ∂αXνRµν(X). (2.2.62)
The 1/ pole is due to the logarithmic divergence of the propagator in two dimensions which
behaves as
< xµ(σ)xν(σ
′
) >=
1
2
ηµν , σ
′ −→ σ. (2.2.63)
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The beta function is extracted precisely from the 1/ pole. We get the beta functions
βµν(X) = − 1
4pi
Rµν(X). (2.2.64)
The condition for the vanishing of the beta functions is then precisely given by the Einstein
equations
Rµν(X) = 0. (2.2.65)
We go back to the action S1 and check directly that the condition of Weyl invariance leads
to the same result. Again we work in 2 +  dimensions. We substitute the conformal gauge
hαβ = exp(φ)ηαβ in S1. We also substitute the expansion (2.2.61) in S1. The φ dependence
does not vanish in the limit  −→ 0. Indeed, we find (with yµ = (1 + φ/2)xµ) [1]
S = − 1
2pi
∫
d2σφ∂αyµ∂αyµ − 1
4pi
∫
d2σφRµν∂
αyµ∂αy
ν . (2.2.66)
This is φ independent, and hence the theory is Weyl invariant, if and only if Rµν = 0.
By computing the two-loop correction to the beta function we can deduce the leading string-
theoretic correction to general relativity. We find the beta function and the corrected Einstein
equations
βµν(X) = − 1
4pi
(
Rµν +
α
′
2
RµλαβR
λαβ
ν
)
⇒ Rµν + α
′
2
RµλαβR
λαβ
ν = 0. (2.2.67)
We generalize this result to the nonlinear sigma model S1 + S2 + S3. Again we work in 2 + 
dimensions in the conformal gauge hαβ = exp(φ)ηαβ. Now the conditions for Weyl invariance
in the limit  −→ 0 are precisely equivalent to the conditions of vanishing of the one-loop beta
functions, associated with the background fields gµν , Bµν and Φ, and they are given explicitly
by
0 = Rµν +
1
4
Hλρµ Hνλρ − 2DµDνΦ. (2.2.68)
0 = DλH
λ
µν − 2DλΦHλµν . (2.2.69)
0 = 4(DµΦ)
2 − 4DµDµΦ +R + 1
2
HµνρH
µνρ. (2.2.70)
The Dµ is the covariant derivative with respect to the metric gµν of the target spacetime
manifold, and Hµνρ is the third rank antisymmetric tensor field strength associated with the
gauge field Bµν defined by Hµνρ = ∂µBνρ + ∂ρBµν + ∂νBρµ, and therefore it must be invariant
under the gauge transformations (2.2.52). The above conditions are in fact the equations of
motion derived from the action
S = − 1
2κ2
∫
ddx
√−g exp−2Φ
(
R− 4DµΦDµΦ + 1
12
HµλρH
µλρ
)
. (2.2.71)
All rights reserved to Badis Ydri 26
2.2.8 String perturbation expansions
The Euler characteristic of a compact Riemann surface M of genus g is given, in terms of
the number nh of handles, the number nb of boundaries and the number of cross-caps nc of the
surface, by
χ = 2(1− g) , 2g = 2nh + nb + nc (2.2.72)
If we choose Φ to be a constant, viz Φ = λ = constant, then the Euclidean path integral with
action S1 + S3 on a surface of genus g becomes
Zg = λ
−2(g−1)
∫
[dXdh] exp(−S1). (2.2.73)
The full partition function is then given by the sum over world sheets
Z =
∑
g
Zg. (2.2.74)
The coefficient λ is the string coupling constant controlled by the Euler action or more precisely
by the expectation value of the dilaton field, viz
κ ≡ g20 ∼ exp(λ). (2.2.75)
This is not a free parameter in the theory. Obviously the number of distinct topologies charac-
terized by g is very small compared to the number of Feynman diagrams.
We would like to show this result in a different way for its great importance. We consider
a tree level scattering process involving M gravitons. The M external gravitons contribute
M − 2 interaction vertices while each loop contributes two vertices κ (see figure 3.9 of [1]). The
process is described by a Riemann surface M of genus g. The genus g of the surface is precisely
the number of loops. This is because
(κ)M−2(κ2)g = κMκ−2(1−g). (2.2.76)
The factor κM can be absorbed in the normalization of external vertex operators. Thus we
obtain for the diagram or the Riemann surface the factor
κ−χ. (2.2.77)
This is exactly the factor appearing in the partition function (2.2.73).
There are four possible string theory perturbation expansions, corresponding to different
sum over world sheets, depending on whether the fundamental strings are oriented or unoriented
and whether or not the theory contains open strings in addition to closed strings. Thus, we
can not have a consistent string theory perturbation expansion with open strings alone. Strings
can be unoriented because of the presence of the so-called orientifold plane whereas strings can
be open because of the presence of D−branes. We list the four consistent string theories with
their massless spectra and their allowed world sheet topologies:
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• Closed oriented strings: gµν, Bµν, Φ. All oriented surfaces without boundaries.
These are found in type II superstring theories and heterotic string theories. Here we
can only have closed and oriented world sheets which have nb = nc = and hence g = nh.
The genus is precisely the number of loops. Since g = nh there exists one single topology
(one string Feynman graph) at each order of perturbation theory. This string Feynman
graph contains all the field theory Feynman diagrams which are generated, with their
enormous number, in the singular limit where handles become too long compared to their
circumferences and thus can be approximated by lines. The perturbation expansion of
closed oriented strings are UV finite.
• Closed unoriented strings: gµν, Φ. All surfaces without boundaries.
• Closed and open oriented strings: gµν, Bµν, Φ, Aµ. All oriented surfaces with
any number of boundaries.
• Closed and open unoriented strings: gµν, Φ. All surfaces with any number of
boundaries.
These are found in type I superstring theories. In this case world sheets are Riemann
surfaces with boundaries and cross-caps as well as handles. These theories are also UV
finite but the cancellation between string Feynman diagrams of the same Euler class is
more delicate.
2.2.9 Spectrum of type II string theory
For the closed superstring we have left movers and right movers. The left movers can be
in the Ramond R sector or the Neveu-Schwarz NS sector and similarly for the right movers.
In other words, we have four sectors: R-R, NS-NS, R-NS and NS-R. In the NS sector the
GSO condition means that we project on states with positive G-parity in order to eliminate
the tachyon whereas in the R sector we project on states with positive or negative G-parity
depending on the chirality of the ground state. Thus, we can obtain two different theories
depending on whether the left and right movers in the R sectors have the same or opposite
G-parity.
These two theories are:
1. Type IIA: In this case the R sector of the left movers and the R sector of the right
movers are distinct, i.e. they have opposite chiralities. Again, the ground state of the left
handed movers in the R sector is a Majorana-Weyl spinor with positive chirality |0, k,+〉R
while in the NS sector the ground state is the vector field bi−1/2|0, k〉NS. Then, the ground
states of the right handed movers are given by |0, k,−〉R and bi−1/2|0, k〉NS. The ground
states of the closed RNS superstring in its four sectors are then given by
|0, k,+〉R ⊗ |0, k,−〉R , R−R. (2.2.78)
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bi−1/2|0, k〉NS ⊗ bi−1/2|0, k〉NS , NS−NS. (2.2.79)
bi−1/2|0, k〉NS ⊗ |0, k,−〉R , NS−R. (2.2.80)
|0, k,+〉R ⊗ bi−1/2|0, k〉NS , R−NS. (2.2.81)
We write this tensor product as
(8v ⊕ 8s+)⊗ (8v ⊕ 8s−) = (1⊕ 28⊕ 35v ⊕ 8v ⊕ 56v)B ⊕ (8s+ ⊕ 8s− ⊕ 56s+ ⊕ 56s−)F .
(2.2.82)
Explicitly, we have
NS−NS = (1⊕ 28⊕ 35v)B
= φ(scalar dilaton)⊕ Aµν(antisymmetric 2− form gauge field)
⊕ gµν(symmetric traceless rank− two tensor graviton). (2.2.83)
R−R = (8v ⊕ 56v)B
= Aµ(gauge field)⊕ Aµνλ(antisymmetric 3− form gauge field). (2.2.84)
NS−R = (8s+ ⊕ 56s+)F
= ψ+(spin half dilatino)⊕ χ+(spin three half gravitino). (2.2.85)
R−NS = (8s− ⊕ 56s−)F
= ψ−(spin half dilatino)⊕ χ−(spin three half gravitino). (2.2.86)
This is the particle content of type II A supergravity in 10 dimensions. And it is the
particle content obtained from the dimensional reduction of 11−dimensional supergravity.
Since we have two dilatinos and two gravitinos we have N = 2 supersymmetry.
2. Type IIB: In this case the R sector of the left movers and the R sector of the right movers
have the same chirality taken + for concreteness. The ground state of the left handed
movers in the R sector is a Majorana-Weyl spinor with positive chirality |0, k,+〉R while
in the NS sector the ground state is the vector field bi−1/2|0, k〉NS. Similarly, the ground
states of the right handed movers are |0, k,+〉R and bi−1/2|0, k〉NS. The ground states of
the closed RNS superstring in its four sectors are then given by
|0, k,+〉R ⊗ |0, k,+〉R , R−R. (2.2.87)
bi−1/2|0, k〉NS ⊗ bi−1/2|0, k〉NS , NS−NS. (2.2.88)
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bi−1/2|0, k〉NS ⊗ |0, k,+〉R , NS−R. (2.2.89)
|0, k,+〉R ⊗ bi−1/2|0, k〉NS , R−NS. (2.2.90)
We write this tensor product as
(8v ⊕ 8s+)⊗ (8v ⊕ 8s+) = (1⊕ 28⊕ 35v ⊕ 1⊕ 28⊕ 35+)B ⊕ (8s+ ⊕ 8s+ ⊕ 56s+ ⊕ 56s+)F .
(2.2.91)
Explicitly, we have
NS−NS = (1⊕ 28⊕ 35v)B
= φ(scalar dilaton)⊕ Aµν(antisymmetric 2− form gauge field)
⊕ gµν(symmetric traceless rank− two tensor graviton). (2.2.92)
R−R = (1⊕ 28⊕ 35+)B
= φ(scalar field)⊕ Aµν(antisymmetric 2− form gauge field)
⊕ Aµναλ(antisymmetric 4− form gauge field with self − dual field strength).
(2.2.93)
NS−R = (8s+ ⊕ 56s+)F
= ψ+(spin half dilatino)⊕ χ+(spin three half gravitino). (2.2.94)
R−NS = (8s+ ⊕ 56s+)F
= ψ−(spin half dilatino)⊕ χ−(spin three half gravitino). (2.2.95)
This is the particle content of type II B supergravity in 10 dimensions which can not be
obtained by dimensional reduction of 11−dimensional supergravity.
2.3 On Dp-branes and T-duality
2.3.1 Introductory remarks
The p-branes are p−dimensional non-perturbative stable configurations which can carry
generalized conserved charges. These charges can obviously act as sources for antisymmetric
tensor gauge fields with p+1 indices. For example the 0-brane which is a point particle can have
an electric and magnetic charges which generate the electromagnetic field. The magnetic dual
of a p−brane is a (D−p−4)−brane. For example in D = 10 the magnetic dual of a 0-brane is a
6-brane. The Dirichlet p-branes or Dp-branes are p-branes which are characterized by Dirichlet
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boundary conditions for open strings terminating on them. M-branes, and NS-branes are also
p-branes. The NS5-brane is special since it is the magnetic dual of the fundamental string in
the heterotic and type II superstring theories. See the short review [43].
We note that the D1-brane configuration is a string which we also call a D-string. D-
strings carry an R-R charge and not an NS-NS charge as opposed to the fundamental type IIB
superstring which acts as a source for the usual two-form B-field of the NS-NS sector and not
as a source for the two-form C-field of the R-R sector. In general D-branes will also carry an
R-R charge, i.e. they act as sources for the corresponding R-R (p+ 1)−forms [42].
The stable Dp-branes in type II superstring theory, which come with even values of p in
type IIA and odd values of p in type IIB, preserve 16 supersymmetries and as such they are
called half-BPS Dp-branes. They carry conserved R-R charges and the corresponding open
string spectrum is free of tachyons.
Let us now consider type II superstring theory which contains only closed strings. The
presence of a Dp-brane modifies the allowed boundary conditions of the strings. Both Neumann
and Dirichlet boundary conditions are now allowed. Hence in addition to the closed strings we
can have open strings whose endpoints are fixed on the Dp-brane.
These open strings describe therefore the excitation of the Dp-brane and their quantization is
clearly identical to the quantization of the ordinary open superstrings. An elementary exposition
of this result can be found in [8].
On the other hand, the massless modes of type I open superstrings consist of a Majorana-
Weyl spinor ψ coming from the Ramond sector and a gauge field Aa coming from the Neveu-
Schwarz sector. Their dynamics is given at low energy by a supersymmetric U(1) gauge the-
ory in 10 dimensions. The field Aa is a function of only the zero modes of the coordinates
x0, x1, x2, ..., xp since, by the Dirichlet boundary conditions xp+1 = ... = x9 = 0 at σ = 0, pi, the
zero modes of the other coordinates xp+1,...,x9 must vanish. The reduced massless vector field
Aa, a = 0, 1, ..., p, behaves therefore as a U(1) vector field on the p-brane world volume while
Xa−p ≡ Aa for a = p+1, ..., 9 behave as scalar fields normal to the p-brane. Hence, these scalar
fields describe fluctuations of the position of the p-brane.
Therefore at low energy the theory on the (p+1)−dimensional world volume of the Dp-brane
is the reduction to p+1 dimensions of 10−dimensional supersymmetric U(1) gauge theory [40].
Generalization of this fundamental result to the case of N coincident Dp-branes is straight-
forward. At low energy the theory on the (p + 1)−dimensional world-volume of N coincident
Dp-branes is the reduction to p + 1 dimensions of 10−d supersymmetric U(N) gauge theory.
When the velocities and/or the string coupling are not small the minimal supersymmetric
Yang-Mills is replaced by the supersymmetric Born-Infeld action [45].
2.3.2 Coupling to abelian gauge fields
We start by writing Maxwell’s equations in the notation of differential forms. See for example
the classic and pedagogical exposition [13]. The gauge field Aµ is a one-form A1 = Aµdx
µ
whereas the field strength is a two-form F2 = dA1 = Fµνdx
µ ∧ dxν/2. Maxwell’s equations in
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the presence of electric and magnetic charges given respectively by the electric and magnetic
currents Jeµ = (ρe, ~Je) and J
m
µ = (ρm, ~Jm) are given by the equations
dF = ∗Jm , d ∗ F = ∗Je. (2.3.1)
The Je and Jm are the electric and magnetic one-form currents defined by J = Jµdx
µ. The ∗ is
the duality transformation or Hodge star which converts p−forms into (D− p)−forms where D
is the dimension of spacetime. In the absence of magnetic charges, the first equation in (2.3.1)
is the homogeneous Bianchi identity which is a geometric equation whereas the second equation
is Euler inhomogeneous equation which is a dynamical equation.
The U(1) gauge transformations in the notation of forms is given by δAn = dΛn−1. In our
case n = 1 and thus Λ0 is a zero-form (function) and δ is the adjoint of the exterior derivative
d which is given on p−forms by the relation δ = (−1)pD+d+1 ∗ d∗. We have by construction
d2 = δ2 = 0. The electric and magnetic charges in four dimensions are defined by the integrals
e =
∫
S2
∗F , g =
∫
S2
F. (2.3.2)
The electric and magnetic charges are related by the celebrated Dirac quantization condition
eg/2pi ∈ Z (Dirac considered the motion of an electric charge in the field of a magnetic monopole
and demanded that the wave function can be consistently defined). The electromagnetic duality
is given by F ↔ ∗F and e↔ g.
Generalization to p-branes in D dimensions is straightforward (the point particle is a 0-
brane). The world volume of a Dp-brane is a (p+ 1)−dimensional spacetime. The gauge field
living on this world volume is an n−form An where n = p + 1 (the gauge field living on the
world line of a particle is a one-form A1). Thus the electric coupling of the n−form gauge field
An to the world volume of the Dp-brane is given by
S = µp
∫
Ap+1. (2.3.3)
For a point particle this is the usual interaction S = e
∫
A1 = e
∫
dτAµdx
µ/dτ . Thus µp is
the electric charge of the Dp-brane. This electric charge is given in terms of the field strength
(n+ 1)−form Fn+1 = dAn by the obvious relation
µp =
∫
∗Fp+2. (2.3.4)
The dual ∗Fp+2 of the (p+ 2)−form field strength F is a (D− p− 2)−form. Thus the integral
in the above formula is over a sphere SD−p−2 which is the surface that surrounds a p-brane in
D dimensions.
The magnetic dual of the electrically charged p-brane will carry a magnetic charge νp com-
puted obviously by the integral
νp =
∫
Fp+2. (2.3.5)
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The integral is over a sphere Sp+2. In the same way that the sphere SD−p−2 surrounds a p-
brane, the sphere SD−q−2 = Sp+2 must surround a q-brane where q = D − p − 4. Hence the
magnetic dual of a p-brane in D dimensions is a D − p− 4 brane. For example, the magnetic
dual of a D0-brane is a D − 4 brane (in 10 dimensions this is the D6-brane).
The electric and magnetic charges µp and νp = µD−p−4 must also satisfy the Dirac quanti-
zation condition, viz µpµD−p−4/2pi ∈ Z.
In the remainder of this section we will simply follow the presentations [6] and [3].
2.3.3 Symmetry under the exchange of momentum and winding
Let us consider bosonic string theory in a spacetime compactified on a circle of radius
R. A closed string wrapped around the circle can be contracted to a point and thus it is a
topologically stable configuration characterized by a winding number w ∈ Z. The coordinate
X25 of the string along the circle must then be periodic such that
X25(σ + pi, τ) = X25(σ, τ) + 2piRw. (2.3.6)
For the other coordinates Xµ, µ = 0, ..., 24, the boundary condition is the usual periodic
boundary condition with w = 0. Thus the mode expansion along these directions remains
unchanged whereas along the circular 25th direction it becomes given by (l2s = 2α
′)
X25 = x25 + 2α′p25τ + 2Rwσ +
i
2
ls
∑
n6=0
1
n
e−2inτ
(
α25n e
2inσ + α˜25n e
−2inσ). (2.3.7)
Since the wave function will contain the factor exp(ip25x25), and since x25 is compact and
periodic, we conclude that the momentum p25 must be quantized as
p25 =
k
R
, k ∈ Z. (2.3.8)
The quantum number k is the so-called Kaluza-Klein excitation number. We split the above
solution into left and right movers as usual, viz (with α250 = α˜
25
0 = lsp
25/2 and x˜25 is an arbitrary
constant)
X25R (τ − σ) =
1
2
(x25 − x˜25) +
√
2α′α250 (τ − σ) +
i
2
ls
∑
n 6=0
1
n
α25n exp(−2in(τ − σ)). (2.3.9)
X25L (τ + σ) =
1
2
(x25 + x˜25) +
√
2α′α˜250 (τ + σ) +
i
2
ls
∑
n6=0
1
n
α25n exp(−2in(τ − σ)). (2.3.10)
The zero modes are given explicitly by
√
2α′α250 = α
′ k
R
− wR ,
√
2α′α˜250 = α
′ k
R
+ wR. (2.3.11)
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The mass relation in the uncompactified 24 + 1 dimensions (where now the winding number k
labels different particle species) is given by M2 = −pµpµ, µ = 0, ..., 24. Thus
M2 =
2
α′
(α250 )
2 − pµpµ = 2
α′
(α250 )
2 +
4
α′
(N − 1)
=
2
α′
(α˜250 )
2 +
4
α′
(N˜ − 1). (2.3.12)
By taking the sum and the difference we get
α′M2 =
α′k2
R2
+
w2R2
α′
+ 2(N + N˜ − 2). (2.3.13)
N − N˜ = kw. (2.3.14)
These formulas are invariant under the transformations
k ↔ w , R↔ R˜ = α′/R. (2.3.15)
Thus the theory on a circle of radius R with momentum modes k and winding modes w is
equivalent to the theory on a circle of radius R˜ with momentum modes w and winding modes
k. This profound property is called T-duality and it goes beyond perturbative bosonic string
theory to a non-perturbative symmetry of supersymmetric string theory.
We remark that in the limit of large R the momentum modes become lighter while winding
modes become heavier. Thus, in the strict limit R −→ ∞ only the states with zero winding
w = 0 and all values of momentum k will survive forming a continuum. This is obviously the
uncompactified theory.
Let us now consider the limit of small R where momentum modes become heavier while
winding modes become lighter. In this case only the states with zero momentum k = 0 and
all values of the winding number w will survive, in the strict limit R −→ 0, forming also a
continuum. In other words, we end up with an effective uncompactified direction in the limit
R −→ 0 as well. This is not the expected result of dimensional reduction found in field theory
and also found in open string theory which should occur in the limit R −→ 0.
Under the above duality we have α250 −→ −α250 and α˜250 −→ α˜250 . As it turns out, the theory
is symmetric under the full exchange of the right moving and left moving parts of the compact
direction X25, viz
X25L (τ + σ) −→ X25L (τ + σ) , X25R (τ − σ) −→ −X25R (τ − σ). (2.3.16)
Thus the 25th coordinate is mapped as
X25 = X25L +X
25
R = x
25 + 2α′
k
R
τ + 2Rwσ + ... −→ X˜25 = X25L −X25R = x˜25 + 2α′
k
R
σ + 2Rwτ + ...
(2.3.17)
The coordinate x˜25 parametrizes the dual circle with period 2piR˜ in the same way that the
coordinate x25 parametrizes the original circle with period 2piR.
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2.3.4 Symmetry under the exchange of Neumann and Dirichlet
We consider now bosonic open string theory in 26 dimensions. As we know the require-
ment of Poincare invariance implies that the ends of the open strings must obey the Neumann
boundary conditions
∂
∂σ
Xµ|σ=0,pi = 0. (2.3.18)
This holds in all directions, i.e. µ = 0, ..., 25. We compactify now the theory as before on a
circle of radius R. In this case there is no winding modes attached to the open string. Indeed,
the general solution for the 25th coordinate satisfies Neumann boundary conditions and thus
it must be given by the usual formula
X25 = x25 + l2sp
25τ + ils
∑
n6=0
1
n
α25n exp(−inτ) cosnσ. (2.3.19)
By splitting this solution into left moving and right moving parts X25R and X
25
L , and then
applying the T-duality transformation X25R −→ X˜25R = −X25R and X25L −→ X˜25L = X25L , we
obtain the solution
X˜25 = x˜25 + l2sp
25σ + ls
∑
n6=0
1
n
α25n exp(−inτ) sinnσ. (2.3.20)
We note the following:
• The T-dual theory has no momentum in the 25th direction since there is no τ dependence.
• The T-dual string satisfies Dirichlet boundary conditions in the 25th direction, viz (where
p25 = k/R and R˜ = α′/R)
X˜25|σ=0 = x˜25 , X˜25|σ=pi = x˜25 + 2pikR˜. (2.3.21)
Thus, the ends of the open strings are fixed on the above wall on the dual circle of
radius R˜. This corresponds to a hyperplane in spacetime which is precisely the so-called
Dirichlet p-brane or Dp-brane for short. In the above case p = 24 whereas in the original
case where there was no compactified directions p = 25. In the general case where there
are n compactified directions we have p = 25− n.
• The T-dual string wraps k times around the dual circle of radius R˜ in the 25th direction.
The string remains open though since it lives in more dimensions. Again we observe that
the momentum k has become winding under T-duality. More importantly, this winding
is topologically stable since the ends of the string are fixed.
In summary, under T-duality a bosonic open string (with momentum and no winding) satisfy-
ing Neumann boundary conditions on a circle of radius R is transformed into an open string
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(without momentum and with winding) satisfying Dirichlet boundary conditions on the dual
circle of radius R˜ = α′/R. The dual strings have their ends fixed on the D24-brane X˜25 = x˜25
and they wrap around the dual circles an integer number of times.
Remark also that ordinary open string theory should be thought of as a theory of open
strings ending on a D25-brane (a spacetime filling D-brane). T-duality acting (obviously along
a parallel direction) on this D25-brane has produced a D24-brane. T-duality acting along the
dual circle (which is the perpendicular direction to the D24-brane) will take us back to the
D25-brane.
In general, T-duality acting along a parallel direction to a Dp-brane will produce a D(p−1)-
brane while acting on a perpendicular direction will produce a D(p+1)-brane.
2.3.5 Chan-Paton factors
Dp-branes carry background gauge fields on their world volumes. The end points of open
strings terminating on Dp-branes are seen as charged particles by these gauge fields. We are
thus led to the case of open strings with additional degrees of freedom at their end points which
are called Chan-Paton charges.
The Chan-Paton charges are additional degrees of freedom carried by the open string at its
end points which preserve spacetime Poincare´ invariance and world sheet conformal invariance.
They have zero Hamiltonian and hence they are background degrees of freedom, i.e. non
dynamical.
For example, if we want to describe oriented strings with N additional degrees of freedom
at their end points, we should then consider the gauge group U(N). We can place at the end
point σ = 0 the fundamental representation N of the group U(N) whereas at the end point
σ = pi we place the antifundamental representation N¯. The open string states will then be
labeled by the Fock space states φ and the momentum k, as usual, but also by two indices i
and j running from 1 to N characterizing the Chan-Paton charges at the two ends σ = 0 and
σ = pi of the strings. We have then
|φ, k〉 −→ |φ, k, ij〉. (2.3.22)
By construction this state transforms under U(1)i as a quark of charge +1 whereas it transforms
under U(1)j as an antiquark of charge −1. An arbitrary string state is then described by a
linear combination of these states given by means of N2 hermitian matrices λaij, a = 1, ..., N
2
(Chan-Paton matrices) as
|φ, k, a〉 =
N∑
i,j=1
|φ, k, ij〉λaij. (2.3.23)
These states are called Chan-Paton factors. Since the Chan-Paton charges are non dynamical,
in any open string scattering process, the right end of string number a associated with the
matrix λaij is in the same state as the left end of string number b associated with the matrix λ
b
kl
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and so on, and hence summing over all possible values of the indices i, j, k, l,... will produce
a trace of the product of Chan-Paton factors, viz Trλaλb.... These traces are clearly invariant
under the global U(N) world sheet symmetry
λa −→ UλaU−1. (2.3.24)
This shows explicitly that the index i at the end point σ = 0 of the open oriented string
transforms like a quark under the fundamental representation N of U(N) whereas the index j
at the end point σ = pi transforms like an antiquark under the antifundamental representation
N¯. Hence string states become N × N matrices transforming in the adjoint representation of
U(N) which can be seen more clearly by going to vertex operators. We have therefore N2
tachyons, N2 massless vector fields and so on labeled by the index a. In particular, each of the
massless vector fields transforms under the adjoint representation N ⊗ N¯ of U(N) and hence
the global U(N) world sheet symmetry is promoted to a local U(N) spacetime symmetry.
2.3.6 Electromagnetism on a circle and Wislon lines
In this section we will follow mostly [8, 9].
The Schrodinger equation of a particle with mass m and charge q is invariant under the
gauge transformations U = exp(iqχ) ∈ U(1) given explicitly by
ψ −→ ψ′ = Uψ , Aµ −→ A′µ = Aµ −
i
q
(∂µU)U
−1. (2.3.25)
We assume now that there is a compact spatial direction x which is assumed to be a circle and
that the components of the vector potential ~A are all zero except the component Ax along the
circle. The Wilson line or holonomy of the gauge field is defined by
W = exp(iw) = exp(iq
∮
dxAx(x)). (2.3.26)
The gauge parameter U must be periodic on the circle while the phase χ is quasi periodic, viz
U(x+ 2piR) = U(x)⇒ qχ(x+ 2piR) = qχ(x) + 2pim , m ∈ Z. (2.3.27)
Hence
w′ = w + 2pim. (2.3.28)
Thus w is an angle θ ∈ [0, 2pi[. The Wilson line W = exp(iθ) is then gauge invariant. The
solutions χ of (2.3.27) are not single valued. Among the infinitely many physically equivalent
solutions we can take χ to be linear in the compact direction, i.e.
qχ = (2pim)
x
2piR
. (2.3.29)
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This solves by construction (2.3.27). The transformation of the gauge field becomes
qRAx −→ qRA′x = qRAx +m. (2.3.30)
Thus in order to obtain a non trivial Wilson line we can simply choose constant backgrounds.
In particular, we choose qRAx to be exactly equal to the holonomy angle θ, viz
qAx =
θ
2piR
. (2.3.31)
This is a trivial background since locally it is a pure gauge A′x = 0 or equivalently (U = Λ
−1)
qAx = −iΛ−1∂µΛ , Λ = exp(iqχ) , qχ = θx
2piR
. (2.3.32)
In other words, a constant gauge field on the circle can be gauged away by a suitable gauge
transformation. However, this is only true locally. Since globally the constant background still
have non trivial effect due to the compactness of the circle. This is exhibited by the fact that
the gauge transformation Λ is not single valued. Indeed, we have
Λ(x+ 2piR) = W.Λ(x). (2.3.33)
Thus this constant background gauge field which corresponds to a zero magnetic field every-
where (flat potential F = 0) and solves the source free Maxwell equations has concrete physical
effects (Aharonov-Bohm effect). This effect lies precisely in the holonomy (the Wilson line W )
which can not be set equal to 1 by a local gauge transformation Λ. Indeed, as the particle loops
around the compact direction it picks up the phase factor W due to the trivializing local gauge
transformation Λ.
Next we solve the Schrodinger equation on the circle. By demanding periodicity of the wave
function ψ(x + 2piR) = ψ(x) we arrive at the solutions ψ ∼ exp(ikx/R) where k ∈ Z. The
momentum along the compact direction is found to be fractional given by
p =
k
R
− θ
2piR
. (2.3.34)
This spectrum is invariant under θ −→ θ + 2pi and k −→ k + 1.
This result can also be seen by considering the coupling of a point particle of mass m and
charge q to an electromagnetic field Ax on a circle of radius R given by the action
S =
∫
(−m
√
−X˙µX˙µ + qX˙µAµ)dτ. (2.3.35)
We remark that
exp(iS) ∼ exp(iq
∮
dxAx(x)). (2.3.36)
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Thus the wave function exp(iS) is proportional to the Wilson line and hence when the particle
moves along the circle the Wilson line calculates the corresponding phase factor. Since w =
q
∮
dxAx(x) is periodic we conclude that the wave function exp(iS) is gauge invariant as we
loop around the compact direction a full circle.
In the gauge τ = X0 = t the above action reduces to (vi = x˙i)
S =
∫ (−m√1− ~v2 + q(A0 + ~v ~A))dτ. (2.3.37)
The canonical momentum P associated with the compact direction x is given by
P =
δS
δx˙
=
mx˙√
1− ~v2 + qAx = p+
θ
2piR
. (2.3.38)
On the other hand, the physical wave function exp(iPx) is periodic and hence we must have
P = k/R, i.e.
k
R
= p+
θ
2piR
. (2.3.39)
2.3.7 The D-branes on the dual circle
We return now to the case of string theory and we consider a constant U(N) background
on the compact direction. More precisely we assume that only the component of the gauge
potential along the circle takes a non zero constant value. As we have seen in the case of
the point particle a flat potential on a compact direction can still have a non trivial effect
analogous to the Aharanov-Bohm effect. Indeed, a constant background on the circle is locally
trivial (since it can be removed by a gauge transformation) but globally it is non trivial (since
the trivializing gauge transformation is not single valued). Such a topologically non trivial
background can be characterized by its Wilson line.
Let us then consider the constant U(N) background along the 25th direction (bosonic open
oriented stings) given by the pure gauge A′25 = 0 or equivalently
A25 =
1
2piR
diag(θ1, ..., θN) = −iΛ−1∂25Λ. (2.3.40)
The wave function picks up a factor Λ−1 under this gauge transformation. The trivializing local
U(N) gauge transformation is given by
Λ = diag
(
exp(
iX25θ1
2piR
), ..., exp(
iX25θN
2piR
)
)
. (2.3.41)
This gauge transformation is not single valued since
Λ(X25 + 2piR) = WΛ(X25). (2.3.42)
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The Wilson line is given explicitly by
W = exp
(
i
∫ 2piR
0
dX25A25) = diag
(
exp iθ1, ..., exp iθN
)
. (2.3.43)
Hence fields must pick a phase factor given precisely by the Wilson line W as we loop around
the compact direction.
The above U(N) background gauge field configuration breaks the Chan-Paton U(N) gauge
symmetry at the end points of the open strings down to some abelian subgroup of U(N) such
as the maximal subgroup U(1)N . The underlying reason is already what we have said which
is the fact that we can not trivialize the Wilson line by setting it equal to 1 by a local gauge
transformation. The U(N) group is broken to its maximal abelian subroup U(1)N when all the
holonomy angles θa are distinct.
Let us now consider a string in the Chan-Paton state |φ, k, ij〉. The end point i (fundamental
rep) of the string picks up a factor exp(−iθiX25/2piR) under the effect of the gauge transfor-
mation Λ whereas the end point j (antifundamental rep) picks up a factor exp(iθjX
25/2piR).
The string wave function acquires then a phase exp(−i(θi− θj)X25/2piR) and hence as we loop
around the compact direction X25 −→ X25 + 2piR it will pick up the Wilson line
|φ, k, ij〉 −→ exp(i(θj − θi))|φ, k, ij〉. (2.3.44)
On the other hand, this wave function contains the plane wave exp(iPX25) and thus under the
rotation X25 −→ X25 + 2piR it will acquire a phase equal to exp(iP2piR). Thus
P =
k
R
− θi − θj
2piR
, k ∈ Z. (2.3.45)
The momentum number is then fractional. When we apply now T-duality these fractional
Kaluza-Klein excitation numbers on the circle will be mapped to fractional winding numbers
on the dual circle. A fractional winding number means that the open string partially winds
around the dual circle since it is connecting two separated D24-branes i and j. The angles θi are
thus interpreted as the angular positions of N D24-branes on the dual circle. The D24-branes
i and j are coincident only when θi = θj in which case we get an integer winding.
The mode expansions of the open string and its dual can now be found to be given by
X25 = x25 + θi
α′
R
+ 2
α′
R
(
k − θi − θj
2pi
)
τ + ... (2.3.46)
X˜25ij = x˜
25 + θiR˜ + 2R˜
(
k − θi − θj
2pi
)
σ + ... (2.3.47)
The two end points of the dual string are at x˜25 + θiR˜ and x˜
25 + θjR˜. These are precisely the
locations of the i and j D24-branes respectively. Indeed, the Dirichlet boundary conditions
become
X˜25ij |σ=pi − X˜25ij |σ = 0 = R˜(2pik + θj − θi). (2.3.48)
All rights reserved to Badis Ydri 40
Thus the end points of the open strings in the gauge state i are located on the hyperplanes
(D24-branes) located at the positions
X˜25ij = 2piα
′(A25)ii. (2.3.49)
The mass relation in the uncompactified 24 + 1 dimensions for the open string is given by
M2 = k2/R2 + (N − 1)/α′. In the presence of Wilson lines the spectrum of the ij open string
becomes
M2ij =
1
R2
(
k − θi − θj
2pi
)2
+
N − 1
α′
. (2.3.50)
The main observation here is that only diagonal strings (strings starting and ending on the
same D24-branes) contain in their spectrum a massless vector field. Hence if all the angles θi
are different (no D24-branes coincide) the gauge group is U(1)N while if all the D24-branes
coincide (the angles are all equal) the gauge group is U(N).
2.4 Quantum gravity in two dimensions
The standard reference for the matrix models of D = 0 and D = 1 string theories is the
systematic reviews [293, 312]. However, the short review [29] is an extremely useful concise
description of the relevant points.
2.4.1 Dynamical triangulation
The full string action includes the Hilbert-Einstein term as well as a cosmological constant
for the world sheet metric. The action defines then a theory of D scalar fields Xµ coupled
minimally to the world sheet metric hab. Explicitly we have the Euclidean action
S =
∫
d2σ
√
h
( 1
4piα′
hab∂aX
µ∂bXµ +
λ
4pi
R + Λ
)
. (2.4.1)
The Hilbert-Einstein action in two dimensions is a topological term equals the Euler character,
viz
χ =
∫
d2σ
√
h
( 1
4pi
R
)
= 2− 2n, (2.4.2)
where n is the genus of the world sheet surface Mn which is a sphere with n handles. The
parameter λ is related to the expectation value of the dilaton field and thus it is determined by
the string coupling constant, i.e.
exp(λ) = gs = g
2
o . (2.4.3)
The partition function is then given by
Z =
∑
n
g2n−2s
∫
[dXµ][dhab] exp
(
−
∫
Mn
d2σ
√
h
( 1
4piα′
hab∂aX
µ∂bXµ + Λ
))
. (2.4.4)
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A lattice-like regularization of this theory consists in discretizing the world sheet geometries
by dynamical triangulations, i.e. we replace the integration over the world sheet metrics by
a summation over world sheet triangulations [303–305]. Another approach, which we will not
pursue here, is given by Liouville theory [307, 308]. See also [293] and the extensive list of
references therein.
Let us for simplicity consider the D = 0 theory which is a pure theory of surfaces with no
conformal matter. We have
Z =
∑
n
g2n−2s
∫
[dhab] exp
(
−
∫
Mn
d2σ
√
hΛ
)
=
∑
n
∫
[dh] exp(−ΛA− λχ). (2.4.5)
A random triangulation of a given surface is a discretization of the surface by equilateral
triangles. On the plane at each vertex i we find Ni = 0 triangles meeting since there is no
curvature. On a general curved surface at each vertex i we find Ni triangles. If Ni = 6 there
is no curvature at the vertex i, if Ni < 6 there is a positive curvature, and if Ni > 6 there is a
negative curvature. Indeed, the Ricci scalar at the vertex i is given by
Ri = 2pi
6−Ni
Ni
. (2.4.6)
This can be verified as follows. Each triangulation is characterized by a number of vertices V ,
a number of edges E and a number of faces F . Thus V =
∑
iNi by construction. However,
topologically since each edge is shared by two vertices we must have 2E = V , and since each
face has three edges and each edge is shared by two faces we must have 3F = 2E. The area of
the triangulation is given by∫
d2σ
√
h =
∑
i
Ni
3
=
V
3
=
2E
3
= F. (2.4.7)
This is the total number of triangles. The Hilbert-Einstein term is given by∫
d2σ
√
hR =
∑
i
Ni
3
2pi
6−Ni
Ni
= 4pi(V − F
2
) = 4pi(V − E + F ) = 4piχ. (2.4.8)
This is then the Euler character as it should be. The above partition function becomes in the
discrete given by
ZDT =
∑
n=0
g2n−2s
∑
Tn
exp(−ΛF ), (2.4.9)
where the summation is over the dynamical triangulations Tn of the surfaces Mn which are
explicitly constructed above. The continuum limit is defined by
Λ −→ Λc, (2.4.10)
where Λc is independent of the genus n. The total number of graphs with a fixed genus n and
a fixed number of triangles F increases with F as exp(ΛcF )/F
bn [306]. Thus, at Λ = Λc the
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contribution from entropy (degeneracy increases greatly, i.e. the number of graphs with fixed
F becomes too large) dominates over the contribution from energy (the exponential convergent
Boltzmann weight) and as a consequence the partition function diverges in a second order phase
transition. This behavior can be characterized by the behavior of the string susceptibility given
by
f =
∂2
∂Λ2
ZDT =
∑
n=0
g2n−2s (Λ− Λc)−γn , γn = −bn + 3. (2.4.11)
2.4.2 Matrix models of D = 0 string theory
We consider now the cubic matrix model
Zα =
∫
[dΦ] exp(−NTrV (Φ)) , V = 1
2
Φ2 − α
3
φ3. (2.4.12)
The propagator is given by
〈ΦijΦkl〉 = 1
Z0
(2pi)N
2/2
N
δilδjk. (2.4.13)
Thus, the propagator is represented by a double line. These two lines carry arrows in opposite
directions because we are dealing with hermitian matrices which will correspond to orientable
surfaces. Clearly, three such propagators come together in a matrix 3-point vertex. A typical
Feynman diagram is then an oriented two-dimensional surface formed by polygons which are
bounded by index loops. The so-called dual diagram is constructed by drawing lines through
the centers of the polygons. It is seen that the dual diagram can also be obtained by placing the
matrix 3-point vertices inside triangles and thus by construction the dual diagram is composed
of triangles. In other words, the dual diagram is a dynamical triangulation of some Riemann
surface.
Following ’t Hooft [53] we can organize the diagrammatic expansion in powers of 1/N where
each order corresponds to a distinct topology. A given Feynman diagram of the cubic matrix
model is characterized by V vertex, E propagators (edges) and F loops (faces). The vertex is
associated with a factor of N , the propagator is associated with a factor of 1/N and the loop
is associated with a factor of N . Thus the Feynman diagram is of order NV−E+F = Nχ where
χ is the Euler character, viz χ = 2− 2n. The free energy admits then the 1/N expansion
Fα = logZα =
∑
n=0
N2−2nFn. (2.4.14)
The free energy Fn is given by the sum of the connected Feynman diagrams which can be
drawn on a sphere with n handles (obviously Zα generates both connected and disconnected
diagrams).
Since each matrix 3-point vertex is placed inside a triangle the number of vertices vG in a
connected Feynman diagram G of the cubic matrix model is equal to the number of triangles
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F of the corresponding dynamical triangulation. Hence the area is A = F = vG (the area of
each triangle is 1). This Feynman diagram G is obviously proportional to αvG . We must also
divide by the appropriate symmetry factor, i.e. αvG −→ αvG/SG where SG is the order of the
discrete symmetry group of the diagram. Indeed, the symmetry group of the Feynman diagram
or the dynamical triangulation is exactly the analogue of the isometry group of continuum
manifolds [312]. The free energy Fn is then given by
Fn =
∑
G
αvG
SG
. (2.4.15)
Thus
Fα = logZα =
∑
n=0
N2−2n
∑
G
αvG
SG
. (2.4.16)
By comparing with (2.4.9) we get
N = exp(−λ) = 1
gs
, exp(−Λ) = α. (2.4.17)
In other words,
Fα = ZDT . (2.4.18)
The continuum limit is a double scaling limit defined by sending N −→ ∞ and α −→ αc
keeping fixed the string coupling constant [309–311]
λ =
1
N(αc − α)5/4 . (2.4.19)
In this limit the partition function diverges signaling a second order phase transition. Indeed,
the planar partition function Zα = N
2Z
(0)
α + ... behaves in the limit α −→ αc as
Z(0)α ∼ (αc − α)2−γ ∼ −Aγ−2, (2.4.20)
whereA is the expectation value of the area, vizA = 〈F 〉 = 〈vG〉 and γ is the string susceptibility
exponent. For pure quantum gravity γ = −1/2 (see below).
Generalization of the above construction is straightforward. Instead of random triangulation
by means of a cubic matrix model we can have random polygonulations by means of a general
potential of the form
V =
∑
j>1
αjΦ
j. (2.4.21)
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2.4.3 Matrix models of D = 1 string theory
We can generalize the above construction to strings in higher dimensions by considering
multi-matrix models. For strings in 0 < D ≤ 1 dimension we consider the q-matrix model
Z =
∫ q∏
i=1
[dΦi] exp
(−N∑
i
TrV (Φi) +N
∑
i
TrΦiΦi+1
)
. (2.4.22)
The diagrammatic expansion of this model generates discretized surfaces with q different states
Φi existing at the vertices [312]. More precisely, it describes bosonic strings in 0 < D ≤ 1
or two-dimensional quantum gravity coupled to conformal matter in D dimensions where D is
identified with the central charge of the Virasoro algebra. For example, in the unitary discrete
series of conformal field theories which are labeled by an integer m ≥ 2 we have [293]
D = c = 1− 6
m(m+ 1)
. (2.4.23)
The case m = 2 gives D = c = 0 (pure gravity) whereas the case m = ∞ gives D = c = 1
(one boson). Fractional dimensions start with m = 3 which gives D = 1/2 (half boson!)
corresponding to the Ising model.
As it turns out, the model (2.4.22) describes also a scalar field on a one-dimensional lattice
when q −→ ∞. The coupling term is a nearest neighbor interaction and hence in the limit
q −→∞ the partition function becomes
Z =
∫
[dΦ(t)] exp
(
−N
∫
dt
(1
2
Φ˙2 +
m2
2
Φ2 + Vint(Φ)
))
. (2.4.24)
This model has been solved in [112]. For a cubic interaction the free energy Fn, given by the
sum of the connected Feynman diagrams which can be drawn on a sphere with n handles, is
now given by (compare with (2.4.15))
Fn =
∑
G
αvG
SG
FG. (2.4.25)
The Feynman integral FG is given explicitly by [29,312]
FG =
∫ ∏
i
dXi
2m
exp(−m
∑
〈ij〉
|Xi −Xj|). (2.4.26)
The variables Xi are the values of the string coordinate X at the vertex i and the summation is
over links 〈ij〉 between vertices. Thus the one-dimensional inverse propagator yields precisely
the kinetic term for the bosonic field X.
In the continuum limit the partition function diverges as before with the leading singular
behavior given by Z(α) ∼ (αc − α)2−γ where the string susceptibility exponent is given by
γ = 0.
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In general, the string susceptibility exponent γ for two-dimensional quantum gravity coupled
with conformal matter is given in terms of the central charge c = D by the formula
γ =
1
12
(D − 1−
√
(D − 1)(D − 25)) = − 1
m
. (2.4.27)
Obviously D = 1 is a barrier since the quantity under the square root becomes negative for
1 < D < 25. The existence of this barrier is also related to the presence of a state with a mass
squared proportional to 1 −D in the string spectrum which becomes negative for D > 1 (the
tachyon). As a consequence the string phase is absent for D > 1.
2.4.4 Preliminary synthesis
In these notes we will replace the D = 0 matrix model of string theory with Type IIB
Matrix Model (IKKT Matrix Model) whereas the D = 1 matrix model of string theory will be
replaced with M-(atrix) Theory (BFSS Matrix Quantum Mechanics). Generalization to higher
dimensions beyond the D = 1 barrier exists and it starts with Matrix String Theory (DVV
Matrix Quantum Gauge Theory).
Another generalization beyond theD = 1 barrier and even beyond two-dimensional quantum
gravity is provided by our recent proposal on emergent quantum gravity from multitrace matrix
models and noncommutative geometry [302].
It seems also that a very natural generalization of the theory (2.4.24) is provided by the
matrix and noncommutative scalar field theories considered in [313–315].
Chapter 3
M-(atrix) Theory and Matrix String
Theory
3.1 The quantized membrane
We start by writing down the action of a p−brane in D−dimensional spacetime with metric
gµν = (−1,+1, ...,+1). The p−brane is a p−dimensional object moving in spacetime with
p < D. Thus the local coordinates will be denoted by σα, α = 0, ..., p− 1, σ0 = τ , with a local
metric denoted by hαβ. The p−brane will sweep a (p + 1)−dimensional hyper-volume called
the world hyper-volume. The 0−brane is a point, the 1−brane is a string, the 2−brane is a
membrane,... which sweep a world line, a world sheet, a world volume,... respectively. The
coordinates of the p−brane will be denoted by
Xµ = Xµ(σ0, σ1, ..., σp−1). (3.1.1)
The induced metric is immediately given by
Gαβ = gµν∂αX
µ∂βX
ν . (3.1.2)
The Lorentz invariant infinitesimal hyper-volume element is given by
dµp =
√−detGαβdp+1σ. (3.1.3)
The action of the p−brane is then given by (with Tp the p−brane tension)
Sp = −Tp
∫
dµp = −Tp
∫ √−detGαβdp+1σ. (3.1.4)
The case of the membrane is given by
S2 = −T2
∫
dµ2 = −T2
∫ √−detGαβd3σ. (3.1.5)
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This is the Nambu-Goto action. The Polyakov action is given by (using the same symbol)
S2 = −T ′2
∫
d3σ
√−h(hαβGαβ − Λ). (3.1.6)
The addition of the cosmological term is due to the fact that the membrane, as opposed to
the string, is not scale invariant. The quantized supermembrane exists in 11 dimensions in the
same sense that the quantized superstring exists in 10 dimensions [14–16]. The equation of
motion with respect to hαβ is (with δ
√−h = −√−hhαβδhαβ/2)
Gαβ =
1
2
hαβ(h
αβGαβ − Λ). (3.1.7)
By tracing we get
hαβGαβ = 3Λ⇔ Gαβ = Λhαβ. (3.1.8)
Substituting this solution in the Polyakov we get the Nambu-Goto with the identification
2T ′2 =
√
ΛT2. (3.1.9)
The metric hαβ contains 6 independent components and the membrane action is invariant under
three diffeomorphisms σα −→ σ′α = fα(σ). Thus three components of the metric can be fixed
by a suitable gauge choice. If we suppose now that the topology of the membrane world volume
is R×Σ where the Riemann surface Σ is of fixed topology, then we can fix the components h00
and h0i as [17]
h0i = 0 , h00 = − 4
ρ2Λ
detGij. (3.1.10)
With this gauge choice the constraints become
gµν∂0X
µ∂iX
ν = 0 , gµν∂0X
µ∂0X
ν = − 4
ρ2
detGij. (3.1.11)
We get then √−detGαβ = −ρ
2
gµν∂0X
µ∂0X
ν =
2
ρ
detGij. (3.1.12)
Thus the membrane action becomes
S2 =
T2ρ
4
∫
d2σdt
(
gµν∂0X
µ∂0X
ν − 4
ρ2
detGij
)
. (3.1.13)
We introduce a canonical Poisson bracket on the membrane defined by (with 12 = 1)
{f, g} = αβ∂αf∂βg. (3.1.14)
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Then it is not difficult to show that
detGij =
1
2
{Xµ, Xν}{Xµ, Xν}. (3.1.15)
The action becomes
S2 =
T2ρ
4
∫
d2σdt
(
gµν∂0X
µ∂0X
ν − 2
ρ2
{Xµ, Xν}{Xµ, Xν}
)
. (3.1.16)
The second constraint becomes
gµν∂0X
µ∂0X
ν = − 2
ρ2
{Xµ, Xν}{Xµ, Xν}. (3.1.17)
The first constraint gµν∂0X
µ∂iX
ν = 0 leads immediately to
gµν{∂0Xµ, Xν} = 0. (3.1.18)
The equations of motion deriving from the above action reads
∂20X
µ =
4
ρ2
{{Xµ, Xν}, Xν}. (3.1.19)
As in the case of the string, there is here a residual invariance which allows us to fix the gauge
further. We choose the light-cone gauge
X+(τ, σ1, σ2) = τ. (3.1.20)
The light-cone coordinates are defined by
X± =
X0 ±XD−1√
2
. (3.1.21)
In this gauge the number of degrees of freedom reduce from D to D − 2 since X+ is fixed by
the above condition while X− is obtained by solving the constraints which take the form
∂0X
− =
1
2
(∂0Xa)
2 +
1
ρ2
{Xa, Xb}2 , ∂iX− = 1
2
∂0X
a∂iX
a. (3.1.22)
The indices a and b run from 1 to D− 2. The Hamiltonian of the remaining transverse degrees
of freedom is computed as follows:
L2 = T2ρ
4
(
∂0X
− +
1
2
(∂0Xa)
2 − 1
ρ2
{Xa, Xb}2
)
. (3.1.23)
X− −→ P+ = δL2
δ(∂0X−)
=
T2ρ
4
, Xa −→ P a = δL2
δ(∂0Xa)
=
T2ρ
4
∂0Xa. (3.1.24)
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H2 = P+∂0X− + P a∂0Xa − L2
=
T2ρ
4
(
1
2
(∂0Xa)
2 +
1
ρ2
{Xa, Xb}2
)
. (3.1.25)
H =
∫
d2σ
(
2
T2ρ
P 2a +
T2
4ρ
{Xa, Xb}2
)
. (3.1.26)
The remaining constraint is the statement
{P a, Xa} = 0. (3.1.27)
This light-cone theory, as opposed to the case of string theory, is still very difficult to quantize.
A solution due to Nicolai and Hoppe was found in the case of a spherical membrane ξ21 + ξ
2
2 +
ξ23 = 1 in [14] where functions on the sphere are mapped to N × N matrices, the Poisson
brackets are replaced by Dirac commutation rules, the integral is replaced by an appropriately
normalized trace, derivations by adjoint commutators, and the coordinates ξi are mapped to
SU(2) generators Li in the irreducible representation of spin s = (N − 1)/2. The total number
of degrees of freedom N2 is equal to the number of linearly independent polarization tensors
Tlm with l ≤ N − 1 and they (these tensors) go in the large N limit to the usual spherical
harmonics Ylm. Functions on the spherical membrane are expanded in terms of Ylm whereas
functions on the regularized (fuzzy) spherical membrane are expanded in terms of Tlm. This
is essentially the philosophy of fuzzy spaces and fuzzy physics. In summary, the dictionary for
passing to the regularized theory is
ξi −→ 2
N
Li , {., .} −→ −iN
2
[., .] , Li = −iijkxj∂k −→ [Li, .] ,
∫
d2σ −→ 4pi
N
Tr. (3.1.28)
This can be generalized to membranes of arbitrary topology. But by supposing a spherical
membrane for concreteness we obtain the Hamiltonian (with ρ = N and piT2 = 1/2pil
3
p)
H =
1
2pil3p
Tr
(
1
2
(∂0Xa)
2 − 1
4
[Xa, Xb]
2
)
. (3.1.29)
In terms of the momentum Pa = piT2∂0Xa we get
H = 2pil3pTr(
1
2
P 2a )−
1
2pil3p
Tr(
1
4
[Xa, Xb]
2). (3.1.30)
The constraint reads
[P a, Xa] = 0. (3.1.31)
This is Gauss constraint, i.e. observables must be U(N) invariant. Thus, the remaining invari-
ance of the un-regularized Hamiltonian, which is time-independent area-preserving diffeomor-
phisms, is replaced in the regularized theory by U(N) invariance.
The quantization of this finite system is straightforward precisely because it is finite although
it remains non-trivial in practice.
Three other points are worth mentioning:
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• A quantum supermembrane with 16 supercharges exists only in D = 11 dimensions.
The light-cone Hamiltonian of the regularized supermembrane can be found to be of the
form [17,38]
H =
1
2pil3p
Tr
(
1
2
(∂0Xa)
2 − 1
4
[Xa, Xb]
2 +
1
2
ψTγa[Xa, ψ]
)
. (3.1.32)
Recall that a, b = 1, ..., D− 2. The γa are 16× 16 Euclidean SO(9) gamma matrices and
ψ is a 16−component Majorana spinor of SO(9).
• The κ− symmetry of the classical supermembrane action guarantees that the background
geometry solves the equations of motion of 11 dimensional supergravity [16,38].
• The regularized supermembrane suffers from an instability due to flat directions which
corresponds to a continuous spectrum [39]. This problem is absent in string theory (where
the spectrum is discrete) and also is absent in the bosonic regularized membrane where
despite the presence of flat directions the spectrum is discrete. This means that we can
interpret the states of the theory as a discrete particle spectrum. This issue and its
proposed resolution in terms of viewing the quantum theory as a second quantized theory
from the point of view of the target space is nicely discussed in [17].
3.2 The IKKT model or type IIB matrix model
The IKKT model is equivalent to Connes’ approach to geometry!
A commutative/noncommutative space in Connes’ approach to geometry is given in terms
of a spectral triple (A,∆,H) rather than in terms of a set of points [27]. A is the algebra of
functions or bounded operators on the space, ∆ is the Laplace operator or, in the case of spinors,
the Dirac operator, and H is the Hilbert space on which the algebra of bounded operators and
the differential operator ∆ are represented.
In the IKKT model the geometry is in a precise sense emergent. And thus from this point of
view it is obviously equivalent to Connes’ noncommutative geometry. The algebra A is given,
in the large N limit, by Hermitian matrices with smooth eigenvalue distributions and bounded
square traces [28]. The Laplacian/Dirac operator is given in terms of the background solutions
while the Hilbert space H is given by the adjoint representation of the gauge group U(N).
I start immediately by presenting to you the fundamental model:
SIKKT =
1
g2
Tr
(
1
4
[Xµ, Xν ][X
µ, Xν ] +
1
2
Ψ¯αΓµαβ[Xµ,Ψ
β]
)
. (3.2.1)
This is the IKKT or IIB matrix model discovered in 1996 by Ishibashi, Kawai, Kitazawa, and
Tsuchiya [22].
This has N = 2 supersymmetry between the Hermitian N × N bosonic matrices Xµ,
µ = 1, ..., D, and the Hermitian N × N fermionic matrices Ψα, α = 1, ..., 2[D/2]. The first
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supersymmetry is inherited from the D−dimensional super Yang-Mills theory, while the second
supersymmetry is a U(1)−shift of U(1)−components of fermionic matrices, which originates
in the non-independence of the action on TrΨ [29]. These two supersymmetries are given
explicitly by
δΨIJα =
i
2
[Xµ, Xν ]IJ(Γµν)α + δ
IJξα , δX
IJ
µ = i¯ΓµΨ
IJ . (3.2.2)
Another term which is invariant under the above supersymmetry, and which is important in
the limit N −→∞, is given by
S2 = γµνTr[X
µ, Xν ]. (3.2.3)
In the above action, we have assumed implicitly Euclidean signature, viz ηµν = δµν , and that Γ
are the Dirac matrices in D−dimensions in the Weyl representation. Indeed, the fermion Ψ is a
complex Weyl spinor which satisfies also the Majorana reality condition. The isometry group is
SO(D) whereas the gauge group is obviously U(N). In other words, the field/matrix Ψ provides
a Majorana-Weyl representation of Spin(D) whereas Xµ provides a vector representation of
SO(D).
This model is the reduction to 0−dimension of N = 1 super Yang-Mills theory in D dimen-
sions. N = 1 super Yang-Mills theories only exists in D = 10, 6, 4, 3. However, it can also be
obtained from the Green-Schwarz action for IIB closed string theory, after gauge fixing in the
Schild gauge, and with matrix regularization. In this latter case clearly D must be equal to 10.
Alternatively, the IIB superstring action can be obtained from the IKKT model in the double
scaling limit N −→∞, g2 −→ 0, keeping Ng2 is kept fixed.
The theory is given by the partition function/path integral
Z =
∫
dXdΨ exp(−SIKKT). (3.2.4)
The configuration space (X,Ψ) defines a complex supermanifold, the action SIKKT is a holomor-
phic function on this space, while physical observables are given by integrals with the weight
exp(−SIKKT).
The convergence properties of this path integral in various dimensions is studied in [89].
The integral exists in D = 10, 6, 4.
But in Euclidean signature we have an important technical problem.
The fermion Ψ is a complex Weyl spinor which satisfies the Majorana reality condition
and thus it contains only 2[D/2]−2 independent degrees of freedom. However, Majoranan-Weyl
fermions do not exist in Euclidean signature. The absence of Majorana-Weyl fermions means
that there is no SO(D,C)−invariant real cycle or slice (reality condition) in the space of Weyl
spinors, which is required to perform the integral over the complex supermanifold. Fortunately,
this is irrelevant since the result of the integration does not depend on the choice of cycle for
odd variables (spinors). This very technical point is discussed nicely in [24,26].
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Next, it is said that Euclidean IKKT model compactified on a circle gives the BFSS model
at finite temperature [24]. This is the matrix quantum mechanics model discovered by Banks,
Fischler, Shenker and Susskind [23].
We define a restriction of the IKKT action functional to the subspace where some gauge
equivalence relation holds. This subspace consists of all points (X,Ψ) which remain in the same
gauge class after a shift by a real number 2piR0 in the direction X0 given explicitly in terms of
unitary matrix U by [24,26]
UX0U
−1 = X0 + 2piR01
UXIU
−1 = XI , I 6= 0
UΨαU−1 = Ψα. (3.2.5)
This can not be satisfied for finite matrices.
We consider then the infinite-dimensional Hilbert space H = L2(S1) ⊗ E where E is some
other Hilbert space which may or may not be finite-dimensional. The Hilbert space H is infinite
dimensional because of the factor L2(S
1). Thus, H is the space of functions f on the circle, i.e.
f = f(s), which take values in the Hilbert space E , i.e. they are states in this vector space.
Thus H is a direct sum of an infinite number of copies of E .
We assume now that X and Ψ are operators in this infinite-dimensional Hilbert space H.
A solution of the above gauge equivalence relation (3.2.5) is
X0 = 2piiR0
∂
∂σ
+ A0(σ)
XI = AI(σ), I 6= 0
Ψα = χα(σ)
(Uf)(σ) = eiσf(σ). (3.2.6)
Indeed, we have
UX0U
−1 = 2piiR0
∂
∂σ
+ UA0U
−1 + 2piiR0U
∂
∂σ
U−1. (3.2.7)
Obviously, 0 ≤ σ ≤ 2pi is a coordinate on S1 = R/2piZ, and A0(σ), Ai(σ) are functions on the
circle taking values in the space of operators which act on E . It can be shown that all other
solutions to the gauge equivalence relation (3.2.5) are equivalent to the solution (3.2.6). See [24]
for the elegant proof.
We want to return to finite dimensional matrices. Hence, we assume that E is of finite
dimension N , and also regularize the circle by a lattice of spacing a, and thus ∂/∂σ must be
understood as a finite difference operator. However, under these conditions, the solution (3.2.6)
becomes an approximate solution to (3.2.5).
By substituting the above approximate solution in the IKKT action we get (with the scaling
A −→ 2piR0A, Xi −→ 2piR0Ai, χ −→ i
√
2(2piR0)
3/2χ, and defining D0 = ∂/∂σ−iA0) the action
SIKKT =
(2piR0)
4
g2
Tr
(
1
4
[AI , AJ ]
2 +
1
2
(D0AI)
2 + χ¯ΓI [AI , χ]− iχ†D0χ
)
. (3.2.8)
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By the Weyl and Majorana conditions we can rewrite the 32−component spinor χ in terms of
a 16−component spinor ψ satisfying ψ¯ = ψ+ = ψTC9 where C9 is the charge conjugation in 9
dimensions. Also by an appropriate choice of the 10−dimensional Dirac matrices Γ in terms of
the 9−dimensional Dirac matrices γ (see next section) we can rewrite the above action as
SIKKT =
(2piR0)
4
g2
Tr
(
1
4
[AI , AJ ]
2 +
1
2
(D0AI)
2 + ψ¯γI [AI , ψ]− iψ¯D0ψ
)
. (3.2.9)
Of course, the trace over the circle is a sum over the lattice sites in the σ direction. Finally
we obtain, by taking the lattice spacing a −→ 0 while keeping the dimension N of the Hilbert
space E fixed, the action
SBFSS =
(2piR0)
4
g2
∫
dσTr
(
1
4
[AI , AJ ]
2 +
1
2
(D0AI)
2 + ψ¯γI [AI , ψ]− iψ¯D0ψ
)
. (3.2.10)
By Wick rotation we obtain the BFSS quantum mechanics also known as the M-(atrix) theory.
Thus the circle is actually a compact time direction (finite temperature).
This exercise is an example of T-duality.
However, I should say that compactification which is an analogue of dimensional reduction
does not really describe what has just happened. We know that dimensional reduction can be
achieved by taking one dimension to be a circle and then keeping only the zero modes whereas
in compactification we keep all modes in the lower dimensional theory. In a very clear sense
the IKKT is the lower dimensional theory of the BFSS and thus the process of compactification
should really be taking us from the BFSS to IKKT where the circle becomes a point in the
infinite temperature limit. The description given above which escalated the IKKT to the BFSS
is strictly speaking a decompactification where one extra dimension or coordinate has emerged
from imposing an equivalence relation among gauge configurations along the X0 direction.
3.3 The BFSS model from dimensional reduction
But what exactly is the BFSS model? The above derivation in terms of compactification
on the circle is not mathematically clean since it involves escalation of the problem to infinite
dimensional matrices.
A closely related model to the IKKT matrix model is obtained by the reduction to one
dimension of N = 1 super Yang-Mills theory in D = 10 dimensions. This is a matrix quantum
mechanics model which describes the low energy dynamics of a system of N type IIA D0-
branes [40]. After this discovery, Banks, Fischler, Shenker, and Susskind conjectured that
the large N limit of this model describes precisely M-theory in the infinite momentum frame
(Pz −→ ∞) in the uncompactified limit (Rs −→ ∞). We remark that the infinite momentum
limit is equivalent to the light cone quantization only in the limit N −→ ∞. This is the same
model derived above from compactification.
Let us perform now the dimensional reduction explicitly [30].
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We start from D = 10 with metric ηMN = (−1,+1, ...,+1). The Clifford algebra is 32
dimensional given by {GM , GN} = 2ηMN132. The basic object of N = 1 SUSY in 10 dimensions
is a 32−component complex spinor Λ which satisfies the Majorana reality condition and the
Weyl condition given by
Λ¯ = Λ+G0 ≡ ΛTC10 , C10GMC−110 = (GM)T
G11Λ = Λ , G11 = G
0...G9. (3.3.1)
The N = 1 supersymmetric action in d = 10 dimensions is given by
S =
1
g2
∫
d10xTr
[
(−1
4
FMNF
MN)|d=10 + i
2
(Λ¯GMDMΛ)|d=10
]
. (3.3.2)
By using DM = ∂M − i[AM , ..], Ai = Xi, ∂i = 0 we can immediately compute the reduction of
the fermionic action to p+ 1 dimensions to be given by
−1
2
(Λ¯GMDMΛ)|d=10 = −1
2
(Λ¯GµDµΛ)|p+1 + i
2
Λ¯Gi[Xi,Λ]. (3.3.3)
The reduction of the bosonic action to p+ 1 dimensions is given by
(−1
4
FMNF
MN)|d=10 = (−1
4
FµνF
µν)p+1 +
1
4
[Xi, Xj]
2 − 1
2
(DµXi)(D
µXi)
Fµν = ∂µAν − ∂νAµ − i[Aµ, Aν ]. (3.3.4)
The index µ runs over the values 0, 1, ..., p whereas the index i runs over the values p + 1, p +
2, ..., 9. As an example we write down the action on the 1−dimensional world-volume of N
coincident D0-branes, i.e. p = 0. This is given by
S =
1
g2
∫
dt Tr
(
1
4
[XI , XJ ]
2 − 1
2
(D0XI)(D
0XI) +
1
2
Λ¯GI [XI ,Λ]− i
2
Λ+D0Λ
)
. (3.3.5)
We choose the following representation
G0 = iσ2⊗116 , GI = σ1⊗ΓI , I = 1, ..., 9. (3.3.6)
The charge conjugation decomposes as
C10 = σ1 ⊗ C9. (3.3.7)
The charge conjugation in 9 dimensions satisfies C9Γ
IC−19 = (Γ
I)T . By the Weyl and Majorana
conditions the 32−component spinor Λ can be rewritten in terms of a 16−component spinor Ψ
as follows
Λ =
√
2
(
Ψ
0
)
, Ψ+ = ΨTC9. (3.3.8)
All rights reserved to Badis Ydri 55
The action becomes
S =
∫
dt L
L =
1
g2
Tr
(
1
4
[XI , XJ ]
2 +
1
2
(D0XI)
2 + ΨTC9Γ
I [XI ,Ψ]− iΨTC9D0Ψ
)
. (3.3.9)
The Clifford algebra in D = 9 dimensions can be taken to be given by [153]
Γa =
( −σa ⊗ 14 0
0 σa ⊗ 14
)
, Γi =
(
0 12 ⊗ ρi
1⊗ (ρi)+ 0
)
. (3.3.10)
In above a = 1, ..., 3, i = 4, ..., 9 and
ρi(ρj)
+ + ρj(ρi)
+ = (ρi)
+ρj + (ρj)
+ρi = 2δij14. (3.3.11)
The charge conjugation in D = 9 is
C9 =
(
0 −iσ2 ⊗ 14
iσ2 ⊗ 14 0
)
. (3.3.12)
We can effectively work with a charge conjugation operator C9 equal 18 [154]. Integration over
Ψ leads to the Pfaffian Pf(C9O) where O = −iD0 +ΓI [XI , ...]. Hence the operator C9 will drop
from calculations. Thus we obtain the action
S =
∫
dt L
L =
1
g2
Tr
(
1
4
[XI , XJ ]
2 +
1
2
(D0XI)
2 + ΨTΓI [XI ,Ψ]− iΨTD0Ψ
)
. (3.3.13)
Now we must have Ψ+ = ΨT . In the gauge A0 = 0 we get the Lagrangian
L =
1
g2
Tr
(
1
4
[XI , XJ ]
2 +
1
2
(∂0XI)
2 + ΨTΓI [XI ,Ψ]− iΨT∂0Ψ
)
. (3.3.14)
The momentum conjugate corresponding to XI is PI = ∂0XI whereas the momentum conjugate
corresponding to Ψα is Πα = −iΨα. The Hamiltonian is given by
H =
1
g2
Tr
(
PI∂0XI + Π
T∂0Ψ− L
)
=
1
g2
Tr
(
1
2
P 2I −
1
4
[XI , XJ ]
2 −ΨTΓI [XI ,Ψ]
)
. (3.3.15)
As opposed to the IKKT model, the BFSS model does not enjoy the full Lorentz group SO(1, 9).
It is invariant only under SO(9) which rotates the XI among each other.
In order to obtain Euclidean signature we perform the Wick rotation x0 = t −→ −ix0 = −it.
Thus ∂0 −→ i∂0, A0 −→ iA0 and D0 −→ iD0. Also we change L −→ −L. The action becomes
S =
∫
dt L
L =
1
g2
Tr
(
− 1
4
[XI , XJ ]
2 +
1
2
(D0XI)
2 −ΨTΓI [XI ,Ψ]−ΨTD0Ψ
)
. (3.3.16)
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3.4 Introducing gauge/gravity duality
We will initially follow the excellent presentations of [18,19,49].
3.4.1 Dimensional reduction to p+ 1 dimensions
The starting point is the action of N = 1 supersymmetric Yang-Mills in D = 10 dimensions
given by the functional
S =
1
g2
∫
dDx
[− 1
4
FµνF
µν +
i
2
Ψ¯ΓµDµΨ
]
. (3.4.1)
The g2 is the Yang-Mills coupling. Obviously, Γµ is the ten dimensional Clifford algebra which
is 32 dimensional. This theory consists of a gauge field Aµ, µ = 0, ..., 9, with field strength
Fµν = ∂µAν−∂νAµ− i[Aµ, Aν ] coupled in a supersymmetric fashion to a Majorana-Weyl spinor
Ψ in the adjoint representation of the gauge group. Since Ψ is a Majorana-Weyl it can be
rewritten as 1 (see also previous section)
Ψ =
(
ψ
0
)
. (3.4.2)
Hence the above action takes the form
S =
1
g2
∫
dDx
[− 1
4
FµνF
µν +
i
2
ψ¯γµDµψ
]
. (3.4.3)
Now, γµ are the left-handed sector of the ten dimensional gamma matrices 2. The gauge field
A and the Majorana-Weyl spinor ψ are N × N Hermitian matrices which are represented by
complex and Grassmann numbers respectively in the measure of the path integral. Since Ψ
is in the adjoint representation the covariant derivative Dµψ is defined via commutator, i.e.
Dµψ = ∂µψ − i[Aµ, ψ]. The above action enjoys thus U(N) gauge invariance given by
Dµ −→ gDµg† , ψ −→ gψg†. (3.4.4)
But it does also enjoy N = 1 supersymmetry given by
Aµ −→ Aµ + i¯γµψ , ψ −→ ψ + 1
2
Fµνγ
µν. (3.4.5)
1In general a spinor in D (even) dimension will have 2D/2 components. The Majorana condition is a reality
condition which reduces the number of components by a factor of two whereas the Weyl condition is a chirality
condition (left-handed or right-handed) which reduces further the number of independent components down by
another factor of two. In 4 dimensions these two conditions are not mutually consistent because there is no a
real irreducible representation of the spinor bundle whereas in 10 dimensions we can impose both conditions at
once. Hence in 10 dimensions we have 25/4 = 16 complex components or 16 real components ψα.
2In particular γ0 = −1, γa, a = 1, ..., 9, are the Dirac matrices in D = 9, and ψ¯ = ψTC9. See the previous
section.
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Hence, there are 16 real supercharges corresponding to the 16 components of .
Dimensional reduction to D = p+ 1 dimensions consists in keeping only the coordinates x0,
x1, ...xp and dropping all dependence on the coordinates xp+1,...x9. The gauge fields Aa in the
directions a = p+ 1, ..., 9 become scalar fields XI where I = a− p = 1, 2, ..., 9− p. The action
becomes given immediately by
S =
V9−p
g2
∫
dp+1x
[− 1
4
FµνF
µν − 1
2
(DµXI)(D
µXI) +
1
4
[XI , XJ ]
2 +
i
2
ψ¯γµDµψ +
1
2
ψ¯γI [XI , ψ]
]
.
(3.4.6)
In the above action the indices µ and ν run from 0 to p whereas the indices I and J run from 1
to D−1−p where D = 10. This action is maximally supersymmetric enjoying 16 supercharges.
More importantly, it was established more than 20 years ago that this action gives an effective
description of Dp-branes in the low energy limit [40–42].
3.4.2 Dp-branes revisited
But what are Dp-branes?
In the words of Polchinski [42]: ”..Dirichlet(p)-branes (are) extended objects defined by
mixed Dirichlet-Neumann boundary conditions in string theory (which) break half of the su-
persymmetries of the type II superstring and carry a complete set of electric and magnetic
Ramond-Ramond charges..”.
Thus a Dp-brane is an extended object with p spatial dimensions evolving in time. Let
us consider type II superstring theory which contains only closed strings. The presence of
a stable supersymmetric Dp-brane with p even for type IIA and with p odd for type IIB
modifies the allowed boundary conditions of the strings. Both Neumann and Dirichlet boundary
conditions are now allowed. Hence in addition to the closed strings, which propagate in the
bulk (1 + 9)−dimensional spacetime, we can have open strings whose endpoints are fixed on
the Dp-brane.
Recall that for world sheets with boundaries there is a surface term in the variation of the
Polyakov action which vanishes iff:
•
∂σxµ(τ, 0) = ∂σxµ(τ, l) = 0. (3.4.7)
These are Neumann boundary conditions, i.e. the ends of the open string move freely in
spacetime, and the component of the momentum normal to the boundary of the world
sheet vanishes.
•
xµ(τ, 0) = xµ(τ, l). (3.4.8)
The fields are periodic which corresponds to a closed string.
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These are the only boundary conditions which are consistent with D−dimensional Poincare´
invariance.
However, in the presence of a Dp-brane defined for example by the condition
xp+1 = ... = x9 = 0 (3.4.9)
the open strings must necessarily end on this surface and thus they must satisfy Dirichlet
boundary conditions in the directions p+ 1,..,9 while in the directions 0,...,p they must satisfy
the usual Neumann boundary conditions. In other words, we must have
∂σx
0 = ... = ∂σx
p = 0 , at σ = 0, pi
xp+1 = ... = x9 = 0 , at σ = 0, pi. (3.4.10)
Thus, the coordinates x0, x1, ..., xp obey Neumann boundary conditions while the coordinates
xp+1, ..., x9 obey Dirichlet boundary conditions. As it turns out the reduced spacetime defined
by the longitudinal coordinates (x0, x1, ..., xp) corresponds to the world volume of the Dp-brane,
i.e. the U(N) gauge theory (3.4.6) is living on the Dp-brane. However, this is really a theory of
N coincident branes and not a single brane. Indeed, the diagonal elements (X ii1 , X
ii
2 , ..., X
ii
9−p)
define the position of the ith Dp-brane along the transverse directions (xp+1, xp+2, ..., x9) whereas
the off diagonal elements (X ij1 , X
ij
2 , ..., X
ij
9−p) define open string excitations between the ith and
jth Dp-branes. See for example [44].
As we have already discussed in the previous chapter, this fundamental result can also be
seen as follows.
In addition to the closed strings of the type II superstring theory we can have one class of
open strings starting and ending on the Dp-brane. The quantization of these open strings is
equivalent to the quantization of the ordinary open superstrings. See for example [8].
On the other hand we know that the massless modes of type I open superstrings consist
of a Majorana-Weyl spinor ψ and a gauge field Aa with dynamics given at low energy by a
supersymmetric U(1) gauge theory in 10 dimensions. The gauge field Aa depends only on the
zero modes of the coordinates x0, x1, x2, ..., xp since the zero modes of the other coordinates
vanish due to the Dirichlet boundary condition xp+1 = ... = x9 = 0 at σ = 0, pi. The reduced
gauge field Aa, a = 0, ..., p, behaves as a U(1) vector on the p-brane world volume while the
other components Aa with a = p+ 1, ..., 9 behave as scalar fields normal to the p-brane. These
scalar fields describe therefore fluctuations of the position of the p-brane.
Therefore at low energy the theory on the (p+1)−dimensional world volume of the Dp-brane
is the reduction to p+1 dimensions of 10−dimensional supersymmetric U(1) gauge theory [40].
When the velocities and/or the string coupling are not small the minimal supersymmetric
Yang-Mills is replaced by the supersymmetric Born-Infeld action [45].
Let us consider now two parallel Dp-branes located at Xa = 0 and Xa = Y a respectively
where a = p+ 1, ..., 9. In addition to the closed strings of the type II superstring theory we can
have 4 different classes of open strings. The first class consists of open strings which begin and
end on the first Dp-brane Xa = 0, a = p + 1, ..., 9. The second class consists of open strings
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which begin and end on the second Dp-brane Xa = Y a, a = p + 1, ..., 9. The third and fourth
classes consist of open strings which begin on one Dp-brane and end on the other Dp-brane.
These are stretched strings. These 4 classes can be labeled by pairs [ij] where i, j = 1, 2. These
are the Chan-Paton indices. The open strings in the [ij] sector extend from the Dp-brane i
to the Dp-brane j. As we have already seen the open string sectors [11] and [22] give rise to
U(1)×U(1) gauge theory where the first U(1) lives on the first brane and the second U(1) lives
on the second brane. The massless open string bosonic ground state includes for each factor
of U(1) a massless (p + 1)−vector field and 9 − p massless normal scalars propagating on the
(p+ 1)−dimensional world volumes of the Dp-branes.
The stretched strings in the sectors [12] and [21] will have a massive bosonic ground state.
The mass being equal to T |Y | where T is the string tension. First, let us assume that Y a = 0.
Then the normal coordinates to the brane will correspond to 9 − p normal scalar fields while
the tangent coordinates to the brane give rise to (p+ 1)− 2 = p− 1 states. However, because
Y a 6= 0 we will have instead a massive (p+ 1)−vector field with p (and not p− 1) independent
components and 8− p massive normal scalars. This is because the normal scalar field parallel
to the unique normal direction Y a which takes us from one brane to the other is in fact a part
of the massive gauge boson. Let us also say that these (p+1)−dimensional fields live on a fixed
(p+ 1)−dimensional space not necessarily identified with any of the Dp-branes. Alternatively,
we can say that these fields live on the two Dp-branes at the same time. These fields have clearly
non-local interactions since the two Dp-branes are separated. The spacetime interpretaion of
these fields seem to require noncommutative geometry [8].
Now we take the limit in which the separation between the two Dp-branes goes to zero. The
two Dp-branes remain distinguishable. In this case the open string bosonic ground state which
represents strings starting on one brane and ending on the other becomes massless. Therefore
the open string bosonic ground state includes from each of the four sectors [ij] a massless
(p + 1)−vector field and 9 − p massless normal scalar fields. In other words, when the two
Dp-branes coincide we get 4 (and not 2) massless (p+1)−vector fields giving a U(2) Yang-Mills
gauge theory on the (p+1)−world volume of the coincident Dp-branes. In addition, we will have
9−p massless normal scalar fields in the adjoint representation of U(2) which will play the role
of position coordinates of the coincident Dp-branes. The coordinates became noncommuting
matrices. At low energy the theory on the (p + 1)−dimensional world volume of the two
coincident Dp-branes is therefore the reduction to p + 1 dimensions of 10−d supersymmetric
U(2) gauge theory [40]. As before when the velocities and/or the string coupling are not small
this minimal supersymmetric Yang-Mills is replaced by a non-abelian generalization of the
supersymmetric Born-Infeld action which is still not known.
Generalization to N coincident Dp-branes is obvious: At low energy (i.e. small velocities and
small string coupling) the theory on the (p+1)−dimensional world-volume of N coincident Dp-
branes is the reduction to p+ 1 dimensions of 10−d supersymmetric U(N) gauge theory. This
will be corrected by higher dimension operators when the velocities and/or the string coupling
are not small. In some sense the use of Yang-Mills action instead of the Born-Infeld action is
equivalent to a nonrelativistic approximation to the dynamics of the coincident Dp-branes.
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3.4.3 The corresponding gravity dual
The gauge/gravity duality in the words of [49] is the statement that ”Hidden within every
non-Abelian gauge theory, even within the weak and strong nuclear interactions, is a theory of
quantum gravity”.
Let us then consider a system ofN coincident Dp-branes described by the U(N) gauge theory
(3.4.6). This is a theory characterized by the gauge coupling constant g2YM ≡ g2/V9−p and the
number of colors N . A gauge theory with an infinite number of degrees of freedom, which is
the one relevant to supergravity and superstring and which must live in more dimensions by
the holographic principle [50, 51] in order to avoid the Weinberg-Witten no-go theorem [52], is
given by the t’Hooft planar limit in which N is taken large and g2YM taken small keeping fixed
the t’Hooft coupling λ given by [53]
λ = g2YMN. (3.4.11)
There is another parameter in the gauge theory which is the temperature T = 1/β. This is
obtained by considering the finite temperature path integral over periodic Euclidean time paths
with period β, i.e. by compactify the Euclidean time direction on a circle of length equal β.
See for example [54].
We will study the Dp-branes in the field theory limit defined by
g2YM = (2pi)
p−2gs(α′)
p−3
2 = fixed , α′ −→ 0. (3.4.12)
The α′ = l2s is the inverse of the string tension and gs is the string coupling constant related to
the dilaton field by the expression
gs = exp(Φ). (3.4.13)
The system of N coincident Dp-branes is obviously a massive object which will curve the
spacetime around it. As such it is called a black p-brane and is a higher dimensional analogue
of the black hole. The singularity in a black p-brane solution is extended in p−spatial directions.
The radial (transverse) distance from the center of mass of the black p-brane to a given point
in spacetime will be denoted by U . More precisely, U = r/α′. From the gauge theory point of
view U is the energy scale. The limit (3.4.12) will be taken in such a way that we keep U fixed,
i.e. we are interested in finite energy configurations in the gauge theory [48].
It is known that type II supergravity solution which describes N coincident extremal (T = 0)
Dp-branes is given by the metric [46–48]
ds2 =
1√
fp
(−dt2 + dx21 + ...+ dx2p) +
√
fp(dx
2
p+1 + ...+ dx
2
9), (3.4.14)
where
fp = 1 +
dpg
2
YMN
α′2U7−p
, dp = 2
7−2ppi
9−3p
2 Γ(
7− p
2
). (3.4.15)
All rights reserved to Badis Ydri 61
The near extremal p-brane solution in the limit (3.4.12) keeping the energy density on the brane
finite, and which corresponds to the above finite temperature gauge theory, are given by the
metric [46–48]
ds2 = α′
[
U
7−p
2
gYM
√
dpN
(
− (1− U
7−p
0
U7−p
)dt2 + dy2||
)
+
gYM
√
dpN
U
7−p
2
dU2
(1− U7−p0
U7−p )
+ gYM
√
dpNU
p−3
2 dΩ28−p
]
.
(3.4.16)
This is the corresponding metric of the curved spacetime around the black p-brane. The (t, y‖)
are the coordinates along the p-brane world volume, Ω8−p is the transverse solid angle associated
with the transverse radius U . The U0 corresponds to the radius of the horizon and it is given in
terms of the energy density of the brane E (which is precisely the energy density of the gauge
theory) by
U7−p0 = apg
4
YME , ap =
Γ(9−p
2
)211−2ppi
13−3p
2
9− p . (3.4.17)
The string coupling constant in this limit is given by
exp(φ) = (2pi)2−pg2YM(
dpg
2
YMN
U7−p
)
3−p
4 . (3.4.18)
In order to determine the Hawking temperature we introduce the Euclidean time tE = it and
define the proper distance from the horizon by the relation
dρ2 =
gYM
√
dpN
U
7−p
2
dU2
(1− U7−p0
U7−p )
. (3.4.19)
Near the horizon we write U = U0 + δ then
ρ2 =
4gYM
√
dpN
(7− p)U
5−p
2
0
δ = 4rsδ. (3.4.20)
The relevant part of the metric becomes
ds2 = α′
[
ρ2
4r2s
dt2 + dρ2 + ...
]
.
(3.4.21)
The first two terms correspond to two-dimensional flat space, viz
X = ρ cos
tE
2rs
, Y = ρ sin
tE
2rs
. (3.4.22)
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Hence in order for the Euclidean metric to be smooth the Euclidean time must be periodic
with period β = 4pirs otherwise the metric has a conical singularity at ρ = 0. We get then the
temperature
T =
1
4pirs
=
(7− p)U
5−p
2
0
4pigYM
√
dpN
. (3.4.23)
The entropy density is given by the Bekenstein-Hawking formula
S = A
4
, (3.4.24)
where A is the area density of the horizon. This can be calculated from the first law of
thermodynamics as follows
dS = 1
T
dE
=
4pigYM
√
dpN
(7− p)U
5−p
2
0
dE
=
4pigYM
√
dpN
(7− p)(apg4YM)
5−p
2(7−p)
dE
E
5−p
2(7−p)
=
4pigYM
√
dpN
(7− p)(apg4YM)
5−p
2(7−p)
dE
9−p
2(7−p)
9−p
2(7−p)
. (3.4.25)
We get then the entropy
S = 8pi
√
dpN
(9− p)a
5−p
2(7−p)
p
g
p−3
7−p
YME
9−p
2(7−p) . (3.4.26)
In summary, we have found that maximally supersymmetric (p+ 1)−dimensional U(N) gauge
theory is equivalent to type II superstring theory around black p-brane background spacetime.
This is the original conjecture of Maldacena that weakly coupled super Yang-Mills theory and
weakly coupled type II superstring theory both provide a description of N coincident Dp-
branes forming a black p-brane [55]. This equivalence should be properly understood as a
non-perturbative definition of string theory since the gauge theory is rigorously defined by a
lattice a` la Wilson [56]. More precisely, we have [18,19,49]
• The gauge theory in the limit N −→∞ (where extra dimensions will emerge) and λ −→
∞ (where strongly quantum gauge fields give rise to effective classical gravitational fields)
should be equivalent to classical type II supergravity around the p-brane spacetime.
• The gauge theory with 1/N2 corrections should correspond to quantum loop corrections,
i.e. corrections in gs, in the gravity/string side.
• The gauge theory with 1/λ corrections should correspond to stringy corrections, i.e. cor-
rections in ls, corresponding to the fact that degrees of freedom in the gravity/string side
are really strings and not point particles.
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3.5 Black hole unitarity from M-theory
3.5.1 The black 0-brane
The case of p = 0 is of particular interest to us here. The gauge theory in this case is a
maximally supersymmetric U(N) quantum mechanics given by the Wick rotation to Euclidean
signature of the action (3.4.6) with p = 0, viz
S =
1
g2YM
∫ β
0
dt
[1
2
(DtXI)
2 − 1
4
[XI , XJ ]
2 − 1
2
ψ¯γ0D0ψ − 1
2
ψ¯γI [XI , ψ]
]
. (3.5.1)
This is the BFSS quantum mechanics. This describes a system of N coincident D0-branes
forming a black 0-brane, i.e. a black hole. The corresponding metric is given by the type IIA
supergravity solution
ds2 = α′
[
− U
7
2
gYM
√
d0N
(1− U
7
0
U7
)dt2 +
gYM
√
d0N
U
7
2
dU2
(1− U70
U7
)
+ gYM
√
d0NU
−3
2 dΩ28
]
.
(3.5.2)
We write this as
ds2 = α′
[
− F (U)√
H
dt2 +
√
H
F (U)
dU2 +
√
HU2dΩ28
]
, (3.5.3)
where
F (U) = 1− U
7
0
U7
, H =
λd0
U7
, d0 = 240pi
5. (3.5.4)
The temperature, the energy and the entropy are
T =
7U
5
2
0
4pi
√
d0λ
. (3.5.5)
E =
U70
a0g4YM
⇒ E
N2
=
1
a0
(
4pi
√
d0
7
)14/5
λ−3/5T 14/5. (3.5.6)
S = 8pi
√
d0N
9a
5
14
0
g
−3
7
YME
9
14 ⇒ S
N2
=
14
9a0
(
4pi
√
d0
7
)14/5
λ−3/5T 9/5. (3.5.7)
This black 0-brane solution is one very important example of matrix black holes [65–74]. We
will now show that this dual geometry for the BFSS model can be lifted to a solution to
11-dimensional supergravity.
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3.5.2 Supergravity in 11 dimensions and M-wave solution
M-theory is not a field theory on an ordinary spacetime except approximately in the low
energy perturbative region and it is not a string theory except via circle compactification. In
this theory, understood as M(atrix)-theory or AdS/CFT, there is the remarkable possibility
of dynamically growing new dimensions of space, topology change, spontaneous emergence of
geometry from 0 dimension, and more dramatically we can have emergence of gravitational
theories from gauge theories.
The five superstring theories as well as 11−d supergravity are believed to be limits of the
same underlying 11−d theory which came to be called M-theory. At low energy M-theory is
approximated by 11−d Supergravity, i.e. M-theory is by construction the UV-completion of
11−d supergravity.
It was shown in [57] that the largest number of dimensions in which supergravity can exist
is 11. This is the largest number of dimensions consistent with a single graviton. Beyond 11
dimensions spinors have at least 64 components which lead to massless fields with spins larger
than 2 which have no consistent interactions.
The field content of 11−d supergravity consists of a vielbein eAM (or equivalently the metric
gMN), a Majorana gravitino ψM of spin 3/2, and a 3−form gauge potential AMNP ≡ A3 (with
field strength F4 = dA3). There is a unique classical action [58]. The bosonic part of this action
reads
S11 =
1
2k211
∫
d11x
√−g(R− 1
2
|F4|4)− 1
12k211
∫
A3 ∧ F4 ∧ F4. (3.5.8)
The form action is given explicitly by∫
d11x
√−g|F4|2 =
∫
d11x
√−gF4 ∧∗ F4 =
∫
d11x
√−g 1
4!
gM1N1 ...gM4N4FM1...M4FN1...N4 .
(3.5.9)
Newton’s constant in 11 dimensions is given by 2k211/16pi, viz
G11 =
2k211
16pi
. (3.5.10)
In D dimensions the gravitational force falls with the distance r as 1/rD−2 and the Newton’s
and the Planck constants are related by the relation [8]
16piGD = 2k
2
D =
1
2pi
(2pilP )
D−2. (3.5.11)
Let us count the number of degrees of freedom [5, 58, 59]. The metric is a traceless symmetric
tensor. It is contained in the symmetric part of the tensor product of two fundamental vector
representations of SO(9). This is because each index of the metric is a vector index which can
take only D− 2 = 11− 2 = 9 values. Since the metric tensor must also be a traceless tensor it
will contain in total 9
2−9
2
+ 9− 1 = 44 degrees of freedom.
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The gauge potential A3 must be contained in the antisymmetric part of the tensor product
of three fundamental vector representations of SO(9). The independent number of AMNP
is obvioulsy given by 9×8×7
3!
= 84. The total number of bosonic variables is thus given by
44 + 84 = 128.
In 11 dimensions the Dirac matrices are 32 × 32. The gravitino is a Majorana spin 3
2
field
which carries a vector and a spinor indices. The Rarita-Schwinger gravitino field must clearly
be contained in the tensor product of the fundamental vector representation and the spinor
representation of SO(9). There are only D−3 = 11−3 = 8 propagating components for a spin
3
2
field in the same way that a spin 1 field has only D−2 = 11−2 = 9 propagating components.
The independent number of fermionic degrees of freedom is therefore 32×8
2
= 128 where the
division by 2 is due to the Majorana condition. The numbers of bosonic and fermionic degrees
of freedom match.
Supergravity in 11 dimensions contains a 2−brane solution which is an electrically charged
configuration with respect to AMNP and a 5−brane solution which is a magnetically charged
configuration with respect to AMNP . These supergravity 2-brane and 5-brane solutions are the
low-energy limits of the M2− and M5−branes respectively of M-theory.
The equations of motion of 11-dimensional supergravity are given by the following Einstein-
Maxwell system
RMN − 1
2
gMNR =
1
2
F 2MN −
1
4
gMN |F4|2. (3.5.12)
d ∗ F4 + 1
2
F4 ∧ F4 = 0 , dF4 = 0. (3.5.13)
Type IIA supergravity theory can be constructed by dimensional reduction of supergravity in 11
dimensions on a circle S1. This as it turns out is a consequence of the deeper fact that M-theory
compactified on a circle of radius R is equivalent to type IIA superstring in ten dimensions with
coupling constant gs = R/
√
α′ (more on this below). Kaluza-Klein dimensional reduction is
obtained by keeping only the zero modes in the Fourier expansions along the compact direction
whereas compactification is obtained by keeping all Fourier modes in the lower dimensional
theory.
The dimensional reduction of the metric gMN is specified explicitly in terms of a ten-
dimensional metric gmn, a U(1) gauge field Am and a scalar dilaton field Φ, by [3]
ds2 = gMNdx
MdxN = e−
2Φ
3 gmndx
mdxn + e
4Φ
3 (dx10 + Amdx
m)2. (3.5.14)
Thus the distance l11 between any two points as viewed in the eleven-dimensional theory should
be viewed as a distance l10 in the ten-dimensional theory which are related by l10 = g
−1/3
s l11
where gs = 〈exp(Φ)〉 is the string coupling constant. Thus the Planck scale lP in eleven-
dimension is related to the string length ls =
√
α′ 3 in ten-dimension by the relation
lP = g
1/3
s ls. (3.5.15)
3Note that the string length is sometimes defined by ls =
√
α′ and sometimes by ls =
√
2α′.
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It is also not difficult to convince oneself that the 11−dimensional coordinate transformation
x10 −→ x10 + f(x10) is precisely equivalent to the 10−dimensional U(1) gauge transformation
A −→ A− df .
The three-form A3 in eleven dimensions gives a three-form C3 and a two-form B2 in ten
dimensions given by
C3 = Amnqdx
m ∧ dxn ∧ dxq , B2 = A10mndxm ∧ dxn. (3.5.16)
From the action (3.5.8) we see that the ten-dimensional Newton’s constant is given in terms of
the eleven-dimensional Newton’s constant by the relation
G10 =
G11
2piR
=
2k210
16pi
. (3.5.17)
The Newton’s constant G10, the gravitational coupling constant k10, the string length ls and
the coupling constant gs are related by the formula (see below)
16piG10 = 2k
2
10 =
1
2pi
g2s(2pils)
8. (3.5.18)
We obtain immediately
2k211
2piR
= 2k20g
2
s , 2k
2
0 =
1
2pi
(2pils)
8. (3.5.19)
And
R = gsls. (3.5.20)
Thus, the original metric gMN corresponds to the ten-dimensional fields gmn, Φ and A1, whereas
the original three-form A3 corresponds to the three-form C3 and the two-form B2. The leading
α′ = l2s low energy effective action of the bosonic D = 11 supergravity action, which is ob-
tained by integrating over the compact direction, is given precisely by the action of type IIA
supergravity in D = 10 dimensions. This action consists of three terms
S = SNS + SR + SCS. (3.5.21)
The action SNS describes the fields of the NS-NS sector, viz (gmn,Φ, B2). The field strength of
B2 is denoted H3 = dB2. It is given in the string frame explicitly by
SNS =
1
2k20
∫
d10x
√−g exp(−2Φ)(R + 4∂µΦ∂µΦ− 1
2
|H3|2
)
. (3.5.22)
The action SR describes the fields of the R-R sectors, viz (A1, C3). The field strengths are given
respectively by F2 = dA1 and F˜4 = dC3 + A1 ∧H3. The action is given by
SR = − 1
4k20
∫
d10x
√−g(|F2|2 + |F˜4|2). (3.5.23)
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The Chern-Simons term is given obviously by (where F4 = dA3)
SCS = − 1
4k20
∫
B2 ∧ F4 ∧ F4. (3.5.24)
The solution of eleven-dimensional gravity which is relevant for the dual geometry to the BFSS
quantum mechanics corresponds the non-extremal M-wave solution. This corresponds to A3 =
0, i.e. C3 = 0 and B2 = 0. The 11−dimensional metric corresponds to [36,64]
ds211 = gMNdx
MdxN
= l4s
(
−H−1Fdt2 + F−1dU2 + U2dΩ28 +
(
l−4s H
1/2dx10 − (U+
U−
)7/2H−1/2dt
)2)
.
(3.5.25)
F = 1− U
7
+ − U7−
U7
= 1− U
7
0
U7
, U70 = U
7
+ − U7− , U =
r
α′
. (3.5.26)
H = l4s
U7−
U7
. (3.5.27)
By using the basic formula (3.5.14) we get immediately the 10−dimensional metric
ds210 = gmndx
mdxn
= l2s
(
−H−1/2Fdt2 +H1/2F−1dU2 +H1/2U2dΩ28
)
. (3.5.28)
This is the same solution as the non-extremal black 0-brane solution (3.6.1). The dilaton Φ
and the one-form field A = Amdx
m are given by the identification
exp(Φ) = l−3s H
3/4 , A = −(U+
U−
)7/2l4sH
−1dt. (3.5.29)
The mass M and the R-R charge Q of this black 0-brane solution are given by (with S8 being
the volume of S8)
M =
VS8α
′7
2k210
(8U7+ − U7−) , Q =
7VS8α
′7
2k210
(U+U−)7/2. (3.5.30)
The charge of N coincident D0-branes in type IIA superstring is quantized as
Q =
N
lsgs
. (3.5.31)
We write the radii r± as r7± = (1 + δ)
±1R. Hence (with VS8 = 2(2pi)4/(7.15))
N
lsgs
=
7VS8
2k210
(r+r−)7/2 ⇒ R = N
lsgs
2k210
7VS8
= 15piNl7sgs(2pi)
2. (3.5.32)
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The above M-wave solution is non-extremal. The extremal solution corresponds to the limit
U− −→ U+ or equivalently δ −→ 0. The Schwarzschild limit corresponds to U− −→ 0 and thus
the charge Q vanishes in this limit.
The third much more important limit is the near horizon limit r −→ 0 given by [48]
U =
r
α′
= fixed. (3.5.33)
U0 = (U
7
+ − U7−)1/7 = U−α = fixed. (3.5.34)
λ = g2YMN =
gs
(2pi)2
1
l3s
N = fixed. (3.5.35)
α is a dimensionless parameter. Remark that the extremal limit corresponds to α −→ 0. The
near horizon limit is also equivalent to the limit α −→ 0 since U0/U = r−α/r = fixed. Thus the
near horizon limit is equivalent to the near extremal limit and it is given by α −→ 0 keeping
fixed
U0
U
=
r−α
r
= fixed. (3.5.36)
1
U0
=
α′
r−α
= fixed. (3.5.37)
U30
g2sN
2
l6s
=
g2sN
2
(r−α)3
= fixed. (3.5.38)
In summary, the M-wave solution which is a purely geometrical solution in 11 dimensions
corresponds to a charged black hole in 10 dimensions smeared along the compact x10 direction.
In the extremal or near horizon limit the functions F and H characterizing this solution are
given by
H =
H0
U7
, H0 = l
4
sU
7
− =
1
1 + δ
240pi5λ. (3.5.39)
F = 1− U
7
0
U7
, U70 =
δ(2 + δ)
1 + δ
15piλ(2pi)4
l4s
. (3.5.40)
By comparing with (3.5.6) we get that δ is proportional to the energy and that the extremal
limit is also characterized by ls −→ 0 keeping δ/l4s fixed given by
δ
l4s
=
56pi2λ
9
E
N2
. (3.5.41)
The mass and the charge are given by
M = (1 +
9δ
7
)Q , Q =
N2
(2pi)2l4sλ
. (3.5.42)
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3.5.3 Type IIA string theory at strong couplings is M-Theory
The theory of 11−d supergravity arises also as a low energy limit of type IIA superstring
theory [60]. We will discuss this point in some more detail following [5]. We consider the
behaviour of Dp-branes at strong coupling in type IIA string theory. The Dp-branes have
tensions given by the Polchinski formula [42,61]
T 2p =
2pi
2k210
(4pi2α
′
)3−p. (3.5.43)
The fundamental string tension is 1/(2piα
′
) and Newton’s constant in 10 dimensions is 2k210/16pi.
Type IIA string theory contains only Dp-branes with p even while type IIB string theory
contains Dp-branes with p odd. These two series are related by T-duality. Indeed, it was
shown using T-duality that [62]
Tp−1 = 2piα
′ 1
2Tp. (3.5.44)
This is consistent with (3.5.43). It was also shown using SL(2, Z) duality that the D-string
(i.e. p = 1) in type IIB string theory has a tension given by [63]
T1 = g
−1(2piα
′
)−1. (3.5.45)
The perturbative effective string coupling is given by g = 〈eΦ〉+ ... where Φ is the dilaton field.
From (3.5.43) and (3.5.45) we get that
2k210 = (2pi)
3g2(2piα
′
)4. (3.5.46)
Putting this last equation back in (3.5.43) we obtain
Tp = (2pi)
1−p
2 g−1(2piα
′
)−
p+1
2 . (3.5.47)
This tension translates into a mass scale [42]
T
1
p+1
p = O(g
− 1
p+1α
′− 1
2 ). (3.5.48)
Remark that α
′−1 has units of mass squared and g is dimensionless and thus T
1
p+1
p has units of
mass. Clearly, at strong string coupling g the smallest p (i.e. p = 0) gives the smallest scale,
i.e the lowest modes. These are the D0-branes. Their mass is
T0 =
1
gα
′ 1
2
. (3.5.49)
At weak coupling this is very heavy. Bound states of any number n of D0-branes do exist.
They have mass
nT0 =
n
gα
′ 1
2
. (3.5.50)
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As g −→ ∞ these states become massless and the above spectrum becomes a continuum
identical to the continuum of momentum Kaluza-Klein states which correspond to a periodic
(i.e. compact) 11 dimensions of radius
R10 = gα
′ 1
2 . (3.5.51)
Thus, the limit g −→ ∞ is the decompactification limit R10 −→ ∞ where an extra 11 dimen-
sions appears. This extra dimension is invisible in string perturbation theory because if g −→ 0
it becomes very small (i.e. R10 −→ 0).
In the dimensional reduction of 11−dimensional supergravity to 10−dimensional type IIA
supergravity only the states with momentum p10 = 0 survives. However, type IIA string theory
(with type IIA supergravity as its low energy limit) contains also states with p10 6= 0 which are
the D0-branes and their bound states. In this dimensional reduction the Kaluza-Klein gauge
field coupling to the eleventh dimension is exactly the Ramond-Ramond gauge field coupling
to the D0-branes of type IIA supergravity.
From the action (3.5.8) we can immediately see that the 11−dimensional and 10−dimensional
gravitational couplings k11 and k10 are related by
k211 = 2piR10k
2
10 =
1
2
(2pi)8g3α
′ 9
2 . (3.5.52)
The 11−dimensional Planck mass is defined by
2k211 ≡ (2pi)8M−911 (3.5.53)
The power of −9 is dictated by the fact that we have (by using the last two equations)
M11 = g
− 1
3α
′− 1
2 . (3.5.54)
Since α
′− 1
2 has units of mass the M11 will have units of mass. From (3.5.51) and (3.5.54) we
find that the parameters g and α
′
of type IIA string theory are related to the parameters R10
and M11 of the 11−dimensional theory by
g = (R10M11)
3
2 , α
′
= R−110 M
−3
11 . (3.5.55)
3.6 M-theory prediction for quantum black holes
Let us start by writing down the metric of the 10−dimensional black 0-brane solution in
type II A supergravity theory:
ds2 = α′
[
− F (U)√
H
dt2 +
√
H
F (U)
dU2 +
√
HU2dΩ28
]
, (3.6.1)
where
F (U) = 1− U
7
0
U7
, H =
240pi5λ
U7
. (3.6.2)
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The horizon is located at U0 where
U70 = a0λ
2 E
N2
. (3.6.3)
This solution is characterized by two parameters U and λ which correspond to a typical energy
scale and ’t Hooft coupling constant in the dual gauge theory. These two parameters define
also the mass and the charge of the black hole.
By the gauge/gravity duality, classical type IIA supergravity around this black 0-brane
solution is equivalent to the limit λ −→∞, λ −→∞ of the (0 + 1)−dimensional gauge theory
given by the BFSS model
S =
1
g2YM
∫ β
0
dt
[1
2
(DtXI)
2 − 1
4
[XI , XJ ]
2 − 1
2
ψ¯γ0D0ψ − 1
2
ψ¯γI [XI , ψ]
]
. (3.6.4)
The quantum gravity corrections to the above black 0-brane solution were compute analytically
in [36] whereas the corresponding non-perturbative gauge theory corrections using Monte Carlo
simulations of the above gauge theory were computed in [80].This is an extremely important
very concrete check of the gauge/gravity correspondence. In the following we will outline their
main results.
3.6.1 Quantum gravity corrections
In this section we follow closely [36].
The quantum gravity corrections are loop corrections in the string coupling gs. From the
dual gauge theory side this corresponds to corrections in 1/N2. The calculation of the effective
action is done in eleven dimensions by demanding local supersymmetry. This effective action
of M-theory is given by the action of 11−dimensional supergravity with the addition of higher
derivative terms.
The effective action of M-theory becomes after dimensional reduction the one-loop effective
action of type IIA superstring theory. Also, since we are only interested in the M-wave solution,
which is a purely geometrical object in 11 dimensions, we should only concentrate on the
graviton field. The structure of the effective action of type IIA superstring theory must be
such that it is consistent with the scattering amplitudes of strings. The leading corrections to
type IIA supergravity involve four gravitons as asymptotic states and correspond to quartic
terms of the Riemann tensor [75]. The corrections [eR4] when lifted to 11 dimensions become
B1 = [eR
4]7 where the subscript 7 indicates the number of potentially different contractions.
The other corrections are determined by demanding local supersymmetry. In this way the
combination of the quartic terms of the Riemann tensor in B1 is determined uniquely up to an
overall factor. The effective action of the M-theory relevant to the graviton scattering is given
explicitly by [36,76,77]
Γ11 =
1
2k211
∫
d11x
√−g
(
R + γl12s (t8t8R
4 − 1
4!
1111R
4)
)
. (3.6.5)
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The tensor t8 is the product of four Kronecker’s symbols whereas the tensor 11 is an antisym-
metric tensor with eleven indices. The parameter γ is given by
γ =
pi6
2732
λ2
N2
(3.6.6)
By dimensional reduction we get from Γ11 the one-loop effective action of type IIA superstring
theory.
Next we derive the equations of motion corresponding to the action Γ11 and solve them
up to the linear order in γ. The near horizon geometry of the M-wave solution with quantum
gravity corrections included takes the form [36]
ds211 = l
4
s
(
−H−11 F1dt2 + F−11 dU2 + U2dΩ28 +
(
l−4s H
1/2
2 dx10 −H−1/23 dt
)2)
.
(3.6.7)
The functions Hi and F1 are given by
Hi = H +
1
N2
5pi16λ3
24U130
hi , F1 = F +
1
N2
pi6λ2
1152U60
f1. (3.6.8)
The functions hi and f are functions of x = U/U0 given by equation (44) of [36]. The dimen-
sional reduction of the above solution gives immediately the near horizon geometry of the black
0-brane solution with quantum gravity corrections. This is given explicitly by
ds210 = l
2
s
(
−H−11 H1/22 F1dt2 +H1/22 F−11 dU2 +H1/22 U2dΩ28
)
. (3.6.9)
exp(Φ) = l−3s H
3/4
2 , A = −l4sH−1/22 H−1/23 dt. (3.6.10)
The horizon becomes shifted given by
F1H = 0⇒ U
7
H
U70
= 1− 1
N2
pi6λ2
1152U60
f1. (3.6.11)
The temperature of the black 0-brane is derived by performing Wick rotation and then removing
the conical singularity by imposing periodicity in the Euclidean time direction. We define the
proper distance from the horizon by
dρ2 = F−11 dU
2 ⇒ ρ = 2F ′−
1
2
1H
√
U − UH . (3.6.12)
Then
F1 =
ρ2
4
F ′21 |H . (3.6.13)
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The relevant part of the metric takes now the form
ds210 = l
2
sH
1/2
2
(
ρ2
4r2s
dt2 + dρ2 + ...
)
,
1
rs
= H
−1/2
1H F
′
1H . (3.6.14)
We get immediately the temperature
T =
1
4pirs
=
1
4pi
H
−1/2
1H F
′
1H . (3.6.15)
In terms of U˜0 = U0/λ
1/3, T˜ = T/λ1/3 and  = γ/λ2 this formula reads
T˜ = a1U˜
5/2
0 (1 + a2U˜
−6
0 ). (3.6.16)
The coefficient a1 is precisely the coefficient computed before in equation (3.5.5). The coefficient
a2 is given by equation (48) of [36].
Next we compute the entropy of the black 0-brane solution by using Wald’s formula [78,79]
in order to maintain the first law of thermodynamics. This entropy is exactly equal to the
entropy of the M-wave solution. The Wald’s formula for the M-wave solution is given in terms
of the effective action Γ11 and an antisymmetric binormal tensor Nµν by
S = −2pi
∫
H
dΩ8dx10
√
h
∂Γ11
∂Rµναβ
NµνNαβ. (3.6.17)
The binormal tensor Nµν satisfies NµνN
µν = −2 with the only non-zero component being
NtU = −l4sU0H−1/21 and where
√
h = (l2sU)
8H
1/2
2 /l
2
s is the volume form at the horizon. The
result of the calculation is [36]
S
N2
= a3T˜
9/5(1 + a4T˜
−12/5). (3.6.18)
Again the coefficient a3 is computed before in equation (3.5.7). The coefficient a4 is given by
equation (53) of [36].
The energy E˜ = E/λ1/3 is given by the first law of thermodynamics, viz dE˜ = T˜ dS. We
get immediately
E˜
N2
=
9a3
14
T˜ 14/5 − 3a3a4
2
T˜ 2/5. (3.6.19)
The numerical coefficients are given by [36]
9a3
14
= 7.41 ,
3a3a4
2
=
5.77
N2
. (3.6.20)
We also get the specific heat
1
N2
dE˜
dT
=
9a3
5
T˜ 9/5 − 3a3a4
5
T˜−3/5. (3.6.21)
This can become negative at low temperature which means that the black 0-brane behaves
as an evaporating Schwarzschild black hole. This instability is obviously removed in the limit
N −→∞.
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3.6.2 Non-perturbative tests of the gauge/gravity duality
The basic prediction coming from the dual gravity is the formula for the energy per one
degree of freedom given by
Egravity = E˜
N2
= 7.41.T˜ 14/5 − 5.77
N2
.T˜ 2/5. (3.6.22)
This formula includes the quantum gravity (second term) corrections which correspond to loop
corrections proportional to gs or equivalently 1/N
2. We can also include stringy corrections
which are proportional to α′ or equivalently 1/λ following [81,86]. We get then the formula
Egravity = E˜
N2
= (7.41.T˜ 2.8 + a.T˜ 4.6 + ...) + (−5.77T˜ 0.4 + bT˜ 2.2 + ...) 1
N2
+O(
1
N4
). (3.6.23)
This result is reproduced non-perturbatively by Monte Carlo simulation of the dual gauge
theory, here it is the BFSS quantum mechanics, at the level of classical supergravity (for
N =∞ with the result a = −5.58(1)) in [81] and at the level of quantum gravity in [80]. The
gauge/gravity duality is also tested for D0-branes in [37, 85]. Other non-perturbative original
tests of the gauge/gravity duality can be found in [84,87]. Here we will follow closely [80].
The BFSS quantum mechanics
S =
1
g2YM
∫ β
0
dt
[1
2
(DtXI)
2 − 1
4
[XI , XJ ]
2 − 1
2
ψ¯γ0D0ψ − 1
2
ψ¯γI [XI , ψ]
]
(3.6.24)
is put on computer along the lines of [81, 82]. The goal is to compute the internal energy
Egauge = E
N2
, E = − ∂
∂β
lnZ , Z =
∫
DXDADψ exp(−S). (3.6.25)
The theory can be regularized in the time direction either by a momentum cutoff Λ [80, 83],
which incidentally preserves gauge invariance in one dimension, or by a conventional lattice
a [84] which really remains the preferred method because of the dire need of parallelization in
this sort of calculations. As usual the fermionic Pfaffian is complex and thus in practice only
the absolute value can be taken into consideration in the Boltzmann probability which is a valid
approximation in this context [80,85].
In order to be able to compare sensibly the quantum gauge theory corrections on the gauge
theory side with the corresponding quantum gravity corrections on the gravity side given by the
1/N2 term in equation (3.6.23) the authors of [80] simulated the gauge theory with small values
of N . Here the problem of flat directions (commuting matrices) becomes quite acute which is
a problem intimately related to the physical effect of Hawking radiation and the instability of
the black hole solution encountered in equation (3.6.21). In particular, it is observed that the
eigenvalues of the bosonic matrices XI , which describe the positions of the D-particles forming
the black hole, start to diverge for small N signifying that these particles are being radiated
away out of the black hole due to quantum gravity effects. In other words, the black hole for
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small N is a metastable bound state of the D0-branes and it becomes really stable only in the
large N limit when quantum gravity effects can be suppressed and classical gravity becomes an
exact description.
Hence, the black hole for small N is only a metastable bound state of the D0-branes and
quantum gravity is acting as a destabilizing effect. The energy of this metastable bound state
is measured as follows:
• We introduce the extent of space
R2 =
1
Nβ
∫ β
0
dt
9∑
I=1
XI(t)
2. (3.6.26)
The histogram of R2 presents a peak (bound state) and a tail (Hawking instability). See
figure (3.1).
Figure 3.1: Black 0-brane (black hole) and its Hawking radiation.
• The instability is tamed numerically by the addition of an appropriate potential.
• We fix T , N and Λ. In the measurement of the internal energy we only consider con-
figurations which satisfy R2 < x. The corresponding estimation of the internal energy
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is denoted by E(x) = E(x)/N2. This estimation reaches a pleateau in the region of the
tail of R2, i.e. for all values of x in the tail of the histogram of R2 the energy takes on
effectively the same value. This value is the measurement E(Λ) = E(Λ)/N2 of the internal
energy for that particular set of values of T and N and Λ.
• We repeat the same analysis for other sets of values of T , N and Λ. The internal energy
in the continuum limit Egauge = E/N2 is obtained by fitting the results E(Λ) = E(Λ)/N2
for different Λ, but for the same T and N , using the ansatz E(Λ) = E + constant/Λ. We
plot the energy Egauge as a function of T for some fixed N . The authors of [80] considered
N = 3, 4, 5. It is observed that the internal energy increases as T decreases signaling that
the specific heat is negative which is consistent with the result (3.6.21) on the gravity
side. See figure (3.2).
Figure 3.2: Instability of the black hole: the specific heat increases as T decreases.
• The stringy effects are found to be irrelevant in the temperature range 0.07 ≤ T ≤ 0.12
considered by the author of [80]. The Monte Carlo results Egauge (figure 3 of their paper)
should then be compared with the gravity result (3.6.22). They have provided convincing
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evidence that
Egravity − Egauge = constant
N4
. (3.6.27)
See figure (3.3). This implies immediately that
Egauge = E
N2
= 7.41.T 14/5 − 5.77
N2
.T 2/5 +
c2
N4
. (3.6.28)
The T dependence of the coefficient c2 is also found to be consistent with the prediction
from the gravity side given by c2 = cT
−2.6 + ....
Figure 3.3: Consistency of the gauge and gravity predictions.
3.7 Matrix string theory
We consider now dimensional reduction to D = 2 dimensions, i.e. p = 1. Thus, we
are dealing with a system of N coincident D1-branes forming a black 1-brane solution with
dynamics given by the maximally supersymmetric U(N) gauge action (with µ, ν = 0, 1 and
I, J = 1, ..., 8)
S =
1
g2YM
∫
d2x
[− 1
4
FµνF
µν − 1
2
(DµXI)(D
µXI) +
1
4
[XI , XJ ]
2 +
i
2
ψ¯γµDµψ +
1
2
ψ¯γI [XI , ψ]
]
.
(3.7.1)
This is equivalent to type IIB superstring theory around the black 1-brane background space-
time. This black 1-brane solution can be mapped via S-duality to a black string solution [48].
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This theory is exactly equivalent to the so-called matrix string theory [88] which can be thought
of as a matrix gauge theory in the same way that M-(atrix) theory or the BFSS model is a
matrix quantum mechanics.
In the same way that the Euclidean IKKT matrix model decompactified on a circle S1 gives
the BFSS model at finite temperature, M-(atrix) theory decompactified on a circle S1 should
give the above matrix string theory. See for example [281]. Indeed, compactification should
always take us from a higher dimensional theory to a lower dimensional one since it is the
analogue of dimensional reduction. Thus, we go from the 2−dimensional matrix gauge theory
(the DVV matrix string theory) to the 1−dimensional matrix quantum mechanics (the BFSS M-
(atrix) theory) and from the 1−dimensional matrix quantum mechanics to the 0−dimensional
type IIB matrix model (the IKKT matrix model) via circle compactifications (assuming also
Euclidean signature so there is no difference between time-like and space-like circles).
As we have discussed previously, the full dynamics of M-theory is captured by the large
N limit of the M-(atrix) theory or the BFSS quantum mechanics, whereas compactification
of M-theory on a circle gives type IIA string theory. The fundamental degrees of freedom of
M-(atrix) theory are D-particles. The D0-branes (D-particles) of type IIA string theory are
described by collective coordinates given by N×N matrices and the limit N −→∞ is precisely
the decompactification limit (recall that λ = g2YMN = gsN/(2pi)
2l3s).
In this compactification, the strong limit of the string coupling constant gs determines the
large radius of the circle by R = gs
√
α′ while the type IIA D-particles are identified with
non-zero Kaluza-Klein modes along the circle.
Similarly, the circle decompactification of the BFSS quantum mechanics is achieved by
reinterpreting the large N × N matrices XI as covariant derivatives of a U(N) gauge field
defined on a circle S1. Thus, a new compact coordinate along the circle emerges in M-(atrix)
theory which then becomes matrix string theory.
In summary,
• 1) M-theory compactified on a circle gives type IIA string theory.
• 2) M-theory is given by M-(atrix) theory.
• 3) Matrix string theory compactified on a circle gives M-(atrix) theory.
Hence, we conclude that dynamics of type IIA string theory must be captured by matrix string
theory in the strong coupling region. See [88] and also [90–92].
However, matrix string theory describes D-strings, forming a black string, in type IIB string
theory whereas M-(atrix) theory describes D-particles, forming a black hole, in type IIA string
theory. These are related to each other via T-duality which maps type IIA string theory
compactified on a circle of radius R to type IIB string theory compactified on a circle of radius
α′/R, and also simultaneously exchanging momentum modes with winding numbers.
The mother of all theories M-theory and its relations to other theories is depicted in figure
(3.4).
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Figure 3.4: M-theory et al.
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3.8 Black-hole/black-string transition as the confinement/deconfinement
transition
3.8.1 The black-hole/black-string phase transition
In this section we follow the presentation of [19,21].
We consider the action of 2−dimensional maximally symmetric, i.e. N = 8, U(N) Yang-
Mills theory given by the action (3.7.1). We Wick rotate to Euclidean signature and denote
the time by t˜. The theory is put at finite temperature via compactification of the Euclidean
time on a circle of circumference given by the inverse temperature β˜ = 1/T˜ . The spatial circle
is also compactified on a circle of circumference L˜.
For very large compactification circumference L˜ this theory describes N coincident D1-
branes in type IIB string theory which are winding on the circle. When L˜ −→ 0 the appropriate
description becomes given by T-duality in terms of N coincident D0-branes in type IIA string
theory which are winding on a circle of circumference α′/L˜. The positions of these D-particles
on the T-dual circle are given by the eigenvalues of the Wilson loop winding on the circle, i.e.
of the holonomy matrix
W = P exp(i
∮
dxAx). (3.8.1)
By an appropriate gauge transformation the Wilson line can be diagonalized as
W = diag(exp(iθ1), ..., exp(iθN)). (3.8.2)
The phase θi is precisely the position of the ith D0-brane on the T-dual circle. If all the angles
θi accumulate at the same point then we obtain a black hole at that location whereas if they are
distributed uniformly on the circle we obtain a uniform black string. We can also obtain a non-
uniform black string phase or a phase with several black holes depending on the distribution of
the eigenvalues θi.
In the high temperature limit a very nice reduction of this model occurs. In this limit β˜ −→ 0
and as a consequence the temporal Kaluza-Klein mode, which have temporal momenta of the
form p = n/β˜ for n ∈ Z, become very heavy and thus decouple from the theory. Effectively
the time direction is reduced to a point in the high temperature limit β˜ −→ 0 and the theory
reduces back to M-(atrix) theory. If we also assume that the fermions obey the anti-periodic
boundary condition in the time direction, viz
ψ(t˜+ β˜) = −ψ(t˜). (3.8.3)
Then, in the high temperature limit β˜ −→ 0 the fermions decouple and we end up with a
bosonic theory, i.e. the bosonic part of the BFSS quantum mechanics given explicitly by
S =
1
g2YM
∫ β
0
dt
[1
2
(DtXI)
2 − 1
4
[XI , XJ ]
2
]
. (3.8.4)
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However, note that the time direction of this 1−dimensional model is the spatial direction of
the 2−dimensional model. More precisely, we have
1
g2YM
=
β˜
g˜2YM
⇒ λ = λ˜T˜ . (3.8.5)
L˜ = β. (3.8.6)
It is not difficult to see that all physical properties of the 1−dimensional system depend only
on the effective coupling constant
λeff =
λ
T 3
= λ˜T˜ L˜3. (3.8.7)
The Wilson loop (3.8.1) winding around the spatial circle in the 2−dimensional theory becomes
in the 1−dimensional theory the Polyakov line or holonomy
P =
1
N
TrU , U = P exp(i
∫ β
0
dtA(t)), (3.8.8)
where U is the holonomy matrix.
The high temperature 2−dimensional Yang-Mills theory on a circle was studied in [33, 93]
where a phase transition around λeff = 1.4 was observed. This result was made more precise
by studying the 1−dimensional matrix quantum mechanics in [21] where two phase transitions
were identified of second and third order respectively at the values (see next section for detailed
discussion)
λeff = 1.35(1)⇒ T˜ L˜ = 1.35(1)
λ˜L˜2
. (3.8.9)
λeff = 1.487(2)⇒ T˜ L˜ = 1.487(2)
λ˜L˜2
. (3.8.10)
The second order transition separates between the gapped phase and the non-uniform phase
whereas the third order separates between the non-uniform phase and the uniform phase. These
phases, in the 2−dimensional phase diagram with axes given by the dimensionless parameters
T˜ L˜ and λ˜L˜2, occur at high temperatures in the region where the 2−dimensional Yang-Mills
theory reduces to the bosonic part of the 1−dimensional BFSS quantum mechanics. It is
conjectured in [21] that by continuing the above two lines to low temperatures we will reach a
triple point where the two lines intersect and as a consequence the non-uniform phase ceases
to exist below this tri-critical point.
A phase diagram may look like the one on figure (3.5).
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At small T˜ and large λ˜ it was shown in [33] that the 2−dimensional Yang-Mills theory
exhibits a first order phase transition at the value
T˜ L˜ =
2.29√
λ˜L˜2
. (3.8.11)
Remark the extra square root. This corresponds in the dual gravity theory side to a transition
between the black hole phase (gapped phase) and the black string phase (the uniform phase)
[94]. This black hole/black string first order phase transition is intimately related to Gregory-
Laflamme instability [95]. Thus, it seems that the first order black hole/black string transition
seen at low temperatures splits at the triple point into the second order gapped/non-uniform
and the third order non-uniform/uniform transitions seen at high temperatures, i.e. in the
bosonic part of the 1−dimensional BFSS quantum mechanics [21]. See the above proposed
phase diagram. The black hole/black string transition is a very important example of topology
change transitions.
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Figure 3.5: The phase diagram of the 2−d Yang-Mills theory on a circle and its relation to 1−d
Yang-Mills theory on a circle.
3.8.2 The confinement/deconfinement phase transition
In this section we follow the presentation of [21].
The goal in this section is to describe in some detail the phase structure of the 1−dimensional
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BFSS quantum mechanics given by the model
S =
1
g2YM
∫ β
0
dt
[1
2
(DtXI)
2 − 1
4
[XI , XJ ]
2
]
. (3.8.12)
There is one single effective coupling constant λeff = λ/T
3 and thus without any loss of gener-
ality we can choose the t’Hooft coupling as λ = g2YMN = 1. A Monte Carlo study of the above
model using the heat bath algorithm was performed in [21] and using the hybrid Monte Carlo
algorithm was performed in [18]. The basic observables which we track in Monte Carlo simula-
tion are the Polyakov line, the energy of the system and the extent of space given respectively
by
〈|P |〉 = 〈 1
N
|TrU |〉 , U = P exp(i
∫
0
βdtA(t)). (3.8.13)
E
N2
= −〈 3T
4N
∫ β
0
dtTr[XI , XJ ]
2〉. (3.8.14)
R2 = 〈 T
N
∫ β
0
dtTrX2I 〉. (3.8.15)
The order parameter is the Polyakov line. Some of the main results include:
• The Polyakov line is found to approach one in the deconfined (non-uniform) phase, then it
starts changing quite fast at around T ' 0.9, then it goes to zero in the confined (uniform)
phase. The data in the deconfined phase is well reproduced by the high temperature
expansion [96] especially for T ≥ 2. In the confined phase the Polyakov line goes to zero
as 1/N as T −→ 0 which can be reproduced by generating the holonomy matrix U with
a probability given by the Haar measure dU .
• Thus T = 0.9 marks the transition from the deconfined (non-uniform) to confined (uni-
form) phase transition. In the confining uniform phase the U(1) symmetry
A(t) −→ A(t) + a.1 (3.8.16)
is not broken whereas in the deconfining non-uniform phase it is broken. Thus, the con-
fining/deconfining phase transition at T = 0.9 is associated with spontaneous symmetry
breaking of the above U(1) symmetry [21,33,93,98–100,152]. This transition is intimately
related to the string theory Hagedorn transition [101–103].
• The energy and the extent of space show a flat behavior in the confined (uniform) phase for
T < 0.9. This can be interpreted following [21] as due to the Eguchi-Kawai reduction [97]
of U(N) gauge theory on a lattice down to a U(N) gauge theory on a point in the ’t
Hooft limit which is possible because in the planar approximation we find that Wilson
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loop amplitudes for disconnected diagrams enjoys factorization. Thus in Eguchi-Kawai
reduction only global invariance is left and expectation values of single trace operators
are independent of the volume in the large N limit if the central U(1) symmetry is not
broken 4. See figure (3.6).
• The Polyakov line, the energy and the extent of space depend continuously on the tem-
perature but their first derivatives is discontinuous at the critical temperature
Tc1 = 0.905(2). (3.8.17)
Thus, the transition from confining phase to deconfining phase is second order.
4In D dimensions the central symmetry is U(1)D.
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Figure 3.6: The energy and the extent of space.
• A much more powerful order parameter is the eigenvalue distribution ρ(θ) of the eigen-
values exp(iθi), i = 1, ..., N , of the holonomy matrix U . We must have θi ∈] − pi, pi] and∑
i θi = 0.
The deconfinement phase where the central U(1) symmetry is spontaneously broken is
seen from the behavior of the eigenvalue distribution ρ(θ) to be divided into two distinct
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phases: the gapped phase and the non-uniform phase. As it turns out, these phases can
be described by the Gross-Witten one-plaquette model [104,105]
ZGW =
∫
dU exp
(
N
κ
(TrU + TrU †
)
. (3.8.18)
The eigenvalue distributions in the large N limit of this model are determined by the
solutions
ρgapped(θ) =
2
piκ
cos
θ
2
√
κ
2
− sin2 θ
2
, |θ| ≤ 2 sin−1
√
κ/2 , κ < 2. (3.8.19)
ρnon−uniform(θ) =
1
2pi
(1 +
2
κ
cos θ) , |θ| ≤ pi , κ ≥ 2. (3.8.20)
Thus, there exists in the Gross-Witten one-plaquette model a phase transition between
the above two solutions occurring at κ = 2 which is found to be of third order. This
transition in the full model occurs at T1c = 0.905(2) between the gapped and the non-
uniform phases and is of second order not third order yet the above distributions are still
very good fits to the actual Monte Carlo data with some value of κ for each T . The
second order phase transition at T1c = 0.905(2) is associated with the emergence of a gap
in the spectrum.
• In the confining phase the eigenvalue distribution is uniform. The U(1) symmetry is
unbroken and as a consequence the Eguchi-Kawai equivalence holds. Thus, the energy
in this phase must be a constant proportional to N2. The breaking of U(1) symmetry
and the resulting Eguchi-Kawai equivalence, as we increase T , is of the order of 1/N2.
The phase boundary at T = Tc2 between the confining uniform phase and the deconfining
non-uniform phase can thus be determined by means of the Eguchi-Kawai equivalence
instead of using the eigenvalue distribution. The behavior of the energy around Tc2 is
found to be of the form [21]
E
N2
= 0 , T ≤ Tc2. (3.8.21)
E
N2
= 0 + c(T − Tc2)p , T > Tc2. (3.8.22)
We find for N = 32 [21]
0 = 6.695(5) , c = 413± 310 , Tc2 = 0.8758(9) , p = 2.1(2). (3.8.23)
Similarly, we get for the extent of space the values Tc2 = 0.8763(4) , p = 1.9(2). The
transition from the confining uniform to the deconfining non-uniform occurs then at the
average value
Tc2 = 0.8761(3). (3.8.24)
The power p = 2 suggests that the second derivative of the energy is discontinuous and
as a consequence the transition is third order.
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• Thus the transition from the confining uniform phase to the deconfining gapped phase goes
through the deconfining non-uniform phase. See figure (3.7). There is also the suggestion
in [33,93] that the transition is possibly a direct single first order phase transition which
is the behavior observed in the plane-wave BMN matrix model [106–108].
Figure 3.7: The phase structure in terms of the Polyakov line.
3.8.3 The mass gap and the Gaussian structure
More interesting results concerning the bosonic BFSS quantum mechanics can be found
in [18,109,110,151].
We only consider the theory at zero temperature T = 0 or β = ∞. On a finite lattice
β = aΛ where a is the lattice spacing and Λ is the number of lattice points. The symmetric
static gauge is given by the link variable V = D1/Λ where D = diag(exp(iθ1), ..., exp(iθN)).
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Thus, in the zero temperature limit Λ −→∞ and thus V −→ 1. Hence in this limit the gauge
field can be completely gauged away.
The mass gap can be captured at zero temperature by the large time behavior of the
correlator
〈TrX1(0)X1(t)〉 ∝ exp(−mt) + ... (3.8.25)
The mass gap is given in terms of the energies of the first excited state E1 and the ground state
E0 by
m = E1 − E0. (3.8.26)
For finite temperature the above formula for the correlator is modified as
〈TrX1(0)X1(t)〉 ∝ A(exp(−mt) + exp(−m(β − t)). (3.8.27)
A measurement of this correlator for N = 30, a = 0.25 and β = 10 yields precisely this behavior
with the values [109]
A = 7.50± 0.2 , m = (1.90± 0.01)λ1/3. (3.8.28)
The fundamental observation of [109] is that this behavior of the correlator can be obtained
from the Gaussian model of d independent scalar fields with effective action
S = N
∫ β
0
dt
[1
2
(DtXI)
2 +
m2
2
X2I
]
. (3.8.29)
At zero temperature where the gauge field can be set to zero this becomes
S = N
∫ ∞
0
dt
[1
2
(∂tXI)
2 +
m2
2
X2I
]
. (3.8.30)
The eigenvalue distribution of any one of the XI is given by Wigner semicircle law of radius
Rλ =
√
2
m
. (3.8.31)
Also, the correlator 〈TrX1(0)X1(t)〉 in this theory is given exactly by the formula (3.8.27) with
A given by
A =
N
2m(1− exp(−βm)) . (3.8.32)
Monte Carlo measurement of the eigenvalue distribution of X1 is indeed found to be given by
a Wigner semicircle law with radius given, for the above parameters, by Rλ = 1.01 [109] which
is consistent with the above measured value of m from the correlator.
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The results of [109] suggest that for all values of the temperatures the eigenvalue distribution
of any one of the XI is given by a semicircle law with a radius given in terms of the expectation
value of the extent of space R2 by
Rλ =
4
d
〈R2〉. (3.8.33)
Thus the phase transition from the uniform confining phase at T = Tc2 = 0.8.. to the gapped
deconfining phase at T = Tc1 = 0.9.., i.e. the emergence of a gap, is associated with a change
in the radius of the eigenvalue distribution but not the shape which remains always given by a
Wigner semicircle law. The effective action (3.8.29) works very well at low temperatures which
can be motivated by a large d expansion [113] of the bosonic BFSS model in which the quartic
commutator term is replaced with a quadratic mass term with a specific value of the mass
which depends on the dimension d, i.e. on the number of scalar fields.
3.8.4 The large d approximation
To see this in more detail we go back to our original action
S = N
∫ β
0
dt
[1
2
(DtXI)
2 − 1
4
[XI , XJ ]
2
]
. (3.8.34)
We introduce SU(N) generators ta satisfying Trtatb = δab and we expand the matrices XI as
XI = t
aXaI . The above action can be rewritten as
S = N
∫ β
0
dt
1
2
(DtXI)
2 − N
4
λabcd
∫ β
0
dtXaIX
b
IX
c
JI
d
J , (3.8.35)
where λabcd is some SU(N) tensor (see for example equation (3.28) of [109]). We can add to
the action without changing the dynamics any term ∆S depending on XI and other fields k
ab
such that
∫ Dkab exp(−∆S) = constant. We add
∆S =
N
4
µabcd
∫ β
0
dt
(
kab + λabefXeIX
f
I
)(
kcd + λcdghXgJX
h
J
)
, (3.8.36)
where µabcd is the inverse kernel of λ
abcd. We consider then the action S ′ = S + ∆S given by
S ′ = N
∫ β
0
dt(
1
2
(DtXI)
2 +
kab
2
XaIX
b
I ) +
N
4
µabcd
∫ β
0
dtkabkcd. (3.8.37)
We will assume that the fields k’s are time independent, perform a Fourier transformation in
the time direction with modes n, integrate out the fields X’s, and also choose for k the ansatz
kijPij,lm = Pij,lmklm = t
a
ijk
abtblm. (3.8.38)
The P is the projector on traceless matrices given by
Pij,lm = t
a
ijt
a
lm = δimδjl −
1
N
δijδlm. (3.8.39)
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The above ansatz means in particular that kii = kjj for all i and j and we will also choose kij
to be symmetric. We obtain then the effective action for the fields k given by
Seff =
d
2
∑
n
∑
ij
Pij,ji logW (n)ij +
Nβ
4
µabcdk
abkcd. (3.8.40)
The matrix W (n) is given in terms of the holonomy angles θi by
W (n)ij =
(
2pin+ θi − θj
β
)2
+ kij. (3.8.41)
Next we write down the saddle point equation ∂Seff/∂kij = 0 given explicitly by
d
2
∑
n
Pij,ji(2pin+θi−θj
β
)2
+ kij
+
βN
2
µabcdk
abtcijt
d
ji. (3.8.42)
It is found that at low temperatures the effect of the holonomy is exponentially suppressed and
thus the angles θi can be simply set equal to zero. The leading order is given by the ansatz
kij = m
2 or equivalently kab = m2δab with
m = d1/3. (3.8.43)
By substituting this solution in (3.8.37) we get the Gaussian action (3.8.29). The radius (3.8.31)
is then given by
Rλ =
(8
d
)1/6
. (3.8.44)
Next order corrections in 1/d were computed in [114] and they are given by
Rλ =
(8
d
)1/6(
1 +
1
d
(
7
√
5
30
− 9
32
) + ...
)
. (3.8.45)
The Gaussian model (3.8.29) enjoys also a phase transition which occurs at the temperature
[115]
T gaussianc =
m
ln d
= 0.9467. (3.8.46)
As we can see immediately, this value is in excellent agreement with the critical temperature
Tc1 found in the full model of the phase transition to the gapped phase.
3.8.5 High temperature limit
At high temperatures the bosonic part of the BFSS quantum mechanics reduces to the
bosonic part of the IKKT model [96]. The leading behavior of the various observables of
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interest at high temperatures can be obtained in terms of the corresponding expectation values
in the IKKT model by the relations (with D = d+ 1 and X are appropriately scaled)
〈R2〉 =
√
T 〈 1
N
TrX2I 〉IKKT =
√
Tχ1. (3.8.47)
〈P 〉 = 1− 1
2
T−3/2〈 1
N
TrX2D〉IKKT = 1−
1
2d
T−3/2χ1. (3.8.48)
〈 E
N2
〉 = −3
4
T 〈 1
N
Tr[XI , Xj]
2〉IKKT = 3
4
Tχ2 , χ2 = (d− 1)(1− 1
N2
). (3.8.49)
The coefficient χ1 for various d and N can be read off from table 1 of [96] whereas the coeffi-
cient χ2 was determined exactly from the Schwinger-Dyson equation. The next-leading order
corrections can also be computed from the reduced IKKT model along these lines [96].
3.9 The discrete light-cone quantization (DLCQ) and in-
finite momentum frame (IMF)
3.9.1 Light-cone quantization and discrete light-cone quantization
In this section we follow mostly [129] but also [23,130–133]. We considerD = 11−dimensional
spacetime with coordinates Xµ = (t, z,X1, ..., XD−2) and metric (1,−1, ...,−1). The coordi-
nate z is called the longitudinal direction while X1, ..., XD−2 are the transverse directions. The
line-like coordiante X± are defined by
X± =
X0 ±XD−1√
2
=
t± z√
2
. (3.9.1)
We introduce the conjugate momenta
P± =
P 0 ∓ PD−1√
2
=
Pt ∓ Pz√
2
. (3.9.2)
The on-shell condition is
PµP
µ = M2 ⇔ 2P+P− − P 2i = M2. (3.9.3)
In light-cone frame the coordinate X+ plays the role of time and thus P+ is the Hamiltonian
H. We have
H =
P 2i
2P−
+
M2
2P−
. (3.9.4)
This is a non-relativistic expression where P− plays the role of the mass. This can be made
precise as follows.
All rights reserved to Badis Ydri 93
The Poincare group is generated by Pi: the transverse translations, P+ = H: the translation
in the X+ direction, P− = µ: the translation in the X− direction, Lij = Mij: the transverse
rotations, Liz = Miz: rotations in the (X
i, z) planes, K0z = M0z: Lorentz boost along z and
K0i = M0i: Lorentz boosts along X
i. The Poincar algebra is
[Pµ, Pν ] = 0
[Mµν , Pρ] = ηµρPν − ηνρPµ
[Mµν ,Mρσ] = ηµρMνσ − ηµσMνρ − ηνρMµσ + ηνσMµρ. (3.9.5)
The Galilean group is essentially a subgroup of the Poincare group defined as follows. We
introduce
µXC.Mi = i
K0i − Lzi√
2
. (3.9.6)
We can immediately compute
[Pi, µX
C.M
j ] = iµηij. (3.9.7)
The generators µXC.Mi are the Galilean boosts. Indeed we can compute
e−iV (µX
i)Pie
iV (µXi) = Pi + µV. (3.9.8)
The generator P− = µ commutes with all the generators Pi, P+, Lij and µXC.Mi . The mass is
therefore a central charge. The Galilean group is isomorphic to the Poincare subroup generated
by Pi, P+, Lij, µX
C.M
i and P−. Physics in the light-cone frame is Galilean invariant and hence
the Hamiltonian must be of the form
H =
P 2i
2P−
+Hinternal. (3.9.9)
The internal energy Hinternal is Galilean invariant. The generator K0z is not a part of the
Galilean group. We have the commutation relations
[K0z, P±] = ±P±. (3.9.10)
Thus [K0z, P+P−] = 0, i.e. HP− and as a consequence HinternalP− = M2/2 are invaraint under
longitudinal Lorentz boosts. We can also show that [µXC.Mi , HinternalP−] = 0. Hence M
2 is
invariant under Galilean boosts and Lorentz transformations. Remark also that H scales as
1/P−.
Let us now consider the action
S =
∫
dXD
(
1
2
∂µφ∂
µφ− 1
2
m2φ2 − λφ3
)
=
∫
dX+L , L =
∫
dX−dX i
(
∂+φ∂−φ− 1
2
(∂iφ)
2 − m
2
2
φ2 − λφ3
)
. (3.9.11)
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The canonical momentum pi to the field φ is
pi =
∂L
∂(∂+φ)
= ∂−φ. (3.9.12)
The equal time commutation relations
[φ(X−, X i), ∂−φ(Y −, Y i)] = iδ(X− − Y −)δ(X i − Y i). (3.9.13)
The field can be expanded as follows
φ(X−, X i) =
∫ ∞
0
dk−
[
φ(k−, X i)√
2pik−
e−ik−X
−
+
φ∗(k−, X i)√
2pik−
eik−X
−
]
. (3.9.14)
Thus
∂−φ(X−, X i) = −i
∫ ∞
0
dk−
[
φ(k−, X i)√
2pi
√
k−e−ik−X
− − φ
∗(k−, X i)√
2pi
√
k−eik−X
−
]
. (3.9.15)
We can then compute the non relativistic commutation relations
[φ(k−, X i), φ(l−, Y i)] = [φ∗(k−, X i), φ∗(l−, Y i)] = 0
[φ(k−, X i), φ∗(l−, Y i)] = δ(k− − l−)δ(X i − Y i). (3.9.16)
The Hamiltonian in the light cone frame takes the non-relativistic form
H = H0 +HI . (3.9.17)
H0 =
∫ ∞
0
dk−
∫
dX i
[
∂iφ
∗(k−, X i)∂iφ(k−, X i) +m2φ∗(k−, X i)φ(k−, X i)
2k−
+ c.c
]
. (3.9.18)
HI =
3λ√
2pi
∫ ∞
0
dk−
∫ ∞
0
dl−
∫
dX i
[
φ∗(k−, X i)
k−
φ∗(l−, X i)
l−
φ(k− + l−, X i)
k− + l−
+ c.c
]
(3.9.19)
We observe that k− can only take positive values and that it is a conserved number at the
interaction vertex. This is similar to the positivity and the conservation of the mass in non-
relativistic quantum mechanics.
In discrete light-cone quantization we compactify the light-like coordinate X− on a circle of
radius R. The spectrum of the corresponding momentum P− becomes discrete given by
P− =
N
R
. (3.9.20)
We have seen that P− plays the role of an invariant mass and that in the field theory it is a
conserved quantum number. Hence in the discrete light cone quantization we get an infinite
number of superselection sectors defined by the positive integer N .
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The expansion (3.9.14) becomes (with φ(k−, X i) ≡
√
RφN(X
i))
φ(X i, X i) = φ0(X
i) +
∞∑
N=1
φN(X
i)√
2piN
e−i
N
R
X− + c.c. (3.9.21)
The mode φ0(X
i) corresponds to P− = 0. The commutation relations (3.9.16) become
[φN(X
i), φM(Y
i)] = [φ∗N(X
i), φ∗M(Y
i)] = 0
[φN(X
i), φ∗M(Y
i)] = δNMδ(X
i − Y i). (3.9.22)
The Hamiltonians H0 and HI become
H0 = R
∞∑
N=1
∫
dX i
[
∂iφ
∗
N(X
i)∂iφN(X
i) +m2φ∗N(X
i)φN(X
i)
2N
+ c.c
]
. (3.9.23)
HI =
3λ
√
R√
2pi
R2
∞∑
N=1
∞∑
M=1
∫
dX i
[
φ∗N(X
i)
N
φ∗M(X
i)
M
φN+M(X
i)
N +M
+ c.c
]
. (3.9.24)
At the level of the action the zero mode φ0 can be shown to be non-dynamical because ∂−φ0 = 0.
Thus it can be integrated out yielding new complicated terms in the Hamiltonian which will
(by construction) conserve P− and the Galilean symmetry.
The limit of physical interest is defined by N −→∞ and R −→∞ keeping the momentum
P− = N/R fixed.
Note also that H0 is the Hamiltonian of free particles in non-relativistic quantum mechanics
where φN(X
i) is the second quantized Schrodinger field for the Nth type of particle with mass
µN ≡ N/R = P−.
3.9.2 Infinite momentum frame and BFSS conjecture
The original BFSS conjecture [23] relates M−theory in the infinite momentum frame (IMF)
(and not M−theory in the light cone frame) to the theory of N D0-branes (3.3.16) or (3.3.15).
This goes as follows.
1) In the IMF formulation we boost the system along the longitudinal direction z until
longitudinal momenta are much larger than any other scale in the problem. The energy E =√
P 2z + P
2 +m2 where ~P is the transverse spatial momentum becomes in the limit Pz −→ ∞
given by
E = Pz +
~P 2 +m2
2Pz
. (3.9.25)
2) In the IMF formulation we compactify the space-like direction z on a circle of radius
Rs and hence the momentum Pz becomes quantized as Pz = N/Rs in contrast with the light-
cone formulation where a light-like direction X− is compactified. However, as in the light-cone
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formulation all objects in the IMF formulation with vanishing and negative Pz decouple. The
limit Pz = NRs −→∞ is equivalent to N −→∞ and/or Rs −→∞.
3) M-theory with a compactified direction is by definition type IIA string theory in the
same way that 11−dimensional supergravity (which is the low energy limit of M−theory) with
a compactified direction is by definition type IIA supergravity (which is the low energy limit of
type IIA string theory). In the limit Rs −→ 0 the only objects in M−theory (or equivalently
type IIA string theory) which carry Pz are the D0-brane. In a sector with momentum Pz = N/Rs
the lowest excitations are N D0-branes. The effective action is given by the supersymmetric
Yang-Mills theory reduced to 1−dimension (3.3.16). The corresponding Hamiltonian is given
by the quantum mechanical system (3.3.15).
4) Supergravitons carrying Kaluza-Klein momentum Pz = 1/Rs are the elementary D0-
branes. They carry the quantum numbers of the basic 11−dimensional supergravity multiplet
which contains 44 gravitons GMN , 128 gravitinos ψM and 84 independent components of the
3−form field A3. Supergravitons carrying Kaluza-Klein momentum Pz = N/Rs are bound
composites of N D0-branes. Perturbtaive string states carry Pz = 0 while elementary and
bound composites of N anti-D0-branes carry negative Pz and as we said they decouple.
Thus the BFSS conjecture relates M−theory in the infinite momentum frame (Pz −→ ∞)
in the uncompactified limit (Rs −→ ∞) to the large N limit of the supersymmetric quantum
mechanical system (3.3.15) describing N D0-branes.
The infinite momentum frame and the light-cone quantization are equivalent only in the
limit N −→ ∞. For finite N the light-cone quantization is superior since finite N infinite
momentum formulation does not have Galilean invariance and also in this formulation negative
and vanishing Pz do not decouple for finite N .
A stronger BFSS conjecture [130] relates discrete light-cone quantization (DLCQ) ofM−theory
to the supersymmetric quantum mechanical system (3.3.15). The DLCQ of M−theory corre-
sponds to the quantization of M−theory compactified on a light-like circle of radius R in a
sector with momentum P− = N/R. This theory is characterized by a finite momentum P− and
it is conjectured to be exactly given by the finite N supersymmetric matrix model (3.3.16).
Since for a light-like circle the value of R can not be changed via a boost the uncompactified
theory is obtained by letting N,R −→∞ keeping P− always fixed.
3.9.3 More on light-like versus space-like compactifications
In this section we follow [131]. The compactification of the light-like coordinate X− = t−z√
2
on a circle of radius R corresponds to the identification X− ∼ X− + l where l = 2piR or
equivalently
z ∼ z − l√
2
t ∼ t+ l√
2
. (3.9.26)
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Let us consider now the compactification on the space-like circle
z ∼ z −
√
l2
2
+ l2s
t ∼ t+ l√
2
. (3.9.27)
For ls << l this space-like compactification tends to the previous light-like compactification,
viz
z ∼ z − l√
2
− l
2
s√
2l
t ∼ t+ l√
2
. (3.9.28)
Consider now the simpler space-like compactification
z ∼ z − ls
t ∼ t. (3.9.29)
A Lorentz boost is given by
z
′
=
1√
1− β2 (z − βt)
t
′
=
1√
1− β2 (t− βz). (3.9.30)
The point (−ls, 0) is boosted to the point (−
√
l2
2
+ l2s ,
l√
2
) if we choose the velocity β to be
β =
l√
l2 + 2l2s
. (3.9.31)
In other words, the space-like compactification (3.9.27) is related by the above boost to the
space-like compactification (3.9.29). For ls << l the space-like compactification (3.9.27) be-
comes the light-like compactification (3.9.26) and the velocity becomes large given by β = 1− l2s
l2
.
We can conclude that the light-like compactification (3.9.26) is the ls −→ 0 limit of the almost
light-like compactification (3.9.27). Equivalently, the light-like compactification (3.9.26) is the
ls −→ 0 limit of the boosted space-like compactification (3.9.29) with a large velocity given by
(3.9.31).
The point (− l√
2
, l√
2
) is boosted under a Lorentz transformation to the point
√
1+β
1−β (− l√2 , l√2).
In other words, under a longitudinal boost of the light-like compactification (3.9.26) the radius
R of the compactification is rescaled as
R
′
=
√
1 + β
1− βR. (3.9.32)
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The momenta P± transform as
P
′
+ =
√
1 + β
1− βP+ =
R
′
R
P+ , P
′
− =
√
1− β
1 + β
P− =
R
R′
P−. (3.9.33)
It is then obvious that under a longitudinal boost of the light-like compactification (3.9.26) the
light-cone energy P+ is also rescaled. In fact we see that P+ is proportional to R. For the space-
like compactification (3.9.27) the light-cone energy P+ is also proportional to R in the limit
Rs −→ 0 where this space-like compactification becomes light-like. For Rs −→ 0 the velocity
(3.9.31) becomes large given by β = 1 − R2s/R2 and hence
√
1+β
1−β =
√
2 R
Rs
. Since P+ in the
almost light-like compactification (3.9.27) is proportional to R and since this compactification
is obtained from the space-like compactification (3.9.29) with the above large boost we can
immediately conclude that the value of P+ in the space-like compactification (3.9.29) must be
proportional to Rs. In other words, the value of P+ can be made independent of R and of order
Rs by an appropriate large boost.
From the above discussion we can see that the light-like compactification of M−theory (i.e.
the DLCQ and the stronger BFSS conjecture) is related to the space-like compactification of
M−theory (i.e. the IMF quantization and the original BFSS conjecture).
In the limit Rs −→ 0 the space-like compactification (3.9.29) of M−theory yields weakly
coupled type IIA string theory where the parameters g ≡ g˜s ( g˜s is the string coupling) and
α
′ ≡ M˜−2s (M˜s is the string scale) of type IIA string theory are related to the parameters
R10 ≡ Rs and M11 ≡ M˜p of the 11−dimensional theory by
g˜s = (RsM˜p)
3
2 , M˜2s = RsM˜
3
p . (3.9.34)
Clearly, when Rs −→ 0 we have g˜s −→ 0 and M˜s −→ 0. This is a complicated theory.
Next we apply the boost. As we have said the energy P+ which is proportional to Rs becomes
proportional to R. Since P+ has dimension of mass and Rs has dimension of lenght we conclude
that P+ must be of the order of RsM˜
2
p where M˜
2
p is inserted on dimensional grounds. In order
to focus on the modes with these energies we replace the M−theory with parameters M˜p and
Rs with a new M−theory with parameters Mp and R such that the energy P+ is kept fixed in
the double scaling limit Rs −→ 0, M˜p −→∞, viz
RsM˜
2
p = RM
2
p . (3.9.35)
In this limit the string coupling and the string scale become
g˜s = (RsM˜p)
3
2 = R
3
4
s (RM
2
p )
3
4 −→ 0
M˜2s = RsM˜
3
p = R
− 1
2
s (RM
2
p )
3
2 −→∞. (3.9.36)
This is weakly coupled string theory with large string scale which is a very simple theory. Indeed
the sector with P− = N/Rs is the theory of N D0-branes.
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In summary, M−theory with Planck scale Mp compactified on a light-like circle of radius
R and momentum P− = N/R can be mapped to the M−theory with Planck scale M˜p −→ ∞
compactified on a space-like circle of radius Rs = (RM
2
p )/M˜
2
p −→ 0 which is a theory of N
D0-branes.
3.10 M-(atrix) theory in pp-wave spacetimes
3.10.1 The pp-wave spacetimes and Penrose limit
The BFSS model [23] is a matrix model associated with the DLCQ (discrete light-cone quan-
tization) description of the maximally supersymmetric 11 dimensional flat background. The
BMN model [134] is a matrix model which describes the DLCQ compactification of M−theory
on the maximally supersymmetric pp-wave background of 11d supergravity.
Supergravity in 11 dimensions admits four types of maximally supersymmetric solutions
[135,136]. These are
• 1) the 11d Minkowski space and its toroidal compactifications,
• 2) the AdS7 × S4 (the M5-brane),
• 3) the AdS4 × S7 (the M2-brane) and
• 4) the Kowalski-Glikman solution [136] which is a pp-wave metric.
Similarly, type IIB supergravity admits three types of solutions
• 1) 10d Minkowski space,
• 2) AdS5 × S5 and
• 3) a pp-wave metric [135].
All maximally supersymmetric pp-wave geometries can arise as Penrose limits of AdSp × Sq
spaces [137]. The powerful Penrose theorem states that near null geodesics (which are paths
of light rays) any spacetime becomes a pp-wave spacetime, i.e. any metric near a null geodesic
becomes a pp-wave metric [138].
First we discuss pp-wave geometries a little further. These spaces are solutions of the
Einstein equations which correspond to perturbations moving at the speed of light with plane
wave fronts. See [54] and references therein. The bosonic content of 11d supergravity consists of
the metric and a 4−form F4. The pp-wave solutions of 11d supergravity are given by [54,135,139]
ds2 = 2dx+dx− + (dx+)2H(x+, xi) +
9∑
i=1
(dxi)2
F4 = dx
+ ∧ φ. (3.10.1)
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In the above equation x± = (x± t)/√2,x ≡ x10. The φ is a 3−form satisfying
dφ = d ∗ φ = 0 , ∂2iH =
1
12
|φ|2. (3.10.2)
Recall that
φ = φµνρdx
µ ∧ dxν ∧ dxρ , |φ|2 = φµνρφµνρ , (∗φ)µ1...µ8 = µ1...µ11φµ9µ10µ11 . (3.10.3)
The only non-zero component of the Ricci tensor of the above metric is
R++ = −1
2
∂2iH(x
+, xi) = − 1
24
|φ|2. (3.10.4)
An interesting class of solutions is given by
H =
∑
i,j
Aijx
ixj , Aij = Aji , 2trA =
1
12
|φ|2. (3.10.5)
For generic (A, φ) this solution will preserve 1/2 of the supersymmetry. Kowalski-Glikman
showed in 1984 that all supersymmetry will be preserved for precisely one non-trivial choice of
Aij and φ given by
H =
∑
i,j
Aijx
ixj = −
3∑
i=1
µ2
9
x2i −
9∑
a=4
µ2
36
x2a , φ = µdx
1 ∧ dx2 ∧ dx3. (3.10.6)
Similarly, the bosonic content of 10d type IIB supergravity consists of the metric and a 5−form
F5. The pp-wave solutions of 10d type IIB supergravity are given by [54]
ds2 = 2dx+dx− + (dx+)2H(x+, xi) +
8∑
i=1
(dxi)2
F5 = dx
+ ∧ (ω + ∗ω). (3.10.7)
The ω is a 4−form satisfying
dω = d ∗ ω = 0 , ∂2iH = −32|ω|2. (3.10.8)
Again the general metric preserves 1/2 of the supersymmetry while all supersymmetry will be
preserved for precisely one non-trivial choice of Aij and ω given by
H =
∑
i,j
Aijx
ixj = µ2
8∑
i=1
x2i , ω =
µ
2
dx1 ∧ dx2 ∧ dx3 ∧ dx4. (3.10.9)
The above maximally supersymmetric pp-waves are Penrose limits of maximally supersymmet-
ric AdSp+2 × Sn spaces. For 11d supergravity the pp-wave metric (3.10.1) arises as limit of
AdS7×S4 or AdS4×S7 where both spaces give the same metric. For 10d type IIB supergravity
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the pp-wave metric (3.10.7) arises as limit of AdS5 × S5. Let us also say that the near horizon
geometry of M2-, M5- and D3-brane solutions is AdSp+2 × SD−p−2 [137]. For the M2- and the
M5-brane solutions D = 11 and p = 2 and 5 respectively. For the D3-brane solution D = 10
and p = 3.
Define ρ = RAdSp+2/RSD−p−2 then for the M2-brane ρ = 1/2, for the M5-brane ρ = 2 while
for the D3-brane ρ = 1. The metrics for AdSp+2, S
D−p−2 and AdSp+2 × SD−p−2 are given
respectively by [135]
ds2AdSp+2 = R
2
AdS
[
− (dτ)2 + sin2τ
(
dr2
1 + r2
+ r2dΩ2p
)]
. (3.10.10)
ds2Sn = R
2
S
[
(dψ)2 + sin2ψdΩ2n−1
]
. (3.10.11)
ds2AdSp+2×Sn = ds
2
AdSp+2
+ ds2Sn . (3.10.12)
In above dΩ2p is the p−sphere metric, ψ is the colatitude and dΩ2n−1 is the metric on the
equatorial (n− 1)−sphere. Introduce the coordinates
u = ψ + ρτ , v = ψ − ρτ. (3.10.13)
The metric becomes
ds2AdSp+2×Sn/R
2
S = dudv + ρ
2 sin2
u− v
2ρ
(
dr2
1 + r2
+ r2dΩ2p
)
+ sin2
u+ v
2
dΩ2n−1. (3.10.14)
We consider Penrose limit along the null geodesic parametrised by u. All coordinates with the
exception of u will be scaled to 0. The coordinate v will be scaled to 0 faster than all the other
coordinates and hence dependence on the coordinate v will be dropped. We get
ds2AdSp+2×Sn/R
2
S = dudv + ρ
2 sin2
u
2ρ
ds2Ep+1 + sin
2 u
2
dΩ2n−1. (3.10.15)
Let y1, ..., yp+1 be the coordinates of Ep+1 and zp+2, ..., zD−2 be the coordinates of Sn−1. We
introduce
x− =
u
2
x+ = v − 1
4
[
ρ~y2sin
u
ρ
+ ~z2sinu
]
xa = (ρsin
u
2ρ
)ya , a = 1, ..., p+ 1
xa = (sin
u
2
)za , a = p+ 2, ..., D − 2. (3.10.16)
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We compute
D−2∑
a=1
(dxa)2 = ρ2sin2
u
2ρ
(dya)2 + sin2
u
2
(dza)2 +
1
4
[
~y2cos2
u
2ρ
+ ~z2cos2
u
2
]
(du)2
+
1
4
[
ρsin
u
ρ
d(ya)2 + sinud(za)2
]
du. (3.10.17)
2dx+dx− = dudv − 1
4
[
ρsin
u
ρ
d(ya)2 + sinud(za)2
]
du− 1
4
[
~y2cos
u
ρ
+ ~z2cosu
]
(du)2. (3.10.18)
The metric can be rewritten as
ds2AdSp+2×Sn/R
2
S = 2dx
+dx− −
[
1
ρ2
p+1∑
a=1
(xa)2 +
D−2∑
a=p+2
(xa)2
]
(dx−)2 +
D−2∑
a=1
(dxa)2. (3.10.19)
This is a pp-wave metric as promised. The two cases ρ = 2 and ρ = 1/2 are isometric. The
corresponding difeomorphism is
x− −→ 1
2
x− , x+ −→ 2x+
(x1, ..., x6, x7, ..., x9) −→ (x4, ..., x9, x1, ..., x3). (3.10.20)
Let us reconsider the case of AdS5 × S5 more explicitly. In this case we have RAdS = RS = R
or equivalently ρ = 1. The metric is
ds2AdS5×S5 = R
2
[
− (dτ)2 + sin2τ
(
dr2
1 + r2
+ r2dΩ23
)
+ (dψ)2 + sin2ψdΩ24
]
. (3.10.21)
This can also be put in the form 5
ds2 = R2
[
− dt2cosh2ρ+ dρ2 + sinh2ρdΩ23 + dψ2cos2θ + dθ2 + sin2θdΩ
′2
3
]
. (3.10.22)
We consider a particle moving at the speed of light along an equator of S5 (θ = 0) while staying
in the center of AdS5 (ρ = 0). This is a null geodesic (since it is the path of a light ray)
parametrised by ψ. The geometry near this trajectory is given by the metric
ds2 = R2
[
− (1 + ρ
2
2
)dt2 + dρ2 + ρ2dΩ23 + (1−
θ2
2
)dψ2 + dθ2 + θ2dΩ
′2
3
]
. (3.10.23)
We define the null coordinates
x˜± =
t± ψ
2
. (3.10.24)
5Exercise:verfiy this.
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Then we take the limit
x˜+ = x+ , x˜− =
x−
R2
, ρ =
r
R
, θ =
y
R
. (3.10.25)
The metric becomes
ds2 = −4dx+dx− − (r2 + y2)(dx+)2 + dr2 + dy2 + r2dΩ23 + y2dΩ
′2
3
= −4dx+dx− − (~r2 + ~y2)(dx+)2 + d~r2 + d~y2. (3.10.26)
The Penrose limit (3.10.25) can be understood as follows. We consider the following boost
along the equator of S5 given by
t = coshβt
′
+ sinhβψ
′
, ψ = sinhβt
′
+ coshβψ
′
. (3.10.27)
This is equivalent to
x˜+ = eβx˜+
′
, x˜− = e−βx˜−
′
. (3.10.28)
If we make the identification eβ = R and scale all coordinates t
′
, ψ
′
and the rest by 1/R then
we will obtain (3.10.25).
The D3-brane carries fluxes with respect to a D − p − 2 = 5−form field strength. It is
obvious that only the components of this 5−form field F5 with an index + will survive the
above Penrose limit, viz
F+1234 = F+5678 = µ. (3.10.29)
Thus the 5−form field F5 of the AdS5×S5 solution matches in the Penrose limit the maximally
supersymmetric pp-wave solution of IIB supergravity given in (3.10.7) and (3.10.9).
The M2- and M5-brane solutions carry fluxes with respect to D − p − 2 = 7 and 4−form
field strenghts respectively.
3.10.2 The BMN matrix model
As we have seen, the BFFS model is postulated to describe DLCQ quantization of M-theory
in flat background spacetime. It is given by
SBFFS =
1
g2
Tr
(
− 1
4
[XI , XJ ]
2 +
1
2
(D0XI)
2 − 1
2
ψTC9Γ
I [XI , ψ]− 1
2
ψTC9D0ψ
)
. (3.10.30)
Similarly, the BMN model is postulated to describe DLCQ quantization of M-theory in pp-wave
background spacetime. It is in a precise sense a mass-deformation of the BFSS model given by
the action [134]
SBMN = SBFSS + ∆Smas−def . (3.10.31)
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∆Smas−def =
µ2
2g2
Tr
( 3∑
i=1
X2i +
1
4
9∑
a=4
X2a
)
− iµ
2g2
ijkTr[Xi, Xj]Xk − 3iµ
8g2
TrψTC9γ
123ψ.
(3.10.32)
This model as opposed to the BFSS model has as a solution a fuzzy sphere solution Xi = µJi,
Xa = 0, A0 = 0, ψ = 0, where [Ji, Jj] = iijkJk, which preserves full supersymmetry. Non-
perturbative studies of the BMN and its relation to the gauge/gravity duality can be found
in [81,82,84,109,144–148]. For a concise summary of the results obtained for the BMN model
and future prospects see [19].
3.10.3 Construction of the BMN matrix model
The original derivation of the BMN model consisted in showing that the N = 1 mass-
deformed BFSS model is given by the action of a superparticle in the above pp-wave background
then they obtained the N > 1 mass-deformed BFSS model by extending this result in a way
consistent with supersymmetry.
The BMN model can be derived in a more direct way as follows [140]. We start from the
pp-wave solutions of 11d supergravity given by
ds2 = 2dx+dx− +H(dx+)2 + (dxI)2
= −(1− H
2
)dt2 + (1 +
H
2
)dx2 +Hdxdt+ (dxI)2. (3.10.33)
H = −
3∑
i=1
µ2
9
x2i −
9∑
a=4
µ2
36
x2a. (3.10.34)
F4 = − µ√
2
dx1 ∧ dx2 ∧ dx3 ∧ dx+ µ√
2
dt ∧ dx1 ∧ dx2 ∧ dx3. (3.10.35)
If we start with M˜−theory compactified on a space-like circle of radius Rs then we apply a
boost with velocity β = R/
√
R2 + 2R2s and take the limit Rs −→ 0 we obtain M−theory
compactified on an almost light-like circle of radius R. We are interested in the DLCQ of this
M−theory on the above pp-wave background with N units of momentum, viz P− = N/R.
The energy P+ in the compactification on the almost light-like circle of radius R is propor-
tional to R. The momentum P s− and the energy P
s
+ in the compactification on the space-like
circle of radius Rs are given through
P− =
√
1− β
1 + β
P s− , P+ =
√
1 + β
1− βP
s
+ , (3.10.36)
with √
1− β
1 + β
=
√
2
R
Rs
, Rs −→ 0. (3.10.37)
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In other words, P s− =
√
2 N
Rs
and P s+ is proportional to
Rs√
2
or equivalently
P st =
N
Rs
+
Rs
2
, P sx =
N
Rs
− Rs
2
. (3.10.38)
In particular, we see that the momentum P sx goes to ∞ when Rs −→ 0. Furthermore, the
string coupling and the string scale in the M˜−theory are g˜s = (RsM˜p) 32 = R
3
4
s (RM2p )
3
4 −→ 0
and M˜2s = RsM˜
3
p = R
− 1
2
s (RM2p )
3
2 −→ ∞ when Rs −→ 0 and M˜p −→ ∞ keeping RsM˜2p fixed,
viz RsM˜
2
p = RM
2
p .
The compactification on the space-like circle of radius Rs −→ 0 corresponds therefore to
the quantization of M˜−theory in IMF with N units of longitudinal momentum which we
know is weakly coupled type IIA string theory. The DLCQ of M−theory with N units of
momentum is exactly mapped to the theory of N D0-branes. The M−theory on the above
pp-wave background with mass µ corresponds to M˜−theory on the same pp-wave background
with mass µs given through
µ =
√
1− β
1 + β
µs =
√
2
R
Rs
µs. (3.10.39)
In other words, µs =
µ√
2
Rs
R
. Recall that the energies Es = P
s
t − NRs of the D0-brane states are
proportional to Rs
2
so that they go to 0 as Rs −→ 0. The light-cone energies P+ are proportional
to R. In order that the energies of the D0-brane states match the light-cone energies we must
multiply Es by 2
R
Rs
. In other words, E
′
s = R. Multiplying µs by 2
R
Rs
we get µ
′
s =
√
2µ or
equivalently µ = µ
′
s√
2
.
To take this rescaling into account we make the replacing µ −→ µ/√2 so that the 4−form
field becomes
F4 = −µ
2
dx1 ∧ dx2 ∧ dx3 ∧ dx+ µ
2
dt ∧ dx1 ∧ dx2 ∧ dx3. (3.10.40)
We also take this rescaling into account by replacing µ −→ µ/√2 in H. In other words, we
replace H by H/2 in the metric. The metric becomes (with H ≡ −F 2)
ds2 = −(1 + F
2
4
)dt2 + (1− F
2
4
)dx2 − F
2
2
dxdt+ (dxi)2. (3.10.41)
The most general metric which is invariant under translations in the 10−direction x10 ≡ x is
of the form [5]
ds2 = G10µν(x
µ)dxµdxν + e2σ(x
µ)(dx+ Aν(x
µ)dxν)2 , µ, ν = 0, ..., 9. (3.10.42)
Aµ is the RR one-form. We can immediately find that
e2σ = 1− F
2
4
A0 =
−F 2
4
1− F 2
4
, Ai = 0
G1000 = −e−2σ , G100i = 0 , G10ij = δij. (3.10.43)
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The dilaton field is defined through
σ =
2Φ
3
. (3.10.44)
The corresponding type IIA background is obtained by the redefinition
ds2(new) = eσds2. (3.10.45)
In other words
G1000(new) = −e−σ , G100i (new) = 0 , G10ij (new) = eσδij. (3.10.46)
The 11−dimensional pp-wave metric has zero scalar curvature. The curvature of the 10−dimensional
metric eσ(x
µ)G10µν(x
µ)dxµdxν is not zero given by
R ∝ −µ
2
8
(1− F
2
4
)−
3
2 . (3.10.47)
This means that we must always have F 2≤4.
The NS-NS and R-R three-form fields are given by
H123 ≡ (F4)12310 = −µ
2
, F0123 ≡ (F4)0123 = µ
2
. (3.10.48)
For small F 2 we have
Φ ∼ −3F
2
16
A0 ∼ −F
2
4
G1000(new) = −1−
F 2
8
G10ij (new) = δij −
F 2
8
δij. (3.10.49)
Aletrnatively we can write the metric as
ds2(new) = ηµνdx
µdxν + (dx10)2 + hµνdx
µdxν + h1010(dx
10)2 + 2h010dx
0dx10. (3.10.50)
hµν = σδµν = −F
2
8
δµν , h1010 = 2Φ = −3F
2
8
, h010 = A0 = −F
2
4
. (3.10.51)
The matrix model corresponding to the flat metric ds2(new) = ηµνdx
µdxν + (dx10)2 is given by
the BFSS model in Minkowski signature given by the equation (3.3.9), namely
S0 =
∫
dt L0
L0 =
1
g2
Tr
(
1
4
[XI , XJ ]
2 +
1
2
(D0XI)
2 + ψTC9Γ
I [XI , ψ]− iψTC9D0ψ
)
. (3.10.52)
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In above D0 = ∂0 − i[A0, ..] and I, J = 1, ..., 9. The coupling constant g2 is of dimension L2,
the matrices XI are of dimension L, the operator D0 is of dimension L and the spinor ψ is of
dimension L
3
2 .
In the rest of this section we will follow the derivation from D0-brane dynamics on com-
pactified reduced pp-waves outlined in [141] but very detailed in [140]. The correction to the
matrix model L0 corresponding to the metric hMN are given by terms of the form [140] (see
also [142])
∆S0[h] =
∫
dt ∆L0[h]. (3.10.53)
∆L0[h] =
1
2
∞∑
n=0
∑
I1,...,In
1
n!
TMN(I1...In)∂I1 ...∂InhMN(0)
=
1
4
∑
I1,I2
TMN(I1I2)∂I1∂I2hMN(0)
= −1
8
(
1
4
T µµ(I1I2) + T 010(I1I2) +
3
4
T 1010(I1I2)
)
∂I1∂I2F
2. (3.10.54)
In above TMN(I1,...,In) are the matrix theory forms of the multipole moments of the stress-energy
tensor of 11D supergravity which couple to the derivatives of the background supergravity fields.
Making use of equation (17) of [140] we have
T µµ(I1I2) = T 00(I1I2) + T II(I1I2) = T++(I1I2) + T+−(I1I2) + T II(I1I2)
T 010(I1I2) = T++(I1I2)
T 1010(I1I2) = T++(I1I2) − 1
3
T+−(I1I2) − 1
3
T II(I1I2). (3.10.55)
We obtain
∆L0[h] = −1
4
T++(I1I2)∂I1∂I2F
2. (3.10.56)
The zeroeth moment component T++ of the stress-energy tensor is given by
T++ =
1
g2
Tr(1). (3.10.57)
This moment obviously corresponds to the momentum P− = N/R. The higher moments
T++(I1I2) of the stress-energy tensor are defined by [140]
T++(I1I2) = Sym(T++;XI1 , XI2) =
1
g2
Sym(Tr1;XI1 , XI2). (3.10.58)
In general
T IJ(I1...In) = Sym(T IJ ;XI1 , ..., XIn) + T
IJ(I1...In)
fermion . (3.10.59)
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The contributions Sym(STr(Y );XI1 , ..., XIn) (where STr indicates a trace which is symmetrized
over all orderings of terms under the trace) are the symmetrized average over all possible or-
derings when the matrices XIk are inserted into the trace of the product Y . Thus
T++(I1I2) =
1
g2
TrXI1XI2 . (3.10.60)
The first correction due to the background metric h (the 10d metric, the dilaton field Φ and
the R-R field A) takes then the form
∆L0[h] = − µ
2
18g2
Tr
3∑
i=1
X2i −
µ2
72g2
Tr
9∑
a=4
X2a . (3.10.61)
The other degrees of freedom are the NS-NS and R-R three-form fieldsH123 = −µ2 and F0123 = µ2 .
The corresponding potentials are
Bij =
µ
6
ijkxk , C0ij =
µ
6
ijkxk. (3.10.62)
In above we have used the fact that H = −dB, F = dC or explicitly Hkij = −∂kBij − ∂iBjk −
∂jBki and F0kij = ∂kC0ij + ∂iC0jk + ∂jC0ki. The correction to the matrix model L0 given in
equation (3.3.9) arising from the fields B and C are given by terms of the form [140]
∆L0[B,C] =
∞∑
n=0
∑
i1,...,in
1
n!
T
µν(i1...in)
B ∂i1 ...∂inBµν(0) +
∞∑
n=0
∑
i1,...,in
1
n!
T
µνλ(i1...in)
C ∂i1 ...∂inCµνλ(0)
=
∑
i1
T
µν(i1)
B ∂i1Bµν +
∑
i1
T
µνλ(i1)
C ∂i1Cµνλ
=
µ
2
ijk(
1
3
T
ij(k)
B + T
0ij(k)
C ). (3.10.63)
The T
MN(I1,...,In)
B and T
MN(I1,...,In)
B (called Is and I2 in [140]) are the matrix theory forms of
the multipole moments of the membrane current of 11D supergravity. By using equation (19)
of [140] we have the leading behavior
T
ij(k)
B = 3J
+ij(k)
T
0ij(k)
C = J
+ij(k). (3.10.64)
∆L0[B,C] = µijkJ
+ij(k). (3.10.65)
We have (equation (37) of [140])
J+ij =
i
6g2
STr[Xi, Xj]. (3.10.66)
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Although these zeroeth moments are zero for finite N the higher moments J+ij(k) are not zero
given (by using equation (3.10.58)) precisely by the Chern-Simons action
J
+ij(k)
B =
i
6g2
Tr[Xi, Xj]Xk. (3.10.67)
This is the Myers effect [143]. The fermionic contribution to J+ij(k) is given by (see the appendix
of [140])
J
+ij(k)
F =
i
24g2
TrψTC9γ
[ijk]ψ. (3.10.68)
The correction ∆L0[B,C] is then given by
∆L0[B,C] =
iµ
6g2
ijkTr[Xi, Xj]Xk +
iµ
4g2
TrψTC9γ
123ψ. (3.10.69)
Putting (3.10.52), (3.10.61) and (3.10.69) together we get the total BMN model, viz
L =
1
g2
Tr
(
1
4
[XI , XJ ]
2 +
1
2
(D0XI)
2 + ψTC9Γ
I [XI , ψ]− iψTC9D0ψ
)
− µ
2
18g2
Tr
( 3∑
i=1
X2i +
1
4
9∑
a=4
X2a
)
+
iµ
6g2
ijkTr[Xi, Xj]Xk +
iµ
4g2
TrψTC9γ
123ψ.
(3.10.70)
In Euclidean signature we get the Lagrangian
−L = 1
g2
Tr
(
− 1
4
[XI , XJ ]
2 +
1
2
(D0XI)
2 − ψTC9ΓI [XI , ψ]− ψTC9D0ψ
)
+
µ2
18g2
Tr
( 3∑
i=1
X2i +
1
4
9∑
a=4
X2a
)
− iµ
6g2
ijkTr[Xi, Xj]Xk − iµ
4g2
TrψTC9γ
123ψ.
(3.10.71)
We go back to the Minkowski signature and perform the scaling XI −→ RXI , ψ −→ R 32ψ
where g2 = R3. We obtain
L = Tr
(
R
4
[XI , XJ ]
2 +
1
2R
(D0XI)
2 +RψTC9Γ
I [XI , ψ]− iψTC9D0ψ
)
− µ
2
18R
Tr
( 3∑
i=1
X2i +
1
4
9∑
a=4
X2a
)
+
iµ
6
ijkTr[Xi, Xj]Xk +
iµ
4
TrψTC9γ
123ψ.
(3.10.72)
We set R = 1, µ = m, A0 = X0, Xa = Φa, a = 4, ..., 9, and we define
ψ =
(
θAα
(iσ2)αβθ
+A
β .
)
, α = 1, 2, A = 1, ..., 4. (3.10.73)
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We also have
γ123 =
( −i12 ⊗ 14 0
0 i12 ⊗ 14
)
. (3.10.74)
The above Lagrangian becomes therefore (changing also the notation as a, b = 1, 2, 3 and
i, j = 4, ..., 9)
L = Tr
[
− 1
2
[X0, Xa]
2 − 1
2
[X0,Φi]
2 +
1
4
[Xa, Xb]
2 +
1
4
[Φi,Φj]
2 +
1
2
[Xa,Φi]
2
+
im
3
abcXaXbXc − m
2
18
X2a −
m2
72
Φ2i
]
+ Tr
[
− 2θ+[X0, θ]− 2θ+
(
σa[Xa, θ]− m
4
θ
)
+ θ+iσ2ρi[Φi, (θ
+)T ]− θT iσ2ρ+i [Φi, θ]
]
+ Tr
[
1
2
(∂0Xa)
2 +
1
2
(∂0Φi)
2 − 2iθ+∂0θ − i∂0Xa[X0, Xa]− i∂0Φi[X0,Φi]
]
. (3.10.75)
3.10.4 Compactification on R× S3
We give another derivation of the BMN model via dimensional reduction on R×S3 following
[153,154].
We start from D = 10 with metric ηµν = (−1,+1, ...,+1). The Clifford algebra is 32
dimensional given by {GM , GN} = 2ηMN132. The basic object of N = 1 SUSY in 10 dimensions
is a 32−component complex spinor Λ which satisfies the Majorana reality condition and the
Weyl condition. We use the notation I = 1, ..., 9, µ = 0, ..., 3, a = 1, .., 3, i = 4, .., 9. The Dirac
matrices are given by
G0 = iσ2⊗116 , GI = σ1⊗ΓI . (3.10.76)
Explicitly we have
Γa =
( −σa ⊗ 14 0
0 σa ⊗ 14
)
, Γi =
(
0 12 × ρi
1⊗ (ρi)+ 0
)
. (3.10.77)
In above the matrices ρi satisfy
ρi(ρj)
+ + ρj(ρi)
+ = (ρi)
+ρj + (ρj)
+ρi = 2δij14. (3.10.78)
The matrices ΓI provide the Clifford algebra in d = 9 dimensions. The Γa provide the SO(3)
Clifford algebra whereas Γi provide the SO(6) Clifford algebra. The charge conjugation matrix
C10 in 10 dimensions is related to the charge conjugation matrix C9 in 9 dimensions via the
equation
C10 = σ1 ⊗ C9 , C9 =
(
0 −iσ2 ⊗ 14
iσ2 ⊗ 14 0
)
. (3.10.79)
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By the Weyl and Majorana conditions the 32−component spinor Λ can be put in the form
Λ =
√
2
(
ψ
0
)
, ψ+ = ψTC9. (3.10.80)
By the reality condition ψ+ = ψTC9 the 16−component spinor ψ can be written as
ψ =
(
sAα
tAα ≡ (iσ2)αβs+Aβ .
)
, α = 1, 2, A = 1, ..., 4. (3.10.81)
By using DM = ∇M − i[AM , ..], Ai = φi, ∂i = 0 where ∇M are spacetime covariant derivatives
we can immediately compute the fermion action in D = 10 to be given by
−1
2
(Λ¯GMDMΛ)|d=10 = 1
2
Λ+D0Λ− 1
2
Λ+G0GaDaΛ +
i
2
Λ+G0Gi[φi,Λ]
= 2s+AD0s
A + 2s+AσaDas
A + is+Aiσ2(ρi)AB[φi, (s
+B)T ]
− i(sA)T iσ2(ρ+i )AB[φi, sB]. (3.10.82)
The Yang-Mills action takes the form
(−1
4
FMNF
MN)|d=10 = −1
4
FµνF
µν +
1
4
[φi, φj]
2 − 1
2
(Dµφi)(D
µφi) , Fµν = ∇µAν −∇νAµ − i[Aµ, Aν ].
(3.10.83)
We assume the R× S3 metric given by
ds2 = hµνdx
µdxν = −dt2 +R2(dθ2 + sin2θdψ2 + sin2θ sin2ψ dχ2)
= +dτ 2 +R2(dθ2 + sin2θdψ2 + sin2θsin2ψdχ2) , τ = it. (3.10.84)
R × S3 is conformally flat because after the scaling τ = R ln r the above metric becomes the
flat metric on R4, viz
e
2τ
R
R2
ds2 = dr2 + r2(dθ2 + sin2θdψ2 + sin2θsin2ψdχ2) , τ = it. (3.10.85)
In D dimension the conformally invariant Laplacian is ∇M∇M − d−24(d−1)R where R is the Ricci
scalar curvature. For R × S3 we have R = 6/R2 and hence we replace the scalar quadratic
term in the action as follows
−1
2
(Dµφi)(D
µφi) −→ −1
2
(Dµφi)(D
µφi)− R
12
φ2i . (3.10.86)
The N = 1 SYM action in D = 10 is given by
S =
1
g2
∫
d4x
√
hTr
[
(−1
4
FMNF
MN)|d=10 + i
2
(Λ¯GMDMΛ)|d=10
]
(3.10.87)
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The N = 4 SYM action in D = 4 is given by (with σ0 = 12)
S =
1
g2
∫
d4x
√
hTr
[
− 1
4
FµνF
µν +
1
4
[φi, φj]
2 − 1
2
(Dµφi)(D
µφi)− R
12
φ2i
− 2is+AσµDµsA + s+Aiσ2(ρi)AB[φi, (s+B)T ]− (sA)T iσ2(ρ+i )AB[φi, sB]
]
. (3.10.88)
The supersymmetry transformations are given by
δA0 = −2i
(
s+Aα η
A
α − η+Aα sAα
)
δAa = 2i
(
s+Aα (σa)αβη
A
β − η+Aα (σa)αβsAβ
)
δφi = −2i
(
s+Aα ρ
AB
i (iσ2η
+B)α + s
A
α (ρ
+
i )
BA(iσ2ηB)α
)
. (3.10.89)
Also
δsAα =
i
2
abcF
ab(σcηA)α −DaφiρABi (iσaσ2η+B)α −
i
2
[φi, φj](ρiρ
+
j )
ABηBα −
1
2
φiρ
AB
i (iσ
aσ2∇aη+B)α
+ DaA0(σ
aηA)α + [A0, φi]ρ
AB
i (σ2η
+B)α
− ∂0Aa(σaηA)α + ∂0φi(iσ2)αβρABi η+Bβ +
1
2
φi(iσ2)αβρ
AB
i ∂0η
+B
β . (3.10.90)
The 4th and 9th terms will be absent in the case of flat space. In above the supersymmetry
parameters ηAα have the following dependence on time
ηB ≡ ηB(t) = e−iαtηB(0). (3.10.91)
The supersymmetry parameters are 4 Weyl spinors ηA which satisfy one of the two conformal
Killing spinors equations
∇µη± = ± i
2R
σµη
±. (3.10.92)
There are 4 possible solutions and hence we have N = 4 supersymmetry.
Next we expand the fields A0, Aa, s
A
α , s
+A
α and φi and the supersymmetry parameters η
A
α ,
η+Aα in terms of spherical harmonics on S
3 and keep only the zero modes as follows
φi = Φi + ...
A0 = X0 + ..
Aa =
3∑
aˆ=1
XaˆV
aˆ
a + ...
sAα =
2∑
αˆ=1
θAαˆS
αˆ+
α + ...
s+Aα =
2∑
αˆ=1
θ+Aαˆ (S
αˆ+
α )
+ + ... (3.10.93)
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The supersymmetry parameters are also expanded as
ηAα =
2∑
αˆ=1
AαˆS
αˆ+
α + ...
η+Aα =
2∑
αˆ=1
+Aαˆ (S
αˆ+
α )
+ + ... (3.10.94)
The fields φi, X0 are scalar under the isometry group SU(2)L × SU(2)R of R × S3 so they
transform as (1, 1) and hence the corresponding zero mode is the constant function. The field
sAα (for a given A) transforms as (2, 1) under SU(2)L × SU(2)R and hence the two zero modes
Sαˆ+α are the lowest spinor spherical harmonics of S
3. They satisfy the Killing spinor equation
∇aSαˆ+ = i
2R
σaS
αˆ+. (3.10.95)
Similarly, the field Aa transforms as (3, 1) under SU(2)L × SU(2)R and hence the three zero
modes V aˆ+a are the lowest vector spherical harmonics of S
3. They are given by
(Sαˆ+)+σaS
βˆ+ = (σaˆ)
αˆβˆV aˆ+a . (3.10.96)
The zero modes X0, Xaˆ, Φi, θ
A
αˆ and θ
+A
αˆ are time-dependent matrices in the Lie algebra of the
gauge group.
In terms of the zero modes X0, Xaˆ, Φi, θ
A
αˆ , θ
+A
αˆ and the parameters 
A
αˆ , 
+A
αˆ the supersym-
metry transformations (3.10.89) take the form (by dropping also the hat on indices whenever
is possible)
δX0 = −2i
(
θ+Aα 
A
α − +Aα θAα
)
δXa = 2i
(
θ+Aα (σa
A)α − +Aα (σaθA)α
)
δΦi = −2i
(
θ+Aα ρ
AB
i (iσ2
+B)α + θ
A
α (ρ
+
i )
BA(iσ2
B)α
)
. (3.10.97)
In above we have used the identities
(Sαˆα)
+Sβˆα = δ
αˆβˆ , (Sαˆα)
+(σa)αβS
βˆ
β = (σaˆ)
αˆβˆV aˆa
Sαˆα(iσ
2)αβS
βˆ
β = (iσ
2)αˆβˆ , Sαˆα(iσ
2σa)αβS
βˆ
β = (iσ
2σaˆ)αˆβˆV aˆa. (3.10.98)
By using other identities we can show that
Fab = −V aˆa V bˆb F˜aˆbˆ , F˜aˆbˆ = i[Xaˆ, Xbˆ]−
2
R
aˆbˆcˆXcˆ
Daφi = −i[Xaˆ,Φi]V aˆa . (3.10.99)
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Similarly,
δθAαˆ = −
i
2
aˆbˆcˆF˜aˆbˆ(σcˆ
A)αˆ + i[X
aˆ,Φi]ρ
AB
i (iσaˆσ2)αˆβˆ
+B
βˆ
+
3
4R
Φi(ρi)
AB(σ2)αˆβˆ
+B
βˆ
− i
2
[Φi,Φj](ρiρ
+
j )
ABBαˆ − i[X aˆ, X0](σaˆA)αˆ + [X0,Φi](ρi)AB(σ2)αˆβˆ+Bβˆ
− α
2
Φi(σ2)αˆβˆρ
AB
i 
+B
βˆ
− ∂0Xa(σaA)α + i∂0Φi(σ2)αβρABi +Bβ . (3.10.100)
Also
δθ+Aαˆ =
i
2
aˆbˆcˆF˜aˆbˆ(
+Aσcˆ)αˆ − i[X aˆ,Φi]Bβˆ (iσ2σaˆ)βˆαˆ(ρ+i )BA +
3
4R
Φi
B
βˆ
(σ2)βˆαˆ(ρ
+
i )
BA
− i
2
[Φi,Φj]
+B
αˆ (ρjρ
+
i )
BA − i[X aˆ, X0](+Aσaˆ)αˆ − [X0,Φi]Bβˆ (σ2)βˆαˆ(ρ+i )BA
− α
2
Φi(σ2)βˆαˆ(ρ
+
i )
BAB
βˆ
− ∂0Xa(+Aσa)α − i∂0Φi(ρ+i )BABβ (σ2)βα. (3.10.101)
The equations of motion obtained by varying Aµ are
DµF
µν + i[φi, D
νφi] + 2{s+Aα , (σνsA)α} = 0. (3.10.102)
The other equations of motion are
DµDµφ− 1
R2
φi + [φj, [φi, φj]]− {s+Aα , ρABi (iσ2(s+B)T )α}+ {sAα , (ρ+i )AB(iσ2sB)α} = 0
iσµDµs
A − iσ2ρABi [φi, (s+B)T ] = 0. (3.10.103)
Next we insert (3.10.93) in the above equations of motion. The fields φi, A0, Aa, s
A
α and s
+A
α
are found to solve these equations of motion provided that the zero modes Φi, X0, Xa, θ
A
α and
θ+Aα satisfy the equations of motion
[Xa, iD0Xa] + [Φi, iD0Φi]− 2{θ+Aα , θAα} = 0
D20Xa +
4
R2
Xa − 6i
R
abcXbXc − [Xb, [Xa, Xb]]− [Φi, [Xa,Φi]]− 2{θ+Aα , (σaθA)α} = 0
D20Φi +
1
R2
Φi − [Xa, [Φi, Xa]]− [Φj, [Φi,Φj]] + {θ+Aα , ρABi (iσ2(θ+B)T )α} − {θAα , (ρ+i )AB(iσ2θB)α} = 0
iD0θ
A − 3
2R
θA + [Xa, σaθ
A]− iσ2ρABi [Φi, (θ+B)T ] = 0. (3.10.104)
As it turns out, these equations of motion can be derived from the following quantum mechanical
model
S =
∫
dtL , L = LB + LF + LT . (3.10.105)
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LB = Tr
[
− 1
2
[X0, Xa]
2 − 1
2
[X0,Φi]
2 +
1
4
[Xa, Xb]
2 +
1
4
[Φi,Φj]
2 +
1
2
[Xa,Φi]
2
+
im
3
abcXaXbXc − m
2
18
X2a −
m2
72
Φ2i
]
LF = Tr
[
− 2θ+[X0, θ]− 2θ+
(
σa[Xa, θ]− m
4
θ
)
+ θ+iσ2ρi[Φi, (θ
+)T ]− θT iσ2ρ+i [Φi, θ]
]
LT = Tr
[
1
2
(∂0Xa)
2 +
1
2
(∂0Φi)
2 − 2iθ+∂0θ − i∂0Xa[X0, Xa]− i∂0Φi[X0,Φi]
]
. (3.10.106)
This is exactly the BMN model (3.10.75). In above
m =
6
R
. (3.10.107)
Before we conclude this section we define the Clebsch-Gordan coefficients ρABi and (ρ
+
i )
AB. Let
Γi, i = 4, 5, 6, 7, 8, 9 be the Clifford algebra in six dimensions, viz {Γi,Γj} = 2δij. We also
denote them by Γˆa = Γa+3, Γˆa+3 = Γa+6, a = 1, 2, 3. We work in the representation
Γˆa = (Γˆa)+ =
(
0 ρˆa
(ρˆa)+ 0
)
, Γˆa+3 = (Γˆa+3)+ =
(
0 ρˆa+3
(ρˆa+3)+ 0
)
.(3.10.108)
We will also introduce
ΓAB = (ΓAB)+ = −ΓBA =
(
0 γAB
(γAB)+ 0
)
, A,B = 1, 2, 3, 4
(ΓAB)CD = δACδBD − δADδBC . (3.10.109)
We define the gamma matrices Γˆa and Γˆa+3 as follows
Γˆa =
1
2
abc4Γbc + Γa4 , Γˆa+3 =
i
2
abc4Γbc − iΓa4 , a = 1, 2, 3. (3.10.110)
We find immediately
ρˆa = −ρˆ+a =
1
2
abc4γbc + γa4 , ρˆa+3 = ρˆ
+
a+3 =
i
2
abc4γbc − iγa4 , a = 1, 2, 3. (3.10.111)
Explicitly
ρˆ1 = γ23 + γ14 = iσ2 ⊗ σ1
ρˆ2 = −γ13 + γ24 = −iσ2 ⊗ σ3
ρˆ3 = γ12 + γ34 = 1⊗ iσ2. (3.10.112)
ρˆ4 = i(γ23 − γ14) = σ1 ⊗ σ2
ρˆ5 = i(−γ13 − γ24) = σ2 ⊗ 1
ρˆ6 = i(γ12 − γ34) = −σ3 ⊗ σ2. (3.10.113)
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We verify that these matrices satisfy ρ+i ρj + ρ
+
j ρi = ρiρ
+
j + ρjρ
+
i = 2δij14. We also compute the
identities
6∑
a=1
ρˆABa ρˆ
CD
a =
6∑
a=1
(ρˆ+a )
AB(ρˆ+a )
CD = 2ABCD
6∑
a=1
ρˆABa (ρˆ
+
a )
CD = −γABEF γCDEF = −2(δACδBD − δADδBC). (3.10.114)
3.10.5 Dimensional reduction
Supersymmetry at fixed times
In this section we go even further and turn compactification into dimensional reduction by
dropping the time dependence of the matrices X0,Xa,Φi and θ
A
α , θ
+A
α .
The action S given by equation (3.10.106) remains supersymmetric under (3.10.97), (3.10.100),
(3.10.101) provided we vary the fermion term −2iT rθ+∂0θ first and then take into account that
the supersymmetry parameters satisfy ∂0
A
α = −iαAα and ∂0+Aα = iα+Aα before we fix time.
We use the notation θ = ψ and we recall that the curvature is given by (with v = 2)
F˜ab = i[Xa, Xb]− v
R
abcXc. (3.10.115)
Right from the start we will drop the time dependence of the matrices Xa and Φi. Thus
the terms containing time derivatives of Xa and Φi in the supersymmetric transformations
(3.10.100), (3.10.101) will be absent. We compute immediately the following variation of the
fermion action
δ
(
− 2Trψ+Aα (σa)αβ[Xa, ψAβ ]
)
= 2(σa)αβTrδXa{ψ+Aα , ψAβ } − iT rδXb[Xa, F˜ab] + TrδΦi[Xa, [Xa,Φi]]
− Tr
(
(B)Tσ2σcψ
A(ρ+i )
BA − ψ+Aσcσ2(+B)TρABi
)
[abcF˜ab,Φi]
− Tr
(
(B)Tσ2σcψ
A(ρ+i )
BA − ψ+Aσcσ2(+B)TρABi
)
[
4v − 3
2R
Xc,Φi]
− iT r
(
+Aσaψ
B + ψ+Aσa
B
)
(ρjρ
+
i )
AB[Xa, [Φi,Φj]]
− TrδX0[Xa, [Xa, X0]]
+ abcTr
(
+Aσcψ
A + ψ+Aσc
A
)
[X0, [Xa, Xb]]
− 2Tr
(
(B)Tσ2σaψ
A(ρ+i )
BA + ψ+Aσaσ2(
+B)TρABi
)
[Xa, [X0,Φi]]
− αTr
(
(B)Tσ2σcψ
A(ρ+i )
BA − ψ+Aσcσ2(+B)TρABi
)
[Xc,Φi].
(3.10.116)
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Let δψAα = − i2abcF˜ab(σcA)α then
−TrδψAα (iσ2)αβ(ρ+i )AB[Φi, ψBβ ]− TrψAα (iσ2)αβ(ρ+i )AB[Φi, δψBβ ] + C.C =
1
2
Tr
[
(B)Tσ2σcψ
A
(
(ρ+i )
BA − (ρ+i )AB
)
− ψ+Aσcσ2(+B)T
(
ρABi − ρBAi
)]
[abcF˜ab,Φi].
(3.10.117)
If we assume that
ρABi = −ρBAi . (3.10.118)
Then this variation will cancel the first term in the second line of (3.10.116).
Let δψAα = i[Xa,Φi]ρ
AB
i (iσaσ2)αβ
+B
β then
−TrδψAα (iσ2)αβ(ρ+i )AB[Φi, ψBβ ]− TrψAα (iσ2)αβ(ρ+i )AB[Φi, δψBβ ] + C.C =
iT r
[
(ρTj ρ
∗
i − ρTj ρ+i )AB+AσaψB − (ρTi ρ∗j − ρiρ∗j)ABψ+AσaB
]
[Φi, [Xa,Φj]] =
iT r
(
+Aσaψ
B + ψ+Aσa
B
)
(ρjρ
+
i )
AB[Xa, [Φi,Φj]]− TrδXa[Φi, [Xa,Φi]]. (3.10.119)
The first term in this variation cancels the last line of (3.10.116). In here we have used ρTi = −ρi
and ρ+i = −ρ∗i which follow from (3.10.118), the Jacobi identity and the defining equation of
the six 4× 4 matrices ρi given by ρiρ+j + ρjρ+i = ρ+i ρj + ρ+j ρi = 2δij14.
Let δψAα =
3
4R
Φi(ρi)
AB(σ2)αβ
+B
β then
−TrδψAα (iσ2)αβ(ρ+i )AB[Φi, ψBβ ]− TrψAα (iσ2)αβ(ρ+i )AB[Φi, δψBβ ] + C.C =
3i
4R
Tr
[(
ρTj ρ
∗
i − ρTj ρ+i
)AB
+AψB +
(
ρTi ρ
∗
j − ρiρ∗j
)AB
ψ+AB
]
[Φi,Φj] =
− 3i
2R
(ρiρ
+
j )
ABTr
(
+AψB − ψ+AB
)
[Φi,Φj]. (3.10.120)
Let δψAα = − i2 [Φi,Φj](ρiρ+j )ABBα then
−TrδψAα (iσ2)αβ(ρ+i )AB[Φi, ψBβ ]− TrψAα (iσ2)αβ(ρ+i )AB[Φi, δψBβ ] + C.C =
− i
2
Tr
[(
(ρ∗k − ρ+k )ρiρ+j
)AB
ψAiσ2
B +
(
(ρk − ρTk )ρ∗i ρTj
)AB
ψ+Aiσ2
+B
]
[Φk, [Φi,Φj]] =
TrδΦj[Φi, [Φi,Φj]].
(3.10.121)
The first term of (3.10.116) can be put in the form
2(σa)αβTrδXa{ψ+Aα , ψAβ } = 8iT r{ψAα , ψ+Aβ }(ψ+Bα Bβ − +Bα ψBβ )
− 4iT r{ψAα , ψ+Aα }(ψ+Bβ Bβ − +Bβ ψBβ ). (3.10.122)
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We also compute
−TrψAα (iσ2)αβ(ρ+i )AB[δΦi, ψBβ ] + C.C = Tr{ψAα , ψBβ }(iσ2)αβ(ρ+i )ABδΦi + C.C
= 8iT r{ψA1 , ψ+A1 }(ψ+B2 B2 − +B2 ψB2 )
+ 8iT r{ψA2 , ψ+A2 }(ψ+B1 B1 − +B1 ψB1 )
− 8iT r{ψA1 , ψ+A2 }(ψ+B1 B2 − +B1 ψB2 )
− 8iT r{ψA2 , ψ+A1 }(ψ+B2 B1 − +B2 ψB1 ). (3.10.123)
In above we have used the identity
ABCD(iσ2)αβ(iσ2)µνTrψ
A
αψ
B
β ψ
C
µ 
D
ν = 0. (3.10.124)
Thus we get
2(σa)αβTrδXa{ψ+Aα , ψAβ }+
[
− TrψAα (iσ2)αβ(ρ+i )AB[δΦi, ψBβ ] + C.C
]
=
4iT r{ψAα , ψ+Aα }(ψ+Bβ Bβ − +Bβ ψBβ ) = −2Tr{ψAα , ψ+Aα }δX0. (3.10.125)
Let δψAα = −i[Xa, X0](σaA)α then
−TrδψAα (iσ2)αβ(ρ+i )AB[Φi, ψBβ ]− TrψAα (iσ2)αβ(ρ+i )AB[Φi, δψBβ ] + C.C =
−2Tr
(
(B)Tσ2σaψ
A(ρ+i )
BA + ψ+Aσaσ2(
+B)TρABi
)
[Φi, [Xa, X0]]. (3.10.126)
Let δψAα = [X0,Φi]ρ
AB
i (σ2)αβ
+B
β then
−TrδψAα (iσ2)αβ(ρ+i )AB[Φi, ψBβ ]− TrψAα (iσ2)αβ(ρ+i )AB[Φi, δψBβ ] + C.C =
+i(ρjρ
+
i )
ABTr
(
ψ+AB + +AψB
)
[X0, [Φi,Φj]]
+TrδX0[Φi, [X0,Φi]]. (3.10.127)
Let δψAα =
iα
2
Φi(iσ2)αβρ
AB
i 
+B
β then
−TrδψAα (iσ2)αβ(ρ+i )AB[Φi, ψBβ ]− TrψAα (iσ2)αβ(ρ+i )AB[Φi, δψBβ ] + C.C =
iα(ρiρ
+
j )
ABTr
(
+AψB − ψ+AB
)
[Φi,Φj]. (3.10.128)
Next we compute (with 3/R1 = m/2)
3
R1
δ
(
Trψ+ψ
)
= − 3
4R1
abcTrF˜abδXc +
3
4R1
(
3
2R
− α)TrΦiδΦi
+
3
R1
Tr
(
(B)Tσ2σcψ
A(ρ+i )
BA − ψ+Aσcσ2(+B)TρABi
)
[Xc,Φi]
+
3i
2R1
(ρiρ
+
j )
ABTr
(
+AψB − ψ+AB
)
[Φi,Φj]
− 3i
R1
Tr
(
+Aσaψ
A + ψ+Aσa
A
)
[Xa, X0]
+
3
R1
Tr
(
ψ+Aσ2(
+B)TρABi + (ψ
A)Tσ2
B(ρ+i )
AB
)
[X0,Φi]. (3.10.129)
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Also
δ
(
− 2Trψ+Aα [X0, ψAα ]
)
= iabcTr
(
+Aσaψ
A + ψ+Aσa
A
)
[X0, F˜ab] + TrδXa[X0, [Xa, X0]]
− i(ρjρ+i )ABTr
(
ψ+AB + +AψB
)
[X0, [Φi,Φj]]
− 3
2R
Tr
(
ψ+Aσ2(
+B)TρABi + (ψ
A)Tσ2
B(ρ+i )
AB
)
[X0,Φi]
− 2Tr
(
(B)Tσ2σaψ
A(ρ+i )
BA + ψ+Aσaσ2(
+B)TρABi
)
[X0, [Φi, Xa]]
− TrδΦi[X0, [X0,Φi]]
+ αTr
(
ψ+Aσ2(
+B)TρABi + (ψ
A)Tσ2
B(ρ+i )
AB
)
[X0,Φi]. (3.10.130)
The full variation of the fermion action is then given by
δSF = −iT rδXb[Xa, F˜ab] + TrδΦi[Xa, [Xa,Φi]]− TrδXa[Φi, [Xa,Φi]]− 3
4R1
abcTrFabδXc
+
3
4R1
(
3
2R
− α)TrΦiδΦi + TrδΦj[Φi, [Φi,Φj]] + TrδX0[Φi, [X0,Φi]] + TrδXa[X0, [Xa, X0]]
− TrδX0[Xa, [Xa, X0]]− TrδΦi[X0, [X0,Φi]]
+
(
− 4v − 3
2R
− α + 3
R1
)
Tr
(
(B)Tσ2σcψ
A(ρ+i )
BA − ψ+Aσcσ2(+B)TρABi
)
[Xc,Φi]
+ i
(
− 3
2R
+
3
2R1
+ α
)
(ρiρ
+
j )
ABTr
(
+AψB − ψ+AB
)
[Φi,Φj]
+ i
(
− 3
R1
+
2v
R
)Tr
(
+Aσaψ
A + ψ+Aσa
A
)
[Xa, X0]
+ (
3
R1
− 3
2R
+ α)Tr
(
ψ+Aσ2(
+B)TρABi + (ψ
A)Tσ2
B(ρ+i )
AB
)
[X0,Φi]. (3.10.131)
Let us now consider the Lagrangian
LT = Tr
[
1
2
(∂0Xa)
2 +
1
2
(∂0Φi)
2 − 2iψ+∂0ψ − i∂0Xa[Xa, Xa]− i∂0Φi[X0,Φi]
]
.(3.10.132)
Since the time dependence of the matrices Xa and Φi is already dropped we have
LT = −2iT rψ+∂0ψ. (3.10.133)
Varying this action under full supersymmetry transformations then fixing time we obtain the
variation
−2iT r
[
ψ+Aα (∂0δψ
A
α )|t=fixed − H.C
]
. (3.10.134)
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Since ∂0
A
α = −iαAα and ∂0+Aα = iα+Aα we have
(∂0δψ
A
αˆ )|t=fixed = iα
[
i
2
aˆbˆcˆF˜aˆbˆ(σcˆ
A)αˆ + i[Xaˆ,Φi]ρ
AB
i (iσ
aˆσ2)αˆβˆ
+B
βˆ
+
3
4R
Φi(ρi)
AB(σ2)αˆβˆ
+B
βˆ
+
i
2
[Φi,Φj](ρiρ
+
j )
ABBαˆ + i[Xaˆ, X0](σaˆ
A)αˆ + [X0,Φi](ρi)
AB(σ2)αˆβˆ
+B
βˆ
− α
2
Φi(σ2)αβρ
AB
i 
+B
β
]
. (3.10.135)
We compute
−2iT r
[
ψ+Aα (∂0δψ
A
α )|t=fixed − H.C
]
=
α
2
abcTrF˜abδXc + α(
3
4R
− α
2
)TrΦiδΦi
+ 2αTr
(
(B)Tσ2σcψ
A(ρ+i )
BA − ψ+Aσcσ2(+B)TρABi
)
[Xc,Φi]
− iα(ρiρ+j )ABTr
(
+AψB − ψ+AB
)
[Φi,Φj]
+ 2iαTr
(
+Aσaψ
A + ψ+Aσa
A
)
[Xa, X0]
+ 2αTr
(
ψ+Aσ2(
+B)TρABi + (ψ
A)Tσ2
B(ρ+i )
AB
)
[X0,Φi].
(3.10.136)
The only pssible solution is given by
v = 2 , R1 = R , α = − 1
2R
. (3.10.137)
The full variation of the fermion action is finally given by
δSF + δ(−2iT rψ+∂0ψ)|t=fixed = −iT rδXb[Xa, F˜ab] + TrδΦi[Xa, [Xa,Φi]]− TrδXa[Φi, [Xa,Φi]]
+
[
α
2
− 3
4R1
]
abcTrFabδXc +
[
α(
3
4R
− α
2
) +
3
4R1
(
3
2R
− α)
]
TrΦiδΦi
+ TrδΦj[Φi, [Φi,Φj]] + TrδX0[Φi, [X0,Φi]] + TrδXa[X0, [Xa, X0]]
− TrδΦi[X0, [X0,Φi]]− TrδX0[Xa, [Xa, X0]]. (3.10.138)
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The variations of the bosonic terms are given by
δ
(
1
4
Tr[Xa, Xb]
2
)
= TrδXa[Xb, [Xa, Xb]] = iT rδXb[Xa, F˜ab]− v
R
abcTrδXcF˜ab − v
2
R2
TrδX2a
δ
(
1
4
Tr[Φi,Φj]
2
)
= −TrδΦj[Φi, [Φi,Φj]]
δ
(
1
2
Tr[Xa,Φi]
2
)
= −TrδΦi[Xa, [Xa,Φi]] + TrδXa[Φi, [Xa,Φi]]
δ
(
− 1
2
Tr[X0,Φi]
2
)
= TrδΦi[X0, [X0,Φi]]− TrδX0[Φi, [X0,Φi]]
δ
(
− 1
2
Tr[X0, Xa]
2
)
= TrδXa[X0, [X0, Xa]]− TrδX0[Xa, [X0, Xa]]
δ
(
im
3
abcTrXaXbXc
)
= imabcTrδXaXbXc =
m
2
abcTrδXcF˜ab +
mv
2R
TrδX2a
δ
(
− 1
2
(m
6
)2
TrΦ2i
)
= −(m
6
)2
TrΦiδΦi
δ
(
− 1
2
(m
3
)2
TrX2a
)
= −(m
3
)2
TrXaδXa. (3.10.139)
It is not difficult to convince ourselves that in order to have supersymmetric invariance we must
have
m =
6
R
. (3.10.140)
N = 4 time-independent supersymmetry
The aim is to construct an N = 4 supersymmetric action without time dependence. The
total action is
S = SB + SF + ST . (3.10.141)
The bosonic action is given as before, viz
SB = Tr
[
− 1
2
[X0, Xa]
2 − 1
2
[X0,Φi]
2 +
1
4
[Xa, Xb]
2 +
1
4
[Φi,Φj]
2 +
1
2
[Xa,Φi]
2
+
im
3
abcXaXbXc − m
2
18
X2a −
m2
72
Φ2i
]
. (3.10.142)
The fermionic action is given now by the action
SF = Tr
[
− 2Ψ+a˙ [X0,Ψa˙]− 2Ψ+a˙
(
σa[Xa,Ψa˙]− m
4
Ψa˙
)
+ Ψ+a˙ iσ2ρi[Φi, (Ψ
+
a˙ )
T ]
− ΨTa˙ iσ2ρ+i [Φi,Ψa˙]
]
. (3.10.143)
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The extra index a˙ takes two values 1 and 2 and therefore the spinor Ψ is given by
ΨAa˙;α =
(
ψAα
χAα
)
. (3.10.144)
Similarly, the supersymmetric parameter will be given by the spinor
ΩAa˙;α =
(
Aα
ωAα
)
. (3.10.145)
We have the supersymmetry transformations
δX0 = −2i
(
Ψ+a˙ Ωa˙ − Ω+a˙ Ψa˙
)
δXa = 2i
(
Ψ+a˙ σaΩa˙ − Ω+a˙ σaΨa˙
)
δΦi = 2
(
Ψ+a˙ ρiσ2(Ω
+
a˙ )
T + ΨTa˙ ρ
∗
iσ2Ωa˙
)
. (3.10.146)
δΨAa˙;α = −
i
2
abcF˜ab(σc)αβΩ
A
a˙;β + i[Xa,Φi]ρ
AB
i (iσaσ2)αβΩ
+B
a˙;β +
1
R
Φi(ρi)
AB(σ2)αβΩ
+B
a˙;β
− i
2
[Φi,Φj](ρiρ
+
j )
ABΩBa˙;α − i[Xa, X0](σa)αβΩAa˙;β + [X0,Φi](ρi)AB(σ2)αβΩ+Ba˙;β .
(3.10.147)
In above R = 6
m
and F˜ab = i[Xa, Xb]− 2RabcXc.
The analogue of the action−2iT rψ+∂0ψ is given here by the term ST defined by the equation
ST =
1
R
TrΨ+
b˙
(τ2)b˙a˙Ψa˙ , τ2 =
(
0 −i
i 0
)
. (3.10.148)
Under supersymmetry this action changes by the amount
δST =
1
R
Tr
[
Ψ+
b˙
(τ2)b˙a˙δΨa˙ + H.C
]
. (3.10.149)
The analogue of the two conditions i∂0
A
α = α
A
α and i∂0
+A
α = −α+Aα will be given by the
conditions
(τ2)b˙a˙Ω
A
a˙;β = Ω
A
b˙;β
(τ2)b˙a˙Ω
+B
a˙;β = −Ω+Bb˙;β . (3.10.150)
This means that the two supersymmetry parameters  and ω are related by the equation
ω = i. (3.10.151)
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Thus we compute
(τ2)b˙a˙δΨ
A
a˙;α = −
i
2
abcF˜ab(σc)αβΩ
A
b˙;β
− i[Xa,Φi]ρABi (iσaσ2)αβΩ+Bb˙;β −
1
R
Φi(ρi)
AB(σ2)αβΩ
+B
b˙;β
− i
2
[Φi,Φj](ρiρ
+
j )
ABΩB
b˙;α
− i[Xa, X0](σa)αβΩAb˙;β − [X0,Φi](ρi)AB(σ2)αβΩ+Bb˙;β .
(3.10.152)
We can immediately compute
δST = − 1
4R
abcTrF˜abδXc − 1
2R2
TrΦiδΦi
− 1
R
Tr
(
ΩT
b˙
ρ+i σ2σaΨb˙ −Ψ+b˙ ρiσaσ2(Ω+b˙ )T
)
[Xa,Φi]
+
i
2R
Tr
(
Ω+
b˙
ρiρ
+
j Ψb˙ −Ψ+b˙ ρiρ+j Ωb˙
)
[Φi,Φj]
− i
R
Tr
(
Ω+
b˙
σaΨb˙ + Ψ
+
b˙
σaΩb˙
)
[Xa, X0]
− 1
R
Tr
(
Ψ+
b˙
ρiσ2(Ω
+
b˙
)T + ΨT
b˙
ρ+i σ2Ωb˙
)
[X0,Φi]. (3.10.153)
This variation is exactely equal to the variation of the term −2iT rψ+∂0ψ in the original time-
dependent theory. Hence it must be equal to minus the variation of the action SB + SF . In
other words
δST = −δSB − δSF . (3.10.154)
This establishes the N = 4 supersymmetry invariance.
3.11 Other matrix models
I just mention two more matrix models which are relevant to the gauge/gravity duality in
lower dimensions:
• The BD (Berkooz-Douglas) theory which is relevant to M2- and M5-branes [150]. The
M5-branes appear as additional fundamental hypermultiplets added to the BFSS model.
A recent non-perturbative study of this model is given by [151].
• The ABJM theory in (2 + 1)−dimension which is relevant to the discussion of D2-branes
(IIA superstring) and M2-branes (M-theory) [149]. For a concise summary of the results
obtained for the ABJM model and future prospects see [19].
Chapter 4
Type IIB Matrix Model
4.1 The IKKT model in the Gaussian expansion method
We start by considering the IKKT matrix model in the Gaussian expansion method following
mainly [164]. As we have already discussed the IKKT model also called the type IIB matrix
model is the zero-volume limit, i.e. dimensional reduction to a point, of supersymmetric U(N)
Yang-Mills gauge theory in 10 dimensions where the components of the 10−dimensional gauge
field reduce to 10 bosonic hermitian matrices Aµ. This is an Euclidean SO(10) model given by
the action
S = − 1
4g2
Tr[Aµ, Aν ]
2 − 1
2g2
Trψα(Cγµ)αβ[Aµ, ψβ]. (4.1.1)
The Aµ (vector) and ψα (Majorana-Weyl spinor) are N ×N traceless hermitian matrices with
complex and Grassmannian entries respectively. The γ are the 16 × 16 Dirac matrices in 10
dimensions after Weyl projection and the charge conjugation operator is defined by γTµ = CγµC†
and CT = C. We can without any loss of generality choose the coupling constant (scale param-
eter) g such that g2N = 1. This model is supposed to give a non-perturbative regularization of
type IIB superstring theory in the Schild gauge [22]. The size of the matrices N plays in this
regularization the role of the cutoff. It is then supposed that in the limit N −→∞ (continuum
limit) the 10 bosonic hermitian matrices Aµ reproduces the 10−dimensional target space of the
string [165].
The above model corresponds to Yang-Mills matrix model in D = 10 dimensions. The
dimensional reduction to a point of supersymmetric U(N) Yang-Mills gauge theory in D di-
mensions gives Yang-Mills matrix model in D dimensions. We can also have supersymmetric
models in D = 6 and D = 4. These three models D = 10, 6, 4 enjoy a convergent partition
function [89, 168, 169]. The D = 3 supersymmetric partition function is divergent while the
bosonic one is convergent. The determinant in D = 4 is real positive while the determinants in
D = 6 and D = 10 are complex which means in particular that in D = 10 and D = 6 we can
have spontaneous symmetry breaking of rotational invariance [174–177] while in D = 4 there
is no spontaneous symmetry breaking [170,172,173].
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The main question we want to ask in the Gaussian expansion method is whether or not the
rotational SO(10) is spontaneously broken in the continuum large N limit. Towards answering
this question the authors of [164] studied the SO(d) symmetric vacua for all values of d in
the range between 2 and 7. They also impose on the shrunken (10 − d) directions an extra
Σd symmetry and thus the full symmetry imposed is actually SO(d) × Σd ∈ SO(10) which
is much more stronger than simply SO(d) which allowed them to reduce the number of free
parameters in the Gaussian expansion method considerably (they exhausted all possible extra
symmetries which leave not more that 5 free parameters). This spontaneous symmetry breaking
corresponds therefore to a dynamical compactification to d dimensions.
The order parameter of the spontaneous symmetry breaking of SO(10) is given by the set
of the nine eigenvalues λi of the moment of inertia tensor
Tµν =
1
N
TrAµAν . (4.1.2)
The expectation values 〈λi〉 in the large N limit are all equal if SO(10) is not spontaneously
broken. In the current Euclidean model it is found that the expectation values 〈λ1〉, 〈λ2〉
and 〈λ3〉 become much larger than the other ones in the large N limit and hence SO(10)
is spontaneously broken down to SO(3) due precisely to the phase of the Pfaffian [166, 167].
In the Lorentzian model as we will see the spontaneous symmetry breaking is due to the
noncommutativity of the space coordinates [155].
The Gaussian expansion method is a nonperturbative scheme in which mostly perturbative
calculations are performed [178]. We start by introducing a Gaussian action S0 and split the
action S as
S = (S − S0) + S0. (4.1.3)
The Gaussian action S0 is arbitrary since it contains many free parameters. It is expected that
at any finite order the result of the Gaussian expansion method will depend on the parameters
of the Gaussian action S0. However, it is also known that there exists regions in the parameter
space (plateau regions) for which the result at finite order will not depend on the choice of
S0 [164].
By requiring SO(10) rotational invariance the most general U(N)-invariant Gaussian action
S0 takes the form
S0 = S0b + S0f , (4.1.4)
S0b =
N
2
10∑
µ=1
MµTrA
2
µ , S0f =
N
2
16∑
α,β=1
AαβTrψαψβ. (4.1.5)
There are 10 parameters Mµ and 120 parameters Aαβ. The 16× 16 complex matrix A can be
given in terms of gamma matrices. The goal is to compute the free energy
F = − logZ , Z = Z0〈exp(−(S − S0))〉0 , Z0 =
∫
dAdψ exp(−S0). (4.1.6)
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This will be done by truncating the perturbative series at some finite order and as a consequence
the free energy will depend on the parameters Mµ and Aαβ. We look for the regions in the
parameter space for which the free energy F is stationary in the sense that it solves the self-
consistency conditions
∂
∂Mµ
F = 0 ,
∂
∂AαβF = 0. (4.1.7)
The number of self-consistency conditions is equal to the number of parameters. The values of
the free energy are obtained at the solutions of these conditions. Clearly, the number of solutions
increases with the order. The sought after plateau in the parameter space is determined by the
existence of multiple solutions with almost the same value of the free energy.
The above perturbative series corresponds to an ordinary loop expansion where the insertion
of the 2−point vertex −S0 acts as if it is coming from a one-loop counter term. Furthermore,
due to the large N limit, only planar Feynman diagram are of relevance.
It is expected that SO(10) symmetry will be spontaneously broken dynamically down to
some SO(d). Thus only SO(d)-symmetric vacua will be left and the Gaussian action in this case
must only be required to be SO(d)-symmetric. As it turns out, the number of free parameters
will be reduced considerably by imposing SO(d) symmetry on the Gaussian action. Indeed,
we get the total number of parameters to be 5, 9, 16, 27, 44, 73 for d = 7, 6, 5, 4, 3, 2 respectively
by imposing SO(d) symmetry on the Gaussian action [164]. The Gaussian expansion method
ceases to work properly for d ≥ 8 but in these cases there exist also spontaneous symmetry
breaking and SO(d)-symmetric vacua.
However, the self-consistency conditions can be solved only for not more than 5 parameters.
Therefore, an extra symmetry Σd is imposed on the shrunken dimensions xd+1, ..., x10 in order
to reduce the number of parameters to 5 or less. The extra symmetry Σd is a subgroup of
SO(10) formed out of cyclic permutations and reflections [164]. For each SO(d) there are
several choices Σd.
We fix then the ansatz SO(d)×Σd and we compute the free energy up to the third order as
a function of the parameters of the Gaussian action. We differentiate the energy with respect
to these parameters to obtain the self-consistency conditions and then solve these equations
numerically. By substituting back in the free energy with the solution(s) we get the value(s)
of the free energy at the solution(s). A given ansatz may correspond to several solutions. We
locate the plateau region by the solutions for the various ansatz which have the same value of
the free energy. By averaging over these physical solutions we get the value of the free energy
for that particular d.
The main result of [164] is the following statement: the free energy F (averaged over the
plateau region of physical solutions) takes its minimum value at d = 3. See figure (4.1). This
shows more or less explicitly that in the Euclidean model (and due to the phase of the Pfaffian)
the stringy rotational symmetry SO(10) must be spontaneously broken down to the physical
rotational symmetry SO(3).
The extent of space in the extended directions R2 = 〈λ1〉 = ... = 〈λd〉 and the extent of
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space in the shrunken directions r2 = 〈λd+1〉... = 〈λ10〉 can also be computed in the Gaussian
expansion method with very illuminating results [164]. They found that r remains almost
constant for all d, and thus it is indeed a universal compactification scale, while R becomes
larger for smaller d. See figure (4.2). This behavior is consistent with the so-called constant
volume property given by [179]
Rdr10−d = l10. (4.1.8)
Figure 4.1: The free energy of the IKKT model in the Gaussian expansion method. The
minimum is at d = 3.
Figure 4.2: The extent of space R and the compactification scale r for the IKKT model.
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4.2 Yang-Mills matrix cosmology
4.2.1 Lorentzian type IIB matrix model
The Lorentzian type IIB matrix model allows us to study the real time dynamics of the
emergence of (1 + 3)−dimensional Minkowski spacetime, the spontaneous symmetry breaking
of SO(9) down to SO(3), as well as providing a mechanism for avoiding the Big Bang singularity,
and allowing us to obtain the expansion (exponential at early times and power law, i.e.
√
t, at
late times) of the Universe [155–162]. The model is given by (with Fµν = i[Aµ, Aν ] and ψ¯ = ψ
TC,
µ, ...ν = 0, ..., 9, α, ..., β = 1, ..., 16 and the 16 × 16 matrices γµ are the 9−dimensional Dirac
matrices)
S = − 1
4g2
TrFµνF
µν − 1
2g2
Trψ¯α(γ
µ)αβ[Aµ, ψβ]. (4.2.1)
The Aµ and ψα are N×N traceless hermitian matrices with complex and Grassmannian entries
respectively. Because of the signature η = (−1,+1,+1, ...) the Yang-Mills term is not positive
definite, i.e. the action is not bounded from below. As opposed to the Euclidean case the
Pfaffian in the Lorentzian case is real (in fact it is positive definite at large N). The path
integral is given by
Z =
∫
dAdψ exp(iS) =
∫
dA PfM(A) exp(iSB). (4.2.2)
The Dirac operator is given by M(A) = (Cγµ)αβ[Aµ, ...].
This path integral is not finite as it stands (when A0 diverges the action SB goes to −∞).
We introduce the SO(9,1) symmetric IR cutoff in the temporal direction as [155]
1
N
TrA20 ≤ κ
1
N
TrA2a. (4.2.3)
This condition is reminiscent to what happens in causal dynamical triangulation.
The oscillating phase factor in the path integral is also regularized in the usual way by
adding a damping factor exp(−|SB|) to the action where  is some small positive number. We
get then
Z =
∫
dA PfM(A) exp(iSB − |SB|). (4.2.4)
The IR cutoff (4.2.3) is explicitly implemented by inserting in the path integral the expression∫ ∞
0
dr δ(
1
N
TrA2a − r) θ(κr −
1
N
TrA20). (4.2.5)
The variable r is effectively the scale factor. We scale the field as Aµ −→
√
rAµ and perform
the integral over r (with D = 10 and dF = 8). We find∫ ∞
0
dr r
D(N2−1)+dF (N2−1)
2
−1 exp(−r2(|x| − ix)) ∼ 1/|x|(D+dF )(N2−1)/4. (4.2.6)
All rights reserved to Badis Ydri 129
This is a divergent integral which can be regularized by introducing a second IR cutoff
1
N
TrA2a ≤ L2. (4.2.7)
We insert now in the path integral the condition∫ L2
0
dr δ(
1
N
TrA2a − r) θ(κr −
1
N
TrA20). (4.2.8)
We get
Z =
∫
dA
∫ L2
0
dr (r1/2)D(N
2−1)+dF (N2−1) 1
r
δ(
1
N
TrA2a − 1) θ(κ−
1
N
TrA20) PfM(A)
× exp(−r2(|SB| − iSB)). (4.2.9)
We use the result [160]∫ L2
0
dr r
D(N2−1)+dF (N2−1)
2
−1 exp(−r2(|x| − ix)) = δ(x) , N, L −→∞. (4.2.10)
We get then the path integral (by reinserting the scale parameter L for later convenience)
Z =
∫
dA δ(
1
N
TrFµνF
µν) δ(
1
N
TrA2a − L2) θ(κL2 −
1
N
TrA20) PfM(A). (4.2.11)
In this formulation N plays the role of inverse lattice spacing and
√
κL2 plays the role of the
volume (L is the spacelike length and
√
κL is the timelike length). These two constraints can
be removed in the continuum limit N −→ ∞ and the infinite volume limit L −→ ∞ and only
one scale parameter g remains (string coupling constant). See figure (4.3).
The problem is then converted into a potential problem of the form
Z =
∫
dA exp(−Vpot) PfM(A). (4.2.12)
Vpot =
1
2
γC
( 1
N
TrFµνF
µν
)2
+
1
2
γL(
1
N
TrA2a − L2)2 +
1
2
γκ
(
κL2 − 1
N
TrA20
)2
θ(
1
N
TrA20 − κL2).
(4.2.13)
This theory enjoys SO(1,9) Lorentz symmetry, SO(9) rotational symmetry, U(N) gauge symme-
try, N = 1 supersymmetry, translation symmetry given by the shift symmetry Aµ −→ Aµ+αµ1.
But it also enjoys an extended N = 2 supersymmetry and hence it includes implicitly gravity
since N = 1 is the maximal supersymmetry without gravity.
The rotational symmetry SO(9) will be spontaneously broken which is the main goal in
this model. Also, the shift symmetry Aµ −→ Aµ + αµ1 will be spontaneously broken in the
dynamics which causes problems in determining the origin of the time coordinate. This issue
can be avoiding by adding a potential of the form
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Vsym =
1
2
γsym
(
1
N
TrA2|left − 1
N
TrA2|right
)2
. (4.2.14)
TrA2|left =
d∑
i=1
∑
a+b<N+1
|(Ai)ab|2 , T rA2|right =
d∑
i=1
∑
a+b>N+1
|(Ai)ab|2. (4.2.15)
The parameters γC,L,κ,sym are chosen as [160]
γC = N
2 , γL = γκ = 100N
2 , γsym = 100. (4.2.16)
Figure 4.3: The IR cutoffs L and κ.
4.2.2 Spontaneous symmetry breaking and continuum and infinite
volume limits
We will now employ SU(N) invariance to diagonalize the timelike matrix A0, producing also
a Vandermonde determinant, as
A0 = diag(t1, ..., tN) , t1 < ... < tN . (4.2.17)
Thus the measure becomes∫
dA =
∫
dAa
∫ ∏
i
dti∆(t)
2 , ∆(t) =
∏
i>j
(ti − tj). (4.2.18)
The effect of the Vandermonde determinant ∆(t) cancels exactly at one-loop order due to
supersymmetry (more on this below). Indeed, at one-loop the repulsive effective action of the
eigenvalues ti is given by
Seff = (D − 2− dF )
∑
i 6=j
ln(ti − tj)2 = 0. (4.2.19)
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Thus the spectrum of A0, i.e. time, extends to infinity even for finite N . Locality in time is
also guaranteed as follows. Instants of time will be defined by
t =
1
n
n∑
i=1
tν+i. (4.2.20)
In the eigenbasis of A0 the spacelike matrices Aa have a band diagonal structure. This highly
non-trivial property is determined dynamically. This band diagonal structure means in partic-
ular that the off diagonal elements (Aa)ab for |a− b| ≥ n are very small for some integer n. But
n should also be sufficiently large that it includes non negligible off diagonal elements. Thus
we can consider n× n block matrices
(A¯a)IJ(t) = (Aa)I+ν,J+ν . (4.2.21)
The indices I, J run from 1 to n and thus the index ν runs from 0 to N − n. The time t
appearing in this equation is the one defined in equation (4.2.20). The matrices A¯a represent
the state of the Universe at time t. The progression of t is encoded in the index ν. See figure
(4.4).
Figure 4.4: The band structure.
The block size n is determined as follows [156]. We take N even and consider the N × N
matrix (Q)IJ = (A
2
1)IJ . We plot for a fixed L = (I + J)/2 the quantity
√|QIJ/QN/2N/2| as a
function of I−J = 2(I−L). It is sufficient to consider only the values L = 2, 4, 6, ..., N/2. It is
found that the quantity
√|QIJ/QN/2N/2| decreases exponentially with |I−J | and that the half
width is maximum for L = N/2. The block size n is given precisely by the largest half width.
At time t the square of the extent of space should be defined in terms of A¯a as follows (where
tr is the trace taken over the n× n block)
R2(t) = 〈 1
n
trA¯2a(t)〉. (4.2.22)
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The order parameter for the spontaneous symmetry breaking (SSB) of rotational symmetry
SO(9) is given by the moment of inertia tensor (symmetric under t −→ −t and thus we may
only take t < 0)
Tab(t) =
1
n
trA¯a(t)A¯b(t). (4.2.23)
This is a real symmetric 9×9 matrix with eigenvalues denoted by λi(t) where λ1(t) > ... > λ9(t).
We have then the behavior at early times in the large N and n limits
〈λ1(t)〉 = ... = 〈λ9(t)〉 , Exact SO(9). (4.2.24)
For late times we have instead
〈λ1(t)〉 = 〈λ2(t)〉 = 〈λ3(t)〉 >> 〈λi(t)〉 , i 6= 1, 2, 3 , SSB of SO(9). (4.2.25)
The spontaneous symmetry breaking of SO(9) down to SO(3) occurs at some critical time tc.
See figure (4.5). The mechanism behind this breaking is noncommutative geometry and not
the complex Pfaffian as is the case in Euclidean signature.
Figure 4.5: SSB of SO(9).
The scaling limit is achieved as follows. The square of the extent of space R2(t) is given by
the sum of the eigenvalues of the moment of inertia tensor 〈Tab(t)〉. The extend of space R(t)
is found to scale in the large N limit by sending the infrared cutoffs κ and L to infinity in a
prescribed way [155]. This is done in two steps:
• Continuum limit: We send κ −→ ∞ as κ = βNp, p = 1/4. The extent of space R(t) for
different values of N is then seen to collapse to a single curve depending on β.
• Infinite volume limit: We fix N then we send β −→ ∞ (equivalently κ) with L −→ ∞.
The extent of space R(t) for various values of β is then seen to collapse to a single curve.
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Thus the two IR cutoffs κ and L are then removed in the large N limit and the theory depends
only on one single parameter κ (which should be thought of as the string coupling constant).
The only scale parameter is the size of the Universe R(tc) at the critical time.
We would like to discuss the infinite volume limit further following [155]. We fix N and
κ and calculate the extent of space R(t) for L = 1. They observe that the constraint (4.2.7)
is saturated for the dominant configurations. Thus they only need to scale Aµ −→ LAµ to
reinstate the IR cutoff L. Then they choose L such that the extent of space at the critical time
tc is one, viz R(tc) = 1. They repeat for different values of β and each time they determine
implicitly the corresponding value of L in this way. Thus increasing values of β is equivalent
to increasing values of L and the extent of space R(t) is seen to scale with β.
To summarize, it is seen that the extent of space R(t) for different values of N and κ converge
to a single scaled curve. This achieves the non-trivial continuum limit and infinite volume limit
of the theory.
4.2.3 Expansion
The first fundamental observation is that the birth of the Universe at the critical time tc
emerges without any singularity, i.e. the problem of the initial singularity is completely avoided,
and the underlying mechanism behind it can be determined to be the noncommutativity of the
space.
After the birth of the Universe three coordinates start to expand and the other six shrink.
It can be verified from the measurement of the extent of space R(t) that for the very early
times after tc the expansion of the three spatial coordinates is indeed exponential (inflation).
See figure (4.6). However, at later times the expansion is expected to become a power-law
√
t
behavior (radiation-dominated FLRW Universe) which is a fact that has been explicitly checked
in the bosonic model in [162].
Figure 4.6: Exponential expansion in the type IIB model.
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The early and late times can be approximated by the Vandermonde and bosonic models
respectively as follows. We write the fermion action as
SF = TrΨ¯Γ
µ[Aµ,Ψ] = TrΨ¯Γ
0[A0,Ψ] + TrΨ¯Γ
a[Aa,Ψ]. (4.2.26)
Thus for early times A0 >> Aa and the first term dominates while at late time A0 << Ai and
it is the second time that dominates. The bosonic and fermionic actions can be expanded as
follows
SB = − 1
4g2
(ti − tj)2|(Aa)ij|2 + ... (4.2.27)
SF = − 1
2g2
(ti − tj)(Ψα)ji(CΓ0)αβ(Ψβ)ij + ... (4.2.28)
The subleading terms are small for large |ti− tj|. The one-loop integration over bosonic degrees
of freedom gives ∆(t)−2(D−1) whereas the integration over fermionic degrees of freedom gives
∆(t)2dF . Thus the effective potential at one-loop vanishes since D−2−dF = 0 and the spectrum
of A0 extends due to supersymmetry to infinity even for finite N in the limit κ −→∞. In the
bosonic model the eigenvalues ti are attracted to each other and the spectrum has a finite extent
without any cutoff.
At early times we quench the model by including the repulsive force between the eigenvalues
ti given by the fermion determinant ∆(t)
2dF . The Pfaffian is then approximated by
PfM(A) = ∆(t)2dF =
∏
i>j
(ti − tj)2dF . (4.2.29)
The corresponding model is called the Vandermonde (VDM) model in [160]. It shares with the
original supersymmetric model some crucial features such as spontaneous symmetry breaking
and exponential expansion at very early times. It can also be accessed via Monte Carlo sim-
ulation as easily as the bosonic model which is valid at late times when it is possible to fully
quench the fermions and the Pfaffian is approximated by
PfM(A) = 1. (4.2.30)
In this bosonic model the IR cutoff (4.2.3) is not required. We can observe the emergence of an
exponentially expanding Universe only after some critical value of N given by Nc = 110 [162].
Also by studying this bosonic model we find the extent of space behavior
R2(t) ∼ t. (4.2.31)
In the VDM model with D = 6 the extent of space R(t) was found for very early times to be
given by the exponential fit [160]
R2(t)
R2(tc)
= C + (1− C) exp(−bx) , x = t− tc
R(tc)
. (4.2.32)
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This is the inflationary behavior seen also in the Lorentzian type IIB matrix model [163].
The calculation time caused by the Pfaffian in the supersymmetric model is of order N5
whereas in the quenched model is of order N3.
The late time behavior in the VDM model can still be studied (in fact very carefully) by
using the renormalization group method. First, we note that the late time behavior is described
by the inner part of the matrices Aµ. By integrating out the outer part of the matrices Aµ
corresponding to early times we get thus a renormalized theory with a smaller number of degrees
of freedom which can be studied more efficiently by means of Monte Carlo. This ingenious idea
with very interesting results for the late time behavior of the Vandermonde model is reported
in [160].
It is also found in the Lorentzian type IIB matrix model that the space-time noncommu-
tativity (given by the double commutator [A0, Aa]
2) is of order O(1) only at t = 0 (end of
expansion) then it decreases at |t|−1.7 at large t. The space-space noncommutativity plays
a crucial role in the SSB of SO(9) at early times and dynamically disappears at later times
(possibly marking the end of inflation) [156].
The extent of time is defined by
∆ =
tp − tc
R(tc)
, (4.2.33)
where tp is the instant at which the extent of space becomes maximum which is by the symmetry
t −→ −t (A0 −→ −A0) must be zero. It is a dynamical question to show whether or not
∆ −→∞ (no big crunch) in the limit N −→∞. If ∆ does not diverge in the continuum limit
then the extent of space has a genuine maximum and a consequence there will be a recollpase
of the Universe.
4.2.4 Role of noncommutativity
The fundamental role played by noncommutativity in the spontaneous symmetry breaking
of rotational symmetry, the emergence of an expanding Universe, and the end of inflation can
be found discussed in great detail in [155, 156, 158]. This is done by writing down explicit Lie
algebra solutions of the classical equations of motion and studying their properties. Here we
will mainly follow this discussion.
We start by the simpler situation of the large κ limit. Due to the IR cutoff TrA20/N ≥ κL2,
the eigenvalues of the configuration A0 in the limit κ −→ ∞ tend to become larger and thus
the first term in TrFµνF
µν = −2TrF 20i + TrF 2ij becomes very large negative quantity. As a
consequence the first term TrF 2ij must become large positive quantity in order to maintain the
condition TrFµνF
µν = 0 1. But we also have to remember the other IR cutoff TrA2i /N = L
2.
Thus we should maximize TrF 2ij with the constraint TrA
2
i /N = L
2. This should be done more
1If we compare here between Lorentzian and Euclidean we find that TrFµνF
µν = 0⇒ 2TrF 20i = TrF 2ij 6= 0
(Lorentzian, noncommutative) and TrFµνF
µν = 0⇒ 2TrF 20i = TrF 2ij = 0 (Euclidean, commutative).
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efficiently at t = 0 where the first term in TrFµνF
µν has its least value (this is why the peak of
R(t) at t = 0 grows with κ).
The problem now is to minimize the Lagrangian (we set L = 1 and λ is a Lagrange multiplier)
L = − 1
4N
TrF 2ij +
λ
2
(
1
N
TrA2i − 1). (4.2.34)
The equations of motion with respect to Ai are
[Aj, [Aj, Ai]] = λAi. (4.2.35)
We consider Lie algebra solutions given by the ansatz
Ai = χLi , i ≤ d , Aj = 0 , j ≥ d+ 1. (4.2.36)
The Li are the generators of a compact semi-simple d−dimensional Lie algebra in a unitary
representation. The Jacobi identity guarantees the solution of the equations of motion (it
determines the value of the Lagrange multiplier λ). The coefficient χ is determined as χ =√
N/TrL2i and as a consequence
TrF 2ij =
N2
(TrL2i )
2
Tr(fijkLk)
2. (4.2.37)
The maximum of this quantity is achieved for SU(2) Lie algebra (Li are angular momentum
operators in the representation given by the direct sum of a spin 1/2 representations and N −2
copies of the trivial representation and fijk = ijk) [155]
1
N
TrF 2ij =
N
(TrL2i )
2
Tr(fijkLk)
2 ≤ N
(TrL2i )
2
Tr(ijkLk)
2 =
4N
3
. (4.2.38)
However, it can be checked that the spectrum of the n×n matrix Q(t) = ∑i A¯2i (t) is continuous
and therefore the space is actually not a sphere. This classical picture is confirmed in the
quantum theory where κ goes to ∞ as N1/4.
In general we should consider both Ai and A0 and extremize the action SB with the con-
straints TrA2i /N = fixed and TrA
2
0/N = fixed. We consider then two Lagrange multipliers λ
and λ˜ and the Lagrangian
L = − 1
4N
Tr[Aµ, Aν ][A
µ, Aν ]− λ
2
(
1
N
TrA2i − L2) +
λ˜
2
(
1
N
TrA20 − κL2). (4.2.39)
The equations of motion are now given by
−[A0, [A0, Ai]] + [Aj, [Aj, Ai]]− λAi = 0 , [Aj, [Aj, A0]]− λ˜A0 = 0. (4.2.40)
Again we look for a solution given by the generators of a compact semi-simple Lie algebra in
unitary representations. We look for a d−dimensional solution which is of the form
Ai 6= 0 , i ≤ d , Ai = 0 , i ≥ d+ 1. (4.2.41)
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We assume spatially commutative solutions, viz
[Ai, Aj] = 0. (4.2.42)
We will denote the time-space commutator by
[A0, Ai] = iEi. (4.2.43)
We need to compute [A0, Ei] = iFi and [Ai, Ej] = iGij. By substituting in the first equation
of motion we get immediately Fi = λAi. By substituting in the second equation of motion we
get Gjj = λ˜A0. Also by using the Jacobi identity between Ai, Aj and A0 we can show that Gij
is a symmetric tensor. We split it then into a symmetric traceless tensor Mij and a diagonal
part δijH/d with H = λ˜A0. Furthermore, we will assume that Mij is diagonal, viz Mij = Miδij
where
∑
iMi = 0. We have then the commutation relations
[A0, Ei] = iλAi , [Ai, Ej] = iδij(Mi +
λ˜
d
A0). (4.2.44)
By computing the commutator [A0, Gij] we get δij[A0,Mi] = [Ei, Ej]. Thus we must have
[A0,Mi] = 0 , [Ei, Ej] = 0. (4.2.45)
Next from the two identities [Ai, Gjk] = [Aj, Gki] and [Ei, Gjk] = [Ek, Gji] and by employing
Jacobi identities we derive for k = j 6= i the two commutators
[Ai,Mj] = i
λ˜
d
Ei , [Ei,Mj] = i
λλ˜
d
Ai. (4.2.46)
These commutators for any i and j are given by
[Ai,Mj] = i
λ˜
d
(1− dδij)Ei , [Ei,Mj] = iλλ˜
d
(1− dδij)Ai. (4.2.47)
We can then check that for i 6= j and by using once again the Jacobi identity we have the
commutator [Ak, [Ei,Mj]] = −iδik[Mj,Mk] = 0. Thus we have the commutator
[Mi,Mj] = 0. (4.2.48)
Our spatially commutative solution is then given by the generators Ai, A0, Ei and Mi satisfying
the Lie algebra (4.2.42, (4.2.43), (4.2.44), (4.2.45), (4.2.47) and (4.2.48).
The solution for d = 2 corresponds either to SO(2, 2) or SO(4) [158]. There is a single
solution for d = 3 corresponding to the unique 4−dimensional real Lie algebra with SO(3)
symmetry [180]. In this solution λ˜ = Mi = 0 and Ei = ±
√
λAi. However λ 6= 0 is crucial
for this solution to describe the expanding behavior [156]. The solutions with λ = λ˜ = 0
corresponding to a Minkowski spacetime noncommuting with extra dimensions given by fuzzy
spheres are given in [181]. The solutions of the corresponding Euclidean equations of motion
are given in [182].
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In here we consider as a very illustrative explicit solution of the above Lie algebra the simple
case of d = 1. In this case M1 = 0 and we get the Lie algebra
[A0, A1] = iE , [A0, E] = iλA1 , [A1, E] = iλ˜A0. (4.2.49)
This is either and SU(1, 1) Lie algebra or an SU(2) Lie algebra depending on the signs of λ and
λ˜. This very simple d = 1 solution can also be used to construct higher dimensional solutions.
We rotate by an SO(9) transformation the above solution into a solution with only the ith
spatial matrix non-zero given by riA1. Obviously we must have r
2
i = 1. Let us then consider
the general solution [158]
A′0 = A0 ⊗ 1K , A′i = A1 ⊗ diag(r(1)i , ..., r(K)i ) , ~r(j).~r(j) = 1. (4.2.50)
We can make this solution SO(D) symmetric by requiring the vectors ~r(j) to lie on a sphere
SD−1, d = 1, ..., 9. In other words, A′i 6= 0 only for i ≤ 4. The geometry of spacetime is then
R× SD−1. We are interested obviosuly in SO(4) symmetric solutions.
In the SU(1, 1) (SL(2, R)) Lie algebra with λ < 0 and λ˜ < 0 (d = 1 solution (b) of [158])
we have A0 = aT0, A1 = bT1, E = cT2 with a
2 = −λ, b2 = −λ˜ and ab = c. Thus
[T0, T1] = iT2 , [T2, T0] = iT1 , [T1, T2] = −iT0. (4.2.51)
We consider the primary unitary series representation (PUSR) of this algebra (with  = 0 and
ρ positive) given by [183]
(T0)mn = nδmn
(T1)mn = − i
2
(n− iρ+ 1
2
)δm,n+1 − i
2
(n+ iρ− 1
2
)δm,n−1
(T2)mn = −1
2
(n− iρ+ 1
2
)δm,n+1 − 1
2
(n+ iρ− 1
2
)δm,n−1 (4.2.52)
These are infinite dimensional unitary representations (since SL(2, R) is noncompact).
Since A0 = aT0 is diagonal and A1 = bT1 is tri-diagonal we can extract the time evolution of
the space by considering the 3K × 3K diagonal blocks defined by the 3× 3 submatrices A¯0(n)
and A¯1(n) of A0 and A1 given explicitly by
A¯′0(n) = A¯0(n)⊗ 1K = a
 n− 1 0 00 n 0
0 0 n+ 1
⊗ 1K . (4.2.53)
A¯′i(n) = A¯i(n)⊗ diag(r(1)i , ..., r(K)i )
=
ib
2
 0 n+ iρ− 12 0−n+ iρ+ 1
2
0 n+ iρ+ 1
2
0 −n+ iρ− 1
2
0
⊗ diag(r(1)i , ..., r(K)i ).(4.2.54)
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This is an SO(4) symmetric solution. We think of n as a discrete time and thus the matrices
A¯′i(n) provide the state of the Universe at time n. The space-time noncommutativity disappears
in the continuum limit by construction. The extent of space is then defined by
R2(n) =
1
3K
TrA¯′2i (n). (4.2.55)
We compute immediately
R(n) =
√
b2
3
(n2 + ρ2 +
1
4
). (4.2.56)
The continuum limit is defined by a −→ 0 and ρ −→ ∞ such that t0 = aρ (present time) and
b/a = α are kept fixed. The time t is then defined by t = na. We get
R(t) =
√
α2
3
(t2 + t20). (4.2.57)
In the continuum limit the above Lie algebra solution becomes commutative R×S3. The cutoffs
L and κ are determined to be L ∼ N/a and κ = 1/α. Thus L −→ ∞ if we send N −→ ∞
faster than 1/a whereas κ remains finite in the continuum limit. We identify R(t) with scale
factor and compute the Hubble constant
H(t) =
R˙(t)
R(t)
=
t
t2 + t20
=
α√
3R2
√
R2 − α
2
3
t20. (4.2.58)
We can also compute the parameter w as
w = −2R
3
d lnH
dR
− 1
= −2t
2
0
3t2
− 1
3
. (4.2.59)
In particular we compute that w at the present time is given by w(t0) = −1. This value cor-
responds to a vacuum density, i.e. a cosmological constant, and hence it explains the current
observed acceleration of the expansion of the Universe. Since H = 1/2t0 at t = t0 the cosmo-
logical constant is given today by Λ ∼ H2 ∼ 1/t20 which explains its smallness. In the future
t −→∞ we have w −→ −1/3 and H −→ 0. Hence the cosmological constant will vanish in the
future according to this model.
4.2.5 Other related work
The main idea behind the Lorentzian matrix model is to use matrix regularization to avoid
the big bang singularity and to have the Universe with three expanding directions emerge in a
phase transition associated with spontaneous symmetry breaking of rotational invariance.
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There are so many good ideas out there which try also to use matrices to reproduce cosmol-
ogy with or without singularity. It is practically impossible to review all these excellent ideas
here. But we can mention for example the cosmology from matrix string theory in [189,190], the
cosmology from the BFSS and BFSS-type models in [188,191–195], the cosmology from IKKT-
type models of noncommutative gauge theories and emergent gravity in [196–198], and the
cosmology from the IKKT-type models of fuzzy spaces and emergent cosmology in [184–187].
All these intimately related approaches can be called Yang-Mills matrix cosmology or perhaps
emergent cosmology.
4.3 Emergent gravity: introductory remarks
4.3.1 Noncommutative electromagnetism is a gravity theory
The idea of emergent gravity from noncommutative gauge theory was first put forward by
Rivelles [199]. It was then pursued vigorously by Yang [203,204] and by Steinacker [200,202,261]
and . See also for example [205,206].
Emergent gravity is one of the most important development in recent years, if not the
most important one, in noncommutative field theory and noncommutative geometry and their
underlying matrix models.
In the rest of this chapter we will give a deconstruction, then hopefully a reconstruction,
of the emergent gravity approach of Steinacker in which 4-dimensional Einstein (and other)
gravity(ies) emerge from the ”mother of all noncommutative geometry”: The IKKT Yang-Mills
matrix model. Emergent gravity, which was initiated as we just mentioned by Rivelles and Yang,
is an approach to quantum gravity, very similar to the AdS/CFT and to the BFSS quantum
mechanics, in which we maintain that gravity is equivalent to a gauge theory. More precisely,
it states that noncommutative U(1) gauge theory behaves in many respect as a gravitational
theory. This is a profound idea which merits systematic pursuing. The work of Steinacker on
obtaining Einstein equation from the IKKT model, which is deconstructed in the remainder of
this chapter, is very promising although the calculation is still very semi-classical and not as
rigorous as we would like it to be.
In a nutshell, noncommutative Abelian gauge theory, i.e. a noncommutative gauge theory
based on a U(1) group, can be reinterpreted as a gravitational theory. In other words, gravity
is equivalent to a gauge theory albeit noncommutative. This is exactly in the same spirit as
that of the AdS/CFT correspondence which states that gravity is equivalent to a gauge theory
albeit conformal and in one lower dimension. In contrast, the equivalence between the emergent
gravity and the noncommutative gauge theory occurs in the same number of dimensions (well
almost!)
On the other hand, recall that on commutative spaces the cherished Maxwell theory of
electromagnetism is a U(1) gauge theory. Thus, in physical terms, the essence of emergent
gravity is the statement that gravity is equivalent to noncommutative electromganetism, and
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as such it has a dual meaning of being a theory for the (Riemannian, exclusively external)
geometry of spacetime as usual, or of being a theory of the (symplectic, internal as well as
external) geometry of noncommutative spacetime.
Emergent gravity is not necessarily general relativity but it is a theory of spin 2 field with
many interesting effects. And the equivalence between noncommutative electromganetism and
emergent gravity is only expected to hold in the semiclassical limit defined here by the limit of
noncommutativity of spacetime going to zero. Interestingly enough, if we stick to this limit the
emergent metric will also satisfy Einstein equations in vacuum.
There are always issues regarding Lorentz invariance and renormalizability, which can be
avoided if we go to two dimensions which might not be very interesting to many people, but
the overall picture presented in this scenario is still very compelling.
Thus, electromagnetism on a noncommutative space is actually gravity. We would like to
elaborate on this point a little further using the celebrated Seiberg-Witten map. However,
before getting into that we will need some background on noncommutative field theory.
First, let us recall that a noncommutative space is a space which implements Heisenberg
uncertainty principle, and thus its coordinates xµ satisfy the Dirac canonical quantization re-
lations, viz
[xˆµ, xˆν ] = iθµν , (4.3.1)
where θµν is the noncommutativity parameter. This Heisenberg algebra defines a Hilbert space
H in the usual way.
The plane waves exp(ikx), the preferred basis in QFT on flat backgrounds, where k is
the momentum, becomes plane wave opeartors exp(ikxˆ) which satisfy by the Baker-Cambell-
Hausdorff formula the relation
exp(ikxˆ) exp(ipxˆ) = exp(i(k + p)xˆ− i
2
kθp). (4.3.2)
This is the torus algebra. This algebra can be mapped back to the commutative plane waves
exp(ikx) by means of the so-called Weyl map, which maps the coordinates operators xˆ back
to the commutative coordinates xµ, and by utilizing the so-called Moyal-Weyl star product ∗,
in place of the pointwise multiplication of operators, defined for any two functions f and g, by
the formula [209]
f ∗ g(x) = exp( i
2
θµν∂yµ∂
z
ν)f(y)g(z)|y=z=x. (4.3.3)
Indeed, we can easily check that the commutative plane waves exp(ikx) satisfy with the Moyal-
Weyl star product the same torus algebra satisfied by the plane wave operators, viz
exp(ikx) ∗ exp(ipx) = exp(i(k + p)x− i
2
kθp). (4.3.4)
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The Weyl map xˆµ −→ xµ extends to all operators on the Hilbert space Oˆ which are mapped
to functions O by the relation
O(x) = 〈x|Oˆ|x〉, (4.3.5)
where |x〉 is an appropriate coherent state which provides a basis for the Hilbert space H.
Furthermore, the derivative and the integral in the noncommutative setting are also defined
by the almost obvious relations
∂µ −→ ∂ˆµ = −i(θ−1)µν xˆν . (4.3.6)
∫
dDx −→
√
det(2piθ)TrH. (4.3.7)
We need now to write down dynamics, i.e. action functionals which describe completely the
classical behavior of the physical system and also they are crucial ingredients in the description
of the corresponding quantum behavior through path integrals.
Towards this end, we can invoke a kind of ”minimal coupling principle”, which can be
verified explicitly using the above formalism, allowing us to generate correctly how gauge and
matter fields couple to the spacetime noncommutativity by the simple rule:
• To obtain noncommutative action functionals and their noncommutative symmetries, we
simply replace everywhere in the commutative action functionals and their commutative
symmetries, the pointwise multiplication of functions by the Moyal-Weyl star product.
Let us give the example of massless scalar electrodynamics. In other words, electromag-
netism coupled to a charged spin 0 particle. The commutative action functional is given by
S = − 1
4g2
∫
dDxFµνF
µν +
1
2
∫
dDx(Dµφ)
†(Dµφ). (4.3.8)
The first term is precisely Maxwell action and φ is the complex scalar field describing the
charged spin 0 particle. The field strength F and the covariant derivative D are given in terms
of the electromagnetic (photon) field Aµ by the equations
Dµ = ∂µ − iAµ , Fµν = i[Dµ, Dν ] = ∂µAν − ∂νAµ. (4.3.9)
Thus
Dµφ = ∂µφ− iAµφ. (4.3.10)
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This is a gauge theory meaning it is invariant under the following gauge transformations (labeled
by the gauge parameter λ)
Aµ −→ A′µ = Aµ + [Dµ, λ] = Aµ + ∂µλ
φ −→ φ′ = φ+ iλφ
φ† −→ φ′† = φ† − iφ†λ. (4.3.11)
The electromagnetic photon (gauge) field Aµ transforms in the adjoint representation of the
gauge group U(1) (similarly for the gauge parameter λ), the complex scalar field φ transforms
in the fundamental representation of the gauge group U(1) while φ† transforms in the anti-
fundamental representation.
By invoking the above minimal coupling principle we obtain immediately the noncommu-
tative action functional as (we may also place a hat over the various functions to distinguish
them from their commutative counterparts)
S = − 1
4g2
∫
dDxFˆµν ∗ Fˆ µν + 1
2
∫
dDx(Dˆµφˆ)
† ∗ (Dˆµφˆ), (4.3.12)
where
Dˆµ = ∂µ − iAˆµ∗ ⇒ Dˆµφˆ = ∂µφˆ− iAˆµ ∗ φˆ. (4.3.13)
Fˆµν = i[Dˆµ, Dˆν ]∗ = ∂µAˆν − ∂νAˆµ − i[Aˆµ, Aˆν ]∗. (4.3.14)
The last term is very similar to the commutator term in the Yang-Mills gauge theory. As it
turns out noncommutative U(1) gauge theory is actually a large U(N) gauge theory in a precise
sense [210–212].
The noncommutative gauge transformations are also obtained in the same way, i.e. by
replacing everywhere pointwise multiplication of functions by the Moyal-Weyl star product.
We get
Aˆµ −→ Aˆ′µ = Aˆµ + [Dˆµ, λˆ]∗ = Aˆµ + ∂µλˆ− i[Aˆµ, λˆ]∗
φˆ −→ φˆ′ = φˆ+ iλˆ ∗ φˆ
φˆ† −→ φˆ′† = φˆ† − iφˆ† ∗ λˆ. (4.3.15)
This minimal coupling principle is the first indication that noncommutative geometry behaves
somehow similarly to gravity in the sense that all fields regardless of their charges will couple to
the noncommutativity parameter in this way, i.e. via the same prescription of replacing point-
wise multiplication of functions by the Moyal-Weyl star product. Consider for example a real
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scalar field Φ in the adjoint representation of the gauge group U(1). In the commutative setting,
this field because it is neutral it can not couple to the gauge field Aµ. In the noncommutative
setting there is a coupling given by the action
S =
1
2
∫
dDx(DˆµΦˆ) ∗ (DˆµΦˆ). (4.3.16)
Since Φˆ is in the adjoint representation its covariant derivative and its gauge transformation
are given respectively by
DˆµΦˆ = ∂µΦˆ− i[Aˆµ, Φˆ]∗. (4.3.17)
Φˆ −→ Φˆ′ = Φˆ + i[λˆ, Φˆ]∗. (4.3.18)
The star product reflecting spacetime noncommutativity allows therefore all fields to couple to
the spacetime symplectic geometry in the same way. This is very reminiscent of the equivalence
principle of general relativity.
4.3.2 Seiberg-Witten map
In order to exhibit the hidden gravity in noncommutative U(1) gauge theory we apply the
Seiberg-Witten map [207,208]. We start with noncommutative Moyal-Weyl U(1) gauge theory
coupled to a complex scalar field in the fundamental representation given by the action
S = − 1
4g2
∫
dDxFˆµν ∗ Fˆ µν + 1
2
∫
dDx(Dˆµφˆ)
† ∗ (Dˆµφˆ). (4.3.19)
The star U(1) gauge transformations are given explicitly by
Aˆµ −→ Aˆ′µ = Aˆµ + ∂µλˆ− i[Aˆµ, λˆ]∗ , φˆ −→ φˆ
′
= φˆ+ iλˆ ∗ φˆ. (4.3.20)
Following Seiberg and Witten we will now construct an explicit map between the noncom-
mutative vector potential Aˆµ and a commutative vector potential Aµ which will implement
explicitly the perturbative equivalence of the above noncommutative gauge theory to a conven-
tional gauge theory. Clearly, this map must depend both on the gauge parameter as well as on
the vector potential in order to be able to achieve equivalence between the physical orbits in
the two theories. Also, since the gauge field is coupled to a scalar field, the noncommutative
scalar field will also be mapped to a conventional scalar field. We write then
Aˆµ(A+ δλA) = Aˆµ(A) + δλˆAˆµ(A)
φˆ(A+ δλA, φ+ δλφ) = φˆ(A, φ) + δλˆφˆ(A, φ). (4.3.21)
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δλˆAˆµ = ∂µλˆ− i[Aˆµ, λˆ]∗ , δλˆφˆ = iλˆ ∗ φˆ. (4.3.22)
δλAµ = ∂µλ , δλφ = iλφ. (4.3.23)
To solve the above equation we write
Aˆµ = Aµ + Aµ′(A) , λˆ = λ+ λ′(λ,A). (4.3.24)
It reduces then to
A′µ(A+ δA)− A′µ(A)− ∂µλ′ = −i[Aµ, λ]∗
= θαβ∂αAµ∂βλ. (4.3.25)
We have
Aµ′(A+ δA) = Aµ′(A) +
δ
δAβ
Aµ′.∂βλ+
δ
δ(∂νAβ)
Aµ′.∂ν∂βλ. (4.3.26)
Aµ′ and λ′ must be both of order θ. Furthermore, by thinking along the lines of a derivative
expansion, we know that Aµ′ is quadratic in Aµ of the form A∂A whereas λ′ is linear in Aµ.
The last equation above also suggests that λ′ is proportional to ∂αλ. For constant A the above
condition reduces then to
Aµ(A+ δA)− Aµ(A)− ∂µλ′ = 0⇒ δ
δ(∂νAβ)
A′µ.∂ν∂βλ+
1
2
θαβ∂µ∂βλ.Aα = 0,
(4.3.27)
where we had set
λ′ =
1
2
θαβ∂αλAβ. (4.3.28)
The coefficient 1/2 is fixed by the requirement that the second derivative in λ cancels. The
condition becomes
1
2
δ
δ(∂νAβ)
A′µ +
1
2
δ
δ(∂βAν)
A′µ +
1
4
θαβηνµAα +
1
4
θανηβµAα = 0. (4.3.29)
A solution is given by
A′µ = −
1
2
θαβAα(2∂βAµ − ∂µAβ). (4.3.30)
It is now very easy to verify that this solves the Seiberg-Witten condition also for non-constant
A. We do now the same for the scalar field. We write
φˆ = φ+ φ′(A, φ). (4.3.31)
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We get immediately the condition
φ′(A+ δA, φ+ δφ)− φ′(A, φ) = iλˆ ∗ φˆ− δλφ
= iλφ′ +
i
2
θµν∂µλAνφ− 1
2
θµν∂µλ∂νφ. (4.3.32)
Again, we note that φ′ is of order θ and it must be proportional to A∂φ. It is not difficult to
convince ourselves that the solution is given by
φ′ = −1
2
θµνAµ∂νφ. (4.3.33)
We compute the expression of the action in the new variables. We compute first
Fˆµν = ∂µAˆν − ∂νAˆµ − i[Aˆµ, Aˆν ]∗
= Fµν + ∂µA
′
ν − ∂νA′µ + θαβ∂αAµ∂βAν
= Fµν + θ
αβFµαFνβ − θαβAα∂βFµν . (4.3.34)
We get immediately the action
SF = − 1
4g2
∫
dDxFˆµνFˆ
µν
= − 1
4g2
∫
dDx
[
FµνF
µν + 2θαβFβ
ν
(
Fα
σFσν +
1
4
ηναF
ρσFρσ
)]
. (4.3.35)
Also we compute the covariant derivative
Dˆµφˆ = ∂µφˆ− iAˆµ ∗ φˆ
= Dµφ− 1
2
θαβAα∂βDµφ− θ
αβ
2
DαφFβµ. (4.3.36)
(Dˆµφˆ)
† = ∂µφˆ† + iφˆ† ∗ Aˆµ
= (Dµφ)
† − 1
2
θαβAα∂β(Dµφ)
† − θ
αβ
2
(Dαφ)
†Fβµ. (4.3.37)
The charged scalar action becomes
Sφ =
1
2
∫
dDx(Dˆµφˆ)
† ∗ (Dˆµφˆ)
=
1
2
∫
dDx
[
(Dµφ)
†(Dµφ)− 1
2
(
θµαFα
ν + θναFα
µ +
1
2
ηµνθαβFαβ
)
(Dµφ)
†(Dνφ)
]
.
(4.3.38)
The main observation of Rivelles [199] is that we can rewrite the above θ-expanded actions
of the noncommutative U(1) gauge field Aˆµ and the noncommutative charged scalar field φˆ
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as a coupling of a commutative U(1) gauge field Aµ and a commutative charge scalar field
φ to a metric gµν = ηµν + hµν + ηµνh with hµνη
µν = 0. This metric itself is determined by
the commutative U(1) gauge field Aµ and the noncommutativity structure θµν . Indeed, the
dynamics of a commutative Maxwell field Aµ and the charged scalar field φ in a linearized
gravitational field is given by the actions
SF = − 1
4g2
∫
dDx
√−gFµνF µν
= − 1
4g2
∫
dDx
[
FµνF
µν + 2hµνFµ
ρFρν
]
. (4.3.39)
Sφ =
1
2
∫ √−gdDx(Dµφ)† ∗ (Dµφ)
=
1
2
∫
dDx
[
(Dµφ)
†(Dµφ)− hµν(Dµφ)†(Dνφ) + 2h(Dµφ)†(Dµφ)
]
. (4.3.40)
We get immediately the traceless metric
hµν =
1
2
(θµβFβ
ν + θνβFβ
µ) +
1
4
θαβFαβη
µν . (4.3.41)
The gauge field has in this setting a dual role. It couples minimally to the charged scalar field
as usual but also it sources the gravitational field. In other words, the gravitational field is
not just a background field since it is determined by the dynamical gauge field. We write the
interval
ds2 = (1 +
1
4
θαβFαβ)dxµdx
µ + θνβFβµdxµdx
ν . (4.3.42)
We can compute the Riemann tensor, the Ricci tensor and the Ricci scalar and find them of
order one, two and two in θ respectively. Thus, to the linear order in θ, the Riemann tensor
is non zero while the Ricci tensor and the Ricci scalar are zero. In other words, the above
metric can not describe a flat spacetime. In fact it describes a gravitational plane wave since
at zero order in θ we must have ordinary electromagnetism and thus Fµν (and hence the metric
hµν) depends on the plane wave exp(ikx) with k
2 = 0. At first order a plane wave solution
Aµ = Fµ exp(ikx) with k
2 = 0 and kµFµ = 0 can also be constructed explicitly [199].
On the other hand, we can see that this metric describes a spacetime with a covariantly
constant symplectic form θ which is also null, since to the linear order in θ we must have the
equations Dµθ
αβ = 0 and θµνθ
µν = 0, and as a consequence this spacetime is indeed a pp-wave
spacetime [213], which is precisely a gravitational plane wave as we have checked explicitly
above to the first order in θ.
I
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4.4 Fuzzy spheres and fuzzy CPn
The topics of this section are slightly off the main line of development of this chapter and
may be skipped.
4.4.1 Co-adjoint orbits
Fuzzy spaces and their field theories and fuzzy physics are discussed for example in [214–221].
Fuzzy spaces are finite dimensional approximations to the algebra of functions on continuous
manifolds which preserve the isometries and (super)symmetries of the underlying manifolds.
Thus by construction the corresponding field theories contain a finite number of degrees of
freedom. The basic and original motivation behind fuzzy spaces is non-perturbative regulariza-
tion of quantum field theory similar to the familiar technique of lattice regularization. See for
example [222,223].
Another very important motivation lies in the fact that string theory suggests that spacetime
may be fuzzy and noncommutative at its fundamental level [224–226]. For older and other more
recent motivations see [228–230].
It is well established that the specification of fuzzy spaces requires the language of Connes’
noncommutative geometry. In particular, following Connes [232] and Fro¨hlich and Gawe¸dzki
[231], the geometry of a riemannian manifoldM can be reconstructed from the so-called spectral
triple (A,H,D) whereA = C∞(∞) is the algebra of smooth bounded functions on the manifold,
H is the Hilbert space of square-integrable spinor functions onM, and D is the Dirac operator
on M which encodes all the information about the metric aspects of the manifold M. In
the case of the absence of spinors the Dirac operator can be replaced by the Laplace-Beltrami
operator ∆ on M. Similarly, a fuzzy space will be given by a sequences of triples
(MatdL ,HL,∆L), (4.4.1)
where MatdL is the algebra of dL×dL hermitian matrices with inner product (A,B) = TrA+B/dL,
HL = Cd2L is the Hilbert space of the dL−dimensional matrix algebra MatdL , and ∆L is an ap-
propriate Laplacian acting on these matrices which encodes in a precise sense the metric aspects
of the fuzzy space. For example, the dimension of the space is given by the growth of the number
of eigenvalues of the Laplacian. In the limit L −→ ∞ we obtain the spectral triple (A,H,∆)
associated with the corresponding commutative manifold. The fuzzy Laplacian ∆L is typically
a truncated version of the commutative Laplacian ∆ with the same isometries and symmetries.
The fuzzy geometry can be mapped to an algebra of functions with an appropriate star product
by constructing the corresponding Weyl map.
Obviously, the corresponding fuzzy field theories are non-perturbatively regularized since
they contain a finite number of degrees of freedom given precisely by d2L with the correct limiting
commutative behavior. The fuzzy approach is thus the most natural one in Monte Carlo
simulations of noncommutative field theories or in Monte Carlo simulations of commutative
field theories where (super)symmetry plays a crucial role.
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Construction of fuzzy spaces by quantizing compact symplectic manifolds, via geometric
quantization [233–236], is equivalent to the construction of a quantum Hilbert space from a
classical phase space. More explicitly, quantization is the construction of a correspondence
between the algebra of Poisson brackets, represented by real functions generating canonical
transformations on the phase space or symplectic manifold, and the algebra of commutators,
represented by hermitian operators generating an irreducible unitary transformations on the
Hilbert space. The irreducibility of the representation is equivalent, in the context of geometric
quantization, to the holomorphic or polarization condition. For example, in the usual one-
dimensional quantum mechanics given by [xˆ, pˆ] = i~ the wave functions depend only on x and
not x and p. In general, within geometric quantization where 1) we consider a prequantum
line bundle on the phase space with curvature given by the symplectic 2−form and 2) impose a
complex structure on the phase space in which the symplectic 2−form is identified as a Ka¨hler
form, the resulting Hilbert space is given by sections of a polarized line bundle satisfying a
holomorphic condition. This is intimately related to the Borel-Weil-Bott theorem [233–236]
which states that all unitary irreducible representations of a compact Lie group G are realized
by holomorphic sections of a complex line bundle on a coset space G/T , where T is the maximal
torus of G, G/T is a Ka¨hler manifold, and where the group G acts on holomorphic sections by
right translations.
Examples of compact symplectic manifolds are the so-called co-adjoint or adjoint orbits of
compact semi-simple Lie groups G which can be geometrically quantized by quantizing their
underlying symplectic 2−forms when they satisfy the Dirac quantization condition. Co-adjoint
orbits are coset spaces G/Ht = {gtg−1 : g ∈ G, t ∈ G} where G is the Lie algebra of G and
Ht ⊂ G is the stabilizer of t. The fuzzy co-adjoint orbits corresponding to G/Ht are such
that their Hilbert spaces consist of holomorphic sections of a complex line bundle over G/Ht
associated with unitary irreducible representations of G. The fuzzy coset spaces constructed
so far satisfying (4.4.1) are fuzzy complex projective spaces, which are mostly degenerate co-
adjoint orbits with dimensions dimG/Ht = dimG− dimHt, given by
CPk = G/Ht = SU(k + 1)/U(k). (4.4.2)
Another class is given by flag manifolds in which H coincides with the maximal torus H of G and
the dimension of the co-adjoint orbits becomes maximal given by dimG/Ht = dimG− rankG.
See for example [237].
In the remainder of this section we will discuss further fuzzy CPk and write down their
Yang-Mills matrix models. The four-dimensional case of fuzzy S2×S2 is discussed in [238–243]
while the case of fuzzy CP2 is also discussed in [244–248] and [249, 250]. The physics on a
single fuzzy sphere is studied for example in [282–289, 294–296]. For related topics see also
[251, 252] and [253–255, 290, 291]. Fuzzy projective spaces are examples of co-adjoint orbits
and homogeneous spaces which, among many other properties, admit an underlying symplectic
structure. The existence of fuzzy co-adjoint orbits and similar fuzzy spaces satisfying (4.4.1)
relies on the single fact that the corresponding symplectic structure is quantizable. For recent
work on fuzzy physics in 2 and 4 dimensions see [297–301]. As a concert example here we will
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consider in the following the case of fuzzy CP2 (and fuzzy CPk) and more importantly the
case of fuzzy S4 which is relevant to the emergence of Einstein gravity from the IKKT matrix
model.
4.4.2 Fuzzy projective space CP2
Let Ta, a = 1, ..., 8, be the generators of SU(3) in the symmetric irreducible representation
(n, 0) of dimension N = 1
2
(n+ 1)(n+ 2). They satisfy
[Ta, Tb] = ifabcTc (4.4.3)
and
T 2a =
1
3
n(n+ 3) ≡ |n|2 , dabcTaTb = 2n+ 3
6
Tc. (4.4.4)
Let ta = λa/2, where λa are the usual Gell-Mann matrices, be the generators of SU(3) in the
fundamental representation (1, 0) of dimension N = 3. They also satisfy
2tatb =
1
3
δab + (dabc + ifabc)tc
tr3tatb =
1
2
δab , tr3tatbtc =
1
4
(dabc + ifabc). (4.4.5)
The N−dimensonal generator Ta can be obtained by taking the symmetric product of n copies
of the fundamental 3−dimensional generator ta, viz
Ta = (ta⊗1⊗...⊗1 + 1⊗ta⊗...⊗1 + ...+ 1⊗1⊗...⊗ta)symmetric. (4.4.6)
The commutative CP2 is the space of all unit vectors |ψ > in C3 modulo the phase. Thus
eiθ|ψ >, for all θ∈[0, 2pi[, define the same point on CP2. It is obvious that all these vectors
eiθ|ψ > correspond to the same projector P = |ψ >< ψ|. Hence CP2 is the space of all
projection operators of rank one on C3. Let HN and H3 be the Hilbert spaces of the SU(3)
representations (n, 0) and (1, 0) respectively. We will define fuzzy CP2 through the canonical
SU(3) coherent states as follows. Let ~n be a vector in R8 and we define the projector
P3 =
1
3
1 + nata. (4.4.7)
The requirement P 23 = P3 leads to the condition that ~n is a point on CP
2 satisfying the
equations
[na, nb] = 0 , n
2
a =
4
3
, dabcnanb =
2
3
nc. (4.4.8)
We can write
P3 = |~n, 3 >< 3, ~n|. (4.4.9)
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We think of |~n, 3 > as the coherent state in H3, level 3× 3 matrices, which is localized at the
point ~n of CP2. Therefore the coherent state |~n,N > in HN , level N × N matrices, which is
localized around the point ~n of CP2 is defined by the projector
PN = |~n,N >< N,~n| = (P3⊗P3⊗...⊗P3)symmetric. (4.4.10)
We compute that
tr3taP3 =< ~n, 3|ta|~n, 3 >= 1
2
na , trNTaPN =< ~n,N |Ta|~n,N >= n
2
na. (4.4.11)
Hence it is natural to identify fuzzy CP2 at level N = 1
2
(n + 1)(n + 2) by the coordinate
operators
xa =
2
n
Ta. (4.4.12)
They satisfy
[xa, xb] =
2i
n
fabcxc , x
2
a =
4
3
(1 +
3
n
) , dabcxaxb =
2
3
(1 +
3
2n
)xc. (4.4.13)
Therefore in the large N limit we can see that the algebra of xa reduces to the continuum
algebra of na. Hence xa−→na in the commutative limit N−→∞.
The algebra of functions on fuzzy CP2 is identified with the algebra of N×N matrices MatN
generated by all polynomials in the coordinate operators xa. Recall that N =
1
2
(n+ 1)(n+ 2).
The left action of SU(3) on this algebra is generated by (n, 0) whereas the right action is
generated by (0, n). Thus the algebra MatN decomposes under the action of SU(3) as
(n, 0)⊗(0, n) = ⊗np=0(p, p). (4.4.14)
A general function on fuzzy CP2 is therefore written as
F =
n∑
p=0
F
(p)
I2,I3,Y
T
(p,p)
I2,I3,Y
(4.4.15)
T
(p,p)
I2,I3,Y
are SU(3) polarization tensors in the irreducible representation (p, p). I2, I3 and Y are
the square of the isospin, the third component of the isospin and the hypercharge quantum
numbers which characterize SU(3) representations.
The derivations on fuzzy CP2 are defined by the commutators [Ta, ..]. The Laplacian is then
obviously given by ∆N = [Ta, [Ta, ...]]. Fuzzy CP
2 is completely determined by the sequence of
spectral triples (MatN ,∆N ,HN).
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4.4.3 Tangent projective module on fuzzy CP2
We will introduce fuzzy gauge fields Aa, a = 1, ..., 8, through the covariant derivatives Da,
a = 1, ..., 8, as follows
Da = Ta + Aa. (4.4.16)
The Da are N×N hermitian matrices which transform covariantly under the action of U(N).
In order for the field ~A to be a U(1) gauge field on fuzzy CP2 it must satisfy some additional
constraints so that only four of its components are non-zero. These are the tangent components
to CP2n. The other four components of ~A are normal to CP
2
n and in general they will be
projected out from the model.
Let us go back to the commutative CP2 and let us consider a gauge field Aa, a = 1, ..., 8,
which is strictly tangent to CP2 . By construction this gauge field must satisfy
Aa = P
T
abAb , P
T = (naAdta)
2. (4.4.17)
The P T is the projector which defines the tangent bundle over CP2. The normal bundle over
CP2 will be defined by the projector PN = 1− P T . Explicitly these are given by
P Tab = ncnd(Adtc)ae(Adtd)eb = ncndfcaefdbe , P
N
ab = δab − ncndfcaefdbe. (4.4.18)
In above we have used the fact that the generators in the adjoint representation (1, 1) satisfy
(Adta)bc = −ifabc. Remark that we have the identities naP Tab = nbP Tab = 0. Hence the condition
(4.4.17) takes the natural form
naAa = 0. (4.4.19)
This is one condition which allows us to reduce the number of independent components of Aa
by one. We know that there must be three more independent constraints which the tangent
field Aa must satisfy since it has only 4 independent components. To find them we start from
the identity
dabkdcdk =
1
3
[
δacδbd + δbcδad − δabδcd + fcakfdbk + fdakfcbk
]
. (4.4.20)
Thus
ncnddabkdcdk =
2
3
[
nanb − 2
3
δab + ncndfcakfdbk
]
. (4.4.21)
By using the fact that dcdkncnd =
2
3
nk we obtain
dabknk = nanb − 2
3
δab + ncndfcakfdbk. (4.4.22)
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Hence it is a straightforward calculation to find that the gauge field Aa must also satisfy the
conditions
dabknkAb =
1
3
Aa. (4.4.23)
In the case of S2 the projector P T takes the simpler form P Tab = δab−nanb and hence PNab = nanb.
From equation (4.4.22) we have on CP2
P Tab = dabcnc − nanb +
2
3
δab , P
N
ab = −dabcnc + nanb +
1
3
δab. (4.4.24)
As it turns out, the constraint (4.4.23) already contains (4.4.19). In other words, it contains
exactly the correct number of equations needed to project out the gauge field Aa onto the
tangent bundle of CP2. Let us also say that given any commutative gauge field Aa which does
not satisfy the constraints (4.4.19) and (4.4.23) we can always make it tangent by applying the
projector P T . Thus we will have the tangent gauge field
ATa = P
T
abAb = dabcncAb − na(nbAb) +
2
3
Aa. (4.4.25)
Similarly, the fuzzy gauge field must satisfy some conditions which should reduce to (4.4.19)
and (4.4.23). As it turns out, constructing a tangent fuzzy gauge field using an expression
like (4.4.17) is a highly non-trivial task due to 1) gauge covariance problems and 2) operator
ordering problems. However, implementing (4.4.19) and (4.4.23) in the fuzzy setting is quite
easy since we will only need to return to the covariant derivatives Da and require them to satisfy
the SU(3) identities (4.4.4), viz
D2a =
1
3
n(n+ 3)
dabcDaDb =
2n+ 3
6
Dc. (4.4.26)
So Da are almost the SU(3) generators except that they fail to satisfy the fundamental com-
mutation relations of SU(3) given by equation (4.4.3). This failure is precisely measured by
the curvature of the gauge field Aa, namely
Fab = i[Da, Db] + fabcDc
= i[Ta, Ab]− i[Tb, Aa] + fabcAc + i[Aa, Ab]. (4.4.27)
This has the correct commutative limit which is clearly given by the usual curvature on CP2,
viz by Fab = iLaAb − iLbAa + fabcAc + i[Aa, Ab].
4.4.4 Yang-Mills matrix models for fuzzy CPk
Next, we need to write down actions on fuzzy CP2. The first piece is the usual Yang-Mills
action
SYM =
1
4g2N
TrF 2ab. (4.4.28)
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By construction it has the correct commutative limit.
The second piece in the action is a potential term which has to implement the constraints
(4.4.26) in some limit. Indeed, we will not impose these constraints rigidly on the path integral
but we will include their effects by adding to the action a very special potential term. In other
words, we will not assume that Da satisfy (4.4.26). To the end of writing this potential term
we will introduce the four normal scalar fields on fuzzy CP2n by the equations (see equations
(4.4.26))
Φ =
1
n
(D2a −
1
3
n(n+ 3)) =
1
2
xaAa +
1
2
Aaxa +
1
n
A2a−→naAa, (4.4.29)
and
Φc =
1
n
(dabcDaDb − 2n+ 3
6
Dc) =
1
2
dabcxaAb +
1
2
dabcAaxb − 2n+ 3
6n
Ac +
1
n
dabcAaAb
−→ dabcnaAb − 1
3
Ac. (4.4.30)
We add to the Yang-Mills action the potential term
V =
M20
N
TrΦ2 +
M2
N
TrNΦ
2
a. (4.4.31)
In the limit where the parameters M20 and M
2 are taken to be very large positive numbers we
can see that only configurations Aa, or equivalently Da, such that Φ = 0 and Φc = 0 dominate
the path integral which is precisely what we want.
The total action is then given by
S =
1
2g2
TrNF
2
ab + βTrNΦ
2 +M2TrNΦ
2
a
=
1
g2N
Tr
[
− 1
4
[Da, Db]
2 + ifabcDaDbDc
]
+
3n
4g2N
TrΦ +
M20
N
TrNΦ
2 +
M2
N
TrNΦ
2
a.
(4.4.32)
This is the desired Yang-Mills matrix model in which fuzzy CP2 is described as a noncommuta-
tive brane solution of the equations of motion. To obtain the corresponding Yang-Mills matrix
models for fuzzy CPk we simply replace the SU(3) constants f and d by their SU(k+1) values
and extend the indices a, b, c, ... from 1 to k(k + 2). The case of the sphere is much simpler
since d = 0 for SU(2). We obtain in this case (with f = )
S =
1
g2N
Tr
[
− 1
4
[Da, Db]
2 + iabcDaDbDc
]
+
3n
4g2N
TrΦ +
M20
N
TrΦ2 +
M2
N
(2n+ 3)2
36n
TrΦ.
(4.4.33)
This action will be studied in great detail in subsequent sections. Extension of this action to
fuzzy S2 × S2 and higher cartesian products of the fuzzy sphere is straightforward.
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4.4.5 Coherent states
We will closely follow [252]. Here Latin indices refer to SU(k + 1), viz a, b = 1, ..., k(k + 2).
This section can be skipped by experts.
Classical CPk can be given by the projector
P =
1
k + 1
1 + αkn
ata. (4.4.34)
The requirement that P 2 = P will lead to the three equations
~n2 = 1
dabcn
anb =
2
αk
k − 1
k + 1
nc,
αk = ±
√
2k
k + 1
. (4.4.35)
This defines CPk as embedded in Rk+2. First, let us specialize the projector (4.4.34) to the
”north” pole of CPk:
~n0 = (0, 0, ..., 1). (4.4.36)
We have then the projector
P0 =
1
k + 1
1 + αktk(k+2). (4.4.37)
Now, by using the result
tk(k+2) =
1√
2k(k + 1)
diag(1, 1, ..., 1,−k), (4.4.38)
we get
P0 = diag(0, 0, ..., 1), (4.4.39)
if we choose the minus sign for αN , namely
αk = −
√
2k
k + 1
. (4.4.40)
So at the ”north” pole , our projector projects down to the state
|ψ0 >= (0, 0, ..., 1) (4.4.41)
of the Hilbert space Ck+1 on which the defining representation of SU(k + 1) is acting.
A general point ~n∈CPk can be obtained from ~n0 by the action of a certain element g∈SU(k+
1)
~n = g~n0. (4.4.42)
P will then project down to the state
|ψ >= g|ψ0 > (4.4.43)
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of Ck+1. One can show that
P = |ψ >< ψ| = g|ψ0 >< ψ0|g+ = gP0g+, (4.4.44)
provided
gtk(k+2)g
+ = nata. (4.4.45)
This last equation is the usual definition of CPk. Under g−→gh where h∈U(k) we have
htk(k+2)h
+ = tk(k+2), i.e. U(k) is the stability group of tk(k+2) and hence
CPk = SU(k + 1)/U(k). (4.4.46)
Points ~n of CPk are then equivalent classes [g] = [gh], h∈U(k) .
In the case of SU(2), fuzzy S2N is the algebra of operators generated by the orbital angular
momenta Li, i = 1, 2, 3, where [Li, Lj] = iijkLk, and
∑3
i=1 L
2
i = l(l + 1). Since these operators
define the IRR l of SU(2), fuzzy S2 will act on the Hilbert space H
(2)
l , which is the d
(2)
l =
(2l + 1)−dimensional irreducible representation of SU(2), i.e. N = 2l + 1. This representation
can be obtained from the symmetric product of 2l fundamental representations 2 of SU(2).
Given an element g∈SU(2), its l−representation matrix U (l)(g) is given as follows
U (l)(g) = U (2)(g)⊗s...⊗sU (2)(g), 2l − times. (4.4.47)
U (2)(g) is the spin 1
2
representation of g∈SU(2) .
Similarly, fuzzy CPk is the algebra of all operators which act on the Hilbert space H
(k+1)
l ,
where H
(k+1)
l is the d
(k)
l − dimensional irreducible representation of SU(k + 1) obtained from
the symmetric product of 2l fundamental representations N of SU(N), where
d
(k)
l =
(k + 2l)!
k!(2l)!
. (4.4.48)
Remark that for l = 1
2
we have d
(k)
1
2
= k + 1 and therefore H
(k+1)
1
2
= Ck+1 is the fundamental
representation of SU(k + 1).
Clearly, the states |ψ0 > and |ψ > of H(k+1)1
2
, given by equations (4.4.41) and (4.4.43), will
correspond in H
(k+1)
l to the states |~n0, l > and |~n, l > respectively, so that |ψ0 >= |~n0, 12 > and
|ψ >= |~n, 1
2
>. Equation (4.4.43) becomes
|~n, l >= U (l)(g)|~n0, l > . (4.4.49)
U (l)(g) , where g∈SU(k + 1) , is the representation given by
U (l)(g) = U (k+1)(g)⊗s...⊗sU (k+1)(g), 2l − times. (4.4.50)
To any operator Fˆ on H
(k+1)
l , which can be thought of as a fuzzy function on fuzzy CP
k, we
associate a ”classical” function Fl(~n) on a classical CP
k by
Fl(~n) =< ~n, l|Fˆ |~n, l >, (4.4.51)
such that the product of two such operators Fˆ and Gˆ is mapped to the star product of the
corresponding two functions by the relation
Fl ∗Gl(~n) =< ~n, l|Fˆ Gˆ|~n, l > . (4.4.52)
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4.4.6 Star product
This is a very long calculation which I would like to do once and for all [252]. First we use
the result that any operator Fˆ on the Hilbert space H
(N)
l admits the expansion
Fˆ =
∫
SU(k+1)
dµ(h)F˜ (h)U (l)(h), (4.4.53)
where U (l)(h) are taken to satisfy the normalization
TrU (l)(h)U (l)(h
′
) = d
(N)
l δ(h
−1 − h′). (4.4.54)
Using the above two equations, one can derive the value of the coefficient F˜ (h) to be
F˜ (h) =
1
d
(k+1)
l
TrFˆU (l)(h−1). (4.4.55)
Using the expansion (4.4.53) in (4.4.51) we get
Fl(~n) =
∫
SU(k+1)
dµ(h)F˜ (h)ω(l)(~n, h) , ω(l)(~n, h) =< ~n, l|U (l)(h)|~n, l > . (4.4.56)
On the other hand, using the expansion (4.4.53) in (4.4.52) will give
Fl ∗Gl(~n) =
∫ ∫
SU(k+1)
dµ(h)dµ(h
′
)F˜ (h)G˜(h
′
)ω(l)(~n, hh
′
). (4.4.57)
The computation of this star product boils down to the computation of ω(l)(~n, hh
′
). We have
ω(l)(~n, h) = < ~n, l|U (l)(h)|~n, l >
=
[
< ~n,
1
2
|⊗s...⊗s < ~n, 1
2
|
][
U (k+1)(h)⊗s...⊗sU (k+1)(h)
][
|~n, 1
2
> ⊗s...⊗s|~n, 1
2
>
]
= [ω(
1
2
)(~n, h)]2l, (4.4.58)
where
ω(
1
2
)(~n, h) = < ~n,
1
2
|U (k+1)(h)|~n, 1
2
>=< ψ|U (k+1)(h)|ψ > . (4.4.59)
In the fundamental representation k + 1 of SU(k + 1) we have U (k+1)(h) = exp(imata) =
c(m)1 + isa(m)ta and therefore
ω(
1
2
)(~n, h) = < ψ|c(m)1 + isa(m)ta|ψ >= c(m) + isa(m) < ψ|ta|ψ >, (4.4.60)
where
ω(
1
2
)(~n, hh
′
) = < ψ|U (N)(hh′)|ψ >
= < ψ|(c(m)1 + isa(m)ta)(c(m′)1 + isa(m′)ta)|ψ >
= c(m)c(m
′
) + i[c(m)sa(m
′
) + c(m
′
)sa(m)] < ψ|ta|ψ > −sa(m)sb(m′) < ψ|tatb|ψ > .
(4.4.61)
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Now, it is not difficult to check that
< ψ|ta|ψ > = TrtaP = αk
2
na
< ψ|tatb|ψ > = TrtatbP = 1
2(k + 1)
δab +
αk
4
(dabc + ifabc)n
c. (4.4.62)
Hence, we obtain
ω(
1
2
)(~n, h) = c(m) + i
αk
2
~s(m).~n
ω(
1
2
)(~n, hh
′
) = c(m)c(m
′
)− 1
2(k + 1)
~s(m).~s(m
′
) + i
αk
2
[
c(m)sa(m
′
) + c(m
′
)sa(m)
]
na
− αk
4
(dabc + ifabc)n
csa(m)sb(m
′
). (4.4.63)
These two last equations can be combined to get the pre-final result
ω(
1
2
)(~n, hh
′
)− ω( 12 )(~n, h)ω( 12 )(~n, h′) = − 1
2(k + 1)
~s(m).~s(m
′
)− αk
4
(dabc + ifabc)n
csa(m)sb(m
′
)
+
α2k
4
nanbsa(m)sb(m
′
). (4.4.64)
We can remark that in this last equation, we have got rid of all reference to c’s. We would like
also to get ride of all reference to s’s. This can be achieved by using the formula
sa(m) =
2
iαN
∂
∂na
ω(
1
2
)(~n, h). (4.4.65)
By using this formula , we get the final result
ω(
1
2
)(~n, hh
′
)− ω( 12 )(~n, h)ω( 12 )(~n, h′) = Kab ∂
∂na
ω(
1
2
)(~n, h)
∂
∂nb
ω(
1
2
)(~n, h
′
),
(4.4.66)
where
Kab =
2
(k + 1)α2k
δab − nanb + 1
αk
(dabc + ifabc)n
c. (4.4.67)
Therefore
Fl ∗Gl(~n) =
∫ ∫
SU(k+1)
dµ(h)dµ(h
′
)F˜ (h)G˜(h
′
)ω(l)(~n, hh
′
)
=
∫ ∫
SU(k+1)
dµ(h)dµ(h
′
)F˜ (h)G˜(h
′
)[ω(
1
2
)(~n, hh
′
)]2l. (4.4.68)
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More explicitly
Fl ∗Gl(~n) =
∫
SU(k+1)
dµ(h)dµ(h
′
)F˜ (h)G˜(h
′
)
2l∑
q=0
(2l)!
q!(2l − q)!Ka1b1 ...Kaqbq [ω
( 1
2
)(~n, h)]2l−q
× [ω( 12 )(~n, h′)]2l−q ∂
∂na1
ω(
1
2
)(~n, h)...
∂
∂naq
ω(
1
2
)(~n, h)
∂
∂nb1
ω(
1
2
)(~n, h
′
)....
∂
∂nbq
ω(
1
2
)(~n, h
′
)
=
2l∑
q=0
(2l)!
q!(2l − q)!Ka1b1 ....Kaqbq
∫
SU(k+1)
dµ(h)F˜ (h)[ω(
1
2
)(~n, h)]2l−q
∂
∂na1
ω(
1
2
)(~n, h)...
∂
∂naq
ω(
1
2
)(~n, h)
×
∫
SU(k+1)
dµ(h
′
)G˜(h
′
)[ω(
1
2
)(~n, h
′
)]2l−q
∂
∂nb1
ω(
1
2
)(~n, h
′
)...
∂
∂nbq
ω(
1
2
)(~n, h
′
). (4.4.69)
Next, we use the formula
(2l − q)!
(2l)!
∂
∂na1
...
∂
∂naq
Fl(~n) =
∫
SU(k+1)
dµ(h)F˜ (h)[ω(
1
2
)(~n, h)]2l−q
∂
∂na1
ω(
1
2
)(~n, h)...
∂
∂naq
ω(
1
2
)(~n, h)
(4.4.70)
to get the final result
Fl ∗Gl(~n) =
2l∑
q=0
(2l − q)!
q!(2l)!
Ka1b1 ....Kaqbq
∂
∂na1
...
∂
∂naq
Fj(~n)
∂
∂nb1
...
∂
∂nbq
Gj(~n). (4.4.71)
4.4.7 Fuzzy derivatives
Derivations on CPk are generated by the vector fields
La = −ifabcnb ∂
∂nc
, [La,Lb] = ifabcLc. (4.4.72)
The corresponding adjoint action on the Hilbert space H
(N)
l is generated by La, [La, Lb] =
ifabcLc, and is given by
< ~n, l|U (l)(h−1)FˆU (l)(h)|~n, l >=< ~n0, l|U (l)(g−1h−1)FˆU (l)(hg)|~n0, l >, (4.4.73)
where we have used equation (4.4.49), and such that U (l)(h) is given by U (l)(h) = exp(iηaLa).
Now if we take η to be small, then one computes
< ~n, l|U (l)(h)|~n, l >= 1 + iηa < ~n, l|La|~n, l > . (4.4.74)
On the other hand, we know that the representation U (l)(h) is obtained by taking the symmetric
product of 2l fundamental representations k + 1 of SU(k + 1), and hence
< ~n, l|U (l)(h)|~n, l > = (< ~n, 1
2
|1 + iηata|~n, 1
2
>)2l
= 1 + i(2l)ηa < ~n,
1
2
|ta|~n, 1
2
>
= 1 + i(2l)ηa
αk
2
na, (4.4.75)
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where we have used the facts, La = ta⊗s....⊗sta, |~n, l >= |~n, 12 > ⊗s...⊗s|~n, 12 >, and the first
equation of (4.4.62). Hence we get the important result
< ~n, l|La|~n, l >= lαkna. (4.4.76)
We should define the fuzzy derivative [La, Fˆ ] by
(LaF )l(~n) = < ~n, l|[La, Fˆ ]|~n, l > . (4.4.77)
Indeed, we have
< ~n, l|[La, Fˆ ]|~n, l > = < ~n, l|LaFˆ |~n, l > − < ~n, l|FˆLa|~n, l >
= lαk
(
na ∗ Fl(~n)− Fl ∗ na(~n)
)
.
(4.4.78)
But we can compute
na ∗ Fl(~n) = naFl(~n) + 1
2l
Kab
∂
∂nb
Fl(~n) , Fl ∗ na(~n) = naFl(~n) + 1
2l
Kba
∂
∂nb
Fl(~n).(4.4.79)
In other words,
na ∗ Fl(~n)− Fl ∗ na(~n) = 1
2l
(Kab −Kba) ∂
∂nb
Fl(~n) =
1
2l
(
2i
αk
fabcn
c)
∂
∂nb
Fl(~n). (4.4.80)
Therefore
< ~n, l|[La, Fˆ ]|~n, l > = ifabcnc ∂
∂nb
Fl(~n) = (LaFl)(~n). (4.4.81)
4.5 Fuzzy S4N : symplectic and Poisson structures
4.5.1 The spectral triple and fuzzy CPkN : another look
In order to avoid the string theory landscape it is has been argued in [200, 202–205] that
gravity should emerge in the IKKT or IIB matrix model from the noncommutative physics of
4−dimensional brane solutions and not from the 10−dimensional physics of the bulk. From the
other hand, although noncommutative gauge theories behave similarly to gravity theories they
are generically different from Einstein theory [199,256,257].
We consider covariant noncommutative spaces such as fuzzy S4N which is a compact Eu-
clidean version of Snyder space [228, 229]. Indeed, there are extra generators here denoted
by θµν and Pµ, and the non-commutativity θµν is not central here as opposed to the DFR
theory [230] which is the source of gravity [261]. However, as in the case of DFR quantum
spacetime the non-commutativity θ is averaged over the extra dimensions, which is here a fuzzy
S2N , in order to recover SO(5) invariance.
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We will follow [258–260] and [261, 262]. Very closely related constructions are found in
[223,252,264–269]. See also [277–280].
The fuzzy four-sphere S4N , similarly to all fuzzy spaces, is specified by a sequence of triples
[231,232]
Mn = (H,A,∆). (4.5.1)
All fuzzy spaces, the fuzzy four-sphere S4N included, are given in terms of matrix algebras.
Thus, the algebra A is the algebra of dn × dn matrices with the obvious inner product
< M,N >=
1
dn
TrM+N. (4.5.2)
In other words,
A = Matdn . (4.5.3)
And
H = Hn = Cdn (4.5.4)
is the Hilbert space on which the algebra of matrices acts in a natural way, whereas ∆ = ∆n is
an appropriate Laplacian acting the matrices.
The data contained in the above triple, which defines the fuzzy space, can be specified
completely by giving a scalar action on the fuzzy space.
Fuzzy S4N is really fuzzy CP
3
N . More precisely, CP
3 is an S2 bundle over S4. Since CP3 is a
coadjoint orbit given by CP3 = SU(4)/U(3) it can be subjected to fuzzification by quantization
in the usual way to obtain a matrix approximation which is fuzzy CP3N .
The space CPk = SU(k+1)/U(k) can be thought of as a brane surface embedded in Rk(k+2).
The fundamental representation of SU(k + 1) is (k + 1)−dimensional and is denoted k + 1.
Let Λµ, µ = 1, ..., k(k + 2), be the generators of SU(k + 1) in the fundamental representation.
These can be given by the Gell-Mann matrices tµ = λµ/2 satisfying
[tµ, tν ] = ifµνλtλ , 2tµtν =
1
k + 1
δµν + (dµνλ + ifµνλ)tλ , T rtµtν =
1
2
δµν . (4.5.5)
We take the n−fold symmetric tensor product of the fundamental representation of SU(k + 1)
to obtain the dkn−dimensional irreducible representation of SU(k + 1), viz
dkn =
(
k + 1⊗ ...⊗ k + 1)
sym
, n− times. (4.5.6)
It is not difficult to show that
dkn =
(k + n)!
k!n!
. (4.5.7)
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The dimension of the space is given by
dimension = 2.limn−→∞
ln dkn
lnn
= 2k. (4.5.8)
It is immediately seen that for fuzzy CP1N = S
2
N we obtain d
1
n = n + 1 and thus n/2 is the
spin quantum number characterizing the irreducible representations of SU(2). Let Tµ be the
generators of SU(k + 1) in the dkn−dimensional irreducible representation and −TRµ be the
generators in the complex conjugate representation, viz
Tµ =
(
tµ ⊗ 1⊗ ...⊗ 1 + 1⊗ tµ ⊗ ...⊗ 1 + 1⊗ 1⊗ ....⊗ tµ
)
sym
, n− times. (4.5.9)
We know that functions on fuzzy CPkN are matrices in Matdkn which transforms under the action
of SU(k + 1) as the tensor product dkn ⊗ d¯kn and thus can be expanded in terms of SU(k + 1)
polarization tensors. These representations can be found as follows. First, we note that
dkn = (n, 0, ..., 0) , d¯
k
n = (0, 0, ..., n). (4.5.10)
Then, we use the result for SU(k + 1), from [270], that
(n1, n2, ..., nk)⊗(n, 0, ..., 0) =
⊕
(b1, b2, ..., bk)
bi = ni + ci − ci+1 , ci+1≤ni , 1≤i≤k, (4.5.11)
where ci’s are non-negative integers satisfying c1 +c2 + ....+ck+1 = n. We compute immediately
that
(0, 0, ..., n)⊗(n, 0, ..., 0) =
⊕
(c1, 0, ..., 0, c1). (4.5.12)
Thus for CP3 or SU(4) we have
(0, 0, n)⊗(n, 0, 0) =
⊕
(c1, 0, c1). (4.5.13)
These representations exist only for c1 = 0, ..., n with corresponding dimensions [270]
dim(c1, 0, c1) =
1
12
(c1 + 1)
2(c1 + 2)
2(2c1 + 3). (4.5.14)
Hence, functions on fuzzy CPkN are given by N ×N matrices M in MatN where
N ≡ dkn =
(k + n)!
k!n!
, (4.5.15)
with permitted SU(k + 1) representations (l, 0, ..., 0, l) , with k factors, such that l ≤ n. The
commutative limit is given by n −→∞ where
The Laplacian on fuzzy CPkN is given by
∆n,k = (AdTµ)
2 = [Tµ, [Tµ, ...]]. (4.5.16)
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We need also to find the coordinate operators on fuzzy CPkN . We consider the tensor product
(n, 0, ..., 0)⊗ (1, 0, ..., 0) = (n+ 1, 0, ...., 0)⊕ (n− 1, 1, 0, ..., 0). (4.5.17)
Then we consider the intertwiner on the above vector space given by the operator [269]
2X = 2Tµtµ = (Tµ + tµ)
2 − T 2µ − t2µ. (4.5.18)
For simplicity we consider SU(4) first. The Casimir operators and the dimensions of SU(4)
irreducible representations with highest weight Λ = (λ1, λ2, λ3) are given by
C2(Λ) =
1
8
λ1(3λ1 + 2λ2 + λ3 + 12) +
1
4
λ2(λ1 + 2λ2 + λ3 + 8) +
1
8
λ3(λ1 + 2λ2 + 3λ3 + 12).
(4.5.19)
dim(Λ) =
1
12
(λ1 + 1)(λ2 + 1)(λ3 + 1)(λ1 + λ2 + 2)(λ2 + λ3 + 2)(λ1 + λ2 + λ3 + 3). (4.5.20)
The relevant Casimirs are
T 2µ = C2(n, 0, 0) =
3n(n+ 4)
8
. (4.5.21)
t2µ = C2(1, 0, 0) =
15
8
. (4.5.22)
(Tµ + tµ)
2 = C2(n+ 1, 0, 0) =
3(n+ 1)(n+ 5)
8
, (Tµ + tµ)
2 = C2(n− 1, 1, 0) = 1
8
(3n2 + 10n+ 7).
(4.5.23)
The eigenvalues of X are therefore given by
2X|(n+1,0,0) = 3n
4
, 2X|(n−1,1,0) = −n
4
− 1. (4.5.24)
The characteristic equation for X is given by
(2X − 3n
4
)(2X +
n
4
+ 1) = 0. (4.5.25)
The generalization to SU(k + 1) is immediately given by
(2X − kn
k + 1
)(2X +
n
k + 1
+ 1) = 0⇒ X2 = 1
4
kn
k + 1
( n
k + 1
+ 1
)
+
1
2
(
kn
k + 1
− n
k + 1
− 1
)
Tλtλ.
(4.5.26)
From the other hand, we compute
X2 =
1
2(k + 1)
T 2µ +
1
2
(dµνλ + ifµνλ)TµTνtλ. (4.5.27)
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By identification, we get
T 2µ =
kn
2(k + 1)
(n+ k + 1). (4.5.28)
dµνλTµTν + ifµνλTµTν =
1
k + 1
(
(k − 1)n− k − 1
)
Tλ. (4.5.29)
The adjoint representation of SU(4) is (1, 0, 1) and has dimension and Casimir given by 15 and
Cad2 = 4 respectively. For SU(N) the adjoint representation is (1, 0, ..., 0, 1) with dimension
and Casimir equal to k(k + 2) and Cad2 = k + 1. The generators in the adjoint representation
are given by (adtµ)αβ = −ifµαβ. Thus we have
ifµναTµTν = −1
2
fµναfµνβTβ
= −1
2
(adtµadtµ)αβTβ
= −1
2
Cad2 Tα ⇒ ifµναTµTν = −
1
2
(k + 1)Tα. (4.5.30)
In other words, the other defining equations of fuzzy CPkN are given by
dµνλTµTν = (k − 1)
(
n
k + 1
+
1
2
)
Tλ. (4.5.31)
4.5.2 Fuzzy S4N
Now we construct fuzzy S4N . Although S
4 does not admit a symplectic structure.
Let Γi, i = 1, ..., 4, be the Dirac matrices in 4 dimensions and let Γ5 = Γ1Γ2Γ3Γ4. Collectively
we write them Γa, a = 1, ..., 5, and they satisfy {Γa,Γa} = 2δab.These are the gamma matrices
associated to SO(5). We define
Xa =
R√
5
Γa. (4.5.32)
These satisfy
X2a = R
2. (4.5.33)
This is a fuzzy S4N with N = 4. This corresponds to the four dimensional representation
(1/2, 1/2) of SO(5) or spin(5) (or equivalently Sp(2)). spin(5) is a 2−to−1 cover of SO(5) and
therefore they have the same Lie algebra and the same representation theory. The generators
of spin(5) in the fundamental representation are not Γa but they are given by
σab
2
=
1
4i
[Γa,Γb]. (4.5.34)
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Any 4× 4 matrix, i.e. any function on S44, can be expanded in terms of the 16 matrices Γa and
σab and the identity as follows
M = M01 +MaΓa +Mabσab. (4.5.35)
Fuzzy S44 corresponds only to the first two terms in the above expansion.
Higher approximations of the four-sphere S4 are obtained as follows. We consider the
irreducible representation obtained by taking the n−fold symmetric tensor product of the fun-
damental representation (1/2, 1/2) of spin(5). Thus
Ja =
1
2
(
Γa ⊗ 1⊗ ...⊗ 1 + 1⊗ Γa ⊗ ...⊗ 1 + 1⊗ 1⊗ ....⊗ Γa
)
sym
, n− times. (4.5.36)
This corresponds to the spin (n/2, n/2) irreducible representation of spin(5) or SO(5). The
corresponding Dynkin labels are λ1 = n1−n2 = 0 and λ2 = 2n2 = n. The gamma matrices are
taken in the representation
Γi =
(
0 σi
σi 0
)
, Γ4 =
(
0 i
−i 0
)
, Γ5 =
(
1 0
0 −1
)
. (4.5.37)
The irreducible representations of SO(5) are characterized by the highest weight vectors Λ =
(n1, n2) with n1≥n2≥0 with dimensions and Casimirs
dim(Λ) =
1
6
(2n1 + 3)(2n2 + 1)(n1 − n2 + 1)(n1 + n2 + 2). (4.5.38)
C2(Λ) =
1
2
n1(n1 + 3) +
1
2
n2(n2 + 1). (4.5.39)
Thus,
dim(
n
2
,
n
2
) =
1
6
(n+ 1)(n+ 2)(n+ 3) , C2(
n
2
,
n
2
) =
1
4
n(n+ 4). (4.5.40)
This can be given an explicit construction in terms of creation and annihilation operators [262].
We write
Ja =
1
2
a+α (Γa)αβaβ , [aα, a
+
β ] = δαβ. (4.5.41)
We compute
a+α (
σab
2
)αβaβ =
1
i
[Ja, Jb]. (4.5.42)
This is the analogue of (4.5.34). Thus the generators of spin(5) in the irreducible representation
(n/2, n/2) are given by
Mab = a+α (
σab
2
)αβaβ. (4.5.43)
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Also we compute
[Mab, Jc] = 1
2
a+α [
σab
2
,Γc]αβaβ
=
i
2
a+α
(
δacΓb − δbcΓa
)
αβ
aβ
= i
(
δacJb − δbcJa
)
. (4.5.44)
And
[Mab,Mcd] = a+α [
σab
2
,
σcd
2
]αβaβ
= ia+α
(
δac
σbd
2
− δadσbc
2
− δbcσad
2
+ δbd
σac
2
)
αβ
aβ
= i
(
δacMbd − δadMbc − δbcMad + δbdMac
)
. (4.5.45)
Ja transforms as a vector in the irreducible representation (1, 0) under spin(5). Thus
∑
a J
2
a
is invariant under SO(5), and since (n/2, n/2) is an irreducible representation, the quantity∑
a J
2
a must be proportional to the identity [264]. We show this explicitly as follows.
We go on now to the groups spin(6), SO(5) and SU(4). spin(6) is a 2−to−1 cover of
SO(6) and it is locally isomorphic to SU(4). They have the same Lie algebra. Irreducible
representations of SO(6) are characterized by the highest weight vectors Λ = (n1, n2, n3) with
n1≥n2≥|n3|≥0 with dimensions and Casimirs
dim(Λ) =
1
12
((n1 + 2)
2 − n23)((n1 + 2)2 − (n2 + 1)2)((n2 + 1)2 − n23). (4.5.46)
C2(Λ) =
1
2
n1(n1 + 4) +
1
2
n2(n2 + 2) +
1
2
n23. (4.5.47)
The fundamental is (1/2, 1/2, 1/2) whereas the anti fundamental is (1/2, 1/2, 1/2) = (1/2, 1/2,−1/2).
We have the identification with SU(4) representations
(n, 0, 0)↔ (n
2
,
n
2
,
n
2
) , (0, 0, n)↔ (n
2
,
n
2
,
n
2
) = (
n
2
,
n
2
,−n
2
).
(4.5.48)
The generators of spin(6) in the fundamental representation (1/2, 1/2, 1/2) are given by σab/2
and σa6/2 = −σ6a/2 = Γa/2. They are written collectively as σAB/2, A,B = 1, ..., 6, and they
satisfy
[
σAB
2
,
σCD
2
] = i
(
δAC
σBD
2
− δADσBC
2
− δBC σAD
2
+ δBD
σAC
2
)
. (4.5.49)
The irreducible representations (n/2, n/2, n/2) of spin(6) are obtained by taking the n−fold
symmetric tensor product of the fundamental representation (1/2, 1/2, 1/2). The corresponding
dimension and Casimir are
dim(
n
2
,
n
2
,
n
2
) =
1
6
(n+ 1)(n+ 2)(n+ 3) , C2(
n
2
,
n
2
,
n
2
) =
3
8
n(n+ 4). (4.5.50)
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The corresponding Dynkin labels are λ1 = n1−n2 = 0, λ2 = n2−n3 = 0, λ3 = n2 +n3 = n. The
generators are exactly given by Ja = Ma6 = −M6a and Mab which are denoted collectively
MAB, A,B = 1, ..., 6, and they satisfy
[MAB,MCD] = i
(
δACMBD − δADMBC − δBCMAD + δBDMAC
)
. (4.5.51)
We know now the Casimirs
1
4
MabMab = 1
4
n(n+ 4). (4.5.52)
1
4
MABMAB = 1
4
MabMab + 1
2
J2a =
3
8
n(n+ 4). (4.5.53)
Thus we get
J2a =
1
4
n(n+ 4). (4.5.54)
In summary, the defining equations of fuzzy S4N are
X2a = R
2. (4.5.55)
Xa = rJa , r
2 =
4R2
n(n+ 4)
. (4.5.56)
The coordinate operators do not commute, viz
[Xa, Xb] = iΘab , Θab = r
2Mab. (4.5.57)
The coordinate operators Xa are covariant under SO(5), viz
[Mab, Xc] = i
(
δacXb − δbcXa
)
. (4.5.58)
[Mab,Mcd] = i
(
δacMbd − δadMbc − δbcMad + δbdMac
)
. (4.5.59)
The fuzzy S4N is therefore a covariant quantum space very similar to Snyder quantum spacetime
[228,229]. It is also similar to the DFR spacetime [230] but the Θ are not central.
A general function on fuzzy S4N is an N ×N matrix where
N = d3N =
1
6
(n+ 1)(n+ 2)(n+ 3). (4.5.60)
Thus we are dealing with a sequence of matrix algebras MatN . The basis is given by the
polarization tensors corresponding to the tensor products
(
n
2
,
n
2
)⊗ (n
2
,
n
2
) =
n∑
l=0
l∑
k=0
(l, k) , spin(5). (4.5.61)
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(
n
2
,
n
2
,
n
2
)⊗ (n
2
,
n
2
,−n
2
) =
n∑
l=0
(l, l, 0) , spin(6). (4.5.62)
(0, 0, n)⊗ (n, 0, 0) =
n∑
l=0
(l, 0, l) , SU(4). (4.5.63)
Thus functions on fuzzy S4N obviously involve Xa andMab, and because of the constraints, the
dimension of this space is actually six and not four (we are really dealing with fuzzy CP3N).
We can see from (4.5.61), (4.5.62) and (4.5.63) that the (l, l, 0) representation of SO(6) and the
(l, 0, l) representation of SU(4) decomposes in terms of SO(5) representations as
(l, l, 0)SO(6) =
l∑
k=0
(l, k)SO(5). (4.5.64)
(l, 0, l)SU(4) =
l∑
k=0
(l, k)SO(5). (4.5.65)
In terms of representation theory functions on fuzzy S4N correspond only to the representation
(l, 0) in (4.5.61). This can be seen as follows. A general N ×N matrix M can be expanded in
terms of SO(5) polarization tensors T
(l,k)
a1,...,al+k as follows
M =
n∑
l=0
l∑
k=0
M (l,k)a1,...,al+kT
(l,k)
a1,...,al+k
. (4.5.66)
The polarization tensors T
(l,k)
a1,...,al+k are symmetrized n−th order polynomials of Xa and Mab
where l is the order of Xa and k is the order ofMab. Thus fuzzy S4N corresponds to k = 0, i.e.
to the (l, 0) representations.
These symmetric representations (l, 0) which occur in the expansion of functions on S4
is also due to the fact that S4 is the coadjoint orbit S4 = SO(5)/SO(4). Thus the harmonic
expansion of functions on S4 requires irreducible representations of SO(5) which contain singlets
of SO(4) under the decomposition SO(5) −→ SO(4) [258]. This is analogous to the statement
that since CP3 is the coadjoint orbit CP3N = SU(4)/U(3) harmonic expansion of functions
on CP3 requires irreducible representations of SU(4) which contain singlets of U(3) under
the decomposition SU(4) −→ SU(3) × U(1). But CP3 is also the coadjoint orbit CP3 =
SO(5)/(SU(2)× U(1)) and thus harmonic expansion of functions on CP3 requires irreducible
representations of SO(5) which contain singlets of SU(2) × U(1) under the decomposition
SO(5) −→ SU(2)× U(1). In the first case the Laplacian on CP3 is SO(6)−invariant whereas
in the second case the Laplacian is SO(5)−invariant although not unique. This is in fact why
we can extract fuzzy S4N from fuzzy CP
3
N with a fiber given by fuzzy S
2
N . Indeed, schematically
we have
SO(5)/(SU(2)× U(1)) = (SO(5)/SO(4))× (SO(4)/(SU(2)× U(1)))
=
(
SO(5)/SO(4)
)× (SU(2)/U(1)). (4.5.67)
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This will be given a precise meaning below.
Thus, fuzzy S4N have in some sort an internal structure given by fuzzy S
2
N . If we simply
project out the unwanted degrees of freedom we obtain a non-associative algebra [266]. Another
more elegant approach is due to O’Connor et al and goes as follows. The eigenvalues of the
spin(5) and spin(6) Casimirs on the polarization tensors T (l,k) are
C
SO(5)
2 T
(l,k) =
1
2
(
l(l + 3) + k(k + 1)
)
T (l,k). (4.5.68)
C
SO(6)
2 T
(l,k) = l(l + 3)T (l,k). (4.5.69)
In the last line we have used the fact that all T (l,k), k = 0, ..., l, correspond to the SO(6)
representation (l, l, 0). We remark then immediately that the operator
CI = 2C
SO(5)
2 − CSO(6)2 , (4.5.70)
has eigenvalues
CIT
(l,k) = k(k + 1)T (l,k). (4.5.71)
Since it only depends on k it can be used to penalize the representations with k 6= 0 in order
these unwanted zero modes on fuzzy S4N . The Laplacian on the fuzzy S
4
N is then given by
∆n =
1
R2
(
C
SO(6)
2 + hCI
)
. (4.5.72)
The parameter h will be taken to ∞ but the theory is stable for all h ∈ [−1,∞]. We also write
explicitly these Laplacians as
C
SO(5)
2 =
1
4
[Mab, [Mab, ...]]. (4.5.73)
C
SO(6)
2 =
1
4
[MAB, [MAB, ...]] = 1
4
[Mab, [Mab, ...]] + 1
2
[Ja, [Ja, ...]]. (4.5.74)
A non-commutative scalar field theory on fuzzy S4N is given by
S =
R4
N
Tr
(
Φ∆nΦ + V (Φ)
)
. (4.5.75)
4.5.3 Hopf map
In this section and the rest of this chapter we will mostly follow [261, 262]. There is no
symplectic 2−form on S4 since H2(S4) = 0. Thus, we insist that fuzzy S4N should be viewed as
a squashed fuzzy CP3N with degenerate fiber fuzzy S
2
N ≡ S2n+1 (see below). We explain this in
some detail.
All rights reserved to Badis Ydri 170
We consider the fundamental representation (1, 0, 0) of SU(4). This is a 4−dimensional
representation which we will view as C4. Let z0 = (1, 0, 0, 0) be some reference point in C
4.
Obviously, SU(4) will act on this point giving z = Uz0, where U ∈ SU(4), in such a way that
z+z = 1, i.e. z ∈ S7 ∈ R8 = C4. Further, starting from the 4×4 gamma matrices Γa of SO(5),
we define
xa = z
∗
α(Γa)αβzβ =< z|Γa|z > . (4.5.76)
By using the result [264,271] ∑
a
(Γa ⊗ Γa)sym = (1⊗ 1)sym, (4.5.77)
we can show that x2a = 1, i.e. xa ∈ S4. We can then define the Hopf map
S7 −→ S4
zα −→ xa. (4.5.78)
But since the phase of z drops in a trivial way, this Hopf map is actually a map from CP3 =
S7/U(1) into S4, viz
xa : CP
3 −→ S4
|z >< z| −→< z|Γa|z >= xa. (4.5.79)
Here, we have identified CP3 with the space of rank one projectors |z >< z|.
We consider the gamma matrices in the Weyl basis where Γ5 is diagonal with eigenvalues
+1 and −1 and degeneracy equal 2 for each. The reference point in C4 is z0 = (zˆ0, z˜0) where
zˆ0 = (1, 0) and z˜0 = 0. The coordinates of the point p0 ∈ S4 ∈ R5 at the reference point are
xi = 0 , x5 = 1 = zˆ
+
0 zˆ0 = z
+
0 Γ5z0. (4.5.80)
This is essentially the north pole. But recall that CP3 = SO(5)/(SU(2) × U(1)). Therefore,
the stabilizer at p0 is obviously given by SO(4) ∈ SO(5), viz
H = {h ∈ SO(5); [h,Γ5] = 0} = SO(4) = SU(2)L × SU(2)R. (4.5.81)
This can also be seen from the fact that S4 is the SO(4) orbit of SO(5) through Γ5 given by
xaΓa = gΓ5g
−1 , g ∈ SO(5). (4.5.82)
The SU(2)L acts on the eigenspace of Γ5 with eigenvalue +1. The fiber over p0 ∈ S4 is clearly
given by the condition (with z = (zˆ, 0))
z+Γ5z = 1⇒ |z1|2 + |z2|2 = 1. (4.5.83)
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This is S3 and because the phase of zˆ drops we get S3/U(1) = S2, i.e. the fiber is S2. In other
words, CP3 in an S2−bundle over S4. On the other hand, the action of SU(2)R in CP3 is
trivial.
What is the matrix analogue of the above Hopf map?
The quantization of the classical Hopf map xa : CP
3 −→ S4 is clearly given by Xa = rJa
where r2 = 4R2/n(n + 4) and Ja = a
+
α (Γa)αβaβ/2. The generators of SO(5) are Mab =
a+α (σab)αβaβ/2 whereas the generators of SO(6) = SU(4) are MAB = {Mab,Ma6 = Ja} and
they act on the Hilbert space (n, 0, 0)SU(4) = (n/2, n/2, n/2)SO(6) = (n/2, n/2)SO(5). The gen-
erators of SO(6) = SU(4) can also be given by
Jµ =
1
2
a+α (Γµ)αβaβ , µ = 1, ..., 15. (4.5.84)
Essentially Jµ are the Tµ in (4.5.9) and the correspondence between Γµ and {Γa, σab} is obvious.
Strictly speaking, Xµ = rJµ is the quantization of the classical Hopf map xa : CP
3 −→ S4
since fuzzy S4N is a squashed S
2−bundle over S4 given by CP3 where the fiber is degenerate.
4.5.4 Poisson structure
This then should be viewed as the quantization of the Kirillov-Kostant symplectic form
corresponding to the Poisson structure
{Jµ, Jν} = fµνλJλ (4.5.85)
giving the commutators
[Jµ, Jν ] = ifµνλJλ. (4.5.86)
Thus Xa = rJa ∼ xa, a = 1, ..., 5, is a subset of the quantized embedding functions Xµ = rJµ ∼
xµ : CP
3 ↪→ su(4) = R15.
The noncommutativity is given by Mab since
[Xa, Xb] = iΘab = ir
2Mab, (4.5.87)
and it arises from the Poisson structure on CP3. In other words, Θab is the quantization of the
embedding function defined on CP3 by θab : CP
3 ↪→ so(5) where the antisymmetric tensor θab
is given by the Poisson bracket θab = {xa, xb}. This embedding is by construction not constant
along the fiber, and thus it does not define a Poisson bracket on S4 ,and each point on the
fiber S2 corresponds to a different choice of the noncommutativity θab on S
4. This kind of
averaging over S2 of the noncommutativity is also what guarantees SO(5) invariance on this
noncommutative space. The embedding function θab therefore resolves completely the S
2 fiber
over S4.
Thus, the local noncommutativity is Mij which also generate the local SO(4) rotations.
Indeed, by going to the north pole, we find that the stabilizer group is SO(4) = SU(2)L ×
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SU(2)R. We can decompose there the SO(5) generators Mab into the SO(4) generators Mij
and the translations
Pi =
1
R
Mi5. (4.5.88)
They satisfy
[Pi, Xj] =
i
R
δijX5 , [Pi, Pj] =
i
R2
Mij , [Pi, X5] = − i
R
Xi. (4.5.89)
Xi and Pi are vectors whereas X5 is a scalar under the rotationsMij. The Pi reduce to ordinary
translations if we set X5 = R, since we are at the north pole, and take the limit R −→ ∞.
This is an Inonu-Wigner contraction of SO(5) yielding the full Poincare group in 4 dimensions.
Thus the generators Pi will allow us to move around S
4. The local noncommutativity is given
by
[Xi, Xj] = ir
2Mij , [Xi, X5] = ir2RPi. (4.5.90)
Obviously, r2Mij is the noncommutativity parameter Θij and r2 −→ 0 in the limit since
M∼ n. In other words, the noncommutativity scale is given by
L2NC = r
2n =
4R2
n
. (4.5.91)
4.5.5 Coherent state
This can also be seen as follows. The coherent state on CP3 = SO(5)/(SU(2) × U(1)) is
given by the orbit P = gP0g
+ = |x, ξ >< x, ξ|, where g ∈ SO(5), P0 = |Λ >< Λ| where |Λ >
is the highest weight state of the irreducible representation (n/2, n/2) of SO(5), and |x, ξ > is
the coherent state with x ∈ S4 and ξ ∈ S2. The north pole corresponds to the highest weight
state. We have then
µxa =< x, ξ|Xa|x, ξ >=< Xa > . (4.5.92)
This is consistent with
xa
R
=< x, ξ|Γa|x, ξ > (4.5.93)
with µ = 1/
√
1 + 4/n. The spread is given by
∆2x =< (X
a− < Xa >)2 >=< (Xa)2 > − < Xa >2= R2 − µ2R2 = L2NC. (4.5.94)
The coherent state |x, ξ > is therefore optimally localized since it minimizes the uncertainty
relation. Functions on CP3 are associated to operators on (n/2, n/2) by means of the coherent
state by the usual formula
φ(x, ξ) =< x, ξ|Φˆ|x, ξ > . (4.5.95)
The coherent states are in one-to-one correspondence with point on CP3 up to a U(1) factor.
Thus, the coherent state is a U(1) bundle over CP3. The curvature of the corresponding
connection is the symplectic form ω on CP3 associated with the Poisson structure
θab(x, ξ) =< x, ξ|[Xa, Xb]|x, ξ >= i < x, ξ|Θab|x, ξ > . (4.5.96)
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4.5.6 Local Flatness
The matrices Xa describe a matrix or quantized membrane 4−sphere which appears locally
to be an L5−brane in matrix theory with the correct charge [264]. The rotational invariance
under SO(5) is given by the condition
RabXb = UXaU
−1. (4.5.97)
Thus, the noncommutativity tensor will transform correspondingly as
Raa′Rbb′Θab = UΘa′b′U
−1. (4.5.98)
Rotations are then implemented by gauge transformations, i.e. as local transformations, in the
spirit of gravity.
The matrices Ja satisfy, among other things, the so-called local flatness condition given by
abcdeJaJbJcJd = αJe. (4.5.99)
By rotational invariance this needs only to be checked for e = 5. We compute
abcd5JaJbJcJd = {[J1, J2], [J3, J4]} − {[J1, J3], [J2, J4]}+ {[J1, J4], [J2, J3]}. (4.5.100)
For the smallest possible representation Ja = Γa/2 we get 3J5 and thus α = 3. For any Ja in
the irreducible representation (n, 0, 0) of SU(4) we obtain instead [271]
abcdeJaJbJcJd = (n+ 2)Je. (4.5.101)
By using J2a = n(n+ 4)/4 this can be rewritten as
abcdeJaJbJcJdJe =
1
4
n(n+ 2)(n+ 4). (4.5.102)
We can also rewrite this as (remember that Je =Me6)
−1
4
abcde6MabMcdMe6 = 1
4
n(n+ 2)(n+ 4). (4.5.103)
Or
− 1
24
ABCDEFMABMCDMEF = 1
4
n(n+ 2)(n+ 4). (4.5.104)
We recognize this to be the cubic Casimir of SU(4), viz
dµνλTµTνTλ = − 1
32
ABCDEFMABMCDMEF = 3
16
n(n+ 2)(n+ 4). (4.5.105)
This with the quadratic Casimir
T 2µ =
1
4
MABMAB = 3
8
n(n+ 4) (4.5.106)
provide the defining equations of CP3N as we know.
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4.5.7 Noncommutativity scale
The noncommutativity Θij = r
2Mij, in the semi-classical limit, is a self-dual antisymmetric
tensor θij(x, ξ), transforming as (1, 0) under the local group SO(4) = SU(2)L × SU(2)R. It
corresponds to a bundle of self-dual frames over S4 which averages out over S2 [261]. The
generators of SU(2)L denoted by J
L
iˆ
(the index iˆ runs from 1 to 3) generate the local fiber
given by the fuzzy sphere S2N ≡ S2n+1. In other words, the self-dual antisymmetric tensor Mij
is the flux of a U(n+ 1)−valued noncommutative gauge field given by the non-trivial instanton
configuration
Mij = kˆijJLkˆ . (4.5.107)
Thus, locally (north pole) the four-sphere S4 is characterized by the 4 coordinates Xi whereas
the fiber S2 is characterized by two of the three components of the self-dual tensor Mij.
This can also be interpreted as arising from a twisted stack of n+1 noncommutative spherical
branes carrying U(n + 1)−valued gauge field [272, 273]. We identify these branes by choosing
n+ 1 coherent states |i > on S2n+1. Thus every point on S4 is covered by n+ 1 sheets and these
sheets are connected by the modes |i >< j| ∈ U(n+ 1). Also we can assign a Poisson structure
to these sheets or leaves by the usual formula < i|Θij|i >. We will apply the semi-classical
formula
tr ∼ 1
pi2
∫
1
2
ω ∧ ω (4.5.108)
for symplectic 4−dimensional spaces to the n+1 leaves. We consider the local flatness condition
(4.5.102) at the north pole which takes in the semi-classical limit the form
1
4
n(n+ 2)(n+ 4) ∼ 1
4r5
abcdeθabθcdxe
∼ R
2r5
Pfθ. (4.5.109)
The Pfaffian is defined by
Pfθ =
1
2
ijklθijθkl. (4.5.110)
Thus,
abcdetrJaJbJcJdJe ∼ 1
24
n6. (4.5.111)
On the other hand, by applying the trace to the n+ 1 leaves we obtain
abcdetrJaJbJcJdJe ∼ n+ 1
pi2
∫
1
2
ω2
(
R
2r5
Pfθ
)
∼ n+ 1
pi2
R
2r5
VS4
∼ n+ 1
pi2
R
2r5
8pi2
3
R4. (4.5.112)
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By comparing we get r = 2R/n which is correct. Then, fuzzy S4N consists of n
3/6 cells of
volume L4NC. The volume of these cells is equal to n + 1 (due to the fiber structure given by
fuzzy S2n+1) times the volume of the S
4, viz
n3
6
L4NC = (n+ 1).
8pi2
3
R4 ⇒ L2NC =
4piR2
n
. (4.5.113)
This is consistent with our previous estimate.
4.5.8 Matrix model
We have already discussed the harmonic expansion of functions on fuzzy CP3N given by the
SO(5) tensor product
(
n
2
,
n
2
)⊗ (n
2
,
n
2
) =
n∑
l=0
l∑
k=0
(l, k). (4.5.114)
In terms of the Dynkin labels the representations (l, k) read (λ1, λ2) = (l− k, 2k). Fuzzy S4N is
given by the symmetric representations (l, 0) which correspond to totally symmetric polynomials
of degree l in Ja. The space of functions on fuzzy S
4
N is written as
CN(S
4) =
n∑
l=0
(l, 0). (4.5.115)
The representations (l − k, 2k) with k 6= 0 correspond to bosonic higher spin modes of SO(5)
on S4N which are spanned by the polynomials
(l − k, 2k) = span{Pl−k(Ja)Pk(Mab)}. (4.5.116)
Indeed, the bosonic modes (l − 2k, 2k) are functions on fuzzy CP3N , which have a non-trivial
dependence along the fiber S2, i.e. they transform non-trivially under the local group SU(2)L×
SU(2)R, and thus they are higher spin modes on S
4
N and not Kaluza-Klein modes. The low
spin modes correspond to small k and the spin 2 sector is precisely the graviton [261]. It is also
known that projecting out these modes leads to a non-associative algebra [266]. Furthermore,
the fermionic higher spin modes will involve representations (l, k) with k odd [262].
The SO(5) generators Mab are tangential to the 4−sphere since
iMabJb + iJbMab = [Ja, J2b ] = 0. (4.5.117)
Furthermore, we have
Jb = [Ja, [Ja, Jb]] = i[Ja,Mab] = 4Jb. (4.5.118)
And
XaXdXa = R
2Xd − 1
2
[Xa, [Xa, Xd]] = (R
2 − 2r2)Xd. (4.5.119)
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A crucial property is given by
−gac{Θab,Θcd} = r2
({Xb, Xd} − 2R2gbd). (4.5.120)
The proof goes as follows. The ambient metric is given by
gab = δab. (4.5.121)
By using (4.5.119) we get immediately
−r4gac{Mab,Mcd} = (R2 − 4r2){Xb, Xd} −Xa{Xb, Xd}Xa
= −4r2{Xb, Xd} − [Xa, {Xb, Xd}]Xa. (4.5.122)
Then (using Jacobi identity and (4.5.58) and (4.5.118))
[Xa, {Xb, Xd}]Xa = [[Xa, Xd], XbXa] + [[Xa, Xb], XdXa]
= [Xd, [Xb, Xa]]Xa + [Xb, [Xd, Xa]]Xa −Xb[Xa, [Xa, Xd]]−Xd[Xa, [Xa, Xb]]
= r2
(
2δbdR
2 − {Xb, Xd}
)− 4r2{Xb, Xd}. (4.5.123)
This leads to the desired result (4.5.120). The semi-classical limit of this equation (4.5.120) is
given immediately by
gacθ
abθcd = −r2R2(P T )bd ∼ −1
4
∆4x(P
T )bd, (4.5.124)
where ∆x = LNC is the non-commutativity scale and (P
T )ab is the tangent projector
(P T )ab = gab − x
axb
R2
. (4.5.125)
We remark that (4.5.120), as opposed to the non-commutativity itself, is a tensor living on
fuzzy S4N . As it turns out, the effective background metric around any point p ∈ S4 (north
pole) is given exactly by [261]
γjl = gikθ
ijθkl = −1
4
∆4xg
jl. (4.5.126)
This is a very important result and can also be seen alternatively as follows. [The minus sign
is an error due to our correspondence θij −→ iΘij which should be corrected].
The result (4.5.118) allows us to immediately write down a five matrix model with a ground
state given by fuzzy S4N . This is given explicitly by [262]
S =
1
g2
Tr
(
− [Da, Db][Da, Db] + µ2DaDa
)
. (4.5.127)
The equations of motion read
[Db, [D
b, Da]] +
µ2
2
Da = 0. (4.5.128)
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Clearly, Da = Ja is a solution if µ
2 = −8.
The above matrix model involves the Laplacian
¯ = CSO(6)2 − CSO(5)2 =
1
2
[Ja, [J
a, ...]] (4.5.129)
with eigenvalues given by
1
2
(
l(l + 3)− k(k + 1)
)
, k ≤ l. (4.5.130)
We recall the SO(5) Casimir and its eigenvalues (with Mi5 = RPi)
C
SO(5)
2 =
1
4
M2ab =
R2
2
(
P 2i +
1
2R2
M2ij
) −→ 1
2
(
l(l + 3) + k(k + 1)
)
. (4.5.131)
At the north pole p ∈ S4 we can neglect the angular momentum contribution compared the
translational contribution to get
C
SO(5)
2 '
R2
2
P 2i =
1
8r2
∆4xP
2
i . (4.5.132)
In the local frame at p we can also replace Pi = i∂i. Thus
C
SO(5)
2 ' −
1
2r2
γij∂i∂j. (4.5.133)
Also we note that for the low spin modes m = 0, 1, 2 we can make the approximation
¯ ' CSO(5)2 −→
1
2
l(l + 3). (4.5.134)
We have then
 = 2r2¯ = [Xa, [Xa, ...]] ' 2r2CSO(5)2 = −γij∂i∂j. (4.5.135)
Thus, γij is indeed the effective background metric.
There are other important results that can be derived from (4.5.126). First, we introduce a
frame θaµν on the bundle of self-dual tensors θµν over S
4 normalized such that
θµνa θ
b
µν = 4δ
b
a. (4.5.136)
This must be a self-dual frame and therefore
θaαβ =
1
2
µναβθ
µνa. (4.5.137)
This can be shown by using µναβ
µνρσ = 2(δραδ
σ
β − δρβδσα). We write θµν in terms of the frame
θaµν and in terms of the generators J
a of the internal fuzzy sphere S2n+1 as
θµν = r2θµνa J
a. (4.5.138)
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The normalization is fixed by (4.5.126) or equivalently θµνθ
µν = ∆4x ∼ n2r4. This background
flux θ is a function on CP3, viz θ = θ(x, ξ). We want to compute the average over the sphere,
i.e. over ξ ∈ S2, of various objects constructed form θ. For example, the average of the product
θµνθρσ over S2 obviously can only depend on the two constant tensors on S4: the Levi-Civita
tensor µνρσ and the generalized Kronecker delta δµρδνσ − δνρδµρ. Thus
[θµνθρσ]S2 = a
(
δµρδνσ − δνρδµρ)+ bµνρσ. (4.5.139)
By contracting with µνρσ and using µνρσ
µνρσ = 4! we find b = ∆4x/12, while by contracting
with gµρ we obtain a = ∆
4
x/12. Thus we get
[θµνθρσ]S2 =
∆4x
12
(
δµρδνσ − δνρδµσ + µνρσ
)
. (4.5.140)
From the fundamental result (4.5.120) we obtain by substituting b = d = 5 and using the
semi-classical result Xµ −→ µxµ where µ2 = 1/(1 + 4/n) the result
P µPµ =
4
∆2x
. (4.5.141)
This gives us the normalization of the P a, which should be thought of as function on CP3,
although they vanish in the semi-classical limit at the north pole p. We get then immediately
the average on the fiber S2 given by
[P µP ν ]S2 =
1
∆2x
gµν . (4.5.142)
Since the semi-classical limit of gac{Θaµ,Θc5} is zero we get also the average
[P µMαβ]S2 = 0. (4.5.143)
4.6 Emergent matrix gravity
In this section we will follow mainly [261]. We will also use [200,202,262].
4.6.1 Fluctuations on fuzzy S4N
We return to the matrix model
S[D] =
1
g2
Tr
(
− [Da, Db][Da, Db] + µ2DaDa
)
. (4.6.1)
We will allow now a = 1, ..., 10. The equations of motion read
[Db, [D
b, Da]] +
µ2
2
Da = 0. (4.6.2)
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We will expand around the background Da = Ja, a = 1, ..., 5 and Da = Ja = 0, i = 6, ..., 10,
with fluctuations Aa as
Da = Ja +Aa. (4.6.3)
The corresponding fluctuations of the flux are given by
r2[Da, Db] = iΘab(D) = iF
ab + iΘab , iF ab = r[Ja,Ab]− r[J b,Aa] + r2[Aa,Ab]. (4.6.4)
The definition of Θab(J) = Θ
ab is obvious. Obviously, this will lead to a noncommutative gauge
theory on the noncommutative brane M defined by the Ja or equivalently to a geometric
deformation of xa :M ↪→ R10.
We expand the fluctuation Aa, keeping only tensors of rank up to 3, into tangential and
radial components as
Aa = κˆX
a
R
+ ξˆa + iΘabAˆb. (4.6.5)
The fields κˆ (radial fluctuation) and ξˆa, Aˆb (tangential deformations) are given by
κˆ = κ+ κbcMbc + .... (4.6.6)
ξˆa = ξa + ξabcMbc + .... (4.6.7)
Aˆb = Ab + AbcdMcd + .... (4.6.8)
The tensor fields κ, κbc, ξ
a, ξabc, Ab and Abcd are functions on fuzzy S
4
N , i.e. ∈ CN(S4). The
modes ξa are redundant with the trace sector of the Abcd modes. The tangential deformation Aˆa
corresponds to noncommutative gauge theory. Indeed, Aˆa is a u(1)× so(5)−valued gauge field
corresponding to symplectomorphisms on the bundle CP3. More generally, the full expansion
into higher spin modes is captured by allowing Aˆa, ξˆ
a and κˆ to take value in the universal
enveloping algebra U(so(5)).
Let us consider these fields near the north pole p ∈ S4. We will change notation here so
that Greek indices refer now to 4 dimensions µ, ν = 1, 2, 3, 4. Recall that Pµ = Mµ5/R and
Θµν = r
2Mµν . The above expansion reads
Aµ = κˆX
µ
R
+ ξˆµ + iΘµνAˆν + ir
2RP µAˆ5. (4.6.9)
A5 = κˆX
5
R
+ ξˆ5 − ir2RP µAˆµ. (4.6.10)
We consider the semi-classical limit of this formula. First, at the north pole X5 = R. Second,
ξˆa is a tangential deformation and hence ξˆ5 = 0. Then, r2R ∼ L4NC/R −→ 0. The semi-classical
limit of the above expansion becomes then
Aµ = κˆx
µ
R
+ ξˆµ + θµνAˆν . (4.6.11)
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A5 = κˆ. (4.6.12)
The expansions of the various fields become (with κµ = 2Rκµ5, ξ
µν = 3Rξµν5, Aµν = 2RAµν5)
κˆ = κ+ κµP
µ + κµνMµν + ... (4.6.13)
ξˆµ = ξµ + ξµνPν + ξ
µνρMνρ + ... (4.6.14)
Aˆµ = Aµ + AµνP
ν + AµνρMνρ + .... (4.6.15)
The radial deformation κ is the only mode which modifies the embedding of S4 in target space.
This mode contributes also to the conformal metric. The metric hµν is the symmetric part of
Aµν , viz
Aµν =
1
2
(hµν + aµν). (4.6.16)
The mode Aµνρ is antisymmetric in the last two indices. The trace part of this mode is then
given by Aµνρ = gµνBρ − gµρBν . The contribution of this trace part to Aµ is given by
Aµ = θµνAναβMαβ = 2i
r2
gναθ
νµθαβBβ = 2iR
2(P TB)µ. (4.6.17)
The trace part is then redundant with ξµ. The modes Aµν and Aµνρ are tangential in the first
index similarly to Aµ. The field A5 leads to a tangential contribution but it drops out. The
mode Aµ is a U(1) gauge field, the symmetric part hµν of the mode Aµν is the metric, and
Aµνρ is an SO(4)−spin connection. These modes are local degrees of freedom on S4, i.e. their
averages on the fiber S2 vanish.
4.6.2 Gauge transformations
Finite gauge transformations are given by
Da −→ UDaU−1 , U ∈ U(H). (4.6.18)
Recall that the Hilbert space H corresponds to the irreducible representation (n/2, n/2) of
SO(5). We can write an infinitesimal gauge transformation as
U = 1 + iΛ + ... (4.6.19)
Obviously the gauge parameter is function on fuzzy CP3N , i.e.
Λ ∈ End(H) = ⊕0≤k≤l≤n(l − k, 2k)⊕k ΓkS4. (4.6.20)
ΓkS4 can be viewed as a higher-spin tensor bundle over S4. The local rotation group SO(4)
acts on these tensors via −i[Mµν , ...] while the gauge group U(H) acts non-locally and mixes
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these tensors together. On the other hand, Xµ act on this bundle as derivative operators. For
example, they act on functions as
[Xµ, φ] = θµν∂νφ. (4.6.21)
We explain these things and related issues in detail now.
The infinitesimal gauge transformations are given by
Da −→ Da + i[Λ, Da]⇒ Aa −→ Aa + i[Λ, Ja] + i[Λ,Aa]. (4.6.22)
Again, we expand the gauge parameter keeping only tensors of rank up to 3 as
Λ = Λ0 +
1
2
ΛabMab + ...
= Λ0 + vµP
µ +
1
2
ΛµνMµν + ... (4.6.23)
The gauge parameters Λ0, Λab, vµ = RΛµ5, etc are functions on fuzzy S
4
N , i.e. they are ∈ CN(S4).
The complete gauge field Aa should be decomposed similarly as (4.6.5) or equivalently as
Aa = Aa0 + ir2MabAˆb + ..., (4.6.24)
where the definition of Aa0 is obvious and the gauge field is given by
Aˆb = Ab + AbcdMcd + ... (4.6.25)
The gauge parameter Λab generates an SO(5) transformation of the gauge field Aˆa which de-
pends on where we are on S4. This is therefore a local SO(5) symmetry, and the field Aˆa is a
noncommutative u(1)× so(5)−valued gauge field.
We consider the semi-classical limit at the north pole xµ = 0, x5 = R where commutators are
replaced by Poisson brackets. Around the north pole we can assume that the noncommutativity
θµν(x, ξ) = i < x, ξ|Θµν |x, ξ > is independent of x, viz ∂µθµν = 0. We can approximate the
fuzzy S4N here with the Moyal-Weyl noncommutativity [X
µ, Xν ] = iΘµν with Θ constant. In
particular, derivations P µ ∼ i∂µ are approximated by
P µ = (Θ−1)µνXν ⇒< x, ξ|[Xµ, f ]|x, ξ >= {xµ, f} = θµν∂νf. (4.6.26)
We have also used the usual star product to compute
< x, ξ|[f, g]|x, ξ >= {f, g} = θµν∂µf∂νg. (4.6.27)
We compute then immediately
δΛ0X
µ ≡ i[Λ0, Xµ] ∼ −iθµν∂νΛ0. (4.6.28)
δΛX
µ ≡ i
2
[ΛρσMρσ, Xµ] = i
2
[Λρσ, X
µ]Mρσ + i
2
Λρσ[Mρσ, Xµ] ∼ − i
2
θµν∂νΛρσMρσ. (4.6.29)
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δvX
µ ≡ i[vνP ν , Xµ] = −ivµX5
R
+ i[vν , X
µ]P ν ∼ −ivµ − iθµν∂νvλP λ. (4.6.30)
δvφ ≡ i[vνP ν , φ] = i[vν , φ]P ν + ivν [P ν , φ] ∼ iθµν∂µvρ∂νφP ρ − vν∂νφ. (4.6.31)
δΛφ ≡ i
2
[ΛρσMρσ, φ] = i
2
[Λρσ, φ]Mρσ + i
2
Λρσ[Mρσ, φ] ∼ i
2
θµν∂µΛρσ∂νφMρσ. (4.6.32)
Thus, δΛ corresponds to the action of local SO(4) rotations on tensors whereas δv corresponds
to the action of diffeomorphisms. We obtain then the gauge transformations
δAµ = δΛ0Aµ + δvAµ + δΛAµ −
i
r
θµν∂ν
(
Λ0 + vλP
λ +
1
2
ΛρσMρσ
)− i
r
vµ. (4.6.33)
Similarly we have
δA5 = δΛ0κˆ+ δvκˆ+ δΛκˆ. (4.6.34)
Also we compute
δΛ0(Θ
µνAˆν) ≡ i[Λ0,ΘµνAˆν ] ∼ −iθµνδΛ0Aˆν ∼ 0. (4.6.35)
δv(Θ
µνAˆν) ≡ i[vαPα,ΘµνAˆν ] ∼ −r2vρ(−gρµP ν + gρνP µ)Aˆν − iθµνδvAˆν . (4.6.36)
The first term will be dropped in the semi-classical limit r2 ∼ L2NC/n −→ 0 whereas the second
term yields iθµνvα∂αAˆν . Also we compute
δΛ(Θ
µνAˆν) ≡ i
2
[ΛρσMρσ,ΘµνAˆν ] = i
2
[ΛρσMρσ,Θµν ]Aˆν + ΘµνδΛAˆν
∼ iΛρσ
(
gρµθσν − gρνθσµ)Aˆν − iθµνδΛAˆν
∼ −i(Λ.θAˆ)µ + iθµν(Λ.Aˆ)ν . (4.6.37)
The action of the local rotation Λ ∈ so(4) on the 4−dimensional gauge field Aˆµ is defined by
(Λ.A)µ = −ΛµνAν . We can then write down the full infinitesimal gauge transformation as
δAµ = δAµ0 + θµνδAˆν . (4.6.38)
δAˆν = − i
r
∂ν
(
Λ0 + vλP
λ +
1
2
ΛρσMρσ
)− vα∂αAˆν − (Λ.Aˆ)ν − 4
L4NC
θνα(Λ.θAˆ)
α. (4.6.39)
δAµ0 = δξˆµ = −
i
r
vµ − vα∂αξµ. (4.6.40)
These equations are slightly different from those found originally in [261]. In the second equation
we have used gµνθ
µαθνβ = ∆4xg
αβ/4. We will drop the second term in this equation for the only
reason that it is quadratic in the non-commutativity.
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Explicitly, the infinitesimal gauge transformation read then
δAˆν = δAν +
1
2
(δhνµ + δaνµ)P
µ + δAνρσMρσ, (4.6.41)
where
δAν = − i
r
∂νΛ0 − vα∂αAν − (Λ.A)ν . (4.6.42)
δhνµ = − i
r
(∂νvµ + ∂µvν)− vα∂αhνµ − (Λ.h)νµ. (4.6.43)
δaνµ = − i
r
(∂νvµ − ∂µvν)− vα∂αaνµ − (Λ.a)νµ. (4.6.44)
δAνρσ = − i
2r
∂νΛρσ − vα∂αAνρσ − (Λ.A)νρσ. (4.6.45)
This is a combined effect of local SO(4) gauge transformations generated by Λµν , local U(1)
gauge transformations generated by Λ0, and diffeomorphism transformations generated by
−vρ∂ρ. The U(1) gauge field is Aµ, the SO(4) gauge field is the spin connection Aµνρ, while
the gauge fields associated with the diffeomorphisms are hµν and aµν . The metric fluctuation
is identified with the symmetric rank two tensor hµν .
4.6.3 Emergent geometry
We rewrite the metric (4.5.126) on S4N in the semi-classical limit as
γ¯µν = gαβe
αµeβν =
1
4
∆4xg
µν . (4.6.46)
The vielbein eαµ is defined by
eαµ = θαµ , eα = eαµ∂µ ← Xα = ΘαµPµ. (4.6.47)
This is not a fixed frame on S4 since it corresponds to the bundle of self-dual tensors θµν , which
transforms under the local SO(4) in the (1, 0) representation along the fiber S2N , and thus it
averages out over the fiber, viz
[eαµ]S2 = [θ
αµ]S2 = 0. (4.6.48)
The metric γ¯ is however fixed on S4 and well defined since
[γ¯µν ]S2 = γ¯
µν . (4.6.49)
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As we have discussed the derivative operators acting on the higher-spin tensor bundle End(H)
given in equation (4.6.20) are given by Xa. Indeed, the derivative of a general tensor φ ∈
End(H) is given by
Dµφ = −i[Xµ, φ] = −ieµν∂νφ+ non− derivative terms. (4.6.50)
The non-derivative terms arise from commutators between X, from one hand, and the P and
M, which appear in the expansion of φ, from the other hand. However, the metric is always
obtained from the leading derivative term. Indeed
DaφDaφ = −γ¯αβ∂αφ∂βφ = −[Xa, φ][Xa, φ]. (4.6.51)
This generalizes when fluctuations are included to
DaφDaφ = −γαβ∂αφ∂βφ = −[Y a, φ][Ya, φ]. (4.6.52)
The covariant derivative Y is defined by
Y a = rDa = Xa + rAa. (4.6.53)
The metric can then be given by
−DaxαDaxβ = γαβ = [Y a, Xα][Ya, Xβ]. (4.6.54)
In summary, the curved over-complete basis is now defined by
Da = −i[Y a, ...] = −iea[A] = −ieaν [A]∂ν . (4.6.55)
After another messy calculation we find the covariant derivative (using φˆ = φ+φµP
µ+φρσMρσ,
Aµ(2) = θµνAνρP ρ, Aµ(3) = θµνAνρσMρσ, and setting xµ = 0 at the north pole, and also
neglecting there quadratic terms in θ)
Dµφˆ = ∂νφ
[
− i(1 + r κˆ
R
)θµν − irθαν∂αξˆµ + rθµλAρνgλρ
]
− (1 + r κˆ
R
)φµ − rφν∂ν ξˆµ − ir[A(1)µ +A(3)µ , φˆ].
(4.6.56)
Since we must have Dµφˆ = −ieµν [A]∂νφ + ... we obtain the tangential contribution to the
vielbein eµν (dropping also higher modes in ξˆ)
eµν [A] = (1 + r κˆ
R
)θµν + δeµν , δeµν = irθµλAλρg
ρν + r∂αξ
µθαν . (4.6.57)
We can drop κˆ and re-incorporate it by the replacement hµν −→ h˜µν = hµν + 2rκˆgµν/R. In any
case the contribution of κˆ is subleading.
A very neat calculation gives now the metric fluctuation on fuzzy S4N :
γµν = gαβe
αµeβν = γ¯µν + δγµν ∼ [Y a, Xµ][Ya, Xµ], (4.6.58)
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where
δγµν = gαβ
(
θαµδeβν + δeαµθβν
)
=
ir
4
∆4xh
µν + rθαµθβν
(
∂αξβ + ∂βξα
)
. (4.6.59)
The crucial observation here is that the metric hµν arises from the commutators of the P modes
in the gauge field Aˆµ, i.e. from the term AµνP
ν . This crucial property is absent on most other
noncommutative spaces as seen as noncommutative branes in the matrix model [261]. However,
as we have seen the ξµ is redundant and in fact it can be gauged away, and thus the metric
fluctuation does really consist only of the term h. By averaging over the internal sphere S2N
(using (4.5.140)) we obtain the metric
[δγµν ]S2 =
ir
4
∆4xh
µν +
r∆4x
12
(
δαβδµν − δµβδαν
)(
∂αξβ + ∂βξα
)
. (4.6.60)
We can now write down the action of a scalar field on fuzzy S4N as
S = − 2
g2
Tr[Y a, φ][Ya, φ] ∼ − 2
g2
dimH
Vol(M4)
∫
M
d4xγµν∂µφ∂νφ. (4.6.61)
The covariant effective metric G should be defined by
γµν =
∆4x
4
√
detGµνG
µν . (4.6.62)
But we have
γµν =
1
4
∆4xg
µν + δγµν
=
∆4x
4
(gµν + irhµν + ...)⇒ γµν = 4
∆4x
(gµν − irhµν). (4.6.63)
We define
Gµν = α
4
∆4x
γµν ⇒ ∆
4
x
4
√
detGµνG
µν = (
∆4x
4
)2
1
α
√
detγµνγ
µν . (4.6.64)
Thus
α =
(
(
∆4x
4
)4detγµν
)1/2
. (4.6.65)
We compute
detγµν = (
4
∆4x
)4(1− irh)⇒ α = 1− ir
2
h. (4.6.66)
We write
Gµν = gµν + irHµν . (4.6.67)
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We find
Hµν = hµν − 1
2
hgµν . (4.6.68)
We will impose the so-called De Donder gauge
∂µh
µν = 0⇒ ∂µHµν = 1
2
∂νH. (4.6.69)
The action becomes (with Φ = ∆2xφ/2) given by
S = − 2
g2
Tr[Y a, φ][Ya, φ] ∼ − 1
g2
∆8x
8
dimH
Vol(M4)
∫
M
d4x
√
detGGµν∂µΦ∂νΦ. (4.6.70)
The metric Gµν = gµν + irHµν at the linearized level is thus obtained by the replacemnt
hµν −→ Hµν = hµν − hgµν/2. We have
Hµν = Aµν + Aνµ − 1
2
hgµν = A
′
µν + A
′
νµ , A
′
µν = Aµν −
1
4
hgµν . (4.6.71)
We also introduce the effective vielbeins
Gµν = gαβ e˜
αµ[A]e˜βν [A], (4.6.72)
where (using detG = 1 + irh/3)
e˜αν [A] = 2
∆2x
1
(detG)1/4
eαν [A] = 2
∆2x
θαλ
(
δνλ + irA
′
λρg
ρν
)
. (4.6.73)
This is essentially the open string metric on the noncommutativeD−branes in a strong magnetic
field in the limit α˜
′ −→ 0 considered in [207].
The inverse vielbeins defined by e˜αν e˜νβ = δ
α
β is given by
e˜αν [A] = ∆
2
x
2
(θ−1)αλ
(
δνλ − irA
′
λρg
ρν
)
. (4.6.74)
The torsion-free spin connection corresponding to the vielbein e˜αµ is given by [261]
Aµ;αβ =
1
4
(−∂αHµβ + ∂βHαµ). (4.6.75)
We compute further
e˜αν [A]− e˜να[A] = 2
∆2x
(θαν + θ˜αν). (4.6.76)
θ˜αν = θαν − irθνλA′λρgρα + irθαλA
′
λρg
ρν . (4.6.77)
The bit rhθαν in rθνλA
′
λρg
ρα can be neglected.
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4.6.4 Emergent gauge theory
Recall that the gauge field is given by Aµ = ξµ + θµνAˆν , Aˆλ = Aλ +AλρPρ +AλρσMρσ. The
corresponding fluctuations of the flux are given by
iΘµν(Y ) = [Y
µ, Y ν ]
= θµν + rFµν , (4.6.78)
where
Fµν = [Xµ, Aˆν ]− [Xν , Aˆµ] + r[Aˆµ, Aˆν ]
= θµλ∂
λξν − θνλ∂λξµ + θνλθµρ(∂ρAˆλ − ∂λAˆρ)− iθνλAλµ + iθµλAλν + r[Aˆµ, Aˆν ]
= θνλθµρ(∂
ρAˆλ − ∂λAˆρ)− iθνλA˜λµ + iθµλA˜λν + r[Aˆµ, Aˆν ]. (4.6.79)
The shifted gauge field is invariant under diffeomorphisms and is given by
A˜λν = Aλν − i∂λξν . (4.6.80)
The most important term in [Aˆµ, Aˆν ] is θµρθνλ[Aˆµ, Aˆν ]. We get then the curvature
Fµν = θµρθνλ(∂ρAˆλ − ∂λAˆρ + r[Aˆµ, Aˆν ])− iθνλA˜λµ + iθµλA˜λν
= θµρθνλFˆ
ρλ − iθνλA˜λµ + iθµλA˜λν . (4.6.81)
Obviously, Fˆ decomposes in terms of the so(4)× u(1) components as follows
Fˆ ρλ = F ρλ +Rρλ + T ρλ, (4.6.82)
where the U(1) field strength F , the Riemann curvature R of the SO(4) connection ωµ =
AλρσMρσ, the linearized spin connection T are given by (with αµ = AµλP λ)
F ρλ = ∂ρAλ − ∂λAρ. (4.6.83)
Rρλ = ∂ρωλ − ∂λωρ + r[ωρ, ωλ]. (4.6.84)
T ρλ = ∂ραλ − ∂λαρ + r[ωρ, αλ]− r[ωλ, αρ]. (4.6.85)
The linearized form of T is precisely given by the spin-connection (4.6.75), viz (by dropping
aµν and h = gµνh
µν)
Tµν = −P ρ(∂µAρν − ∂νAρµ) = 2P ρAρ;µν + ... (4.6.86)
The geometric deformation of the background θ is then given by θ −→ θ˜ where
iΘµν(Y ) = θµν + rFµν
= θ˜µν + rθµρθνλFˆ
ρλ, (4.6.87)
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where
θ˜µν = θµν − irθνλA˜λµ + irθµλA˜λν . (4.6.88)
The mode ξα in A˜ρα can be dropped since it is unphysical. Thus, θ˜ can be viewed as defor-
mation of θ in the background Y and this deformation is provided by A˜µν or Aµν which its
symmetric part encodes also the metric. The vielbein e˜µν given by (4.6.73) is then viewed as
the deformation of the vielbein eαµ = θαµ (see also (4.6.76))
We also rewrite the above flux fluctuation as
iΘµν(Y ) = [Y
µ, Y ν ] = θµρθνλF¯ρλ , F¯ρλ = (θ
−1)ρρ1(θ
−1)ν1λθ˜
ρ1ν1 + rFˆρλ. (4.6.89)
Thus the Yang-Mills action is given by
− 1
g2
Tr[Y µ, Y ν ][Yµ, Yν ] = − 1
g2
(
∆4x
4
)2Trgρρ1gλλ1F¯ρ1λ1F¯ρλ
= − 1
g2
dimH
Vol(M4)
∫
M
d4xγ¯ρρ1 γ¯λλ1F¯ρ1λ1F¯ρλ. (4.6.90)
We concentrate on the gauge field Aλ. Then
− 1
g2
Tr[Y µ, Y ν ][Yµ, Yν ] = −r
2
g2
dimH
Vol(M4)(
∆4x
4
)2
∫
M
d4xgρρ1gλλ1Fρ1λ1Fρλ. (4.6.91)
The covariant form of this action is (which can be shown using the Seiberg-Witten map [202,
207])
− 1
g2
Tr[Y µ, Y ν ][Yµ, Yν ] = −r
2
g2
dimH
Vol(M4)(
∆4x
4
)2
∫
M
d4x
√
detGGρρ1Gλλ1Fρ1λ1Fρλ.(4.6.92)
However, we should insist that the gauge field considered so far is a U(1) gauge field which
contributes really to the gravity sector in the matrix theory. We should therefore consider the
addition of SU(n) gauge field with the correct scaling A¯µ = e˜µνAν , which mimics [Y
µ, ...] =
eµν [A]∂ν and thus leads to iΘµν = re˜µρe˜νλFˆ ρλ + ..., to be able to reproduce the above action.
The metric G in the above equation is precisely the string metric (4.6.72).
We compute also the gauge condition
f(A) = −i[Xa,Aa] = −i[X5,A5]− i[Xµ,Aµ]
= −iθ5µ∂µκˆ− i[Xµ,Aµ]
= r2RP µ∂µκˆ− i[Xµ,Aµ]
=
r∆2x
2
P µ∂µκˆ− iθµν∂νξµ + θµνAµν − i
4
∆4x∂νAˆ
ν . (4.6.93)
By inspection we get then the detailed gauge conditions
− i
4
∆4x∂νA
ν = 0. (4.6.94)
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− i
4
∆2x∂ν(h
νρ + aνρ) + r∂ρκˆ = 0. (4.6.95)
θρσ
(
−R2∂νAνρσ − i∂ρξσ + aρσ
)
= 0. (4.6.96)
The first equation gives the Lorentz condition. Since rκˆ/∆2x ∼ 0 we have the solution ∂µhµν = 0,
aµν = 0, ξ = 0, ∂νA
νρσ = 0.
4.6.5 Emergent gravity: Einstein equations
By expanding the action (4.6.1) up to second order in Aa, and using Jacobi identity appro-
priately, we get [274]
S[D] = S[J ] +
2
g2
Tr
(
2Aa(+ µ
2
2
)Ja +Aa(+ µ
2
2
)Aa − 2[Ja, Jb][Aa,Ab]− f 2
)
. (4.6.97)
We have redefined the Laplacian on the space of matrix configurations by the formula
 = [Ja, [Ja, ...]]. (4.6.98)
Also f is given by
f = i[Aa, Ja]. (4.6.99)
By assuming that Ja solves the classical equations of motion and also adding a suitable Faddeev-
Popov gauge fixing term in the Feynman gauge we get [274,275]
S[D] = S[J ] +
2
g2
TrAa
(
(+ µ
2
2
)gab + 2i[Mab, ...]
)
Ab. (4.6.100)
Recall that iMab = [Ja, J b]. We define the vector-matrix Laplacian acting on gauge configura-
tions by
(D2A)a =
(
+ µ
2
2
−M (A)rs [Mrs, ...]
)
ab
Ab. (4.6.101)
We have introduced in this last equation the vector representation of SO(5) generators given
by
(M (A)rs )ab = i(δrbδsa − δraδsb). (4.6.102)
The action of the quadratic fluctuations takes then the form
S[D] = S[J ] +
2
g2
TrAa(D2A)a. (4.6.103)
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We consider now the gravitational ansatz (by setting the redundant mode ξµ to zero and
dropping the U(1) gauge field for simplicity)
Aµgr = θµν(P σAνσ +MρσAνρσ) , A5gr = κ. (4.6.104)
We have used that [Pµ, g] = i∂µg, [Θ
µν , g] ∼ x∂xg ∼ 0. We will also use [f, g] = θµν∂µf∂νg. We
compute
(θµνPσAνσ) = (θµνPσ)Aνσ + (θµνPσ)Aνσ + 2[Ja, θµνPσ][Ja, Aνσ]
∼ 4θµνPσ.Aνσ + (θµνPσ)Aνσ − 2iθµνMσρ∂σAνρ. (4.6.105)
(θµνMρσAνρσ) = (θµνMρσ)Aνρσ + (θµνMρσ)Aνρσ + 2[Ja, θµνMρσ][Ja, Aνρσ]
∼ 4θµνMρσ.Aνρσ + (θµνMρσ)Aνρσ. (4.6.106)
We have used θµν = 2θµν and Pσ = 2Pσ. Thus(
+ µ
2
2
)
µν
Aνgr = θµνPσ(+
1
2
µ2 + 4)Aνσ + θµνMρσ(+ 1
2
µ2 + 4)Aνρσ. (4.6.107)
Also (
M (A)rs [Mrs, ...]
)
µν
Aνgrad = 2i
(
[Mνµ, θνλP σ]Aλσ + [Mνµ, θνλMσρ]Aλσρ
)
. (4.6.108)
We compute (using θµνPν = 0 at the point p)
[Mνµ, θνλP σ] = 2iθλµP σ + iθσλPµ. (4.6.109)
[Mνµ, θνλMσρ] = 1
r2
(
2θλµθ
σρ + θσλθρµ − θρλθσµ + γ¯λσgρµ − γ¯λρgσµ
)
. (4.6.110)
Thus(
M (A)rs [Mrs, ...]
)
µν
Aνgrad = −4θµνPσAνσ − 2θσλPµAλσ − 4θµλMρσAλρσ − 2Mσρθµν(Aρσν − Aρνσ)
+
4i
r2
γ¯µρgνσAνσρ. (4.6.111)
Hence
D2µνAνgr = θµνPσ(+
1
2
µ2 + 8)Aνσ + θµνMρσ(+ 1
2
µ2 + 8)Aνρσ + 2θσλPµAλσ + 2Mσρθµν(Aρσν − Aρνσ)
− 4i
r2
γ¯µρgνσA
νσρ − 2iθµνMσρ∂σAνρ. (4.6.112)
We use also γ¯µρgνσA
νσρ = −ir2θµνgνσAαβρgαβMσρ. The term 2θσλPµAλσ is a higher mode of
Aµgr and thus can be dropped. We get
D2µνAνgr = θµνPσ(+
1
2
µ2 + 8)Aνσ + θµνMρσ(+ 1
2
µ2 + 8)Aνρσ + 2Mσρθµν(Aρσν − Aρνσ)
− 4θµνgνσAαβρgαβMσρ − 2iθµνMσρ∂σAνρ. (4.6.113)
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Similarly, we compute
(D2)55A5gr = (+
1
2
µ2 + 4)κ. (4.6.114)
The equations of motion (D2Agr)a = 0 give then the detailed equations of motion
(+ 1
2
µ2 + 4)κ = 0. (4.6.115)
The linear term will drop under averaging over the fiber. Also
(+ 1
2
µ2 + 8)Aνσ = 0. (4.6.116)
(+ 1
2
µ2 + 8)Aνρσ + PmixA
νρσ + 2gνσAαβρgαβ − 2gνρAαβσgαβ = −i∂σAνρ + i∂ρAνσ,(4.6.117)
where
PmixA
νρσ = −(Aρσν − Aρνσ) + (Aσρν − Aσνρ). (4.6.118)
Because of (4.6.116) a solution of (4.6.117) is given by a solution of the inhomogeneous equation
PmixA
νρσ + 2gνσAαβρgαβ − 2gνρAαβσgαβ = −i∂σAνρ + i∂ρAνσ, (4.6.119)
We find explicitly [202]
Aνσρ =
1
4
(∂ρHνσ − ∂σHνρ) = Aν;σρ. (4.6.120)
Thus Aνσρ is the torsion-free spin connection of Hµν . The general solution will be given by
this torsion-free spin connection plus a torsion wave solution of the free wave equation, i.e. the
equation (4.6.117) without the ∂µAαβ terms.
We need to compute the quadratic action for the fluctuation
S[A] = 2
g2
TrAa
(
(+ µ
2
2
)gab + 2i[Mab, ...]
)
Ab. (4.6.121)
By using the averages (4.5.140), (4.5.142) and (4.5.143) we compute the average over the fiber
S2 of the following term:
[Aµgr.θµνPσ(+
µ2
2
+ 8)Aνσ]S2 = [θ
µλP ρAλρ.θµνPσ(+
µ2
2
+ 8)Aνσ]S2
=
∆2x
4
Aλσ(+ µ
2
2
+ 8)Aλσ
=
∆2x
16
hλσ(+ µ
2
2
+ 8)hλσ +
∆2x
16
aλσ(+ µ
2
2
+ 8)aλσ.
(4.6.122)
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[A5gr(D2Agr)5]S2 = κ(+
µ2
2
+ 4)κ. (4.6.123)
[Aµgr.θµνMρσ
(
(+ µ
2
2
+ 8)Aνρσ + ...
)
]S2 = [θ
µλMαβAλαβ.θµνMρσ
(
(+ µ
2
2
+ 8)Aνρσ + ...
)
]S2
= −∆
4
x
4r4
[Aναβ.θ
αβθρσ
(
(+ µ
2
2
+ 8)Aνρσ + ...
)
]S2
= − ∆
8
x
48r4
αβρσgνµAναβ.
(
(+ µ
2
2
+ 8)Aµρσ + ...
)
]S2 .
(4.6.124)
We will neglect this last term. The quadratic action for the fluctuation fields hµν , aµν and κ is
given by
S[A] = 2
g2
dimH
Vol(M4)
∫
M
d4x
[
∆2x
16
hλσ(+ µ
2
2
+ 8)hλσ +
∆2x
16
aλσ(+ µ
2
2
+ 8)aλσ + κ(+
µ2
2
+ 4)κ
]
.
(4.6.125)
Coupling to matter will be of the canonical form (re-incorporating also the contribution of the
radial component κ by the replacement hµν −→ h˜µν = hµν + 2rκgµν/R)
S[Φ] =
dimH
Vol(M4)
∆8x
8g2
∫
M
d4xh˜µνTµν [Φ]. (4.6.126)
The equations of motion are then given by
(+ µ
2
2
+ 8)hλσ = −∆
6
x
2
Tµν . (4.6.127)
(+ µ
2
2
+ 8)aλσ = 0. (4.6.128)
(+ µ
2
2
+ 4)κ = −r∆
8
x
16R
T. (4.6.129)
Thus we can see that we can solve with aµν = 0. Also the gauge condition ∂µh
µν = 0 is
consistent with the equation of motion of hµν with a conserved energy-momentum tensor.
We have the metric
Gµν = gµν + irHµν . (4.6.130)
The corresponding Ricci tensor is given by (see [276] equation (4.4.4))
Rµν [G] = Rµν [g] + ir
(
1
2
∂µ∂νH +
1
2
∂α∂
αHµν − 1
2
∂µ∂ρH
νρ − 1
2
∂ν∂ρH
µρ
)
. (4.6.131)
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The Ricci tensor on the sphere S4 is given by
Rµν [g] =
3
R2
gµν . (4.6.132)
In the De Donder gauge (4.6.69) we find the Ricci tensor and the Ricci scalar
Rµν [G] =
3
R2
gµν +
ir
2
∂α∂
αHµν . (4.6.133)
R[G] = GµνR
µν [G] =
12
R2
+
ir
2
∂α∂
αH − 3ir
R2
H. (4.6.134)
The Einstein tensor is then
Gµν [G] = Rµν [G]− 1
2
GµνR[G]
= − 3
R2
gµν +
1
2
∂α∂
αhµν +
3ir
2R2
(4Hµν + gµνH). (4.6.135)
By using [Xµ, φ] = iθµν∂νφ we can rewrite the equation of motion (4.6.127) as
(
1
4
∂α∂
α −m2h)hµν = r2∆2xTµν . (4.6.136)
The mass m2h is given by
m2h =
r2
∆4x
(
µ2
2
+ 8) =
2
R2
, µ2 −→ 0. (4.6.137)
By neglecting this mass we obtain the equation of motion
1
4
∂α∂
αhµν = r
2∆2xTµν . (4.6.138)
By neglecting also the other terms which are proportional to the background curvature 1/R2
we obtain the Einstein tensor
Gµν = 2r2∆2xTµν = 8piGr2Tµν . (4.6.139)
The Newton constant is given by
G =
∆2x
4pi
=
R2
pin
. (4.6.140)
The Planck scale is thus suppressed compared to the cosmological scale by the quantization
integer n.
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4.7 Emergent quantum gravity from multitrace matrix
models
In summary, there exists hidden inside any noncommutative U(1) gauge theory a gravita-
tional theory. This is the idea of emergent noncommutative/matrix gravity which is essentially
the same idea (but certainly much simpler) as the one found in the AdS/CFT correspondence
and gauge/gravity duality in general.
The idea that matrices can capture curvature is also discussed in [292]. This certainly
works in the case of quantum gravity in 2 dimensions which is known to emerge from random
Riemannian surfaces [293]. By analogy, a proposal for quantum gravity in higher dimensions
emerging from random spaces is recently put forward in [302]. This works for spaces which are
given by finite spectral triples (for example fuzzy spaces) and the underlying matrix models are
necessarily multitrace.
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