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Abstract
The evolution of small disturbances to a horizontal interface separat-
ing two miscible liquids is examined. Initially, the liquid-liquid binary
system is assumed to be out of its thermodynamic equilibrium, and
hence, the system immediately starts moving towards its equilibrium
state. The aim is to investigate whether the slow interface smearing
is overrun by faster and more complex mixing. The study is based on
the numerical solution of the linear stability of the phase boundary
subjected to normal thermo- and hydro-dynamics perturbations.
It was found that the classical results for the stability of immiscible
interfaces can be re-obtained through the phase-field approach pro-
vided that the wavelength, that defines the perturbation, is greater
than the thickness of the interface. Additionally the system becomes
thermodynamically unstable if the value of the interface thickness is
greater than the value of the interface thickness that is defined at
thermodynamic equilibrium, so the gravity waves may become unsta-
ble. It was also found that the interfacial mass transfer plays the role
of additional dissipation, reducing the growth rate of the Rayleigh-
Taylor instability and increasing the dissipation of the gravity waves,
and the mutual action of diffusive and viscous effects completely sup-
presses the modes with shorter wavelengths.
The flow imposed along the interface adds the mechanisms of the
Kelvin-Helmholtz and Holmboe instabilities. It was found that if
the heavier liquid lies above the lighter liquid, then the interface is
unconditionally unstable. Viscosity, diffusivity and capillarity reduce
the growth of perturbations. In the opposite case of the heavier liquid
underlying the lighter one, the interface can be stable. The stability
boundaries are primarily defined by the strength of the density con-
trast and the intensity of the imposed flow. Thinner interfaces are
usually more unstable (characterised by larger zones of instability),
however, the thermodynamic instability identified for interfaces with
thicknesses greater than the thickness of a thermodynamically equilib-
rium phase boundary makes such interfaces unconditionally unstable.
Surprisingly, the diffusivity and capillarity effects were found to alter
the behaviour of the interface in miscible liquids. However, the viscos-
ity effect retains its stabilising role for both immiscible and miscible
liquids.
Contents
Contents iv
List of Figures vii
Nomenclature xxvii
1 Introduction 1
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Objective . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Scope of the thesis . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.4 Contribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.5 Layout of the thesis . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.6 Some peculiarities of miscible liquid/liquid interfaces . . . . . . . 5
1.7 Stability of phase boundary separating two stationary liquids . . . 11
1.8 Shear layer: Kelvin-Helmholtz and Holmboe instabilities . . . . . 14
2 Mathematical and physical model 16
2.1 Tracking interface methods . . . . . . . . . . . . . . . . . . . . . . 16
2.2 Thermodynamic model . . . . . . . . . . . . . . . . . . . . . . . . 20
2.3 Cahn-Hilliard-Navier-Stokes equations . . . . . . . . . . . . . . . 21
2.4 Boundary conditions . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.5 Nondimensionalisation of the governing equations . . . . . . . . . 23
3 Linear stability analysis of heterogeneous miscible system 25
3.1 Linear instability analysis . . . . . . . . . . . . . . . . . . . . . . 25
3.2 Basic state of a plane layer . . . . . . . . . . . . . . . . . . . . . . 26
iv
CONTENTS
3.3 Normal mode approach . . . . . . . . . . . . . . . . . . . . . . . . 28
3.4 Derivation of linear equations . . . . . . . . . . . . . . . . . . . . 31
3.5 Three or two-dimensional instability . . . . . . . . . . . . . . . . . 32
4 Numerical methods for linear stability analysis 36
4.1 Numerical methods to solve equations of the Orr-Sommerfeld type 36
4.2 Shooting method for boundary-value problems . . . . . . . . . . 38
4.2.1 Discretization . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.2.2 Integrator . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.2.3 Orthonormalization technique . . . . . . . . . . . . . . . . 42
4.3 Direct discretization methods . . . . . . . . . . . . . . . . . . . . 44
4.4 Implementation of the methods . . . . . . . . . . . . . . . . . . . 45
4.4.1 Explicit shooting and compound matrix methods . . . . . 46
4.4.2 Finite difference and Chebyshev collocation methods . . . 49
4.5 Validation of the methods . . . . . . . . . . . . . . . . . . . . . . 52
5 Sharp interface approach 55
5.1 Linear instability of a thin planar interface . . . . . . . . . . . . . 55
5.2 Boundary conditions . . . . . . . . . . . . . . . . . . . . . . . . . 57
5.3 Stationary, inviscid and immiscible liquids . . . . . . . . . . . . . 59
5.4 Stationary, viscous and immiscible liquids . . . . . . . . . . . . . 60
5.4.1 A heavier liquid set on top of a lighter one: Gr < 0 . . . . 62
5.5 Parallel shear flow of two inviscid liquids . . . . . . . . . . . . . . 63
5.6 Parallel shear flow of two viscous liquids . . . . . . . . . . . . . . 64
5.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
6 Stationary miscible liquids 73
6.1 Immiscible interface of finite thickness subject to hydrodynamic
effect . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
6.2 Thermodynamic stability of an interface separating two liquids . . 81
6.3 Stability of a miscible interface subject to both thermo- and hy-
drodynamic perturbations . . . . . . . . . . . . . . . . . . . . . . 86
6.3.1 Rayleigh-Taylor instability . . . . . . . . . . . . . . . . . . 88
6.3.2 Gravity-capillary waves . . . . . . . . . . . . . . . . . . . . 99
v
CONTENTS
6.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
7 Shear flow along the interface between two miscible liquids 115
7.1 Immiscible liquids . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
7.1.1 Gr < 0: the heavier liquid is on top of the lighter one . . . 117
7.1.2 Gr > 0 : the lighter liquid superposes the heavier one . . . 119
7.2 Miscible liquids . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
7.2.1 Heavier liquid stands over the lighter one: Gr < 0 . . . . . 125
7.2.2 Heavier liquid underlies a lighter one: Gr > 0 . . . . . . . 132
7.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
8 Summary and further work 143
8.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
8.2 Further work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
Appendix A 148
Appendix B 153
B. 1 Non-dimensionalise the dispersion relation of inviscid im-
miscible liquids . . . . . . . . . . . . . . . . . . . . . . . . 153
B. 2 Non-dimensionalise the dispersion relation of stationary vis-
cous immiscible liquids . . . . . . . . . . . . . . . . . . . . 154
Appendix C 156
C. 3 Inviscid miscible liquids without account for capillarity effects157
C. 4 Miscible-inviscid liquids with Ca 6= 0 . . . . . . . . . . . . 157
C. 5 Miscible viscous liquids with Ca = 0 . . . . . . . . . . . . 159
References 160
Publications 176
vi
List of Figures
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Chapter 1
Introduction
1.1 Motivation
The interaction of miscible liquids is an essential part of many industrial and nat-
ural processes, to the extent that the performance of the processes is ultimately
dependent on the mixing rate, which can be affected by a number of physical
factors such as viscosity, diffusion of mass, temperature, density variations, sur-
face tension and geometry. The interest in miscible liquids is driven by various
engineering applications, such as: oil extraction in the food industry [108, 127],
soil remediation [82, 133], enhanced oil recovery [9, 37, 148] and drug delivery
[36].
In oil extraction, the oil is removed by adding a relevant solvent (hexane,
supercritical carbon dioxide) into the raw material which forms a porous medium.
The solvent is separated from the solute by an evaporation technique at the end
of the process [45, 127, 160]. Classically, the oil recovery process is based on
injecting water into the pores filled with the remaining oil. Recent developments
have shown that the efficiency of the oil recovery can be greatly improved by
replacing water with a miscible solvent for which the capillary pressure and the
viscosity are reduced. This, in particular, enhances the extraction of the oil from
dead-end pores [82]. The solvents used for the miscible-injection technique are
hydrocarbon gases [9] or carbon dioxide [37]. In soil remediation, the solvent is
applied into an unconfined geometry where at the end of the process both the
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contaminants and solvents are removed. The other application of miscible liquids
is in the transportation and dissolution of the injected drugs in the tissues of the
body that are regarded as a porous medium.
Despite the intensive works carried out, a comprehensive theory that one may
rely on for the study of miscible liquid-liquid interfaces is still missing. As it
was recently confirmed, miscible liquid-liquid interfaces are endowed with surface
forces similar to the case of immiscible liquid-liquid interfaces. Therefore, for un-
derstanding the complexities that accompany the evolution of the flow generated
between two miscible liquids, the surface tension has to be included in the govern-
ing equations, another key difference between the flow in immiscible and miscible
liquids is that in miscible liquids the velocity field is not generally solenoidal due
to the dependence of the mixture density and viscosity on the concentration [85].
Here, we use the phase-field approach in order to capture thermo- and hydro-
dynamic evolution of the miscible binary mixture which endows surface forces
[99].
1.2 Objective
The mixing of miscible liquids ultimately occurs through the interfacial diffusion
that should lead to enlarging the mixing region. However, we aim from this
study to identify the influence of the other mechanisms on the evolution of the
interface. In particular, we focus on understanding the effect of the hydrodynamic
flow imposed along the interface. For this purpose, the phase-field approach is
used to study the mixing of two slowly miscible liquids brought into contact.
Despite the fundamental importance of the liquid-liquid diffusion and of its
seeming simplicity, its understanding is still missing [141, 142]. It is known that
diffusion in liquid-liquid binary mixtures differs from diffusion in gaseous mixtures
(where intermolecular forces are negligible), or from diffusion of a minor impurity
dissolved in a liquid solvent. The diffusion in latter cases is well defined by
the classical Fick’s law in which the diffusion flux is linearly proportional to the
concentration gradient. Fick’s law, however, does not properly define the diffusion
at liquid-liquid interfaces [141].
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Complexities of the liquid-liquid interface diffusion stem from the difference
in intermolecular forces in the continua of the neighbouring liquids leading to the
capillary effect, which defines both the interface morphology and the interfacial
diffusion. The molecules need to possess sufficient kinetic energy in order to
overcome the interfacial potential barrier created by the intermolecular forces. In
miscible liquids, the potential barrier at the interface can be gradually reduced,
leading to the disappearance of the interface. Subsequently, the binary liquid
may become homogeneous at the end of the diffusion process.
It becomes now clear that the effective surface tension may play a crucial role
in determining the interface shape and the flow of motion within the interface
driven by diffusion. Thus, the theoretical or numerical approaches that aim to
study the interfacial diffusion between two miscible liquids must include the effect
of the surface tension for accurate description.
1.3 Scope of the thesis
Linear stability theory is employed to study miscible binary mixtures with two
different configurations; when the heavy liquid stands over the lighter one and
in the opposite case in which the heavier liquid underlies the lighter one. We
investigate the effects of viscosity, diffusivity, gravity, temperature and capillary
forces on the behaviour of the interface separating two miscible liquids. Their
base state can be either stationary or in relative shear motion.
1.4 Contribution
The following is the summary of the main contributions of this thesis, where it
was shown that:
• the classical results for immiscible interfaces can be reproduced within the
phase-field approach;
• when a heavier liquid stands over (or underlies) a lighter one, the diffusivity
enforces additional dampening in similar manner to the effect of viscosity;
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• the gravity waves are thermodynamically unstable if the interface thickness
is larger than its thermodynamic equilibrium value;
• in the presence of a fluid motion imposed along the interface, the diffusivity
retains its dampening role if the heavier liquid stands over the lighter one;
and
• the diffusivity enlarges the zones of Kelvin-Helmholtz and reduce the zones
of Holmboe instabilities if the heavier liquid underlies the lighter one.
1.5 Layout of the thesis
In Chapter 2, the physical and mathematical models are summarized and then
reformulated in non-dimensional form. Linear theory is developed in Chapter 3,
for two superposed miscible liquids. The ordinary differential equations are of
the Orr-Sommerfeld type. They are of the eighth order and contain non-constant
coefficients. Their solution require appropriate numerical methods as presented
in Chapter 4. Four numerical methods are tested, with explicit shooting and com-
pound matrix methods are compared in terms of accuracy and feasibility to the
current problem. In addition, the disctretisation finite difference and Chebyshev
collocation methods are also checked against accuracy and capability. Overall,
explicit shooting and Chebyshev collocation methods are chosen due to their
accuracy.
One of the characteristics of the phase-field approach is its capability to recover
the sharp interface limits. This is also confirmed in the current study. In Chapter
5, the sharp interface method is explored to derive the eigenvalue equations for
a general system presented by a simple plane layer that contains two superposed
immiscible liquids. With two possible configurations, the lighter liquid underlies
the heavier liquid and the inverse scenario. These results are used to validate the
immiscible data obtained in the following chapters for miscible cases.
Rayleigh-Taylor instability and gravity-capillary waves are employed in Chap-
ter 6 to investigate the behaviour of a diffuse interface separating two miscible
liquids. A parametric study is conducted. In Section 6.1 the immiscible liquid-
liquid interface is considered. The Phase-field method successfully recovers the
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sharp interface limits if the mode wavelengths are much larger than the inter-
face thicknesses. The thermodynamic stability is studied in Section 6.2, which
reveals that the interface might become thermodynamically unstable if the inter-
face thickness is greater than the equilibrium value. In Section 6.3, we consider
two miscible liquids separated by a diffuse interface that is subjected to thermo
and hydrodynamic effects. It is shown that the diffusivity is generally reduced to
further dissipation of the perturbations through imitating the effect of viscosity.
In Chapter 7, an external shear motion is imposed along the interface separat-
ing two miscible liquids. Both configurations are also used in which the heavier
liquid can be underneath or above the lighter one. Following the parametric
analysis of Chapter 6, Section 7.1 is devoted to investigation of the case of an
immiscible liquid-liquid interface. In Section 7.2 we study the effect of interfacial
diffusion on the stability of miscible interface subjected to shear motion. The
main conclusion is that the diffusion has the same dissipation effect as in the
stationary case when the heavier liquid stands over the lighter one. However,
in the inverse configuration, the diffusion enhances stationary instability if the
interface is subjected to a shear motion.
Chapter 8 summarises the current work and gives recommendations for future
work that can be conducted to aid further understanding of the behaviour of
miscible free boundary. Finally, the remainder of the current Chapter is used for
presenting the relevant literature review. In particular, we have summarized the
experimental evidences of the surface tension existence when two slowly miscible
liquids are brought into contact. In addition, the relevant literature in the main
problems used for the current study are summarized.
1.6 Some peculiarities of miscible liquid/liquid
interfaces
When immiscible liquids are brought into contact, they remain separated by a
thin interface if there are no external factors imposed. At a macroscopic level, the
capillary forces that prevent the co-diffusion of the liquids define the existence of
the interface. In fact, these forces originate from the interaction of the molecules
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of two liquids leading to construction of an energy barrier that prevents the
molecules from moving from one liquid to the other. However, when bringing a
binary system near its critical temperature, the thickness of the interface tends
to infinity [53, 120, 151].
Van der Waals [151] assumed that the interface is a diffused region allowing
the continuity of material and physical properties between the bulks of the two
liquids. He proposed an isothermal model based on thermodynamics to study
the state of a binary liquid at a critical point. It was found that the interface
becomes infinite at a critical or supercritical temperature, which lowers the energy
barrier that allows the diffusion of the liquids. Bosscha [89] reported experimental
visualisation in which two miscible liquids are brought into contact. He suggested
that the capillary forces may play an important role in generating the flow, as in
the case of two immiscible liquids.
Based on the works of van der Waals and Bosscha, Korteweg [89] proposed
his well-known model describing the stress forces that arise at the interface due
to the strong concentration and density gradients. The model was revised and
expressed in the following general form
σK = −1
3
(δ1|∇C|2) + δ2∇2C + δ1∇C ⊗∇2C + δ2∇C ⊗∇C. (1.1)
Here σK is the Korteweg stress, δ1 and δ1 are two constants that do not depend
on the concentration field C. The density of the simple mixture ρ is given by the
equation of state for mixture
ρ(C) = ρ1 + (ρ2 − ρ1)C = ρ1(1− φC), (1.2)
where φ = (ρ1−ρ2)
ρ1
is the density contrast and ρ1 and ρ2 are the densities of the
two liquids.
For simple planar interface [21, 151] the surface tension σK can be expressed
as follows
σK ∝
∫ y
0
−y
0
(
∂C
∂y
)2
dy, (1.3)
where y is the coordinate across the interface.
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The earliest measurements of interfacial tension between miscible liquids were
conducted by Quincke [123], where the values of surface tension were taken at
an early time of contact. The author used ethyl alcohol in contact with miscible
liquids, such as sulphates of zinc and copper. The values of surface tension were
found to lie within the range 0.8 × 10−3 and 3 × 10−3N/m. Freundlish [48]
measured the interfacial tension between two immiscible liquids and also treated
partially miscible liquids. Similarly, Smith et al. [134] estimated the interfacial
tension coefficient by using 2000cs and 1cs of silicon oil mixture, the superficial
interface value was 1 × 10−3N/m.
The interfacial tension in immiscible liquids is static as the interface retains
its shape even in the case of strong topological change. However, in the case
of miscible liquids the static concept is no longer relevant, where the interface
tension can be reduced with time due to the interfacial diffusion. Therefore, in
miscible liquids the dynamic or transient (effective) surface tension is mostly used
instead of static interfacial tension [72, 105, 129].
May and Maher [105] have measured the effective interfacial tension at the
interface of a miscible mixture (isobutyric acid and water). Through the use of
light scattering, the correlated effective surface tension expression (σ) was given
as function of temperature through
σ(T, t) = F (T )/[ξ0 + (Deff t)
1/2], (1.4)
where T is the system temperature, t is the time taken after the liquids are placed
in contact, ξ0 is the initial equilibrium correlation length at 30
oC, Deff is the
effective diffusion constant, F (T ) is constant for low temperature and T = 26.085
is the critical temperature of the mixture. The surface tension below the critical
point was found to be 0.01 −3N/m and the upper critical point was 5.2×10−7N/m.
Lacaze et al. [91] repeated the experiment of May and Mehar but the mea-
surements were taken by quenching the temperature about the critical point.
The authors found interfacial tension of order 10−8N/m, which is much smaller
than the values found by May and Maher [105]. The relaxation of the interfacial
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tension in time was presented with the model defined by
σ
+
(t) =
σfit√
1 + 4piD
+
li,fit
(t− t2)
, (1.5)
where σ
+
(t) is the relaxed surface tension at or above the critical point, σfit is
the surface tension below the critical point Tc, D
+
is the diffusion coefficient, li,fit
is the local thickness that increases with time, t2 is the initial time and t is the
time.
Pojman et al. [121] used the spinning-drop tensiometry (STD) method to
measure the interfacial tension in a miscible IBA/water mixture. The values of
surface tension were in the range of values measured by May and Maher [105],
which were approximately 1.4 × 10−5N/m and 5.2 × 10−5N/m for temperature
T = 30oC. The STD technique was also used for measuring the effective surface
tension coefficients of 1-butanol/water and polymer/monomer mixtures of dode-
cyl acrylate [121, 165]. For the former mixture, the surface tension mixture was
in the range 10−5 N/m and 3× 10−5 N/m while for the latter the surface tension
was in the range of 2 × 10−6 N/m and 2 × 10−5 N/m. It was shown that the
surface tension of dodecyl acrylate relaxes with increasing the temperature but
increases with increasing the concentration of the monomer and polymer. The
authors found no evidence of the dependence of surface tension on the rotation
rate and the droplet volume.
Petitjeans and Maxworthy [119] used a glycerol/water mixture to measure
the effective surface tension which was found approximately in the range of
0.4 × 10−3N/m and 0.5 × 10−3N/m. Stevar and Vorobev [141] conducted an
experimental study on the evolution of the shapes of solute/solvent interfaces in
horizontal capillaries with different cross-sections. For all the mixtures used (glyc-
erol/water, soybean oil/hexane and IBA/water), the observations confirmed that
the shape of the interface remains visible for a long time. It was reported that
the values of the surface tension measured for glycerol/water mixture in [119] are
overestimated and the estimation of the surface tension for soybean oil/hexane
was around 0.1 × 10−3N/m.
The dissolution process in a binary liquid mixture is described by the molec-
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ular diffusion that results from the random and irregular movements of the
molecules; the motion is caused by the thermal energy as well as by the gradi-
ents of pressure, temperature and concentration. For example in miscible liquids,
the net diffusion flux depends on the strength of the concentration gradient such
that the molecules move from the higher to lower concentration region until the
system becomes uniform. However, the diffusion rate can be affected by strong
viscosity gradient in the binary liquid mixture [13].
Fick [46] developed a phenomenological model describing the diffusion in the
binary liquid mixture. The diffusion flux is linearly proportional to the gradient
of the concentration such that the factor of proportionality is constant, which
is also called the coefficient of diffusion. Maxwell [104] proposed another model
to describe the diffusion in gases and later Standart et al. [139] extended it to
binary liquid mixtures. Fick’s and Maxwell-Stephon’s models are related by the
relation D = ΓD¯, D is the Fick’s diffusion coefficient, D¯ is the Maxwell diffusion
coefficient and Γ is the thermodynamic correction factor defined in terms of an
excess Gibbs energy.
In miscible liquids, the relaxation of the interfacial tension is dependent on
the intensity of interfacial diffusion that is driven by the concentration gradients
of mixture components [89, 105, 151]. Due to its importance in engineering ap-
plication, the mass transfer rate was measured in a binary system that can be
either in thermodynamic equilibrium or out of equilibrium [54, 62, 80, 150]. Petit-
jeans and Maxworthy [119] measured the diffusion coefficient between the glycerol
and water mixture for various temperature and different concentrations, at the
room temperature the diffusion coefficient was found to be D = 1.2×10−10m2/s.
D
′
Errico el al. [32] showed that the interface diffusion coefficient linearly de-
creases to 1.2× 10−11m2/s for water-glycerol and pure water, the diffusion coeffi-
cient becomes null at critical temperature [27, 28, 87, 159]. But above the critical
temperature the diffusion coefficient increases according to
D = D0
(
T − Tc
Tc
)v
. (1.6)
Here v = 0.66, D0 = 5.9× 10−10m2/s an Tc is the critical temperature. Thus, for
temperature T = 27oC the diffusion coefficient is D = 1.3 × 10−11m2/s and for
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T = 30oC the diffusion coefficient is D = 2.8× 10−11m2/s.
Antrim et al. [8] showed that the effective surface tension at the interface of
dodecyl acrylate is determined by the speed of mass transfer within the mixing
region. It was found that Fick’s law is only valid at a late stage of diffusion while
at the earlier stage of mass transfer the diffusion follows a non-Fickian law. Viner
and Pojman [154] investigated the width of the mixing region of 1-butanol/water
and IBA/water mixtures at the supercritical point. He showed that the mixing
region width grows slowly into one of the component regions with speed pro-
portional to t0.06 and the phase boundary itself propagates towards unsaturated
component with speed proportional to t0.09. To confirm these findings, the same
mixture was used but a tensiometer technique was used to measure the surface
tension. For the monomer/polymer mixture, the phase boundary width increases
with speed proportional to t0.5, which is indicating the validity of Fick’s law.
However, for IAB/water and 1-butanol/water mixtures, they noted that there
was no contribution of the barodiffusion process into non-Fick’s law stage.
Petitjeans and Maxworthy [119] noted that the transition zone between glyc-
erol and water slowly increased into the glycerol region. Dambrine et al. [30] also
investigated the mutual diffusion between the water and 40% of glycerol/water in
a microchannel. They observed that the phase boundary moves toward the glyc-
erol region and the width of interface increases with the speed (Dt)1/2. Stevar and
Vorobev [141] conducted experimental work on the appearance of interface be-
tween miscible liquids. Although the binary mixtures glycerol/water and soybean
oil/hexane are miscible in all proportions, the shape of the interface remained vis-
ible for a long time. They have noted that width of the phase boundaries increases
slowly in comparison to their movement in the capillary tube. The speed of the
phase boundaries was found to follow the expression given by
v ∝ D1/3t−2/3d2, (1.7)
where D, t and d are the diffusion coefficient, time and capillary diameter, re-
spectively. The authors claimed that these behaviours can not be explained on
the basis of Fick’s law; instead, the effect of barodiffusion is perhaps behind these
observations.
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Non-homogeneous density mixture can be generated either by the change in
the concentration of gradients [121] or by variations in the temperature. Joseph
and Renardy [84] noted that thermal plumes may exhibit surface tension effects.
Also, Gandikota et al. [50] measured the effective surface tension of H2 at super-
critical temperatures Tc+10mK, +100mK and 1K. The corresponding effective
surface tension values are respectively 10−8N/m, 2×10−8N/m and 4×10−8N/m.
In miscible liquids, the surface tension depends on both the temperature and
concentration of liquids component at the interface. When a strong surface ten-
sion gradients arises at the interface may lead to the interface dynamics that is
driven by a Marangoni spreading process. The stability or instability of the in-
terface, that is subjected to the effect of Marangoni, is usually promoted by the
gradients of concentration, viscosity, diffusivity and temperature [5].
1.7 Stability of phase boundary separating two
stationary liquids
Rayleigh-Taylor instability (RTI) occurs when a heavier fluid driven by gravity
mixes with a lighter fluid. The configuration of the heavier liquid above the
lighter one is always unstable to any infinitesimal perturbation. On the other
hand, when a heavier liquid underlies a lighter one, gravity and capillary waves
(GCW) develop, and so this configuration is always stable to small perturbations.
Taylor [144] developed a linear method to investigate the instability of the
sharp interface separating two liquids, with the heavier liquid on the top. He
showed that the interface is unstable to any initial small perturbations provided
that the amplitude of these perturbations is sufficiently smaller than the wave-
length. Rayleigh [126] separately investigated the same configuration [144], and
showed that the change of amplitude of perturbations at the horizontal plane
interface follows the expression eω t, with ω being the growth rate. For inviscid-
immiscible liquids, the dispersion relation is given by
ω2 = g
ρ2 − ρ1
ρ2 + ρ1
k − σ
ρ2 + ρ1
k3. (1.8)
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Here, ρ1 and ρ2 are the densities of lighter and heavier liquids respectively, k is
the wave number, g is the acceleration of gravity, and σ is the surface tension.
For RTI, the equation (1.8) indicates that the system is unstable (ωi > 0)
for all wave numbers k > 0 if the surface tension is disregarded. However, when
capillary forces are taken into account, the short wavelength can be stabilized.
Bellman and Pennington [15] studied the effect of surface tension on RTI. The
authors showed that the critical cut-off wave number kc, which is independent of
the viscous effects, takes the form
k2c = g
ρ2 − ρ1
σ
, (1.9)
where for k > kc the surface tension has stabilizing effect on the interface but
if the k < kc the surface tension has no effect on the unstable RTI modes. The
linear theory of the RTI has been experimentally proven [41, 96, 124].
Gravity-capillary waves develop under the effects of gravity and capillary
forces, if a lighter liquid is placed on top of a heavy liquid. It is known that the
effect of capillarity is limited to the short wavelengths, and its action is similar to
the stretched membrane, while gravity forces mainly affect the long wavelengths
[14]. The majority of the works on gravity capillary waves are concerned with a
free boundary separating air and water. There are many works devoted to this
kind of air-water interface, which are reviewed by Dias and Kharif [33], and Perlin
and Schultz [118].
The dispersion relation for gravity-capillary waves generated between two
immiscible-inviscid liquids is also given by the analytical expression (1.8). In
the case of viscous-immiscible liquids, it was found that viscosity enhances the
dissipation of gravity-capillary waves [15, 26, 93].
Recently a number of studies have focused on the use of RTI and GCW
to validate the multiphase models. Antonio et al. [25] used RTI to show the
capability of a phase-field approach to predict the development of instability
in a binary immiscible system. In their work, the classical dispersion relation
(1.8) was derived on the basis of phase-field method with zero interface thickness
assumption. For instance, the authors [34, 79] showed that the results obtained
through the phase-field method for zero interface thickness converge to the results
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of sharp interface limit.
A few works have investigated the stability of miscible systems. Most have
considered the Hele-Shaw system where the Navier-Stokes equations are reduced
to Darcy’s law [66]. Abid et al. [1] studied numerically the RTI instability using
the capillary tube, without taking into account the Korteweg surface tension. On
the bases of the Fick’s equation law, Kurowski et al. [90] investigated analytically
the instability of the interface between two semi-infinite miscible fluids. The
author assumed that the perturbations grow faster than the interface spreading,
where the base profile of concentration is defined as
C = erf
(
z√
D t
)
. (1.10)
Here, C is the concentration and D is the coefficient of the diffusion and t is time.
For inviscid liquids, the growth rate was expressed as follows
ω ≃ gR
4Dk
, (1.11)
where g is the gravity, R = ρ−1 dρ
dc
is the solutal expansion coefficient, D is the
diffusion coefficient and k is the wave number.
Vanaparthy et al. [153] and Vanaparthy and Meiburg [152] investigated linear
instability of RTI using two miscible liquids placed in a vertical capillary tube.
Gaponenko and Shevtsova [51] studied the effect of vibrations on the dynamics
of miscible interface. Hu and Joseph [73] also studied the fingering instability of
miscible interface placed in Hele-Shaw cell. Riaz and Meiburg [128] conducted a
linear stability analysis of miscible displacements in porous media. The governing
equations were written in a form that makes them suitable for porous media. It
was shown that the diffusivity has a stabilising effect on the modes with short
wavelengths.
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1.8 Shear layer: Kelvin-Helmholtz and Holm-
boe instabilities
The linear analysis of shear flow is very important to understand mixing and
transition to turbulence that occur in atmosphere, oceans and separation pro-
cesses (e.g., the separation between oil and water in the oil industry). In such
phenomena, the flow occurs in density stratified media. Both shear flow and
density stratification define the development of instability.
The homogenous shear flow is unstable owing to the Kelvin-Helmholtz insta-
bility (KHI), which is subjected to the criteria of Rayleigh [125] and Fjφrtoft
[47]. The Howard [70] condition must be satisfied in order for the KHI instability
to exist in stratified flow. For continuous velocity base profile, KHI develops if
the fluids are inviscid, however, strong viscous forces can minimize the instability
of shear flow [17, 26, 39]. According to Carpenter et al. [24], the instability of
homogenous shear flow is caused by interaction of two stationary waves mainly
invoked by vorticity. If gravitational effects are included in the shear flow, then
RTI and KHI simultaneously develop that is leading to a competition between
the shear flow and gravitational effects. Therefore, the short wavelengths modes
of RTI can be suppressed under the effect of shear flow [16, 59, 112, 164]. The
interface thickness was found to have an effect on the instability of combined
RTI-KHI; for thick interfaces the instability of the modes with long wavelengths
increases whereas it decreases at short wavelengths decreases [157, 161].
The stratifaction of the flow is defined with the Richardson number Ri =
N2/U ′2, where U ′ is the local mean velocity and N is the Vaisala frequency given
by
N(y) =
√
g
ρ
dρ
dy
. (1.12)
Here, ρ and g are the density and gravity.
Miles and Howard theorems showed that the stratified shear flow is stable for
Ri > 1/4. Holmboe [65] showed that if the thickness of the stratified profile is
much smaller than the shear layer thickness, then the flow is unstable despite
the presence of high stratification. The Holmboe instability (HI) is triggered by
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the interaction of the velocity profile ( which induces vorticity waves) with the
density profile (which induces gravity waves). There are two waves in HI, one
wave propagates in one direction with respect to the centre of the mean flow and
the other propagates in the opposite direction. The shear flow of sufficiently large
amplitude makes the flow unstable through the Kelvin-Helmholtz and Holmboe
instabilities [39].
The boundaries of the Kelvin-Helmholtz and Holmboe instabilities were later
determined for various density and velocity profiles [10, 23, 38, 61, 71, 102]. Drazin
[38] investigated stratified shear flow using a continuous velocity profile defined
by V = V0 tanh(y/δ) and a density profile defined by exp(βy). He showed that
a small amplitude disturbance is neutrally stable if the Richardson number J =
k2d2(1− k2d2) or J > Jc = 14 , with d being the length scale which represents the
width of the interface and Jc is the critical Richardson number. Maslowe et al.
[102] considered various velocity and density profiles to study inviscid stratified
flows. Baines et al. [10] used arbitrary but symmetric profiles of density and
velocity to show that HI exists if the Ri <
1
4
in a central interface of arbitrary
small thickness. The mechanism responsible for this instability is the interaction
between the two waves which is different from the mechanism of KHI. However,
if Ri >
1
4
everywhere, the flow is damped as the free waves are absorbed by the
critical layer. Carpenter et al. [23] used continuous density and velocity profiles in
the investigation of the development of both KHI and HI in the viscous stratified
flows.
The non-symmetric configuration was also investigated [95, 130]. The effects
of surface tension were investigated by Alabduljalil and Rangel [2] and the effect
of larger density contrast was also investigated [3, 12], the effect of diffusion was
considered in a number of works [60, 88, 136]. The existence of both Kelvin-
Helmholtz and Holmboe instabilities were experimentally confirmed in [67, 146,
147].
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Mathematical and physical model
This chapter presents a short review of the main approaches used for solving
multiphase systems with a focus on the phase-field model that is appropriate to
describe the evolution of binary mixtures. The thermodynamic model is defined
and the coupled Cahn-Hilliard and Navier-Stokes governing equations are also
presented.
2.1 Tracking interface methods
The most challenging task in multiphase flows is how to model the interface
between two or more phases, e.g. fluid-fluid, fluid-solid interfaces. In an at-
tempt to study a simple planar interface configuration, Taylor [144] was the first
to use a sharp interface model. He treated the interface between two immis-
cible fluids as an infinitely thin boundary endowed with physical properties.
However, this method might be impractical for solving more complex flows,
e.g., droplet breakup, coalescence and miscible liquids. A number of alterna-
tive diffuse-interface approaches were proposed in order to tackle real problems
that occur in nature and industrial phenomena [126, 151]. The fundamental idea
of the diffuse-interface approach is that the interface can experience steep and yet
smooth transition of physical quantities between two bulks of fluids [103, 120].
This approach is based on the phase-field parameter which is presented with as-
signed function φ in level set method (LS), scalar function C in Volume of Fluid
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method (VoF) and concentration (or density) in the phase-field method (PH).
The LS method was developed by Osher and Sethian [114], it treats the interface
as a zero level which is tracked by a signed distance function that is only needed
near the interface.
The level set method naturally handles strong morphological and topological
(coalescence and droplet break-up) changes very well [122]. However, the main
drawback of the LS method is that mass conservation is not guaranteed [44].
Hirt and Nichols [64] developed the Volume of Fluid (VOF) method in which the
interface is tracked through a scalar function C. Brackbill et al. [20, 35] added
surface forces, represented by a continuum surface force (CSF) model to the
VOF approach. Even though the mass is conserved in VOF, the scalar function
is however arbitrary selected, which means that some accuracy can be lost. The
LS and VoF methods are mainly used for immiscible liquids where the interface
thickness does not grow significantly during the flow evolution.
Generally, LS and VOF methods become difficult to implement for systems
near their critical points, i.e. the fluids may become miscible as the interface
thickness tends to infinity [151]. Therefore, the natural choice is the phase-field
approach which is based on the same idea as VOF and LS methods, however, the
entire domain, including the interface, is implicitly presented by a concentration
profile determined from the equations for species conservation [21]. In this work,
as we are dealing with slowly miscible liquids, the phase-field method will be
used.
The phase-field approach can be traced back to the work of Gibbs [53]. He
mathematically presented a line separating the diffuse interface into two regions
by what he called a dividing surface (or surface of discontinuity) which is defined
by micro and macroscopic forces. The Gibbs model suffered from tremendous
limitations in providing a mathematical description of these forces. Alternatively,
Van der Waals [151] assumed that the interface is smooth and the evolution of
the interface can still be determined through the thermodynamic characteristics.
He determined the thickness of the interface of a binary liquid below the critical
point and showed how this interface disappears at its critical point. After a
century, Cahn-Hilliard [21] used the van der Waals smooth interface principle to
reformulate a so-called modified Cahn-Hilliard model for investigation of spinodal
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decomposition.
A number of authors have generalized Cahn-Hilliard’s model to account for
various problems of binary and multicomponent flows [7, 18, 58, 79, 81, 99, 140].
Antanovskii [7] developed a phase-field model for nonisothermal flow to investi-
gate thermocapillary flow. In order to compute the interface thickness, he con-
sidered a binary flow with a simple planar interface with varying temperature.
A thermocapillary flow was also investigated by Jasnow and Vinal [81] using a
model developed for nonisothermal binary flows. They used the same model to
investigate the spinodal decomposition of binary fluid in a varying temperature
field. In a similar situation, Gurtin et al. [58] studied the spinodal decomposition
of binary flow but they used the model for isothermal binary flow.
Jacqmin [79] developed an isothermal phase-field model for incompressible in-
viscid binary flow, where he derived the interfacial forces in terms of concentration
gradients of a fluid component similar to the Korteweg stress. In his work, the
model was used to investigate droplet breakup, wave breaking, sloshing and mov-
ing contact lines. Lowengrub and Truskinovsky [99] presented a diffuse-interface
model that was verified through entropy production. It was used to show the dif-
ference between compressible and quasi-incompressible binary flow. In particular,
for quasi-incompressible binary flow of different densities, the authors showed that
the velocity flow in the diffuse-interface region is nonsolenoidal (~∇·~v 6= 0). They
stressed that Gibbs free energy function is the appropriate function that can be
used for deriving chemical potential energy for quasi-incompressible binary flow.
In this approach, the density is independent of the pressure which is determined
from the Navier-Stokes equations. The authors also used the model to investigate
the nucleation of both compressible and incompressible binary flows.
The phase-field models described above are particularly designed for the study
of immiscible flows, however, they are still valid for studying miscible liquids
on the same basis as the diffuse-interface concept. The phase-field approach in
miscible liquids has great importance as a result of the way the surface tension
between two miscible liquids is handled. In particular the surface tension that
arise between two miscible liquids can be presented by the Korteweg model.
Joseph [85] studied miscible liquids using a classical diffusion equation (Fick’s
law) coupled with continuity, transport and temperature-based-diffusion equa-
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tions. The transport equations were modified to account for Korteweg stress,
which considers the surface tension that arises at the interface separating two
miscible fluids. The density was assumed to be a function of concentration and
temperature but is independent of the pressure. It was also shown that the flow at
the interface may be non-solenoidal as a result of temperature and concentration
variation within the interface. His numerical results were found to be consis-
tent with the experimental data that was presented in the same work. Joseph
et al. [86] reconsidered the model of Joseph [85] to show that the relaxation
of interfacial tension (dynamical surface tension) between two miscible liquids is
proportional to 1/
√
t. The relaxation is also influenced by the Korteweg stresses
and nonsolenoidal velocity at the diffuse region. The author identified a change
of viscosity with concentration and found that there is no pressure jump result-
ing from Korteweg stress in a planar interface. The only change in pressure was
found to be due to the hydrostatic pressure resulting in the interface relaxation
with time. However, when the curvature of the interface is not zero, there is a
jump in pressure at the interface caused by Korteweg forces and the nonsolenoidal
velocity is proportional to the variation of viscosity.
The notions developed by Joseph [85] were adopted by Lowengrub and Truski-
novisky [99] in order to derive governing equations for the flow evolution within
the diffuse-interface approach. The equations include the continuity, momentum
and diffusion equations. The diffusion equation is based on thermodynamic char-
acteristics ensuring the dependence of density only on fluid components. Vorobev
[156] further extended the model of Lowengrub and Truskinovisky [99] by deriv-
ing the Boussinesq approximation of the full equations. It was shown that by
using the multiscale method, the fast quasi-compressible process can be sepa-
rated from the convective and slow diffusion processes. The current study uses
this approach to investigate the diffuse interface separating two slowly misci-
ble liquids. Although the phase-field approach represents the stress gradients’
distribution differently to the sharp interface approach, there are a number of
studies that show the phase-field method converges to its sharp interface limit
[7, 18, 81, 99, 109, 137].
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2.2 Thermodynamic model
The phase-field method describes the interface between two liquids through the
concentration (or density) field where the equilibrium state of the binary system
is defined by its free-energy function. Cahn-Hilliard [21] proposed the free-energy
function F as a function of density, concentration and concentration gradient,
given by
F (c) = F0(ρ, C) +
ǫ
2
|∇C|2, (2.1)
where C is the concentration field, defined as the mass fraction of one of the
components in the mixture, and the capillary coefficient ǫ is very small that makes
the new term everywhere negligible in the domain with the exception at locations
where there are a strong gradients of concentration, such as at interfaces. The
term F0 is the classical Landau expression of free energy function given by
F0 = a(C − Cc)2 + b(C − Cc)4, (2.2)
where a and b are constants defining the state of a system, and Cc is the concen-
tration at the critical point.
The expression (2.2) was proposed as an approximation to define a system near
its critical temperature. This expression should be then regarded as a model for a
binary mixture with homogeneous and heterogeneous states with two phenomeno-
logical parameters a and b. It can be shown that parameter a is proportional to
T − Tc, with T being the actual temperature of the system and Tc being the
critical temperature. The parameter a is negative for temperatures below the
critical point T < Tc and positive for T > Tc. In the current work the evolution
of systems both near and far from the critical point is studied.
If we assume that the binary system is incompressible in which the density ρ
is a function of concentration but is independent of the pressure P , the chemical
potential can be obtained from the free-energy function [78, 99]. The chemical
potential µ is then given as follows
µ = µ0(C) + φ(g · r)− ǫ∇2C, (2.3)
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where µ0 ≡ dF0dC is the classical chemical potential, φ(g · r) is the barodiffusion.
In this study, the evolution of miscible liquid-liquid interface within the frame-
work of the Boussinesq approximation is investigated. The concentration and
densities of a binary system are related by the following expression
ρ = ρ2(1− φC), φ ≡ ρ2 − ρ1
ρ1
, (2.4)
where ρ1 and ρ2 stand for the density of two liquids, φ is the contrast of the
density and C is the concentration.
2.3 Cahn-Hilliard-Navier-Stokes equations
The full set of the Cahn-Hilliard-Navier-Stokes equations that describe the thermo-
hydrodynamic evolution of binary mixtures were first derived by Lowengrub
and Truskinovsky [99]. One of the main features of these equations is quasi-
compressibility: even if evolution of two immiscible liquids is studied, the full
continuity equation should be used due to dependence of mixture density on
concentration. This feature makes the full set of equations hardly feasible for nu-
merical treatment, due the requirement of an extremely small time step needed
for numerical time integration in order to resolve fast quasi-acoustic motion. It
was later shown by Vorobev [156] that the full Cahn-Hilliard-Navier-Stokes equa-
tions could be simplified on the basis of the multiple-scale method by separating
fast quasi-acoustic and slow diffusive and convective processes. It was shown that
the slow evolution of binary mixtures is defined by the Boussinesq approxima-
tion, the approach is used in the current work. It is presented by the continuity
equation (2.5), momentum equation (2.6) and diffusion equation (2.7) which are
∇ · u = 0, (2.5)
ρ
(
∂u
∂t
+ (u · ∇)u
)
= −∇p+ η△u− ǫ∇2C∇C − φCg, (2.6)
ρ
(
∂C
∂t
+ (u · ∇)C
)
= α∇2µ, (2.7)
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where ρ, p, u, C are the density, pressure, velocity field and concentration.
The parameters α and η are the diffusion and viscosity coefficients, and g is
the gravity field. The momentum equation includes the so-called Korteweg force
σk = ǫ∇2C∇C, which models the effect of the surface tension on the interface
morphology.
2.4 Boundary conditions
The current study is limited to the linear stability analysis applied to a system
formed of two semi-infinite liquids. Hence the effect of boundaries can be ne-
glected, with more details presented in the next chapter for an unbounded simple
plane layer. However, it is important to present the appropriate boundary con-
ditions that generally hold for the current phase-field approach. Then for the
velocity field (u) the standard no-slip conditions can be specified,
u = 0. (2.8)
The equations for the concentration field are fourth order accurate. To exclude
the diffusive mass flux through the wall, the normal derivative of the chemical
potential must be set zero,
n · ∇µ = 0, (2.9)
where n is the unit normal to the wall. In addition, we impose the following
condition on the wall,
n · ∇C = 0. (2.10)
This condition defines the wetting properties on the wall. Since we are not inter-
ested in what happens at the wall, the idealised form of these boundary conditions
are accepted here, which simply signifies that the molecules of the wall are neutral
to the molecules of the mixture components.
The set of governing equations and boundary conditions of the current work
differ from the ones used in other studies, for example, see the references in
[51, 73, 116], where the diffusive flux is defined through the classical Fick’s law.
Even though such an assumption simplifies the consideration of the equation with
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lower order, some important effects then are lost.
2.5 Nondimensionalisation of the governing equa-
tions
In order to non-dimensionalize the governing equations we adopt the same scales
used in [156], which are velocity, pressure, and specific free energy, defined as
follows:
τ∗ =
L∗
V∗
, V∗ = µ
1
2
∗ , p∗ = ρ∗µ∗, f∗ = µ∗. (2.11)
In these formulae L∗ stands for the typical length scale. For the typical density,
ρ∗, and chemical potential, µ∗, we can accept the following values, ρ∗ = ρ2 and
µ∗ = b. In non-dimensional form the governing equations then read
∂u
∂t
+ (u · ∇)u = −∇P + 1
Re
∇2u
−Ca∇2C∇C −GrCγ, (2.12)
∂C
∂t
+ (u · ∇)C = 1
Pe
∇2µ, (2.13)
µ = Gr(γ · r) + 2AC + 4C3 − Ca∇2C. (2.14)
The non-dimensional parameters entering the above equations are the Peclet
number,
Pe =
ρ∗L∗
αµ
1/2
∗
; (2.15)
the capillary number,
Ca =
ǫ
µ∗L2∗
; (2.16)
the Reynolds number,
Re =
ρ∗µ
1/2
∗ L∗
η∗
; (2.17)
and the Grashof number,
Gr = φ
gL∗
µ∗
. (2.18)
The parameter A = a
µ∗
defines the equilibrium states of the binary system (if
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A is negative the system can be homogeneous or heterogeneous, for positive A
the binary mixture is always homogeneous in equilibrium) and φ is the density
contrast. The viscosities of mixture components are different and viscosity is in
general a function of concentration. We however assume that this difference is
small, so it does not affect the evolution of a mixture. In the definition of the
Reynolds number, η∗ can be chosen as the viscosity of one of the pure component,
e.g. η2.
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Linear stability analysis of
heterogeneous miscible system
The objective of this chapter is to reduce the original governing equations into a
set of linearized equations that might be used to form an eigenvalue problem. A
short review of the methods mostly used in the linear stability is also presented.
Using the normal modes method, the Orr-Somerfeld equations are derived and
presented with respect to 2D perturbations.
3.1 Linear instability analysis
Modal analysis is the basis of linear stability analysis of hydrodynamical sys-
tems. Its foundation dates back to the 19th Century, starting from the work
of Rayleigh and Taylor who examined the stability of parallel shear flow. This
method is specifically applied when the base flow varies in 1D, such as base
density (Rayleigh-Taylor instability and gravity capillary waves) and the base
velocity in parallel shear flows (Kelvin-Helmholtz and Holmboe instabilities).
Huerre and Monkewitz [75] show that in weakly non-parallel, flows local in-
stability analysis can also be applied because the change in the base flow occurs
at a larger length scale than the wavelength of the perturbations. As an extended
approach, Joseph [83] developed global linear instability analysis which is applied
to flows with a highly non-parallel basic state. Theofilis [145] reviewed global lin-
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ear instability analysis and provided the BiGlobal and TriGlobal terms in order
to distinguish 2D and 3D highly non-parallel base flows.
The energy method is another type of linear stability analysis, used to identify
the boundaries at which a transition occurs from linear to nonlinear instability
[143]. In fact, such a transition is not possible to detect by the classical instability
method [68, 69]. Hu and Joseph [74] extensively used the energy method to study
the effects of interfacial tension, interfacial friction and Reynolds stress in the
development of instabilities at an immiscible interfacial boundary.
Nonmodal analysis is an emerging approach as a complementary tool in lin-
ear stability analysis. In certain flows the transition from linear into nonlinear
regime occur with critical characteristics that can not be identified by modal
instability analysis. Barkley et al. [11] provide the evidence that the transient
of the threshold of energy is beyond the scope of modal methods, particularly
in spatially varying flows, such as in open flows. Schmid and Henningson [131]
showed that the dynamics of these flows cannot be determined by modal analysis,
i.e. the superposition of the stable modes may lead to energy amplification due
to the non-orthogonality of eigenfunctions. Thus, the interactions between these
functions may trigger the transition from a linear to a nonlinear regime.
In the current study, we use linear instability analysis where the method of
normal modes is employed to derive the eigenvalue problem for miscible binary
liquid.
3.2 Basic state of a plane layer
The current thermo-hydrodynamic linear instability analysis is concerned with
the study of the evolution of random small amplitude disturbances. The system
that is unstable under any type of small amplitude perturbations will experience
spontaneous instability that will grow in time until it becomes non-linear.
The normal modes are added to the base state of the parallel shear flow for
two miscible liquids with a basic configuration of the concentration and velocity
profiles depicted in Figure 3.1. In this case, the base state is thermodynamically
unstable and the free energy function has two minima for a binary mixture.
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For a stationary plane layer, the concentration C0 defines the whole system
including the interface, presented by the equation
C0 =
1
2
tanh
(y
δ
)
, (3.1)
where δ is the thickness of the interface which is defined when the system is out
of equilibrium.
Substituting the concentration profile in the equation (2.14), if the system is
at equilibrium, we obtain
µ(C0) = 2AC0 + 4C
3
0 − Ca∇2C0 = 0. (3.2)
By replacing the equation (3.1) in (3.2), the resulting equation is satisfied only
for A = ±1
2
and δ0 =
√
−Ca
A
, presents the interface thickness at equilibrium.
The surface tension (σ) applied on the interface of a plane layer at equilibrium
state [21, 151] is defined by the integral
σ =
Ca
2
∫ ∞
−∞
(
dC0
dy
)2
dy. (3.3)
Inserting the basic state profile (3.1) in the equation (3.3), we find the magnitude
of the surface tension, which is given by
σ =
Ca
3δ0
. (3.4)
For steady parallel shear flow, in addition to the concentration profile the
steady motion of the liquids is defined by the tangential velocity profile
Ux(y) = U0 tanh(
y
δu
), (3.5)
where δu is the nondimensional thickness of shear motion and U0 = V0/V∗ is the
nondimensionalised amplitude velocity of the liquids (V0 is the dimensional basic
flow).
As miscible liquids are being dealt with here, we have to show that the increase
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of the interface thickness is slower than the perturbation growth. In Appendix
8.2, it is shown that the interface thickness is linearly growing in time as δ =√
D0t ∼
√
t
P e
. In this case, the time of concentration thickness diffusion is much
slower than the exponential growth of linear perturbations in time. Thus, the
linear stability analysis can be conducted on the assumption that the basic state
of the interface is a frozen state.
U0
-U0
δu
ρ2, η2
ρ1, η1
x
y
(a)
0.5
-0.5
δ
ρ2, η2
ρ1, η1
x
y
(b)
Figure 3.1: Basic profiles of velocity (a) and concentration (b). The binary
mixture of two incompressible miscible liquids are of different densities ρ1 and ρ2
and viscosities, η1 and η2. Mixture components are separated by an interface with
thickness δ, the shear flow thickness is represented by δu. The layer is assumed
to be unbounded and the length L is chosen to be large enough to ignore its
influence in the results.
3.3 Normal mode approach
In order to predict the fate of perturbations, the normal mode approach is used to
study the linear stability of a phase boundary. In the case of stationary liquids in
an equilibrium state, the flow can be described only by the concentration profile.
For a parallel shear flow along the phase boundary, we assume that the flow is
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in the x-direction and the system obeys the velocity and concentration profiles
defined in Figure 3.1.
The small amplitude linear perturbations are proportional to ∼ exp(ikx+ikz−
iωt) which are superposed onto the base state. Thus, the components of velocity
field (u, v, w), pressure P , concentration C and chemical potential µ describing
the perturbed parallel shear flow are given by
u (x, y, z, t) = U0(y) + uˆ(y) exp(ikxx+ ikzz − iωt), (3.6)
v (x, y, z, t) = vˆ(y) exp(ikxx+ ikzz − iωt), (3.7)
w (x, y, z, t) = wˆ(y) exp(ikxx+ ikzz − iωt), (3.8)
P (x, y, z, t) = P0(y) + Pˆ (y) exp (ikxx+ ikzz − iωt) , (3.9)
C (x, y, z, t) = C0(y) + Cˆ(y) exp (ikxx+ ikzz − iωt) , (3.10)
µ(x, y, z, t) = µ0(y) + µˆ(y) exp (ikxx+ ikzz − iωt) , (3.11)
where U0, P0, C0 and µ0 respectively are the basic velocity, pressure, concentration
and chemical potential. The perturbations (uˆ, vˆ, wˆ) are the amplitudes of the
velocity field; and Pˆ , Cˆ and µˆ are respectively the pressure, concentration and
chemical potential amplitudes of the perturbed parts. Also, kx and kz are the
wave numbers in the x and z-directions, and the total wave number k is written
as
k =
√
k2x + k
2
z and λ =
2π
k
, (3.12)
with λ being the wavelength.
For stationary liquids, the basic velocity is U0 = 0. The parameter ω = ωr+iωi
is composed of the real part ωr that represents the phase speed, and the imaginary
part ωi that represents the growth/decay rate of the perturbations. If ωi > 0 the
perturbations are unstable and grow exponentially in time. The perturbations are
said to be neutrally stable only if ωi = 0. Additionally, if ωi < 0 the perturbations
decay. The perturbations develop periodically when ωr 6= 0 or aperiodically if
ωr = 0.
Rayleigh [125] developed the inflection point theory for homogenous shear
flow. The flow is unstable if the velocity profile satisfies the inflection point
condition U ′′0 (y) < 0 for the values of y in the domain of the flow. However,
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the flow may become stable under the strong criterion of Fjortoft [47] theory, in
which the inflection point occurs for such flow only if U ′′(U − Us) < 0 where Us
is the mean velocity.
In the normal modes method, the temporal modes are the solutions that grow
in time with ω being complex determined at a fixed real value of wavenumber
k. In contrast, the spatial modes are the solutions that can be determined by
considering ω real and the wave number k complex. Spatial modes are used
in the study of linear evolutions of small amplitude perturbations that grow in
space. Thus, the determination of spatial instability is based on the equations
that are mathematically nonlinear in terms of the spatial growth (or decay) rate
k. This may lead to further difficulties in solving the equations, particularly
for higher order differential equations such as the equations used in the current
study. According to Gaster [52], the spatial modes can be obtained from temporal
modes.
The aim of using linear instability analysis was based on the assumption that
transition from the linear regime to the turbulent regime is immediate. However,
it is later shown that this is not true in most flows [94, 97, 143]. Despite the linear
stability only being valid for a very short period of time, it correctly describes
the onset and early evolution of small amplitude perturbations. Its importance in
hydrodynamics is reflected in its capability to qualitatively and correctly predict
the overall flow physics that is concluded from the instability of a flow analysis
[92, 101, 131]. As an indication on its usefulness in detecting the physical growth
mechanisms and the evolvement of the perturbations, there are a large number
of studies devoted to the use and development of the linear stability theory, e.g.,
Langer [94], Lin [97], Stuart [143], Lamb [92], Chandrasekhar [26], Drazin [39],
and Schmid and Henningson [131], as well as, review papers by Maslowe [101],
Pellacani [117], Gage [49] and Carpenter et al. [24]
Having defined the basic state and the type of modes, now we can reduce
the nonlinear partial differential equations (2.5), (2.6) and (2.7) into a system of
linear ordinary differential equations with boundary conditions depending on the
specific flow configuration.
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3.4 Derivation of linear equations
In order to derive the linear differential equations of momentum, equations (3.6),
(3.7) and (3.8) are substituted into the nonlinear differential equations (2.12)-
(2.14), so that the nonlinear terms are filtered and similar terms are collected
leading to the linear differential equations
ikxuˆ+
dvˆ
dy
+ ikzwˆ = 0, (3.13)
−iωuˆ+ ikxU0uˆ+ U ′0vˆ = −ikxPˆ +
1
Re
(
d2uˆ
dy2
− k2uˆ
)
− ikxCaC ′′0 Cˆ, (3.14)
i(kxU0 − ω)vˆ = −dPˆ
dy
+
1
Re
(
d2vˆ
dy2
− k2vˆ
)
− CaC ′0
(
d2Cˆ
dy2
− k2Cˆ
)
−
CaC ′′0
dCˆ
dy
−GrCˆ, (3.15)
−iωwˆ + ikzU0wˆ = −ikzPˆ + 1
Re
(
d2wˆ
dy2
− k2wˆ
)
− ikzCaC ′′0 Cˆ. (3.16)
Making use of the continuity equation (3.13) in the equation kx × (3.14) + kz ×
(3.16), to obtain
i (U0kx − ω) idvˆ
dy
+ kxU0vˆ = −ik2Pˆ + 1
Re
(
id3vˆ
dy3
− k2 idvˆ
dy
)
− iCak2C ′′0 Cˆ. (3.17)
By derivation of the latter equation in respect to the variable y, and with some
algebraic simplifications we may obtain
i (U0kx − ω) d
2vˆ
dy2
− ikxU ′′0 vˆ = −k2
Pˆ
dy
+
1
Re
(
d4vˆ
dy4
− k2d
2vˆ
dy2
)
− (3.18)
Cak2C ′′′0 Cˆ − Cak2C ′′0
dCˆ
dy
.
Subtracting equation (3.18) from k2 × (3.15) allows us to reduce the momentum
equations into a single linear differential equation. And, by applying normal
modes to nonlinear diffusion and chemical potential equations (2.13) and (2.14),
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we obtain the set of ordinary linear differential equations
i (U0kx − ω)
(
vˆ′′ − k2vˆ)− ikxU ′′0 vˆ = 1Re (vˆiv − 2k2vˆ′′ + k4vˆ)+
Cak2
([
Cˆ ′′ − k2Cˆ
]
C ′0 − C ′′′0 Cˆ
)
+Grk2Cˆ, (3.19)
i (U0kx − ω) Cˆ + vˆC ′0 =
1
Pe
(
d2µˆ
dy2
− k2µˆ
)
, (3.20)
µˆ = 2ACˆ + 12C20 Cˆ − Ca
(
d2Cˆ
dy2
− k2Cˆ
)
. (3.21)
Here vˆ(y), Cˆ(y), and µˆ(y) represent the amplitudes of the v velocity, concentration
C, and chemical potential µ respectively.
These are the Orr-Sommerfeld kind equations of eighth order, defining devel-
opment of perturbations at the shear flow. The linear differential equations for
interface between two stationary liquids can be obtained by enforcing U0 = 0.
3.5 Three or two-dimensional instability
Squire [138] studied the stability of a viscous and incompressible flow between
parallel walls. He showed that each unstable three-dimensional perturbation is
accompanied by a more unstable two-dimensional perturbation with a smaller
critical value of the Reynolds number. This is known as Squire’s theorem.
Yih [163] used Squire’s theorem to study the fluid flow between two parallel
walls allowing the density and viscosity to vary. Pearlstein [77] extended Squire’s
theorem to investigate flows with varying temperature and solute concentration.
Yiantsios and Higgins [162] used linear stability analysis to investigate the plane
Poiseuille flow of two superposed fluids with different viscosity, where the capillary
forces were taken into account. They showed that Squire’s theorem holds only
for n >
√
m, with n being the ratio of thickness and m the viscosity ratio. More-
over, Koppel [88] showed that Squire’s theorem holds only for parallel shear flow
between two fluids with the same densities. Smyth and Peltier [135] also showed
that, for Holmboe instability, the flow is initially unstable to three-dimensional
disturbances for smaller values of Reynolds number.
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Chen and Fried [158] studied the Rayleigh-Taylor instability with phase transi-
tion. They showed that the Squire’s theorem holds, so the flow is initially unstable
to two-dimensional disturbance for small values of Weber, Froude, Voronkov and
Gurtin numbers. Similar to the Squire’s theorem, Koppel [88] provided a general
theory for miscible liquids, she showed that a 3D-dimensional perturbations is
equivalent to solve 2D-dimensional highly stratified flow for smaller Reynolds and
Prandtl numbers but higher Richardson number.
For the current system, we are not able to apply the Squire’s theorem without
investigating whether 3D perturbations are the most dangerous for given values
of the parameters Pe, Re, Gr, A and Ca. Since the present data is validated
against the classical pure RT and KH instabilities, which are initially subjected to
2D perturbations, the current analysis is limited to the stability study in respect
of 2D perturbations.
In stationary binary mixture (U0 = 0), the amplitude equations (3.19), (3.20)
and (3.21) become independent from the x-component of the wave number. The
dispersion relation is determined by the expression
ω = ω(Re, Pe,Gr, Ca, A, k). (3.22)
This is the same form of the eigenvalue problem resulting from two-dimensional
disturbances. This allows us to assume that the interface is initially unstable to
two-dimensional perturbation and the instability of the flow can be determined by
solving a 2D system. As the liquids are incompressible and the flow is irrotational,
one can use the velocity in the y−direction (vˆ) and x−direction (uˆ) in linear
differential equations (3.19) and (3.20) to obtain the new system of differential
equations in terms of the streamfunction as follows
u =
dψ
dy
and v = −dψ
dx
where ∇2ψ = 0.
The equations (3.19), (3.20) and (3.21) can be modified to the following form
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used for numerical calculations
−iω (ψ′′ − k2ψ) = 1
Re
(
ψiv − 2k2ψ′′ + k4ψ)+
ikCa
([
Cˆ ′′ − k2Cˆ
]
C ′0 − C ′′′0 Cˆ
)
+ ikGrCˆ, (3.23)
−iωCˆ − ikC ′0ψ =
1
Pe
(
d2µˆ
dy2
− k2µˆ
)
, (3.24)
µˆ = 2ACˆ + 12C20 Cˆ − Ca
(
d2Cˆ
dy2
− k2Cˆ
)
. (3.25)
This form is the Orr-Sommerfeld equation type that will be used for analysing
the stability of the interface separating two stationary miscible liquids. For shear
flow we similarly assume that the perturbations initially are two-dimensional
when viscosity, diffusion and capillary forces are included. Accounting for the
effect of the shear motion, then the equations (3.23) and (3.24) become
i(U0k − ω)
(
ψ′′ − k2ψ)− ikU ′′0ψ = 1Re (ψiv − 2k2ψ′′ + k4ψ)+
ikCa
([
Cˆ ′′ − k2Cˆ
]
C ′0 − C ′′′0 Cˆ
)
+ ikGrCˆ, (3.26)
i(U0k − ω)Cˆ − ikC ′0ψ =
1
Pe
(
d2µˆ
dy2
− k2µˆ
)
, (3.27)
In light of the above differential equations, we can see that solving the com-
plete set of linear equations is not a trivial task. Generally, one is not necessarily
required to determine v (or ψ), C and µ to obtain a clear understanding of the
flow instability mechanisms. In reality, the linear stability theory is frequently
used for determination of the dependence of the complex values of ω on the wave
number k. This dependency usually describes the dispersion relation, which is
easy to determine by means of an analytical approach if the system has a simple
configuration. Otherwise, numerical and asymptotic methods have to be used for
more complicated systems. The main concern of these methods is to identify the
type of stability or instability and its limits.
The determination of the values of ω are not straightforward because of the
complexity of the differential equations so there is a need for an appropriate
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numerical approach. The next chapter is used to develop the relevant numerical
methods from which we select the appropriate methods capable of tackling the
stiffness of the current system of equations.
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Numerical methods for linear
stability analysis
The objective of this chapter is to present the commonly used numerical meth-
ods to solve linear stability problems. To obtain the spectral properties of the
linear stability is not straightforward, as in most cases including the current prob-
lem, the differential equations are stiff. To overcome this issue there are robust
and sophisticated numerical methods including: the shooting, compound matrix,
Chebyshev collocation and finite difference methods. They are compared and two
of them are chosen for use in the next chapters.
4.1 Numerical methods to solve equations of the
Orr-Sommerfeld type
In hydrodynamic linear stability theory, numerical approaches are concerned with
the determination of the most unstable modes through solving the linear differ-
ential equations. The solution cannot be obtained in a straightforward manner
as the equations themselves are naturally stiff for some values of the parame-
ters. Also, due to a variety of factors, the solutions might become prone to lose
their orthogonality which is very important for the numerical stability and hence
the accuracy [39, 131]. The numerical methods can be classified into two main
categories:
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1. Direct integration method (local methods): explicit shooting method (ESM)
[17, 106, 149] and compound matrix method [4, 76, 111] (CMM),
2. Spectral methods and direct disctritization [6, 55, 63] (global methods):
finite difference (FDM) and Chebyshev collocation methods (CCM).
In the direct integration methods1, the ESM method can be used to solve
higher and lower order differential equations. The method of CMM is sufficient
only for solving differential equations up to the sixth order. The method of ESM
was the first approach used for solving the inviscid Rayleigh equations [106].
The CMM method was developed by Ng and Reid [111] for solving differential
equations of the fourth and then extended to the differential equations of the sixth
order. The advantage of the CMM method over ESM is that CMM preserves
the analyticity where the non-orthogonality issue can be removed as a result of
reducing the original system of equations into a new system, which has a single
solution at each boundary. This new system is then solved in a similar way to
the ESM method, but the integration is initialized with a single solution as will
be shown later.
The disadvantage of the CMM method is that the size of the system becomes
larger with the increasing order of the differential equation. That is, to solve
a differential equation of the eight order we need to solve a modified matrix of
very large size, which is not an easy task. The ESM method is used widely for
solving linear problems of hydrodynamic stability in bounded and unbounded
domains [19, 98]. It is often combined with an orthogonalization scheme such
as the Gram–Schmidt algorithm, which is very efficient in maintaining the solu-
tions orthogonality, and hence, ensuring that these solutions also remain linearly
independent during the integration process [29, 100, 149].
FDM and CCM methods are also used widely in solving boundary value prob-
lems in hydrodynamics [98, 155]. These methods are easy to implement; but the
FDM method is known to produce oscillatory solutions at particular boundary
conditions. The CCM method is mainly used for solving bounded shear flows.
1 The reader needs to be aware that both the ESM and CMM methods using shooting
procedure, however, they don’t solve the same equations as it will be shown later in this
chapter.
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Orszag [113] used the Chebyshev tau method to find the linear instability of
Poiseuille flow. The author showed that the Chebyshev approximation method
can be superior to the FDM method, as it provides a higher order of accuracy
and resolution. In particular, it requires less time and computational resources.
Voiget et al. [155] developed a spectral approach for solving ordinary and partial
differential equations. They have provided a detailed derivation of expressions for
CCM derivatives. Furthermore, the CCMmethod was used for solving unbounded
inviscid shear flow where algebraic mapping was required [40, 57, 98]. In the
current study, as we are dealing with an unbounded flow domain, it is convenient
to use one of these mapping techniques.
4.2 Shooting method for boundary-value prob-
lems
Here, we present the essentials of the boundary value problems that are relevant
to the current study. Let a general differential equation have the form
y(n) = f(x, y, y
′
, ..., yn−1) for a ≤ x ≤ b (4.1)
with the boundary conditions
(y(a), y
′
(a), ..., y(n−1)(a))T = (α1, ..., αn−1)
T
(y(b), y
′
(b), ..., y(n−1)(b))T = (β1, ..., βn−1)
T . (4.2)
In order to illustrate the method of solution, we use a homogeneous ordinary
differential equation of order n that is given by a general formula
y(n)(x) +Q1(x, λ, ω)y
(n−1)(x, λ, ω) + ...+Qn−1(x, λ, ω)y(x) = 0, xǫ[a, b], (4.3)
where Q1(x, λ),.., Qn−1(x, λ) are the coefficients which can be real or complex,
k is the real wave number and ω is the eigenvalue, and the boundaries of the
domain a and b are the real constants. The boundary conditions of the boundary
38
Chapter 4. Numerical methods for linear stability analysis
value problem are written as
yi(a, λ, ω) = y
a,k,ω
i , i = 1, 2, ..., q (4.4)
yi(b, λ, ω) = y
b,k,ω
i , i = q + 1, q + 2, ..., n, (4.5)
where i and q are integers.
The solutions of the ordinary differential equation (4.3) can be determined by
solving the system of first order differential equations of the form
dy
dx
= f(x,y, k, ω), (4.6)
where the vector y is given as
y =


y1
y2
y3
...
yn


≡


y
y′
y′′
...
y(n−1)


. (4.7)
As in most cases of boundary value problems, some boundary conditions are
not known and in order to obtain the solution, the shooting procedure is fre-
quently used. In the current work the boundary-value problems (3.23)-(3.25)
yield asymptotic solutions; which are used with the shooting method and a root
finding scheme to determine the eigenvalues.
4.2.1 Discretization
The main domain is divided into the two sub-domains [a0, m0] and [m0, b0], where
m0 is the middle point of the domain [a0, b0]. Each sub-domain is discretized into
n points, the number of which depends on the adaptive process that may lead
to the desired accuracy of the solution. The sub-domains are discretized with an
unequispaced grid. The solutions at a0 and b0 for the boundary value problem
(4.3) are given by ya0(k, ω) and yb0(k, ω).
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4.2.2 Integrator
The main part of the shooting method is the integration that can be performed
through a highly accurate scheme such as Runge-Kutta. Here, the five-stage
Runge-Kutta method that is fourth order accurate is used, the solution is given
by
yn = yn−1 +
1
2
(k1 + 4k4 + k5), (4.8)
which is determined through the scheme defined by the following system of equa-
tions 

k1 =
h
3
f(x+ h
3
,y, k, ω)
k2 =
h
3
f(x+ h
3
,y+ k1, k, ω)
k3 =
h
3
f(x+ h
3
,y+ 1
2
(k1 + k2), k, ω)
k4 =
h
3
f(x+ h
2
,y+ 3
8
k1 +
9
8
k3, k, ω)
k5 =
h
3
f(x+ h,y+ 3
2
k1 − 92k3 + 6k4, k, ω)
(4.9)
The errors that may result from the calculations are given by
e =
1
5
(k1 − 9
2
k3 + 4k4 +
1
2
k5), (4.10)
The main error (χ) can be determined through the expression
χ =
√
e21 + e
2
2 + . . .+ e
2
n. (4.11)
The initial step size h0 is then adapted at each step of integration as follows
if (χ ≤ χ0 and χ ≥ 3.125× 10−2 χ0) then h = h0,
if (χ < 3.125× 10−2 χ0) then h = 2h0,
if (χ > χ0) then h =
1
2
h0,
where h is the adapted steps size and χ0 is the tolerated error.
The current scheme provides an adaptive marching step size h with a wide
region of numerical stability. In order to plot the contours in which Runge-Kutta
methods are numerically stable, we assume that Z = f(x, y, s, k, ω) = s ω, where
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Figure 4.1: Stability regions for 2-stage, 4-stage and 5-stage Runge-Kutta algo-
rithms, where each method is stable within its own boundaries. The method that
is used for determining the shapes of stability can be found in the book of Canuto
et al. [22].
s is any real number and ω is the eigenvalues: Z can be complex for higher
order systems. Figure 4.1 illustrates the regions of numerical stability of various
Runge-Kutta schemes.
In fact the solution of equation (4.3) is the linear combination of many so-
lutions that satisfy both the equation and the boundary conditions. Assuming
that the system is symmetric and the solutions that satisfy the boundary con-
ditions at the boundary x = a are yi with i = 1, ..., q, and at x = b are yj with
j = q + 1, ..., n with i and q are integers. Thus, the matrix of these solutions at
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the middle (x = 0) is
M =


y1(x, k, ω) . . . yq(x, k, ω) yq+1(x, k, ω) . . . yn(x, λ, ω)
∂y1(x,k,ω)
∂x
. . . ∂yq(x,λ,ω)
∂x
∂yq+1(x,q,ω)
∂x
. . . ∂yn(x,k,ω)
∂x
∂2y1(x,k,ω)
∂x2
. . . ∂
2yq(x,k,ω)
∂x2
∂2yq+1(x,k,ω)
∂x2
. . . ∂
2yn(x,k,ω)
∂x2
...
...
...
. . .
...
...
∂ny1(x,k,ω)
∂xn
. . . ∂
nyq(x,k,ω)
∂xn
∂nyq+1(x,k,ω)
∂x2
. . . ∂
nyn(x,k,ω)
∂xn


For higher order differential equations, it is convenient to diagonalize the
matrix so the determinant of the eigenvalue problem is simply the product of
the diagonal elements. The eigenvalues are then obtained through solving the
following expression
φ(k, ω) = M1,1(k, ω)M2,2(k, ω) . . .Mn,n(k, ω) = 0, (4.12)
where M1,1(k, ω),M2,2(k, ω), . . . ,Mn,n(k, ω) are the diagonal elements of the di-
agonalized matrix M .
When solving higher order differential equations, the solutions can be non-
orthogonal for some parameters and to ensure the orthogonality the Gram–Schmidt
method is usually used.
The eigenvalues ω can then be calculated through a shooting method in con-
junction with a root finding method, which is applied at the middle point satis-
fying the condition φ(λ, ω) = 0.
4.2.3 Orthonormalization technique
The solutions yi, where i = 1, ..., n, are not always linearly independent, which
can lead to numerical instability. As a remedy, the Gram–Schmidt [56, 132] or
pseudo-orthogonalization [107] methods are introduced in order to enforce the
orthogonality between the base solution during the integration process.
In the current study, we use the Gram–Schmidt orthonormalization technique.
Following the method of Conte [29], the main domain [a, b] is subdivided into m
equal width h sub-domains, so that at the mesh points xi = i h we apply the
Range-Kutta scheme to obtain the base solutions Y = [y1, ..., yn]. We examine
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these base solutions at each grid point and when the base solution go beyond
the given nonorthogonality criterion we orthonormalize the base solutions. The
criterion is given as follows
min
(i,j)
cos−1
∣∣∣∣ yi · yj(yi · yi)(yj · yj)
∣∣∣∣ < α, i, j = 1, . . . , k, i 6= j. (4.13)
The angle α can vary between 0◦ and 90◦. If α = 0◦ no orthogonalisation is
performed; if α = 90◦ the orthogonalisation is required. Let xi be any point in
the domain [a, b] where orthogonality criterion is exceeded. The base solutions of
the equation (4.3) are orthonormalized by the multiplication of q× q matrices as
follows
Z(xi) = Y (xi)Pi, (4.14)
where Z(xi) is the orthogonalisation base solution, Y (xi) is the base solution and
P i is the matrix used for orthonormalization given as
P i =


P 11 P 12 . . . P 1q
0 P 22 . . . P 2q
. . .
0 0 0 P qq

 . (4.15)
From the matrix of base solutions Y (x) we can determine the elements P ij of
the matrix P (x) as follows, q positive integer.
P ij =


−(zi · yi)/(wii · wjj), if i < j
0, if i > j
1/wjj, if i = j,
(4.16)
where z and w are determined from the Gram-Schmidt recursion formulas for
orthonormalizing a set of solutions [y1, ..., yq], we use
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w11 =
√
y1 · y1, z1 = y1/w11,
t2 = y2 − (y2 · z1)z1, w22 =
√
t2 · t2, z1 = t2/w22,
...
tj = yj − (yj · z1)z1 − . . .− (yj · zj−1)zj−1,
wjj =
√
yj · yj, zj = tj/wjj, j = 1, . . . , k.
These are the main steps that can be followed when using explicit shoot-
ing method in solving a linear boundary value problem. Despite the fact that
the shooting method is known to produce accurate results, when solving bound-
ary value problems, it’s main drawback is the stiffness (which can be overcome
through a direct discretization methods).
4.3 Direct discretization methods
The equations of the Orr-Sommerfeld type can also be solved through the use
of direct discretization methods, the finite difference and spectral collocation
method [31, 113, 115]. Both Chebychev tau (CTM) and CCM methods are used
in the solution of linear stability problems. The CCM method is however more
popular in numerical treatment of Navier-Stokes equations. The accuracy of CTM
is based on the number of Chebyshev polynomials and the treatment of boundary
conditions. The CCM method is simple and similar to the FDM method in the
sense of discretisation of a continuous function on a finite interval. Its accuracy
is dependent on the number of grid points. In particular, it is proven to be an
accurate and numerically stable approach.
The fundamental idea of FDM and CCM methods for solving an eigenvalue
problem is to approximate the solutions using extrapolation, so that the solutions
must satisfy the eigenvalue problem at specific grid points. In the FDM method,
the grid points are the points in the domain separated by a fixed step size h. While
in the CCM method, the grid points are the points defined by the Chebychev-
Gauss-Lobatto formulae.
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The accuracy and convergence of both FDM and CCMmethods are dependent
on the number of grid points and the length of the plane layer. In order to remove
the influence of the length L on the results, the variable yǫ[−L, L] is mapped
into the variable xǫ[−1, 1] in which Chebyshev polynomials are continuous and
orthogonal. We have adopted the mapping formulae used by Liou and Morris
[98], which is given by
y =
x√
r2 − x2 , (4.17)
where r is the scaling factor and xǫ[−1, 1] .
Then, the metric m = dx
dy
can be obtained from the equation (4.17), we obtain
m =
(1− x2)3/2
r
. (4.18)
For better illustration of how these methods are used, a relevant example is
presented in the next section.
4.4 Implementation of the methods
It is convenient to use a relevant example in order to explain the CCM, FDM
and CCM methods. We have therefore chosen the well established parallel shear
flow problem. The flow is described by the Orr-Sommerfeld equation derived by
Betchov and Szewczyk [17]. The same assumptions are used as in the original
work; the liquids are immiscible-viscous with matched densities and they occupy
a sufficiently large 2D plane layer. For unbounded shear flow, the velocity profile
is presented by the equation U0(y) = tanh(
y
δ
). The Orr-Sommerfeld equation is
given by
(kU0 − ω)(v′′ − k2v)− U ′′0 v = −
1
Re
(
viv − 2k2v′′ + k4v) , (4.19)
where U is the velocity profile, Re is the Reynolds number, k is the wave number
and v is small amplitude of the perturbed vertical velocity. The boundary con-
ditions are v = 0 and U0(y) = ±1 and U ′0(y) = 0 at y = ±L∞, where L∞ is the
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length of the semi-infinite plane layer width. The plane layer is assumed to be
large enough that the boundary has no influence on the results. Prime (′) stands
for the y−derivative.
4.4.1 Explicit shooting and compound matrix methods
At y = ±L∞, the differential equation (4.19) has four exact solutions,
exp(±ky), exp(q1y) and exp(q2y),
where k is the real number and q1 and q2 are the roots of the characteristic
equation of (4.19) at ±L∞, which are given as follows
q1 =
√
k2 − (k + iReω) and q2 =
√
k2 + k − iReω.
The solutions are subjected to the boundary conditions, with only two valid
solutions at each boundary.
Explicit shooting method (ESM)
For the ESM method the eigenvalue problem (4.19) is solved by following the
steps described in the sections (4.2). At y → ±∞, the asymptotic solutions of
the equation (4.19) are used as the boundary conditions. Thus, at y → −∞, the
boundary conditions are
f =


1
k
k2
k3

 exp(ky) and f =


1
q1
q21
q31

 exp(q1y), (4.20)
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and the boundary conditions at y → +∞ are given by
f =


1
−k
k2
−k3

 exp(−ky) and f =


1
−q2
q22
−q32

 exp(−q2y). (4.21)
For simplicity, the boundary value problem can be converted to the matrix
form given by the following expression
df
dy
= Af , (4.22)
where f = (v0, v1, v2, v3)
T = (v, v′, v′′, v′′′)T and the matrix A is given by
A =


0 1 0 0
0 0 1 0
0 0 0 1
A41 0 A43 0

 , (4.23)
with A41 = −(ik2Re(U0k − ω) + U ′′Re + k4) and A43 = 2k2 + iRe(U0k − ω).
By making use of these equations and the Range-Kutta methods given above,
we can obtain the determinant that allows us to find the eigenvalues of the Orr-
Sommerfeld problem. It is given by
D =
∣∣∣∣∣∣∣∣∣∣
v1,−L v2,−L v1,L v2,L
v′1,−L v
′
2,−L v
′
1,L v
′
2,L
v′′1,−L v
′′
2,−L v
′′
1,L v
′′
2,L
v′′′1,−L v
′′′
2,−L v
′′′
1,L v
′′′
2,L
∣∣∣∣∣∣∣∣∣∣
. (4.24)
In conjunction with Muller’s method, the eigenvalues can be determined for
various values of Re. Here, it was noticed that the exact solutions of the equation
(4.19) at ±L∞ are orthogonal over the interval [−L∞, L∞] during the integration
process. Thus, there was no need for orthonormalization scheme. However, for
some problems this issue may arise as shown in the next chapters.
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Compound matrix method (CMM)
The Compound matrix method (CMM) was developed by Ng [110] in order to
overcome the issue of dependent eigenfunctions that are usually common in ESM.
In its essence, the original linearised governing equations are modified to a new
boundary value problem with a single vector at each boundary. The integration
process, however, is the same as in ESM.
The new system used with the CMM method, is given by
Aψ = Bφ. (4.25)
Here, φ is a column vector and B is a 6×6 matrix with the elements formed from
the matrix A defined in (4.23). The matrix A is
B =


A11 + A22 A23 A24 −A13 −A14 0
A32 A11 + A33 A34 A12 0 −A14
A42 A43 A11 + A44 0 A14 A13
−A31 A21 0 A22 + A33 A34 −A24
−A41 0 A21 A43 A22 + A44 A23
0 0 −A41 A31 −A42 A33 + A44


.
Using the asymptotic solution, the modified initial conditions are given as
φ±L = (φ±L0 , φ
±L
1 , φ
±L
2 , φ
±L
3 , φ
±L
4 , φ
±L
5 )
T . (4.26)
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Here
φ±L0 =
∣∣∣∣∣∣∣
v1,±L v2,±L
v′1,±L v
′
2,±L
∣∣∣∣∣∣∣ = (q ± k), φ
±L
1 =
∣∣∣∣∣∣∣
v1,±L v2,±L
v′1,±L v
′
2,±L
∣∣∣∣∣∣∣ = q
2 − k2,
φ±L2 =
∣∣∣∣∣∣∣
v1,±L v2,±L
v′′1,±L v
′′
2,±L
∣∣∣∣∣∣∣ = ±q
3 ± k3, φ±L3 =
∣∣∣∣∣∣∣
v1,±L v2,±L
v′′′1,±L v
′′′
2,±L
∣∣∣∣∣∣∣ = kq
2 ± qk2,
φ±L4 =
∣∣∣∣∣∣∣
v′1,±L v
′
2,±L
v′′1,±L v
′′
2,±L
∣∣∣∣∣∣∣ = kq
3 − qk3, φ±L5 =
∣∣∣∣∣∣∣
v′′1,±L v
′′
2,±L
v′′′1,±L v
′′′
2,±L
∣∣∣∣∣∣∣ = ±k
2q3 ± q2k3.
The expression of eigenvalue D(k, ω) is given by the Evans function [42, 43]
Det(k, ω) = φ−0 φ
+
5 − φ−1 φ+4 + φ−2 φ+3 + φ−3 φ+2 − φ−4 φ+1 + φ−5 φ+0 , (4.27)
where φ− and φ+ are the vectors obtained after integration from the left and right
sides towards the middle of the plane layer. A root finding algorithm is used in
order to find the eigenvalues ω versus the wave number values k. This method is
efficient for solving the system of equations of up to sixth order.
4.4.2 Finite difference and Chebyshev collocation meth-
ods
For numerical implementation, the Orr-Sommerfeld equation can be modified to
the following expression
(D2 − k2)(D2 − k2)v + iReU ′′0 v −Re iU0(D2 − k2)v = c(D2 − k2)v, (4.28)
where D2 = d
2
dy2
is the second derivative and c = ω/k is the eigenvalue. The
mapped form of the equation (4.28) in the domain [−1, 1] is
(m2G(2) +m′mG(1) − k2v)(m2G(2) +m′mG(1) − k2v) + iReU ′′0 v −
iReU0(m
2G(2) +m′mG(1) − k2v) = λ((m2G(2) +m′mG(1) − k2v). (4.29)
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Here, (·)′ = d
dx
, G(1) is the discretization of the first derivative dv
dx
, G2 is the
discretization of the second derivative d
2v
dx2
and G(4) is the discretization of the
fourth derivative d
4v
dx4
. These terms will be presented in the next subsections
accordingly to the methods of discretization CCM or FDM.
The eigenvalue problem then can be written as follows
Av = CBv. (4.30)
Where A and B are the matrices that can be determined using either FDM or
CCM, C contains the eigenvalues and v is the vector of the eigenfunctions of the
system. The equation (4.30) is a well known form of the generalized eigenvalue
problem and can be solved through the algorithm QR of LAPACK library, which
is available in both Fortran and MATLAB.
Finite difference method (FDM)
In the case of the FDM method, the derivatives in equation (4.19) are approxi-
mated by using the finite difference analogues of the second order
G(1) =
vj+1 − vj−1
2h
, (4.31)
G(2) =
vj+1 − 2vj + vj−1
h2
, (4.32)
G(4) =
vj+2 − 4vj+1 + 6vj − 4vj−1 + vj−2
h4
, (4.33)
where h = 2
N
is the step size and j = 1, ..., N with N being a positive integer
representing the number of grid points in the domain [−1, 1].
Chebyshev collocation method (CCM)
The CCM method is similar to the FDMmethod, however there is a key difference
in determining the matrices in each method. The matrix obtained from the FDM
method is filled only by the elements near the diagonal while the matrix obtained
from the CCM method consists of all non-zero entries. In the CCM method,
the grid points are defined by the Chebyshev-Gauss-Lobatto quadrature formula
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given by
xi = cos
(
2jπ
N
)
, (4.34)
where j = 0, 1, ..., N where N is a positive integer.
The solutions are just the interpolant v(x) = v presented by the unique La-
grange polynomial of degree N , given by
v(x) =
∑N
j=1
∏N
k=0,k 6=j(x− xk)∏N
k=0,k 6=j(xj − xk)
vj , (4.35)
where v is evaluated only at the grid points, and hence, the derivatives must be
evaluated also at the same grid points in terms of the grid values of the functions
vj . Thus, the q
th derivative of v is given by
v(q) =
∑N
j=0
G
(q)
k,jv(xj), j = 0, ..., N (4.36)
where G(q) = d
qv
dxq
, so the first derivative G(1) can be obtained from the differenti-
ation of the interpolation polynomial (4.35) q times, written as
G
(1)
k,j =
ck(−1)k+j
cj(xk − xj) , (4.37)
G
(1)
k,k =
xk
2(1− x2k)
, (4.38)
G
(1)
0,0 = −G(1)N,N =
2N2 + 1
6
, (4.39)
where c0 = cN = 2, cj = 1, j = 1, ..., N − 1.
Omitting complicated calculations, the elements of matrices of the second
order G(2) and forth order G(4) derivatives can be calculated simply using expres-
sions (4.37), (4.38) and (4.39), we obtain the following
G
(2)
j,k =
N∑
k=0
G
(1)
j,kG
(1)
k,j, j = 0, ..., N, (4.40)
G
(4)
j,k =
N∑
k=0
G
(2)
j,kG
(2)
k,j, j = 0, ..., N. (4.41)
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ωi of FDM ωi of CCM ωi of FDM ωi of CCM
N r=1 r=1 r=2.5 r=2
16 0.16584751 0.16121641 0.16139561 0.16177449
32 0.16665203 0.16176490 0.16157402 0.16172146
64 0.16350713 0.16172150 0.16168631 0.16172162
80 0.16282323 0.16172169 0.16170001 0.16172162
128 0.16204974 0.16172162 0.16171238 0.16172162
Table 4.1: Convergence of maximum growth rate ωi dependent on the number of
grid points N and scale ratio r. The data is obtained through Finite difference
(FDM) and Chebyshev collocation (CCM) for k = 0.45 and Re = 50. The values
obtained by using ESM and CMM methods respectively are ωi = 0.16177427 and
ωi = 0.16172162.
It is easy to note that after applying the mapping equations, the same form of
the eigenvalue problem (4.29) is obtained which leads to the same generalized
eigenvalue problem (4.30). Hence, it follows the same procedure to calculate the
eigenvalues and eigenfunctions. Also, it can be noted that the advantage of FDM
and CCM is that the eigenfunctions v are orthogonal and obtained simultaneously
with eigenvalues c.
4.5 Validation of the methods
The aim is now to identify the capability and limits of the numerical methods
described above. Based on accuracy and numerical stability, the appropriate
methods will be chosen for conducting calculations in the next chapters.
Both the FDM and CCM methods are dependent on the effect of the scaling
factor r and the number of grid pointsN . We conduct a comparison study in order
to determine the one that performs better. The effect of the scaling parameter r
had already been investigated by Liou and Morris [98] through the second order
differential equation (Rayleigh equation), the values of r are presented in the
table 4.2. Here, we attempt to check whether their values of r can still generate
accurate results when the technique is applied to the fourth order differential
equation.
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Figure 4.2: (a) illustrates the spectra curves of most unstable modes of inviscid
parallel shear flow. (b) presents the eigenfunctions of small amplitude perturba-
tions that grow at the parallel shear layer ωi = 0.1897 and wave number k = 0.45.
Table 4.1 illustrates the data obtained for FDM and CCM methods and their
dependency on the number of grid points N and scaling factor r. The data
produced from ESM and CMM also are compared. One may note that, when
r = 1, the most unstable mode converges at N ∼ 80 if CCM is used and a higher
number of grid points if FDM is used. The situations can be improved for CCM
when r = 2, for which the growth rate of the most unstable mode converges at
a lower number of grid points about N ∼ 32, whereas the value of ωi of FDM
converges for N > 128 .
Based on these observations, we choose the CCM and ESM methods to con-
duct the calculations in the next chapters. In particular, for differential equations
of the eight order, ESM becomes more complicated to use. In addition, it fails to
produce results for small or large values of some parameters (e.g., large Re, Pe
and small value of Ca). With both CCM and ESM in hand, we will be able to
obtain more reliable results.
Figure 4.2 (a) presents the spectra of shear flow instability obtained through
using both CCM and ESM methods. It is showing that they are capable of
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accurately producing spectra of most unstable modes. The results for ESM are
obtained for inviscid liquids presented by the second order differential equation.
The reduction of the order of the equation is required in order to obtain solutions
of inviscid liquids because when dealing with viscous liquids we have to solve a
fourth order differential equation in which the SEM method is unable to produce
the results for Re > 80. For this value the solutions are far away from converging
to the inviscid case. However, the CCM method does not suffer from the issue of
stiffness when solving the differential equation of fourth order. The data obtained
from the CCM method converges to inviscid results for Re ∼ 500. Figure 4.2 (b)
shows the eigenfunction of the unstable mode of KHI. The curves are the vectors
v obtained from solving the eigenvalue problem (4.30).
The numerical issues confronted when solving the equations developed in
Chapter 3, are related to the value of capillary number Ca and phase param-
eter A. When using the ESM method, the singularity (floating point) develops
if the capillarity parameter Ca = 0 and phase parameter A < 0. This partic-
ular issue was overcome through the use of the Taylor expansion. However, a
significant loss of accuracy can be incurred if attention is not paid to a particular
degree of the series. It was found that the SEM performs better than CCM for
small values of the interface thickness δ ≤ 0.01.
The main drawback of ESM is that it cannot solve the boundary value problem
for larger values of Pe, Re or very small values of Ca. Hence, the solutions are
obtained through the parametrization approach, i.e. the order of boundary value
problem can be reduced if the liquids are inviscid or immiscible. In the case of
the CCM method, we are able to solve the boundary value problem without a
need for parametrization. However, this method is unable to produce accurate
solutions for δ ≤ 0.01.
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Sharp interface approach
In this chapter, we introduce the sharp interface method through studying some
of the classical problems. The focus here is on writing the dispersion relations in
terms of phase-field parameters. These expressions will be used for validation in
the next chapters.
In sharp interface method, the phase boundary is presented by an infinitely
thin interface separating two fluids. Its basic idea is that the Navier-Stokes equa-
tions can be solved separately for each fluid and then the solutions must satisfy
the boundary conditions at the interface.
5.1 Linear instability of a thin planar interface
The linear stability analysis is used to derive the dispersion relation for normal
modes that grow or decay at the sharp interface. A generic case is represented by a
simple plane layer with two superposed liquids which are in relative shear motion.
In the first instant the small amplitude linear equations will be derived, after
which the Rayleigh-Taylor (RTI), Kelvin-Helmholtz (KHI) instabilities and the
gravity-capillary waves (GCW) problems will be used to reproduce the classical
results [15, 26, 93]. Here, the results are obtained within the frame work of the
Boussinesq approximation.
The liquids are presumed to be immiscible and incompressible separated by a
sharp interface. The upper liquid 1 of constant density ρ1 and viscosity coefficient
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η1 stands over liquid 2 of constant density ρ2 and viscosity coefficient η2. Fur-
thermore, the liquids are assumed to have the same constant kinematic viscosity
ν. The liquids are also assumed to be in parallel shear motion where the upper
liquid moves with the speed (U0) and the liquid underneath flows in opposite
direction with (−U0). Small amplitude perturbations ∼ exp(i kxx + i kyy − ω t)
are introduced to the base state of the flow in order to linearise the equations of
motion. The equations of motion describe incompressible viscous binary mixtures
are given by
ρ
[
∂u
∂t
+ (u · ∇)u
]
= −∇P + η∇2u+ gρ γ, (5.1)
∇ · u = 0. (5.2)
Here u, η, g, P , ρ and γ are the velocity field, viscosity coefficient, acceleration
of the gravity, pressure, density and the normal in z-direction respectively.
The momentum and continuity equations (5.1) and (5.2) can be rewritten in
Cartesian coordinates as follows
ρ
(
∂u
∂t
+ U0
∂u
∂x
)
= −∂p
∂x
+ η∇2u, (5.3)
ρ
(
∂v
∂t
+ U0
∂v
∂x
)
= −∂p
∂x
+ η∇2v, (5.4)
ρ
(
∂w
∂t
+ U0
∂w
∂x
)
= −∂p
∂z
+ η∇2w − g ρ, (5.5)
∂u
∂x
+
∂v
∂y
+
∂w
∂z
= 0, (5.6)
where u, v and w are the velocities in the x, y and the z-directions respectively,
and η is the viscosity coefficient.
Substituting the normal modes (exp(kxx + kyy) − iωt)) in equations (5.3),
(5.4), (5.5) and (5.6), we obtain the linearized differential equations given by
ikxp
′ = −i(U0kx − ω)ρu+ η
(
∂2u
∂z2
− (k2x + k2y)u
)
, (5.7)
ikyp
′ = −i(U0kx − ω)ρv + η
(
∂2v
∂z2
− (k2x + k2y)v
)
, (5.8)
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i(U0kx − ω)ρw = −∂p
′
∂z
+ η
(
∂2w
∂z2
− (k2x + k2y)w
)
, (5.9)
i kx u+ i ky v = −∂w
∂z
. (5.10)
Combining the equations (5.7)-(5.10), we obtain the pressure perturbation p′,
which is given by
p′
ρ
= i
(U0kx − ω)
k2
∂w
∂z
+
ν
k2
(
−k2∂w
∂z
+
∂3w
∂z3
)
. (5.11)
In order to get rid of the pressure term p′, we insert the equation (5.11) into the
equation (5.9), then we obtain the fourth order differential equation expressed as
i(U0kx − ω)w = ν
(
∂2w
∂z2
− k2w
)
− i (U0kx − ω)
k2
d2w
dz2
− ν
k2
(
∂4w
∂z4
− k2∂
2w
∂z2
)
.(5.12)
The solution of equation (5.12) is the linear combination of the fundamental
solutions
exp(−k z) and exp(−q1 z) for z > 0, (5.13)
exp(k z) and exp(q2 z) for z < 0, (5.14)
where
q1 =
√
k2 + i(U0kx − ω)/ν and q2 =
√
k2 − i(U0kx + ω)/ν.
5.2 Boundary conditions
At the sharp interface the boundary conditions are given by
u1 = u2, (5.15)
(p1 − p2)ni = (τ1,ij − τ2,ij)nj + σ( 1
R1
+
1
R2
), (5.16)
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where u is the velocity field, p1 and p2 are the total pressures at the sides of the
interface, τ1 and τ2 are the shear or normal stresses. Here, i, j = 1 . . . 3 and ni is
the unit vector normal to the interface.
Since the small amplitudes are only dependent on z, then the coordinate of
normal vector is n = (0, 0, 1). By projecting the boundary conditions, we obtain
w1 = w2, u1 = u2 and v1 = v2, (5.17)
τzx,1 = τzx,2 and τzy,1 = τzy,2, (5.18)
−p1 + 2 η1∂w1
∂z
= −p2 + 2 η2∂w2
∂z
− gρ′ + σ
(
1
R1
+
1
R2
)
. (5.19)
Using the continuity equation and normal modes, the boundary conditions
can be written as follows
w1 = w2, (5.20)
∂w1
∂z
=
∂w2
∂z
, (5.21)
η1(
∂2
∂z2
+ k2)w1 = η2(
∂2
∂z2
+ k2)w2. (5.22)
However, as the distortion of the shape of the interface ξ is small,
(
1
R1
+ 1
R2
)
can be approximated as
(
∂2ξ
∂x2
+ ∂
2ξ
∂y2
)
. Thus, equation (5.19) becomes
−p′1 + ρ1g ξ + 2 η1
∂w1
∂z
= −p′2 + ρ2gξ + 2 η2
∂w2
∂z
− σ (k2x + k2y) ξ, (5.23)
where ρ1,2 and p
′
1,2 are the densities and perturbed pressures of the liquids 1 and
2 at the interface.
The liquids are in realtive shear motion and the velocity U exprience a sharp
change from one liquid to the other one. The continuity of matter presumes that
the following equation must be satisfied at the interface [26],
∂ξ
∂t
+ U
∂ξ
∂x
= ws (5.24)
where ws is the velocity of the interface and U is either U0 or −U0. This equation
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allows us to write the following expression for ξ as
ξ =
1
2
[
w1
U0kx − ω +
w2
−U0kx − ω
]
(5.25)
5.3 Stationary, inviscid and immiscible liquids
We now consider two superposed inviscid liquids that are initially stationary
(U0 = 0). Within a liquid domain at a point far from the interface, the equation
(5.12) can be reduced to (
∂2w
∂z2
− k2w
)
= 0, (5.26)
which yields the solution
w = A exp(−kz) +B exp(kz), (5.27)
where A and B are arbitrary constants. The solution must vanish at z → ±∞
which can be satisfied by making the appropriate choice of A and B giving the
following solutions
w1 = B exp(kz) z → −∞, (5.28)
w2 = A exp(−kz) z → +∞. (5.29)
Matching these solutions at the phase boundary and making use of the equation
(5.23), we obtain the following analytical dispersion expression
ω =
√
gk
ρ1 − ρ2
ρ2 + ρ1
− k
3σ
ρ2 + ρ1
. (5.30)
The non-dimensionalisation process is shown in Appendix B. 1. The equation in
non-dimensional form is then given by
ω2 =
1
2
Grk +
Ca
6δ
k3, (5.31)
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where Gr is the Grashof number, k is the wave number, Ca is the capillary
number and δ is the thickness of the interface. Here, we presume that that Ca
and δ tend to 0.
Expression (5.31) is the dispersion relation, indicating that, when the heavier
liquid is superposed on the lighter one with Gr < 0, the sharp interface is always
unstable, while the capillary forces stabilize the modes with short wavelengths.
In the case where a heavier liquid underlies a lighter one (Gr > 0), the sharp
interface is always stable and exhibits gravity-capillary waves propagating with
a phase speed ωr/k.
5.4 Stationary, viscous and immiscible liquids
Here again we assume that the liquids are initially assumed stationary (U0 = 0)
and the viscosity is important. Because the kinematic viscosity ν of liquids is the
same, so that, far from the interface the equation (5.12) becomes
[
1 + i
ν
ω
(
∂2
∂z2
− k2)
](
∂2
∂z2
− k2
)
w = 0, (5.32)
which satisfys the following fundamental solutions
w1(z) = A1 exp(−kz) +B1 exp(−qz) for z > 0, (5.33)
w2(z) = A2 exp(kz) +B2 exp(qz) for z < 0, (5.34)
where A1, A2, B1 and B2 are the constants of integration.
Substituting the last two equations in the boundary equations (5.20), (5.21),
(5.22) and (5.23), we obtain the system of linear equations
A1 +B1 = A2 +B2, (5.35)
k A1 + q B1 = −k A2 − q B2, (5.36)
2k2A1 + (q
2 + k2)B1 = 2k
2A2 + (q
2 + k2)B2. (5.37)
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As U0 = 0, the equation (5.23) can be simplified to{[
ρ2 − iη2
ω
(
∂2
∂z2
− k2
)]
∂w2
∂z
}
z=0
−
{[
ρ1 − iη1
ω
(
∂2
∂z2
− k2
)]
∂w1
∂z
}
z=0
(5.38)
+
2i
ω
(
η2
∂w2
∂z
− η1∂w1
∂z
)
= −k
2
ω2
{
g (ρ1 − ρ2) + k2σ
}
(w1 + w2)
Inserting the solutions w1 and w2 in (5.38) and dividing it by ρ1 + ρ2, we
obtain
k
ρ2
ρ1 + ρ2
A2 − k ρ1
ρ1 + ρ2
A1 =
gk2
2ω2
(
ρ1 − ρ2
ρ1 + ρ2
+
k2σ
g
)
(A1 +B1 + A2 +B2)+
k2ν
ω
ρ1 − ρ2
ρ1 + ρ2
(k A1 + q B1 − k A2 − q B2). (5.39)
The latter equation can be rearranged to
(
R0
2
−Q− iω
)
A1 +
(
R0
2
−Q− q
k
)
B1 =
(
−R0
2
−Q+ iω
)
A2+(
R0
2
−Q− q
k
)
B2, (5.40)
where R0 = − gk2iω
(
φ
2
− σk2
(ρ1+ρ2)
)
, Q = −k2νφ/2 with ρ1
ρ1+ρ2
∼ 1
2
(1 − φ/2) and
ρ2
ρ1+ρ2
∼ 1
2
(1 + φ/2).
The equations (5.35)-(5.37) and (5.40) constitute a system of homogeneous
algebraic equations with four unknown constants A1, A2, B1 and B2. The non-
trivial solution of this system exists only if the determinant of the resulting matrix
equals zero
(
R0 + ν(q
2 − k2)) (q + k)− ν2(1 + φ/2)(1− φ/2)(q − k)(q + k)k = 0, (5.41)
where q =
√
k2 + iω/ν.
The non-dimensionalisation process is shown in Appendix B. 2. Thus the
equation in non-dimensional form is given by
−q(q + k)(q − k)
2
Re2
=
1
2
Grk +
Ca
6δc
k3, (5.42)
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where the root q becomes q =
√
k2 + iReω, and Ca, Re and Gr are defined in
(2.16)-(2.18).
Muller’s method is used to obtain the roots ω of the equation (5.42) as a func-
tion of the wave number k. The results are presented in the next two subsections
for both the Rayleigh-Taylor instability and gravity-capillary waves.
5.4.1 A heavier liquid set on top of a lighter one: Gr < 0
The data presented in Figure 5.1 are obtained from the dispersion relations (5.31)
and (5.42). In this case, the liquids at the base state are motionless and satisfy
the Rayleigh-Taylor instability (RTI) if Gr < 0 (the heavier liquid stands over
the lighter one). As expected, the eigenvalues ω are purely positive imaginary
indicating that the interface is unconditionally unstable. This also shows that
the growth rate ωi decreases by decreasing the values of Gr, there no RTI modes
exist when the densities of the liquids are matched (Gr = 0).
In addition, the viscous forces may significantly reduce the instability of the
interface at short wavelengths. The viscous effect alone cannot make the interface
completely stable as indicated in Figure 5.1 (a). Figure 5.1 (b) shows that the
capillary forces are capable of stabilizing the growth of modes. The cutoff wave
number for which the inviscid interface becomes stable (ωi ≤ 0) can be worked
out from equation (5.31)
kc =
√
−3δGr
Ca
, (5.43)
where Gr < 0.
The expression (5.43) agrees with the data shown in Figure 5.1(b). In par-
ticular, it shows that the cutoff wave number kc is independent of the Reynolds
number Re that is at fixed Ca = 0.01. For Re = 10 and R = ∞, the cutt-off
values kc are identical.
The eigenfunctions are presented in Figures 5.1 (c) and (d) show the effects
of Re and Ca, where the curves are plotted for k = 1.5. The solutions are purely
real and normalised by their maximum values. One may note that the width y
of the amplitude vr in inviscid liquids is larger than in viscous liquids.
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A heavier liquid underlying a lighter one: Gr > 0
Figures 5.2 and 5.3 present the dispersion relations obtained from the equations
(5.31) and (5.42) for gravity-capillary waves (Gr > 0). The perturbations develop
into stable waves if the liquids are inviscid. Viscosity introduces dissipation lead-
ing to the decay of waves (Figure 5.2 (a,b)). The short waves decay aperiodically
(ωr = 0) with two different ways of decay, the viscous (fast) and the creeping
(slow) modes.
Figure 5.2 (c,d) illustrates the effect of capillarity on the immiscible viscous
interface. The data reveals that the capillarity retards the appearance of the
aperiodically decaying modes to short wavelengths that are then replaced by
capillary waves. Figure 5.3 (a,b) also shows that the development of the gravity
waves depends on the strength of gravity forces so that no gravity waves can exist
if Gr = 0.
The eigenfunctions are illusrated in Figures 5.3 (c,d) presenting the decay of
the periodic and aperiodic waves, where they are normalised by their maximum
values. Figure 5.3 (c) illustrates how an aperiodic mode (k = 2.9) decays. Figure
5.3 (d) illustrates the effect of Gr on the amplitude functions for the mode k =
0.5. It shows that the imaginary part decreases and the real part increases with
increasing values of Gr.
5.5 Parallel shear flow of two inviscid liquids
Now we consider the shear motion of two inviscid miscible liquids. The veloc-
ity of the shear motion is continuous, so equation (5.23) can be reduced to the
expression
−(U0 kx + ω)2 ρ2
ρ1 + ρ2
− (U0 kx − ω)2 ρ1
ρ1 + ρ2
=
−gk
2
(
ρ2 − ρ1
ρ1 + ρ2
− σ k
2
(ρ2 + ρ1)
)
.
(5.44)
This is a quadratic equation and it is easy to obtain its roots, which are given by
ω = −1
2
kxU0φ∓
√
1
2
g kφ+ σ k2/(g(ρ1 + ρ2))− k2xU20 (1−
φ
2
)(1 +
φ
2
). (5.45)
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Knowing that φ << 1 and making use of the phase-field scaling parameters, the
equation (5.45) becomes
ω =
√
1
2
Gr k +
Ca k3
6δ
− k2xU20 . (5.46)
The expression (5.46) indicates that the growth rate is purely imaginary for Gr <
0 provided that Ca = 0. However, when Ca 6= 0, the interface can be completely
stabilized if the following condition fulfilled
U0 <
(
CaGr
3δ
)1/4
. (5.47)
5.6 Parallel shear flow of two viscous liquids
Finally, the dispersion relation describing the growth or the decay of small am-
plitude perturbations can be determined from the boundary conditions (5.20),
(5.21), (5.22), (5.23) and (5.25). They are written in terms of the perturbation
parameters as follows
A1 +B1 = A2 +B2, (5.48)
−kA1 − q1B1 = kA2 − q2B2, (5.49)
(1− φ
2
)(k2A1 + (k
2 + q21)B1) = (1 +
φ
2
)(k2A2 + (k
2 + q22)), (5.50)
(
R1
2
+ i(U0kx − ω)−Q)A1 + (R1
2
− q1
k
−Q)B1 =
(−R2
2
−Q+ i(U0kx + ω)−Q)A2 + (R1
2
− q2
k
−Q)B2, (5.51)
where A1, B1, A2, B2 are constants and Q = −12φk2ν. The terms R1 and R2
respectively are
R1 = −gk
2
(
1
2
φ− σk
2
g(ρ1 + ρ2)
)
1
i(U0k − ω) , (5.52)
R1 =
gk
2
(
1
2
φ− σk
2
g(ρ1 + ρ2)
)
1
i(U0k + ω)
. (5.53)
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The determinant of the linear system of the equations (5.48), (5.49), (5.50) and
(5.51) must vanish. Using the fact that φ → 0, the expression of the dispersion
relation becomes
(
R1 +R2 + ν(q
2
1 − k2) + ν(q22 − k2)
)
(ν(q2 + k))
+2ν−2(q1 + k)(q2 + k)k = 0, (5.54)
Substituting the terms R1 and R2 and the scaling parameters (2.11) in equation
(5.54), the dispersion relation in nondimensional form becomes
−(q
2
1 − k2)(q22 − k2)
Re2
(
4(q1 + k)(q2 + k)k
(q1 + q2 + 2k)(q21 + q
2
2 − 2k2)
+ 1
)
=
1
2
Grk +
Cak3
2δ
. (5.55)
One may note that equation (5.55) converges to one of the previous expressions
for the limiting values of Re and U0. In particular for the interface between two
inviscid immiscible liquids (R→∞ and U0 = 0), the dispersion relation (5.31) is
recovered. Similarly, for finite Re and U0 = 0 the equation (5.42) for a viscous-
immiscible plane layer is also recovered. Also, when Re → ∞ but U0 > 0, the
equation (5.55) can be reduced to a quadratic equation that allows us to work
out the dispersion relation (5.46).
The solutions of equation (5.55) are shown in Figures 5.4. It shows how
viscosity and capillarity affect the instability of the sharp interface subject to
shear motion. One may note that the interface is unconditionally unstable as
long as Ca = 0 and Gr < 0. In contrast to the case of the stationary base flow
(U0 = 0), the viscosity just slightly reduces the instability of the sharp interface.
However, the interface becomes stable if inequality (5.47) is satisfied.
When the sharp interface between two liquids is subjected to shear motion
with the heavier liquid underlies a lighter one, both KHI amd HI instabilities may
develop. The data of these type of instabilities are often presented by neutral
curves. Here, we are not able to produce the neutral stability curves as the
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interface is always unstable at short and long wavelengths. We will therefore
conduct our analysis on data presented by the growth rates of modes similar to
stationary liquids.
Figures 5.4 illustrates the effects of viscosity and shear motion. It is showing
that both types of Kelvin-Helmholtz (KHI) and Holmboe (HI) instabilities de-
velop if the sharp interface is subjected to shear motion. In the case of inviscid
liquids, the KHI modes only develop at the interface as indicated in Figure 5.4
(a,b). However, the short wavelengths of KHI can be transformed into the Holm-
boe instability if the viscosity effect is introduced (Figure 5.5 (a,b)). Figures 5.5
(c,d) show the dependency of the KHI and HI on the values of the base velocity
U0. It is showing that the instability increases by increasing the value of velocity
of the shear flow.
5.7 Conclusion
We reproduced the classical results for sharp interfaces separating two immiscible
liquids through the use of the Laplacian approach and linear instability analysis.
Gravity-capillary waves, Rayleigh-Taylor and Kelvin-Helmholtz instabilities were
investigated.
The interface is always unconditionally unstable when the immiscible inviscid
heavier liquid stands over the lighter one. The capillarity stabilises the modes
that develop at short wavelengths. Also, the instability of the interface can be
significantly reduced if the liquids are viscous. If the heavier liquid underlies the
lighter one, the interface is always unconditionally stable with the development
of gravity-capillary waves. The waves may decay monotonically if the liquids are
viscous.
We also investigated the effect of shear motion on the instability of the sharp
interface separating two superposed immiscible liquids. We found that the com-
bination of Rayleigh-Taylor and Kelvin-Helmholtz instabilities leads to increasing
the instability of the sharp interface, indicating that the induced vorticity waves
can be enhanced by the effects of gravitational forces. These multiple effects
make the effect of viscosity negligible. However, the capillary forces are able to
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completely dampen the short wavelengths. The interface with an unconditionally
stable configuration (in the no flow case) is no longer stable if it is subjected to
shear motion. In this case, the interface is subjected to the Kelvin-Helmholtz
instability. We found that the capillarity enhances the instability of the inter-
face. Furthermore, it was shown that the Holmboe instability develops only in
the case of viscous liquids. In particular, it was shown that Holmboe instability
occurs at short wavelengths while the Kelvin-Helmholtz instability occurs at long
wavelengths.
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Figure 5.1: Dependence of growth rate ωi on the wave number k for Rayleigh-
Taylor instability (a) and (b). (a) the data is obtained for Gr = −1, Ca = 0 and
different values of Re: Re =∞ (black line), Re = 100 (blue line), Re = 10 (green
line) and Re = 1 (red line). (b) data is obtained for Gr = −1, Re = 10 and
different values of Ca: Ca = 0 (blue line), Ca = 0.001 (green line) and Ca = 0.01
(red line); the symbol ◦ presents the inviscid data. (c,d) the eigenfunctions of
velocity vr are plotted for Gr = −1 and k = 1.5 and (c) Ca = 0, Re = 10 with
ωi = 0.48 (red line); and Re = 1 with ωi = 0.14 (green line). (d) Re = 10, Ca = 0
with ωi = 0.16 (green line) and Ca = 0.001 with ωi = 0.041 (red line). Vr is the
real part of velocity.
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Figure 5.2: (a,b) dependence of ω on the wave number k for gravity-capillary
waves (GCW) at immiscible sharp interface. The data are obtained for Gr = 1,
Ca = 0 and different values of Re: Re = 1 (red line), Re = 5 (green line) and
Re = 25 (blue line)). (c,d) data are obtained for Re = 5, Gr = 1 and different
values of Ca: Ca = 0 (red line), Ca = 0.0005 (green line) and Ca = 0.001 (blue
line).
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Figure 5.3: Dependence of ω on the wave number k for gravity-capillary waves
(GCW) at immiscible sharp interface. (a,b) the data are obtained for Re = 1,
Ca = 0 and different values of Gr: Gr = 1 (blue line), Gr = 0.5 (green) and
Gr = 0.25 (red line). (c and d) the eigenfunctions of of gravity-capillary waves
(GCW) developed at immiscible sharp interface. (c) profiles of creeping velocity
vcr (green line) with (ωi = −0.60) and viscous velocity vvis with ωi = −1.35 (red
line), the data is plotted for Gr = −1, Re = 5 and k = 2.9. (d) the profiles of the
imaginary part vi (red line) and real part vr (green line) are plotted for Re = 1,
Ca = 0, k = 0.5, the data is plotted for Gr = −0.5 with ω = (0.218,−0.17) and
Gr = −0.35 with ω = (0.16,−0.162).
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Figure 5.4: Dependence of ωi on the wave number k for two immiscible liquids in
relative shear motion, the lighter liquids underlies the heavier one (KHI and RTI
are combined). (a) data is obtained for Gr = −1, Ca = 0, U0 = 1 and different
values of Re: Re = 1 (red line), Re = 10 (green line), Re = 100 (blue line) and
Re =∞ (symbol ◦ ). (b) curves are plotted for Re = 10, Gr = −1 and different
values of Ca: Ca = 0 (blue line), Ca = 0.005 (green line) and Ca = 0.01 (red
line).
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Figure 5.5: Dispersion relations for the Kelvin-Helmholtz and Holmboe instabili-
ties develop at the sharp interface of a immiscible-viscous binary liquid. (a,b) data
are obtained for Ca = 0, Gr = 1, U0 = 1 and different values of Re: Re = 100
(blue line) and Re = ∞ (red line). (c,d) data is obtained for Gr = 1, Re = 10,
Ca = 0 and different values of U0: U0=1 (red line), U0=0.5 (green line), U0=0.25
(blue line) and U0=0 (black line).
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Stationary miscible liquids
The objective of this chapter is to study the evolution of an interface separating
two miscible liquids, with base velocity of zero. The calculation of the data is
based on the linearised governing equations developed in Chapter 3. For the pur-
pose of validation, the case of immiscible liquids is firstly considered. Then, by
removing the hydrodynamic terms, the pure thermodynamic stability is investi-
gated. The last section is devoted to conduct a parametric analysis of miscible
liquid-liquid interface through the RTI and GCW problems.
6.1 Immiscible interface of finite thickness sub-
ject to hydrodynamic effect
For two immiscible and viscous liquids, the amplitude equations (3.21)-(3.23) are
reduced to the fourth order differential equation given by
−iω(ψ′′ − k2ψ) = 1
Re
(ψiv − 2k2ψ′′ + k4ψ)−
i
k2
ω
CaC ′0(2C
′′
0ψ
′ − C ′0(ψ′′ − k2ψ))− i
k2
ω
GrC ′0ψ. (6.1)
The numerical solution of equation (6.1) can be obtained using either ESM
or CCM methods (see Chapter 4). At infinity (L ∼ ±∞), the equation (6.1) is
simplified to a fourth order differential equation with the following asymptotic
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solutions
y → −∞ : ψ = A1 exp(ky) + A3 exp(qy), (6.2)
y →∞ : ψ = A2 exp(−ky) + A4 exp(−qy), (6.3)
where q ≡ √k2 − iωRe.
Formulae (6.2) and (6.3) are used in the ESM method to initialize the inte-
gration as in Chapter 4. For immiscible inviscid liquids the equation (6.1) can be
reduced into the following eigenvalue problem
df
dy
=
(
0 1
A21 A22
)
f (6.4)
where f = (ψ0, ψ1)
T = (ψ, ψ′)T , and the elements of the matrix are
A21 = k
2(1− iGrC ′0/(ω2 − k2CaC2
′
0 )),
A22 = −ik2CaC ′0/(ω2 − k2CaC2
′
0 ).
In order to ensure that the current results are accurate and reliable, both
ESM and CCM methods are used in the calculation of eigenvalues. Then, the
eigenvalue problem generated by the CCM method is given by
(
(D(4) − 2k2G(2) + k4)/Re B − iGrkI
−iC ′0kI Z
)
V = iω
(
Re(D(2) − k2I) Z
Z I
)
V.
(6.5)
Here B ≡ −iCak[(D(2) − k2I)C ′0 − C ′′′0 I, where D(2) = m2G(2) + m′G(1) and
D(4) = D(2)D(2) are the second and fourth order derivatives respectively, G(1)
and G(2) are given in Chapter 4 by the expressions (4.37) and (4.40). Also, Z
and I are the zero and identity matrices, ω is the eigenvalue and eigenfunctions
are given by the vector V = (ψ1, ..., ψN , c1, ..., cN)
T .
Exploring the ESM method, the integrations of the system of equations (6.4)
are initiated from each boundary and carried out towards the middle of the do-
main. The conditions of the linear independency of the equationD(Re,Gr, Ca, k, ω) =
0 presents the eigenvalue problem. For particular values of the parameters Re,
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Gr, and Ca the eigenvalues ω are determined against the values of the wavenum-
ber k through using the the root finding Muller’s method. When using the CCM
method, the eigenvalues and eigenfunctions can be obtained in straightforward
manner through the QR algorithm.
For validation, the numerical results are compared against the analytical ex-
pressions (5.31) and (5.42) developed in Chapter 5. They define the dispersion
relations for both the RTI and GCW problems according to the sign of the Grashof
number. For Gr > 0, with a heavier liquid underlying a lighter one, ρ1 > ρ2,
which, with small amplitude perturbations, stimulates the development of the
gravity-capillary waves (GCW).
In pure gravity waves and inviscid liquids, the eigenvalues ω are purely real.
This indicates that the gravity waves are stable and propagating with the fre-
quency ωr/k. Since ωi = 0, the waves do not grow or decay. In immiscible
viscous liquids, the eigenvalue ω is complex, defining oscillatory decaying grav-
ity waves. The aperiodic decaying modes defined by purely imaginary negative
eigenvalues ωi exist at some wave numbers corresponding to ωr = 0.
In the opposite case, Gr < 0, the interface is subject to the Rayleigh-Taylor
instability (RTI) in which the eigenvalues ω are always purely positive imaginary,
indicating that the perturbations are monotonically growing. The viscous force
can be stabilising.
The numerical data for the Rayleigh-Taylor instability, obtained on the basis
of the current phase-field approach, is plotted in Figure 6.1 for the interfaces
separating two inviscid (Figure 6.1 (a-d)) and two viscous liquids (Figure 6.2
(a,c)). The results are shown against the curves obtained from the classical
formulae (5.31) and (5.42). All classical observations for the Rayleigh-Taylor
instability can be reproduced. In particular, we observe that the amplitudes of all
modes grow monotonically. The growth rates are lower for more diffuse interfaces
(Figures 6.1 (a) and 6.2 (a)). The capillary forces dampen the development of
the short-wavelength modes, which is illustrated by Figure 6.1 (b). The surface
tension effect reduces the range of the unstable modes by the cut-off value kc =√
3δGr/Ca.
Dependencies on the interface thickness differ for the cases of zero and non-
zero capillary numbers. If the capillary forces can be disregarded, i.e. Ca = 0,
75
Chapter 6. Stationary miscible liquids
k
ω
i
0 0.5 1 1.5 2 2.5 3 3.50
0.25
0.5
0.75
(c) RTI
k
ω
i
0 1 2 30
0.12
0.24
0.36
0.48
0.6
0.72
(d) RTI
Ca/δ=0.2
Ca/δ=1
k
ω
i
0 1 2 3 4 50
0.5
1
1.5
(a) RTI
k
ω
i
0 1 2 3 4 50
0.2
0.4
0.6
0.8
(b) RTI
Figure 6.1: Rayleigh-Taylor instability at an immiscible interface. The growth
rate ωi versus the wavenumber k is shown for Gr = −1, and (a) Ca = 0 and
various interface thicknesses: δ = 0.5 (dash-dot line), δ = 0.1 (dash line), δ =
0.001(solid line). (b) δ = 0.001 and various capillary numbers: Ca = 0.001 (dash-
dot line), Ca = 0.0005 (dashed line), Ca = 0.0001 (solid line). (c) Ca = 0.005 and
various δ: δ = 0.001 (dash-dot line), δ = 0.0015 (dash line), δ = 0.0025 (solid
line). (d) various Ca and δ under constant ratio; for the ration Ca/δ = 0.2:
Ca = 10−4 and δ = 5 · 10−4 (solid line), Ca = 0.001 and δ = 0.005 (dash line),
and Ca = 0.01 and δ = 0.05 (dash-dot line); while for the ratio Ca/δ = 1:
Ca = δ = 0.001 (solid line), Ca = δ = 0.01 (dash line), Ca = δ = 0.1 (dash-dot
line). (a-d) depict inviscid results. Symbol ‘◦’ refers to the sharp-interface results.
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Figure 6.2: Rayleigh-Taylor instability (RTI) at an immiscible interface, the
growth rate ωi versus the wavenumber k is shown (a-c). (a) Gr = −1, Re = 3,
Re = 20, Ca = 0 and different values of δ: δ = 0.1 (dash-dot line); δ = 0.01 (dash
line), δ = 0.001 (solid line). (b) Gr = −1, Re = 1, Re = 20 and different Ca and
δ under constant ratio Ca/δ = 1: Ca = δ = 0.1 (dash-dot line), Ca = δ = 0.01
(dash line), Ca = δ = 0.001 (solid line). (c) Re = 10, Ca = 0.01, δ = 0.01
and different values of Gr: Gr = −0.25 (dash line), Gr = −0.5 (dash-dot line),
Gr = −1 (solid line). (d) Re = 10, δ = 0.01 Gr = −1 and different values of
Ca: Ca = 0.5 (solid line), Ca = 0.1 (dash line), Ca = 0.01 (dash-dot line) and
Ca = 0.001 (dash-dot-dot line).
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the curves obtained for the gradually decreasing values of the interface thickness
converge to the sharp-interface results (Figure 6.1 (a)). When Ca 6= 0, i.e. the
capillary effects are taken into account, a sole reduction of the interface thickness
does not produce the behaviour of a sharp interface. This can be easily explained
by the fact that the surface tension is defined as the ratio between the capillary
number and the interface thickness as defined in the equation (3.4). Hence by
decreasing the interface thickness, the capillary effect is also increased, which is
revealed by stronger dampening of the short-wavelength modes (Figure 6.1 (c)).
In order to obtain the sharp-interface behaviour, the capillary number and the
interface thickness must be simultaneously decreased, which is done in Figures
6.1 (d) and 6.2 (b).
The dependence of the Rayleigh-Taylor instability (RTI) on Grashof number is
shown in Figure 6.2 (c). As expected, when Gr < 0 (where a heavier liquid stands
over lighter one), the instability of the phase boundary decreases if Gr → 0, such
that no instability appears if Gr = 0. For a fixed value of sharp thickness, Figure
6.2 (d) shows the effect of the capillarity on the RTI modes, where for strong
capillarity the instability of sharp interface disappears.
For the gravity-capillary waves (GCW) developing at an interface separating
two viscous liquids both real and imaginary parts of ω are different from zero
as shown in Figure 6.3. Again, all classical properties of the gravity-capillary
waves can be reproduced. It can be shown that in the inviscid limit the phase
speed is proportional to k−1/2, i.e. longer modes propagate faster. The waves
are dampened by the viscous effect: some modes start dissipating monotonically
(with appearance of the creeping and viscous modes, totally similar to the waves
at a sharp interface [26]), and hence they lose their wave-like behaviour. One
also sees that the capillarity primarily affects the development of the modes with
shorter wavelengths.
Figure 6.4 depicts the eigenfunctions, i.e. the streamfunction profiles for
the Rayleigh-Taylor instability and gravity-capillary waves. In the case of the
Rayleigh-Taylor instability, the streamfunction is always purely real, and in the
case of the waves, the eigenfunction is real in the inviscid case and has both real
and imaginary parts in the viscous case. The streamfunctions are continuous, but
their derivatives are discontinuous if the viscous effect is not considered. In the
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Figure 6.3: Gravity-capillary waves at an immiscible interface. The real and
imaginary parts of the frequency ω versus the wavenumber k are shown for Gr =
0.9 and Re = 1 and Re = 3, and (a,b) Ca = 0 and various interface thicknesses:
δ = 1 (dash-dot line), δ = 0.5 (dash line), and δ = 0.01 ( solid line). (c,d) for a
constant ratio Ca/δ = 1: Ca = δ = 0.5 (dash-dot line), Ca = δ = 0.1 (dash line),
and Ca = δ = 0.01 (solid line). Symbol ‘◦’ marks the sharp-interface results.
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Figure 6.4: Typical shapes of perturbations (eigenfunctions) induced at an im-
miscible interface at k = 1. (a,b) The real parts of the streamfunction and their
first derivative are shown for the Rayleigh-Taylor instability (the imaginary part
of the streamfunction is zero in this case). For Ca = 0, the growth rate is 0.740
(inviscid mode) and 0.405 (viscous mode); for Ca = 0.05, the growth rate is 0.630
(inviscid case). (c,d) The real (c) and imaginary (d) parts of the streamfunction
are plotted for the gravity waves. For Ca = 0, the eigenvalue is ω = (0,−0.74) (in-
viscid case) and ω = (0.511,−0.256) (viscous case); for Ca = 0.05, the eigenvalue
is ω = (0,−0.630) (inviscid case). The eigenfunctions are plotted for Gr = ±1,
δ = 0.01, Ca = 0 for inviscid (solid lines) and viscous (Re = 3, dash lines) cases,
and another eigenfunction for Ca = 0.05, inviscid case is marked by ‘◦’ symbols.
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viscous case, both streamfunction and derivative are continuous. One can also
note that the thickness of the eigenfunction is of the order of 10, independent of
to the thickness of the interface (which is 0.01 for the shown results), and is only
slightly different for the inviscid and viscous cases. The eigenfunction profiles do
not depend on the value of the capillary number.
We wish now to discuss the applicability of the phase-field approach. The
interface is smeared and the new length scale, the interface thickness δ, is intro-
duced within this approach. Nevertheless, the thickness of a real phase boundary
is usually very small, just several molecular layers, and hence the limit of a sharp-
interface is of paramount importance for the results of the phase-field theory. We
found that perfect agreement between the results obtained for the diffusive and
sharp interfaces is restricted by the inequality kδ << 1. In Figure 6.1 (a), the nu-
merical data obtained for the diffuse interfaces and the analytical data for a sharp
boundary coincide while the wavenumber remains small, and such a matching de-
teriorates for larger k. For thin interfaces, e.g. with δ = 0.001, the numerical
results closely follow the analytical curve. However, this remains true only within
the shown range of the wavenumbers.
In order to obtain accurate results with the use of the phase-field approach,
the interface thickness δ should be smaller than all other length scales, includ-
ing the wavelength of perturbations λ = 2π/k, which one cannot guarantee for
arbitrary perturbations. The surface tension and viscous effects introduce the
cut-off wavenumber, kc, limiting the range of the unstable modes in the case
of the Rayleigh-Taylor instability and the range of the modes with the periodic
wave-like behaviour in the case of the gravity-capillary waves. In this case, the
condition on δ becomes kcδ << 1, and the accurate eigenvalue spectra may be
obtained for interface thicknesses of order δ ∼ 0.1÷ 0.01.
6.2 Thermodynamic stability of an interface sep-
arating two liquids
We now consider the opposite situation neglecting hydrodynamic flows and hence
with the mass transfer driven purely by diffusion. The full set of amplitude equa-
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tions (3.19)-(3.21) is reduced to an equation written in terms of the concentration
field,
CaCˆ iv − (D0 + 2Cak2) Cˆ ′′ − 2D′0Cˆ ′ +(
k2
(
D0 + Cak
2
)−D′′0 − iωPe) Cˆ = 0, (6.6)
where D0 ≡ 2A+12C20 is the diffusion coefficient. When y → ±∞, the asymptotic
solutions of this equation are given by
y = −∞ : Cˆ = A1 exp(q1y) + A3 exp(q2y), (6.7)
y =∞ : Cˆ = A2 exp(−q1y) + A4 exp(−q2y), (6.8)
where
q1 =
√
0.5(k2 +D1/Ca)− 0.5
√
D21/Ca
2 + 4iP e ω/Ca, (6.9)
q2 =
√
0.5(k2 +D1/Ca) + 0.5
√
D21/Ca
2 + 4iP e ω/Ca, (6.10)
with D1 = 2A + 3 being the diffusion coefficient for y → ±∞. The above
asymptotic solution are used to determine the boundary conditions used with the
system of first order differential equations given by
Cˆ′ =


0 1 0 0
0 0 1 0
0 0 0 1
A41 A42 AA3 0

 Cˆ (6.11)
where Cˆ = (Cˆ0, Cˆ1, Cˆ2, Cˆ3)
T = (Cˆ, Cˆ ′, Cˆ ′′, Cˆ ′′′)T and
A4,3 = D0/Ca+ 2k
2, A4,2 = 2D
′
0/Ca,
A4,1 = [k
2(D0 + Cak
2)−D′′0 − iP e ω]/Ca.
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The system solved in CCM method is
CaD(4) − (D0 + 2k2)D(2) − 2D′0D(1) + [k2(D0 + Cak2 −D′′0 ]I = λPeI, (6.12)
where D(1) = dCˆ
dy
, D(2) = d
2Cˆ
dy2
, D(4) = d
4Cˆ
dy4
, where the scaled expressions are given
in Chapter 4, and the diffusion coefficient is D0 = 2A+ 12C
2
0 .
We use the equation (6.11) or (6.12), which are respectively corresponding
to the ESM and CCM, to investigate the linear instability of a heterogeneous
miscible system with respect to thermodynamic perturbations.
The results of the numerical solution of eigenvalue problem (6.6) are depicted
in Figures 6.5 and 6.6. All eigenvalues were found to be purely imaginary. We note
that the interface is always stable (all normal perturbations decay) for A > 0. The
stability is increased (the decay rates grow) for greater values of A and smaller
thicknesses δ. If however A < 0, the layer may be either stable or unstable which is
determined by the interface thickness. Namely, all perturbations monotonically
decay if the interface thickness is less than or equal to the equilibrium value,
δ ≤ δ0, but the long wavelength instability is observed if the interface thickness
is greater than δ0, which is illustrated in Figure 6.5 (a). We also confirmed that
when δ = δ0, the decay rate follows the k
3 dependence for small values of k (and
one sees that for δ < δ0 the decay rate changes even faster). The effect of the
capillarity on the growth rates is shown in Figure 6.5 (b), where one sees that the
modes with long wavelengths remain virtually unaffected, but the modes with
shorter wavelengths decay faster if the value of Ca is larger.
The instability decreases as the values of A approach the critical point, so
there is no instability observed for A ≥ 0. On the other hand, one may note that
the instability of the interface is reduced dramatically for δ > δ0 and Ca 6= 0. In
particular, the short wavelengths can be completely cut-off (Figure 6.6 (a)).
One can also note, that the results in Figures 6.5 and 6.6 are plotted in terms
of the product ωiPe, and hence the decay/growth rates of pure thermodynamic
perturbations would be rather small for larger Pe numbers.
Figures 6.5 (c,d) depict the typical shapes of the eigenfunctions, Cr(z) (the
imaginary part was found to be zero). The eigenfunctions shown are normalized
by their maximum values, located in the middle of the layer. Figure 6.5 (c) shows
83
Chapter 6. Stationary miscible liquids
k
ω
iP
e
0 1 2 3 4
-4
-3
-2
-1
0
1
(a)
k
ω
iP
e
0.5 1-0.3
-0.2
-0.1
0
(b)
y
C r
-2 -1 0 1 2
0
0.2
0.4
0.6
0.8
1
(c)
y
C r
-1.5 -1 -0.5 0 0.5 1 1.50
0.2
0.4
0.6
0.8
1
(d)
Figure 6.5: (a-b) Eigenspectra are plotted for interfaces subject to thermody-
namic disturbances. (a) Ca = 0.05, A = −0.5, and various δ: δ = δ0 = 0.316
(solid line); δ = 2δ0 (dash-dot-dot line), 0.8δ0 (dash line), 0.6δ0 (dash-dot line).
(b) A = −0.4, δ = δ0 and various Ca: Ca = 0.07 (dash-dot line), 0.035 (dash
line), and 0.01 (solid line). (c,d) Eigenfunctions are plotted for k = 1, A = −0.5,
(c) Ca = 0.05 and various δ: δ = 2δ0 (dash-dot line) (ωi = 0.633), δ = δ0
(solid line) (ωi = −0.155), and δ = 0.5δ0 (dash line) (ωi = −0.436)). (d) δ = δ0
and various Ca: Ca = 0.02 (solid line) (ωi = −0.186), Ca = 0.05 (dash line)
(ωi = −0.079), and Ca = 0.08 (dash-dot line) (ωi = −0.053)). All eigenfunctions
in (e,f) are purely real and normalized by their maximum values.
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Figure 6.6: (a-c) Eigenspectra are plotted for interfaces subject to thermodynamic
disturbances. (a) data obtained for δ = 1.25δ0, A = −0.5 and various Ca:
Ca = 0.001 (solid line), Ca = 0.01 (dash line) and Ca = 0.1 (dash-dot line). (b)
the curves plotted for Ca = 0.05, δ = 1 and various A > 0: A = 0.5 (solid line),
A = 0.3 (dash line), and A = 0.1 (dash-dot line); and for δ = 0.5: A = 0.5 (solid
line with symbols) and A = 0.3 (dash line with symbols). (c) δ = δ0, Ca = 0.05,
and various A < 0: A = −0.1 (dash-dot line), A = −0.3 (dash line), A = −0.5
(solid line) and thick solid line represents −k3 curve).
85
Chapter 6. Stationary miscible liquids
the eigenfunctions for A < 0. One sees that the thickness of the eigenfunction
diminishes for smaller values of δ. The widths of the eigenfunction depicted in
Figure 6.5 (d) are considerably smaller (by an order) compared to the widths
of the purely hydrodynamic modes shown in Figure 6.4. One can also notice in
Figure 6.5 (d) that the widths of the eigenfunctions depicted in Figure 6.5 (d)
diminishes if Ca becomes smaller.
6.3 Stability of a miscible interface subject to
both thermo- and hydrodynamic perturba-
tions
Here the objective is to show how to calculate eigenvalues using the boundary
value problem that was presented in Chapter 3 and given by equations (3.23),
(3.24) and (3.25). We are dealing with higher order differential equations which
are dependent on various parameters that might make them stiff to solve if one
uses the ESM method. In order to understand how diffusivity and capillarity
affect the behaviour of the interface, we conduct a parametric study in which
the order of the differential equations can be reduced according to the considered
case. In the case of inviscid miscible liquids and neglecting the effect of capillarity,
we solve the fourth order differential equation as shown in Appendix C. 3. If
however the capillarity effect is not neglected, we solve the sixth order differential
equation (more details of which are presented in Appendix C. 4). In the case
of viscous miscible liquids neglecting the effect of capillarity, we solve the sixth
order differential equations that are presented in Appendix C. 5. However, when
accounting for capillarity we solve the eighth order differential equations, which
is presented in the current section.
When using the ESM method, parametrization is required because the full
boundary value problem cannot be used. In this case we just consider very large
values for Re and sufficiently small values for Ca in order to obtain the eigenval-
ues of the case of miscible inviscid liquids without accounting for capillarity. It
was found that the ESM method is unable to produce results for sufficiently large
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Re and small Ca. In particular, if Ca→ 0 the characteristic roots presented by
equations (6.9) and (6.10) tend to ±∞, the asymptotic solutions also tend to ∞,
which deteriorates the boundary conditions that are required for the perturba-
tions to decay at ∞. Meanwhile, when using CCM, the reduction of the order
of the full boundary problem is not needed as collocation methods are reliable in
solving stiff problems. In this section we use the eigenvalue problem (6.12).
Following the steps used for the ESM method in Chapter 4, we show how
the eigenvalues can be generally obtained by solving the full boundary problem,
which is presented by equations (3.23), (3.24) and (3.25).
At y → ±∞, the asymptotic solutions are used to define the boundary con-
ditions used to initialize the system of the first order differential equations
f ′ = Af (6.13)
where f = (f0, f1, f2, f3, f4, f5, f6, f7)
T = (ψ, ψ′, ψ′′, ψ′′′, Cˆ, Cˆ ′, Cˆ ′′, Cˆ ′′′)T and
A =


0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
A41 0 A43 0 A45 0 A47 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
A81 0 0 0 A85 A86 A87 0


,
with the following elements
A41 = −k2(k2 − iReω), A43 = 2k2 − iReω, A45 = ikCaReC ′0,
A47 = ikRe(Gr − Ca(C ′′′ − k2C ′0)), A81 =
iP ekC ′0
Ca
,
A85 =
D′′0 − k2D0 − k4Ca+ iP eω
Ca
, A86 = 2D
′
0/Ca, A87 =
2k2Ca +D0
Ca
.
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The boundary conditions are given by
f1 = (1,±k, k2,±k3, 0, 0, 0, 0)T exp(±ky),
f2 = (1,±q, q2,±q3, 0, 0, 0, 0)T exp(±ky),
f3 = (β1,±β1q1, β1q21,±β1q31, 1,±q1, q21,±q31)T exp(±q1y),
f4 = (β2,±β2q2, β2q22,±β2q32, 1,±q2, q22,±q32)T exp(±q2y),
where q1 and q2 are given by the equations (6.9) and (6.10) respectively and
β1,2 = − ikGrRe
(q21,2 − q2)(q21,2 − k2)
. (6.14)
6.3.1 Rayleigh-Taylor instability
Here, we investigate the simultaneous action of the small hydro- and thermody-
namic perturbations on the stability of an interface, where the eigenvalues were
obtained using both ESM and CCM methods.
We saw in Section 6.1 that the sharp interface behaviour could be revealed
by simple gradual reduction of the interface thickness. In addition we found that
the unstable thermodynamic modes exist if the capillarity effects are important
and A < 0. We wish now to investigate the effects of diffusivity and capillarity on
the behaviour of the interface separating two miscible superposed liquids, where
the heavier liquids stands over the lighter one.
The case of miscible liquids without accounting
for capillarity effect (Ca = 0)
The eigenvalue spectra obtained for the Rayleigh-Taylor instability in the case
of neglected capillarity effects are shown in Figures 6.7 and 6.8. The data is
obtained using the differential equations defining the cases of inviscid and viscous
miscible liquids for negligible capillarity (Ca = 0). One can notice that the role
of diffusion is reduced to additional dissipation (see Figure 6.7 (a)) and, in many
ways, is similar to the effect exerted by viscosity. The similarity between the
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Figure 6.7: Rayleigh-Taylor instability at a miscible interface between two inviscid
(a-b) and viscous (c,d) liquids. Capillary effects are disregarded. The growth
rate ωi versus the wavenumber k for (a) Gr = −0.9, A = 0.2 and δ = 0.001, and
various Peclet number Pe: Pe = ∞ (solid line), Pe = 100 (dash line), Pe = 25
(dash-dot line) and Pe = 1 (dash-dot-dot line). and (b) Pe = 1, A = 0.5,
δ = 0.001, and various Grashof numbers: Gr = −1 (solid line), Gr = −0.5 (dash
line) Gr = −0.25 (dash-dot line). (c) Gr = −1, A = −0.5, Re = 3, Pe = 5 and
Pe = 150 and various thickness δ: δ = 0.1 (dash line), δ = 0.001 (solid line), ◦
marks δ = 0.0001). (d) Gr = −1, A = −0.5, Pe = 5, Re = 2 and Re = 50 and
various δ (as in (c)).
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Figure 6.8: Rayleigh-Taylor instability at a miscible interface. Data is obtained
for Ca = 0, Gr = −1 and A = 0.5; (a) comparing diffusivity and viscosity effects
for Pe = 10 and Re = ∞ (dash-dot lines) and Re = 2.5 and Pe = ∞ (dash
lines); (b) data is obtained for viscous miscible liquids, Re = Pe
D0
= 2.5 and two
different values of interface thickness, which are the same as in (a): δ = 1 (solid
line) and δ = 0.001 (dash line).
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viscous and diffusive effects can be deduced from the amplitude equations (6.1)
and (28) that can be reduced at infinity to the following
ψiv − (2k2 − iReω)ψ′′ + k2(k2 − iReω)ψ = 0, (6.15)
ψiv − (2k2 − iωPe
D0
)ψ′′ + k2(k2 − iP eω
D0
)ψ = 0. (6.16)
One may note that viscosity is related to diffusivity by the expression Re =
Pe/D0. We also found that the results of immiscible interfaces are recovered
for very large Peclet numbers. Subsequently, the cumulative action of viscosity
and diffusivity is able to completely stabilize the growth of the modes of shorter
wavelengths (Figure 6.7 (c,d)). However, neither viscosity alone (Figure 6.1 (f))
nor diffusivity alone (Figure 6.7 (a)) were capable of doing this.
In the case of Ca = 0, we found that the variation of the parameter A does
not lead to any qualitative changes in the stability results, and the increase in A
simply results in stronger damping. Figure 6.7 (b) shows how the growth rates
of perturbations depend on the Grashof number, as one sees the instability is
increased as Gr increases. However, the positions of the fastest growing modes
remain almost unchanged.
Figure 6.7 (c,d) show how the growth rate of perturbations depends on the
value of the interface thickness, illustrating that the curves converge to the limit
of a sharp interface when δ tends to zero. Similar to immiscible interfaces, the
convergence is perfect for the shown range of k but may deteriorate for the modes
with larger wavenumbers. The stabilization of the short wavelength modes by
the combined actions of viscosity and diffusivity relaxes the restriction on the
value of the interface thickness. If one is interested in the unstable part of the
eigenspectrum, or in the fastest growing modes, then the thickness of the interface
can be taken as δkc(Re, Pe) << 1 and the instability of a sharp interface will be
accurately reproduced.
Furthermore, Figure 6.8 (a,b) illustrates the effect of diffusivity and viscosity
when acting independently (Figure 6.8 (a)) and simultaneously (Figure 6.8 (b)).
Figure 6.8 (a) shows that, in immiscible viscous liquids, perturbations developed
at thick interfaces grow slower than the perturbations developed at sharp inter-
faces. In contrast, in inviscid miscible liquids, perturbations developed at sharp
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interfaces grow slower than the ones developed at thick interfaces. In addition,
it shows that viscosity and diffusivity effects become identical if the interface is
sufficiently sharp and δ(Re = Pe/D0) < λ. In fact this can be concluded from
equations (6.15) and (6.16), where C0 = ±1/2 and C ′0 = 0 for δ → 0. This
is utilised to further investigate what behaviour the interface exhibits when the
effects of viscosity and diffusivity are simultaneously applied. The corresponding
data is shown in Figure 6.8 (b). Surprisingly, the simultaneous action of diffu-
sivity and viscosity action results in behaviour similar to what was observed for
inviscid miscible liquids. This observation indicates that viscosity can be reduced
to further enhancement of diffusive dissipation. In addition, one may use sensi-
tivity of the interface to the thickness δ in order to determine the values of the
Peclet (Pe) (or Reynolds (Re)) number for which the diffusivity (or viscosity)
can be neglected.
The case of miscible liquids with accounting for
capillarity effect (Ca 6= 0)
The eigenvalue spectra are also obtained for Rayleigh-Taylor instability using
both the full small amplitude equations, defining all physical effects, and the
inviscid miscible liquids with accounting for capillarity effects.
The obtained numerical solution first allows us to confirm that the viscous
force introduces the dissipation as usual, which is illustrated in Figure 6.9 (a,b).
The inviscid result can be recovered by taking the Reynolds number to be large
enough. The effect of diffusivity is also reduced to dissipation as illustrated in
Figure 6.9 (c,d).
The capillary forces are also known to suppress the growth of the short wave-
length modes. The strength of the capillary effect is defined by both the capillary
number and the interface thickness. Figure 6.10 shows how the results depend
on the capillary number. One sees that the increase of the capillary force re-
sults in an expectable reduction of the range of unstable modes and reduces the
growth rates, which generally coincide with our earlier observations for immiscible
interfaces.
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Figure 6.9: Rayleigh-Taylor instability at a miscible interface. The growth rate
ωi versus the wavenumber k is depicted for Gr = −1, Ca = 0.05, δ = 0.3, (a)
A = −0.5, Pe = 10 and Pe = 30, and various Re: inviscid result (solid line),
Re = 250 (dash line), Re = 50 (dash-dot line). (b) A = 0.5, Pe = 10 and
Pe = 30, and various Re: (lines as in (c)). (c) A = −0.5, Re = 10, and various
Pe: immiscible case (solid line), Pe = 100 (dash line), Pe = 10 (dash-dot line),
Pe = 1 (dash-dot-dot line). (d) A = 0.5, Re = 10, and various Pe: immiscible
case (solid line), Pe = 250 (dash line), Pe = 50 (dash-dot line) and Pe = 10
(dash-dot-dot line);
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Figure 6.10: Rayleigh-Taylor instability at a miscible interface. The growth rate
ωi versus the wavenumber k is depicted for Gr = −1. (a) Pe = 10 and Pe = 100,
A = −0.5, δ = 0.3 and various capillary numbers: Ca = 0 (solid line), Ca = 0.03
(dash line), Ca = 0.06 (dash-dot line). (b) Pe = 10 and Pe = 100, A = 0.5,
δ = 0.3 (lines as in (a)). (c) Pe = 10, A = −0.5, δ = 0.05 and various Ca: Ca = 0
(solid line), Ca = 0.02 (dash line), Ca = 0.04 (dash-dot line), and Ca = 0.08
(dash-dot-dot line). (d) Pe = 10, A = 0.5, δ = 0.05 (lines as in (c)). (a) and (b)
depict the inviscid results; (c) and (d) depict the viscous results for Re = 5 and
Re = 50.
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Figure 6.11: Rayleigh-Taylor instability at a miscible interface. The growth rate
ωi versus the wavenumber k is depicted for Gr = −1, Ca = 0.05, Pe = 5 and
Pe = 50 (a) A = −0.5 and various interface thicknesses: δ = 0.9 (dash-dot line),
δ = 0.6 ( dash line), δ = 0.3 (solid line). (b) A = 0.5 (lines as in (a)); (c)
A = −0.5, Re = 10 and various δ: δ = 0.001 (solid line), δ = 0.01 (dash line)
δ = 0.1 (dash-dot line) and δ = 0.3 (dash-dot-dot line). (d) A = 0.5, Re = 10
(lines as in (c)). (a,b) depict the inviscid results.
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Figure 6.12: Rayleigh-Taylor instability at a miscible interface. The growth rate
ωi versus the wavenumber k is depicted for Gr = −1, Ca = 0.05, Pe = 5 and
Pe = 15, Re = 10 and Gr = −1 (a,b) a) A = −0.5 (b) A = 0.5, and different
capillary numbers and interface thicknesses for Ca/δ = 1: (a) Ca = δ = 0.08
(solid line), Ca = δ = 0.04 (dash line) and Ca = δ = 0.02 (dash-dot-dot line).
(c) Re = 5, Pe = 15, δ = 0.001, A = 0.5 and various Ca: Ca = 0.05 (solid line),
Ca = 0.5 (dash line) and Ca = 1 (dash-dot line). (d) the data obtained for the
same values and the corresponding lines in (c) but A = −0.5.
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Figures 6.11 and 6.12 (a,b) illustrate the eigenspectra for the interfaces of
different thicknesses. The curves are obtained for the inviscid and viscous cases
at two different Peclet numbers. Here the effects of viscosity, diffusivity, and
capillarity interact. In particular, the combined action of the viscous and diffusive
damping can make the capillary action on the interface stability negligible. One
can notice that the decrease in the interface thickness (hence the increase in the
surface tension) does not always give us the expected suppression of the modes
with shorter wavelengths. This means that the efficiencies of the viscous, diffusive
and capillary mechanisms all depend on the interface thickness. As these three
dependencies are different, the change in the interface thickness can sometimes
lead to unexpected behaviour.
Figures 6.12 (a,b) show the curves obtained for the different capillary numbers
and interface thicknesses that are changed so the ratio Ca/δ remains constant. We
see that the convergence to the limiting sharp-interface behaviour can be achieved
this way. To verify whether strong capillary forces are capable to stabilise a
miscible interface as in the case of the immiscible interface (Figure 6.2 (d)), Figure
6.12 (c,d) shows the dependencies of growth rate ωi on the capillary number for
A = 0.5 and A = −0.5. The data show that, in miscible liquids, the capillarity
effects are able to exceptionally dampen the short wavelengths, in contrast, it
increases the instability of the most unstable modes.
The typical shapes of eigenfunctions are depicted in Figure 6.13 for both cases
of Ca = 0 and Ca 6= 0. The plotted eigenfunctions have very different y-widths.
In the case of Ca = 0, the typical thickness of the eigenfunction is of order 10,
irrelevant to the thickness of the interface itself, and just slightly dependent on
the values of the Reynolds number. In the case of Ca 6= 0, one notices that the
perturbation of the y-profile becomes more compact. In the former case (Ca = 0)
the eigenfunction profile is more similar to the one depicted in Figure 6.4, i.e.
to the purely hydrodynamic mode. In the latter case (Ca 6= 0), however, the
eigenfunction looks similar to Figure 6.5 (c,d), i.e. to the purely thermodynamic
modes. These observations confirm that the evolution is driven by hydrodynamic
modes in the case of Ca = 0, and thermodynamic effects become dominating for
Ca 6= 0.
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Figure 6.13: The eigenfunctions for the Rayleigh-Taylor instability developed at
a miscible interface. (a,b) Ca = 0, profiles of the streamfunction (a) and chemical
potential (b) are shown for the inviscid (solid lines) and viscous (Re = 10, dash
lines) cases. The results are shown for Gr = −1, k = 1, Pe = 5, δ = 0.1 and
A = 0.5. The growth rate is ωi = 0.306 in the inviscid case and ωi = 0.176 in the
viscous case. (c,d) Ca = 0.05, profiles of the imaginary part of streamfunction (c)
and the real part of concentration (d) are shown for the interfaces between two
inviscid liquids; the interface thicknesses are 0.3 (solid line), 0.6 (dash line), and
0.9 (dash-dot line), other parameters are Gr = −1, Pe = 10, A = −0.5, k = 2.
The growth rates are ωi = 0.778 (δ = 0.9), ωi = 0.770 (δ = 0.6), and ωi = 0.548
(δ = 0.3).
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6.3.2 Gravity-capillary waves
In this case, I follow the same parametric study used in the previous section. In
addition, we use both ESM and CCM methods to calculate the eigenvalues the
boundary value problems presenting each cases. Firstly, pure gravity waves are
considered then it is followed by considering gravity capillary waves.
Pure gravity waves
Similar to the previous section, our analysis for the behaviour of the interface
separation two miscible liquids, the heavier liquid underlies the lighter one, starts
from the case of the pure gravity waves, i.e. when Ca = 0. Figures 6.14 (a,b)
illustrate the similarity of the effect exerted by diffusion to the viscous damping.
Diffusivity introduces an additional dissipation mechanism, and similar to the
viscosity effect, a cut-off wavenumber appears that limits the range of the modes
exhibiting the wave-like behaviour. The solution for the larger wavenumbers
becomes not unique, as the eigenvalues have two possible imaginary parts. At the
point of bifurcation, the real part of the eigenvalue becomes equal to zero, hence
these solutions describe quickly and monotonically dissipating perturbations. We
also notice that the results for immiscible interfaces can be recovered by taking
very large Peclet numbers, and, in the limit of small wavenumbers, the phase
speed of the perturbations follow the classical k−1/2 dependence.
Figures 6.14 (c,d) show that the increase in the value of the Grashoff number
results in the increase of the phase-speed of perturbations, however the damping
rate remains almost unaffected. Without the capillary terms, the waves are purely
driven by the gravity force, and hence disappear when Gr tends to zero. In the
case Ca = 0, an increase in the value of the parameter A leads to an increase in
the diffusion coefficient and hence to a stronger damping of the waves. Figure
6.15 (a,b) show that the curves quickly converge to a sharp-interface limit if the
interface thickness δ tends to zero. A comparison between the effects of diffusivity
and viscosity acting separately on an unconditionally stable phase boundary is
shown in Figure 6.15 (c,d). It was shown in Section 6.3.1 that the diffusivity and
viscosity overlap each other when L → ∞ such that Re = Pe/D0, which is also
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Figure 6.14: Dispersion relations and decay rates for the gravity waves on a
miscible interface between two inviscid liquids. Capillary terms are neglected.
The data are shown for (a,b) Gr = 0.9, A = 0.2, δ = 0.001 and various Peclet
numbers: Pe = 5 (dash-dot-dot line), Pe = 15 (dash-dot line), Pe = 100 (dash
line) and immiscible case (solid line). (c,d) Pe = 1, A = 0.2, δ = 0.001, and
various Grashof numbers: Gr = 0.9 (solid line), Gr = 0.5 (dash line), Gr = 0.25
(dash-dot line).
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Figure 6.15: Dispersion relations and decay rates for the gravity waves, capillary
terms are neglected. Miscible-inviscid (a,b), the data is shown for A = 0.2,
Pe = 1 and Pe = 10, Gr = 0.9, and various interface thicknesses: δ = 0.05
(dash-dot line), δ = 0.01 (dash line) and δ = 0.001 (solid line). (c,d) results are
shown for miscible-inviscid liquids with A = 0.5 and Pe = 10 (dash lines); and
for immiscible-viscous liquids Re = Pe/D0 = 2.5 (dash-dot lines).
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true for δ → 0 and Gr > 0 (Figure 6.15 (c,d)). However, the effect of viscosity
is more significant than the effect of diffusivity in speeding up the decay of the
gravity waves for a thicker interface. Figures 6.19 (c,d) illustrate the sensitivity of
the interface stability to the diffusivity and the interface thickness. For a thicker
interface, the diffusivity dissipates gravity waves slower than in the the case of a
sharper interface.
Gravity-capillary waves
Here we discuss the dispersion relations obtained for gravity-capillary waves de-
fined by both the full amplitude equations (3.21)-(3.23) and the sixth order dif-
ferential equations for the case of inviscid miscible liquids with Ca = 0. We start
from Figure 6.16 which confirms that viscosity generally continues to play its
classical dissipative role. However, one also sees that when A < 0 and δ > δ0
(Figure 6.16 (a,b)), the long wavelength instability appears, obviously driven by
the thermodynamic instability described in Section 6.2. The longwave instability
disappears if δ < δ0, as seen in Figure 6.16 (c,d). Figure 6.17 shows that the
inclusion of diffusivity also introduces an additional damping to the system.
Figures 6.18 (a,b) and 6.19 (a,b) show the changes in the dispersion relations
associated with the variations of the interface thickness. The dependencies differ
for the positive and negative values of A, and again the most interesting results
are observed for A < 0, when the dynamics of thicker interfaces (with δ > δ0)
exhibits the development of the longwave instability. This effect is illustrated in
more detail in Figures 6.18 (c,d). Furthermore, Figures 6.18(a,b) and 6.19 (a,b)
also show that the thinner interfaces are obviously characterised with stronger in-
terfacial tensions, and hence exhibit stronger suppression of the short wavelength
modes. Figures 6.19 (c,d) show that the instability of waves can be reduced sig-
nificantly with increasing the values of Ca even though δ = 2δ0. This means that
the capillary forces are more efficient in dampening the instability of waves for
larger δ.
Figures 6.20 show the dispersion relations for the gravity-capillary waves for
the various values of the capillary number also for the positive and negative values
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Figure 6.16: Dispersion relations and decay rates for the gravity-capillary waves
on a miscible interface. The curves are obtained for Gr = 1, Ca = 0.04, Pe = 10,
A = −0.5 (a,b) δ = 2δ0 ≈ 0.57: inviscid case (solid line), Re = 100 (dash line),
Re = 30 (dash-dot line), Re = 10 (dash-dot-dot line). And (c,d) δ = 0.25 and
various Re: inviscid case (solid line), Re = 70 (dash line), Re = 30 (dash-dot
line), Re = 10 (dash-dot-dot line).
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Figure 6.17: Dispersion relations and decay rates for the gravity-capillary waves
on the surface of a miscible interface separating two inviscid liquids are shown
for various Peclet numbers: immiscible case (Re = ∞) (solid line), Pe = 500
(dash line), and Pe = 50 (dash-dot line). The results are shown for Gr = 1,
Ca = 0.015, δ = 0.1 (a,b) A = −0.5 and (c,d) A = 0.5.
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Figure 6.18: Dispersion relations and decay rates for the gravity-capillary waves
on the surface of a miscible interface. The results are shown for Gr = 1, Ca =
0.04, Pe = 10. (a,b) A = −0.5 and various interface thicknesses: δ = δ0/3 (dash
line), δ = δ0 (sold line) and δ = 2δ0 (dash-dot line). And (c,d) The results are
shown for Gr = 1, Pe = 5, Ca = 0.04, δ = 0.85 and A = −0.5 (solid line),
A = −0.3 (dash line), and A = −0.1 (dash-dot line).
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Figure 6.19: Dispersion relations and decay rates for the gravity-capillary waves
on the surface of a miscible interface. The results are shown for Gr = 1, Ca =
0.04, Pe = 10 (a,b) A = 0.5 and various δ: δ = 0.1 (solid line), δ = 0.2 (dash
line) and δ = 0.4 (dash-dot line). (c,d) results are shown for Gr = 1, Pe = 5,
A = 0.5, δ = 2δ0 and various Ca: Ca = 0.04 (solid line), Ca = 0.08 (dash line)
and Ca = 0.16 (dash-dot line).
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Figure 6.20: Dispersion relations and decay rates for the gravity-capillary waves
on a miscible interface separating two inviscid liquids. The results are shown for
Gr = 0.9, δ = 0.1, Pe = 1 and Pe = 5 (a,b) A = 0.3; (c,d) A = −0.3. The curves
are plotted for different Ca numbers: Ca = 0 ( solid line) Ca = 0.015 (dash line),
Ca = 0.03 (dash-dot line) and Ca = 0.09 (dash-dot-dot line).
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Figure 6.21: Dispersion relations and decay rates for the gravity-capillary waves
on the surface that is separating two inviscid miscible liquids. (a,b) the curves
are plotted for A = −0.5, δ = 2δ0, Pe = 10, Gr = 0 (solid lines) and Gr = 1
(dash-dot lines). (c,d) the curves are plotted for A = 0.5, Pe = 10, Ca = 0.06
and two different values of Gr: Gr = 0 (solid lines), Gr = 1 (dash-dot lines).
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Figure 6.22: Dispersion relations and decay rates for the gravity-capillary waves
on the surface of a miscible interface for the fixed ratio Ca/δ = 1. The results
are shown for Gr = 1, Pe = 5, for the inviscid and viscous (Re = 10) cases, (a,b)
A = −0.5 and various Ca and δ: Ca = δ = 0.02 (solid line), Ca = δ = 0.04
(dash line), Ca = δ = 0.08 (dash-dot line). (c,d) A = 0.5 and various Ca and δ:
Ca = δ = 0.03 (solid line), Ca = δ = 0.06 (dash line), Ca = δ = 0.12 (dash-dot
line).
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of A. One sees that the increase in the surface tension reduces the range of the
modes with the wave-like behaviour (i.e. the modes showing oscillatory decay).
This results in the waves with shorter wavelengths being suppressed. However,
the damping rates of other waves are just slightly affected by the increase of the
capillary terms.
Figure 6.21 illustrates the existence of gravity and capillary waves at interfaces
endowed with strong and weak diffusion, which correspond to A = 0.5 and A =
−0.5 respectively. In the latter case both gravity and capillary waves develop
where the unstable waves occur at long wavelengths. The decay rate of the
perturbations is the same for both types of waves. However, the gravity waves
propagate faster than capillary waves. In the case of strong diffusion (A = 0.5),
gravity waves develop but capillary waves cease to exist; i.e. If Gr = 0 the
perturbations decay aperiodically as indicated in Figure 6.21 (c,d).
In Figure 6.18 we saw that the properties of the interface are changed by
varying the interface thickness, and the gradual reduction of the interface thick-
ness does not produce the sharp interface behaviour. Such limiting behaviour can
however be obtained by the simultaneous reduction of the capillary number and
interface thickness, so that the ratio Ca/δ remains constant, which is illustrated
in Figure 6.22.
Figure 6.23 shows the typical shapes of perturbations. The profiles are just
slightly dependent on the value of the Reynolds and Peclet numbers. The widths
of the eigenfunctions obtained for Ca = 0 (Figure 6.23 (a,b)) point out their
similarity to the purely hydrodynamic modes of Figure 6.4, and hence the devel-
opment of such perturbations is driven by the hydrodynamic terms. In the case
of Ca 6= 0, the y-width of eigenfunctions depends on the interface thickness δ, so
for thicker interfaces the thickness of the eigenfunction increases. Nevertheless,
the widths of the shown eigenfunctions point out their similarity to the thermo-
dynamic modes depicted in Figure 6.5 (e,f), which means that the evolution in
this case is dominated by the thermodynamic effects.
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Figure 6.23: The eigenfunctions are plotted for the gravity-capillary waves at a
miscible interface. (a,b) The capillary effects are disregarded. The moduli of
the streamfunction (a) and chemical potential (b) are shown for k = 2, Gr = 1,
A = 0.5, δ = 0.1, for the inviscid and viscous cases. Solid line depicts the results
for Pe = 15, inviscid case; dash line for Pe = 5, inviscid case; dash-dot line for
Pe = 15 and Re = 10; and dash-dot-dot line for Pe = 5 and Re = 10. The
eigenvalues are ω = (0.407,−0.542) (Pe = 5) and ω = (0.561,−0.275) (Pe = 15)
for the viscous case and ω = (0.382,−0.444) (Pe = 5) and ω = (0.592,−0.187)
(Re = 15) for the inviscid case. (c,d) The moduli of streamfunction (c) and
concentration (d) are plotted for k = 1.75, Pe = 5, Gr = −1, Ca = 0.04,
A = −0.3, and for δ = 3δ0 (dash-dot line), δ = δ0 (solid line), and δ = δ0/2 (dash
line). The eigenfunctions correspond to the eigenvalues of ω = (0.61, 0.005);
(δ = 3δ0), ω = (0.752,−0.193) (δ = δ0), and ω = (0.61,−0.435) (δ = δ0/2). The
functions are normalized by the maximum values of the moduli.
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6.4 Conclusions
We have investigated the linear evolution of the small normal disturbances to a
flat horizontal phase boundary separating two slowly miscible liquids. The phase-
field approach was employed to model the thermo- and hydrodynamic evolution
of the binary mixture. The Boussinesq approximation of the full Cahn-Hilliard-
Navier-Stokes equations was used to define the equations for the small normal
disturbances. We were interested in the binary mixtures with the upper critical
point, where the diffusivity is stronger. The thermodynamic states of the binary
mixture were defined by the Landau free energy function, with the main phe-
nomenological parameter A, which is negative for the subcritical temperatures
and positive for the temperatures above the critical point.
Two primary aims pursued by this part of work were to understand the limits
of the phase-field approach and to understand the effects of interfacial diffusion
on the dynamics of the Rayleigh-Taylor instability and on the dispersion and
dissipation of the gravity-capillary waves.
The work was fulfilled in three main steps. Firstly, we considered the pure
hydrodynamic evolution (under the condition that Pe → ∞) of a smeared in-
terface. The results were validated through the use of the classical formulae
obtained for sharp interfaces. We found that all classical expectations for the
Rayleigh-Taylor instability and for the waves can be observed. In the case of
the Rayleigh-Taylor instability (where a heavier liquid overlays a lighter one), all
perturbations monotonically grow. The growth rates are reduced by the viscous
and capillary forces. In the opposite configuration of a lighter liquid overlaying a
heavier one, the gravity-capillary waves are developed, with the phase speed pro-
portional to k−1/2. The damping is defined by the viscous and capillary effects,
reducing the range of the modes that exhibit the wave-like behaviour.
The sharp-interface results can be reproduced for thinner interfaces, but the
situation is however different for Ca = 0 and Ca 6= 0. In the former case, the
sharp interface results are achieved by a simple gradual reduction of the inter-
face thickness. In the latter case, the interface thickness should be decreased
simultaneously with the capillary number, keeping the ratio Ca/δ (which is pro-
portional to the surface tension coefficient) constant. Such procedures allow ac-
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curate reproduction of the eigenvalue spectrum of a sharp interface for the range
of wavenumbers limited by kδ << 1. For example, in order to reproduce the
eigenvalue spectrum for k ≤ 5, the interface thickness must be at least δ = 0.001.
This condition can however be relaxed on the basis of the following reasons. To
describe the development of the Rayleigh-Taylor instability we may need to define
accurately only the fastest growing mode, so the condition becomes kmaxδ << 1,
or only the unstable modes, that are limited by the cut-off value kc =
√
3δGr/Ca
due to the capillary action, and the condition becomes kcδ << 1. In the case of
the gravity-capillary waves, we may either be interested in the wave of a partic-
ular wavelength or in the modes that exhibit the wave-like behaviour, which are
limited by the bifurcation point.
Next, we considered the pure thermodynamic instability of a diffuse interface.
Contrary to the research results currently available in the literature, we treated
Ca and δ as two independent parameters (in other works the stability of the kink
solution, with δ0 =
√
−Ca/A, i.e. existent for A < 0, was investigated). We
found that, for A < 0, all thermodynamic perturbations monotonically decay for
thin interfaces, when δ ≤ δ0, and, for A > 0, all perturbations unconditionally
decay. If however A < 0 and δ > δ0, the longwave instability develops.
Finally, we considered the stability of miscible interfaces with respect to both
thermo- and hydrodynamic perturbations. We found that the diffusivity intro-
duces an additional dissipation, and its influence is very similar to the effects
produced by the viscous force. The introduction of diffusivity slows the growth
of the Rayleigh-Taylor instability and also reduces the propagation speeds of the
gravity-capillary waves and increases the damping of the waves.
In general, the effects of viscosity, diffusivity and capillarity, dampen pertur-
bations. However, these effects interplay and hence can emphasize or suppress
each other. The cumulative viscous and diffusive damping is able to completely
suppress the growth of the short wavelength modes, which is not observed when
these effects act separately. The strong viscous or diffusive damping can make
the effect of capillarity non-existent. That means that the use of the phase-field
approach as a numerical method for describing the evolution of immiscible inter-
faces, should in general take into account the correlations between the Reynolds,
Peclet, capillary numbers, and the interface thickness.
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We also found the qualitative difference in the results obtained for Ca = 0
and Ca 6= 0. For the case of negligible capillary effects, the evolution of small
perturbations is totally determined by hydrodynamics. The diffusion is included
by the diffusive flux defined by the Fickian law, but we found that the concentra-
tion field in this case mostly adjusts the variations of the velocity field. If however
Ca 6= 0, then the evolution of perturbations is dominated by the thermodynamic
part of the mathematical problem. The difference in the results is even stronger
for the gravity-capillary waves, when in the case of non-negligible capillary effects
and when A < 0 and δ > δ0, the thermodynamic longwave instability makes the
layer unstable even if the lighter liquid overlays the heavier one.
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Shear flow along the interface
between two miscible liquids
The objective of this chapter is to investigate the phase boundary separating two
miscible liquids, which are in relative shear motion. Similar to the steps that
were taken in Chapter 6, we carry on parametric linear stability analysis through
the phase-field method. Kelvin-Helmholtz and Holmboe instabilities are added
by imposing the flow along the interface.
7.1 Immiscible liquids
First, we study the instability of the interface separating two immiscible liquids
(Pe → ∞) that are in relative shear motion. For this purpose, the governing
equations in linearised form (3.25), (3.26) and (3.27) can be simplified to
−i(ωi − kUx)(ψ′′ − k2ψ)− ikU ′′xψ =
1
Re
(
ψvi − 2k2ψ + k4ψ)+,
ikCa(βC ′0ψ
′′ + 2β ′C ′0ψ
′ + (C ′0(β
′′ − k2β) + C ′′′0 β)ψ)− βikGrψ, (7.1)
where the equation (7.1) describes the terms dependent on the effect of capillary
number Ca and Grashof number Gr. The parameter β is given by
β =
ikC ′0ψ
kUx − ω , (7.2)
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where its derivatives, presented by β ′ and β ′′, are easy to obtain.
For immiscible inviscid liquids, equation (7.1) can be reduced to a second
order ordinary differential equation given by
(Uxk − ω − kCaβC ′0)ψ′′ = 2kβ ′CaC ′0ψ′
+k
[
k(kUx − ω) + U ′′ + Ca
(
(β ′′ − k2β)C ′0 − C ′′′β
)
+ βGr
]
ψ (7.3)
The dispersion relations of a sharp interface between two inviscid and viscous
immiscible liquids were obtained in Chapter 5 for both Gr < 0 (where the heavier
liquid stands over the lighter one) and Gr > 0 (the heavier liquid underlies the
lighter one). These results are obtained based on the assumptions that both the
shear interface thickness δu and concentration (density) thickness δ are infinitely
thin.
However, in stratified flow, the interface thickness is smeared and prone to
Holmboe instability if Gr > 0. For diffuse interface and no capillary effect, the
linear differential equation (7.3) reduces to the classical Taylor-Goldstein equation
given by
ψ′′ −
(
k2 − kU
′′
x
ω − kUx +
k2J(y)
(ω − kUx)2
)
= 0, (7.4)
where J(y) = C ′0Gr is the squared Brunt-Vaisala frequency.
The stability analysis of this equation was conducted for various density and
velocity profiles. It was found that the interface is stable if the global Richardson
number
Ri(y) =
J(y)
[U ′x]
2
=
C ′0Gr
[U ′x]
2
=
Grδ2u
2δ
cosh4(y/δu)
cosh2(y/δ)
, (7.5)
is everywhere greater than 1/4. If in any circumstances Ri(y) ≤ 1/4 then the
instability is likely to occur but this not guaranteed. If this is the case, then a
stability analysis is required for a definite answer.
For the basic profiles (3.1) and (3.5), the expression 7.5 indicates that the
stability is determined by the Grashof number Gr and the thickness ratio δu/δ.
In this case, we assume that δu > δ, so we expect that Holmboe instability
develops for δ < δu/2 and Gr > 0.
The solution of the equations (7.1) and (7.3) are obtained through the ESM
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or CCM methods as explained in the Chapter 4. Following the ESM method,
where at L ∼ ±L∞ the asymptotic solutions are given as
y →∞ : ψ = A1 exp(−ky) + A3 exp(−q1y), (7.6)
y →∞ : ψ = A2 exp(ky) + A4 exp(q2y), (7.7)
where q1 ≡
√
k2 − (k + iωRe), q2 ≡
√
k2 + (k − iωRe), and A1, A2, A3 and A4
are arbitrary constants.
For immiscible inviscid liquids, the system of the ordinary differential equa-
tions of the first order (7.3) becomes
f ′ =
(
0 1
A21 A22
)
f , (7.8)
where f = (ψ0, ψ1)
T = (ψ, ψ′)T and the elements of the matrix are
A21 =
k(k(kUx − ω)− U ′′x + CaC ′0β ′′)
kUx − ω − kCaβC ′0
+
k(Ca(kC ′0 + C
′′′)−Gr)
kUx − ω − kCaβC ′0
,
A22 =
2kCaβ ′C ′0
kUx − ω − kCaβC ′0
.
7.1.1 Gr < 0: the heavier liquid is on top of the lighter
one
If Gr < 0, a horizontal phase boundary is always unstable due to the Rayleigh-
Taylor instability. If in addition, the neighbouring liquids participate in a relative
motion, the Rayleigh-Taylor instability competes with the Kelvin-Helmholtz in-
stability. This is illustrated in Figure 7.1 (a), where the increase in the intensity
of the imposed flow leads to a stronger growth of the modes with the longer
wavelengths, and to a weaker growth of the modes with the shorter wavelengths.
Thus, the instabilities do not sum up, as some modes develop slower, but this
result agrees well with the simple analytic formula (5.46) for sharp interfaces and
also with the earlier studies, [39, 164] in which the stability of smeared interfaces
was previously examined. Figure 7.1 (a) also depicts the data for the inviscid and
viscous liquids, showing the dissipative role of the viscous force.
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Figure 7.1: (a-c) The eigenspectra are plotted for an immiscible interface that
separates the heavier liquid lying over the lighter liquid. The curves are plotted
for Gr = −1, δu = 1 and (a) Ca = 0.001, δ = 0.05, U0 = 0 (solid lines), U0 = 1
(dashed lines), and U0 = 3 (dash-dot lines) for three different Reynolds numbers:
Re = 1, Re = 100, and Re = 10; (b) Ca = 0, Re = 25, U0 = 1 and different
values of δ: δ = 0.001 (solid line), δ = 0.01 (dash line), δ = 0.1 (dash-dot line),
and δ = 1 (dot line); (c) Ca = 0.001, Re = 25, U0 = 1, and different δ (lines
as in (b)). (d) The eigenfunctions, namely the moduli of the stream functions,
are plotted for k = 3, Gr = −1, Re = 25, U0 = 1, δ = 0.01, Ca = 0 (solid line)
and Ca = 0.01 (dash line). The eigenvalues are ω = (0, 0.750) for Ca = 0, and
ω = (0, 0.531) for Ca = 0.01.
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Figures 7.1 (b,c) show the growth rates for perturbations developing at the
interfaces of different thicknesses for the cases of Ca = 0 (Figure 7.1 b) and
Ca = 0.001 (Figure 7.1 (c)). The results are similar to what we earlier observed
in Chapter 6 for the case of pure Rayleigh-Taylor instability. Namely, for Ca = 0,
we observe convergence to the sharp interface behaviour. If however the capillary
effects are non-neglected, a simple reduction in the interface thickness leads to the
growth of the surface tension (which is proportional to Ca/δ, see (3.4) and (5.46))
and to the strong damping of the short wavelength modes. For the pure Rayleigh-
Taylor instability it was shown that the sharp interface behaviour can be revealed
by simultaneous decrease of the interface thickness and capillary number. This
however was not observed in the presence of the shearing flow.
Figure 7.1 (d) shows the shapes of the eigenfunctions, i.e. the ψ profiles
of the stream functions for two cases of Ca = 0 and Ca = 0.001. In terms of
the eigenfunctions, the difference between the cases of zero and non-zero capillary
effects is not very strong. The eigenfunctions plotted for the interfaces of different
thicknesses were also found to be almost coincident.
7.1.2 Gr > 0 : the lighter liquid superposes the heavier
one
The configuration with the heavier liquid lying underneath the lighter liquid
would obviously be stable without externally imposed flow, and the flow could
make this configuration unstable. The stability diagrams are depicted in Figure
7.2, where one sees that the flow makes the interface unstable towards the Kelvin-
Helmholtz and Holmboe instabilities. The Kelvin-Helmholtz instability is limited
to the lower Grashof numbers (smaller density contrasts), while the evolution at
the higher Grashof numbers is dominated by the Holmboe instability. The zone of
the Holmboe instability is usually large (in comparison to the zone of the Kelvin-
Helmholtz instability), and even remains unclosed from the top for immiscible
interfaces between inviscid liquids, when the growth of unstable modes is not
stabilised even by the strong gravity force. Similar stability diagrams were earlier
reported in other works [71, 141].
Figure 7.2 (a) shows the stability diagrams for the capillary forces of different
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Figure 7.2: The neutral curves defining the zones of the Kelvin-Helmholtz (KHI)
and Holmboe (HI) instabilities. The results are obtained for an immiscible
(Pe = 1) horizontal interface separating two liquids with the heavier liquid at the
bottom. The parameters are (a) δ = 0.2, U0 = 1, Re = ∞ and different values
of Ca: Ca = 0 (solid line), Ca = 0.0005 (dash line), and Ca = 0.001 (dash-dot
line); (b) Re = 1, U0 = 1 and different values of δ: δ = 0.1 (solid line), δ = 0.2
(dash line), δ = 0.3 (dash-dot line), δ = 0.4 (dot line), and δ = 0.5 (dash-dot-dot
line); (c) δ = 0.2, Re = 20 and different values of U0: U0 = 1 (solid line), U0 = 2
(dash line), and U0 = 4 (dash-dot line); (d) δ = 0.2, U0 = 1 and different values
of Re: Re = ∞ (solid line), Re = 50 (dash line), and Re = 10 (dash-dot line).
δu = 1 for all plots.
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Figure 7.3: (a,b) The eigenspectra for the perturbations developing at an immis-
cible (Pe = 1) horizontal interface with the heavier liquid underneath the lighter
one. The curves are shown Gr = 0.1, Ca = 0, δ = 0.1 and different values of
Re: Re = 1 (solid lines) and Re = 50 (dash lines). (a) shows ωr and (b) shows
ωi. (c,d) The eigenfunctions, namely, the real (solid lines) and imaginary (dashed
lines) parts of the stream function, are plotted for k = 0.2, Gr = 0.1, Ca = 0,
δ = 0.1, and (c) Re = 1, the eigenvalue is ω = (0, 0.092); and (d) Re = 50,
ω = (0.022, 0.049). δ = 1 for all plots.
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strengths. Surprisingly, the increase in surface tension does not make the interface
more stable. On the contrary, the capillary forces extend the range of the Kelvin-
Helmholtz instability to the modes with shorter wavelengths and slightly widen
the zone of the Holmboe instability.
Figure 7.2 (b) depicts the neutral curves for the interfaces of different thick-
nesses. Thicker interfaces are more sensitive to the Kelvin-Helmholtz instability.
The range of Holmboe instability is however decreased for such interfaces, and,
for the case of Ca = 0 and U0 = 1, the Holmboe modes cease to exist if δ > 0.417.
In the opposite limit of thinner thicknesses, the Kelvin-Helmholtz instability be-
comes strongly suppressed and the instability is primarily defined by the Holmboe
modes.
Figure 7.2 (c) shows how the increase in the amplitude of the imposed flow
affects the shapes of the neutral curves. As expected, the zones of both Kelvin-
Helmholtz and Holmboe instabilities increase. The curves are plotted for the
finite value of the Reynolds number and by making comparison against Figure
7.2 (a), one notices that viscosity closes up the zones of the Holmboe instability,
so the instability is suppressed by stronger gravity. Figure 7.2 (d) defines the
stability diagrams for the different strengths of the viscous forces, additionally
illustrating that viscosity reduces the range of unstable modes.
The typical eigenspectra are depicted in Figures 7.3 (a,b). The results are
shown for the parameters of Figure 7.2 (b), for Gr = 0.1, and for the inviscid
and viscous cases. In these plots, one sees that there is a short range of stable
modes closer to k = 0, then there is a range of unstable modes (for which ωi
is positive), and again the instability is reinstated at larger wave numbers. The
Kelvin-Helmholtz modes have zero wave speeds (ωr = 0), and the Holmboe modes
are characterised by non-zero speeds (the positive branch of ωr is only shown, and
there is another symmetric branch with negative ωr defining the wave travelling
in the opposite direction). The development of the Kelvin-Helmholtz modes can
be suppressed by viscosity (like that is shown in Figure 7.3 (b)), nevertheless, the
modes remain unstable in respect to the Holmboe instability.
Figures 7.3 (c,d) depict the typical shapes of eigenfunctions. Figure 7.3 (c) de-
picts the Holmboe mode and Figure 7.3 (d) depicts the Kelvin-Helmholtz mode,
the shapes of which are however not substantially different. The eigenfunctions
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are much wider in comparison to the similar functions plotted for the gravita-
tionally unstable configuration (Figure 7.1 (d)). In addition, there appears some
non-symmetry about the middle point.
7.2 Miscible liquids
The objective of this section is to investigate the coupling of the thermodynamic
and hydrodynamic effects on miscible displacements. The general case of the
system of equations is given as follows
i(Uxk − ω)(ψ′′ − k2ψ)− ikU ′′x =
1
Re
(ψiv − 2k2ψ′′ − k4ψ) +
Cak[(C ′′ − k2C)C ′0 − C ′′′0 C]− ikGrC, (7.9)
CaC iv − (D0 + 2Cak2)C ′′ − 2D′0C ′ +(
k2
(
D0 + Cak
2
)−D′′0 − iP e(Uxk − ω))C = −ikPeC ′ψ, (7.10)
Similarly to the steps in Chapter 4, the asymptotic solutions at y → ±∞ are
used to defined the boundary conditions used to initialize the system of the first
order differential equations
f ′ = Af , (7.11)
where f = (f0, f1, f2, f3, f4, f5, f6, f7)
T = (ψ, ψ′, ψ′′, ψ′′′, Cˆ, Cˆ ′, Cˆ ′′, Cˆ ′′′)T and
A =


0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
A41 0 A43 0 A45 0 A47 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
A81 0 0 0 A85 A86 A87 0


,
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with the elements of matrix given as
A41 = −k2(k2 + (Uxk − iReω) + iReU ′′x ), A43 = 2k2 + iRe(Uxk − ω),
A45 = ikRe((k
2C ′0 + C
′′′)Ca−Gr), A47 = −ikReCaC ′0, A81 =
iP ekC ′0
Ca
,
A85 =
D′′0 − k2D0 − k4Ca− iP e(Uxk − ω)
Ca
, A86 = 2D
′
0/Ca, A87 =
2k2Ca+D0
Ca
.
The boundary conditions at y → ±L∞ are given by
f1 = (1,±k, k2,±k3, 0, 0, 0, 0)T exp(±ky), (7.12)
f2 = (1,±q1,2, q21,2,±q31,2, 0, 0, 0, 0)T exp(±ky), (7.13)
f3 = (β1,2,±β1,2p1,2, β1,2p21,2,±β1,2p31,2, 1,±p1,2, p21,2,±p31,2)T exp(±p1,2y), (7.14)
f4 = (β3,4,±β3,4p3,4, β3,4p23,4,±β3,4p34,3, 1,±p3,4, p23,4,±p33,4)T exp(±p3,4L), (7.15)
where
p1,2 =
√
1
2
(2k2 +D0/Ca)± 1
2
√
D20/Ca
2 − 4iP e(U0k − ω)/Ca, (7.16)
p3,4 =
√
1
2
(2k2 +D0/Ca)± 1
2
√
(D20/Ca
2 + 4i P e(U0k + ω)/Ca), (7.17)
q1,2 =
√
k2 + iRe(U1,2k − ω), (7.18)
β1,2 = − iGrkRe
(p21,2 − q21,2)(p21,2 − k2)
, (7.19)
β3,4 = − iGrkRe
(p23,4 − q21,2)(p23,4 − k2)
. (7.20)
For the CCM method, the eigenvalues λ can be obtained from the system of
equations
(
(F (4) − 2k2G(2) + k4)/Re M − iGrkI
−iC ′0kI 1kPe (iU ′′0 I + T )
)
V = λ
(
(F (2) − k2I) Z
Z I
)
V.
(7.21)
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Where
F (1) = mG(1), (7.22)
F (2) = m2G(2) +m′G(1) − k2I, (7.23)
F (4) = F (2) F (2), (7.24)
M = −iCak[(F (2) − k2I)C ′0 − C ′′′0 I], (7.25)
T = 2D′0F
(1) +D0F
(2) − CaF (4), (7.26)
where m, G(1), G(2) are defined in Chapter 4.
Since the current part is based on the parametric study, the equations used for
the calculation of the solutions of the other cases of inviscid and viscous miscible
liquids for Ca = 0 and Ca 6= 0, are given in appendix B. 2.
7.2.1 Heavier liquid stands over the lighter one: Gr < 0
For miscible liquids, the configuration with the heavier liquid on top of the lighter
liquid remains unconditionally unstable. Figure 7.4 to Figure 7.8 show the growth
rates as functions of the wavenumber for various values of the non-dimensional
parameters. Figures 7.4 and 7.5 depict the results obtained for Ca = 0, and
Figures 7.6 and 7.7 illustrate the changes in the eigenspectra enforced by the
capillary terms. In general, we may conclude that the effect of capillarity is
mostly reduced to damping of the shortwave modes.
Figure 7.4 (a) shows that diffusion slows down the growth of perturbations.
The viscosity also plays the dissipating role, which is illustrated in Figures 7.4
(c) and 7.7 (a).
Figures 7.4 (b) and 7.6 (a,b) show the growth rates for the perturbations
developing at interfaces of different thicknesses. In Section 6.3.1, it was shown
that the interface instability is sensitive to the thickness δ in both immiscible
viscous liquids and miscible inviscid liquids. If the interface is subjected to shear
motion, Figure 7.5 (c) shows that the interface keeps the same influence on the
instability for immiscible viscous liquids as in stationary liquids. While in the case
of miscible inviscid liquids, the interface responses to the perturbations differently
than in the case of stationary liquids for sharp and thick interfaces. There are
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Figure 7.4: The eigenspectra for a miscible interface separating two liquids with
the lighter liquid at the bottom. The curves are plotted for Ca = 0, δu = 1
and (a) Gr = 1, δ = 0.1, Re = ∞, A = 0.5, U0 = 1, and different values of
Pe: Pe = ∞ (solid line), Pe = 250 (dash line), and Pe = 50 (dash-dot line).
(b) Gr = −1, Pe = 20, Re = ∞, A = 0.5, U0 = 1 and different values of δ:
δ = 0.001 (solid line), δ = 0.01 (dash line), and δ = 0.1 (dash-dot line). (c)
A = 0.5, Gr = 1, U0 = 1, δ = 0.1, Pe = 10 and Pe = 100 and different values of
Re: Re = ∞ (solid lines), Re = 50 (dash lines), and Re = 25 (dash-dot lines).
(d) Gr = −1, δ = 0.01, Pe = 20, Re = ∞ and different values of U0: U0 = 1
(solid line), U0 = 3 (dash line), and U0 = 5 (dash-dot line).
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Figure 7.5: The eigenspectra for a miscible interface separating two liquids with
the lighter liquid at the bottom. The curves are plotted for U0 = 1, Ca = 0,
δu = 1. (a) Gr = 1, δ = 0.01, Pe = 20, Re = 50, and A = −0.5 (solid line),
A = −0.25 (dash line), A = 0.25 (dash-dot line), and A = 0.5 (dotted line). (b)
Pe = 20, Re = 50, A = 0.5, δ = 0.1, and Gr = 0 (solid line), Gr = −0.25 (dash
line), Gr = −0.5 (dash-dot line), and Gr = 1 (dot line). (c) Gr = −1, Pe = 10
and Re = ∞ (dash lines), Re = 2.5 and Pe = ∞ (dash-dot lines). (d) A = 0.5,
Pe = 10 and Re = 2.5 (dash lines), Re = 10 and Pe = 2.5 (dash-dot lines)
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Figure 7.6: The eigenspectra for a miscible interface between two liquids with
the lighter liquid at the bottom. The curves are plotted for δu = 1, Gr = −1,
U0 = 1, Pe = 20. (a) Ca = 0.05, Re = ∞, A = −0.5 and different values of
δ: δ = 0.3 (solid line), δ = 0.5 (dash line), and δ = 0.8 (dash-dot line). (b)
Re = ∞, Ca = 0.05, A = 0.5 and for different δ (lines named as in (a)). (c)
Re = 20, A = −0.5, and Ca = δ = 0.05 (solid line), Ca = δ = 0.1 (dash line),
Ca = δ = 0.2 (dash-dot line). (d) Re = 20, A = −0.5, and the values of Ca and
δ, and lines are named as in (c).
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Figure 7.7: The eigenspectra for a miscible interface between two liquids with
the lighter liquid at the bottom. The curves are plotted for Gr = 1, Pe = 20,
Ca = 0.05, δ = 0.3, δu = 1. (a) A = −0.5, U0 = 1 and different values of Re:
Re = ∞ (solid line), Re = 1000 (dashed line), Re = 100 (dash-dot line), and
Re = 10 (dot line). (b) A = 0.5, U0 = 1, and different Re (lines as in (a)). (c)
Re = ∞, A = 0.5 and different values of U0: U0 = 0 (solid line), U0 = 1 (dash
line), U0 = 2 (dash-dot line), U0 = 4 (dot line). (d) U0 = 1, Re =∞ and different
values of A: A = −0.5 (solid line), A = −0.25 (dash line), A = 0.25 (dash-dot
line), and A = 0.5 (dot line).
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Figure 7.8: The eigenfunctions, namely the moduli of the concentration (a,c)
and streamfunction (b,d) are shown for k = 1, Gr = 1, Pe = 20, Ca = 0.05,
δu = 1, U0 = 1, Re = ∞, δ = 0.3 (solid lines) and δ = 0.8 (dash lines). The
results are plotted for A = −0.5 (a,b) and A = 0.5 (c,d). The eigenvalues are
(a,b) ωi = 0.607 (δ = 0.3), ωi = 0.469 (δ = 0.8) and (c,d) ωi = 0.487 (δ = 0.3),
ωi = 0.341 (δ = 0.8).
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two ranges of least and most unstable modes that are interchanged for thick and
sharp interfaces.
Figure 7.5 (d) illustrates the cumulative effects of viscosity and diffusivity on
sharp and thick interfaces. Interestingly, the interface shows similar behavior to
the case of immiscible viscous liquid-liquid interface indicating that the interface is
controlled by shear viscosity and shear motion that has similar effect as diffusivity.
Thus, the role of the diffusivity and viscosity remains to reduce the instability of
the interface, as in the case of stationary liquids.
In the case of negligible capillary effects (Figure 7.4 (b)) the results could be
obtained for very small values of interface thickness, indicating convergence of the
curves defining the sharp interface limit. If however the capillarity is important
(Figures 7.6 (a,b)), only the curves for much thicker interfaces could be obtained,
and convergence to the sharp interface behaviour was not revealed. In addition,
we plotted the curves for the different values of Ca and δ, so that their values are
simultaneously reduced (Figures 7.6 (c,d)). In these plots, the limiting behaviour
of the sharp interface was not revealed either. As already mentioned above, the
ratio Ca/δ defines the surface tension coefficient, and the simultaneous changes
in these two parameters allowed us to obtain the behaviour of a sharp interface
in the case of the pure Rayleigh-Taylor instability (U0 = 0). The flow imposed
along the interface obviously makes the dependence of the eigenspectrum on Ca
and δ more complex.
Figures 7.4 (d) and 7.7(c) show how the flow amplitude affects the eigen-
spectrum. Similar to the immiscible case, the growth of the modes with long
wavelengths is intensified, and the growth of the modes with the shorter wave-
lengths is reduced.
Figure 7.5 (b) shows the role of the gravity force on the growth rates. In
the presence of the flow, the instability is obviously observed even for Gr = 0,
when the phase boundary is subject to the pure Kelvin-Helmholtz instability.
The range of the unstable modes and the maximum growth rates are increased
if the Grashof number Gr is increased and hence the Rayleigh-Taylor instability
is intensified. Figures 7.5 (a) and 7.7 (d) show that the value of the parameter
A does not introduce any qualitative changes to the eigenvalue spectrum. This
parameter defines the effective diffusion coefficient, D0 = 2A+12C
2
0 , and hence,
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the larger values of A correspond to stronger diffusion, and, consequently, to
stronger damping of the growth.
Figures 7.8 depicts the typical shapes of the eigenfunctions, namely, the mod-
uli of concentration and stream function. The eigenfunctions are shown for two
values of parameter A and for two different thicknesses δ. The concentration
profiles are noticeably narrower and become even more narrower if the interface
thickness is reduced. The streamfunction profiles remain virtually unaffected by
the changes in A and δ, but we saw that the streamfunction profiles become
however narrower for lower values of the Reynolds numbers (stronger viscosity).
7.2.2 Heavier liquid underlies a lighter one: Gr > 0
Figures 7.9 to 7.13 depict the neutral curves that define the zones of the Kelvin-
Helmholtz and Holmboe instabilities obtained for interfaces separating two misci-
ble liquids. Figures 7.9 show the results for Ca = 0. Figure 7.9 (a,b) are obtained
for a rather thin interface with and without interfacial diffusion. In the immis-
cible case, the zone of the Kelvin-Helmholtz instability is small, but the layer is
almost unconditionally unstable to the Holmboe modes, which agrees with the
observations made from Figure 7.2 (b) plotted for the immiscible interfaces of dif-
ferent thicknesses. An introduction of interfacial diffusion changes the stability
boundaries: the zone of the Kelvin-Helmholtz instability is enlarged, while the
zone of the Holmboe instability becomes narrower. Thus, in the case of strong
interfacial diffusion (Figures 7.9 (c,d)), the thinner interfaces are more unstable.
In these figures, the zones of the Holmboe instability are unclosed, with the left
boundaries virtually coincident with the axis k = 0.
Figure 7.10 depicts the typical eigenspectra. Both the real and imaginary
parts of the eigenvalues are plotted. The imaginary part defines the growth or
decay rates of perturbations, so that its positive values signify instability. One
may notice a thin region near k = 0, where the perturbations decay, then, there
is a region of the Kelvin-Helmholtz (ωr = 0) or Holmboe (ωr 6= 0) instabilities,
and the shortwave modes decay again. The results are shown for the viscous and
inviscid cases, and one sees that the instability region is reduced with the added
viscous effect. In addition, the Kelvin-Helmholtz instability can be observed for
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Figure 7.9: The neutral curves are plotted for a miscible interface between two
inviscid liquids (Re = ∞) with the heavier liquid underneath the lighter one.
The data are calculated for Ca = 0 and δu = 1, U0 = 1. (a) A = −0.5, δ = 0.01,
Pe = ∞ (solid line), Pe = 1000 (dash line), Pe = 400 (dash-dot line), and
Pe = 200 (dot line). (b) A = 0.5, δ = 0.01, Pe = ∞ (solid line), Pe = 2500
(dash line), Pe = 100 (dash-dot line). (c) Pe = 20, A = −0.5, δ = 0.001 (solid
line), δ = 0.005 (dash line), δ = 0.01 (dash-dot line). (d) Pe = 10, A = 0.5,
δ = 0.05 (solid line), δ = 0.1 (dash line), and δ = 0.2 (dash-dot line).
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Figure 7.10: The eigenspectra are shown for the perturbations developing at a
miscible interface that separates two liquids with the heavier liquid underneath.
The two sets of curves are plotted for Re = 20 (dash lines) and Re = ∞ (solid
lines) and Gr = 0.1, δ = 0.01, δu = 1, U0 = 1. (a,b) A = −0.5, Pe = 1000 and
Pe = ∞ (lines marked by ◦ symbols). (c,d) A = 0.5, Pe = 2500 and Pe = ∞
(lines marked by ◦ symbols).
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Figure 7.11: The neutral curves are plotted for a miscible interface between two
liquids with the heavier one underneath. (a) The curves are obtained for U0 = 1,
δu = 1 and Gr = 1; and (a) Ca = 0, δ = 0.1, A = 0.5 and different values
of Re and Pe: Pe = 60 and Re = ∞ (dash-dot line), Re = 15 and Pe = ∞
(dash line). (b) Ca = 0, Re = 15, Pe = 60, A = 0.5 and different values of δ:
δ = 0.1 (dash-dot line) and δ = 0.5 (dash line). (c) Pe = 100, δ = 0.3, A = −0.5,
Ca = 0.05 and different values of Re: Re = ∞ (solid lines), Re = 250 (dash
lines), and Re = 25 (dash-dot lines). (d) the same parameters in (c) but A = 0.5,
Ca = 0.08.
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Figure 7.12: The neutral curves are plotted for a miscible interface between two
liquids with the heavier one underneath. The curves are obtained for U0 = 1,
δu = 1. (a) Re = 25, δ = 0.3, A = −0.5, Ca = 0.05 and different values of Pe:
Pe = ∞ (solid line), Pe = 1000 (dash lines), Pe = 100 (dash-dot lines), and
Pe = 10 (dot lines). (b) A = 0.5, other parameters and lines as in (a). (c) Pe =
20, Re = 100, A = 0.5, Ca = 0.05 and different values of δ: δ = δ0/2 ∼ 0.158
(solid lines), δ = δ0 ∼ 0.316 (dash lines), δ = 2δ0 ∼ 0.632 (dash-dot line). (d)
Pe = 100, Re = 25, A = 0.5, Ca = 0.05 and different values of δ: δ = 0.1 (solid
lines), δ = 0.3 (dash lines), and δ = 0.6 (dash-dot lines)
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Figure 7.13: The neutral curves are plotted for a miscible interface between two
liquids with the heavier liquid underneath. The curves are obtained for δu = 1,
Pe = 100. (a) Re = 25, δ = 0.3, Ca = 0.05 and different values of A: A = −0.5
(solid lines), A = −0.3 (dash lines), A = 0.3 (dash-dot lines), and A = 0.5 (dot
lines). (b) Re = 25, δ = 0.3, A = 0.5 and different values of Ca: Ca = 0 (solid
lines), Ca = 0.05 (dash lines), and Ca = 0.1 (dash-dot lines). In (c,d) data is
obtained for Re = 10, Ca = 0.05, δ = 0.05 and different values of U0: U0 = 1
(solid lines), U0 = 2 (dash lines), and U0 = 3 (dash-dot lines), A = −0.5 in (c)
and A = 0.5 in (d).
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Figure 7.14: The eigenfunctions, namely the profiles of stream function (a,c)
and concentration (b,d) are shown for perturbations developing at a miscible
interface that separates two liquids in relative shear motion with the heavier
liquid underneath. The functions are plotted for k = 0.2, Pe = 100, Ca = 0.05,
δ = 0.1, Re = 25, A = 0.5 and for (a,b) Gr = 0.1 (the range of the Kelvin-
Helmholtz instability) and (c,d) Gr = 1 (the range of Holmboe instability). The
solid lines depict the real parts, and the dashed lines show the imaginary parts.
The eigenvalues are ωi = (0, 0.087) (for a,b) and ωi = (0.283, 0.011) (for c,d).
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higher values of Re, but ceases to exist for small values of Grashof number (Gr)
if the viscosity is stronger.
Figure 7.11 (a,b) show the effects of diffusivity and viscosity acting separately
and simultaneously on the stability of the sharp interface δ. Although the effect
of diffusivity and viscosity are the same for stationary liquids if δ → 0, Figure 7.11
(a) shows that diffusivity enhances the Kelvin-Helmholtz instability, especially at
the modes concentrated around k ∼ 0.1 with the highest Gr. In contrast, the
effect of viscosity dramatically reduces the zone of Kelvin-Helmholtz instability
to the lowest values of Gr. The other interesting observation, in immiscible
viscous liquids, is that the Holmboe instability zone is larger than the zone of the
case of miscible inviscid liquids. Figure 7.11 (b) shows the zones of KHI and HI
are also dependent on the interface thickness δ if both diffusivity and viscosity
acting together on the phase boundary. The characteristics of neutral curves are
similar to the observed curves plotted for immiscible viscous liquids. However,
the development of both instabilities does not depend on the interface thickness
δ, e.g, HI develops even if δ > 0.427 for which can not develop if the liquids are
immiscible.
Figures 7.11 (c,d), 7.12 and 7.13 show the neutral curves for miscible interfaces
taking the full account of the capillary terms. As expected, the interface is stable
for higher Grashof numbers. At lower values of the Grashof number the interface
is subject to either the Kelvin-Helmhotz or Holmboe instabilities. The effect of
interfacial diffusion on the interface stability is illustrated by Figure 7.12 (a,b).
The influence of diffusivity is different for the negative and positive values of the
parameter A. If A < 0, even though the diffusion through the interface suppresses
the development of the Kelvin-Helmoltz instability, the zone of the Holmboe
instability gets even larger. The Holmboe instability does not exist for the cases
of weak diffusivity (large Pe numbers). If A > 0, the range of Gr for which the
instability can be observed is much larger. The presence of interfacial diffusion
does not significantly change the zone of the Kelvin-Helmholtz instability until
diffusion is too strong (Pe = 10) (see Figure 7.12 (b)). The increase in diffusivity
makes the region of the Holmboe instability smaller, and the Holmboe instability
is not observed for low Peclet numbers (e.g. Pe = 10).
Figures 7.12 (c,d) show the neutral curves for the interfaces of various thick-
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nesses. Similar to Figures 7.9 (c,d) thinner interfaces are more prone to the
Kelvin-Helmholtz instability. In chapter 6.2, it was shown that the configuration
with the heavier liquid below the lighter one is thermodynamically unstable with
the exponential growth of perturbations for interfaces thicker than the equilib-
rium value δ0 ≡
√
Ca/A. This result is confirmed in the current work and is
illustrated in Figure 7.12 (c), where the neutral curve for δ = 2δ0 splits the plot
into two parts. The longwave modes are thermodynamically unstable (almost
independent on the value of the Grashof number) and the shortwave modes are
stable. In contrast to the cases of stationary liquids, because of the continuous
velocity profile, we did not observe convergence to the results for the sharp inter-
face. Figures 7.11 (c,d) show the influence of viscosity, and, as expected, viscosity
introduces additional damping thus reducing the range of unstable modes.
Figure 7.13 (a) depicts the neutral curves for different values of A. The more
positive values of A (stronger diffusion) correspond to a larger zone of the Kelvin-
Helmholtz instability, which agrees with Figures 7.12 (a,b). Correspondingly, for
negative values of A, the zones of instability are significantly reduced. Figure 7.13
(b) illustrates that the capillary terms enlarge the zones of instability, similar to
the immiscible case (Figure 7.2 (a)). Figures 7.13 (c,d) show the neutral curves
for the imposed flows of different amplitudes. Obviously, the increase in the flow
intensity expands the zones of the Kelvin-Helmholtz and Holmboe instabilities.
Finally, Figures 7.14 depict the eigenfunctions plotted for the parameters of
Figure 7.12 (d), for k = 0.2 and for two different levels of Grashof numbers. These
correspond to the Kelvin-Helmoltz and Holmboe disturbances. The streamfunc-
tion profiles look very similar to the curves plotted in Figures 7.3 (c,d) for the
immiscible results. In the miscible case, the concentration profiles are added.
The concentration profiles are much narrower, with the width similar to the case
of Gr < 0 (Figures 7.8 (a,c)).
7.3 Conclusion
In this part, we used the phase-field approach to investigate the linear instability
of a horizontal interface that separates two slowly miscible liquids. The liquids
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are in relative shear motion. The obtained results were validated against the data
available for immiscible interfaces that are subject to either the Rayleigh-Taylor,
or Kelvin-Helmholtz, or Holmboe instabilities. The results are obviously different
for the gravitationally stable and unstable configurations.
In the case of the heavier liquid lying above the lighter liquid, the interface is
unconditionally unstable. The addition of the flow does not make the interface
more unstable, in the sense that some of the modes (with longer wavelengths)
start growing faster in the presence of the flows, but the growth of short wave
modes is slowed down. Diffusivity introduces an additional mechanism of dissi-
pation, and its action is similar to the influence of the viscous force. Capillar-
ity reduces the growth rates, primarily affecting the development of the modes
of shorter wavelengths. If the capillary forces are neglected, then the gradual
decrease of the interface thickness can reveal the sharp-interface behaviour. If
however the capillary terms are non-negligible, then the decrease in the interface
thickness does not produce convergence to any limiting curve. When Ca and δ
were both simultaneously decreased at the same rate, the limiting behaviour was
not revealed either.
The configuration with the heavier liquid placed underneath the lighter one
is stable if no flow is imposed. The flow driven along the interface surface desta-
bilises the interface by introducing the Kelvin-Helmholtz and Holmboe instabili-
ties. The interface would remain stable at very high Grashof number values, but
at low Grashof number the flow makes the interface unstable. Usually, both the
zones of the Kelvin-Helmholtz and Holmboe instabilities can be identified. The
zone of the Kelvin-Helmholtz instability lies at lower Grashof number values,
and the zone of the Holmboe instability is attached to the zone of the Kelvin-
Helmholtz instability and usually extends to significantly higher Grashof number
values. As expected, the zones of instability are significantly enlarged for the
flows with higher amplitudes of base velocity (U0). Surprisingly, we found that
interfacial diffusion also expands the zones of instability. The interface is also
more unstable if its thickness is small. However, in the case of A < 0 and very
thick interfaces, with thicknesses exceeding the equilibrium value δ0, the interface
is unconditionally unstable due to the thermodynamic instability. In addition,
the instability zones are increased if the capillary effects are added. Viscosity
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however suppresses the instability, reducing the range of unstable modes.
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Summary and further work
We used the linear stability analysis to investigate how an interface separating
two miscible liquids evolves when adding diffusivity with viscosity, capillarity and
body forces. The normal modes method is used and the perturbations were as-
sumed to grow or decay faster than the mixing region (boundary phase). The
perturbations were also assumed to vanish at infinity as we wished to eliminate
the effect of the boundaries on the interface. First, we considered the stability
of an interface between two stationary liquids. Next, we assumed that the liq-
uids participate in the relative motion. The main conclusions of the work are
summarised below.
8.1 Summary
The main aim of our work has been to investigate the dynamics of an interface
separating two miscible liquids using linear stability analysis. The phase-field
approach was employed to model the evolution of a miscible liquid-liquid binary
mixture. Two different configurations were adopted using two superposed liquids
that can be stationary or in relative shear motion. The development of gravity-
capillary waves, RTI, KHI, and Holmboe instabilities were assessed.
Firstly, the classical sharp interface model was used to extract data that later
was used to validate the capability of the phase-field approach in recovering the
dispersion relations of RTI and GCW. Within the framework of the Boussinesq
approximation, we have reproduced the analytical data of the Rayleigh-Taylor in-
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stability and gravity-capillary waves. For δu = δ = 0, it was also shown that the
combined Rayleigh-Taylor and Kelvin-Helmholtz instabilities increase the insta-
bility of the interface more than in the case of a single instability, i.e either RTI or
KHI. Sharp interface results showed that the unconditionally stable interface may
become unstable in the form of the Kelvin-Helmholtz instability if a shear motion
is imposed on the sharp interface. Furthermore, Holmboe instability develops if
viscous liquids were considered.
Secondly, the phase-field approach was used to investigate the behavior of the
phase boundary separating two superposed liquids, which are initially motionless.
For immiscible liquids, the data showed that the phase-field approach is capable
of reproducing the sharp interface limits if λ < δ. It was found that viscosity
always has a dissipation effect on the interface instability regardless whether
the heavier liquid overlies or underlies a lighter one. It was also found that
the capillarity becomes prominent for sharper interfaces if the heavier liquid sits
on top of the lighter one. When the lighter liquid overlays the heavier one,
gravity-capillary waves are expanded to the short wavelengths region. It was also
found that the damping is mainly defined by the viscous effects that reduce the
range of the modes that exhibit the wave-like behaviour (GCW). Furthermore,
the purely thermodynamic instability was also investigated. Based on a fourth
order differential equation, which includes the capillarity effects, we found that
the phase boundary is unstable if the interface width exceeds the value of the
thickness at equilibrium and the binary system is far from its critical point.
In miscible system, both thermodynamics and hydrodynamics may play a
role in determining the decay or growth of perturbations at a diffuse (or sharp)
interface. When combining thermo- and hydrodynamic stability, we found that
the diffusivity introduces an additional dissipation, and its influence is very similar
to the effects produced by the viscous force. The introduction of diffusivity slows
the growth of the Rayleigh-Taylor instability, reducing the propagation speeds of
the gravity-capillary waves and enhancing the damping of the waves.
In general, diffusivity and capillarity, dampen perturbations, but these effects
interplay and hence can emphasize or suppress each other. The cumulative viscous
and diffusive all damping is able to completely suppress the growth of the short
wavelength modes, which is not observed when these effects act separately. The
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strong viscous or diffusive damping can make the effect of capillarity practically
non-existent. That means that the use of the phase-field approach as a numerical
method for describing the evolution of immiscible interfaces should in general take
into account the correlations between the Reynolds, Pe´clet, capillary numbers,
and the interface thickness.
We also found qualitative difference in the results obtained for Ca = 0 and
Ca 6= 0. For the case of negligible capillary effects, the evolution of small per-
turbations is totally determined by hydrodynamics. The diffusion is included by
the diffusive flux defined by the Fickian law, but we found that the concentration
field in this case mostly adjusts the variations of the velocity field. If however
Ca 6= 0, then the evolution of perturbations is dominated by the thermodynamic
part of the mathematical problem. The difference in the results is even stronger
for the gravity-capillary waves. In the case of non-negligible capillary effects and
when A < 0 and δ > δ0, the thermodynamic longwave instability makes the layer
unstable even if the lighter liquid overlays the heavier one.
Thirdly, we studied the effect of shear flow on the instability of the phase
boundary separating two miscible liquids. The investigations were divided into
a number of cases: immiscible liquids, miscible inviscid and viscous liquids for
Ca = 0 and Ca 6= 0. For immiscible liquids, it was found that by adding a
strong external shear motion to the Rayleigh-Taylor instability, the instability
of the interface increases in the limit of long wavelengths. However, the short
wavelengths are completely stabilised. In this case, it was found that the viscosity
and capillarity retain their dampening roles. It was also found that the sharp
interface limits can be recovered, however, we did not observe any convergence
of the data if the capillary forces are retained.
In addition, the unconditionally stable interface between two immiscible liq-
uids (gravity-capillary waves) were found to be unstable if the shear motion is
introduced. In this case, the interface is subjected to both Kelvin-Helmholtz and
Holmboe instabilities, which are determined by the Grashof number, the shear
motion and the ratio thickness of shear layer to the concentration. We found
that the Kelvin-Helmholtz instability is enhanced by a strong shear motion and
capillarity, however, it is dampened through the viscosity and Grashof number.
Meanwhile the Holmboe instability is enhanced by the reduction in the width of
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the concentration thickness and the increase in the Grashof number values. In
contrast, the capillarity and the shear motion dampen the Holmboe instability.
We also investigated the effect of the shear motion on the stability of the phase
boundary separating two miscible liquids. When the capillarity was neglected,
we found that the diffusivity is similar to the role of the viscosity. They introduce
further dissipation in dampening the instability resulting from the combination
of the Kelvin-Helmholtz and Rayleigh-Taylor instabilities. By including the cap-
illarity, further unstable modes can be completely cut off. Moreover, for miscible
inviacid liquids, we have found that the diffusivity enhances the Kelvin-Helmholtz
instability and dampen the long wavelengths of the Holmboe instability, which
can be diminished for strong diffusivity. If, however, viscosity is included, the
Kelvin-Helmholtz instability only develops for small values of Grashof number,
and the Holmboe instability develops for large values of Grashof number. The
main findings in the study of stratified shear flow is that the behavior of the
interface can be altered if capillarity and diffusivity simultaneously act on the
interface.
8.2 Further work
Throughout the current fundamental study, we focused on the use of the linear
stability analysis to investigate the evolution of the phase boundary between two
miscible liquids. When the liquids are stationary, we found that the perturba-
tions are initially 2D, however, if the liquids are in relative shear motion the
perturbations might initially be 3D. Therefore, a further study can be conducted
to identify when 3D perturbations are more dangerous. In such a case, it would
be interesting to investigate how the behaviour of the interface will be changed.
It is known that if there is a strong viscosity gradient, the interface between
two immiscible liquids would behave differently to the case of assuming the kine-
matic viscosity constant everywhere in the system. So for a better understanding
of the behaviour of the interface in more practical problems, the current study
can be extended to consider the linear theory within the framework of phase-field
approach for further investigation of the evolution of interface separating two
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miscible liquids endowed with strong viscosity gradients. The development of the
governing equations may need to be reconsidered, where the current study can
be used as a limiting case for validation.
The Marongoni effect can play an important role in mass transfer, which is
generally induced by a strong gradient of capillary forces. The phase-field ap-
proach represents the surface tension by a Korteweg stress, which is represented
by gradient of concentration. This means that Marongoni effects are already
present in the current phase-field approach. As further investigation, one can
consider both micro-gravity and very sharp interfaces in order to identify Maron-
goni effects.
The study could be extended to include the effect of nonlinearity on the evo-
lution of phase boundary separating two miscible liquids. For this purpose, direct
numerical simulation (DNS) would be an appropriate choice in order to capture
the full scale of a flow allowing us to predict the full mixing process in miscible
liquids. We could proceed by considering a 2D problem of two superposed liquids,
in which either RTI and GCW can result. Also, when the liquids are in relative
parallel shear motion, it is important to understand whether the diffusivity en-
hances the mixing in the form of KHI as was shown in the current linear stability
analysis. Also, shear flow between miscible liquids with strong viscosity gradi-
ents would be great of importance, since it is relevant to a number of engineering
applications such as: transportation of crude oil in pipelines, mixing liquids in
chemical industry processes and cleaning in food industry where a highly viscous
liquids removed by other less viscous liquids.
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The effect of diffusivity on the evolution of the
interface
Here, we investigate the evolution of the width of the interface between two
miscible liquids by considering only the effect of pure diffusivity. We assume that
the change in the concentration profile is in the direction of the y coordinate as
depicted in Figure 1. Thus, the full nonlinear numerical analysis of 1D system is
conducted for the early time of interface evolution, which can be compared against
the growth of the normal modes used in the current work. So, in order for the
linear stability analysis to be valid, we have to show that the growth of these
modes is faster that the growth of the interface width due to the diffusivity. In
fact we just need to show that interface width grows slower in a non-exponential
function. This allows us to consider the basic concentration C0 unchanged in
front of the evolution of the perturbations.
Figure 1: The basic state of two miscible liquids disposed initially in horizontal
contact with different concentration C = −0.5 for y < 0 and C = 0.5 for y > 0.
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Let consider a plane layer contains two miscible liquids. Initially the liquids
are stationary and assuming that the evolution of the liquids is purely diffusive
in the direction y. The governing equations describe the dynamics of such system
are given by
∂C
∂t
=
1
Pe
∇2µ, (1)
µ = 2AC + 4C3 − Ca∇2C. (2)
This equation is solved numerically through the finite difference method and
using second-order accurate explicit scheme. We assume that the thickness of the
interface is δ << L and the gravity effect is neglected. The equation is discretised
as follows
Cn+1i = C
n
i +
△t
△y2
(
µni+1 − 2µni + µni−1
)
, (3)
where the Peclet number Pe is absorbed in time step ∆t, whilst the chemical
potential is written as
µni = 2AC
n
i + 4C
n
i −
Ca
△y2
(
Cni+1 − 2Cni + Cni−1
)
. (4)
The boundary conditions applied to the concentration and the chemical potential
at the boundaries (y → ±L) are
∂C
∂y
= 0, (5)
∂µ
∂y
= 0, (6)
and by using the Taylor expansion we obtain the expressions of the values of C
and µ at y → ±L, which are given by the following expressions
CN =
4CN−1 − CN−2
3
, (7)
C0 =
4C1 − C2
3
, (8)
149
Appendix. A
µN =
4µN−1 − µN−2
3
, (9)
µ0 =
4µ1 − µ2
3
, (10)
where N is the total number of grid points. In order to obtain the numerical
results that suit our purpose in the current study, we assume that the thickness
of the interface δ must always remain much less than the total length of the plan
layer 2L = 6, therefore we specified δ ≤ 1. The initial concentration is given by
C0 = 0.5 tanh
(
y
δ0
)
, (11)
where δ0 is the initial thickness, its values were varied until we have found that the
influence of the initial thickness is not important. The calculations are initialized
for the thickness δ0 = 10
−3 and the results are presented in the following section.
Numerical Results
The numerical results presented in the Figure A. 2 show the effect of the phase
parameter A and the capillary number Ca on the evolution of the thickness δ of
the interface separating two miscible liquids. Figure 2 (a) shows three different
profiles of the concentration at different time steps. Figure 2 (b) and (c) show
that the thickness evolves according to the theoretical expression δ (t) = α
√
t for
all values of the parameter A (−0.5 ≤ A ≤ 0.5). When A > 0 the thickness of
the interface evolves faster than in the case the values of A < 0 as Figure 2 (d)
indicates. The diffusion coefficient follows the expression δ (t) =
√
D t, here we
used α =
√
D.
In the early stage of the contact, the surface tension contributes to the evo-
lution of the thickness more than the parameter A. For strong capillarity the
thickness grows faster, however, when the thickness becomes larger the surface
tension seems to slow down the growth of the thickness. The influence of the cap-
illary number becomes less apparent for δ > 1 as the curves of various capillary
numbers converge to the curve with lowest capillary number.
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Figure 2: The evolution of the thickness of the interface δ in time; the effect of the
phase parameter A and the capillary Ca is taken into account. (a) three different
profiles of the concentration, the thickness δ is calculated by taking the distance
between the bulks of the liquids for which the the concentration approximately
is ±0.45.(b) the curves are obtained for the thickness δ calculated numerically
versus the theoretical thickness δ = α
√
t. (c) the logarithmic presentation of the
variation of the thickness Ln(δ) versus time t for Ca = 0; (d) dependence of the
diffusion coefficient α on the phase parameter A (solid square line). In (a) the
symbol ◦ represents the analytic results and solid line represents the numerical
data.
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Conclusion
The main conclusion we may draw from this appendix is that the evolution of the
thickness of the interface separating two miscible liquids, is mainly affected by the
the phase parameter A and the capillary number Ca. This evolution is well fitted
with the theoretical expression δ (t) =
√
Dt. This indicates that the thickness of
the interface remains unchangeable during the linear perturbations which grow
exponentially, and hence the frozen basic state assumption is justified.
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To avoid confusion between the dimensional and non-dimensional parameters,
the latter one are written with (.).
B. 1 Non-dimensionalise the dispersion relation of invis-
cid immiscible liquids
Here, we attempt to write the equation (5.30) in the non-dimensional form given
by the equation (5.31). Thus the dimensional form of the equation (5.30)is rewrit-
ten as follows
ω2 = gk
ρ1 − ρ2
ρ2 + ρ1
+
k3σ
ρ2 + ρ1
, (12)
where
ρ1 − ρ2
ρ2 + ρ1
=
1
2
φ, (13)
then ρ1/(ρ1 + ρ2) ∼ 0.5(1− φ/2) and ρ2/(ρ1 + ρ2) ∼ 0.5(1 + φ/2).
Using the scaling parameters of the current phase-field approach defined in
equation (2.11), hence we obtain
ω2
µ∗
L2∗
=
1
2
φgk +
k3σ
2ρ1
, (14)
dividing by the fraction µ∗
L2
∗
to obtain
ω2 =
1
2
(
φgL∗
µ∗
)
(kL∗) +
(
k3L3∗
)( σ
ρ1µ∗L∗
)
, (15)
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this equation can be written in non-dimensional form as follows
ω2 =
1
2
Grk +
1
2
σk
3
. (16)
Substituting the equation (3.4) in the latter one, we obtain
ω2 =
1
2
Grk +
Ca
6δ
k
3
. (17)
B. 2 Non-dimensionalise the dispersion relation of sta-
tionary viscous immiscible liquids
In this section we write the non-dimensional of the dispersion relation presented
by the equation
(
R + ν(q2 − k2)2) ν(q + k)− ν2(1 + φ/2)(1− φ/2)(q2 − k2)k = 0, (18)
where q =
√
k2 − iω/ν and R = − gk
2iω
(
φ
2
+ σk
2
(ρ1+ρ2)
)
.
Since φ << 1, the equation (18) can be further simplified through dividing
by q + k be written as follows
ν2(q2 − k2)− ν2(q − k)k = −
(
gkφ
2
+
σk2
(ρ1 + ρ2)
)
1
−iω , (19)
by noting that 1
−iω
= 1
q2−k2
. Multiplying this on both sides of the equation, we
obtain
ν2(q2 − k2)(q2 − k2)− ν2(q − k)(q2 − k2)k = −
(
gkφ
2
+
σk2
(ρ1 + ρ2)
)
, (20)
for further simplification of the left hand side of this equation, we found the
following
ν2(q + k)(q − k)2q = −
(
gkφ
2
− σk
2
(ρ1 + ρ2)
)
. (21)
Non-dimensional q =
√
k
2
−iReω
L∗
, hence [q] = [k]. Using this fact and scaling
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parameters given in (2.11), we can write
ν2(q − k)L−1∗ (q2 − k
2
)L−2∗ qL
−1
∗ = −
(
gkφ
2
− σk
2
(ρ1 + ρ2)
)
. (22)
Introducing the scaling parameter µ∗ on the left hand side to obtain
−
(
ν2
µ∗L2∗
)(
µ∗
L2∗
)
(q + k)(q − k)2q =
(
gkφ
2
+
σk2
(ρ1 + ρ2)
)
. (23)
The equation can be written as follows
−(q + k)(q − k)
2q
µ∗L2∗
ν2
=
1
2
gφL∗
µ∗
(L∗k) +
1
2
σ
ρ1µ∗L∗
(L3∗k
3), (24)
hence, the non-dimensional form is given by
−(q + k)(q − k)
2q
Re2
=
1
2
Grk +
1
2
σk
3
, (25)
where σ = Ca
6δ
.
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The aim of this appendix is to derive the equations for the particular cases used
for producing the data in the Chapters 7 and 8, where the diffusivity, viscosity and
capillarity are considered. The methods developed in this appendix are applied
to explicit shooting method (ESM).
Equations used in the calculation of the data for
miscible liquids
The full system of equations describing the general problem in which the phase
boundary separating between two miscible liquids and subjected to shear motion.
When taking into account the effects of viscosity, diffusivity, gravity and capillar-
ity. The equations for interface subjected to shear motion, that are developed in
Chpter 3, are used to explain the method used in determining the eigenvalues for
the particular cases. The full equations of shear motion is rewritten as follows
i(Uxk − ω)(ψ′′ − k2ψ)− ikU ′′x =
1
Re
(ψiv − 2k2ψ′′ − k4ψ) +
Cak[(C ′′ − k2C)C ′0 − C ′′′0 C] + ikGrC, (26)
CaC iv − (D0 + 2Cak2)C ′′ − 2D′0C ′ +(
k2
(
D0 + Cak
2
)−D′′0 − iP e(Uxk − ω))C = −ikPeC ′ψ. (27)
For the cases of stationary base state, the corresponding system of equations
can be obtained straightforward from the case of the equations of the case of
shear motion by enforcin the velocity Ux = 0.
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C. 3 Inviscid miscible liquids without account for capil-
larity effects
We present here the solution method of boundary value problem of fourth order
presenting the case of inviscid miscible liquids without accounting for capillarity
effects. Thus the above differential equations are reduced to the following
ψ′′ − k2ψ = − −kGr
(kU0 − ω)D0µ, (28)
µ′′ − (k2 − iP e
(U0k − ω)D0 )µ = −iP ekC
′
0ψ, (29)
C =
µ
D0
. (30)
At y →∞ the boundary conditions are given as
(ψ0, ψ1, µ0, µ1)
T = (1,±k, 0, 0)T exp(−kL), (31)
(ψ0, ψ1, µ0, µ1)
T = (β,±qβ, 1,±q)T exp(−qL), (32)
where q =
√
k2 + (U0k − iP eω/D0) and β = −ikGrPe(k+ω)2 .
The corresponding system of first differential equations needed by ESM is
given by 

ψ′0
ψ′1
µ′0
µ′1

 =


0 1 0 0
k2 0 kGr
ωD0
0
0 0 0 1
−iP ekC ′0 0 k2 − iP e ω/D0 0




ψ0
ψ1
µ0
µ1

 , (33)
C. 4 Miscible-inviscid liquids with Ca 6= 0
Here, the full boundary value problem is reduced to the problem of sixth order
presents the case of inviscid miscible liquids with accounting for capillarity effect.
The system of equations is given by
i(Uxk − ω)(ψ′′ − k2ψ) = −Cak[(C ′′ − k2C)C ′0 − C ′′′0 C]− ikGrC, (34)
CaC iv − (D0 + 2Cak2)C ′′ − 2D′0C ′ +(
k2
(
D0 + Cak
2
)−D′′0 + iP e(Uxk − ω))C = −ikPeC ′ψ, (35)
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The exact solutions at y ∼ L∞ are given by
(ψ0, ψ1, C0, C1, C2, C3)
T = (1,±k, 0, 0, 0, 0)T exp(−kL), (36)
(ψ0, ψ1, C0, C1, C2, C3)
T = (β,±βq1, 1,±q1, q21,±q31)T exp(−q1L), (37)
(ψ0, ψ1, C0, C1, C2, C3)
T = (β,±βq2, 1,±q2, q22,±q32)T exp(−q2L), (38)
where
q1 =
√
1
2
(2k2 +D0/Ca) +
1
2
√
D20/Ca
2 + 4iP e(U0k − ω)/Ca, (39)
q2 =
√
1
2
(2k2 +D0/Ca)− 1
2
√
D20/Ca
2 + 4iP e(U0k − ω)/Ca. (40)
β = − kGr
(U0k − ω)(q21,2 − k2)
.
The solutions (36-38) are used as the boundary conditions for solving the following
set of equations


ψ′0
ψ′1
C ′0
C ′1
C ′2
C ′3


=


0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
k2 + ikU
′′
x
U0k−ω
0
k3Ca(C′0k
2+C′′′0 )
U0k−ω
0
kCaC′0
Uxk−ω
0
0 0 0 0 0 1
ikC′0Pe
Ca
0 A63
2D′0
Ca
D0+2Cak2
Ca
0




ψ0
ψ1
C0
C1
C2
C3


, (41)
where
A63 =
(D′′0 − k2D0 − k4Ca− i(U0k − ω)Pe)
Ca
.
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C. 5 Miscible viscous liquids with Ca = 0
Finally, in the case of viscous miscible liquids the eigenvalues are obtained through
the solution of the sixth order boundary value problem given by
ψiv − (2k2 − iRe(uxk − ω))ψ′′ + (42)
k2(k2 − iRe(uxk − ω) + iRekU ′′x )ψ =
ikGrRe
D0
µ,
µ′′ −
(
k2 + Uxk − iP eω
D0
)
µ = ikPeC ′0ψ. (43)
The exact solutions at y ∼ ∞ are as follows
(ψ0, ψ1, ψ2, ψ3, µ0, µ1)
T = (1,±k, k2,±k3, 0, 0)T exp(−kL), (44)
(ψ0, ψ1, ψ2, ψ3, µ0, µ1)
T = (1,±q1, q21 ± q31, 0, 0)T exp(−q1L), (45)
(ψ0, ψ1, ψ2, ψ3, µ0, µ1)
T = β,±βq2, βq22,±q32, 1,±q2)T exp(−p1,2L), (46)
where q1 =
√
k2 + (U0k − iReω) and
q2 =
√
k2 + iP e
(U0k − ω)
D0
, β = − ikGrRe
Pe(U0k − ω)2(Re− PeRe )
.
The system of first order differential equations used for linear analysis for the
current case is given by


ψ′0
ψ′1
ψ′2
ψ′3
µ′0
µ′1


=


0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
A41 0 A43 0
ikReGr
D0
0
0 0 0 0 0 1
ikPeC ′0 0 0 0
k2+iP e(Uxk−ω)
D0
0




ψ0
ψ1
ψ2
ψ3
µ0
µ1


, (47)
where A41 = −k2(k2 − iRe(uxk − ω)− iRekU ′′x ) and A43 = 2k2 − iRe(Uxk − ω).
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