We introduce the feature-weighted receptive field (fwRF), an encoding model designed to balance expressiveness, interpretability and scalability. The fwRF is organized around the notion of a feature map-a transformation of visual stimuli into visual features that preserves the topology of visual space (but not necessarily the native resolution of the stimulus). The key assumption of the fwRF model is that activity in each voxel encodes variation in a spatially localized region across multiple feature maps. This region is fixed for all feature maps; however, the contribution of each feature map to voxel activity is weighted. Thus, the model has two separable sets of parameters: "where" parameters that characterize the location and extent of pooling over visual features, and "what" parameters that characterize tuning to visual features. The "where" parameters are analogous to classical receptive fields, while "what" parameters are analogous to classical tuning functions. By treating these as separable parameters, the fwRF model complexity is independent of the resolution of the underlying feature maps. This makes it possible to estimate models with thousands of highresolution feature maps from relatively small amounts of data. Once a fwRF model has been estimated from data, spatial pooling and feature tuning can be read-off directly with no (or very little) additional post-processing or in-silico experimentation.
cortical functional descriptors such as receptive field sizes and centers and tuning Figure 1 : The fwRF model. (A) A schematic illustration of a fwRF for a single voxel (grey box on brain, top right). The fwRF predicts the brain activity measured in the voxel, r, in response to any visual stimulus, S (bottom left). The stimulus is transformed into one or more feature maps (three feature maps, Φ k , Φ l , and Φ m , are shown in blue with pink borders). The choice of feature maps is entirely up to the user, and reflects her hypotheses about the visual features that are relevant to brain regions of interest. The resolution of the feature maps (∆, indicated by pink grids) can vary, although each feature map spans the same degree of visual angle as the stimulus S. Each feature map is filtered by a 2D Gaussian feature pooling field, g, that is sampled from a grid of candidate feature pooling fields (grey box at top left; candidate feature pooling field centers (µ x , µ y ) are illustrated by the grid of black points, while candidate feature pooling field radii (σ g ) are illustrated by dashed circles). The feature pooling field radius and location are the same for each feature map. The output of the feature pooling field filtering operation (illustrated as black dots in the center of the dashed feature pooling fields on each feature map) for each feature map is then weighted by a feature weight (black curves labeled w k , w l , w m ). These weighted outputs are summed to produce a prediction of the activity r. In the text we describe an algorithm for selecting the optimal feature pooling field and feature weights for each voxel. (B) Gabor wavelet feature maps are constructed by convolving the input images with complex Gabor wavelets followed by a compressive nonlinearity (see text for details). (C) Deepnet feature maps were extracted the layers (labeled K i ) of a deep convolutional network pre-trained to label images according to object category. model [9] , the feature map is simply a binary map of the pixels occupied by a high-contrast 115 stimulus (e.g., a wedge, ring, or bar). 116 Formally, a feature map is a matrix function. Given an image S t , the feature map Φ k (S t ) 117 outputs a matrix where elements φ k ij (S t ) are feature map pixels. A fwRF model may include 118 multiple (typically between 1 and 10 4 ) feature maps, so we index each feature map by k, 119 and let Φ = {Φ k (S)} denote the full set of K feature maps in a fwRF model. 120 Why should a fwRF model include more than one feature map? In many cases, we will not of pixels in a feature map times the pooling size of the individual pixels is roughly constant 139 across all feature maps. In such a case, the feature pooling field covers less and less pixels 140 in a feature map as the resolution decreases, but each feature unit in turns inherently pools 141 over a larger visual area.
142
In this treatment, we model the feature pooling field as an isotropic 2D Gaussian blob (although they could be more complicated functions)
where the mean parameter µ = (µ x , µ y ) is the feature pooling field center and the vari-143 ance parameter σ g is the feature pooling field radius. To predict the response of the neuron or 144 voxel to an image S t , the feature maps for that image are formed, the feature pooling field is 145 applied to each feature map, and the feature weights are applied to these outputs. Formally:
wherer t is the predicted activity in response to image S t and D is the total visual angle 147 sustained by the image S t . The discretization depends on the resolution of the feature map 148 under consideration such that i(x) = (2x + D)/2∆ (likewise for j(y)) where ∆ = D/n k 149 is the visual angle sustained by one pixel of a feature map with resolution n k × n k . This 150 definition reduces to a discrete weighted sum when the resolution of a feature map is very 151 high relative to the size of the feature pooling field (i.e. when ∆ σ g ) and reduces to a single 152 feature map spatial unit being exclusively selected when the size of the feature pooling field is 153 smaller the resolution of the feature map. In practice, there is often an additional voxel-wise 
where r t is measured activity in response to image S t , andr t (Θ) is the prediction of the The fwRF models described here were implemented using Theano, a Python toolkit for 180 machine learning [12] . A more detailed description of the main procedures is given in the In the following, we will consider three different models: A fwRF model based on Gabor 187 wavelets ( Fig 1B) , a fwRF model based on feature maps from a DNN ( Fig 1C) , and a deep 188 network layerwise regression based on the same network ( Fig 2) . In contrast to the fwRF method, the layerwise ridge regression has one feature weight (curved black lines labeled w k ij ) per feature map pixel (illustrated by pink grid overlaid onto feature maps). Feature weights are fit independently for each layer, resulting in L (where L is the number of layers in the DNN) distinct encoding models for each voxel. For each voxel (small box labeled r in the brain diagrams), the model with the best prediction accuracy (ρ) on a held-out model selection set is selected and retained for further analysis. In this illustration the model associated with the second layer of the DNN is selected (green box and checkmark) while the models for the first and third layers are discarded (red X 's).
fwRF model with Gabor wavelet feature maps (Gabor-fwRF)

190
For the Gabor-fwRF model, each of the K feature maps is associated with a single 191 2D complex-valued Gabor wavelet. We'll denote the gabor wavelet h (ω k , θ k ), where ω k 192 and θ k are the spatial frequency (cycles/degree) and orientation (radians) of the wavelet, 193 respectively. Then for the Gabor-fwRF, Φ k (S) = log 1 + |S * h (ω k , θ k ) | . In this study, 194 we used K = 96 gabors at 12 log-spaced spatial frequencies between 0.25 cyc./deg. and 6.0 195 cyc./deg. For each frequency we sampled 8 evenly-spaced orientations between 0 and 7π/8.
196
The grid of candidate feature pooling fields included 16 radii between σ g = 0.25 and σ g = 8.
intrinsic pooling radius, σ f , that specifies the region of the visual stimulus over which pixels are pooled to compute the feature transform ( Fig 3) . For some models the pooling radius 247 of the feature map pixels is known explicitly. For example, in the population receptive field 248 (pRF) model of Ref. [9] , the pooling radius of each feature map pixel is determined solely 249 by the downsampling applied (if any) to the visual stimulus as a pre-processing stage before 250 model fitting. In the case of the Gabor-fwRF, the pooling radius of the feature map pixels 251 is determined by the Gaussian envelope of the Gabor wavelet, which is known explicitly. 252 However, note that the situation is slightly more complicated for the Gabor-fwRF model 253 because the feature maps span multiple scales, so that pixels in feature maps associated 254 with high-frequency wavelets have a smaller pooling radius than pixels in feature maps 255 associated with low-frequency wavelets. The situation is even more complicated for the 256 Deepnet-fwRF model. Not only do the feature maps of Deepnet-fwRF model scan multiple 257 scales, but the exact pooling radius of the pixel in any feature map is only implicitly specified 258 by the convolutional filters learned when the DNN was trained to label objects. Thus, 259 although it is safe to assume that feature map pixels in the top layers of the DNN have a 260 larger pooling radii than pixels in lower layers, the exact radii can be difficult to estimate.
261
Given these considerations, the pooling radius in most fwRF models must be treated as a 262 lower bound on the pooling radius that would be obtained if a pRF analysis were applied to 263 data from a dedicated retinotopic mapping experiment. In what follows, we treat σ f as the 264 pooling radius of pixels in the feature map that makes the largest contribution to predicting 265 voxel activity, and make use of the following approximation:
where σ pRF is the standard deviation of the Gaussian pooling function used in a pRF 267 analysis. For the Gabor-fwRF model (where σ f is known) we apply this relation and report 268 the pRF radius σ pRF . For the Deepnet-fwRF model, we will report only the feature pool-269 ing field radius σ g . between the actual and predicted activity for that voxel. We therefore call these ρ l 's the 293 contributions to the total prediction accuracy.
294 Figure 3 : Interpretation of the feature pooling field radius. The feature pooling field in the fwRF model specifies the pooling radius (σ g ) over feature map pixels (feature map illustrated as blue plane; pixels indicated by pink grid; feature pooling field illustrated as black dashed circle). The pixels in a feature map (two pixels are labeled by black dots) have their own intrinsic scale that is specified by a pooling radius (σ f , solid gray circles in white plane) over pixels in the stimulus (white plane). Assuming that both the feature pooling field and the pooling field of the feature map pixels are Gaussian, an estimate of the square of the population receptive field radius (σ pRF , large solid black circle in the white plane) can be obtained by summing the square of the feature pooling field radius with the square of the pooling radius of the feature map pixels.
Results
295
We fit and then evaluated fwRF models using a previously published and publicly avail-296 able dataset [6, 7] . The dataset contains estimates of functional BOLD activity in response 297 to greyscale natural photographs from voxels in visual brain areas V1, V2, V3, V4, V3A, 298 V3B, and LO. Voxels in visually responsive cortex anterior to LO, labeled "anterior occipital 299 cortex" in a previous publication [7] are also included. show the average contribution to the total prediction accuracy of each spatial frequency. As expected, the average preferred spatial frequency shifts downward from perifoveal (left) to peripheral eccentricities (right), and from lower to higher visual brain areas.
visual areas V3, V4, and LO. However, note that even ROIs that received a relatively strong 357 contribution from a single layer (e.g., V1 and DNN layer "conv1") nevertheless received a 358 non-negligible contribution from other DNN layers as well (Fig. 6 ). This is especially true 359 for voxels with peripheral feature pooling field centers Fig. 5D, right panel) . For these voxels 360 the Deepnet-fwRF model distributes contributions across DNN layers much more uniformly.
361
This suggests that the Deepnet-fwRF's ability to linearly combine feature maps across layers 362 is a potentially important attribute of the model. 
The Deepnet-fwRF model predicts activity more accurately than less expressive models 364
Our analysis of the Deepnet-fwRF feature weights demonstrate that feature maps from 365 across the DNN hierarchy contribute to prediction accuracy in all brain ROIs (Figure 6 ).
366
The capacity for cross-layer blending of feature maps makes the Deepnet-fwRF model highly expressive, which may in turn allow it to make more accurate predictions than models that constraint on the combination of DNN layers that contribute to each model. 376 We found that, for the current dataset, the Deepnet-fwRF model has a significant advan-377 tage in prediction accuracy over both the Gabor-fwRF and Deepnet-lReg models (Fig. 7) .
378
For visual areas V1, V2, and V3 the advantage over the Gabor-fwRF model is subtle in 379 general and is in fact non-existent for voxels with feature pooling field centers near the fovea 380 (Fig. 8) . The advantage of the Deepnet-fwRF model over the Deepnet-lReg model in these 381 areas is more pronounced. The Deepnet-fwRF model more accurately predicts activity for 382 87% of these voxels, including voxels for which the Deepnet-lReg model fails completely.
383
For visual areas V4, V3A/B, and AOC the Deepnet-fwRF model also enjoys an advantage 384 in prediction accuracy, out-predicting the Gabor-fwRF and Deepnet-lReg models for an 385 average of 74% of the voxels. Figure 7 : Comparison of the Gabor-fwRF, Deepnet-fwRF, and layerwise deepnet regression models. Each of the four accuracy/advantage plots displays a comparison of prediction accuracies for two models. The position along the vertical axis indicates the average prediction accuracy for the models under comparison; shifts to the right or left along the horizontal axis indicated a relative improvement in prediction accuracy for one of the models (model 1 is presented to the left of model 2). The color of each hexagonal bin indicates the number of voxels in a local region of the plot (log scaled). The histogram at the top of each plot represent the distribution of relative improvements for all voxels whose prediction accuracy is above 0.2 for at least one of the two models, which correspond graphically to all voxels above the red dashed line. The number on each side represents the fraction of voxels that are improved under that model. In the plots on the left, a shift in the data towards the left indicates an advantage for Gabor-fwRF model. In plots on the right, a shift of the data towards the right indicates an advantage for the Deepnet-lReg model. In all plots, a shift of the data toward the midline indicates an advantage for the Deepnet-fwRF. The upper plots display data for voxels in intermediate and higher visual areas (V4, V3A, V3B, LO, and "other"); the lower plots display data for voxels in the early visual cortex (V1, V2, V3). For intermediate brain areas, the Deepnet-fwRF outperforms both the layerwise regression and Gabor-fwRF models. For early visual areas, the Deepnet-fwRF strongly outperforms the layerwise regression model, but only weakly outperforms the Gabor-fwRF. The Deepnet-fwRF thus seems to have the strongest overall advantage for brain areas that require complex feature spaces. The "banana" shape of the distribution in the lower right suggests that the fwRF model provides strong and appropriate regularization, since voxels with low prediction accuracy under the more complex layerwise regression model are effectively "rescued" by the Deepnet-fwRF. Figure 8 : Model advantage as a function of eccentricity. The blue curves indicate the fraction of voxels (left vertical axis) for which the Gabor-fwRF model has higher prediction accuracy than the Deepnet-fwRF model as a function of eccentricity (average feature pooling field center eccentricity from Gabor-fwRF and Deepnet-fwRF models; horizontal axis). The green curves indicate the number of voxels (right vertical axis) available for analysis at each eccentricity, with a bin width of 1 degree. The Gabor-fwRF model performs better than the Deepnet-fwRF model for foveal voxels that prefer high spatial frequency. The advantage of the Gabor-fwRF for very foveal voxels disappears when the analysis is restricted to voxels with low spatial frequency preference (ω < 2 cycles/deg.; dashed curves).
Discussion
There are three possible reasons for why the Deepnet-fwRF model out-predicts the expressiveness of Deepnet-fwRF model. Analysis of Deepnet-fwRF model weights suggest 469 that the model takes advantage of this expressiveness by distributing weights across layers.
470
A second, related possibility is that the space-feature separability imposed by the Deepnet- The fwRF models in this study are static in the sense that predictions of activity at time 484 t depend only on concurrently presented stimuli, and not on the past history of stimulus 485 presentation. This choice was appropriate because the temporal dynamics of the voxel activ- 486 ities had already been modeled out of the data (see Ref. [6] ). However, the fwRF approach 
491
These temporal kernels would be estimated via gradient descent.
492
Alternatively, we might enforce space-time-feature separability by including an explicit 493 temporal kernel function
where h(·) is the explicit temporal kernel function. Ideally, this function would have a 495 small number of shape parameters that would be estimated-like the receptive field parameters-496 via brute-force search. The fwRF models presented here used a 2D Gaussian feature pooling field whose radius 499 was fixed for all feature maps. While keeping the radius constant has the advantage of 500 reducing the number of parameters of the model, it also reduces its expressiveness. Allowing 501 the feature pooling field radii to vary across the feature map would allow the model to 502 capture, among other things, receptive fields with a "Mexican hat" profile that enforce a 503 suppressive band around an excitatory center. Furthermore, any receptive field function 504 with a small number of shape parameters could be trained using the gradient-descent with 505 grid-search optimization algorithm presented here. There may very well be a more optimal 506 choice of feature pooling field structure, but we will need future studies to confirm this. 507 
Conclusions
508
We have introduced the feature-weighted receptive field (fwRF), a new approach to build-509 ing voxelwise encoding models for visual brain areas. The results of this study suggest that 510 the fwRF modeling approach has satisfied its four stated performance goals of expressive- Appendix A
Hardware
All instances of the fwRF model presented in this paper and the model throughput benchmark have been run on a system equipped with a Intel 6 cores i7-5930K processor, 128 Gb of RAM, and a dedicated NVIDIA Titan X (Maxwell) video card (12 Gb of VRAM).
Description of the fwRF algorithm
The fwRF algorithm is divided into two main procedures: First, we calculate a modelspace tensor, which is the most memory intensive part of the algorithm. Second, we learn the model weights through (stochastic) gradient descent and infer the best parameters for the pooling function through brute force search. The main stokes of the algorithm are described in Algorithm A.1.
Scaling of the current fwRF implementation
A short inspection of Algorithm A.1 would convince someone that the current fwRF implementation scales linearly in the number of voxels, number of candidate pooling function model and number of samples in the time series. The scaling with respect to the feature map size and the dependence on the number of feature maps is more difficult to assert. Since the feature map size only appears within the model space tensor evaluation due to our assumption of space-feature separability, and that this operation was usually much faster than the model weight estimation (it remained on the order of a few minutes even with feature maps sizes of a few hundred pixels), the only factor relevant to the model performance is the number of feature maps. Figure A. 1 shows the typical model throughput as a function of the number of feature maps (assuming adequate choices of batch size across voxel, candidate models and samples). The batch sizes were selected to reach optimal utilization of the GPU resources. The main factor determining the throughput is the number of feature maps, as shown here, which has almost optimal inverse scaling in a regime of full utilization. The batch size across voxels, model candidates and samples also affect the throughput, and the values displayed are for a fixed voxel batch size of 300 and a candidate batch size of 225. Overall computation time scales linearly with the sample size, number of voxels and number of candidates. For example, a case with 22K voxels and 20K candidate models optimized over 20 epochs results in 8.8 × 10 9 vme. For 96 feature maps at throughput of roughly 5 × 10 5 vme/s results in an estimated computation time of 4.9 hours. This does not account for the time required to prepare the model-space tensor, which is however usually much shorter than that.
