For a nonempty convex subset C of a Hadamard space X, it is proved that u = P C x if and only if − → xu, − → uy 0 for all y ∈ C. As an application of this characterization, we prove strong convergence of two iterative algorithms with perturbations for nonexpansive mappings.
Introduction
A metric space (X, d) is a CAT(0) space if it is geodesically connected and if every geodesic triangle in X is at least as thin as its comparison triangle in the Euclidean plane. For other equivalent definitions and basic properties, we refer the reader to standard texts such as [1, 3] . Complete CAT(0) spaces are often called Hadamard spaces. Let x, y ∈ X and λ ∈ [0, 1]. We write λx ⊕ (1 − λ)y for the unique point z in the geodesic segment joining from x to y such that d(z, x) = (1 − λ)d(x, y) and d(z, y) = λd(x, y).
(1.1)
We also denote by [x, y] the geodesic segment joining from x to y, that is, [x, y] = {λx ⊕ (1 − λ)y : λ ∈ [0, 1]}. A subset C of a CAT(0) space is convex if [x, y] ⊆ C for all x, y ∈ C. Berg and Nikolaev in [2] introduced the concept of quasilinearization in a metric space X. Let us formally denote a pair (a, b) ∈ X × X by − → ab and call it a vector. Then quasilinearization is a map ·, · : (X × X) × (X × X) → R defined by
It is easily seen that
− → cd for all a, b, c, d, x ∈ X. We say that X satisfies the Cauchy-Schwarz inequality if
for all a, b, c, d ∈ X. It is known [2, Corollary 3] that a geodesically connected metric space is a CAT(0) space if and only if it satisfies the Cauchy-Schwarz inequality. Let C be a nonempty subset of a complete CAT(0) space X. Then a mapping T of C into itself is called nonexpansive if d(T x, T y) d(x, y) for all x, y ∈ C. A point x ∈ C is called a fixed point of T if T x = x. We denote by F (T ) the set of all fixed points of T . Kirk [9] showed that the fixed point set of a nonexpansive mapping T is nonempty, closed and convex. Iterative methods for finding fixed points of nonexpansive mappings have received vast investigations due to its extensive applications in a variety of applied areas of inverse problem, partial differential equations, image recovery, and signal processing; see [18, 17, 13, 16, 15, 4, 19] and the references therein. One of the difficulties in carrying out results from Banach space to Hadamard space setting lies in the heavy use of the linear structure of the Banach spaces.
Now having an inner product-like notion( quasilinearization) in Hadamard spaces, we first obtain a characterization of metric projection together with some basic lemmas in Hadamard spaces. Then, we introduce two iterative methods to approximate fixed points of nonexpansive mappings in Hadamard spaces.
Preliminaries and lemmas
In this section, we recall some basic results and prove some useful lemmas which we need in the sequel.
The asymptotic radius r({x n }) of {x n } is given by r({x n }) = inf{r(x, {x n }) : x ∈ X}, and the asymptotic center A({x n }) of {x n } is the set A({x n }) = {x ∈ X : r(x, {x n }) = r({x n })}.
It is known from Proposition 7 of [6] that in a CAT(0) space, A({x n }) consists of exactly one point. A sequence {x n } ⊂ X is said to ∆-converge to x ∈ X if A({x n k }) = {x} for every subsequence {x n k } of {x n }.
We need the following lemmas. Lemma 2.10.
[5] If C is a closed convex subset of X and T : C → X is a nonexpansive mapping, then the conditions {x n } ∆-convergence to x and d(x n , T x n ) → 0, and imply x ∈ C and T x = x.
Lemma 2.11. [8, Theorem 2.6] Let X be a complete CAT(0) space, {x n } be a sequence in X and x ∈ X. Then {x n } ∆-converges to x if and only if lim sup n→∞ − − → xx n , − → xy ≤ 0 for all y ∈ X.
Metric projection
Let C be a nonempty complete convex subset of a CAT(0) space X. It is known that for any x ∈ X there exists a unique point u ∈ C such that
The mapping P C : X → C defined by P C x = u is called the metric projection from X onto C. Also, P C is nonexpansive ( see [3, Proposition 2.4] ). Now, we state and prove our characterization of metric projection.
Theorem 3.1. Let C be a nonempty convex subset of a CAT(0) space X, x ∈ X and u ∈ C. Then u = P C x if and only if
This together with the Cauchy-Schwarz inequality implies that
On the other hand, by using Lemma 2.6, we have − → xz, − → uz λ − → xz, − → uy . This together with (3.1) implies that − → xz, − → uy 0. Since the function d(·, x) : X → R is continuous for all x ∈ X, considering (1.2) and letting λ → 0 + , we have − → xu, − → uy 0. This completes the proof.
Convergence theorems
In this section, we apply the obtained results to approximate fixed points of nonexpansive mappings in Hadamard spaces. In the rest of the paper, (X, d) is a Hadamard space, o is an arbitrary fixed element in X, which we may call the "zero" of X and x := d(x, o) for all x ∈ X.
Convergence of an implicit algorithm
Let T be a nonexpansive self-mapping of a nonempty closed convex subset C of a Hadamard space X. We denote by F (T ) the set of all fixed points of T . Fix u ∈ X. Then for each α ∈ (0, 1), there exists a unique point x α ∈ C satisfying x α = P C (αu ⊕ (1 − α)T x α ) because the mapping x → P C (αu ⊕ (1 − α)T x) is contractive by virtue of Lemma 2.1 and nonexpansiveness of P C . Therefore, we may define the following implicit iterative method. 
where the sequence {u m } ⊂ X is a small perturbation for the m-step iteration satisfying u m → 0 as m → ∞. Proof. We first show that {x m } is bounded. Taking p ∈ F (T ) and using the fact that P C is nonexpansive and Lemma 2.2, we have
which implies that
Since u m → 0, then {u m } is bounded. It follows that {x m } is bounded, so is the sequence {T x m }. Thus, there exists a constant M > 0 such that u m , x m , T x m M for all m 1. Since T x m ∈ C, we get
Since P C is nonexpansive and p, T x m ∈ C, we have
Also, it follows from Lemma 2.6 that
Since {x m } is bounded, by Lemma 2.8, there exists a subsequence {x m i } of {x m } which ∆-converges to a point q. By Lemma 2.9, q ∈ C. It follows from (4.2) and Lemma 2.10 that q ∈ F (T ). Substituting m i and q, respectively, for m and p in (4.5), we get
This together with Lemma 2.11, (4.3) and ∆-convergence of {x m i } to q implies that x m i → q strongly as i → ∞. Now, if {x m j } is a subsequence of {x m } which converges to a point q ′ ∈ C, then by using the same argument as in proof above, we get q ′ ∈ F (T ). Utilizing (4.5), we have
By (4.3) and continuity of d(·, x)
for all x ∈ X, we get
Therefore, we obtain
Thus, q ′ = q. This shows that {x m } converges to q ∈ F (T ) and the proof is completed.
Convergence of an explicit algorithm
In this subsection we study strong convergence of an explicit algorithm to a fixed point of nonexpansive mappings. Algorithm 4.3. Let C be a nonempty closed convex subset of a Hadamard space X. Let T : C → C be a nonexpansive mapping. Define the iterative sequence {x n } as follows:
where {α n } and {β n } are two sequences in (0, 1), and the sequence {u n } ⊂ X is a perturbation for the n-step iteration. 
α n u n < ∞ satisfy, then the sequence {x n } generated by the explicit method (4.8) converges to a q ∈ F (T ).
Proof. Let p ∈ F (T ). By Lemma 2.2 and nonexpansiveness of P C , we have
By induction, we get
which together with condition (iii) implies that {x n } is bounded, so is the sequence {T x n } ⊂ C. Next, we prove that
Let z n = P C y n for all n 0. It follows from nonexpansiveness of P C and Lemma 2.1 that
Hence,
This together with (i) and (iii) implies that lim sup
, we get (4.9). Now, we show that
Utilizing (4.8) and Lemma 2.2, we have
This together with (4.9) and conditions (i)-(iii) implies that lim n→∞ d(x n , T x n ) = 0. Moreover, 
where M > 0 is such that u 
