In this annex we present a description of the procedure followed to obtain a set of multimorbidity patterns characterizing a patient population aged 65 or more in Catalonia (Spain).
Dataset dimension reduction.
The initial dataset was composed on 31st December, 2012, of a registered active diagnosis with a certain prevalence value, out of 60 possible diseases for the =916,619 patients included in the study. Additionally, considering age and the gender, each patient was initially characterized by a vector of 62 features, most of which were binary variables indicating the presence/absence of a disease at the end of 2012. For most of the study, diseases with prevalence ≥2% were filtered, resulting in 47 diseases and the corresponding 49 features (adding age and gender). Since most of the selected features were categorical instead of quantitative, the dataset was a mixture of numerical and categorical variables. We processed this dataset by applying a mixture of the wellknown Principal Component Analysis (PCA) to the numeric original features and a Multiple Correspondence Analysis (MCA) to the binary ones, in order to obtain a new dataset of reduced dimension. We selected the PCAmix algorithm, as described by Chavent et al, to perform the dimensionality reduction. It follows the criterion based on concentrating most of the variability of the new transformed features, that is to say, variance of the data in the low-dimensional representation were maximized. The Karlis-Saporta-Spinaki rule was followed to select the first 13 dimensions out of the 49 for the 2% prevalence filtering, according to the eigenvalues of the PCAmix and the number of features and individuals in the dataset. As a result, after the PCAmix transformation and the extraction of the optimal number of dimensions, the new dataset was composed of =916,619 vectors of = 13 features each one. In the following we denote this new dataset as ≔ { 1 , 2 , … , } , denoting by 2 ∈ ℝ 13 for = 1, … , the new vector representing patient .
Soft clustering algorithm
Once the transformed dataset was computed, a soft clustering algorithm was applied to fuzzily distribute the population into a set of clusters, corresponding to the different multimorbidity patterns. In a traditional clustering procedure patients are grouped in an exclusive way, so that if a certain patient belongs to a definite cluster then s/he cannot be included in another one. In maximize the cost function ( , , ) given the updated centroids in . In our work, we randomly initialized the set of centroids and halted the iterative process when ( , , ) < , where 0 < ≪1. This procedure converges to a local minimum or saddle point of ( , , ).
Cluster stability validation.
Stable clusters are required in order to characterize multimorbidity patterns, consequently we applied 100 FCM independent runs to the transformed dataset and averaged both the membership factors and the centroid vectors, after ordering the clusters in descending order in terms of the summation of memberships to clusters, measured as ∑ ( )
=1
. This is equivalent to selecting the centroid and membership factors associated with the cluster with more population in each run and averaging them. Then after removing the selected cluster from each set, the procedure is repeated until a final set of clusters, composed of the averaged Since clustering algorithms are unsupervised, machine-learning techniques, the model fitting the dataset is traditionally computed through cost functions that depend on both the dataset and the clustering parameters and are denoted as validation indices. We computed three different wellknown validation indices to obtain the optimal number of clusters and the optimal value of the fuzziness parameter : the partition coefficient validation index whose cost function is maximum for the optimal model, the Xie-Beni, and the partition entropy validation indices whose cost functions are minimum for the optimal models. A cross-validation technique was applied using a split sample approach, by randomly dividing the individuals into two different datasets, a first (50%) training dataset used for obtaining the averaged FCM clusters, and a second (50%) test dataset used to verify the model fitting the data. and as is shown in Figure 2 and Figure 3 we can conclude that the optimal number of clusters for m=1.1 ranges from 6 to 12, validated with both the training dataset and the test dataset (more details are given in figures). The observed/expected ( / ) ratio and the exclusivity ratio have been used in this work in order to decide whether a disease is overrepresented or not in any given cluster .
Supplementary material
The ( / ) ratio was calculated by dividing disease prevalence in the cluster by disease prevalence in the overall population . As membership of an individual in a cluster was denoted by a membership degree factor , and not as a binary variable, the observed disease prevalence in a cluster was computed as the ratio between the summation of the membership degree factors corresponding to all individuals suffering the disease and the summation of all the membership degree factors corresponding to the cluster . Let us assume that there are individuals suffering the disease and that they are grouped in the set , then the observed prevalence was computed as
while the expected prevalence was computed as Optimum Xie-Beni and partition entropy indices are at the minimum, whereas optimal choice for partition coefficient is at the maximum. Within the plots above, optimal values are located in the range from 6 to 12 clusters. 
