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Let z(f) E R” be a generalized Poisson process with parameter J and let 
A: R” --t R” be a linear operator. The conditions of existence and limiting properties 
as J + co or as I + 0 of the stationary distribution of the process x(t) E R” which 
satisfies the equation dx(t) = Ax(t) dt + dz(t) are investigated. 
1. INTR~DuCTL~N 
Let Z(t) = (Z,(f), Z,(t)..., Z,(,JT E R” be a generalized Poisson process 
with parameter A and jumps x,, x2 ,..., x, ,...; i.e., z(t) = x, + z2 + ..*t xNCtI, 
where N(t) is a one-dimensional right continuous Poisson process with 
parameter A and x, , x2 ,... are i.i.d. random vectors which do not depend on 
N(t). Let also A: R” + R” be a linear operator determined by the matrix 
A = I[cz~~[~~,~=, . (We suppose that the basis in R” is fixed.) 
The present paper deals with conditions of existence and limiting 
properties as A -+ 03 or as A-+ 0, of stationary distribution of the process 
x(t) = (x,(t),..., x,(t))r E R”, which satisfies the formal equation 
dx(t) = Ax(t) dt + dz(t). (1.1) 
Equation (1.1) is a continuous analog of the autoregression equation 
X m+l=(~+z)x,+Zm+l~ 
where the distribution of independent identically distributed (i.i.d.) random 
vectors z1 , z2,... has atom at zero with weight 1 - E. 
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2. STATIONARY DISTRIBUTION AND THE CONDITIONS OF ITS EXISTENCE 
As usual, we will assume that the differential equation (1.1) with initial 
condition x(0) =x0 is equivalent to the integral equation 
x(t) = x, + I’ Ax(u) du + z(t) (2.1) 
0 
which holds with probability one for all values of t. 
In what follows, we assume that the process z(t) has right continuous 
sample paths with probability one. 
LEMMA 2.1. Equation (2.1) has a unique solution in the class of 
measurable processes. This solution is a right continuous strongly Markovian 
process and can be written in the form 
x(t) = exp{dt} x0 + f exp(A(t - u)} dz(u), (2.2) 
II 
where the integral on the right-hand side of (2.2) is a Stiltjes integral and 
exists with probability one. 
The proof of this lemma is routine. 
LEMMA 2.2. The one-dimensional distributions of the process x(t) are 
inj%itely divisible and have the characteristic functions (c.f.) 
w(s; t) = E exp{i(s, x(t))} 
= exp i(s, exp{dt} x0) 
-1 
I 
‘(l-q(exp{ArU}s))dU , 
0 I 
where q(s) = E exp(i(s, xl)}. 
The proof of this lemma follows from the representation (2.2). 
(2.3) 
THEOREM 2.1. The process x(t) possesses limiting distribution as t--t co 
which does not depend on the initial state x0 if and only if 
(1) the eigenvalues of A lie in the left halfplane; 
(2) E log (1 + [xii) < co. 
ProoJ: If t&s; t) = ly(s; t, x0) --t v(s) as t + co and v(s) is continuous, 
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then I&S) does not vanish since it is a c.f. of an infinitely divisible 
distribution in R”. Thus 
exp{i(s, exp{At) x0) = ~(s;.t, 2x,) w-‘(8; t, x&.+ -+ 1 
for all initial values x0 and s E R”. 
This is possible if and only if condition (1) holds. In this case, we have the 
equality 
y(s) = exp -I 
I 1 
m(1 -cp(exp{A’u}s))du . 
I 0 
(2.4) 
It is easy to check that the infinitely divisible c.f. w(s; t) and v(s) determined 
by (2.3) and (2.4) have the L&y representations 
log wts; 0= its, YJ - Q,(s) + j,x, >. bplits, 41 
- 1 - i(s, x)( 1 + (x, x)) - ’ ] N,(dx), 
log ~(4 = its, Y) - Q(s) + j,,, ,. lexpli(s, x)1 
-1 - i(s, x)(1 + (x,x))-‘] N(dx), 
where 
yt=l t I( exp{Au} x(1 + (exp{Au} x, exp{Au) x))-’ 0 R" 
x P{xl E dx) du + exp{dt) x0, 
y=y(A)=iz O” 
(I 
exp{Au) x(1 + (exp{Au) x, exp{Au) x))-’ 
0 Rn 
x P{x, E d-x) du, 
Q,(s) = Q(s) = 0, 
N,(E)=Aj~P{exp{Au)x,EE)du, 
N(E) = N(E; A) = Ajoa P{exp{Au} x1 E B) du. 
(2.5) 
P-6) 
It follows from the theorem proved in [4, p. 188) that ~(s, t) -+ y(s) if and 
only if 
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(a) N,(B) --t N(B) < co as t + co for continuity sets B of N lying in 
R”\S,,S,= {x:Jx(,<~}; 
tb) yt-+y as t-, ~0, IYI < w; 
Cc> lim,+, lim,,, I,, IxI <t (.G x) N,(dx) = 0. 
Using the scheme of the proof of the Theorem 1 in [5] we can show that 
condition (a) is equivalent to condition (2) of the theorem. 
Since N,(B) < N(B), we have 
Thus, using the estimations 
i O<IxI<.F 1x1 N(dx) = j’rd,N(S,) = j’N(S,\S,) dr 0 0 
gI’~(R”\S,)dr=~~EJmP{lexp{Au}x,l > r}dudr 
0 0 0 
<A E m 
IJ^ 
P{lx, / + 1 > crexp{au)} dudr 
0 0 
=l,f~~omP{uel log[((x,( + l)(rc)-‘1 > u) dudr 
=,I ‘Eu-’ log[(]x,] + I)@-‘] dr 
1 0 
=la-‘(&Elog((xl(+ l)-c-lElog&) (2.8) 
which are valid for small values of E and some a > 0, c > 0, we can easily 
deduce (c). Condition (b) can be checked in the same manner. 
3. LIMITING BEHAVIOR OF THE STATIONARY DISTRIBUTION AS A- cc 
Although the formula (2.4) gives the explicit form of c.f. of stationary 
distribution of x(t), it is of interest to investigate its limiting behavior as 
A -+ 00. In this part of the paper, we will study the limiting distributions of 
random vectors b-‘@)(x(t) - a(1)) under the assumption that x(t) has a 
stationary distribution. (Here a@) E R” and b(l) > 0 are nonrandom 
functions.) The class of nondegenerate limiting distributions for such vectors 
coincides with the class of stable distributions in R”, which were investigated 
by Levy [3], Feldhaim [ 11 and RvaEeva [4] and generalized to the case of 
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Hilbert space by Kuelbs (61 and Kuelbs and Mandrekar [7]. It has been 
shown there that stable distributions in R” are infinitely divisible and their 
c.f. have the form 
p E R” is a constant vector, w denotes a point on the unit sphere (and the 
vector joining the origin to it), H is a finite measure on the unit sphere, and 
the domain of the integration is the entire surface of the unit sphere. The 
number a is called the characteristic exponent of the distribution. If a = 2, 
we have the multidimensional normal distribution, 
RvaEeva [4, p. 1921 showed that for the nondegenerate stable laws in R” 
the L&y representations of their c.f. 
p(s) = exp 
i 
i@?, s) - ~-IQ(S) 
+ j,,, >. (w i(s, x) - 1 - i(s, x)(1 t (x,x))-'> dN,(x)/ 
have such characteristics: 
(a) for a = 2, N,(B) is constant, Q(s) = 2(s, s) C,(s/l s I), (3.2) 
(b) for 0 < a < 2, N,(B) = R -“H(W), Q(s) = 0, (3.3) 
for every set B of the form {x: 1x1 > R, w E W}, W being a subset of the 
surface of the unit sphere. 
THEOREM 3.1. If for some suitably chosen nonrandom functions, 
a(A) E R” and b(L) > 0 the distribution of the vector b-‘(A) (x(t) -a(A)) 
weakly converges as A + 00 to a nondegenerate distribution II, then, II is a 
stable distribution in R” with characteristic exponent a, 0 < a < 2, and b(A) 
is a regularly varying function with exponent a- ‘. 
Proof: It follows from formula (2.6) that the c.f. of the vector x(t) has 
the form v(s) = exp{LK(s)j, where K(s) does not depend on A. Thus, we can 
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consider x(t) =x(&A) as the value of a homogenous process with 
independent increments at the moment 1. This implies the statement of the 
theorem. Later, we will need the following result. 
LEMMA 3.1. If the i.i.d. vectors xk belong to the domain of attraction of 
a stable law in R” with characteristic exponent a then (xk) belong to the 
domain of attraction of a stable law in R ’ with the same exponent a, 
O<a,<2. 
The proof of this lemma follows immediately from Theorems 4.1 and 4.2 
of [4]. 
Remark 3.1. We will also use the fact that the norming functions b,(n) 
and b,(n) for which the sequences 
b;‘(n)(x, + ...+ X, -a,) and b;‘(n)(lx, 1 + eve+ lx,,/ - a;) 
weakly converge can be chosen equal, b,(n) = b,(n) = b(n). This follows 
from Theorem 2.3 of [4]. 
We will consider the cases a < 2 and a = 2 separately. 
THEOREM 3.2. The distribution of the vector b-‘(A)(x(t; A) - a(1)) 
weakly converges to the stable law in R” with characteristic exponent 
a, 0 < a < 2 and spectral Levy measure No if and only if the distribution of 
the vector x, belongs to the domain of attraction of the stable law with the 
same exponent a and spectral Levy measure M. The measures N, and M 
determine each other uniquely by the equality 
N,(B) = jrn M(exp{-Au} B) du. 
0 
ProoJ: Necessity. From (2.6) we have 
log E exp{i(s, bb’(A)(x(t; A) - a(A)))} 
= i(s, a,@)) + j,,, >. (exrW 41 
- 1 - i(s, x)( 1 + (x, x))-‘) dN(b(A) x), 
where 
aA4 = b-‘(A) (Y(A) - 4) -I,,, >. 41 + (x9 xl)-’ dN(x)) 
(3.4) 
+ I x( 1 + (x, x)) - r dN(b(A) x). 1x1 >o 
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(Note that the integrals converge because of inequality (2.8).) It follows from 
Theorem 1.2 [4, p. 1881 that the required convergence is possible if and only 
if 
(a) N@(J) B) = N(1; b(l) B) x NC@), (3.5) 
where N, is determined by (3.3) and B c R”\S, is its continuity set; 
tb) 5 AE! j,x,<c (x9 ) dN(x b(A)) = 0; (3.6) 
(cl l’-“, Y(l) = Yo* 
Condition (3.5) implies the weak compactness of the family of measures 
P{exp{Ar} x, E b(L) B} (3.7) 
in R”\S,, E > 0. To prove this, we consider the Bore1 sets of the form 
B=U v.+O exp{-Au} S, where S is a hypersurface in R” and the sets 
exp{-Au} S do not intersect for different values of v. For such sets we have 
N@(A) B) = IE loom P{exp{Au) x, E b(l) B) du 
= A jam P{xl E b(k) U exp{-Au} S} du 
v>u 
=I~o~~~~~(x,Eb(l)dexp{-Av)S}du 
=I~o~~~duP(~~Eb(l)dexp{-Av)S) 
= A 
1 
m vP{x, E b(k) d exp{-Au} S} + N,(B). 
0 
Similarly, 
N(Q) exp(-Ar} B) =Llom P{exp{Au} x, E b(l) exp{-Ar} B} du 
=njoWP{x,Eb(l) u exp{-Au} S} du 
u>u+r 
=L/omju~rP(xl E b@)dexp{-Au} S} du 
276 0. K. ZAKUSILO 
=A O” tr-r li du P{x, E b(A) dexp{-Au} St r 0 
=A r~(~-r)P{x,Eb(i)dexp{-A~}S) 
I 
= I I m P(x, E b(A) d expj-Au} S) I 
Since 
- hP{x, E b(A) exp{-Ar} B} + N,(exp{-Ar} B). 
(mupjxlEb(~)dexp{-~o)S)9jm~~lx,Eb(l)dexp~-~o}SJ, 
I 0 
the last two relations imply the weak compactness of the family (3.7) in 
R”\S,, E > 0. 
In this case the family of measures 
ilP(x, E b(A) B} (3.8) 
is also weakly compact in R”\S,, E > 0. Since the estimate 
Am i P{exp{Au} x, E b(A.)B} du t 
=A O” 
i 
P{exp{Au} x1 E b(A) exp(-A)} B} du 
0 
+ N,(exp(-At} B) < 6 
holds for large values of t if B c R”\S,, we can choose from (3.8) a weakly 
convergent subsequence 
W’h E Wd Bl -+ M(B) (3.9) 
and interchange the signs of integral and limit in the relation 
N,(B) = ii”, N(b(1,) B) = fim, Akl”; P{xl E b(A,) exp(-Au} B} du * + 0 
to obtain the equality 
N,(B) = lrn M(exp{-Au} B) du. 
0 
(3.10) 
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Since equality (3.10) implies 
M(B) = lii r- ‘(N,(B) - NJexp{ -Ar} B)), 
the measure M is determined uniquely and sequence (3.8) weakly converges 
in R”\S,, E > 0, 
~P{x, E WI B 1 I-m. WB), 
B c R”\S, is a continuity set of M. 
(3.11) 
Using condition (3.6) we can easily deduce that for almost all values of u 
This is equivalent to 
(3.12) 
Now we can use the obvious continuous analog of Theorem 2.3 in [4] which 
states that conditions (3.11) and (3.12) are sufficient for x1 to belong to the 
domain of attraction of a stable law. Since norming function b(A) did not 
change, this stable law has the same characteristic exponent a. 
Suflciency. Let the sequence b-‘(n)(x, + ..a+ x, - a,) be weakly 
convergent to a stable law in R” with characteristic exponent a, 0 < a < 2. It 
follows from Lemma 3.1, Remark 3.1 and Theorem 1 [2, p. 3 131 that in this 
case 
P{lx,( > x} =x-aL(X), 
where L(x) is a slowly varying function. Without loss of generality b(n) can 
be chosen monotone and satisfying the relation 
nL(b(n)) b-“(n) + 1 asn+co. 
Therefore, as follows from the properties of the regularly varying functions 
(see [ 2, Chapter VIII]), 
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I~m~{~exp{Au}x,~>b(~)}du~~~mP(~x,~>csb(l)exp{u~}}du 
I I 
=&--I O3 
I 4Ix1I >zlz 
-‘dz<c,La-’ 
ceb(l)exPlatl 
x P{lx,I > cd@) exp{at}} 
= c,Aapl(ceb(A) exp{at})-” L(csb(A) exp(at}) < c,e-” exp(-aat} 
for sufficiently large values of 1. 
Thus, the condition 
nP{-% E b(n) B } ---&+ MW (3.13) 
which must be satisfied (see [4, Theorem 2.21) implies 
N@(A) B) = A jaw P{exp{Au} x, E b(L) B) du 
I 
cc 
+ M(exp{-Au} B) du. 
” 
To complete the proof, we have to show that the condition 
- Fz hll nb-yn) j (x, x) P{xl E dx) = 0 
1x1 <den) 
(3.14) 
(3.15) 
implies 
ljz !if”, b-q) ( j” (x,x) P(exp{Au] x, f dx} = 0. (3.16) 
Ix1 <&b(A) 0 
In accordance with Theorem 2.3 of [4], this conclusion and relation (3.14) 
will be sufficient for our aim. Using again the properties of regularly varying 
functions, we have 
W2(1) j jw (x,x)P{exp{Au}x,Edx}du 
1x1 <&b(l) 0 
= 2A~-2(A)~d(*)jm [P{lexp{Au} x,] >u} 
0 0 
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cc ct%(~)explaul 
= 2c-%-2(A) 
I I 
P{lx,( > u} v exp{-2au} dvdu 
0 0 
< c,Abm2(A)Joc (c&b(l) exp(au))‘-* 
X L(c&b(L) exp{au}) exp(-2uu) du 
i 
ai 
= C2/lE2 Z -‘-“L(z) dz < c,Ae’@cb(A))-‘” L(ecb(,I)) < c,E*-~ 
wb(l) 
for sufficiently large A and some cq > 0, u > 0. 
The last inequality enables us to prove (3.16). The theorem is proved. 
THEOREM 3.3. The distribution of the vector b- ‘(A)(x(t, A) - a(A)) 
weakly converges to the normal law in R” with c$ exp{-22’Q,(s)} ifund 
only if the distribution of the vector x, belongs to the domain of attraction of 
the normal law with c.j exp(-~-IQ(S)}. The quadratic forms Q,(s) and Q(s) 
determine each other uniquely by the equality 
Q,(s) = ,fom Q(exp{A ‘U I 4 due 
Proof: In accordance with Theorems 1.2 and 2.3 of the work [4] and the 
formulae obtained above, we have to prove that the relations 
B c R”\S,, (3.17) 
-;- lim hm 
c-0 -L-cc 1 O<IXI<& 
(s,x>’ WWN = ~~ A!m jo< ,x, <E (s, 4’ dN(xb@)) 
= Qo(s> (3.18) 
are equivalent to the relations 
(3.19) 
- !‘:!!!!Aj (s, A-)’ P(x, E b(A) dx} O<lYI<& 
=ljz A$m 2 j (s, x)” P{x, E b(A) dx} = Q(s). (3.20) 
O<IXI<E 
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Necessity. Condition (3.19) follows from (3.17) in the same manner as 
condition (3.11) followed from (3.5). Condition (3.18) implies the equicon- 
tinuity as A-+ co and as a--t 0 with respect to s of the expressions 
1 I (s, x)” P{exp{Au} x, E b(A) dx O<lXl<~ 
for almost all u E R ‘. 
Consequently, we obtain the equicontinuity with respect to s of the 
expressions 
AJ (s, x)’ P{Xl E b(A) dx) O<IXI<E 
(3.21) 
and can suppose that a subsequence of (3.21) converges to the quadratic 
form Q(s). Since 
A* l‘i (s, x)’ P{exp{Au} x, E b(l) dx} du t O<IXI<E 
+ Q,(exp(Art} s) < cexp{--at}@, s), 
we obtain from (3.18) that 
Q,(s) = J^o” Q(ewlA ‘u I 8) du. (3.22) 
Since equality (3.22) implies 
Q(s) = Fz r -‘<Q,(s) - Q,(expP Trl s> 
sequence (3.21) converges to Q(s) and condition (3.20) is fulfilled. 
Suj%iency. If conditions (3.19) and (3.20) are satisfied, then in accor- 
dance with Lemma 3.1 and Remark 3.1, xi belongs to the domain of 
attraction of a normal law in R ’ and 6(;1) = 121’2 L(A), where L is a slowly 
varying function. Then the inverse function b-‘(A) has the representation 
b-‘(A) = A* L,(A), where L,(A) is a slowly varying function too. In this case, 
denoting b(A) by ,U we obtain 
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N(k b@)(R”\S,)) =Ajm P{lexp{Au} x,1 > b(A) E} 
0 
<A I m P{lx,I > cd(l) exp{au}} du 0 
= a-‘b-‘(p) jm P{lx,( > v} v-1 dv 
CW 
m <a-?-‘(p) 6 
i 
(vb-l(v))-’ dv 
CEU 
< CJ-‘(p) s@‘&‘L*(pa))-’ c,w2 as A+co. 
Since 6 can be chosen small, N(A; b(A)(R”\SJ) + 0 as A --) co and 
condition (3.17) is satisfied. We divide the rest of the proof into two parts. 
1. E(x,, XJ < co. In this case, E(x(t, A), x(t, A)) < co and conse- 
quently x(t, L) belongs to the domain of attraction of a normal law. Indeed, 
we have to check that 
m Ij (x, x)P{exp{Au} x, E dx} du < co. 0 Rn 
We have 
li m (x,x)P{exp(Au}x,Edx}du 0 R” 
= 2mm 
II P{lexpW\x,l >v\ydW 0 0 
= 2~om~omP{lx,~ > v) vce2 exp{-2au} dvdu 
= c-2(2a)-‘E(x,, x1) < 00. 
2. E(x,, xi) = co. In this case 
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and 
= lim lim A 
E-0 n; I 
(s, x)‘P{x, E b(l)} dx 
lXI<E 
= Q(s). 
Thus, noting J+(Z) = 5; x2 dP()x, ) < x), we have 
c0 = c,W2(i) I p2(z) z-~ ~*b’(d)dz cbLl.\)exp ot 
< c,J2p,(eb(~) exp{at))(sb(A) exp{at})-2 -+ c5 exp(-2at). (3.23) 
We have used Theorems 1 and la from [2, p. 312-3141, which give us the 
following properties of p*(z): 
(a) ~~(2) is a slowly varying function and 
(b) U-‘(A)@(A)) -+ C, as A-+ co, 0 < C, < co. 
Now condition (3.18) follows from (3.20) and (3.23). 
Remark 3.2. It follows from the proofs of Theorems 3.2 and 3.3 that the 
norming functions b(A) and b,(n) for which the distributions of 
(x(t, A) - a(ll))/b(A) and (x, + . . .+ x, - a,)/b,(n) weakly converge can be 
chosen equal: b(n) = b,(n). 
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4. LIMITING BEHAVIOR OF THE STATIONARY DISTRIBUTION AS A+ 0 
In this part, we will suppose that the matrix A is similar to the diagonal 
matrix A = I( 6,1,11, where Ai, 1 Q i Q n, are the eigenvalues of A, i.e., 
A = TAT-‘, and T is a nonsingular matrix with realvalued elements. In this 
case, 1, < 0, 1 Q i < II. We will show that the modulus of x(t, A) tends to zero 
with an exponential speed. 
LEMMA 4.1. Zf A--+0, then x(1) +* 0. The proof follows from formula 
(2.4). 
Let us denote 
r = oh ,***9 r,) = T-k > 
C = (L ,... C,) = T-l x(t, A), 
pi = P{vi = 0}, sign x = (sign x, ,... sign x,) if x = (x, ,... xJ, vi = AA,: I. For 
simplicity we consider only the particular case pi = 0, 1 < i < n. 
THEOREM 4.1. Zf pi = 0 for all i, 1 < i < n, then the distribution of 
(sign C, I&-“I,..., ICnl-“n) 
weakly converges as L -+ 0 to the distribution of 
(sign q, a,... a), 
where a has the uniform distribution on the interval (0, 1) and does not 
depend on v. 
Proof: The distribution of x(t, A) coincides with the distribution of the 
vector 
5=Jorn exp(Au} d z(u). (4.1) 
We can suppose that the process z(t) is determined by the values of its jumps 
xix,, and by the lengths of the intervals between jumps A-%,, A-‘q,..., 
where all xi and ri are independent, P{ti > x} = exp{-x}, x > 0. 
Thus, formula (4.1) implies 
t;=exp {I-‘Az,}x,+exp(C’A(T,+r,)}x,+ ..- 
= exp{l-‘Ar,}(x, + Cl), (4.2) 
683/14/3-2 
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where r, , x, , and r’ are independent and the distributions of l and <’ 
coincide. It follows from (4.2) that 
T-l{= exp{l-‘rlr,} T-‘(xi + r’) 
or 
K = exp{l-‘/ir,}(q + K'), where K = T-'(, 
K’ = T-l<' and the distributions of K and C coincide (4.3) 
According to Lemma 4.1, K' 2 0 and we have from (4.3) 
I+0 
sign fc = sign(q t K') + sign v, 
Since exp{-r,} has uniform distribution on (0, 1) and does not depend on 7, 
the statement of the theorem easily follows from the well-known properties of 
convergence in probability and weak convergence. 
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