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Bounded discrepancy sets*) 
by 
R. Tijdeman & M. Voorhoeve 
ABSTRACT 
00 
Let w = {~j}j=l be a sequence in [0,1). We define the discrepancy 
function D by D (w,a) = Z (w,a) - na, where Z (w,a) is the number of ele-
n n n n 
ments in [0,a) among the first n terms of w. It is known that sup D (w,a) = 00 
a,n n 
for every sequence w. In this paper sets Sare characterized for which an w 
exists such that supn Dn(w,a) < 00 for every a Es. Furthermore we investi-
gate sets S such that sup D (w,a) < 00 for some w. In particular, we 
aES,nEN n 
show in Corollary 1 of Theorem 5 that such sets Shave relatively large 
gaps. Theorems 1-4 are based on Lemma 1, which provides a construction for 
sequences with small discrepancy at specific points. Theorems 5 and 6 are 
applications of Lemma 3 which is proved by a method of W.H. Schmidt. 
KEY WORDS & PHRASES: Discrepancy, irregularities of distribution, uniform 
distribution. 
*) This report will be submitted for publication elsewhere. 

1 
1 . INTRODUCTION 
Let Ube the unit interval consisting of numbers~ with 0 $ ~ < 1, and 
let w = { ~ 1 , ~ 2 , ... ·} be a sequence of numbers in this interval. Given an a in 
U and a positive integer n, we write Z (w,a) for the number of integers i 
n 
with 1 $ i $ n and O $ ~- < a and we 
l. 
put D (w,a) = z (w,a) - na. For conven-
n n 
ience we define D (w,1) = 
n 
0 and D0 (w,a) = 0 for all a, n and w. Put D(w,a) = 
supn I Dn (w,a) I. 
In answering a question of J.G. van der CORPUT [2J, Mrs. T. van AARDENNE-
EHRENFEST [1J showed that there is no sequence win U for which sup U D(w,a) 
CXE 
is bounded. P.· ERDOS [3J wondered whether for every sequence w there exist 
numbers a such that D(w,a) = 00 • This was answered by W.M. SCHMIDT [4J in the 
affirmative. Later SCHMIDT [7, p.40J proved that for every sequence w even 
ID (w,a) I 
n lim sup-----log log n 
n -+ oo 
1 
>--2000 
for almost all a. SCHMIDT [SJ also investigated sets at which D can remain 
bounded. He demonstrated that the set S( 00 ) := {a: D(w,a) < 00 } is countable 
for every sequence w. Theorem 1 gives the opposite result that for 
every countable subset S of U there exists a sequence w such that D(w,a) < 00 
for every a in S. In the special case S =~Theorem 3 gives a quantitative 
result which is in a sense the best possible. We remark that SCHMIDT [6J 
generalized his result on the countability of S( 00 ) in a very remarkable man-
ner. See also L. SHAPIRO [BJ. 
We call Sa K-discrepancy set if there exists a sequence w such that 
D(w,a) < K for every a in S. A bounded discrepancy set (BDS) is a set which 
is a K-discrepancy set for some K. Theorem 2 states that every finite set 
is a BDS. Recall that a number y is a limit point of a set S if there is a 
sequence of distinct elements of S which converges toy. The derivative S(l) 
of S consists of all the limit points of S. The higher derivatives are de-
fined inductively by S(d) = (S(d-l)) (l) (d = 2,3, •.. ). SCHMIDT [SJ proved 
that s(d) is empty ifs is a K-discrepancy set and if d > 4K. Furthermore 
he showed that S(d) need not be empty if·S is ad-discrepancy set. This 
-1 00 provides a necessary condition for being a BDS. The fact that S = {n }n=2 
is not a BDS while s( 2) = 0 shows that the condition is not sufficient. The 
2 
corollary of Theorem 5 gives a property of a BDS which this set does not 
fulfill: if Sis a BDS then there is an e > 0 such that every interval of 
length l contains a subinterval J of length el with J n S = ~- It seems a 
difficult problem.to characterize BDS' in a s1mple way, if possible at all. 
In Section 4 we argue that the essential problem already occurs for a mono-
tonic decreasing sequence with limit 0. Theorem 4 gives a sufficient condi-
tion for being a BDS and in Theorem 6 we show that in a certain case the 
necessary and suffcient conditions coincide. 
2. The basic tool for construction BDS' is the following lemma. 
LEMMA 1. Let a, 8, y be real numbers with 0 ~ a < 8 < y ~ 1. Let Vs;;; U. 
00 
Assume there is a sequence w = {s } l in V such that D(w,a.) ~ A and D(w,y) ~ C. 
n n= 
Then there exists a sequence w' = { ' }00 sn n=l in Vu {a} u { 8} such that 
(i) s' = sn if S E [0 ,a) u [y,1), n n 
(ii) s' E 
n 
{a, 8} if sn E [a.,y), 
(iii) D(w',x) = D(w,x) for x E [0 ,a] u [y,1), 
(iv) D(w' ,8) ~ y-8 8-a. 1 --A + --c + 2· y-a. y-a. 
PROOF. We may assume without loss of generality thats = a ifs E [a.,y), 
n n 
since D(w,x) for x E (a,y) is of no importance for the lemma. We shall prove 
by induction on m that we can defines' E {a.,8} in such a way that 
m 
(0 
where 
(2) ~ = D (w' 8) - y- 8 D (w,a.) - 8-a. D (w y). 
m m ' y-a. m y-a. m ' 
It is obvious that ~O = 0 and that (1) holds form= 0. Suppose that mis 
some non-negative integer for which the induction hypothesis holds. If 
sm+l E [0,a.) u [y,1), then we put s~+l = sm+l" It follows that 
~ = ~ + (1-8) - y-13 (1-a.) - 13-a. ( 1-y) = ~ 
m+l m y-a. y-a. m 
ifs 1 E [0,a) and that m+ 
3 
if sm+l E [y,1). Hence (1) holds in this case. If sm+l =a.then put s~+l = a. 
if /1 ::,; ( S-a) / (y-a.) - ..!. and s' = 13 otherwise. If s' = a., then 
m 2 m+l m+l 
11 = 11 + (1-13) + y-l3 a 
m+l m y-a 
13-a. (1-y) = 
y-a. 
and hence, by (1 ), _..!. < /1 < 1 If t"' 13, then 2 - m+l - 2· ~m+l = 
11 
m+l = /1 m 
13-a 
y-a 
11 + 1 - S-a 
m y-a 
1 < ..!. and hence, by (1), - 2 ::,; /1m+l - 2 • Thus (1) is valid with m+l in place of m. 
By the above construction a sequence w' = {s 1 } 00 is defined which sat-
n n=l 
isfies (i) and (ii). Further (iii) is an immediate consequence of (i) and 
(ii). Finally it follows from (1) and (2) that 
ID (w' ,13) I ::,; y-l3 ID (w,a.) I + l3-a ID (w,y) I 
m y-a m y-a m 
form= 1,2, ••.• This implies (iv). 
1 
+-2 
REMARK. Note that the discrepancy of w' is bounded in both a and 13 and y. 
Hence w' assumes both values in [a,13) and in [13,y). By (i) and (ii) this 
implies that both a nnd 13 occur as terms of w'. 
3. SCHMIDT [5] proved that every S( 00 ) set is countable. The following 
theorem shows that every countable set is a S( 00)-set. 
THEOREM 1. For every countable set S = { a 1 , a 2 ••• } in U there exists a se·· 
quence w such that D(w,a..) < 00 for j = 1,2, ••• 
J 
PROOF. Without loss of generality we may assume that O,a1 ,a2 , ••• are dis-
tinct numbers. We shall prove by induction on m that there exists a sequence 
w = {s 1 ,s 2 , .•• } in {O,a.1 , •.• ,am} such that m m, m, 
4 
(i) D(w ,a.) = D(w 1 ,a.) for j = 1,2, ••• ,m-1, m J m- J 
(ii) D(w ,a.) < 00 for j = 1,2, .•. ,m, 
m J 
(iii) If 1 s j < m and~ is the first element of w 1 with~ 1 = a., m~l,n m- m- ,n J 
then ~ = a .. 
m,n J 
Form= 1 we apply Lennna 1 with a= 0, S = a 1 , y = 1, A= C = 0, V = {O}. 
Suppose that mis a non-negative integer for which the induction hypothesis 
holds. Let a be the. largest element of the set {0,1,a1 , ••• ,am} which is 
smaller than a 1 m+ and let y be the smallest element of this set which is 
larger than a 1 . Apply Lemma 1 with this a and y and with a= a 1 • This m+ m+ 
gives a sequence w' 1 in {O,a1 , .•. ,a 1 } satisfying (i) and (ii). Let n be m+ m+ 
the smallest integer with~ = 
m,n 
If~• 1 = S, then we form w 1 m+ ,n m+ 
Sin w' 1 • This change does only m+ 
a. If ~•+l = a, then put w 1 = w' 1 • m ,n m+ m+ 
by interchanging the first a and the first 
affect the discrepancy in (a,S], in fact 
by at most 1 in absolute value. Since w 1 is derived from w by merely re-m+ m 
placing some a's by S's, the other a.'s in w remain unaltered. Thus w 1 J m m+ 
satisfies (i) - (iii) and the induction step is complete. 
00 
By (iii) the sequence{~ } 1 is constant from some m0 = m0 (n) on. m:,n m= 
Put~ = ~ . This induces a sequence w = {~ 1 ,~ 2 , .•. }. By the construction 
n mo,n 
~ < a. if~- <a.and~ ~a.if~- ~ a., for all j and n. Hence 
n J J,n J n J J,n J 
D(w,a.) = D(w.,a.) < 00 for j = 1,2, .... 
J J J 
The following theorem shows that every finite set is a BDS and gives 
an upper bound which can only be improved by a constant factor in view of 
Corollary 2. 
THEOREM 2. For every finite set S = {a1 ,~2 , ••• ,am} in U there exists a se-
quence w such that 
D( ) s log(2m) 
w,aj 2 log 2 for j = 1, 2, ••• ,m. 
PROOF. we prove by induction on t that for every finite set {a1 ,a2 , ... ,a2t_ 1 } 
in U there exists a sequence wt such that D(wt,a.) s t/2 for j = 1,2, ..• ,2t-1. 
. J 
Fort= 1 we apply Lemma 1 with a= O, S = a 1 , y = 1, A= C = 0. Suppose 
the induction hypothesis is true fort. Let {a1 ,a2 , .•. ,a t+l } c U. We 2 -1 
may assume without loss of generality that O < a 1 < a 2 < .•• < a t+l . Put 2 -1 
5 
a.0 = 0. There exists a sequence wt in {a0 ,a2 ,a4 , ... ,a2t+1_ 2 } such that 
D(w~,a2i) 5 t/2 for i = 0,l, ... ,2t-1. On applying Lemma 1 with a= a 2i, 
S = a 2i+l' y = a 2i+2 ' A= C = t/2 for i = 0,1, ... ,2t-1 and combining the 
resulting SE!quences in an obvious way, w~ obtain a sequence wt+l such that 
D(wt+l'ai) ~; (t+l)/2 for i = 0,1, .•. ,2t+ -1. This proves the induction hypo-
thesis for all values oft. 
Let a set S = {a1 ,a2 , ... ,am} be given. Let- t be the integer with 
2t-1 ~!t. h h th . 5 m <, We ave shown tat ere exists a sequence w = wt with 
( ) <_ 1 t <.!_(l+logm) D w,a. 2 2 2 J log for j = 1,2, ... ,m. 
The following result gives a quantitative form of Theorem 1 in the 
special case S = (Q which is best possible in a similar way as Theorem 2 is. 
THEOREM 3. '1.'here exists a sequence w such that 
D(w,12.) 5 1+4 log q q 
for every p/q with p,q E :;z and 0 < p < q. 
PROOF. we prove by induction on t that there exists a sequence wt= {l;t,n}:=l 
3t in a finite set Vt of at most 2 rational numbers with the following pro-
perties: 
(i) 
vt-1 c: V t fort 
~ 2, 
-2t 
with p and 0 22t (ii) Vt contains all numbers p2 E :;z 5 p < I 
(iii) contains all numbers -1 with p,q :;z and 0 5 2t, Vt pq E < p < q 
(iv) if a E, V and l;t-1,n is the first element of wt-1 with l;t-1 ,n = a, t-1 
then r 
·'t,n a, 
(v) 5 3 D(wt 1 c() 5 2 t - 2 for every a in Vt. 
1 1 3 Fort= 1 we take v1 = {0,4,2,4} and by a double application of Lemma 1 
there exists a sequence w1 in v 1 such that D(w 1 ,a) 5 1 for a E v1 . Suppose 
tis a positive integer for which the induction hypothesis is true. We con-
struct V 1 in three steps: t+ 
6 
V' Vt { 
k k E :zz; , 0 < k < 22t+1}, = u it+1: t 
V" V' { k k E :zz;, 0 < k < it+2}, = u it+2· t t 
vt+1 = V" u { E.: p,q E :zz;, 0 < p < q s; 2t+1}. t q 
Observe that at each step any two "new" points are separated by an "old" 
point. Hence we can apply Lennna 1 as we did in the proof of Theorem 2 and 
we obtain sequences wt' wt' wt' with discrepancy at Vt' Vt' Vt+l at most 
½ t - 1,; t - ;, ; t respectively. Clearly (i) - (iii) are fulfilled with 
t+1 in place oft. For every a E Vt with the property that ~t+l,n ~ a where 
n is the smallest integer with ~t,n =awe make an interchange like in the 
proof of Theorem 1. In such a case ~t 1 is a number 8 e V 1 \ Vt which is + ,n t+ 
smaller than the smallest element of Vt which is larger than a. By inter-
changing the first a and the first 8 in wt the discrepancy function re-
mains unchanged outside the interval (a,8] and changes by at most 1 in (a,8] 
in absolute value. Since these intervals (a,8] are disjoint, the sequence 
wt+l which results after all interchanges have been made, satisfies (iv) 
with t+1 in place oft and moreover D(wt+l'a) S:; t+1 for every a E Vt+l" 
This completes the induction step. 
00 
By (iv) the sequence{~ } 1 is constant from some t 0 = t 0 (n) on. t,n n= 
Put ~n = ~to,n· This induces a sequences w = {~1 ,~ 2 , ••. }. By the construc-
t~on ~n < a if ~t,n < a and ~n ~ a if ~t,n ~ a for every a, n and t with 
a E Vt. Let p/q E 7.l with O < p < q s: 2t. Lett be the integer with 
t-1 t 2 < q S: 2. Then p/q E Vt. Hence 
D(w,!) = D(wt'}> S: ½ t - ; < 1 + 5 logq/2 log 2 < 1 + 4 logq. 
4. Suppose we want to decide whether a set Sis a BDS. If it is, there 
exists a sequence wand an integer d such that 
(3) D (w,a) s: a for every a ES. 
It follows from a result of SCHMIDT [SJ that S has to be countable and 
S (4d+l) -- ~- Note ~ that Dn(w,a) = limctO Dn(w,a+E) for every a and n. Hence 
if a 0 is the limit of an increasing sequence in Sand S satisfies (3) then 
D(w,a0 ) :.:;; d. If a 0 > 0 is a limit point of S but not the limit of an in-
creasing sequence in S, then we can replace every a 0 in w by a 0 - £ for a 
U) 
sufficiently small£> 0 without changing D( ,a) for a ES u S \{a0 }. For 
this new sequence w' we have D(w' ,a)= lim O D(w,a+E) :.:;; d. Since we can do ( 1) £+ 
so for all such a~ ES \S simultaneously, we conclude that Sis a BDS if 
and only if Su S l) is a BDS. We may therefore assume without loss of gen-
( . ) 
erality that Sis closed. It further follows that SJ (j = 1,2, .•• ) as a 
7 
subsequence 0£ Sis also a BDS. So it is sufficient to be able to decide 
whether a set Sis a BDS if it is known that S(l) is a BDS, for then one 
can apply the argument to make the transitions S ( 4d+ 1 ) • s ( 4d) • ••• • s ( 1 ) • s. 
Let S be a set such that S(l) is a BDS. For a ES let <j>(a) denote an 
element in S(1) with la- <j>(a) I minimal. Let BE S(1) and let a 1 ,a2 ••• be 
all elements of s with <j>(a.) =Band a. >Bordered in such a way that 
J J 
a 1 > a 2 > a 3 > • • • . It is obvious that a 1 ,a2 , •.. is a BDS if and only if 
a 1-B,a2-B, ... is a BDS. For the points a ES with <j>(a) =Band a< Ba simi-
lar argument applies. So the essential difficulty is to decide whether a 
monotonic sequence a 1 ,a2 , •.• in U with limit 0 is a K-discrepancy set or 
not. If S(l) is a BDS and there exists a constant K such that for every 
BE s(l) both the points a ES with <j>(a) = B, a< Band the points a Es 
with <j>(a) = B, a> Bare K-discrepancy sets, then Sis a BDS itself. 
The following result gives a sufficient condition for a monotonic de-
creasing sequence with limit Oto be a BDS. Necessary conditions for such 
sequences are given in Theorems 5 and 6. 
00 
THEOREM 4. Let {an}n=l be a monotonic decreasing sequence in U with an • 0 
as n • 00 • If there exist a positive integer hand a constant c with c < 1 
such that a < ca for n = 1,2, .•. , then there exists a sequence w such 
n+h n 
that 
D(w,a) :.:;; _1_ + log 2h 
n 2-2c 2 log 2 for n = 1, 2,... . 
PROOF. We prove by induction on t that there exists a sequence 
8 
(4) 
and 
(5) 
1 
:;; 
2-2c for j = 1,2, ••• ,t 
for j = 1,2, ••• ,th. 
Fort= 0 the assertion is true. Suppose tis a non-negative integer for 
which the induction hypothesis holds. First apply Leillllla 1 with a= 0, 
. -1 B = a(t+l)h' y = ath (y = 1 if t = 0), A= C = (2-2c) • Hence, there exists 
a sequence w~ in {O,a(t+l)h'ath'ath-l'ath-2 , ••• ,a1 } such that 
and 
_1_ + log 2h 
D(w~,aj) :;; 2-2c 2 log 2 
for j = 1,2, ••• ,t+l 
for j = 1,2, .•• ,th. 
Next we apply the argument used in the proof of Theorem 2 to the points 
a(t+l)h-l'"""'ath+l· The ~7ly difference is that everywhere A 
to be increased by (2-2c) • So we obtain a sequence wt+l in 
{O,a(t+l)h'a(t+l)h-l'"""'a1} which satisfies (4) and (5) with 
oft. 
and C have 
t+l instead 
Every sequence {E;,t,n}t=l is constant from some t 0 = t 0 (n) on. Let 
c = lim E;, • This defines the sequence w = {E;, }00 1 . As before we have 
"'n t-+<x> t,n · . n n= 
D(w,a.) = D(w a) :;; - 1- + log 2h 
1 j' j 2-2c 2 log 2 for j = 1, 2,... . 
5. To derive further properties of a BDS we use a technique due to 
SCHMIDT [5]. Since we shall work from now on with one sequence w only, we 
shall suppress the variable wand write.D (a), etc. Let I and J be real in-
n. 
tervals. We shall use the following notations. 
and 
h 1 (a) = max D (a) - min D (a), n n 
nEI nEI 
D (a,S) = D (S) - D (a) = Z(n,S) - Z(n,a) - n(S-a), 
n n n 
= max(min D (a,8) - max D (a,S), 
nEI n nEJ n 
min 
nEI 
D (a,S) 
n 
The following lemma involves Schmidt's basic idea. 
- max 
nEI 
D (a,S)). 
n 
LEMMA 2. Suppose a,S EU and suppose that J, Kare subintervals of an 
interval I. Then 
PROOF. [5, Lemma 5]. 
We use Lemma 2 to show that the average value of h 1 (a) in a sequence 
of well-spaced points a cannot be vecy small. 
LEMMA 3. Let A be a real number with 0 <A~;. Let c and t be positive 
t integers with 3Ac ~ 4. Put m = (4c) . Let I be a real interval [x,y) with 
x ~ 0 of length at least m/A. Let a 0 ,a1 , .•. ,am-l be real numbers satisfying 
0 < a. - a. 1 ~ Ac/m for j = 1 , 2 , ••• , m-1 and a . 12 - a . ~ A for J 1- 1 . J+m J j = 0,1, •.. , 2 m-1. Then, for any sequence win u, 
(6) 
m-1 
l l hr (a.) 
m . 0 J J= 
t 
> --64c 
PROOF. Let J = [v,w) be any interval of length m/(4cA) with v ~ 0. Take 
integers a and b such that v ~a< v+l and w-1 ~ b < w. Suppose 
(7) 
Then, for j 1 = O, 1, ... ,2 m-1, 
~ m 
8c 
9 
10 
<...!!!...- m m 
- 8c (4c). - 2) A = - 8c + 2).. 
Hence, 
= max D (a. ½ ) - min D (a. ½m) + max D (a.) - min D (a.) 
nEJ n J+ m nEJ n J+ nEJ n J nEJ n J 
>_ m 2' > ...!!!... - 1 8c A - 8c · 
On summing over j we obtain that under the supposition (7) 
(8) 
for any positive interval J of length m/(4c).). 
We use induction on t. For t = 1 we have D (a) + na E 7Z. Let 
n 
j E { 0, 1 , .•• , ½m-1_}. By the conditions of the lemma we have 
' < ~ _21 'c ~ I3 A-a.L-a. A J+.m J 
Since min(½,~ A) ~½,we have llajll ~ A/3 or llaj+½mll ~ A/3, where Hall de-
notes the distance from a to the nearest integer. We can therefore choose 
integers iE{j,j+½m} and r,s EI such that D (a.) - D (a.) ~ 1/4. Hence 
r i s i 
hI(ai) ~ 1/4 and therefore 
m-1 1 , 1 m 1 1 
m . L0 hI (aj) ~ in• 2 • 4 = 8° J= 
This proves the lemma in case t = 1. 
We now assume that the assertion of the lemma holds for t-1 and we 
shall deduce it fort. Put 
J = [x + (i-1 )m 
i 4k for i = 1,2,3,4. 
Let z. be the number of pairs (µ,~) with x+m/(4Ac) ~ µ < x+2m/(4Ac) and 
J µ 
~ - p E [a.. 1 ,a. ). for some integer p. Hence z. is a non-negative integer. µ J- J J 
We distinguish two cases. 
m-1 (a) Assume L. 1 z. ~ m/(8c). Then (7) is fulfilled for v = x+m/(4Ac), J= J 
w = x+m/(2Ac). Hence, by (8), 
1 m-l m 1 t 
- l hJ (a·) 2': -16 - -2 2': -16 • 
m j=O 2 J c c 
Since J 2 c I, this implies inequality (6). 
m-1 (b) Assume Lj=l zj > m/(8c). For every r E J 1 ands E J 3 we have 
D (a. 1 ,a.) - D (a. 1 ,a.) 2': zJ. - (s-r) (aJ.-aJ._ 1) s J- J r J- J 
Hence, for j = 0,1, ... ,m-1, in case z. ~ 1, 
J 
> 1 hJ J (a._ 1 ,a.) - 4 zJ .. 
1' 3 J J 
By Lemma 2, or obviously if z. = 0, 
J 
11 
hI(aJ.-1) +hI(aJ.) 2': ¼ ZJ. +½(hJ (a._1)+hJ (a.)+hJ (a._1)+hJ (a.)). 
1 J 1 J 3 J 3 J 
Since h 1 (aj) 2': max(hJ1 (aj),hJ3 (aj)) 2': ½ hJ1 (aj) + ½ hJ3 (aj), we have 
m-1 
2 l h 1 (aj) 2=: j=O 
1 
+ h 1 (am_ 1) - - h (a) 2 J1 0 
m-1 m-1 
. m 
2". l h (a·) + l hJ (a·) + 32c · j=O J1 J j=O 3 J 
H!BU(HilEEK Ct.NHUJM 
12 
On applying the induction hypothesis to J and the point sets {a }m/(4c)-l i 4cl+k l=0 ' 
we obtain 
m-1 
I hJ ·(a.) = 
j=0 i J 
4c-1 m/(4c)-1 
I I 
k=0 l=0 
4c-1 
> I ..!!!_. t-1 - _!!!__ <t-1> 
k=0 4c 64c - 64c 
for j = 1 and j = 3. Hence, 
m-1 
.!. I .hI(a.) 
m . 0 J J= 
t-1 1 t 
>--+--=--. 64c 64c 64c 
This proves Lemma 3. 
6. As an application of Lemma 3 we derive the following theorem. 
THEOREM 5. Let y and o be real numbers with O :;; y < o :;; 1. Let H be some 
positive integer. Let y = a 1 ,a2 , ..• ,aN = o be real numbers satisfying 
0 < a. 1 - a. :;; (o-y) /H for i = 1, 2, ••. ,N-1. Then for every sequence w i+ l. 
(8) 1 H max D(w,ai) ~ 2000 log 48 
i=l,2, •.. ,N 
t . 
PROOF. Put l = o-y .. Lett= [log(H/3)/log 16]. So H/48 < 16 :;; H/3. Split 
t [y,o) into 3.16 parts of equal lengths -and choose in every third part a 
point from {a1 ,a2 , ••• ,aN}. This is possible, since l/3.16t ~ l/H. This gives 
m ~ 16t points f3 1 ,f3 2 , ••• ,f3 with f3. - f3. 1 :;; 4l/(3m). Further f3. L -f3. ~ l/3. m J J- J+~m J 
We apply Lemma 3 with A= l/3 and c = 4. Hence 
m-1 
.!. \' l hI (f3J.) 
m . 0 J= 
t 
> -- > 256 
log(H/48) > 
256 log 16 
1 H 1000 log 48 • 
It follows that for any sequence w 
1 H 
max D(w,f3j) > 2000 log 48 • j=0,l, ••• ,m-1 
In particular (8) holds. 
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COROLLARY 1. Lets be a BDS. Then there exists an E > 0 such that every sub-
interval of U of length l contains a subinterval J of length at least sl 
with J n s = 0. 
PROOF. Let S be any BDS. Let w be a sequence and Ka positive number such 
that 
D (w,a) :;; K for every a Es. 
Let Ly,o) be any subinterval of u. Choose H so large that 
1 H 
2000 log 48 > K . 
-1 Put E = H . Then, by Theorem 5, max._ 1 N D(w,a.) > K for any set 1.- I • • • I 1. 
{a1 , ••• ,aN} in [y,o) with O < aj+l-aj:;; s(o-y) for j = 1,2, ... ,N-1. Thuss 
does not contain such a subset. This proves the corollary. 
The following result shows that Theorems 2 and 3 cannot be improved by 
-1 
more than a constant factor. (The constant (4000) can be improved consider-
ably.) 
2 COROLLARY 2. Let n > 48. Then for every sequence w 
max 
j=0,1, •.. ,n-1 
D (w , j_) ~ 1 1 n > 1 1 
n 2000 og 48 - 4000 og n. 
1 00 
7. It follows from Corollary 1 that S = {-} 2 is not a BDS. This result n n= 
is also a consequence of the following theorem which gives a necessary and 
sufficient condition for sequences satisfying a certain regularity condition. 
THEOREM 6. Let a 1 ,<l2 , ••• be a strictly decreasing sequence with limit 0. 
Suppose there exists a constant c such that an-l - an :;; c (am-l - am) for every 
n and m with n ~ m. Then S = {a.1 ,a2 , ••• } is a BDS if and only if for some 
positive integer h 
an+h 
lim sup log < O. 
a 
n • 00 n 
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-1 
PROOF. Suppose lim sup log a +ha < 0. Then there exists a constant 
n~ n n 
c < 1 such that a h < ca 
n+ n 
for n = 1,2, ... . It fbllows from Theorem 4 that 
Sis a BOS. (Here we did not use the regularity condition.) 
Suppose Sis a BOS. Then by Corollary 1 there exists a positive number 
E such that every interval [O,a) contains an interval J of length Ea such 
n n 
that Sn J =~-Let k be such that Jc (a k'a k 1). Then n+ n+ -
-1 
max an+j-1 - an+j > c (an+k-1 - an+k) j=O, •.• ,k 
-1 ~ Ea C 
n 
Hence, 
-1 
a ;;:: a - a ~ Eka c 
n n n+k n 
1 ht f h = [c~-1] Thus k ~ CE- is bounded, which implies ta or ~ 
lim sup log an+h < log(l-E) < o. 
n-+ 00 a 
n 
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