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SHARP UNIQUENESS RESULTS FOR DISCRETE EVOLUTIONS
YURII LYUBARSKII AND EUGENIA MALINNIKOVA
Abstract. We prove sharp uniqueness results for a wide class of one-dimensional
discrete evolutions. The proof is based on a construction from the theory of
complex Jacobi matrices combined with growth estimates of entire functions.
1. Introduction
We study solutions of discrete evolution equations of the form
(1) ∂tu = Au,
where u : [0, T ] → l2(X) for some Hilbert space X , u = {uk}k, uk : [0, T ] → X ,
and A is a bounded operator on l2(X) of a special form. Namely, we assume that
the matrix of A (its elements are operators in X) is banded, i.e. contains just a
finite number of non-zero diagonals.
We are looking for uniqueness result of the following type:
If a solution u = {uk}k of (1) decays sufficiently fast in spatial variable k at two
moments of time t = 0, T , then u ≡ 0.
The model example of such evolution is the discrete Schro¨dinger equation ∂tu =
−i(∆d + V )u on the standard lattice Z
d. For this case we set X = l2(Zd−1), i.e.
the space l2(Zd) is considered as l2(l2(Zd−1)) and the discrete Laplace operator on
d-dimensional lattice, δd : l
2(Zd)→ l2(Zd) is defined inductively,
(∆1u)k = uk+1 + uk−1 − 2uk for u = {uk} ∈ l
2(Z) and(2)
(∆du)k = uk+1 + uk−1 − 2uk +∆d−1uk for u = {uk} ∈ l
2(l2(Zd−1)).
Further, the potential part is (V u)k = Vkuk, V = {Vk}, where Vk : l
2(Zd−1) →
l2(Zd−1) are diagonal operators for k ∈ Z. The uniqueness problem for this evolu-
tion has been considered in [11, 8, 9, 10, 1].
Our research is motivated by a remarkable series of papers [5, 6, 7] (see also
references therein) which studied the continuous case. In these articles a sharp
uniqueness statement is obtained for solutions of Schro¨dinger equations with time-
dependent potentials, the result is applicable to some non-linear equations. For the
potential-free Schro¨dinger evolution the uniqueness statement can be considered as
a version of the classical Hardy uncertainty principle.
The Fourier transform applied to both the discrete and continuous Schro¨dinger
evolutions transforms the uniqueness questions into those on growth of analytic
functions. In [11] and [8] the theory of entire functions has been applied to the
model case of free discrete evolution (A = −i∆d). It was proved that in dimension
d = 1 the inequality
|un(0)|+ |un(1)| <
1√
|n|
(
e
2|n|
)|n|
, n ∈ Z \ {0},
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implies un(t) = Ai
−ne−2itJn(1− 2t), where Jn is the Bessel function. In particular
a solution to the free Schroo¨dinger evolution equation cannot decay faster than
Jn(1) simultaneously at t = 0 and t = 1. This result was also generalized to special
classes of time-independent potentials, first those with compact supports [11] and
then fast decaying [1]. General bounded potentials were considered in [11] (in
dimension d = 1) and [10] (in arbitrary dimension). For time-dependent potentials
the uniqueness results obtained in [11, 10] show that the inequality
|u(t, k)| ≤ C exp(−γ|k| log |k|)
for some fixed γ > γ0 implies u ≡ 0, however these results are not sharp.
In this note we combine the entire function techniques developed in [11] with
some ideas from the theory of complex Jacobi matrices in order to consider general
discrete models with time-independent banded operator A. Thus we cover for
example one-dimensional heat and Schro¨dinger evolutions with bounded potentials
as well as some discrete versions of higher order one-dimensional operators and also
some higher dimensional operators (with very specific potentials).
The article is organized as follows. The next section contains preliminaries re-
lated to banded operators and generalized eigenvectors. We also consider some
model examples of operator A where the problem (1) admits explicit solution. In
section 3 we apply the theory of entire functions to show that any solution to
general time-independent evolution which decays sufficiently fast at two times is
orthogonal to all generalized eigenvectors of the adjoint operator A∗, this argument
holds for general banded operators on l2(X). For the case of a selfadjoint operator
A and X = C one can apply general results on completeness of the set of general-
ized eigenvectors in order to see that this orthogonality implies that the solution
is trivial. At the end of section 3 the multidimensional selfadjoint case, i.e. when
A = A∗ and X = l2(Zd−1), is also considered. We demand additional decay of
solution in complimentary spatial variables. This decay is needed to include the
space l2(Zd) in a Gelfand triple and apply a general result on the completeness of
the set of generalized eigenvectors. The more complicated non-selfadjoint case is
presented in Section 4. The construction is inspired by a version of Shohat–Favard
theorem for complex Jacobi matrices. We consider first the case X = C in order to
show the main ideas without further technical details. For general X we need an
additional assumption. Namely we assume that the matrix entries of the operator
A commute with each other. We don’t know if this assumption is necessary. In
Section 5 we consider a closely related question on decay of the solutions of the
discrete stationary equation.
Acknowledgment. This work has been done while the authors were visiting De-
partment of Mathematics at Purdue University. It is our pleasure to thank the
department for hospitality. We also want to thank A. Pushnitski for a useful dis-
cussion.
2. Preliminaries
2.1. Banded operators. We consider operators A : l2(X)→ l2(X), where X is a
Hilbert space,
l2(X) =

x = {xj}j∈Z, xj ∈ X, ‖x‖2 =
∑
j
‖xj‖
2
X <∞

 .
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This includes operators on l2 sequences overZd, we identify this space with l2(l2(Zd−1)).
We assume that A : l2(X)→ l2(X) is a banded operator, i.e., for some integer s
(3) (Ax)j =
j+s∑
k=j−s
Aj,kxk, x ∈ l
2(X),
where Aj,k : X → X are bounded operators. We will refer to these operators as to
entries of A. The number 2s plays the role of order of A, it will define the order of
decay in the corresponding uniqueness statement.
In addition we assume that the ”external” entries Aj,j±s are invertible and
(4) ‖A−1j,j±s‖ ≤ δ
−1, ‖Aj,k‖ ≤ a,
for some a, δ > 0, independent of j.
Clearly, the adjoint operator A∗ is also banded and satisfies the same conditions
(4).
2.2. Generalized eigenvectors. We consider generalised eigenvectors of A∗. Since
A∗ is a banded operator, the expression A∗e makes sense for any sequence e =
{ej}j∈Z with ej ∈ X . We say that e is a generalized eigenvector if A
∗e = λ0e for
some λ0 ∈ C.
For any λ ∈ C and any vectors e−s, e−s−1, ..., es−1 ∈ X there exists a unique
vector e(λ) = {ej(λ)}j∈Z with ej(λ) ∈ X such that
ej(λ) = ej , j = −s, ..., s− 1, and A
∗e(λ) = λe(λ).
It is defined by
ej(λ) = ej , j = −s, ..., s− 1,(5)
es+k(λ) = (A
∗
s+k,k)
−1
(
s−1∑
m=−s
A∗m+k,kem+k(λ)− λek(λ)
)
, k ≥ 0,(6)
e−s−k(λ) = (A
∗
−s−k,−k)
−1
(
s∑
m=−s+1
A∗m−k,−kem−k(λ) − λe−k(λ)
)
, k ≥ 1.(7)
The vectors ej(λ) are polynomials in λ (with values in X) of degree less than
[|j|/s] + 1. Let M = max−s≤j<s ‖ej‖, then an induction argument yields
‖en(λ)‖ ≤My
n+s, n ≥ −s,
for all y > 1 such that y2s ≥ δ−1(a(y2s−1+y2s−2+ ...+y+1)+ |λ|ys). We multiply
the last inequality by (y − 1) and see that it holds if
y2s+1 ≥ (aδ−1 + 1)y2s + δ−1|λ|ys+1.
Which is in turn satisfied if we choose y ≥ δ−1/s|λ|1/s+aδ−1+1. Similar estimates
can be repeated for negative n. We obtain
(8) ‖eks+r(λ)‖, ‖e−ks−r−1(λ)‖ ≤ CMδ
−k(|λ|+ b)k+2, k ≥ 1, 0 < r ≤ s,
for some b = b(s, a, δ).
2.3. Model examples. Our main example is A = α∆d, where ∆d is the discrete
lattice Laplacian given by (2) and α ∈ C. Clearly, this is an operator of the form
(3) with X = l2(Zd−1), s = 1, Aj,j±1 = αI and Aj,j = α(∆d−1 − 2I).
For d = 1 solutions to the corresponding evolution problem can be expressed in
terms of the Bessel functions of the second kind, one of them is
un(t) = In(2α(t− t0))e
−2α(t−t0).
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In higher dimension we have solutions of the form
un(t) =
{
In(2α(t− t0))
(
d−1∏
l=1
Inl(2α(t− t0)
)
e−2dα(t−t0)
}
(n1,...nd−1)∈Zd−1
.
The powers of the discrete Laplacian provide examples of higher order operators
that satisfies our assumptions. However a simpler model is given by the operator
with Aj,j±s = I, Aj,j = −2I and Aj,k = 0 otherwise. Then a solution is given by
un(t) = CrIq(2(t− t0)), n = qs+ r, 0 ≤ r < s.
For t0 = T/2 this solution indicates the critical speed of decay in spatial variables:
|un(0)|+ |un(T )| ≍ |q|
−1/2
(
eT
2|q|
)|q|
.
3. Orthogonality to generalized eigenfunctions and self-adjoint
operators
3.1. Controlled decay. We need the following auxiliary statement.
Lemma 3.1. Suppose that u : [0, T ] → l2(X) is a solution to (1) and A satisfies
conditions (3) and (4). Suppose further that
(9) ‖uj(0)‖X ≤ C
k
0 k
−k/2, k = [|j|/s] + 1.
Then for each t ∈ [0, T ] there exists Ct such that
(10) ‖uj(t)‖X ≤ C
k
t k
−k/2, k = [|j|/s] + 1, t ∈ [0, T ].
Proof. Consider the function fB(t) =
∑
j B
|j|‖uj(t)‖
2
X . It satisfies the differential
inequality f ′B(t) ≤ C1B
sfB(t), where C1 does not depend on B. Therefore
(11) fB(t) ≤ e
C1B
stfB(0).
In addition, (9) implies that fB(0) ≤ e
C2B
s
. Then fB(t) ≤ e
C3B
s
with C3 = C3(t)
and, in particular, ‖u(j, t)‖2 ≤ B−|j|eC3B
s
. We optimize the last inequality by
choosing B ≍ k and get the required estimate (10).
In this argument we assumed that fB(t) is well-defined for all B. To justify this
one can first consider the functions
f˜N,B(t) =
∑
j
min{B|j|, BN}‖u(j, t)‖2X ,
obtain estimate (11) for these functions with constants independent of N , and then
pass to the limit as N →∞. 
Corollary 3.2. Let the function u : [0, T ]→ l2(X) satisfy the hypothesis of Lemma
3.1 and e be a generalized eigenvector of A∗. Then the inner product
〈u(t), e〉 =
∑
j∈Z
〈uj(0), ej〉X
is well-defined.
This statement follows from the lemma and the fact that ‖ej‖ grows in j not
faster than exponentially, see (8).
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3.2. Orthogonality. We now prove that any solution to (1) which decays at two
moments faster than the model one is orthogonal to all generalized eigenvectors of
A∗.
Proposition 3.3. Suppose that A : l2(X)→ l2(X) is a banded operator satisfying
(3) and (4). Suppose that e is a generalized eigenvector of A∗. Let further u :
[0, T ]→ l2(X) satisfy ∂tu = Au, and
(12) ‖uj(t)‖X ≤ Ce
|k|(2 + ε)−|k||k|−|k|T |k|δ|k|, k = [j/s], when t = 0, T.
Then 〈u(0), e〉 = 0.
Proof. Let A∗e = λ0e, e = {ej}j, we define a family e(λ) of generalized eigenvec-
tors by (5-7). In this way the eigenvector e is included into an analytic family of
eigenvectors e(λ), λ ∈ C. We consider the family of entire functions
φ(t, λ) = 〈e(λ),u(t, )〉l2(X) =
∑
j
〈ej(λ), uj(t)〉X .
Differentiating with respect to t, we obtain
∂tφ(t, λ) = 〈e(λ), Au〉 = 〈A
∗e(λ),u〉 = λφ(t, λ).
Then for each λ we have
(13) φ(t, λ) = eλtφ(0, λ).
At the same time estimates (12) and (8) give
(14) |φ(0, λ)|, |φ(T, λ)| ≤ CeT |λ|/(2+ε).
The proof can be now completed in the same spirit as Theorem 2.3 in [11]. We
include a brief argument in order to make the presentation mainly self-contained
and refer the reader to monograph [14] for definitions and basic facts related to
entire functions. Let
h0(θ) = lim sup
r→∞
ln |φ(0, reiθ)|
r
, hT (θ) = lim sup
r→∞
ln |φ(T, reiθ)|
r
, θ ∈ [0, 2π]
be the indicator functions of the entire functions φ(0, λ) and φ(T, λ). Relation (13)
for θ = 0 and t = T yields
(15) hT (0) = T + h0(0).
On the other hand it follows from (14) that
h0(θ), hT (θ) <
T
2 + ε
, θ ∈ [0, 2π],
and, by (5) in [14, Lecture 8] (for our case ρ = 1 in this relation),
|h0(θ)|, |hT (θ)| <
T
2 + ε
, θ ∈ [0, 2π].
The later inequality is incompatible with (15) unless φ(0, λ) = 0. 
3.3. Selfadjoint case. In this subsection X = l2(Zd−1) and A = A∗ or A = cA∗
for some c ∈ C. This happens for example in the model cases of heat or Schro¨dinger
evolutions with real potentials.
The elements in l2(Zd) are denoted by x = {xk}k, xk ∈ l
2(Zd−1). We say that
k is the main variable and call the d − 1 arguments of xk complementary spatial
variables. In order to obtain the completeness of the generalized eigenvectors, and
thus prove the uniqueness theorem applying the results of the previous subsections,
we include l2(Zd) into an appropriate Gelfand triple Φ →֒ l2(Zd) →֒ Φ′, see e.g.
[4, 12, 13]. This can be done by demanding some decay of solution in complementary
variables.
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Given α ∈ R we consider the weighted space
l2α(Z
d−1) = {c = {cm}m∈Zd−1 : ‖c‖
2
α =
∑
m∈Zd−1
(1 + |m|)α|cm|
2 <∞}.
Theorem 3.4. Suppose that α > d − 1 and A : l2(l2(Zd−1)) → l2(l2(Zd−1)),
(Au)j =
∑j+s
k=j−s Aj,kuk, is a banded operator, where Aj,k are bounded in l
2(Zd−1)
as well as in l2α(Z
d−1). Let further the external operators Aj,j±s be invertible in
l2α(Z
d−1) and
‖A−1j,j±s‖l2α→l2α ≤ δ
−1, ‖Aj,k‖l2α→l2α ≤M, k = j − s, ..., j + s.
If u : [0, T ] → l2(l2α(Z
d−1)) satisfies ∂tu = Au, and the decay condition in main
spatial variable
‖u(t, j)‖l2α(Zd−1) ≤ Ce
|k|(2 + ε)−|k||k|−|k|T |k|δ|k|, k = [j/s], for t = 0, T,
Then u ≡ 0
Remark. In the model case, when A is a the sum of the Laplace operator and a real
bounded potential (up to a unimodular factor), the operators Aj,k are bandlimited
themselves and bounded in weighted spaces, moreover Aj,j±s are identity operators
and the norm estimate holds with δ = 1.
Proof. We consider the space
Φ = {C = {ck}k∈Z, ck ∈ l
2
α(Z
d−1) : ‖C‖2Φ =
∑
k∈Z
e|k|
1/2
‖ck‖
2
α <∞}.
Then the dual space (with respect to pairing in l2(Zd) is
Φ′ = {C = {ck}k∈Z, ck ∈ l
2
α(Z
d−1) : ‖C‖2Φ′ =
∑
k∈Z
e−|k|
1/2
‖ck‖
2
−α <∞}.
We have Φ →֒ l2(Zd) →֒ Φ′ and the inclusion is a Hilbert-Schmidt operator since
α > d − 1. We observe also that A : Φ → Φ and hence A : Φ′ → Φ′ are bounded
operators. By repeating the arguments of the previous section, we obtain that
u(0) ∈ Φ is orthogonal to all generalized eigenvectors of A in Φ′. Then by general
result, see for example [4, Chapter V,Theorem 1.4], we obtain that u(0) = 0. 
4. A sharp uniqueness result for bounded evolutions
4.1. Main result. We are now ready to prove our main result.
Theorem 4.1. Suppose that A : l2(X) → l2(X), (Au)j =
∑j+s
k=j−s Aj,kuk, is a
banded operator satisfying (3) and (4). Further, assume that all operators Aj,k
commute. Let u : [0, T ]→ l2(X) satisfy ∂tu = Au, and the decay condition (12):
|u(t, j)| ≤ Ce|k|(2 + ε)−|k||k|−|k|T |k|δ|k|, k = [j/s], for t = 0, T,
Then u ≡ 0
The theorem follows from Proposition 3.3 and the proposition below. In dimen-
sion one our result can be applied to both heat and Schro¨dinger evolutions with
bounded time-independent potentials as well as to evolutions defined by higher or-
der difference operators. In higher dimension this approach allows to work only
with potentials depending on the variable in the direction of decay.
Proposition 4.2. Let u = {uj}j∈Z ∈ l
2(X) be such that∑
j∈Z
C|j|‖uj‖ <∞
for every C. Let also 〈e,u〉 = 0 for each generalized eigenvector e of a banded
operator A∗. Then u = 0.
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Our proof of the above proposition is inspired by a well known construction,
sometimes referred to as the Shohat-Favard theorem for complex Jacobi matrices.
We refer the reader to the survey articles [2, 3] and references therein.
4.2. Dimension one. To avoid extra technical details and explain the idea we first
assume that X = C and write Aj,k = aj,k ∈ C
Proof of Proposition 4.2, X = C. Consider the families of polynomials
P
(r)
j (λ), r = −s,−s+ 1, ..., 0, ..., s− 1, j ∈ Z
defined by the relations
P
(r)
j (λ) = δj,r, j = −s,−s+ 1, ..., 0, ..., s− 1,
λP
(r)
j (λ) =
j+s∑
k=j−s
a¯k,jP
(r)
k (λ).(16)
For each λ ∈ C and r = −s, ..., s− 1 the vector v(r)(λ = {P
(r)
j (λ)}j is a generalized
eigenvector of A∗ with eigenvalue λ¯. Therefore
(17)
∑
j
ujP
(r)
j (λ) = 0.
Let A¯ : l2(C)→ l2(C) denote the ”complex conjugate” of A:
(A¯u)j =
j+s∑
k=j−s
a¯j,kuk.
We consider P
(r)
n (A¯) : l2(Z)→ l2(Z). The scalar relation (16) now yields
A¯P
(r)
j (A¯) =
j+s∑
k=j−s
a¯k,jP
(r)
k (A¯).
This in particular implies that
(18) ‖P (r)n (A¯)‖ ≤ C
|n| for some C > 0.
similar to (8).
We claim that (17) implies ∑
n
unP
(r)
n (A¯) = 0
and due to (18) the series converges absolutely.
Let further σ(n) be the n-th coordinate vector in l2(Z). An induction argument
shows that
s−1∑
r=−s
P (r)n (A¯)σ
(r) = σ(n).
Then
0 =
s−1∑
r=−s
∑
n
unP
(r)
n (A¯)σ
(r) =
∑
n
unσ
(n).
Hence u ≡ 0. 
4.3. General case. We extend the above construction to banded operators on
l2(X) with commuting entries.
Proof of Proposition 4.2, General case. We split the proof into several steps.
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Step 1. We define families of operator-polynomials {P
(r)
j (λ)}j , −s ≤ r < s, λ ∈ C
by
P (r)r = I, P
(r)
j = 0, j 6= r and − s ≤ k < s
λP
(r)
j (λ) =
j+s∑
k=j−s
A∗k,jP
(r)
k (λ).(19)
For any x ∈ X the sequence v = {vj}j = {P
(r)
j (λ)x}j is a generalized eigenvector
of A∗, A∗v = λv.
We have P
(r)
j (λ) =
∑
m≥0 λ
mC
(r)
j,m, where C
(r)
j,m : X → X and the sum is finite.
Moreover, all coefficients C
(r)
j,m are products of the operators A
∗
k,l and their inverses
(we will use this fact to interchange the order of operators).
Now the orthogonality relation u ⊥ {P
(r)
j (λ)x}j implies
0 =
∑
j
〈uj, P
(r)
j (λ)x〉X =
∑
m
λm
∑
j
〈uj , C
(r)
j,mx〉X ,
the series converges since we assume that ‖uj‖X decays fast in j. We conclude that
each coefficient
∑
j〈uj , C
(r)
j,mx〉X vanishes. Then
(20)
∑
j
(C
(r)
j,m)
∗uj = 0.
Step 2. Denote by A¯ the ”conjugate”operator
A¯v = A¯{vj} = {(A¯v)j}, (A¯v)j =
j+s∑
k=j−s
A∗j,kvk.
By im we denote the embedding X →֒ l
2(X) that places a given vector x ∈ X into
m-th position and zeros in all other positions:
(imx)k = δm,kx.
Define further
(21) P
(r)
j u =
∑
m≥0
A¯mirC
(r)
j,mu, u ∈ X, P
(r)
j : X → l
2(X).
Then (21), (19) and the commutation relation A∗k,jC
(r)
k,m = C
(r)
k,mA
∗
k,j imply
A¯P
(r)
j u =
j+s∑
k=j−s
P
(r)
k A
∗
k,ju.
We show by induction that for any v ∈ X
(22)
s−1∑
r=−s
P(r)n v = inv.
Indeed, for n = −s, .., s− 1 this follows from the definition of P
(r)
n . Further by the
recurrence formula
P(r)n A
∗
n,n−sv = A¯P
(r)
n−s(v)−
n−1∑
k=n−2s
P
(r)
k (A
∗
k,n−sv)
Taking the sum with respect to r and using the induction hypothesis, we obtain
s−1∑
r=−s
P(r)n A
∗
n,n−sv = A¯in−sv −
n−1∑
k=n−2s
ikA
∗
k,n−sv = in(A
∗
n,n−sv).
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Now (22) follows since A∗n,n−s is invertible.
Step 3. We denote by πk the kth projection of l
2(X) to X , πkv = vk. Now we
fix some x ∈ X and for each j ∈ Z and r = −s, ..., s − 1 consider a sequence
α(r,j) = {α
(r,j)
k }k ∈ l
2(C) defined by
α
(r,j)
k = 〈uj, πkP
(r)
j x〉X .
Let α(r) =
∑
j α
(r,j) ∈ l2, we have
α
(r)
k =
∑
j
〈uj, πkP
(r)
j x〉X =
∑
m
∑
j
〈uj , πkA¯
mirC
(r)
j,mx〉X .
The coefficients of operators A¯m are operators from X to X , they are products
of operators A∗l,k. Clearly, πkA¯
mir is such a coefficient, it commutes with C
(r)
j,m.
Therefore
α
(r)
k =
∑
m
〈∑
j
(C
(r)
j,m)
∗uj, πkA¯
mirx
〉
X
= 0,
the last identity follows from (20).
On the other hand, by (22)
s−1∑
r=−s
α
(r,j)
k =
〈
uj, πk
(∑
r
P
(r)
j x
)〉
X
= 〈uj , πkijx〉X =
{
〈uj, x〉, k = j
0, k 6= j
Finally, 0 =
∑
r α
(r)
k =
∑
j
∑
r α
(r,j)
k = 〈uk, x〉. Thus u = 0. 
4.4. Decay of stationary solutions. It was mentioned in [10] that uniqueness
results imply some estimates on the possible decay of stationary solutions of discrete
Schro¨dinger operators. We suggest two elementary but reasonably sharp results.
Proposition 4.3. Suppose that A is a banded operator on l2(X) satisfying (3) and
(4). There exists a constant c = c(A) such that if a solution u ∈ l2(A) of Au = 0
satisfies ‖uj‖X ≤ Ce
−cj then u ≡ 0.
Proof. The recurrence formula implies
un−s(λ) = A
−1
n−s,n
(
s∑
m=−s+1
Am+n,num+n
)
.
Clearly, ‖un−s‖X ≤ δ
−1a
∑s
m=−s+1 ‖un+m‖X . IfMj = max−s<m≤s ‖uj+m‖X then
Mj ≥ (2s)
−1δa−1Mj−1. This actually implies that if
‖u(j)‖X ≤ Cq
j , q < δa−1(2s)−1
then u ≡ 0. 
We could formulate a bit more genera result, saying that
lim inf
j→∞
lnMj
j
≥ c.
for any non-trivial solution of the stationary equation.
Similar approach can be applied to the case of the discreet Schro¨dinger operator
with a bounded potential V : Zd → C, a straightforward computation shows that
if u : Zd → C satisfies ∆du+ V u = 0 and
(23) lim inf
N→∞
ln(max|n|∞∈{N,N+1} |u(n)|)
N
< −‖V ‖∞ − 4d+ 1
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where |n|∞ = max{n1, ...nd} for n ∈ Z
d, then u ≡ 0. Indeed, the equation implies
max
|n|∞=N−1
|u(n)| ≤ (4d− 2 + ‖V ‖∞) max
|n|∞=N
|u(n)|+ max
|n|∞=N+1
|u(n)|,
and (23) follows.
References
[1] I. Alvarez-Romero, G. Teschl, A Dynamic Uncertainty Principle for Jacobi Operators,
arXiv:1608.04244
[2] A. Beardon, The theorems of Stieltjes and Favard, Comp. Math. Funct. Theory, 11 (2011),
247–262.
[3] B. Beckermann, Complex Jacobi matrices, Journ. Comp. Appl. Math, 127 (2001), 17–65.
[4] Yu. M. Berezanskii, Expansions in Eigenfunctions of Selfadjoint Operators, Translations
of Mathematical Monographs, 17. American Mathematical Society, Providence, RI, 1968.
[5] M. Cowling, L. Escauriaza, C.E. Kenig, G. Ponce & L. Vega, The Hardy uncertainty
principle revisited. Indiana Univ. Math. J. 59 (2010), 2007–2025.
[6] L. Escauriaza, C. E. Kenig, G. Ponce & L. Vega The sharp Hardy uncertainty principle
for Schro¨dinger evolutions. Duke Math. J. 155 (2010), 163–187.
[7] L. Escauriaza, C. E. Kenig, G. Ponce & L. Vega Uniqueness properties of solutions to
Schro¨dinger equations. Bull. of Amer. Math. Soc. 49 (2012), 415-422.
[8] A. Ferna´ndez-Bertolin, A Discrete Hardy’s uncertainty principle and Discrete evolutions,
arXiv:1506.00119.
[9] A. Ferna´ndez-Bertolin, Convexity properties of Discrete Schro¨dinger evolutions and
Hardy’s uncertainty principles, arXiv:1506.03717.
[10] A. Ferna´ndez-Bertolin, L. Vega, Uniqueness properties for Discrete equations and Car-
leman estimates, arXiv:1509.08545
[11] Ph. Jaming, Yu. Lyubarskii, E. Malinnikova, K.-M. Perfekt, Uniqueness for discrete
Schro¨dinger evolutions, arXiv:1505.05398, to appear in Rev. Mat. Iberoam.
[12] I. M. Gelfand, G. E. Shilov, Generalized functions, Vol. 3:Theory of differential equations.
Translated from the Russian by Meinhard E. Mayer Academic Press, 1967.
[13] I. M. Gelfand, N. Ya. Vilenkin, Generalized functions, vol. 4: Applications of harmonic
analysis. Translated by Amiel Feinstein Academic Press, 1964.
[14] B. Ya. Levin, Lectures on entire functions. Translations of Mathematical Monographs, AMS,
1996.
Department of Mathematical Sciences, Norwegian University of Science and Tech-
nology, Trondheim, 7491, Norway
E-mail address: yura@math.ntnu.nu
Department of Mathematical Sciences, Norwegian University of Science and Tech-
nology, Trondheim, 7491, Norway
E-mail address: eugenia@math.ntnu.nu
