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Abstract
In this paper we shall give the generating functions for the enumeration of non-crossing partitions according to some set partition
statistics explicitly, which are based on whether a block is singleton or not and is inner or outer. Using weighted Motzkin paths, we
ﬁnd the continued fraction form of the generating functions. There are bijections between non-crossing partitions, Dyck paths and
non-nesting partitions, hence we can ﬁnd applications in the enumeration of Dyck paths and non-nesting partitions. We shall also
study the integral representation of the enumerating polynomials for our statistics. As an application of integral representation, we
shall give some remarks on the enumeration of inner singletons in non-crossing partitions, which is equivalent to one of udu’s at high
level in Dyck paths investigated in [Y. Sun, The statistic “number of udu’s” in Dyck paths, Discrete Math. 284 (2004) 177–186].
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
For the set [n] = {1, 2, . . . , n}, a partition of the set [n] is a collection = {B1, B2, . . . , Bk} of non-empty disjoint
subsets of [n], called blocks, whose union is [n]. For a block B, we denote by |B| the size of the block B, that is the
number of the elements in the block B. A block B will be called singleton if |B| = 1.
We call the partition  crossing if there exist two blocks Bi = Bj in  and elements b1, b2 ∈ Bi , c1, c2 ∈ Bj such
that b1 <c1 <b2 <c2. A partition is called non-crossing if it is not crossing.
We denote the set of all non-crossing partitions of the set [n]={1, 2, . . . , n} byNC([n]) or byNCn. This notion of
non-crossing partition was ﬁrst introduced in [7]. For more about non-crossing partitions, see, for instance, the survey
of Simion [11].
The blockB={b1, . . . , b|B|} of non-crossing partition  is said to be inner if there exists a blockC={c1, . . . , c|C|} of
 such that c1 <b1 <c|C|. In this case, it follows automatically that c1 <b|B| <c|C|. The block of non-crossing partition
is said to be outer if it is not inner. For example, in the non-crossing partition ={{1, 6, 7}, {2, 4, 5}, {3}, {8}, {9, 10}},
the blocks {2, 4, 5} and {3} are inner and the blocks {1, 6, 7}, {8}, and {9, 10} are outer.
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In this paper we shall give the generating functions for the enumeration of non-crossing partitions according to some
set partition statistics. We shall concentrate our attention upon whether a block is singleton or not and upon whether
inner or outer. Thus, we have four types of blocks, inner singleton, inner non-singleton, outer singleton, and outer
non-singleton, which will be used as our statistics by counting.
In the next section we shall give the generating function via continued fraction associated with weighted Motzkin
paths, which are slight modiﬁcation of labeled paths in [5]. We introduce the card arrangements to make it clear the
correspondence between weighted Motzkin paths and our statistics in non-crossing partitions.
There is a bijection between Dyck paths of semilength n and non-crossing partitions of n elements, which enable
us to interpret set partition statistics in non-crossing partitions into the statistics in Dyck paths. We shall show some
examples of such an interpretation in Section 3.
In Section 4, we shall introduce the bijection between the non-crossing and the non-nesting partitions using the card
arrangements, which is graphical but rather simple and easy to understand. The generating function of the enumerating
polynomials for the number of connected components in non-nesting partitions that is an induced statistic by our
bijection, is also investigated.
In the last section, we shall give the integral representation of the enumerating polynomials for our statistics in
non-crossing partitions. We shall make use of the result in [10], in which the probability measures for the integral
representation are obtained. As an application of the integral representation, we shall state some remarks on the
enumeration of inner singletons in non-crossing partitions, which is equivalent to the enumeration of udu’s at high
level in Dyck paths investigated in [15]. Especially, we obtain another formula of Hn,k (the number of Dyck paths of
semilength n with exactly k udu’s at high level) related to the Narayana numbers.
2. The generating functions
We shall enumerate the non-crossing partitions according to the cross variation of singleton or non-singleton and
inner or outer. Hence, we have the following four classes of blocks which will be used as our statistics by counting:
isg: number of inner singleton, ins: number of inner non-singleton,
osg: number of outer singleton, ons: number of outer non-singleton.
We encode the statistics isg, ins, osg, and ons by , , , and , respectively, and write the generating function of the
enumerating polynomials according to these statistics by
G(, , , ; z) =
∑
n0
⎛
⎝ ∑
∈NCn
isg()ins()osg()ons()
⎞
⎠ zn.
A Motzkin path of length n is a non-negative path in the x–y plane, which consists of only three types of steps,
u = (1, 1) up step, d = (1,−1) down step, and t = (1, 0) transit step, and starts from origin (0, 0) ends at (n, 0). We
denote byMn the set of all theMotzkin paths of length n. If each step sj ∈ {u, d, t} in aMotzkin path p=(s1, s2, . . . , sn)
has a certain weight wj then we call p a weighted Motzkin path and the product of weights wt(p) =∏jwj is called
the weight of the Motzkin path.
We will give the explicit form of G(, , , ; z) with the help of the relation between weighted (labeled) Motzkin
paths and continued fractions in [5]. In order to make it clear the correspondence between a weighted Motzkin
path and our statistics in non-crossing partitions, we shall use the card arrangements which is similar technique
as in [4] for juggling patterns but we have to prepare different kinds of cards. It is also required to introduce the
weight of card for our purpose. We will make the four kinds of cards, the opening, the closing, the intermediate, and
the singleton cards.
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2.1. The opening cards
We prepare the cards Ui (i = 0, 1, 2, . . .) for up steps. The card Ui has i inﬂow lines from the left and (i + 1) outﬂow
lines to the right, where one new line starts from the middle point on the ground level. For each j1, the inﬂow line
of the jth level goes through out to the (j + 1)st level without any crossing. We call the card Ui the opening card of
level i. Every opening card should have weight 1.
2.2. The closing cards
We shall make the cards Di (i = 1, 2, 3, . . .) for down steps. The card Di has i inﬂow lines from the left and (i − 1)
outﬂow lines to the right. On the card Di , only the line of the lowest level goes down to the middle point on the ground
level and will be ended. For each j2, the inﬂow line of the jth level goes through out to the (j − 1)st level without
any crossing. We call the card Di the closing card of level i. We shall give the weight to the card Di for i2 by  and
to the card D1 by .
We shall make some more cards for transit steps.
2.3. The intermediate cards
We prepare the cards Ti (i = 1, 2, 3, . . .) for transit steps. The card Ti has i inﬂow lines and i, the same number of,
outﬂow lines. Only the line of the lowest level goes down to the middle point on the ground and continues its ﬂow as
the lowest line again. The rest of inﬂow lines will keep their levels. We call the card Ti the intermediate card of level i.
Every intermediate card should have weight 1.
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2.4. The singleton cards
Furthermore, we shall make the cards Ki (i = 0, 1, 2, . . .), which is also used for transit steps. The card Ki has i
horizontally parallel lines and the short pole at the middle point on the ground. We call the card Ki the singleton card
of level i. We shall give the weight to the card Ki for i1 by  and to the card K0 by .
For a given Motzkin path, we will arrange the cards along with the following rule: let p = (s1, s2, . . . , sn) be a
Motzkin path of length n, that is, sj ∈ {u, d, t}. Transverse from 1 to n; for each j if sj = u (resp. d), then we put the
opening (resp. closing) card of level yj at the jth site, where yj denotes the height (level) of the step sj . If sj = t , then
we shall use the intermediate card or the singleton card of level yj , that is, two cards are available for the case of yj 1,
but in case of yj = 0 there is no possibility other than K0, the singleton card of level 0.
The card arrangements constructed by the above manner are called the admissible arrangements. Of course, each
Motzkin path yields not only one admissible arrangement in general but if a Motzkin path has k many transit steps of
level greater than 1, then there are 2k admissible arrangements. Because two cards are available for each transit step
of non-zero level. We will regard the product of the weights of cards in an admissible arrangement as the weight of the
admissible arrangement.
It is clear that each admissible arrangement determines the non-crossing partition of [n] uniquely, the blocks of
which are constituted from the connected lines in the pattern on the admissible arrangement.
For a non-crossing partition of [n], we can make a Motzkin path by the following manner: if j is a singleton then we
set the transit step t as the jth step. For a block of non-singleton, if j is the opening (resp. the closing) element, that is,
the smallest (resp. the largest) entry then we put the up step u (resp. the down step d) as the jth step of a Motzkin path.
The remaining sites should be fulﬁlled by the transit step t.
It is obvious that the Motzkin path constructed with this manner yields the admissible arrangement that corresponds
the original non-crossing partition.
Example 2.1. If the Motzkin path p = (u, t, d, t, u, u, t, d, d), is given then we have the following four admissible
card arrangements:
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The corresponding non-crossing partitions and the weight of admissible arrangements are as follows:
Non-crossing partition Weight
{{1, 2, 3}, {4}, {5, 9}, {6, 7, 8}} 0112
{{1, 3}, {2}, {4}, {5, 9}, {6, 7, 8}} 1112
{{1, 2, 3}, {4}, {5, 9}, {6, 8}, {7}} 1112
{{1, 3}, {2}, {4}, {5, 9}, {6, 8}, {7}} 2112
The sumof theweights for the above four admissible arrangements can be expressed as 1·(1+)···1·1·(1+)··,
which will suggest us how to give the weights to the steps of Motzkin paths.
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Lemma 2.2. The weight of an admissible arrangement can be written in terms of the statistics, isg, ins, osg, and ons
for the corresponding non-crossing partition  that
isg()ins()osg()ons().
Proof. This can be shown from the following combinatorial facts: concerning singletons,  is used for the weight of
Ki (i1), the singleton card of level greater than 0, which represent inner singletons and  is the weight of the K0
which corresponds to outer singletons (see at the site 4 in Example 2.1). Outer blocks other than singletons should be
closed by D1, the closing card of level 1, which has the weight  (see at the sites 3 and 9 in Example 2.1), and  is used
for the weight of Di (i2), the closing cards of level greater than 1, which terminate inner blocks of non-singleton
(see at the site 8 in Example 2.1]). 
Now we shall give the weights to the steps of Motzkin paths as follows: every up step has weight 1.We give weight 
to the down step of level 1 and give weight  to other down steps (of level j2). The transit step of level 0 has weight
 and other transit steps (of level j1) have weight (1 + ).
By observation of Example 2.1 and Lemma 2.2, it can be seen that the enumerating polynomial of non-crossing
partitionsNCn according to the statistics isg, ins, osg, and ons can be given by∑
∈NCn
isg()ins()osg()ons() =
∑
p∈Mn
wt(p).
Hence with the help of the results in [5] and using similar techniques in [1], we can derive the following theorem
without much difﬁculty:
Theorem 2.3. The generating function
G(, , , ; z) =
∑
n0
⎛
⎝ ∑
∈NCn
isg()ins()osg()ons()
⎞
⎠ zn
can be expanded into the continued fraction of the form
The above continued fraction has the periodic part which depends only on  and . Denote the periodic part by
H(, ; z) then we have
G(, , , ; z) = 1
1 − z − z2H(, ; z) ,
where H(z) = H(, ; z) satisﬁes the equation
H(z) = 1
1 − (1 + )z − z2H(z) .
By solving the quadratic equation, we can obtain the explicit form of the generating function G(, , , ; z).
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Corollary 2.4. The generating function G(z) = G(, , , ; z) has the explicit form of
G(z) = 2− + ((1 + )− 2)z + 
√
(1 − (1 + )z)2 − 4z2
2{(− ) + (((1 + ) + )− 2)z + (2 − (1 + )+ 2)z2} .
As an application, we shall, here, give remarks on the enumeration of non-crossing partitions according to the
number of singletons. Let Tn,k be the number of non-crossing partitions of n elements with exactly k singletons (see
[12, A091867]). The generating function of the enumerating polynomials for this statistic is given by
G(t, 1, t, 1; z) =
∑
n0
(
n∑
k=0
Tn,kt
k
)
zn
= 1 + (1 − t)z −
√
1 − 2(1 + t)z + (−3 + 2t + t2)z2
2z(1 + (1 − t)z) , (2.1)
where we encode by t the statistic of the number of singletons.
In case of t = 0, it is known that the generating function has the expansion
R(z) = G(0, 1, 0, 1; z) = 1 + z −
√
1 − 2z − 3z2
2z(1 + z) =
∑
n0
Rnz
n
,
where Rn is called the Riordan number (see [12, A005043]).
Let Cn be the nth Catalan number, namely, Cn = (1/(n + 1))( 2nn ), and let C(z) =
∑
n0Cnz
n be its generating
function, which is obtained as the case t = 1 that
C(z) = G(1, 1, 1, 1; z) = 1 −
√
1 − 4z
2z
.
Then by the nature of non-crossing partitions, it follows that
G(t, 1, t, 1; z) =
∑
n0
(
n∑
k=0
Rn−k
(
n
k
)
tk
)
zn,
from which we can derive the following equations without much difﬁculties:
Theorem 2.5. The generating function G(t, 1, t, 1; z) gives an interpolation between ones of the Catalan numbers
C(z) and of the Riordan numbers R(z) for t = 0 and 1, respectively. These generating functions are related as
G(t, 1, t, 1; z) = 1
1 + (1 − t)zC
(
z
1 + (1 − t)z
)
= 1
1 − tzR
(
z
1 − tz
)
.
Furthermore, if we set t = −1 in (2.1), then it follows that
G(−1, 1,−1, 1; z) =
∑
n0
(
n∑
k=0
(−1)kTn,k
)
zn = 1 + 2z −
√
1 − 4z2
2z(1 + 2z) ,
which means that
(1 + 2z)G(−1, 1,−1, 1; z) = 1 + 1 −
√
1 − 4z2
2z
= 1 + zC(z2).
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Comparing the coefﬁcients of zn, we have the following relations:
Theorem 2.6. Let Tn,k be the number of non-crossing partitions of n elements with exactly k singletons. For m ∈ N,
the sequence {Tn,k} satisﬁes that∑
k even
T2m,k + 2
∑
k even
T2m−1,k =
∑
k odd
T2m,k + 2
∑
k odd
T2m−1,k ,
∑
k even
T2m+1,k + 2
∑
k even
T2m,k =
∑
k odd
T2m+1,k + 2
∑
k odd
T2m,k + Cm,
where Cm is the mth Catalan number.
3. Statistics in Dyck paths
A Dyck path is a lattice path in the ﬁrst quadrant, which starts from the origin (0, 0), ends at (2n, 0) and consists
of steps u = (1, 1), called rises, and d = (1,−1), called falls. We will refer to n as the semilength of the path. Let Dn
denote the set of Dyck paths of semilength n.
In a Dyck path a peak is an occurrence of ud, a valley is an occurrence of du. By the level (or height) of a peak or of
a valley we mean the level of the intersection point of its two steps. By deﬁnition, a low peak is a peak at level 1 and a
high peak is a peak at a level greater than 1. We call a run of d steps descent and a descent is said to be long if its length
is greater than 1. By a return step we mean a d step at level 1. A descent that ends with a return step is called a return
descent.
It is well known that there is a bijection betweenNCn andDn and, hence, both of them are in the Catalan family (see,
for instance, [3,13]). Here we describe a bijection betweenNCn andDn for our convenience. For a given non-crossing
partition on [n], to each i which is not the largest entry in its block there corresponds a u step and to each i which is
the largest entry in its block there corresponds a u step followed by k pieces of d steps, k being the size of the block.
For the inverse mapping, number the rises of the Dyck path from 1 to n going from left to right. To each fall, assign
the number of its matching rise (the matching rise of a fall is the ﬁrst rise to the left situated on the same level). The
numbers on the same descent make a block of the non-crossing partition.
Under this bijection, set partition statistics in non-crossing partitions can be interpreted as the statistics of Dyck paths.
For examples, the number of blocks in a non-crossing partition corresponds to the number of peaks of the corresponding
Dyck path. The number of outer singleton should correspond to the number of low peaks. More generally, the number
of outer blocks in a non-crossing partition is interpreted as the number of return descents in the corresponding Dyck
path.
We shall specialize the parameters , , , and  to 0 or 1 and list the generating function for some interesting cases
with a comment. We note the following correspondence under the bijection:
Non-crossing partitions Dyck paths
Inner singletons udu’s of high level
Inner non-singletons Long non-return descents
Outer singleton Low peaks
Outer non-singleton Long return descents
(1) = 1, = 1, = 1, = 1:
G(1, 1, 1, 1; z) = 1 −
√
1 − 4z
2z
=
∑
n0
Cnz
n
.
The coefﬁcient Cn is the number of all non-crossing partitions of n elements which corresponds to the num-
ber of all Dyck paths of semilength n. The sequence {Cn}n0 is known as the Catalan numbers (A000108
in [12]).
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(2) = 0, = 1, = 1, = 1:
G(0, 1, 1, 1; z) = 1 − z −
√
1 − 2z − 3z2
2z2
=
∑
n0
Mnz
n
.
The coefﬁcientMn is the number of non-crossing partitions ofn elementswithout inner singletonwhich corresponds
to the number of Dyck paths of semilength n without udu of high level. The sequence {Mn}n0 is known as the
Motzkin numbers (A001006 in [12]).
(3) = 1, = 0, = 1, = 1:
G(1, 0, 1, 1; z) = 1 − 2z
1 − 3z + z2 =
∑
n0
Lnz
n
.
The coefﬁcientLn is the number of non-crossing partitions of n elements without inner blocks other than singletons
which corresponds to the number of Dyck paths of semilength n without long descent other than return descents.
The sequence {Ln} is given by Ln = F(2n − 1) where F(·)’s are the Fibonacci numbers (A011783 in [12]).
(4) = 1, = 1, = 0, = 1:
G(1, 1, 0, 1; z) = 1 + 2z −
√
1 − 4z
4z + 2z2 =
∑
n0
Fnz
n
.
The coefﬁcientFn is the number of non-crossingpartitions ofn elementswithout outer singletonswhich corresponds
to the number of Dyck paths of semilength n without low peak. The sequence {Fn} is known as the Fine numbers
(A000957 in [12]).
(5) = 0, = 1, = 0, = 1:
G(0, 1, 0, 1; z) = 1 + z −
√
1 − 2z − 3z2
2z + 2z2 =
∑
n0
Rnz
n
.
The coefﬁcient Rn is the number of non-crossing partitions of n elements without singleton which corresponds to
the number of Dyck paths of semilength n with no low peak and no udu of high level. The sequence {Rn} is known
as the Riordan numbers (A005043 in [12]).
Remark 3.1. The function G(t, 1, 1, 1; z) will generate the enumerating polynomials for the statistic of the number
of udu’s at high level in Dyck paths studied in [15] (see also [3,8]), on which we will discuss later more in the
last section.
4. The bijection between non-crossing and non-nesting partitions
One of the anonymous reviewers of this paper has suggested the authors that it should be better to mention about
non-nesting partitions because there is also a bijection between non-crossing and non-nesting partitions and, hence,
the set of non-nesting partitions is again the Catalan family, see, for instance, [6,13,14].
Here we call the partition  of [n] non-nesting if the diagram of  has no two arcs nested one within the other.
Equivalently, if a <b<c<d and a, d are consecutive elements of a block B of  then b, c are not both con-
tained in a block B ′ of . Some similarities between non-crossing and non-nesting partitions can be found
in [9, Remark 2].
We shall introduce the bijection between non-crossing partitions and non-nesting partitions in terms of our cards
arrangements, which is graphical but rather simple and easy to understand. To this end, we need some more different
kinds of cards other than we have introduced in the previous section. Our bijection is given by the replacement of cards
at the closing and the intermediate sites in card arrangements.
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The bijection is given by the following operation:
(a) We use the same opening and singleton cards.
(b) The closing card Di should be replaced by the following new closing card Ai (i = 1, 2, 3, . . .) at the closing sites:
The card Ai has i inﬂow lines from the left and (i − 1) outﬂow lines to the right. On the card Ai , only the line of
the highest (ith) level goes down to the middle point on the ground level and will be ended. The lines ﬂowed into
lower than ith level go in horizontally parallel and keep the levels. We shall give the weight to the card Ai for i2
by  and to the card A1 by  in the same manner as for the cards Di . The card A1 is exactly the same as D1.
(c) The intermediate card Ti should be replaced by the following card Ni (i = 1, 2, 3, . . .) at the transit sites:
The card Ni has i inﬂow lines and i, the same number of, outﬂow lines. Only the line of the highest (ith) level goes
down to the middle point on the ground and continues its ﬂow as the lowest line again. For each j < i, the inﬂow
line of the jth level is elevated only one upper level and goes to the (j + 1)st level. Every card Ni should have
weight 1 as the same for the card Ti . The card N1 is exactly the same as T1.
Since every non-nesting partition can be represented as an admissible arrangement of the cards {Ui}i0, {Ki}i0,
{Ai}i1, and {Ni}i1, the above operation, replacements of Di ←→ Ai and Ti ←→ Ni , gives a bijection.
Example 4.1. The non-crossing partition,
 = {{1, 9}, {2, 6, 7}, {3, 4, 5}, {8}},
is represented as the cards arrangement,
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Replace the cards Dj and Tj by Aj and Nj , respectively, (see the sites 4, 5, 6, and 7) and we have
which yields the non-nesting partition,
 = {{1, 4, 7}, {2, 5}, {3, 6, 9}, {8}}.
Remark 4.2. The induced statistics on non-nesting partitions from non-crossing partitions by our bijection are as
follows: as we mentioned before non-singletonic outer blocks in a non-crossing partition should be closed by the card
D1, which correspond to non-singletonic connected components in the corresponding non-nesting partition because
they are also closed by the card A1(=D1). We regard that the blocks which cross are contained in the same connected
component.
Hence, for instance, the generating function G(t, 0, t, t; z) yields the enumerating polynomials for the number of
connected components in non-nesting partitions, where each singleton is considered to be a connected component by
itself. Here we have
G(t, 0, t, t; z) = 1 − (1 + t)z
1 − (2t + 1)z + t2z2 = 1 +
∑
n1
(
n∑
k=1
Tn,kt
k
)
,
where Tn,k = ( 2n−k−1k−1 ), see [12, A121314].
5. Integral representations for the coefﬁcients of G(, , , ; z)
It is well known that continued fractions are closely related to orthogonal polynomials (see, for instance, [16]). In
our case, the continued fraction in Theorem 2.4 corresponds to the orthogonal polynomials of constant recurrence type
of [2], indeed, we have the following recurrence relations:{
P0(X) = 

, P1(X) = X − ,
Pn+1(X) = (X − (1 + ))Pn(X) − Pn−1(X) (n1).
(5.1)
For such a sequence of polynomials {Pn(X)} of constant recurrence type, the associated orthogonal probabilitymeasure
 on R is obtained explicitly in [10] (see also [2]). If we expand G as
G(, , , ; z) =
∑
n0
mn(, , , )z
n
,
then the coefﬁcient mn(, , , ) is given as the nth moment of the probability measure , namely,
mn(, , , ) =
∫
x∈R
xnd(x).
Here we write the orthogonal probability measure for our polynomials (5.1) by using the result in [10].
Theorem 5.1. The probability measure  for the integral representation of the coefﬁcient mn(, , , ) is given as
follows: We put
f (x) = (− )x2 + (((1 + ) + )− 2)x + (2 − (1 + )+ 2).
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Then the Lebesgue absolutely continuous part C of the probability measure  is given by
dC(x) =

√
4− (x − (1 + ))2
2f (x)
[1+−2√,1++2√] dx,
and the discrete part D is 0 except possibly in the following cases:
Case 1: f (x) has two real roots x1 = x2. Then
dD = 	1x1 + 	2x2 ,
where
	i = 1√
(− (1 + ))2 − 4(− )
(

|xi − | −
|xi − |

)
+
.
Case 2: =  and 1 +  =  so that f (x) has one root x0 = + /(− (1 + )). Then
dD =
(
1 − 
(− (1 + ))2
)
+
x0 ,
where dx denotes Lebesgue measure, p means Dirac unit mass at p, and I is the indicator function for the interval
I. Here we adopt the notation (r)+ = (r + |r|)/2.
The generating function G(	, 	, 	, 	; z) yields the enumerating polynomial for the statistic of the number of blocks
(encoded by 	) in non-crossing partitions. It is well known that the number of non-crossing partitions of n elements
with exactly k blocks is given by Nn,k = (1/n)
(
n
k
) (
n
k−1
)
, which is called the Narayana number. Apply Theorem 5.1
for the case  =  =  =  = 	 and consider the nth moment of the corresponding probability measure then we can
obtain the following formula of integration:
Lemma 5.2.
In(	) =
∫ (1+√	)2
(1−√	)2
xn
√
4	− (x − (1 + 	))2
2x
dx =
{ n∑
k=1
Nn,k	
k for n1,
min(	, 1) for n = 0.
Now we consider the generating function G(t, 1, 1, 1; z), which gives the enumeration of non-crossing partitions
according to the number of inner singletons. By the bijection betweenNCn and Dn, this enumeration is equivalent
to one for Dyck paths according to the number of udu’s at high level investigated in [15]. Let Hn,k be the number of
Dyck paths of semilength n with exactly k udu’s at high level. Although the explicit formula for the sequence {Hn,k}
was given in [15], we shall, here, show another interesting formula for the sequence {Hn,k} related to the Narayana
numbers.
Applying Theorem 5.1 with the parameters, = t and = = = 1, we obtain
mn(t, 1, 1, 1) =
∫ t+3
t−1
xn
√
4 − (x − (1 + t))2
2(tx + 1 − t) dx +
(
1 − 1
t2
)
+
(
1 − 1
t
)n
. (5.2)
Change the variable x by y = tx + 1 − t , then (5.2) can be rewritten as
1
t2
∫ (1+t)2
(1−t)2
(
y + t − 1
t
)n√4t2 − (y − (1 + t2))2
2y
dy + 1
t2
(t2 − 1)+0n
=
n∑
i=0
i∑
j=0
(
n
i
)(
i
j
)
(−1)i−j t−i−2
⎛
⎜⎝∫ (1+t)2
(1−t)2
yj
√
4t2 − (y − (1 + t2))2
2y
dy
⎞
⎟⎠ , (5.3)
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where we assume that t21. Apply the formula in Lemma 5.2 with 	= t2 to the integration in (5.3) then we have
mn(t, 1, 1, 1) =
n∑
i=0
i∑
j=0
(
n
i
)(
i
j
)
(−1)i−j t−i−2Ij (t2)
=
n∑
i=0
(
n
i
)
t−i−2
⎛
⎝( i
0
)
(−1)i t2 +
i∑
j=1
(
i
j
)
(−1)i−j
⎛
⎝ j∑
=1
Nj,t
2
⎞
⎠
⎞
⎠
=
n∑
i=0
i∑
j=1
j∑
=1
(
n
i
)(
i
j
)
Nj,−1(−1)i−j t2−i−2 +
n∑
i=0
(
n
i
)
(−1)i t−i , (5.4)
where we should note that 	 = t21 and, hence, I0(t2) = t2. In case of t2 > 1, the discrete part remains in (5.3) but
the ﬁnal form is the same as of (5.4) because we have I0(t2) = 1 for t2 > 1.
Extracting the coefﬁcient of tk from mn(t, 1, 1, 1), the following formula is derived, see also [15, Theorem 3.3]:
Theorem 5.3. For k = 2m (m0),
Hn,k =
[n/2]∑
p=0
2p∑
q=m+p+1
(−1)q
(
n
2p
)(
2p
q
)
Nq,m+p+1 + 0,m,
and, for k = 2m − 1 (m0),
Hn,k =
[(n+1)/2]∑
p=0
2p+1∑
q=m+p+1
(−1)q+1
(
n
2p + 1
)(
2p + 1
q
)
Nq,m+p+1,
where [r] means the greatest integer less than or equal to r and 0,m stands for the symbol of Kronecker’s delta.
Remark 5.4. Weput
0(t; z)=G(t, t, t, t; z) and
1(t; z)=G(t, 1, 1, 1; z). Let i (t; ·) (i=0, 1) be the corresponding
probability measure for the generating function 
i (t; z) obtained by Theorem 5.1.
With help of Stieltjes formula, it can be seen that the changing variable of y = tx + 1 − t from (5.2) to (5.3) asserts
that ∫
x∈R
d1(t; x)
z − x =
1
t2
(∫
y∈R
d0(t2; y)
z − ((y − 1 + t)/t) +
t2 − 1
z − ((−1 + t)/t)
)
,
which implies after some manipulation that

1(t; z) = 1
t ((1 − t)z + t)
(

0
(
t2; z
(1 − t)z + t
)
+ t2 − 1
)
. (5.5)
We put the Narayana function (see [3, Appendix D]) as
(	; z) = 1 +
∑
n1
(
n∑
k=1
Nn,k	
k−1
)
zn.
Since we know that G(	, 	, 	, 	; z)= 1+ 	((	; z)− 1), we obtain from the relation (5.5) that the generating function
of the enumeration of the number of inner singletons in non-crossing partitions (the number of udu’s at high level in
Dyck paths) can be rewritten in the following form:
G(t, 1, 1, 1; z) = t
(1 − t)z + t 
(
t2; z
(1 − t)z + t
)
.
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