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Let S be a subset of all convex expectations containing all linear expectations. We
prove that E is a minimal member of S if and only if E is a linear expectation. Let S be
the set of all those convex expectations which are bigger than a concave expectation
(resp. less than a convex expectation, sandwiched between a convex expectation and
a concave expectation). We show that E is a minimal member of S if and only if E is a
linear expectation with the same constraints as above, respectively. This paper
overcomes the deﬁciencies in the proofs of the main theorems in Huang and Jia
(J. Math. Anal. Appl. 376:42-50, 2011) and generalizes the results in Huang and Jia
(J. Math. Anal. Appl. 376:42-50, 2011).
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1 Introduction
It is well known that linear expectation is a powerful tool for dealing with stochastic phe-
nomena. However, there are many uncertain phenomena which cannot be exactly mea-
sured by linear expectations. Scientists have found that the linearity causes theAllais para-
dox and Ellsberg paradox (see Allais () and Ellsberg ()), and a lot of attention
has been paid to nonlinear expectations and their applications. Peng [] introduced the
concept of g-expectations via nonlinear backward stochastic diﬀerential equations and
showed that g-expectations are dynamically consistent (see also []). Coquet et al. []
proposed an axiomatic approach to nonlinear expectations and introduced the notion of
ﬁltration-consistent nonlinear expectations. Chen et al. [] investigated the connection
between g-expectations and Choquet expectations, and Rosazza Gianin [] and Jiang []
investigated the relation between g-expectations and risk measures. Jia [] studied the
minimal members of sublinear expectations and their related properties, established the
relationship between linear expectations and the minimal members of sublinear expecta-
tions, and obtained the so-called sandwich theorem for sublinear expectations and super-
linear expectations. Furthermore, Huang and Jia [] devoted their eﬀorts to the study of
the minimal members of convex expectations reaching conclusions similar to those in [].
Unfortunately, there are some signiﬁcant deﬁciencies in the course of the proofs of their
main theorems in [] (see Remark . and Remark .).
The natural questions arise: do the results in [] hold for convex expectations and what
are the minimal members of convex expectations with some constraints?
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The aim of this paper is to investigate theminimalmembers of nonlinear expectations in
the framework of convex expectations with some constraints.We prove that, for a subset S
of all convex expectations containing all linear expectations, E is a minimal member of S if
and only if E is a linear expectation. Let S be the set of all those convex expectations which
are bigger than a concave expectation (resp. less than a convex expectation, sandwiched
between a convex expectation and a concave expectation). We show that E is a minimal
member of S if and only if E is a linear expectation with the same constraints as above,
respectively. In this article, our arguments overcome the deﬁciencies in the arguments in
[] and our results generalize the main results in [].
The remainder of this paper is organized as follows: In Section , we introduce some
notions, propositions, and lemmas which will be useful in this paper; in Section , we
state and prove our main results.
2 Preliminaries
For the convenience of the readers, we recall some basic notions deﬁned on a complete
probability space (,F ,P) as follows (see []).
A linear expectation E[·] is usually deﬁned as a real functional E : L(,F ,P) −→ R with
the following properties:
(i) E[c] = c, ∀c ∈ R;
(ii) E[X]≥ E[Y ] if X ≥ Y P-a.s; in addition, P(X > Y ) >  implies E[X] > E[Y ];
(iii) E[αX + βY ] = αE[X] + βE[Y ], ∀α,β ∈ R.
A nonlinear expectation E[·] can also be deﬁned as a real functional E : L(,F ,P) −→ R
satisfying the following conditions:
(A) constant preserving: E[c] = c, ∀c ∈ R;
(A) monotonicity: E[X]≥ E[Y ] if X ≥ Y P-a.s.
Strict monotonicity: If X ≥ Y P-a.s. and P(X > Y ) > , then E[X] > E[Y ].
A nonlinear expectation E[·] is said to be sublinear if E satisﬁes:
(A) (i) subadditivity: E[X + Y ]≤ E[X] + E[Y ];
(ii) positive homogeneity: E[λX] = λE[X], ∀λ ≥ .
A nonlinear expectation E[·] is said to be convex if E satisﬁes:
(A) convexity: E[αX + ( – α)Y ]≤ αE[X] + ( – α)E[Y ], ∀α ∈ [, ].
A nonlinear expectation E[·] is said to be superlinear if E satisﬁes:
(A) (i) superadditivity: E[X + Y ]≥ E[X] + E[Y ];
(ii) positive homogeneity: E[λX] = λE[X], ∀λ ≥ .
A nonlinear expectation E[·] is called concave if E satisﬁes:
(A) concavity: E[αX + ( – α)Y ]≥ αE[X] + ( – α)E[Y ], ∀α ∈ [, ].
Let S be a subset of all nonlinear expectations. We say E a minimal member of S if E ∈ S
and E satisfy:
(A) for any E ∈ S, if E[X]≤ E[X], ∀X ∈ L(,F ,P), then E = E.
Let S be a subset of all nonlinear expectations.We call E a maximal member of S if E ∈ S
and E satisfy:
(A) for any E ∈ S, if E[X]≥ E[X], ∀X ∈ L(,F ,P), then E = E.
For convenience, we denote the set of all linear expectations by Sl, the set of all sub-
linear expectations by Ssl, the set of all convex expectations by Scv, the set of all super-
linear expectations by Ssupl, and the set of all concave expectations by Sconca. Clearly,
Sl ⊂ Ssl ⊂ Scv, Sl ⊂ Ssupl ⊂ Sconca. For any two nonlinear expectations E and E, E ≥ E
means E[X]≥ E[X] for any X ∈ L(,F ,P).
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By the convexity (resp. concavity) and constant preserving condition, one can easily ob-
tain Proposition ., which shows that Scv (resp. Sconca) has minimal members (resp. max-
imal members). The proof is omitted.
Proposition . Let E be a linear expectation. Then E is a minimal member of Scv and a
maximal member of Sconca.
The following lemmas come from Jia [].
Lemma . Let E ∈ Ssl. Then the following statements are equivalent:
(i) E is a minimal member of Ssl;
(ii) E is a linear expectation.
Lemma . Let E ∈ Ssl, U be a nonempty set of L(,F ,P), and a functional f : U −→ R
be less than E on U .We deﬁne
E f [X] inf
Y∈U ,λ≥
{E[X + λY ] – λf (Y )}, X ∈ L(,F ,P).
If U is convex and f is concave, then E f ∈ Ssl.
3 Main results
Theorem . Let S be a subset of Scv satisfying Sl ⊆ S. Let E ∈ S. Then the following two
statements are equivalent:
(i) E is a minimal member of S;
(ii) E is a linear expectation.
Proof Since Sl ⊆ S, Proposition . shows that S has at least a minimal member and
(ii) ⇒ (i) holds.






, ∀X ∈ L(,F ,P). ()
Then we assert that E∗ is well deﬁned and
E∗ ∈ Ssl ⊂ Scv. ()
First, let us prove that E∗ is real-valued. In fact, setting λ ≥ λ > , then k  λλ and

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Thus, λE[Xλ ] is a decreasing function of λ on (,+∞) for each X ∈ L(,F ,P). Taking
λ =  in () yields
E∗ [X]≤ E[X], ∀X ∈ L(,F ,P). ()
Furthermore, it is easy to see that –λE[ –Xλ ] is an increasing function of λ on (,+∞) for
each X ∈ L(,F ,P). Since E satisﬁes the constant preserving and convexity conditions,
we have












Hence E∗ [X] is real-valued on L(,F ,P).
Second, let us prove E∗ ∈ Ssl ⊂ Scv. It is obvious that
E∗ [c] = c, ∀c ∈ R, ()
E∗ [X]≥ E∗ [Y ], if X ≥ Y ,P-a.s. ()
We show that E∗ satisﬁes the convexity condition. Indeed, since E∗ is real-valued and E
is convex, for all α ∈ [, ], X,Y ∈ L(,F ,P), we deduce that
E∗
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= αE∗ [X] + ( – α)E∗ [Y ]. ()
Now we prove that
E∗ [βX] = βE∗ [X], ∀β ≥ ,X ∈ L(,F ,P). ()
Since E∗ is real-valued and E∗ [] = , β =  implies
E∗ [βX] =  = βE∗ [X].
Let β > . We conclude that



















For any X,Y ∈ L(,F ,P), () and () imply that
E∗ [X + Y ]≤ E∗ [X] + E∗ [Y ]. ()
Let X ≥ Y P-a.s. and P(X > Y ) > . In view of (), (), and the strict monotonicity of E,
we deduce that




Since E∗ is real-valued, combining (), (), (), () with (), we get E∗ ∈ Ssl ⊂ Scv.
Since E is a minimal member of S, applying Lemma ., we know that there exists a lin-
ear expectation E ∈ Sl satisfying E ≤ E∗ ≤ E. Noticing that E ∈ Sl ⊆ S and E is a minimal
member of S, we have E = E ∈ Sl. 
Remark . In [], Huang and Jia applied Lemma . to prove their main theorem (The-
orem .). Unfortunately, they cannot assert that the minimal members of convex expec-
tations must be sublinear in that lemma (see line  of p.).
Remark . Let E be a convex expectation and E be a concave expectation with E ≥ E.
Let E∗ and E∗ be deﬁned as in (). Then it is easy to verify that E∗ is a sublinear expectation
and E∗ is a superlinear expectation with E ≥ E∗ ≥ E∗ ≥ E.
With the help of Theorem ., we immediately have the following corollary.
Corollary . Let S be the set of all convex expectations with comonotonic additivity.Then
E is a minimal member of S if and only if E is a linear expectation.
In the following, we will discuss the minimal members of three kinds of subsets of Scv.
In Theorem ., we investigate the minimal members of the set of all those convex ex-
pectations which are smaller than a given convex expectation; in Theorem ., we study
the minimal members of the set of all those convex expectations which are bigger than a
given concave expectation; and we consider the minimal members of the set of all those
convex expectations which are sandwiched between a convex expectation and a concave
expectation in Theorem ..
Theorem . Let E ∈ Scv.We set
Scv(E) :=
{E : E ≤ E,E ∈ Scv
}
.
Then E is a minimal member of Scv(E) if and only if E ∈ Sl ∩ Scv(E).
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Proof Since E ∈ Scv, applying Theorem . there exists a linear expectation E ∈ Sl satis-
fying E ≤ E. Thus E ∈ Sl ∩ Scv(E). For each E ∈ Sl ∩ Scv(E), Theorem . implies that
E is a minimal member of Scv(E).
We now show that, for each minimal member E of Scv(E), E ∈ Sl ∩ Scv(E). In fact,
noticing that E ∈ Scv(E), with the help of Theorem ., we know that there exists a linear
expectation E ∈ Sl with E ≤ E . Clearly, E ≤ E and E ∈ Sl ∩ Scv(E), thus E = E ∈
Sl ∩ Scv(E). 
Analogously to the argument for the minimal members of convex expectations, we have
the following result on concave expectations.
Proposition . Let S be a subset of Sconca satisfying Sl ⊆ S. Let E ∈ S. Then the following
two statements are equivalent:
(i) E is a maximal member of S;
(ii) E is a linear expectation.
Theorem . Let E be a concave expectation. Let
Scv(E) :=
{E : E ≥ E,E ∈ Scv
}
.
Then E is a minimal member of Scv(E) if and only if E ∈ Sl ∩ Scv(E).
Proof By Proposition ., for a given concave expectation E, there exists a linear expec-
tation E ∈ Sl such that E ≥ E. Thus E ∈ Sl ∩ Scv(E). For each E ∈ Sl ∩ Scv(E), by The-
orem . we know that E is a minimal member of Scv(E).
Now we prove that, for each minimal member E of Scv(E), E ∈ Sl ∩ Scv(E). Clearly,
E ∈ Scv and E ≥ E. By Remark ., we have E∗ ∈ Ssl, E∗ ∈ Ssupl, and E ≥ E∗ ≥ E∗ ≥ E. If
there exists a linear expectation E satisfying E∗ ≥ E ≥ E∗ , then we obtain E ∈ Sl ∩ Scv(E),
and with the assumption that E is a minimal member of Scv(E), we immediately deduce
that E = E ∈ Sl ∩ Scv(E). So we only need to prove that there exists a linear expectation E
satisfying E∗ ≥ E ≥ E∗ .





{E¯ : E¯ ≥ E∗ , E¯ ∈ Ssl
}
.
In what follows, we show that Ssl(E∗ ) has at least a minimal member, and E¯ is a minimal
member of Ssl(E∗ ) if and only if E¯ ∈ Sl ∩ Ssl(E∗ ).
Thanks to Proposition ., there exists a linear expectation E ∈ Sl such that E ≥ E∗ .
Thus E ∈ Sl ∩ Ssl(E∗ ). With the help of Lemma ., we know that for each E ∈ Sl ∩ Ssl(E∗ ),
E is a minimal member of Ssl(E∗ ).
We now prove that, for each minimal member E¯ of Ssl(E∗ ), E¯ ∈ Sl ∩ Ssl(E∗ ).
Step : We show that E¯[X + Y ]≥ E¯[X] + E∗ [Y ], ∀X,Y ∈ L(,F ,P).
For each ﬁxed Y ∈ L(,F ,P), we deﬁne
E¯E∗ [X] inf
λ≥
{E¯[X + λY ] – λE∗ [Y ]
}
, X ∈ L(,F ,P). ()
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By Lemma ., we have E¯E∗ ∈ Ssl and E¯E∗ ≤ E¯ . In view of the fact
E¯[X + λY ] – λE∗ [Y ]≥ E∗ [X + λY ] – λE∗ [Y ]≥ E∗ [X], ()
we conclude that E¯E∗ ∈ Ssl(E∗ ). Hence E¯ = E¯E∗ . Taking λ =  in () yields
E¯[X + Y ]≥ E¯[X] + E∗ [Y ], ∀X,Y ∈ L(,F ,P).
Step : We prove that E¯[X + Y ]≥ E¯[X] + E¯[Y ], ∀X,Y ∈ L(,F ,P).
For every ﬁxed Y ∈ L(,F ,P), we deﬁne
E¯ E¯ [X] inf
λ≥
{E¯[X + λY ] – λE¯[Y ]}, X ∈ L(,F ,P). ()
Applying Lemma ., we have E¯ E¯ ∈ Ssl and E¯ E¯ ≤ E¯ . Noticing that
E¯[X + Y ]≥ E¯[X] + E∗ [Y ], ∀X,Y ∈ L(,F ,P),
we obtain E¯[X + λY ] – λE¯[Y ] ≥ E∗ [X] + E¯[λY ] – λE¯[Y ] = E∗ [X]. Thus E¯ E¯ ∈ Ssl(E∗ ) and
E¯ = E¯ E¯ . Let λ = . It follows from () that
E¯[X + Y ]≥ E¯[X] + E¯[Y ], ∀X,Y ∈ L(,F ,P).
Step : We prove that E¯ ∈ Sl ∩ Ssl(E∗ ).
Thanks to E¯[X + Y ]≥ E¯[X] + E¯[Y ], ∀X,Y ∈ L(,F ,P), we have
E¯[X + Y ] = E¯[X] + E¯[Y ], ∀X,Y ∈ L(,F ,P).
Since E¯ satisﬁes constant preserving, we obtain E¯[X] = –E¯[–X], which means E¯[λX] =
λE¯[X], ∀λ ∈ R, X ∈ L(,F ,P). Thus E¯ ∈ Sl. Noticing that E¯ ≥ E∗ , we have E¯ ∈ Sl ∩Ssl(E∗ ).
Since E∗ ∈ Ssl(E∗ ), there naturally exists a linear expectation E ∈ Sl ∩ Ssl(E∗ ) such that
E∗ ≥ E ≥ E∗ . 
Remark . In [], Huang and Jia applied the basic Lemma . and the famous Zorn
lemma to show the existence of minimal members in the course of the proof of their other
main theorem (Theorem .) (see line  of p.). But the strict monotonicity condition
of the operator in Lemma . has not yet been proved (see line  of p.). Moreover, in
the further proof of their Theorem ., the question whether the operator belongs to the
set remains to be answered (see line  of p.).
From Theorem . one immediately deduces the following corollary, which is usually
called a sandwich theorem. In a sense, such a result can be regarded as the Hahn-Banach
theorem of nonlinear expectations (see []).
Corollary . Let E be a convex expectation and E be a concave expectation. If E ≥ E,
then there exists a linear expectation E such that E ≥ E ≥ E (see Theorem . in []).
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Theorem . Let E be a convex expectation, E be a concave expectation with E ≤ E.
We set
Scv(E,E) :=
{E : E ≤ E ≤ E,E ∈ Scv
}
.
Then E is a minimal member of Scv(E,E) if and only if E ∈ Sl ∩ Scv(E,E).
Proof Corollary . implies that there exists a linear expectationE satisfying E ≤ E ≤ E,
thus E ∈ Sl ∩ Scv(E,E). For each E ∈ Sl ∩ Scv(E,E), by Theorem . we know that E is a
minimal member of Scv(E,E). For any minimal member E of Scv(E,E), clearly, E ≤ E ≤
E and E ∈ Scv. Applying Corollary . again, there exists a linear expectation E satisfying
E ≤ E ≤ E ≤ E, hence E = E ∈ Sl ∩ Scv(E,E). 
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