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A B S T R A C T
Creep is the time-dependent deformation of a material at elevated temperature
and under stress-conditions below yield. This slow, time-delayed deformation
can ultimately lead to the failure of an engineering component, especially in high-
temperature applications. But even well before material failure, the elongation of
an engineering component, e.g. a turbine blade, during service life can have catas-
trophic consequences. Thus, knowledge of the mechanism of creep deformation is
of utmost importance for choosing a material for a specific engineering application.
While the phenomenon of creep is already well understood in metals and a large
body of work exists on how to improve their creep resistance, this behavior is not
exclusive to crystalline materials. Partly crystalline materials such as polymers
and ceramics and even glasses can exhibit significant creep deformation as well.
For the conventional soda-lime glass the possibility of creep seems irrelevant in
its typical application window, but with the development of new glassy materials,
such as metallic glasses, that are amorphous metals quenched from the melt and
potential candidates for a wide application range of temperatures and stresses, the
assessment of the creep behavior of amorphous materials has been taken beyond
purely scientific interest.
In this thesis molecular dynamics simulations are used to understand the creep
behavior of a homogeneous Cu64Zr36 metallic glass as well as glass-crystal compos-
ites. First, we treat the case of the homogeneous glass, and establish the temper-
ature and stress parameter range necessary to observe creep in molecular dynam-
ics simulations. Second, we will study the influence of the glass-crystal interface
properties on the creep rates. The latter also critically depends on how realistic
the computer composite model is. Third, we study a different microstructure of
amorphous-crystalline composites which belong to the nanoglass family. We show
how the glassy grain-boundary phase present in a nanoglass can be altered to have
a reinforcing effect, both in the low temperature regime and under creep conditions.
Z U S A M M E N FA S S U N G
Unter Kriechen versteht man die zeitabhängige Verformung eines Materials bei
erhöhter Temperatur und bei Spannungsbedingungen unterhalb der Streckgrenze.
Diese langsame, zeitverzögerte Verformung kann insbesondere bei Hochtemperatu-
ranwendungen zum letztendlichen Ausfall eines technischen Bauteils führen. Doch
bereits vor dem Materialversagen kann die Dehnung eines technischen Bauteils im
xiii
Betrieb, z.B. einer Turbinenschaufel, katastrophale Folgen haben. Für die Auswahl
eines geeigneten Werkstoffes ist die Kenntnis des Mechanismus der Kriechverfor-
mung daher von großer Bedeutung.
Für Metalle sind das Phänomen des Kriechens und Methoden zur Steigerung der
Kriechfestigkeit größtenteils verstanden. Jedoch ist dieses Verhalten keineswegs
auf kristalline Materialien beschränkt. Auch Polymere und Keramiken, die
eine teilkristalline Struktur besitzen, sowie Gläser können signifikante Kriechver-
formungen aufweisen. Für das herkömmliche Kalk-Natron-Glas erscheint die
Möglichkeit des Kriechens in seinem typischen Anwendungsfenster irrelevant. Mit
der Entwicklung neuer glasartiger Materialien allerdings ist die Beurteilung des
Kriechverhaltens von amorphen Werkstoffen nicht mehr zu vernachlässigen. Ein
Beispiel sind metallische Gläser. Diese aus der Schmelze abgeschreckten amor-
phen Metalle sind potentielle Kandidaten für Anwendungen in einem breiten
Temperatur- und Spannungsbereich.
In dieser Arbeit werden Molekulardynamik Simulationen verwendet, um das
Kriechverhalten eines homogenen metallischen Cu64Zr36 Glases sowie von Glas-
Kristall Kompositen zu verstehen. Zuerst wird der Fall des homogenen Glases
betrachtet, um die Temperatur- und Spannungsparameter zu bestimmen die
für das Beobachten von Kriechen in molekulardynamischen Simulationen nötig
sind. Zweitens wird der Einfluss der Glas-Kristall-Grenzflächeneigenschaften
auf das Kriechverhalten, d.h. auf die Kriechraten der Komposite, untersucht.
Letzteres hängt auch entscheidend davon ab, wie realitätsnah das Komposit-
Computermodell ist. Drittens wird eine weitere Mikrostruktur von amorph-
kristallinen Verbundwerkstoffen behandelt, die zur Nanoglasfamilie gehört. Es
wird gezeigt, dass die im Nanoglas vorhandene amorphe Korngrenzphase so verän-
dert werden kann, dass eine verstärkende Wirkung sowohl im Tieftemperaturbere-
ich als auch unter Kriechbedingungen erzielt wird.
xiv
Part I
I N T R O D U C T I O N

1
M E TA L L I C G L A S S E S
Metallic glasses (MGs) are amorphous metallic alloys that are rapidly quenched
from the melt such that crystallization is kinetically hindered. The discovery of
this relatively new material class in 19601 has been met with much excitement be-
cause of its members’ excellent mechanical properties, i.e. high strength and elastic
moduli.2–4 However, the prospect of MGs being used as structural materials faded
quickly, because of their brittle failure mechanism carried by strongly localized
shear bands. To date, overcoming the limited ductility of MGs remains a central re-
search objective. Different strategies have been pursued to address the problem of
brittleness, which typically involve inhomogeneous methods such as composite for-
mation by introducing secondary phases5–9 or homogeneous methods such as ther-
mal or mechanical pretreatment.10–13 Many of these attempts have been successful
in improving the ductility under conventional loading conditions at moderate tem-
peratures, but the deformation behavior outside this range did not receive much
attention yet. This thesis aims to extend our understanding of the impact of long-
time stress exposure at elevated temperatures, i.e. effectively creep conditions, on
the mechanical properties of MGs and their derivates, such as glass–crystal compos-
ites and so-called nanoglasses. Hence, before explaining the fundamentals of creep
deformation in Ch. 2, we will devote the following chapter to a short introduction
into the topic of MGs.
1.1 the glass transition
In principle not much different from conventional soda-lime glasses, MGs are pro-
duced by fast quenching from the melt such that an under-cooled liquid is obtained
and crystallization is suppressed.* Given a high enough cooling rate to bypass the
thermodynamic melting temperature TM a so called super-cooled liquid (SCL) state
can be achieved. Upon further cooling the SCL is vitrified, i.e. "frozen" into a glassy
state. The temperature, at which the glass starts to deviate from the equilibrium
SCL is called the glass transition temperature Tg.15 Figure 1(a) schematically com-
pares how volume and entropy evolve with temperature during crystallization and
undercooling. In the case of crystallization a discontinuity in the volume/entropy
* Additive manufacturing methods like direct metal laser sintering only recently allowed the successful
synthesis of a Fe-based bulk metallic glass with dimensions more than 15 times larger than its casting
thickness.14
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Figure 1: (a) Dependence of entropy and volume on temperature during crystallization and
glass transition. While crystallization exhibits a discontinuity at the melting temperature
TM, which is characteristic for a thermodynamic phase transition of first order, the glass
transition depends on the cooling rate T˙. On long timescales glasses can undergo further
relaxation towards the SCL, even below Tg. This is indicated by the green arrow 1©. The
reverse process 2© is called rejuvenation and is discussed in section 1.2. (b) Angell plot:
Viscosity evolution with temperature for strong and fragile glass formers. Data reproduced
from Ref. 16.
curve occurs at TM, when the latent heat is released, which is a typical feature of
a first order thermodynamic phase transition. The glass transition, on the other
hand, is not a true thermodynamic phase transition, since Tg depends on the cool-
ing rate. Nonetheless, a broad peak in the temperature dependence of the heat
capacity gives a good estimate of the glass transition temperature, just like for a
second order phase transition.
From a technological viewpoint not only Tg but also the cooling rates necessary
to achieve a sufficient undercooling are important key factors: A breakthrough in
the MG production was achieved when multicomponent systems were found that
allowed to reduce the required cooling rates by several orders of magnitudes from
T˙ = 106 K/s down to 100 K/s and thus the realization of geometries exceeding the
millimeter range, so-called bulk metallic glasses (BMGs).3,17,18 Ideal compositions
are often eutectics, to keep Tg as low as possible. Commercially available MGs,
such as the so-called Vitreoloy1™ (Zr41.2Ti13.8Cu12.5Ni10Be22.5) require even lower
cooling rates on the order of 1 K/s.19,20 In atomistic simulations, the physics of
highly alloyed systems is more difficult to capture with interatomic potentials. For
that reason, the binary Cu–Zr system, especially the Cu64Zr36 glass former, is a
popular object of study21–25 and will be described further in section 1.4.
Different theoretical frameworks for characterizing the glass transition have been
established and will be explained in the following. In its simplest definition, the
glass transition temperature is the temperature where the viscosity of the melt
4
1.2 aging and rejuvenation
exceeds the value of 1012 Pa · s.26 The temperature dependence of the viscosity is
often described by the Vogel-Fulcher-Tamann (VFT) law:15,26,27
η = η0 × exp
(
D∗ · T0
T − T0
)
, (1.1)
where D∗ is the kinetic fragility of the liquid28,29 and describes the deviation from
Arrhenius behavior. In that way, glasses are categorized as "strong" or "fragile"
glass formers. The behavior of strong and fragile glass formers when approach-
ing the glass transition temperature is depicted in the Angell-plot in Figure 1(b).
BMGs usually exhibit kinetic fragilities 13 ≤ D∗ ≤ 26 and thus lie in the middle
between the strong glass former SiO2 (D∗ ≈ 100) and fragile polymeric glasses
(D∗ ≈ 2).16,30 These fragility parameters are usually obtained from viscosity mea-
surements in the supercooled liquid state or by three-point beam bending tests at
very small undercoolings.16,27,31 Recently, Busch et al. have shown that VTF fits
of the viscosity performed on the same system yield different fragility parameters
D∗ for data obtained far away or in the vicinity of Tg, see Ref. 31. The authors
argue that this crossover from a fragile to strong liquid is indicative for a liquid-
liquid phase transition of the supercooled liquid. Moreover, such an "isothermal
phase transition"27 has also been suspected at temperatures well below Tg and is
connected to the phenomenon of physical aging presented in the next section.
Another widely embraced concept to describe the glass transition is the poten-
tial energy landscape (PEL),32–35 which can be understood as the configurational
phase space accessible to the MG. In general, the PEL of a MG is organized into
larger megabasins composed of smaller sub-basins. The MG can access these en-
ergy basins by two different relaxation processes, so-called α- and β-relaxations.32
Whereas the α-relaxations are associated with megabasin jumps and usually freeze
below the glass transition temperature, the β-relaxations occur in sub-basins and
continue even below Tg.36,37 Dependent on the processing, e.g. the cooling rates,
the final MG can thus end up in one of many isoconfigurational sub-basins, which
explains that glasses processed in the same way can exhibit different properties.
The free volume model proposed by Turnbull and Cohen38,39 states that atomic
diffusion is possible only when the free volume in the vicinity of the atom sur-
passes a critical value. The model has been found unsuitable for describing the
glass transition of MGs.40,41 It also cannot reproduce low temperature structural
relaxation.42 However, the general trend, that the free volume is decreasing upon
glass formation, is commonly accepted.42 Moreover, more slowly quenched glasses,
that are better relaxed, do generally exhibit less free volume.
1.2 aging and rejuvenation
Metallic glasses are thermodynamically metastable and thus it comes at no surprise
that certain properties, e.g. their enthalpy, viscosity and density, still show a time-
dependence at temperatures far below Tg.31,43–45 Depending on the direction of that
evolution, the process is either called physical aging or rejuvenation. The time-scales
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necessary to observe a change in properties increase strongly with decreasing tem-
peratures, though, and often exceed laboratory time-scales. The difference between
aging and rejuvenation can be understood in terms of decreasing or increasing
enthalpy, or by again employing the picture of the PEL: During aging, the glass
relaxes towards a lower potential energy configuration and is deeply trapped in its
current sub-basin. Rejuvenation, in contrast, allows for a higher potential energy
level to be reached.45
The problem of physical aging in glasses has already been treated in the context
of polymer glasses more than 40 years ago,46 since in these materials relaxation
processes are relevant even at room temperature and lead to declining mechanical
properties. In MGs aging causes embrittlement.10,47–49 Gallino and Busch have
described physical aging as process, where the glass can undergo an "isothermal"
phase transition into a more relaxed glass state, closer to the equilibrium liquid.27
In Figure 1(a) this is indicated by path 2©. Aging or relaxation can occur in dif-
ferent temperature regimes. In the SCL state (between TM and Tg) and down to
temperatures in the vicinity of Tg the (isothermal) response to a perturbation is
often described by the phenomenological Kohlrausch-William-Watts equation
φ(t) = φ0 exp
[
−
(
t
τ
)βKWW]
, (1.2)
where τ is the characteristic relaxation time, βKWW the stretching exponent (0 <
βKWW < 1) and φ(t) stands for materials properties like the viscosity, enthalpy
or the energy. Furthermore, the diffusion trap model proposed by Philips links
the βKWW exponents to different microscopic processes and predicts βKWW = 3/7
for long-range and βKWW = 3/5 for short-range interactions.50 The model pre-
diction for βKWW seems to fit well for various relaxation behaviors of network
glasses,51–53 but less so for MG’s.54–56 For temperatures far below Tg the applicabil-
ity of Eq. 1.2 is still under debate. Zhu et al. were able to correlate the dynamics
of β-relaxations and spatial heterogeneities during sub-Tg relaxation annealing of
a Zr-based MG film between 0.68Tg and 0.8Tg using differential scanning calorime-
try and amplitude-modulation atomic force microscopy.57 They found that during
annealing the β-relaxations slow down as the structural heterogeneities degenerate.
Both processes exhibited KWW-behavior with very similar relaxation times τ and
activation energies.57 In contrast, Gallino et al. measured the enthalpy decay dur-
ing aging of a AuCuSiAgPd BMG and found that the decay is better described by
a sum of exponential decays rather than a stretched exponential.55 These results
suggests that the properties of the SCL state cannot directly be transferred to the
glassy state to explain relaxation phenomena below Tg and we will further discuss
this issue in the context of creep in Ch. 2.
In contrast to aging, rejuvenation is accompanied by an improvement of the me-
chanical properties, e.g., the ductility.10,58,59 Several processing routes have proven
successful at achieving structural rejuvenation in MGs: The obvious one is by an-
nealing the glass above Tg in order to erase the memory of the previous thermal
history, followed by quenching down to the glass state again. Saida et al. have calcu-
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lated a rejuvenation map in terms of annealing temperature and quenching rate by
means of MD-simulations of Cu64Zr36. It shows that the rejuvenation behavior of
Cu64Zr36 is controlled by both the annealing temperature (ideally ≥ 1.2Tg) and the
subsequent cooling rate.60 The authors pointed out though, that during annealing
under laboratory conditions, crystallization is very likely to occur as a competing
mechanism, especially at these elevated temperatures. Alternatively, sub-Tg rejuve-
nation of MGs has been achieved by ion irradiation,58 shoot-peening,61 inhomoge-
neous plastic deformation through high-pressure torsion62 or homogeneous plastic
deformation through uniaxial compressive deformation.11,63 In the interest of prac-
tical applicability, however, less destructive methods would be preferable to tune
the structural state of a MG. This has been realized recently in a Zr-based BMG
through causing non-affine thermal strains by means of low-temperature thermal
cycling between RT and 77 K.13 Rejuvenation through low temperature cycling was,
however, only possible when the sample had not been fully relaxed by annealing
first. The authors promote the idea that rejuvenation introduces heterogeneities in
the glass, so-called soft-spots,12 which help to initiate flow and thus improve duc-
tility. Conversely, the introduction of more heterogeneities is easier in less relaxed,
i.e. less homogeneous glasses. Interestingly, there is evidence that applying a strain
within the elastic limit and below Tg (which corresponds to creep conditions) can
have a rejuvenating effect as well.10,59 Such an isothermal, sub-Tg rejuvenation is
schematically shown in Figure 1 as path 1©, and will be treated in more detail in
Ch. 2 and Ch. 5.
1.3 deformation behavior of the homogeneous glass
Classically, three different deformation regimes in terms of stress, temperature and
strain rate are distinguished:2,64 elastic deformation, homogeneous plastic defor-
mation at high temperatures and low stresses, and heterogeneous plastic deforma-
tion (shear banding) at low temperatures and high stresses. All plastic deforma-
tion is carried by shear transformation zones (STZs),2,40,65–67 only their localization
is different. STZs are viewed as groups of a few atoms that experience discrete
shear events, which are associated with activation energies typically on the order
of 1 eV.68,69
The assumption that STZs trigger surrounding STZs in a cascade like manner
and eventually combine to form shear bands stands to reason.35,70–72 Shear band
nucleation is then associated with the onset of yielding.73 However, the proper
atomistic mechanism behind shear band nucleation and propagation still remains
elusive. Recently, S¸opu et al. have shown using MD-simulations that STZ percola-
tion involves the formation of strong rotation fields, so-called vortexes, that bridge
and hence activate neighboring STZs.74
Although depicted as solid line in Figure 2, the transition between the elastic and
the inelastic regime is not clear-cut. Schuh noted that there should be no regime
where thermally activated homogeneous flow could be avoided, but suggested to
neglect it at strain rates below e˙ = 10−12 s−1.2 In this work, we will reexamine
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Figure 2: Deformation map of Zr41.2Ti13.8Cu12.5Ni10Be22.5 adapted from Ref. 2. In the in-
homogeneous deformation regime, shear banding prevails. Homogeneous deformation is
carried by the homogeneous nucleation of STZs. In this thesis, we are interested in the
low-temperature and low stress regime at the transition between elastic and homogeneous
deformation, where creep might occur.
the low temperature ≈ 0.7Tg and low stress region, as sketched in Figure 2, and
probe the transition between the elastic and homogeneous flow regime for possible
creep deformation. Finally, it is believed that β-relaxations are closely linked to STZ
activation, especially since the activation energies of an STZ and a β-relaxation have
been found to be very similar.75 Thus, the response of MGs to sub-Tg annealing or
creep, is probably closely linked to processes described in the framework of STZs.
1.4 atomistic structure of the amorphous cu-zr system
MGs uniquely combine metallic bonding and amorphous structure.45 In contrast
to a classical silica-based glass, MGs do not consist of a large network of tetrahe-
dral units, but contain a large variety of a variety of structural motifs, also known
as Voronoi polyhedra. Many structure-property relations in MGs have been es-
tablished from results of atomistic MD simulations.24,25 A common way of char-
acterizing short-range order in Cu-Zr model glasses is to measure the fraction of
icosahedral units, also called full icosahedra (FI), whose presence are taken as struc-
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tural indicator for mechanical strength.12,45,76–78 Cu64Zr36 is the composition that
incorporates the highest fraction of Cu-centered icosahedral units24 and thus it has
become a popular model system. During MD simulations of long-time annealing
close to Tg over a time period of 1.8 µs, it has been observed that the Cu self-
diffusivity is an order of magnitude larger than self-diffusivity of the Zr atoms.79
Moreover, diffusing atoms generally seem to avoid regions where icosahedral short
range order dominates. This supports the idea that geometrically unfavored motifs
(GUMS) prevail in the softer, liquid like regions within the glass.12 It has been
shown that icosahedral order can be tuned by pressure,77,80 and the general idea
prevails that an increase of icosahedral units also correlates with a low energy,
i.e. relaxed, configuration of the glass. Recently, Ding et al. reported, however, an
anomalous relationship between the icosahedral fraction and the total energy in
glasses quenched under pressure. The pressure quenched glasses exhibit a raised
number of icosahedral units and atomic density and at the same time an increased
energy with respect to pressure-free quenched glasses.80 It is debatable if the topo-
logical short range order is a sufficient parameter to characterize MGs.80 In fact, at
least changes in the chemical short range order (CSRO) should also be considered.
Ding et al. suggested an alternative per-atom structural parameter, the "flexibility
volume":81
νflex = f ·Ωa, (1.3)
where Ωa is the atomic volume and f =
〈
r2
〉
/a2 is the vibrational mean squared
displacement normalized by the average atomic spacing a = 3
√〈Ωa〉. In that way,
the flexibility volume not only takes into account how large the free volume around
a certain atom is but also how rigid this cage built by its atomic neighborhood is.
Thus, both an increased atomic volume and increased mean squared displacement
of the atom are necessary for large values of the νflex. Furthermore, regions of high
flexibility volume are the regions that undergo the highest shear transformation.81
1.5 nanoglasses and nanocomposites
A general strategy for improving the mechanical properties of MGs has been to
introduce crystalline secondary phases in the glass that can lead to enhanced duc-
tility by reducing shear localization.5–7,82,83 These crystalline phases can occur in
various topologies ranging from micrometer-sized dendrites5,6 to spherical nano-
precipitates8,83,84 and the composites composed thereof exhibit tensile ductility at
room temperature. Both the volume fraction and geometry of the precipitates influ-
ence whether the precipitates participate in the deformation, e.g. through cutting
or blocking mechanisms.9 An amorphous/crystalline dual–phase nanostructure
based on a Mg-Cu-Y glass with MgCu2 nanocrystals embedded in the amorphous
matrix has proven to be very effective at blocking and splitting shear bands into
smaller sub-bands.85 Alternative glassy composite microstructures exist in the form
of nanoglasses (NG).86–89 They can be seen in analogy to nanocrystalline metals, ex-
cept that they consist of glassy nanometer-sized grains connected by glass-glass
interfaces. The processing route of a NG involves cold compaction of nanometer
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sized glassy particles, which are typically synthesized by inert gas condensation86,90
or by magnetron sputtering.91 In both NGs and MG-composites, the presence of
interfaces, i.e. either glass–crystal or internal glass–glass interfaces, plays a crucial
role in their overall mechanical behavior. Crystal-glass interfaces are often the weak
spot of a MG-based composite.83 While thin crystalline interlayers in a MG were
found to be metastable or even unstable,92,93 Ritter et al. have proven that glass-
glass interfaces in a Cu–Zr NG are stable up to the glass transition temperature
Tg.24 These interfaces should rather be viewed as soft secondary glass-phase, or
"interphase", in which the nucleation of STZs is promoted.24,94,95 In consequence,
plastic deformation is more delocalized in NGs,90 as compared to their homoge-
neous MG counterparts, which allows for a more homogeneous deformation and
increased ductility. The degree of delocalization is also dependent on the grain
size: In molecular dynamics (MD) simulations it has been shown that smaller grain
sizes lead to more homogeneous plastic deformation.96,97 Furthermore, the precur-
sor particles used for cold compaction can exhibit surface segregation effects. Since
the particle surfaces constitute the amorphous grain boundary phase in the cold-
compacted NG, the surface segregation strongly influences the properties of the
glass-glass interfaces present in the resulting NG.90,98 Not only does the interphase
exhibit a disturbed short range order in that case, but also a different composition
and density than the embedded amorphous particles.98 NGs in which the particles
have undergone such a surface segregation during preprocessing are often termed
segregated NGs.98 In metals and ceramics, phase formation at interfaces has been
characterized in the form of complexions99–103 and this concept may also be a valid
approach for NGs. According to the definition of Dillon and Harmer,99 the inter-
face interphase falls in the complexion category V: a wetting film, separated from
the abutting phases through complexions. However, all the above composite strate-
gies are often limited by a trade-off between ductility and strength, an issue which
might be even more critical at elevated temperatures in the creep regime.
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C R E E P D E F O R M AT I O N
The phenomenon of creep describes the fact that some materials deform plastically
when subjected to prolonged static stresses below their yield stress. This slow,
time-dependent deformation can ultimately lead to the failure of an engineering
component, especially in high-temperature applications, where creep deformation
is more pronounced. But even well before material failure, the elongation of an
engineering component during service life can have catastrophic consequences, an
example would be the elongation of a turbine blade causing the blade to touch the
outer turbine housing. Thus, understanding the mechanism of creep deformation
is of utmost importance for designing a material for a specific engineering applica-
tion.
While the phenomenon of creep deformation in metals and (crystalline) alloys
is certainly of great technological importance, it is not unique to these materials:
Partially crystalline materials such as polymers and ceramics and even glasses can
exhibit significant creep deformation. That being said, the mechanism behind creep
deformation in amorphous materials and especially MGs clearly can not be the
same as in crystalline metals, due to the lack of long-range order and thus the ab-
sence of dislocations and other defects that that govern creep in crystals. However,
the composite materials we treat in this thesis contain both glassy and crystalline
phases, so the following sections introduce the creep mechanisms ascribed to both
these states.
2.1 conventional creep
For crystalline solids, such as metals and alloys, the mechanisms behind creep de-
formation are well described, see e.g. Reviews 104–108. Dependent on temperature
and applied stress, different dominant mechanisms have been identified that either
involve atomic diffusion or dislocation activity. For many materials, the tempera-
ture and stress ranges where a certain mechanism prevails have been documented
in so-called deformation maps as proposed by Ashby and Frost.109 Figure 3 shows
an exemplary deformation map for pure copper with a grain size of 0.1 mm. At
low stresses diffusional flow dominates at all temperatures. However, only for
high homologous temperatures atoms can diffuse through the grains as first de-
scribed by Nabarro and Herring.110,111 At lower temperatures diffusion through
the grain boundaries is facilitated, so-called Coble-creep.112 Based on the Borisov
11
creep deformation
temperature (◦C)
no
rm
al
iz
ed
sh
ea
r
st
re
ss
,σ
/
µ
homologous temperature, T/TM
sh
ea
r
st
re
ss
at
30
0
K
(M
N
/
m
2 )
−200 0 200 400 600 800 1000
0 0.2 0.4 0.6 0.8 1.0
ideal shear strength
pure copper
d = 0.1 mm
plasticity dynamicrecrystallization
breakdown
power law creep
diffusional flow
boundary
diffusion
lattice
diffusion
10−1
10−2
10−3
10−4
10−5
10−6
103
102
10
1
10−1
l. t. creep
h. t. creep
Figure 3: Deformation mechanism map for pure copper with a grain size of 0.1 mm repro-
duced from Ref. 109.
equation,113 Gupta studied the influence of solute segregation in grain boundaries
on the self-diffusion and found that the self-diffusion coefficient in the grain bound-
ary, DGB, and diffusion coefficient in the grain interior, Dlattice, relate with the excess
grain boundary energy ∆γ114 as:
DGB = Dlattice · exp
(
∆γ
ρkBT
)
, (2.1)
where ρ is a density factor. An increased excess energy ∆γ thus leads to an increase
in grain boundary diffusion. In consequence, any excess energy introduced in
the grain boundaries should also influence the creep compliance. The regime of
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diffusional flow is followed by the power-law-regime, which involves increased
dislocation activity. In a generalized way, the creep rate e˙ can then be expressed as
e˙ = B · σn exp
(
− Q
kT
)
, (2.2)
where n > 1 is the power-law exponent, B is a material constant and Q the acti-
vation energy for creep. For high temperatures and moderate stresses, dynamic
recrystallization can occur as a competing mechanism reducing the flow stress.
Eventually, with increasing stress, the power-law creep breaks down and the strain
rates become high enough to observe "conventional" ductility.
To test the creep compliance of a certain material, it is usually subjected to a
stress below yield (either maintaining constant stress or constant load conditions)
at elevated temperatures. A typical creep curve depicting the mechanical response
to such loading conditions is shown Figure 4. After an initial elastic response, three
different creep regimes can be distinguished. In the transient creep regime I, the
creep rate decreases fast and indicate strain hardening. Regime II is the so-called
steady-state, where dislocation nucleation and annihilation are in equilibrium. In
regime III, void and crack formation occur that finally lead to sample failure.
2.2 viscoelastic creep
In literature on semi-crystalline and amorphous polymers, polymer-derived ceram-
ics and metallic glasses, creep is mostly discussed in terms of viscoelasticity and
often relevant at temperatures not too far from room temperature49,115 - e.g. in Mg-
and Ce-based MGs, where room temperature is greater than 0.7Tg.49,116
In general, the response to a constant applied load of a viscoelastic material will
contain an instant elastic part, a time-delayed anelastic part that can be recovered
after the load is removed and an irreversible plastic deformation, see exemplary
creep curves in Figure 5(a)-(c). Such a viscoelastic creep curve resembles more the
form of the transient creep stage in Figure 4 without ever transitioning into the
steady-state regime.
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Figure 5: Possible strain responses to a constant applied load: (a) Pure elastic deformation,
that is instantly recovered once the load is removed. (b) Anelastic deformation can be
recovered after load removal and (c) Typical viscoelastic behavior, where an irreversible
plastic deformation remains after load removal.
The creep compliance J(t) describes how the strain e evolves under an applied
constant stress σ0
e(t) = σ0 · J(t), (2.3)
and following the schematics in Figures 5(a-c) is composed of an elastic, anelastic
and viscous contribution
J(t) =
1
µ
+
1
µ
φ(t) +
t
η
, (2.4)
where µ is the shear modulus, φ(t) a retardation function and η the viscosity.
Furthermore, viscous flow and especially creep does not necessarily have to be
Newtonian.117–119 In early tensile creep tests on Ni-Fe MG plastic strains of up to
20% have been reached and a power-law creep behavior has been observed with
stress exponents of n = 7 and n = 10 for higher temperatures.117 In nanoin-
dentation49,66,120–123 and compression tests124 on different glass alloy systems, ho-
mogeneous creep deformation has been observed and stress exponents have been
measured. However, Li et al. have questioned the validity of the stress exponent ex-
tracted from nanoindentation data of MGs.125 Many authors support the view that
creep in metallic glasses resembles the homogeneous deformation as postulated by
Argon.65,126 The Argon model assumes temperatures > 0.6Tg and occurrence of
STZs that do not percolate the sample. The strain rate then depends on stress τ
and temperature T as follows:
e˙(τ, T) = αν0γ0 · exp
(
− Q
kT
)
sinh
(
τ · γ0Ω
kT
)
. (2.5)
Here, Q is the activation energy for plastic deformation (i.e. STZ activation), Ω is
the volume of an STZ, γ0 the characteristic shear strain of an STZ, ν its attempt
frequency to flow and α a prefactor close to unity.65
Song et al. performed high temperature compression tests on Au-based MG
micro-pillars127 and comparison of their results with Argon’s model for creep in
metallic glasses allowed the extraction of activation energies. Molecular dynamics
(MD) simulations of a 2D and 3D binary glass support this mechanistic picture of
homogeneous deformation.66,67 Interestingly, for CuZrNiAl MGs it has been found
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that high-temperature mechanical creep has a positive effect on their room temper-
ature ductility:10 While an annealing treatment at 300 ◦C leads to brittleness, creep
processing at room temperature was even able to restore ductility.
The literature on creep in polymers is mostly concerned with the physical aging
of these materials, i.e. their relaxation towards structural and energetic equilibrium
at temperatures below the glass transition temperature Tg. The creep behavior
is often taken as a measure of how much a polymer has aged, see e.g. work by
Struik46 and Hutchinson128 for an in depth treatment of the topic. The key results
from Struik’s work from over 40 years ago are still relevant today, in the sense
that aging is a “basic feature of the glassy state” and should occur in all glasses.
Moreover, Struik showed that for a wide range of materials (even including lead)
the low strain creep response is very similar and only depends on the aging time.
From the creep compliance data obtained for many polymeric materials, a master
curve has been produced by vertical and horizontal shifts that follows the form
J(T) = J0 · exp
(
t
t0
)m
where m =
1
3
. (2.6)
Although the mechanistic picture behind creep in polymers often remains elusive,
the theoretical frameworks employed to explain the creep behavior is often the
same, such as the potential energy landscape, free volume theory and the distri-
bution of relaxation times. Interestingly, the whole discussion about rejuvenation
and aging in glasses and the influence of the cooling rate on the structure is very
similar.
Since polymer-derived glass ceramics have emerged as new potential candidate
for high-temperature applications, creep is also being discussed in the context
of amorphous ceramic matrix composites. It has been found that silicon oxide
glasses129–131 exhibit a high refractoriness with respect to creep. Several structure
models have been proposed for these polymer derived ceramics – picturing a sil-
ica matrix and a secondary phase of excess carbon, either in the form of spherical
graphitic nanodomains or a graphene-like network structure.131,132 But information
on the underlying mechanism of creep in these systems is still sparse.
For composites based on MG amorphous matrices, even less data is available. In
metallic systems, the focus of recent efforts has been the improvement of ductility
in the low-temperature regime, where shear banding is predominant.5–9,82–84,133,134
While these composites are successful at modifying shear band propagation, few in-
vestigations on the role of the secondary crystalline phases in the high temperature,
creep-like regime exist. A metallic glass composite of Zr55Al10Cu30Ni5 containing
nanocrystalline tungsten particles has been synthesized, and found to exhibit an
increased viscosity with increasing tungsten content.135 The influence of spheri-
cal B2 precipitates on the viscous flow behavior of bulk metallic glass composites
(Ti-Cu-Ni-Zr-Sn) has been studied in the SCL region.136 Above a threshold value
of 15% volume fraction, the presence of the secondary phase caused an increase
in viscosity. The authors attributed this behavior to the high density of interface
in the samples containing high volume fractions of secondary phase. During ther-
moplastic deformation heterogeneous flow behavior around the B2 particles and
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lamella-like deformation flow in the surrounding matrix has been observed. If the
presence of glass-crystal interfaces can influence the viscosity of the SCL, they very
likely also play a large role in the deformation behavior at lower temperatures.
2.3 open questions
The work in this thesis builds on the Cu64Zr36-studies published by Ritter24 and
Brink,25 who used MD computers simulations to understand plastic deformation
in MGs with25 and without24 including structural heterogeneities. Our aim is to
bridge the gap between the homogeneous elastic and inelastic regime in the defor-
mation map (cf. Figure 2). We will treat the creep behavior of homogeneous MGs
in Part I and then continue with different MG-composite models, including NG mi-
crostructures, in Part II. Generally, the research presented here has been motivated
by the following questions:
Homogeneous glass
• On what time-scales can low-temperature creep be observed in the Cu64Zr36
system?
• How does creep influence the relaxation pathway in the PEL? Does it lead to
rejuvenation or aging?
MG composites - Creep in the presence of interfaces
• Can the creep resilience be increased by the presence of secondary phases?
• How can we model interfaces / composite structures in MD and how does
this affect the creep behavior?
Nanoglass composites
• Can nanoglasses be reinforced with crystalline phases?
• How does the presence of glass-glass or glass-crystal interfaces affect the
creep behavior of nanoglasses?
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M E T H O D S A N D M O D E L S E T U P
3.1 molecular dynamics simulations
In order to study the creep behavior of MGs and MG-composites, we need to be able
to observe the underlying deformation mechanisms on the atomic scale. Atomistic
simulations such as molecular dynamics (MD) are ideal for this task, since we can
access the dynamic trajectories of the particles as well as all thermodynamic quan-
tities that depend on the particle positions and velocities.137,138 We are especially
interested in the processes happening at the glass-crystal interfaces in the compos-
ite models, and the advantage of MD-simulations is that we do not require prior
knowledge of the constitutive laws at the interfaces, except for the general descrip-
tion of the interaction between all atoms. The MD-simulation package lammps
developed by Sandia National Laboratories139 has been used to perform all MD-
simulations in this thesis.
In classical MD-simulations the atoms (in our solid) are typically treated as point
masses {mi}. The basic idea behind MD is then to evolve the ensemble of atoms in
time by solving Newton’s equation of motion:
mi
∂2ri
∂t2
= F i ({ri}) , i = 1 . . . N, (3.1)
where ri is the position and F i the force acting on atom i. The forces are deter-
mined by the derivative of an appropriate interatomic potential V
({
r j
})
,
F i = −∇iV
({
r j
})
i, j = 1 . . . N. (3.2)
3.1.1 Interatomic potential
Both the accuracy and computational efficiency of an MD calculation critically de-
pend on the description of the interatomic interactions, already introduced as inter-
atomic potential V
({
r j
})
in Eq. 3.2. Technically, the interactions of atoms should
always be treated quantum-mechanically. This is, however, computationally not
feasible for systems containing more than a few hundred atoms. For the system
sizes of up to 1.3 million atoms studied in this thesis, we need to resort to simpler
descriptions of the atomic interactions, so-called empirical or semi-empirical poten-
tials. Such a potential is a scalar function of all positions and often fitted to match
both experimental and theoretical data, e.g. from density-functional theory.140,141
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In simple pair potentials, like the Lennard-Jones or Morse142 potentials, the po-
tential energy is only a function of pair-wise distances rij, which is accurate enough
to describe systems where van der Waals forces dominate, e.g. in monoatomic gases.
The physics of metallic bonding, however, are better captured by many-body po-
tentials like the embedded-atom-method (EAM) potential.143,144 In addition to pair-
wise interactions φ(rij) the EAM potential also includes an embedding energy, that
depends on the electron density caused by the surrounding atoms. The EAM po-
tential we use to simulate the amorphous Cu64Zr36 system and different Cu–Zr
crystalline phases has been developed by Mendelev et al.23 It follows the descrip-
tion by Finnis and Sinclair,144 where the energy of an atom i of chemical species α
is determined by pairwise interactions and an embedding energy Fα that takes into
account the electron densities of all neighbor atoms j within the interaction cutoff.
The chemical species of the neighboring atoms is denoted by the index β.
Epot =∑
i
(
1
2∑j 6=i
φαβ
(
rij
)
+ Fα
[
∑
j 6=i
ραβ
(
rij
)])
. (3.3)
In the non-Finnis-Sinclair form, ρ is insensitive to the chemical sort of atom i. The
Finnis-Sinclair description uses electron density functions ραβ and is more suited
for the description of alloys.
3.1.2 Velocity-Verlet algorithm
For the numerical time-integration of Eq. 3.1 an appropriate algorithm has to be
chosen that is both numerically stable and efficient. The most common method,
the so-called Verlet-algorithm, is based on summing up the Taylor expansion of the
position at times ri(t + δt) and ri(t− δt) to arrive at
ri(t + δt) = 2ri(t)− ri(t− δt) + F imi δt
2 . (3.4)
Here, the calculation of the velocities vi is not needed to update the particle
positions. Lammps uses the velocity Verlet integrator, which is a slightly modified
version of Eq. 3.4 and has the advantage that the new positions are formulated in
terms of positions, velocities and forces, all at the same time step
ri(t + δt) = ri + vi(t)δt +
1
2
F i
mi
δt2 , (3.5)
vi(t + δt) = vi +
1
2mi
· (F i(t) + F i(t + δt)) δt. (3.6)
The velocity at time t+ δt is then described according to Eq. 3.6, although typically
an intermediate step is implemented where first
vi(t +
1
2
δt) = vi(t) +
1
2
F i(t)
mi
δt (3.7)
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is determined and then
vi(t + δt) = vi(t +
1
2
δt) +
1
2
F i(t + δt)
mi
δt. (3.8)
3.1.3 Boundary conditions
Today’s computational resources allow for MD simulations of system sizes of bil-
lions of atoms.145 Although this is an enormous improvement as compared to
systems that have been studied 60 years ago, this number still seems small when
comparing to the number of atoms contained in one Mole, i.e. 6.02× 1023. To over-
come this limitation of system sizes periodic boundary conditions are used in com-
puter simulations. In that way, bulk systems can be represented and artefacts by
the exaggerated number of surface atoms in these systems can be avoided. There is
nonetheless a lower boundary to this method - finite size effects can occur for very
small systems, when atoms interact with their own periodic images in the worst
case. Figure 6 schematically explains the "key elements" of implementing periodic
boundary conditions: (i) Atoms do not "leave" the simulation domain; whenever an
atom surpasses a boundary it reenters the domain from the opposite side. (ii) This
also means that atoms close to boundaries also interact with image atoms from "the
other side". Thus, in Figure 6 the "real" distance between atom a and b is shorter
than the apparent one.
More specifically, by controlling the boundary conditions in every dimension
one can simulate (fully periodic) bulk samples or generate different surfaces. The
surface properties of MGs play a major role in their deformation behavior, since
in reality shear bands and cracks are nucleating at surface defects. Simulations
of fully periodic samples are of course lacking these surface defects, but shear
band nucleation can still be observed in such simulations: Ritter has studied the
influence of 2d- and 3d-periodic boundary conditions on the deformation behavior
of Cu64Zr36 and a detailed treatment can be found in Ref. 24. The key result is that
shear band nucleation is facilitated at open surfaces. However, also MGs exhibiting
fully periodic conditions can develop shear bands, but the simulation strain rates
have to be slower than those used for shear band studies of 2d-periodic samples.
A BB'
Figure 6: Schematic of how peri-
odic boundary conditions work.
Particle A interacts with particle
B’, which is the closest image of
B.
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3.1.4 Pressure and temperature controls
Equation 3.1 describes the many-body problem without any external influences,
such as pressure P or temperature T induced by an external environment and sam-
ples the microcanonical ensemble (NVE). For the simulation of creep deformation,
we need to be able to control the temperature and/or the external pressure and thus
switch to the canonical (NVT) or isothermal-isobaric (NPT) ensembles. For that
purpose we use the Nosé-Hoover thermo- and barostats, which are implemented
in lammps through the equations of motion proposed by Shinoda et al.146 Both
the thermo- and barostats require the input of a damping parameter that controls
how fast the temperature or pressure is relaxed to the target value. In the creep
simulations they are chosen as Tdamp = 0.1 ps and Pdamp = 0.5 ps.
3.2 molecular statics
Static athermal relaxation of the system is sometimes necessary to obtain 0K-
properties, or before performing Voronoi analyses, as described below. This can
also be done with lammps, where the potential energy is minimized with respect
to the particle coordinates.
{rrelaxedi } = minarg V ({ri}) . (3.9)
The atom coordinates are then iteratively adjusted towards the next local energy
minimum by using a conjugate gradient minimization algorithm that is interrupted
when the forces acting on the particles vanish.147
3.3 model setup of homogeneous glass and composites
Setting up a MD-simulation not only requires an appropriate interatomic poten-
tial (cf. 3.1.1), but also the input of the initial particle positions (and velocities).
Single-crystalline solids are fully described by their lattice parameters, basis and
space-groups and can be built virtually by replication of their unit-cell. Amor-
phous materials lack such long-range order and computer models of glasses have
to modeled using a different approach.
3.3.1 Glass formation
Indeed, the generation of virtual MGs is very similar to the experimental route,
in the sense that they are quenched from the melt as schematically shown in Fig-
ure 1(a). In the work by Ritter the MD quenching parameters for the Cu64Zr36
system as well as their influence on the structure of the simulated glass have been
established.24 Following Ritter’s quenching protocol, all MGs used in this thesis
have been quenched from the melt from T = 2000 K to T = 50 K with a quenching
rate of T˙ = 0.01 K/ps. On MD-timescales such a quenching rate is rather slow,
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performing the quenching with the before described parameters requires 97.5 mil-
lion integration steps and force evaluations. To save computational resources, the
quenched samples conventionally contain few tens of thousands of atoms, which
are replicated later for mechanical testing. An additional equilibration step has
to be performed after replication to avoid repeating patterns in the homogeneous
glass.
3.3.2 Composite formation
In Ch. 7 we will treat MG-crystal composites and want to study the influence of
the volume and interface fraction and the shape of the secondary phase. More
specifically, we want to control all those parameters at the same time, such that for
fixed volume fraction f and interface area A, the shape of the morphology of the
secondary phase is varied, e.g. spheres, rods or a continuous network phase. Here
it is useful to normalize the glass–crystal interface area A with respect to the overall
composite volume and introduce the specific interface area φ,
φ =
Ainterface
Vcomposite
. (3.10)
When controlling both Φ and f , the only degrees of freedom left are the number
(a) (b) (c)
20 nm
f = 30%, φ = 210 µm−1
Figure 7: Glass matrix models for different secondary phase shapes, e.g. (a) continuous
network, (b) spherical particles and (c) nanorods. The desired shape is cut out from the
homogeneous glass and then later filled with single crystalline phase.
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n and size d of inclusions. In the case of spherical inclusions, e.g., we need to solve
the following system of equations for n and d,
n · 4
3
pi
(
d
2
)3
·V−1composite = f , (3.11)
n · 4pi
(
d
2
)2
·V−1composite = φ, (3.12)
where n can only be an integer number. After the number of inclusions and their
diameter have been determined, they are randomly distributed in the glass matrix
while obeying periodic boundary conditions using the python scripting interface of
ovito.148 All glass atoms that fall into these regions are then deleted. This is shown
exemplarily in Figure 7. The glass matrix containing voids is then overlapped with
a single crystalline cell of the same size and all crystal atoms that overlap with
the glass atoms are deleted. Finally, the composites are statically minimized and
subsequently equilibrated in the isothermal-isobaric ensemble for 1 ns at 300 K and
zero pressure using MD.
3.3.2.1 Spinodal composition via Monte Carlo
The above described method is efficient but does not work for more physical sec-
ondary phase morphologies, such as continuous networks. In order to generate
the latter we used a technique popular for modeling of nanoporous metals.149 By
means of kinetic Monte Carlo simulation150 of a lattice based, 2-state Ising-Model
we first simulate the spinodal decomposition of a binary alloy AB depicted in Fig-
ure 8. In that case the energy of a lattice site is given by
Hi =∑
j
Jij, (3.13)
B
A
t0 t1 t2
time t0 < t1 < t2
Figure 8: Spinodal decomposition of a binary alloy A30B70. In the initial configuration
at t0 atoms are randomly distributed. Then the system starts to demix. The longer the
simulation time, the coarser is the network structure of phase A.
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where j are the neighbors of i and Jij is the Ising interaction parameter. After
different simulation times, we extracted snapshots of the decomposed structure
and removed the atoms of type B. What remains are porous microstructures with
constant volume fraction but different ligament thickness and surface areas. With
time the coarsening of the the network increases.
The simulations have been performed with the parallel Monte Carlo code
spparks developed by Sandia National Laboratories.151 We used its on-lattice 2-
state Ising application that restricts site exchanges to only take place between next-
nearest neighbors, together with a kinetic Monte Carlo solver based on the im-
plementation by Gibson and Bruck.152 The box size was chosen to match that of
the MG-samples and the Ising-parameters Jij describing the interaction between
next-neighbor atoms were set to 0.02 eV for unlike pairs and zero otherwise, as
described in Ref. 149. The simulation has been performed at T = 400 K. During
the early stages of the simulation, fine network structures with thin ligaments can
be obtained, but the two phases still contain atoms of the other type. Thus, when
extracting the network masks by removing the B-type atoms, the "free-floating"
A-type atoms have to be removed as well. They can be identified using the cluster-
analysis implemented in ovito. These network structures are then used as masks
to carve out a continuous network from the glass matrix and fill it with a secondary
phase.
3.3.2.2 Precipitation annealing
The above presented method of using masks to delete overlapping atoms and sub-
sequently equilibrating the composites is computationally efficient but bears the
risk that rather unphysical high-energy glass–crystal interfaces might be created
that are not well relaxed. As opposed to this masking method, we will also use
composite samples, where the crystalline phase has been obtained through precip-
itation annealing. Using the Mendelev potential, Zemp and Brink have shown that
the Cu2Zr Laves phase is the primary forming crystal phase during simulations
of long-time annealing of Cu64Zr36 close to Tg.25,153,154 The short range order of
the Laves phase is actually quite similar to the one exhibited by the energetically
most favored motifs in amorphous Cu64Zr36 which will be explained further in
Sec. 3.4.2. Brink studied the crystallization of the C15 and C14 Cu2Zr phases dur-
ing an annealing procedure at temperatures very close to Tg and simulation times
of up to 4 µs. This procedure allowed to produce reinforced MG-crystal composites
with different phase fractions and crystallite sizes.25 It is important to note that
the occurrence of this phase at temperatures below 1100 K is not predicted by the
experimental phase diagram of Cu–Zr,155,156 but the given interatomic potential sta-
bilizes the Cu2Zr Laves even at low temperatures.157 In multicomponent systems
such as Vitreloy1 or Vitreloy4, however, the occurrence of Laves phases has been
confirmed.158 In the context of this thesis we set aside the fact that Laves phases
are not part of the equilibrium phase diagram of the Cu64Zr36 system. We rather
use the samples produced by Brink25 as a model system of a MG–crystal composite
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with realistically grown interfaces as opposed to the artificially inserted secondary
phases.
3.4 simulation analysis and visualization with ovito
The macroscopic creep curve of our samples is a direct output of the simulation
runs as the strain can be obtained from the change in box length e = ∆l/l0. How-
ever, much more information can be extracted from snapshots of the atomic con-
figurations taken during the course of the simulation, which is basically a list of
the coordinates of all atoms. Thus, the bigger part of the work begins, when the
simulation is done. For analysis and visualization of our data we mostly used the
visualization and analysis tool ovito.148 In the following, important functions to
characterize our MGs are introduced.
3.4.1 Radial distribution function
The beauty of the radial distribution function (RDF), or pair distribution function,
is that this information is accessible to both simulations and experiments and can
be directly compared. The RDF gives us information about the short range order
in MGs, more specifically the probability of finding an atom at distance r in the
neighborhood of another atom. For this purpose the space around each particle i
is discretized into thin shells of width δr in which the number of neighbor atoms j
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
2 3 4 5 6 7 8 9 10
g(
r)
r (Å)
Cu-Cu
Zr-Zr
Cu-Zr
total
Figure 9: Partial and total ra-
dial distribution functions for
Cu64Zr36 equilibrated at 50 K.
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are counted. The total number of atoms, N, and the atomic number density, ρn, are
needed for proper normalization.
gRDF(r) =
1
4
3piNρn
[
(r + δr)3 − r3
] N∑
i=1
N
∑
j 6=i
{
1 r < rij < r + δr
0 otherwise
, (3.14)
In ovito partial RDF’s can also be calculated that take into account the chemical
identities α and β of the atoms,
gαβRDF(r) =
N
4
3piNαNβρn
[
(r + δr)3 − r3
] N∑
i∈α
N
∑
j∈β
{
1 r < rij < r + δr
0 otherwise
, (3.15)
where Nα and Nβ are the number of atoms of each species.
As an example, Figure 9 shows the partial and total RDFs for a Cu64Zr36 sample
equilibrated at 50 K using Mendelev’s potential, where the total RDF (red) is the
sum of the individual partial RDFs. The average nearest neighbor distance can be
read from the position of the first peak in every curve and is 2.59 Å for Cu–Cu pairs,
3.13 Å for Zr–Zr pairs, and 2.83 Å for Cu–Zr pairs, which is in good agreement with
experimental results.23
3.4.2 Structure analysis
Analysis of the crystal structure of the individual phases of the composite struc-
tures is realized through the adaptive common neighbor analysis (CNA)159,160 in
ovito. For each atom, the local arrangement of the neighboring atoms is analyzed
in terms of common neighbors, number of bonds between them and the number
of bonds in the longest continuous chain of these bonds. The adaptive CNA auto-
matically adjusts the cutoff radius for each particle. With the information of these
(a) (b)
other
bcc
fcc
hcp
icosahedral
Figure 10: Snapshots of a (a) MG- and (b) NG-composite, where the atoms are color coded
according to the common neighbor analysis method that identifies different crystalline
structures. In the cases treated here, "other" means amorphous.
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CNA Diamond structure
ico cubic diamond
Zr
Cu
Cu2Zr c15-orthogonal
(a) (b) (c)
Figure 11: Structure identification of the (a) Cu2Zr Laves phase. (b) Cu atoms, that reside
in a Z12-Voronoi cluster are identified by means of CNA. (c) The Zr atoms are analyzed
with ovito’s diamond structure analysis. Cu atoms, that are FI and neighbors to a Zr atom
residing in a diamond-like superstructure are marked as Laves phase.
three values of all neighbors a structure type can be assigned. In that way we can
distinguish between atoms in the fcc-Cu, bcc-CuZr and the amorphous Cu64Zr36
phase as shown in Figure 10.
As explained above, some composite models will contain C15 and C14 Cu2Zr
phases, for which we follow the two-step structure analysis described by Brink:25
Since the Zr-atoms reside on a diamond-like super lattice, ovito’s diamond struc-
ture detection modifier can be used to identify Zr atoms belonging to the Laves
phase according to that criterion. Furthermore, the Cu-atoms are known to be em-
bedded in a 12-fold neighbor shell, that has the form of an icosahedron, which
can be detected with the adaptive CNA or the Voronoi analysis as described below.
Only if these Cu atoms are direct neighbors to the Zr atoms in the first neighbor
shell, they are considered as part of the Laves phase. This is shown for the C15
Cu2Zr structure in Figure 11.
3.4.3 Voronoi analysis
Another means to study the local atomic environment of an atom is the Voronoi
analysis or tessellation method, during which the atomic cell is partitioned into
small polyhedra, with each polyhedron enclosing an atom. This is realized by
means of the Delaunay triangulation connecting the nearest neighbor atomic coor-
dinates by line segments. In a next step, for each center point, the Voronoi cell is
constructed from the intersections of all the planes that are bisecting each Delau-
nay line segment. This gives us information about the volume of the Voronoi cell,
often referred to as atomic volume and the structural surrounding. In glasses, the
short and medium range order is defined through the Voronoi indices of each atom,
which contain information about the number of i-edged facets of that specific type
26
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Z12 - polyhedra
Cu
Zr
Cu5Zr7 Cu6Zr6 Cu7Zr5
Figure 12: Cu centered Z12 polyhedra found in a Cu64Zr36 glass at 300 K. There are many
types of Z12 clusters, since the chemical environment can vary. Shown are three represen-
tative examples ordered by increasing copper content: Cu5Zr7, Cu6Zr6 and Cu7Zr5.
〈n3, n4, n5, n6〉 and the coordination number. The signature motif of the Cu64Zr36
metallic glass is the 〈0, 0, 12, 0〉 dodecahedron, but more commonly called "icosahe-
dron", since the cage formed by all the neighboring atoms is an icosahedron. In
the literature this motif is often referred to as Z12-cluster. Their distorted versions
are referred to as CN-12 clusters,12 e.g., the 〈0, 2, 8, 2〉 polyhedron, which features
two 4-edged and two 6-edged facets in addition to the 5-edged facets. One should
add, however, that the Voronoi analysis does not take into account the chemical
short range order (CSRO) of the polyhedra. Also, the same type of polyhedron can
feature different bond lengths and facet sizes. Figure 12 illustrates this for the case
of the Z12 cluster type. Three possible examples of Z12 clusters are presented in
order of increasing Cu content. As a consequence of increasing Cu fraction, the
potential energy of the center atom also increases, hence, the different Z12 clusters
are energetically not equal.
3.4.4 Shear localization
The occurrence of STZs in MGs can be detected in the plastic von Mises shear
strain field, where the homogeneous deformation has been eliminated.161 First, an
atomistic deformation gradient tensor Ji is calculated per atom which describes the
deformation of a group of atoms in the neighborhood of the central atom i. Then,
the Lagrangian strain tensor ηi is equal to
ηi =
1
2
(
Ji JTi − I
)
, (3.16)
where I is the identity matrix. To translate that into a scalar atomic property the
von local Mises shear invariant ηMisesi is a useful quantity, with
ηMisesi =
√
η2xy + η
2
yz + η
2
xz +
(
ηyy − ηzz
)2
+ (ηxx − ηzz)2 +
(
ηxx − ηyy
)2
6
. (3.17)
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ηMisesi
0.0
0.7
Figure 13: Snapshot of
a deformed Cu64Zr36 MG,
where the atoms are color
coded according to the lo-
cal von Mises shear strain
ηMisesi . A shear band has
formed in the sample, vis-
ible as atoms that feature
high values of the shear
strain invariant, with re-
spect to the surrounding
matrix.
This per-atom information can then be used as to color code the atoms during
deformation. Regions of high local von Mises shear strain ηMisesi (a good threshold
is ηi > 0.2) are usually associated with STZs. Sometimes, it can be useful to further
condense the scalar atomic property ηi into one macroscopic parameter. For that
purpose the strain localization parameter ψ was introduced by Cheng et al.. It
basically captures the standard deviation of the mean local shear strain η¯Mises,
Ψ =
√√√√ 1
N
N
∑
i=1
(
ηMisesi − η¯Mises
)2. (3.18)
The values of the atomic shear strain of the atoms in a shear band are usually higher
than in the matrix, i.e., they have a large variance with respect average value. Thus,
the higher ψ, the more inhomogeneous is the deformation, which is a first indicator
for the appearance of a shear band. Still, this has to be verified in the atomic von
Mises strain field. Depending on the sample geometry, the shear band signal can
be rather small, and the macroscopic Ψ then suggests homogeneous deformation.
This problem is encountered in Ch. 5.
3.4.5 Measuring surface/interface areas
Characterization of composite models requires knowledge of the volume and inter-
face fractions of the different phases. In MD-simulations the atoms are treated as
point masses and they are conventionally visualized by drawing spheres around
their coordinates, which do not form a continuous surface. How can we extract sur-
face information from the coordinates of our point masses as sketched in Figure 14?
ovito uses a surface construction algorithm based on the α-shape method162 that
allows to reconstruct smooth surfaces from only the coordinates of the atoms in a
specified phase. For that, the simulation box is first divided into tetrahedral ele-
ments via Delaunay tessellation of the simulation box.163 Then, all those elements
that have a circumsphere larger than a predefined probe-sphere radius Rα are cat-
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egorized as empty. The "surface" is composed of the dividing facets between solid
and empty tetrahedra. In case the surface resolution is still to detailed it can be
further smoothed.164 Note that this method is sensitive to its input parameters,
the probe sphere radius Rα and the "smoothing" level, which should be kept fixed
when comparing different structures. Throughout this thesis we use a Rα = 4 Å
and apply 11 iterations of the smoothing algorithm implemented in ovito.
r1 < Rα
r2 >= Rα
(a) (b)
Figure 14: (a) Schematic of a 2d Delaunay triangulation and α-complex. (b) Surface repre-
sentation of continuous network phase using the technique shown in (a) where the atoms
are not shown.
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4
T E M P E R AT U R E A N D S T R E S S D E P E N D E N C E O F C U - Z R B M G
The simulation of creep deformation by means of MD is quite challenging on ac-
count of the limited time scales accessible to this method. In simulations of conven-
tional tensile tests of Cu64Zr36 MGs, strain rates on the order of 107 s−1 or 108 s−1
are usually employed to study shear band formation in MGs.24,25 The combination
of a typical integration time step of 2 fs with a constant engineering strain rate of
4× 107 s−1, e.g., then yields a macroscopic strain of 10% in 2.5 ns. With the system
sizes between 0.5 to 1.3 million atoms employed here, such simulations are usu-
ally realizable within less than 24 hours wall clock time. For our creep studies at
constant stress conditions and low temperatures, however, we expect to observe de-
formation at much lower strain rates and thus a significant increase in simulation
times necessary to observe measurable plastic deformation. Hence, in the following
chapter, we will first establish the temperature, stress and simulation time param-
eter space necessary for the simulation of creep of homogeneous Cu64Zr36 MG,
before treating the more complicated case of glass-crystal composites. Moreover,
the possibility of surface effects is treated by comparing creep experiments under
2d-periodic and 3d-periodic boundary conditions.
4.1 simulation setup
A 3d-periodic homogeneous glass sample of composition Cu64Zr36 has been
quenched from the melt (T = 2000 K) to T = 50 K with a quenching rate of
T˙ = 0.01 K/ps (as established in Ref. 24) and subsequently equilibrated for 2 ns.
This has been realized in the NPT-ensemble, such that the pressure is completely
released from the sample. The resulting sample contains 504864 atoms and its di-
mensions are 20× 20× 20 nm3. Characterization of this glass sample in terms of
RDFs have already been presented in Figure 9 in Ch. 3. This glass sample will also
serve as matrix glass for the composite models in Ch. 7.
For creep testing, the as-quenched sample is heated to the desired target temper-
atures with T˙ = 0.1 K/ps before a constant uniaxial load is applied in z-direction.
Both tensile and compressive loads have been tested. The pressure in the x- and y-
directions is controlled (Pxx = 0 and Pyy = 0) to allow for lateral expansion. During
the course of the simulation, the box-length in z-direction is measured to calculate
the true creep strain e = log
(
lz(t)
lz(t=0)
)
.
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4.2 argon’s deformation model
Figures 15(a) and (b) show the evolution of the true creep strain e with time for
different temperatures and tensile and compressive creep loads of 750 MPa. A first
observation is that these curves exhibit the viscoelastic deformation behavior as de-
scribed in Ch. 2. During the timescales of 40 ns simulated here, the creep rates are
monotonously decreasing. Neither a quasi-linear steady-state regime nor sample
failure do occur. Both the initial elastic strain and the creep rates increase with tem-
perature. Even at the lowest simulated temperature of 450 K, which corresponds
to about 0.5Tg, the MG exhibits a viscoelastic creep strain of about 0.1% on the
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Figure 15: (a) Uniaxial tensile creep tests of homogeneous Cu64Zr36 at 750 MPa and T =
450 K, 500 K and 520 K. (b) Uniaxial compressive creep test at 750 MPa and T = 450 K,
500 K, 520 K and 580 K. The creep strain shown here is always the true creep strain.
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Figure 16: Uniaxial tensile creep tests of homogeneous Cu64Zr36 at 500 K and stresses
ranging from 500 MPa to 800 MPa.
timescale of 40 ns. Although this seems negligible on the macroscopic scale, we
expect that the viscoelastic creep deformation is accompanied by changes in the
atomic structure and that those changes occur already in the early deformation
stage.
When comparing tensile and compressive loads, the creep behavior is very simi-
lar. The absolute value of the total creep strain, however, is higher in tension than in
compression. This matches results obtained from conventional loading conditions45
and has been explained in terms of the free volume, that is diminished faster upon
compression. Yet, we expect the underlying mechanism for creep deformation to
be the same under tension and compression and thus will only discuss results for
tensile creep loading in the following chapters.
In a next step, the stress dependence of the creep curves is examined. Figure 16
depicts the creep curves obtained at a fixed temperature of 500 K and stresses rang-
ing from 500 MPa to 800 MPa. In this temperature and stress range, the stress in-
crease is accompanied by an increase in the initial elastic strain from 0.9% to 1.4%.
With respect to the total creep strain, the viscoelastic contributions, again, are small
and increase from 0.15% to 0.3% between 500 MPa and 800 MPa.
What happens on the atomic level during creep deformation? Snapshots of the
simulation cell showing only atoms with a local atomic von Mises shear strain
ηi ≥ 0.2 are depicted in Figure 17. The snapshots were taken after 10 ns and 40 ns
of tensile creep deformation at 500 K and 750 MPa. The deformation is localized
in clusters of a few atoms distributed homogeneously within the glass, which is
consistent with the STZ picture. This suggests that, the mechanism behind creep
deformation is the same as for conventional homogeneous deformation, i.e., nucle-
ation of STZs.
Evidently, the creep rates depend both on the temperature and applied stress, as
shown in Figure 18. The creep rates were obtained from linear fits of the true creep
strain between t = 25 ns and t = 40 ns. We described above that the viscoelastic
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(a) t = 10 ns (b) t = 40 ns
0.2
0.7
ηMisesi
Figure 17: Slice of width l = 2 nm through the simulation box after t = 10 ns and t = 40 ns
of creep testing at 500 K and 750 MPa. The atoms are color coded according to the local von
Mises shear strain. For better visibility, only atoms with ηi ≥ 0.2 are shown here.
creep curves do not exhibit a steady-state regime, where the creep rate is constant.
However, during short time frames, we can approximate the creep curves as linear
and we chose to do so for the sake of simplicity. This allows to consistently compare
the momentary creep values of the different creep experiments. Since, we could ob-
serve homogeneous deformation with STZs nucleating randomly throughout the
sample, it seems reasonable to describe the temperature and stress dependence of
the simulated creep rates through Argon’s model for homogeneous deformation
in MGs (cf. Eq. 2.5).65,165 By fitting this model to our simulation data and using
τ = σ/3 (uniaxial tension) we obtain moderate agreement with the following fit pa-
rameters: The prefactor is αν0γ = 11.15± 1.16 THz, the apparent activation energy
for creep is 0.67± 0.06 eV and γ · Ω = 0.084± 0.007 nm3, where Ω is the volume
of an STZ and γ is the characteristic shear strain of an STZ. In the original publi-
cation, it is assumed that γ = 0.1.65,165 Following this assumption we then obtain
Ω = 840 Å
3
, which, for an average atomic volume of 16.4 Å in our Cu64Zr36 sample
at 500 K, corresponds to about 51 atoms. The low-temperature and low-stress data
show large scatter and the fit model does not match perfectly in this regime. This
can have several reasons: First, the linear fitting between 25 ns and 40 ns might not
be ideal to extract the creep rates, and statistics for individual creep rates could not
be performed due to the large cost of each individual creep simulation. Secondly,
the Argon model assumes a steady-state, which in our viscoelastic models never
truly occurs. Moreover, it is based on the assumption that STZs do not influence
each other and residual stresses are not considered.
However, our fit results give a general estimate of the apparent creep activation
energy and are corroborated by findings from Kassner et al.,166 who summarized
the activation energies for creep of several metallic glasses. The values they found
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Figure 18: Fit of Argon model to creep rates obtained at different temperatures and stresses.
The fit data is color coded to the relative deviation from the fit surface, see color bar on
the right. The apparent activation energy for creep is 0.67 eV, with a standard deviation of
±0.06 eV.
agree well with the activation energy of an STZ estimated by Schuh et al.,2 i.e., 1–
5 eV. For a Cu60Zr40 glass, with a composition close to the one used in this work,
Argon and Kuo165 measured an activation energy of about 2.4 eV.
4.3 boundary conditions
Both, in experiments and simulations, shear band nucleation is facilitated at stress
concentrators at the sample surface.24 Hence, the influence of surfaces on the
creep deformation mode should be examined under the here applied creep con-
ditions. We thus repeated the creep experiment at 500 K and 750 MPa with the
same Cu64Zr36 sample, but non-periodic boundary conditions in y-direction, which
introduces two surfaces in our sample. Figure 19 compares the creep curves of
the fully periodic sample and a sample with open surfaces (2d-periodic boundary
conditions). The true creep strain is higher for 2d-periodic sample, but the general
shape of the creep curve is not altered. In addition, the analysis of the atomic von
Mises shear strain showed that STZs still nucleate homogeneously throughout the
glass sample and not only from surface defects. It is thus safe to assume that the
creep deformation mode is independent of the boundary conditions.
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Figure 19: Creep curves of the same Cu64Zr36 glass sample simulated with 3d and 2d-
periodic boundary conditions.
4.4 conclusion
In conclusion, we showed that a homogeneous Cu64Zr36 MG does exhibit creep de-
formation on MD-timescales - even at temperatures far below Tg and stress ranges
below the yield stress. Furthermore, the creep deformation observed on the time-
scales simulated here was always homogeneous, and the mechanism behind the
creep deformation is the same as during conventional loading conditions, i.e. the
nucleation and activation of STZs. The temperature and stress-dependence of the
creep rates resembles the widely recognized Argon-model.65 Fitting the Argon
model to our simulation data yields an average STZ size of 51 atoms and an appar-
ent activation energy of 0.67 eV.
38
5
L O N G - T E R M C R E E P B E H AV I O R
MGs modeled using MD simulations are usually not directly comparable to their
experimental counterparts due to the limited quenching rates accessible on MD
time scales.45 The influence of the quenching rate on the final state of the MG has
been explained in the framework of the PEL: The faster the quenching rate, the less
relaxed is the resulting glass and the higher its energetic state. Fan et al. studied
the influence of the quenching rate on the properties of the as-quenched glass, e.g.,
the activation energy spectrum.167 When the glass is quenched more slowly the
activation energy spectrum shifts to higher energies. A fast quenching on the other
hand, resulted in a rather flat PEL, which decreases the barriers for STZ activation.
These results motivate the question whether the PEL accessible to the MG can also
be altered after quenching, e.g. during isothermal sub-Tg annealing or under creep
conditions.
In the previous chapter we have simulated creep times of up to 40 ns to be able
to sample the parameter space of temperature and stress while still containing the
computational costs. However, in all cases the simulations were interrupted before
a quasi-steady state was reached. Thus, it should be elucidated whether the ab-
sence of the steady-state regime is due to the limited simulation times or actually
never occurring since the creep behavior is truly viscoelastic. Furthermore, when
increasing the creep timescales from 40 ns to several hundreds nanoseconds, we ex-
pect interference of possible aging and rejuvenation effects. This chapter addresses
the following questions: Firstly, we ask whether on timescales accessible to MD
simulations a deep relaxation state can be reached by thermal annealing, which
is comparable to the experimental situation.30 Secondly, we inspect the possibility
that thermal annealing under an elastostatic stress is accelerating the relaxation pro-
cess, since there is possibly stress-assisted activation of local relaxation processes.
Since also plastic deformation in MGs is a process that can be both thermally and
mechanically activated, we are finally interested in the room temperature mechan-
ical properties of binary Cu64Zr36 glasses that have been pretreated either by load-
free annealing or under an elastostatic load. We are specifically interested in the
question, whether strain localization can be observed at room temperature in well
relaxed model samples and if mechanical prestraining has an influence on the plas-
tic response.
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Figure 20: Simulation setup: Cubic precursors are prepared in annealing and creep exper-
iments and then used as patterns for glass slabs of 1.3 · 106 atoms. These glass slabs are
probed under conventional tensile testing at 50 K and room temperature.
The preparation of the Cu64Zr36 glass model is realized as follows: First, a MG
sample composed of 63108 atoms is quenched from the melt to 50 K with a quench-
ing rate of T˙ = 0.01 K/ps and subsequently equilibrated for 2 ns as described in
Ref. 168. Then replicas of this cubic master sample (1000 nm3) are heated again
to 580 K (about 0.65 Tg) at 0.1 K/ps and either (a) annealed at zero pressure or
(b) annealed under a constant uniaxial load of 0.75 GPa for an extended period
of up to 1 µs. After different annealing or creep times, the samples are unloaded
and quenched to 50 K. We use these pretreated samples as patterns to build larger
glass slabs of 1.3× 106 atoms with dimensions of 30 nm× 10 nm× 70 nm. The me-
chanical properties of these virtual slabs are finally determined in uniaxial tensile
test experiments, which are performed with a constant engineering strain rate of
e˙ = 108 /s. Ritter has shown for a similar glass geometry that under 2d-periodic
boundary conditions this strain rate is sufficient to study shear band formation.24
5.2 long-time sub Tg annealing
The lower red curve in Figure 21(a) shows the evolution of the potential energy
during sub-Tg annealing at 580 K for 1 µs. The sample shows enhanced relaxation
between 100 ns and 1 µs, which results in a final energy decrease of 2− 3 meV/atom.
For comparison, the thermal energy at 580 K is kB · 580 K ≈ 50 meV. The shape of
the energy relaxation curve looks like it can be described by a decaying stretched
exponential function (cf. Eq. 1.2). However, due to the scatter of the data it is
difficult to extract reliable KWW-exponents βKWW and relaxation times. As already
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Figure 21: (a) Evolution of the potential energy during isothermal annealing with and
without a constant elastostatic tensile load at 580 K. (b) Icosahedral fraction in the as-cast
sample and in eight representative snapshots after different treatment times.
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discussed in Ch. 2, in MGs the sub-Tg relaxation curve should be viewed as a sum
of many relaxation events55 rather than being represented by a single fit parameter
βKWW .
Moreover, the relaxation process is accompanied by an increase of icosahedral
structural units in the glass, as depicted in Figure 21(b) for the four intermediate
snapshots taken during annealing. Starting off from an initial level of 19.3%, the
icosahedral unit fraction seems to slowly saturate reaching about 20.1% at the end
of our simulation. The energy reduction accompanied by an increasing number of
FI structural motifs suggests that long-time annealing, even at temperatures well
below Tg, brings the glasses into a deeper state of relaxation. There is possibly an
upper limit of FI units that can be accommodated in the current configurational
state. At this point, we will first treat the case of load-free annealing. The creep
data depicted in blue will be treated in Sec. 5.3.
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Figure 22: (a) Stress-strain
curves from tensile tests
performed at 50 K of the
as-cast sample and samples
that were annealed for a
duration of 300 ns, 400 ns,
500 ns and 900 ns. For each
treatment time, five inde-
pendent simulations were
performed and are plotted
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the color. (b) Evolution of
the mean strain localization
parameter with the macro-
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5.2 long-time sub Tg annealing
The FI fraction found in the glass is usually correlated with the mechanical
strength.24,45 Thus, in the next step, we will reveal what influence the anneal-
ing pretreatment has on the low-temperature mechanical properties at 50 K. After
different annealing times, samples are taken and subjected to tensile tests. Prior to
straining all samples are cooled down to 50 K at a quenching rate of 0.1 K/ps.
Because the cubic samples with an edge length of ∼ 10 nm are too small to study
deformation mechanisms such as shear banding, we build extended slabs by peri-
odically replicating these precursors 3 times along x and 7 times along z. Periodic
boundary conditions are used along the x- and z-dimensions (10 nm and 70 nm),
while open boundary conditions are used along the third dimension (30 nm). These
slabs are equilibrated for another 1 ns before a constant engineering strain rate of
108/s is applied in the z-direction. Furthermore, boundary conditions were such
that normal stresses in the lateral directions remained close to zero. To assess the
variability of the measured stress-strain curves, which is to be expected at such
small scales, we performed five statistically independent tensile tests with each
sample. For this purpose five different glass slabs have been built from each pre-
cursor by equilibrating the structures with a different random number generator
seed for initializing the velocity distribution. The five stress-strain curves of each
sample set are plotted on top of each other in Figure 22(a). From this analysis, it
is evident that the value of the yield stress is reproducible while the flow stress is
subject to large scatter. We observe that longer annealing times result in samples
with a higher yield stress while the flow stress that is reached after the initial load
drop is on average independent of the pretreatment time.
Snapshots in Figure 23 showing the shear strain distribution in the annealed
and pretreated samples at 12% macroscopic strain reveal how a major shear band
oriented at 45± 5 degrees to the loading direction has formed in all samples during
the load drop. It can be seen that the pretreated samples develop slightly thicker
shear bands, which may be responsible for the larger stress relieve. This visual
observation is confirmed by an increase of the strain localization parameter ψ169
[cf. Eq. 3.18] shown in Figure 22(b). While the as-cast samples exhibit a mean
strain localization parameter of ψ = 0.22 (averaged over five runs), the mean values
determined for the annealed samples range from ψ = 0.28 to 0.31. Note, that all
calculated localization parameters show large error bars (up to ±0.09), since the
value depends on when and how the shear band develops. In the chosen sample
geometry, the shear band always nucleates from the surface. The exact position and
nucleation time is, however, subject to statistics. Nonetheless, the trend is visible
that in the annealed, more relaxed glasses the strain localization is generally higher
and shear bands grow thicker as compared to the as-cast sample.
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Figure 23: Snapshots of the atomic configurations at 50 K and 12% macroscopic strain,
where the atoms are color coded according to the local atomic von Mises strain. Samples
1-5 in each row represent the five independent simulation runs for MGs (a) built from the
as-cast precursors and (b) built from the precursor that has been annealed for 900 ns at
580 K.
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Figure 24: Stress-strain
curves from tensile tests
performed at 50 K, 300 K
and 500 K of the as-cast
sample and the samples
that were annealed
for 900 ns (both with
and without applied
constant load). Five
independent simulation
runs were performed
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of each other. The
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caused by long-time
annealing prevails even
at 300 K and 500 K.
Glasses in simulations are commonly considered less relaxed than their exper-
imental counterparts83,167,170 due to the employed extreme quenching rates. Fan
et al. found a shifting of the activation barrier distribution in a Cu56Zr44 glass to-
wards higher energies167 for glasses that were quenched at slower rates. In our
case, that would explain why the deeply relaxed annealed glasses, that correspond
to slowly quenched glasses, exhibit an increased yield strength with respect to the
less-relaxed as-cast state. In order to still observe shear banding, the deformation
behavior of MGs is conventionally studied in the low temperature regime only
(50 K).83 Thus, the question arises how the annealed samples with their increased
number of FI motifs mechanically behave at higher temperatures. The yellow and
blue curves depicted in Figure 24 represent the stress-strain curves of the samples
in the as-cast and annealed (900 ns) states obtained at 50 K, 300 K and 500 K. As
expected, the yield stress is reduced at higher temperatures. Furthermore, the
absolute strengthening effect of the annealing pretreatment persists up to 500 K.
Figure 25 depicts atomic snapshots of one as-cast and annealed sample set after
having experienced 12% macroscopic strain during tensile testing at 300 K. At this
temperature, the "unrelaxed" as-cast MGs always deform homogeneously and STZs
nucleate uniformly in the samples. In contrast, all pretreated samples exhibit clear
strain localization, albeit spread over more than one major shear band. Notably,
formation of such shear bands visibly reduces the STZ activity in the remaining
matrix. The above findings are summarized in Figure 26, that shows the tempera-
ture dependence of the yield stress and strain localization parameters observed in
the as-cast and deeply relaxed glass taking into account five independent tensile
tests for each data point. At all testing temperatures the average strain localization
is larger in the relaxed glass than in the as-cast state. With increasing tempera-
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Figure 25: Snapshots of the atomic configurations of the five samples in each sample set
after 12% macroscopic straining at 300 K. The atoms are color coded according to the local
atomic von Mises strain. While the (b) as-cast samples only deform homogeneously, the
annealed ones (a) clearly exhibit shear banding which is expected from experiments but
unusual for simulations performed at 300 K.
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Figure 26: Temperature dependence of the (a) yield stress and (b) strain localization pa-
rameter of the as-cast and 900 ns annealed sample sets.
ture, the difference in the absolute value becomes smaller. Sample sets where shear
bands occur are recognizable by having a non-negligible standard deviation to the
average shear localization parameter, see Figure 26(b). These simulations provide
proof that deformation via shear banding can be achieved in simulated glasses even
at room temperature by pretreating the quenched structure at sub-Tg temperatures
for an extended period of time.
5.3 uniaxial creep loading
We have shown, that opposite to earlier assumptions, shear banding can indeed
be observed in room temperature simulations of conventional tensile tests of MGs,
if the glasses are in a deeply relaxed state. Admittedly, a rather time-consuming
annealing procedure was necessary to reach this relaxation state. Naturally, this
raises the question whether the relaxation process can be manipulated, ideally even
sped up, e.g. by applying external elastostatic stress to overcome local barriers.
Thus, during the long-time annealing procedure, a uniaxial constant tensile load is
applied, with the objective to impose creep conditions. In doing so, the same long-
time annealing experiment was repeated at 580 K with the as-cast sample being
subjected to an elastostatic load of 750 MPa.
Figure 27 shows the creep curve of the Cu64Zr36 metallic glass. It can be seen
that over the entire time period of 1 µs, the creep rate still does not converge. This
absence of a linear creep stage has been observed before for metallic glasses in
both experiments and simulations:49,121,171–173 The creep deformation can be de-
composed into an elastic, a recoverable anelastic and a permanent viscoplastic part.
It should be noted that MD simulations typically reach time scales around 100 ns
and the creep deformation is mostly recoverable on such short intervals, because
the elastic and anelastic part dominate over the irrecoverable deformation. Here,
we observe that over an extended creep interval of 1 µs, a total strain of 5% is
reached without any sign of failure. The simulation was interrupted after differ-
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Figure 27: Creep curve of an as-cast Cu64Zr36 metallic glass obtained by static uniaxial
tensile loading at 0.75 GPa and 580 K. After 300 ns, 400 ns, 500 ns and 900 ns the sample is
unloaded and subsequently annealed at zero pressure for another 50 ns. The elastic and
anelastic part of the creep deformation can be recovered during relaxation, the remaining
plastic strains are marked with crosses.
ent times along the creep trajectory and replicas of the sample were unloaded and
subsequently relaxed for another 50 ns at zero pressure and 580 K for comparison
with their load free annealed counterparts shown in the previous section. These un-
loading processes are indicated by yellow curves in Figure 27, where the remaining
strain after relaxation represents the irreversible plastic deformation. It is evident
that the plastic strain monotonically increases, reaching more than 3% after 900 ns
of creep time.
With these precursors, again, four sample sets with five slabs of 1.3× 106 atoms
were modeled and exposed to tensile tests at 50 K. Figures 28(c) and (d) show
the stress-strain curves and mean strain-localization parameter for each sample set.
For comparison, the tensile tests of the load-free annealed samples (cf. Figure 22)
are shown again in Figure 28(a) and (b). At first, the situation does not appear
much different to before. A prolonged creep pretreament, leads to an increased
yield stress and strain localization. Note, however, that the straining direction dur-
ing tensile testing is parallel to the direction of creep load during the described
pretreatment. In Figure 29(a) we put the measured yield stress in relation to the
change in potential energy per atom for the two sets of precursor materials, i.e.
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Figure 28: Stress-strain curves from tensile tests performed at 50 K of the as-cast sample
and sample sets taken after 300 ns, 400 ns, 500 ns and 900 ns of (a) annealing pretreatment
and (c) uniaxial creep loading. (b) Evolution of the mean strain localization parameter with
the macroscopic strain in the annealed samples and (d) the creep samples. Mean values
have been obtained from the five individual specimens of each sample set.
their degree of relaxation. The potential energy of the as-cast sample served as ref-
erence. Both types of pretreatment, creep loading and annealing, clearly lead to a
strengthening of the material in comparison to the as-cast sample. More precisely:
longer pretreatment times generally lead to a deeper relaxation state of the material
(cf. Figure 29(a)) which in turn seems to correlate with the increased yield stress.
This is an expected finding, because one would anticipate a depletion of readily
activatable STZs in a glass that has been brought into a more relaxed state, making
it more resistant to deformation.
If we directly compare the observations made for the two pretreatment proce-
dures, however, the situation turns out to be more intricate (Figure 29(a)). For
equal pretreatment times, the yield stress is always higher in the crept sample than
in the corresponding annealed sample. This trend also prevails at room tempera-
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Figure 29: (a) Comparison of the yield stress of the as-cast, crept and annealed samples
measured at 50 K. Each yield stress value has been computed from five independent tensile
tests. The y-error bars show the corresponding standard deviation, in some cases the points
are larger than the error bars. The x-axis shows the decrease in the potential energy (of the
quenched samples minimized via the conjugate gradient method) with respect to the as-
cast sample. The shaded areas solely serve as guide to the eye. In general, the potential
energy of an annealed sample is lower than that of its creep counterpart. (b) Correlation of
potential energy and FI fraction during relaxation.
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ture and 500 K, shown in Figure 24. On the other hand, the athermal energy states
of the annealed samples are lower than those of the corresponding creep samples.
This matches the high-temperature results in Figure 21(a), where the evolution of
the potential energy at 580 K is shown for both the annealing and creep pretrea-
ments. Other than an offset due to the straining the curves exhibit a very similar
shape. But clearly, no speed up of the relaxation process can be enforced through
the creep pretreatment. On the contrary, the final glass state after 1 µs of creep is
from an energetic point of view slightly rejuvenated with respect to the stress-free
annealed one, since it resides in higher energetic state.
5.4 chemical and topological short range order
The previous observation seems to contradict the assumption that glasses exhibiting
a lower energy state are generally stronger. In an attempt to resolve this discrepancy,
we first examined the atomic structure of the glasses more closely and performed
an atomic Voronoi analysis. Figures 21(b) shows the evolution of the fraction of
Cu-centered icosahedra during annealing, here denoted as FI. Regardless of the
pretreatment type, the number of FI always increases with time with a maximum
increase of around 1%. A saturated state seems to be reached for pretreatment
times longer than 500 ns. The increasing number of FI corroborates the finding
that the yield stress increases with pretreatment time. But, again, the fact that the
total number of FI, which are believed to be energetically more favorable over other
motifs, is always higher in the crept samples than in the annealed ones seems to
contradict their potential energy hierarchy as plotted in Figure 29(b). These findings
render the density of FI, i.e. the icosahedral short range order (ISO) questionable
as a structural indicator for the glass relaxation state. As stated by Ding et al.,12
more characteristic parameters are needed to fully describe MGs, and the analysis
of the Voronoi polyhedra should be extended to their CSRO as well. Indeed, when
examining the CSRO of the FI present in the crept and annealed samples, we can
observe that firstly, the favored CSRO among the FI is the Cu6Zr6 cluster shell as
shown in Figure 30(a). Secondly, in the crept samples, the fraction of energetically
less favored Cu7Zr5 clusters (with respect to Cu6Zr6) is increased. Furthermore,
although these clusters share the same coordination number, their energies differ,
which is depicted in Figure 30(b). The latter also shows that the mean potential
energy of a Cu-atom in the center of a FI does not change much during creep
or annealing when comparing the same CSRO. Moreover, it is evident, that the
average potential energy of the FI center atom increases with increasing amount of
direct Cu neighbors. The average potential energy of Cu center atoms of FI with
eight Cu and four Zr neighbors even lies below the average potential energy of all
Cu atoms in the sample, depicted as solid line in Figure 30(b). The distribution of
FI clusters with different CSRO and their corresponding potential energies matches
the trend, that the crept samples feature a higher number of FI but at the same
time higher potential energies than the annealed samples: In the crept samples, the
number of energetically more unfavorable Cu7Zr5 clusters increases faster than in
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Figure 30: (a) Histogram of different FI cluster types ordered by increasing number of Cu
atoms in the Z12 Voronoi polyhedron. In the creep samples, the population of Cu7Zr5
clusters is increased. (b) Potential energies of Cu atoms located in the different FI clusters
ordered by increasing number of Cu neighbors. For comparison the average potential
energy of all Cu atom and only those that are FI centers are shown.
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Figure 31: Histogram of different Zr-centered Z16 cluster types ordered by increasing num-
ber of Cu atoms in the Z16 Voronoi polyhedron. Potential energies of the Zr-centers belong-
ing to different Z16 clusters are shown as points.
the annealed samples. This causes a shift in the distribution of FI potential energies
and the average potential energy to higher values even though the absolute number
of FI (which so far have been considered to be the energetically most favorable
environment) is higher. Obviously this analysis would have to be repeated for the
whole set of different Voronoi signature motifs to rule out other major contributions,
however, we believe that the FI belonging to the largest representative are a good
indicator. At least, the most frequent Zr-centered Z16 clusters (NCu > 8) do not
exhibit large energetic differences (cf. Fig. 31).
We found that the distribution of FI clusters types characterized by their CSRO
is different after the creep and annealing pretreatment. While this is an intriguing
finding, the difference in atomic energies of these cluster types can not explain the
overall energy difference.
5.5 anisotropic mechanical response
Returning to the fact that the straining tests were performed along the same tensile
direction as the creep treatment: We can explicitly show that the material must
have attained an anisotropic state after the creep treatment by repeating the strain-
ing experiment in a different direction, perpendicular to the creep load direction
(Figure 34(b)). In this orientation, the yield stress of the creep sample becomes
even lower as in the sample that has been annealed for the same duration under
zero load, which becomes more clear from Figure 33. We note that these observa-
tions are independent of the geometry of the samples (3d periodic vs. thin-film
geometry) as evidenced by the stress-strain curves presented in Figures 34(a)-(c).
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The atomic flexibility volume (Eq. 1.3), which is correlated to soft-spots present
in the sample,81 should give a clearer picture. The sample average of the per-atom
values obtained at 300 K in the as-cast, crept and annealed samples is given in
Figure 32. The thermal mean squared displacement has been averaged over 50
time intervals of 1 ps simulated in the microcanonical ensemble, where the samples
have been previously equilibrated at 300 K. The flexibility volume in the unrelaxed
as-cast sample is highest and, indeed, when comparing the crept and annealed
samples, the flexibility volume is lowest in the annealed sample, which matches
with the order of the potential energies of the samples.
What is the mechanistic picture behind the here observed anisotropic mechan-
ical response? Structural anisotropy in MGs caused by mechanical deformation
has been reported before in experimental studies using X-ray diffraction to mea-
sure the structure function and pair density distribution function.11,63,174,175 In our
case, however, the analysis of the RDFs does not reveal any differences [cf. Fig-
ure 35]. One might suspect that the previous straining in z-direction causes a bond-
elongation in that direction. Thus, we also examined the projection of the neighbor
bonds onto the z-axis, but still, no differences in the distribution of bond lengths
could be detected. To ensure, that these subtle details are not swallowed in the
noise, we repeated the same analyses for the bond distributions of the FI-clusters
[cf. Figure 35(a) and (b)], but the RDFS of the FI do not hint towards a bond-length
change either. Here, we can thus preclude that the anisotropic mechanical response
is rooted in a changing bond distribution.
Nonetheless, the remaining plastic creep deformation observed here is as high
as 3%, as visible for sample C4 in Figure 27. Hence, significant STZ activation had
to occur in the crept samples. When unloading not all of them can be reversed
leaving residual stresses behind. The observed higher yield strength despite the
energetically less relaxed material state could also be explained in the framework
of the PEL. We suggest that the creep prestraining introduces a bias in the PEL and
causes an anisotropy in the glass, that is not visible by the characterization meth-
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ods we used here. Assuming an initially broad distribution of activation barriers
for STZs in the as-cast glass, we posit that easily activated barriers are exhausted
during the creep pretreatment, which leads to a strengthening of the glass in the
subsequent deformation experiment. We expect this effect to be visible as a shift in
the STZ barrier distribution. The distribution could be measured by the activation
relaxation technique (ART) as e.g. described in Refs. 69 and 167. Determination of
the two spectra of the annealed and crept samples warrants further study.
5.6 conclusion
We have shown that even at temperatures well below Tg, long-time annealing un-
der both load-free and constant uniaxial loading conditions causes aging accompa-
nied by an enhanced relaxation. These processes occurred at timescales far beyond
100 ns, i.e. on time-scales that are usually not assessed during MD-simulation of
MGs. In general, we observe that MG samples that were relaxed longer, exhibited
a higher strain localization and higher yield stresses. In the deeply relaxed glasses,
strain localization in a major shear band could even be observed at room temper-
ature, which could help bridging the gap between experimental and simulation
studies. In addition, we were able to manipulate the relaxation process by inducing
creep deformation. Such a pretreatment did not enhance the relaxation process but
introduced an anisotropy in the glass, such that the yield strength under tensile
load parallel to the prestraining direction was even further increased. We suggest
that this effect is caused by a shift in the STZ barrier distribution.
57
58
6
C Y C L I C L O A D I N G
In the previous chapter we have shown that long-time annealing at 0.65Tg under
an elastostatic uniaxial load of 750 MPa causes aging accompanied by anisotropic
mechanical behavior. In order to avoid this anisotropy a different loading scenario
may be considered, e.g. a hydrostatic stress environment. Moreover, the benefit of a
load cycling between tensile and compressive hydrostatic stresses is that in theory
the average stress should be zero. Such loading conditions have been used before
to study aging of a potassium sodium alumosilicate glass by means of MD.176 In
the case of this network glass, the motivation to use cyclic stress-perturbation was
to accelerate the aging process and be able to predict long-time relaxation from
MD simulations, which was otherwise not possible during simulations at ambient
pressures and temperatures. The atomic structure of our MG, however, is very dif-
ferent from those of rigid network glasses and we showed that relaxation processes
already occur on timescales of a few hundred nanoseconds during stress free an-
nealing [cf. Ch. 5]. We thus expect to be able to reduce the aging simulation times
through the application of a cyclic elastostatic load.
6.1 simulation setup
The simulation setup is schematically shown in Figure 36. The same cubic sample
from Ch. 5, denoted as "as-cast", is heated to 580 K with a heating rate of T˙ =
0.1 K/ps and subsequently subjected to an isostatic load cycling of ±750 MPa using
the Nosé–Hoover thermo- and barostats. Each load cycle consists of 1 ns tensile
loading and 1 ns compressive loading. This cycle procedure is repeated up to 250
times.
Then, analogous to the experiments in Ch. 5, the cycling is interrupted after
300 ns and 500 ns and these samples are quenched to 50 K with T˙ = 0.1 K/ps and
further equilibrated. The cubic precursors are again replicated to generate larger
glass slabs of 30 × 10 × 70 nm3 that are used for low-temperature tensile testing
under 2d-periodic boundary conditions with a constant engineering strain rate of
e˙ = 108/s.
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Figure 36: Hydrostatic cyclic loading procedure at T = 580 K. The stress conditions are
switched between tensile and compressive hydrostatic loading. After this pretreatment, the
sample is replicated and tested in conventional tensile tests at 50 K and room temperature.
6.2 energy relaxation
Figure 37(a) compares the evolution of the potential energy during 500 ns of an-
nealing and cyclic loading at T = 580 K. For the cyclic loading, each data point
corresponds to the energy at the end of a 1 ns load sequence. What is striking is
that the potential energy curves of the compressed and tensioned samples do not
coincide. In the ideal elastic regime, the elastic strain energy contribution should
both be positive and both curves should have the same offset with respect to the
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Figure 37: Evolution of the potential energy during annealing (red data points) and cyclic
loading (blue data points) at T = 580 K. Each point represents the potential energy after
1 ns of static loading with 750 MPa or −750 MPa. (b) Radial distribution functions before
and after 250 pressure cycles (obtained after static minimization).
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Figure 38: (a) Potential energy-volume dependence of the as-cast sample at 580 K and 50 K.
The initial volumes are marked in black. (b) Corresponding energy-pressure dependence.
stress-free annealed state. Moreover, the potential energies of the compressed sam-
ples are even lower than in the stress-free annealed case. An explanation for this
behavior can be found in the dependence of the potential energy on volume and
pressure as shown in Figures 38(a) and (b). The data points have been obtained by
incrementally rescaling the dimensions of the simulation cell at 580 K (red curve)
and 50 K (blue curve), respectively. After each volume change 20 ps of equilibration
have been simulated in the canonical ensemble. The black points mark the initial
configuration in each case. At 50 K the equilibrium configuration corresponds to
the minimum of the potential energy, see Figures 38(a). Any rescaling of the volume
brings the sample out of its minimum energy configuration and the corresponding
pressure vs. potential energy curve is symmetrical, visible as blue curve in Fig-
ure 38(b). At 580 K however, the initial configuration does not coincide with the
minimum of the potential energy–volume or potential energy–pressure curve any
more. This shift in the potential energy is due to the entropic contributions. Increas-
ing the volume leads to to a potential energy increase and decreasing the volume
causes the potential energy to decrease. We observe that the volume change during
pressure application is fully reversible. Once the pressure is removed the sample
returns to its initial volume with the corresponding higher potential energy state.
This is not at odds with thermodynamics since actually, one would have to look
at the Helmholtz free energy of the samples, i.e. the thermodynamic potential of
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and times "cy" stand for cyclic loading, "C" for creep, and "A" for isothermal annealing, and
the number denotes the pretreatment time (1) 300 ns, (3) 500 ns and (4) 900 ns in analogy to
the nomenclature in Ch. 5.
the canonical ensemble. Of course its minimum doesn’t have to coincide with the
minimum of the potential energy, especially not at high temperatures.
What is the effect of this cycling procedure on the atomistic structure of the
MG? The RDF in Figure 37(b) at least shows no structural changes. The Voronoi
analysis of the quenched samples, however, reveals that the number of FI clusters is
increased from 19.3% to 20.1% after 500 ns of cyclic loading. Thus, the pretreatment
presented here should also result in increased mechanical strength with respect to
the as-cast sample. In the next section, we will reveal the influence of the cyclic
loading on the low-temperature mechanical properties.
6.3 conventional tensile testing
Figure 39(a) shows the results of the tensile tests at 50 K for glass slabs generated
from precursors after two different cycling times, 300 ns and 500 ns. Again, five
independent tensile tests per sample set have been performed. As already observed
and explained in the previous chapter, the yield-stress is reproducible and the flow-
stress is subject to statistics. Much like the annealing and creep pretreatments, cyclic
loading at 580 K generally improves the low-temperature mechanical strength: With
respect to the as-cast sample, the pressure-cycle pretreatment increases the 50 K
yield-stress by 178 MPa after 300 ns and 197 MPa after 500 ns.
How does this compare to stress-free annealing or uniaxial creep? Figure 39(b)
summarizes the following observations: On the one hand, when comparing the cor-
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Figure 40: Snapshots of the atomic configurations at 12% macroscopic strain colored ac-
cording to the local atomic von Mises shear strain. (a) The precursor has been annealed
at 580 K for 500 ns. Shown are five independent simulation runs performed at 50 K. (b)
The precursor has been treated by pressure cycling at 580 K. Depicted are five independent
simulation runs performed at 50 K (top row) and 300 K (bottom row).
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relation of the potential energy reduction with the yield stress increase due to the
different pretreatments, the cycled samples exhibit higher energies than their crept
or annealed counterparts. The energy values have been measured after quenching
and statically relaxing each precursor sample. The yield stress values, on the other
hand, range in between those obtained after creep and annealing pretreatments.
These results suggest that similar to the case of uniaxial creep loading, some low
energy barriers disappear during cycle loading and the distribution of energy bar-
riers for STZ activation is shifted to higher values, such that the cycled MG exhibits
a higher strength. The main difference between hydrostatic cycling and uniaxial
tension is that no anisotropic mechanical behavior should result from the hydro-
static treatment. Moreover, we could show that structural relaxation can already
be achieved at 580 K under load-free conditions. Thus, it is not too surprising that
the absolute differences in yield stress after the thermal and the thermo-mechanical
treatments are small, i.e. < 100 MPa.
Finally, from the results in Ch. 5 we know that the shape of the stress–strain
curves may not be a sufficient criterion to distinguish between homogeneous and
inhomogeneous deformation modes. For that reason, we present snapshots of the
atomic configurations at 12% macroscopic strain during tensile testing in Figure 40,
where atoms are color coded according to the local atomic von Mises strain. Fig-
ure 40(a) shows the samples from five independent tensile tests that have been
annealed for 500 ns at zero-load as a reference. In all five samples, a major shear
band is formed. Samples 2 and 3, exhibit additional shear band nuclei, that are on
the verge of forming a continuous band. The results of the 50 K and 300 K tensile
tests after the pressure-cycling treatments are summarized below in Figure 40(b).
Again, in all five independent simulation runs a major shear band is formed. As
compared to the load-free annealed samples, it seems that less STZ activity is oc-
curring in the matrix. Even at 300 K, shear bands can be observed in two out of
five cases (at 12% macroscopic strain). The chosen constant engineering strain rate
of e˙ = 108 /s is sufficiently slow to observe shear band formation in these sam-
ples, which was not the case for the less-relaxed as-cast sample tested at 300 K (see
Figure 24 in Ch. 5).
Generally, the shear bands that formed during tensile testing at 50 K are thicker
in the pretreated samples as compared to the as-cast state. As for the different
pretreatment types, it might be rather speculative to correlate differences in the
shear band width with the type of pretreatment. Yet, we can conclude that any
of the three treatments used here lead to deeply relaxed MG states, which in turn
allows to reduce the strain rates necessary to observe shear band formation in MD-
simulations - even at room temperature.
6.4 conclusion
In conclusion, sub-Tg hydrostatic cyclic loading within the elastic regime caused
the MG to age. As opposed to simulation results obtained for network glasses,
however, no speed up in the relaxation dynamics did occur. On the contrary, the
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hydrostatic pressure cycling resulted in a slightly rejuvenated sample with respect
to the stress-free long-time annealed case. In analogy to the cycling and annealing
pretreatments studied in Ch. 5, the aging process manifests itself in improved me-
chanical strength and increased strain-localization during 50 K tensile testing. The
observed yield stress increase with respect to the as-cast state could be correlated
with an increased fraction of FI clusters. The effect is not as pronounced as in the
case of uniaxial creep loading, but the advantage of using hydrostatic stress states
is that no anisotropic mechanical behavior is induced.
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7
I N F L U E N C E O F S E C O N D A RY P H A S E T O P O L O G Y
The results presented in this chapter have been published in Ref. 177.
So far, we discussed different thermo-mechanical pretreatments of the homoge-
neous Cu64Zr36 MG and their impact on the low-temperature mechanical strength.
Another common strategy to improve the room-temperature mechanical properties
of MGs is to reinforce them with crystalline secondary phases. Typical crystalline
composite microstructures involve dendritic crystalline phases which percolate the
glass phase.6,178 Besides an increase in yield strength, secondary phases can be
beneficial to the ductility by promoting a more homogeneous deformation behav-
ior through the formation of multiple shear bands. In these composites this is the
case, since shear bands are spatially confined and are arrested at the glass-crystal
interfaces, causing new ones to nucleate. However, with decreasing volume fraction
and size of the secondary phase the deformation mechanism changes. For nano-
sized precipitates, e.g., different interaction scenarios between shear bands and the
precipitates have been observed. By means of MD-simulations of Cu64Zr36 Brink et
al. established that depending on the crystallite size and distribution either shear
band wrapping, blocking or cutting is favored.9
All the above findings have been obtained during conventional loading condi-
tions at low temperatures. In the SCL state (>Tg) the presence of crystalline precip-
itates can have an impact on the rheological behavior.134–136 During thermoplastic
deformation of a Ti-Cu based MG containing micrometer-sized B2 particles, e.g., an
increased viscosity could be correlated with larger volume fractions of secondary
phase. FEM-simulations revealed that the viscosity increase was caused by sluggish
flow in the vicinity of the particles.136 However, the effect did only play a role for
threshold volume fractions of secondary phase larger than 15%.
At intermediate temperatures and low stresses, in contrast, the deformation be-
havior of MG–crystal composites has not received much attention so far. If the
viscosity is altered by the presence of glass-crystal interfaces, it stands to reason
that the creep behavior is also affected. In this chapter we study Cu64Zr36 MG-
matrix composites with various geometries of an embedded crystalline phase in
order to asses the impact of secondary phases on the creep behavior. In experimen-
tal Cu–Zr glasses, B2 CuZr precipitates can be obtained by annealing procedures
and during deformation179–182 and are thus chosen as a representative crystalline
phase for our model systems. The B2 phase is brittle and dislocation activation is
hindered by the high antiphase-boundary energy. Indeed, in previous simulations
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Figure 41: Snapshots of the composites from the sample series with f = 30 % and φ =
210 µm−1. (a) The glass sample. Color coding: Blue and red represent Cu and Zr atoms,
respectively. (b)–(f) Surface meshes of the secondary CuZr B2 phases that are inserted into
the glass matrix.
using the interatomic potential by Mendelev, this phase was shown to only respond
elastically when being part of a composite.9 Analogous to crystalline materials, the
question arises if mechanical reinforcement against creep is possible by introducing
a stronger non-yielding secondary phase, e.g., by combining a glass matrix with a
crystalline phase. Therefore, our systems are a mixture of a crystalline phase with
high yield stress, that only reacts elastically, combined with an amorphous phase.
As explained in Ch. 2, such composite models were also proposed for ceramics,130
and are therefore relevant models even beyond metallic systems.
7.1 simulation setup
The straight-forward way to model glass–crystal composites is to insert the sec-
ondary phase and delete all overlapping atoms, as described in the Methods sec-
tion 3.3. Figure 41 shows a snapshot of the homogeneous Cu64Zr36 metallic glass
and the different secondary phase topologies used in this study. The matrix glass,
a cubic box of dimension 20× 20× 20 nm3 of Cu64Zr36, is obtained by quenching
from the melt with 0.01 K/ps at ambient pressure. This glass is then equilibrated at
300 K, again at ambient pressure, for 1 ns. The composites are created starting from
the glass matrix, by cutting out the desired geometry for the secondary phase and
filling the empty space with a B2 crystal oriented with the 〈100〉 directions along
the Cartesian axes. The lattice constant for B2 was obtained using a simulation at
300 K. After assembly, the composites are relaxed for 1 ns at 300 K and ambient
pressure.
We start with an interpenetrating, continuous network, depicted in Fig. 41(b),
which serves as a model for percolating crystalline structures embedded in a glass.
Such structures resemble those that have been proposed, e.g., for phase-separating
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oxide glasses.130 The networks in our simulations were obtained by creating a mask
using simulated spinodal decomposition of a binary alloy which has been used to
model nanoporous metallic models as in Ref. 149. The two components are chosen
with volume fractions of fA = 0.3 and fB = 0.7. The system completely decom-
poses into a network (A) and a matrix phase (B). Then, the network phase starts
to coarsen. The network structure is extracted from four different evolution stages
of this coarsening process and used as a mask. Thus, the masks have the same
volume fraction, f = 0.3, but different surface areas. We use those two parameters
to describe the geometry of the secondary phase: The crystalline volume fraction
f and the specific interface area φ. We define the latter as the surface area of the
free-standing crystalline phase divided by the total volume of the composite:
φ =
Ainterface
Vtot
. (7.1)
The surface area is determined using a surface-mesh construction by Delaunay tes-
sellation163 as implemented in the software ovito.148 For the networks, we choose
four molds at different stages of the spinodal decomposition with specific interface
areas φ1 = 170/µm, φ2 = 210/µm, φ3 = 320/µm and φ4 = 410/µm.
In order to understand the influence of geometry in more detail, we also em-
ployed simpler geometric shapes, such as continuous nanowires in various orien-
tations (Figs. 41(c) and 41(f)), non-percolating nanorods (Fig. 41(e)), and spheres
(Fig. 41(d)). These were prepared using the same volume fraction and specific in-
terface areas as the network composites.
For the creep simulation, we choose a temperature of 500 K, which corresponds
to about 0.6 Tg. The samples are heated to the target temperature with a heating
rate of 0.1 K/ps. Creep tests are performed by instantaneously applying a constant
tensile stress in z direction for 40 ns while keeping the other dimensions at ambient
pressure. The creep rate is obtained through a linear fit of the creep simulation data
between t1 = 25 ns and t2 = 40 ns. Furthermore, a load-cycling test is simulated at
500 K by instantly unloading the samples for 20 ns and subsequently reloading for
20 ns.
7.2 plastic deformation of glass–crystal composites
As a first step, we perform tensile tests on the different samples to ascertain that we
choose a stress regime below yield for the creep tests. Figure 42 shows the stress-
strain curves obtained by tensile tests of bulk Cu64Zr36 glass, single-crystalline B2
CuZr, and the composites with a network structure [cf. Fig. 41(b)]. We perform
strain-rate-controlled tensile tests at T = 500 K with a constant engineering strain
rate of e˙ = 4 · 107/s. The tensile direction coincides with the [001]-orientation of
the single-crystal. It can be seen that the Young’s moduli of the glass and crystal
are very similar, but the yield-stress of the glass is far exceeded by the crystal’s.
Furthermore, it is evident that the four composites exhibit lower elastic moduli
than their pure constituents, even though they all contain the same volume fraction
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of crystalline network phase, f = 30%. This suggests that the specific interface area
plays a strong role in the mechanical properties. The higher the specific interface
area φ, the lower is the composite’s mean elastic modulus. On the other hand, the
composites have a higher flow stress and do not show the stress overshoot typical
for a glass. Such a “flattening” of the stress response has also been observed in other
glasses with a microstructure containing weakened interfaces, such as NGs.83,98
From these results we can conclude that σ = 750 MPa is an appropriate stress level
for creep testing at T = 500 K, since it is below the individual yield stresses of both
the composite structures and the homogeneous glass, but high enough to observe
creep on MD timescales. The crystalline phase is still in the linear elastic regime up
to strains of at least 5%.
7.3 creep simulations
7.3.1 Homogeneous glass and interpenetrating network secondary phase
Instead of strain rate controlled experiments, we now switch to creep conditions
under static uniaxial loads. Figure 43 shows the creep curves of four network com-
posites with topologies as depicted in Fig. 41(b), with the parameters established
above. Additionally, we show the creep curve of the homogeneous glass. At the
simulation times available, we were never able to observe failure. The creep curve
rather suggests viscoelastic behavior which appears as a mix of creep stages I and II.
Analogous to Ch. 4 we simply extract the creep rate in all cases from the slope in the
time range between t = 25 ns and t = 40 ns to obtain comparable data. The creep
strain depicted in the following figures is always the true strain, etrue = ln(Lz/Lz0),
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the samples fitted be-
tween t = 25 ns and
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where Lz is the box length in z direction. In this way, we ensure that the fitted creep
rates are independent of the initial box length Lz0 in loading direction.
Moving on to the composites, we observe that the creep behavior’s temperature
dependence also resembles the behavior described by Argon, cf. Fig. 44. Surpris-
ingly, Fig. 43 reveals that the composites exhibit much higher creep rates than the
homogeneous glass at the same temperature. Furthermore, we note that the larger
the specific interface area φ, the higher is the total true creep strain after 40 ns,
which is also reflected in the inset to Fig. 43, which shows that the creep rate
increases with φ. For these glass–crystal composites, composed of viscous glass
phase and a stronger crystalline phase that cannot exhibit dislocation activity un-
der the present testing conditions, we would have expected a decrease in the creep
rate. The observed increase seems counter-intuitive, considering the mix of a time-
dependent deforming phase with a significant volume fraction of non-deformable
phase. In fact, we showed above that at the creep strain levels obtained here in the
composites, the crystalline phase only deforms elastically. Thus the creep behavior
of the composite must be governed by the glass phase.
How is it possible that introducing the network phase, makes the glass more
prone to creep? A first explanation can be found in the elastic moduli of the glass
and crystal. While they do not differ much, the composites are less stiff than the
homogeneous glass (see Fig. 42). Thus, we can infer that the composite interfaces
must be weaker than the surrounding matrix. To understand the influence of the
interface, we need to study the creep deformation in the glass and crystal phase at
the atomic level. Figures 45(a)-(e) shows snapshots of the atomic strain in the ho-
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mogeneous glass and composite structures. The color coding indicates the amount
of atomic strain experienced by the atoms. We use two different color maps for
the atoms that initially belonged to the glass matrix or the B2 crystal. The results
of this strain analysis support the hypothesis that the crystalline phase only de-
forms elastically since we could not observe any dislocation activity. Furthermore,
Figs. 45(b)-(e) reveal that the deformation is mostly localized in the interface. For
very high specific interface areas (φ = 410/µm), almost the complete glass matrix
can be considered as an interface region because of the small distance between
the two interfaces. The pure glass, however, exhibits a homogeneous distribution
of STZs without the formation of shear bands, which resembles the non-interface
glass regions in the composites. This suggests that the glass–crystal interface can
be viewed as a weak interphase, where the effective activation barrier is lower than
in the surrounding glass. Therefore, STZs are more easily activated in the interface
than in the bulk glass and a closer look at the interface is warranted. For this, we
performed a Voronoi analysis of the atoms in the interface and glass phase. The
interface is defined such that it includes glass atoms at the direct glass-crystal in-
terface and their neighbors in the glass phase within a cutoff of 3.6 Å. Figure 65(f)
exemplarily shows the Voronoi statistics of the Cu atoms in the glass and interface
phase of the sample with network microstructure φ = 170/µm, both before and
after 40 ns of tensile creep testing. Prior to the Voronoi tessellation, an energy min-
imization using molecular statics has been performed. Here, only polyhedra that
either occur more often than 2% in the glass phase or interface phase are shown, the
remaining polyhedra are summarized under the category “others”. When compar-
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ing the most prominent Cu centered polyhedra in the interface and glass phases,
it is evident that the geometrically favorable motifs, also called Z-clusters,183 are
abundant in the glass. This is especially visible for the copper-centered icosahedra
(Z12), and their defective version 〈0, 2, 8, 2〉. Their fraction is significantly reduced
in the interface, where more geometrically unfavored motifs (GUMs),12 such as the
〈0, 3, 6, 4〉 polyhedron, can be found. Additionally, 13-fold 〈0, 5, 2, 6〉 and 14-fold
〈0, 4, 4, 6〉 clusters appear at the immediate glass-crystal interface. The zirconium-
centered polyhedra exhibit similar trends and are omitted here. In total, these
results indicate a weakened glass structure in the interface. This is also supported
by the lower number density of the interface of 50.1 atoms/nm3 as compared to
63.3 atoms/nm3 in the glass matrix. Thus, there is excess volume in the interface.
Additionally, Fig. 45(f) shows that the Voronoi statistics of the glass do not change
during the 40 ns of creep deformation. In the interface, there is a slight increase in
occurrence of Z12 and Z13 clusters after 40 ns creep testing. Moreover, in a common
neighbor analysis, we could observe a minor increase of 0.4 % in the fraction of bcc
atoms in the overall composite. These last two observations indicate a marginal
stress-assisted relaxation of the interface. Nonetheless, the effect is negligible.
When comparing the composites in Figs. 45(b)-(e), it can be seen that the higher
φ, the higher is the amount of glass atoms with a high atomic strain. This matches
the observation of increasing creep rates with increasing φ. The more STZ sites
can be activated, the higher is the resulting creep rate. Nanoscale microstructures
in Cu-Zr-based MGs have been reported in literature,8,82,184 with secondary phase
particle diameters between 2 nm and 20 nm. This corresponds to our spherical in-
clusions, which have a diameter of 9 nm. In few studies with spherical precipitates,
both the phase fraction and average diameter of the secondary phase are given,9,184
which allows direct comparison of the specific interface area φ with our models. In
Ref. 184, which is closest to our geometry, the average diameter of these particles
is around 20 nm with volume fractions between f = 0.064 to 0.0176. This yields
values of φexp between 21/µm to 53/µm. Since we use slightly higher volume frac-
tions, we simulate higher specific interface areas, but they only differ by a factor of
4 to 10 from the experimental ones. Hence, we expect that the effect of increasing
creep rate with increasing interface is experimentally observable.
7.3.2 Influence of interface geometry
We showed above that the interface promotes creep and that the specific interface
area φ is directly related to the creep rate. If we assume a simple, three-phase
composite model of glass, crystal, and interface, this would suggest that φ is the
only parameter for creep. We tested this by generating simpler geometric shapes
with similar parameters φ and f to the network structures, where f is always 0.3.
Considering that the network composites have a complex interphase topology with
a variety of surface orientations, we at first construct two simpler geometries: A
non-percolating crystalline phase in the form of spherical particles and a percolat-
ing phase made of nanowires aligned with the loading direction, (see Figs. 41(c)
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and 41(f)). These samples are then subjected to the same load of 750 MPa at 500 K
for 40 ns. Their creep rates are shown in Fig. 46. If φ were the only parameter influ-
encing the creep rates of our composites, the latter should remain unchanged when
the shape of the crystalline phase is varied for constant f and φ. However, from
Fig. 46 we see that this is not the case. Although all composite structures exhibit
higher creep rates than the pristine glass, different secondary phase shapes lead to
different creep rates for the same f and φ. The following trend can be identified
for the network and sphere-containing composites: The higher the specific inter-
face area, the higher is the creep rate. However, the opposite trend is visible for
the nanowire composites. Thus, a simple model which only takes into account the
relative fraction of the different phases is insufficient. Even the percolation cannot
explain the different rates, as the non-percolating case (spheres) and the percolating
network structures behave similarly. The remaining difference between the three
cases is therefore the interface orientation.
Thus, in the next step we studied the creep rate dependence on the interface ge-
ometry for constant f = 0.3 and φ = 210/µm. We also compared composites with
percolating and non-percolating secondary phases: In addition to the secondary
phase network, nanowires aligned with the loading direction and spherical par-
ticles, see Figs. 41(b)-(d), we introduce non percolating nanorods as in Fig. 41(e)
and percolating nanowires, that are tilted 45◦, see Fig. 41(f), and 90◦ to the z-axis.
In Fig. 47, all these composites with different specific interface area φ are ordered
with respect to their creep rates. The reference creep rate of the glass structure is
shown on the right. The green bars are creep rates fitted from composites where
the CuZr B2 crystal orientation is [100]. The highest creep rate is shown by the
composite containing nanowires oriented 45 ◦ with respect to the loading direction.
This is followed by the sphere and network composite, that have a similar creep
rate. After that, the creep rate decreases for the wire that lies perpendicular to the
loading direction. Furthermore, the lowest composite creep-rate is shown by the
wires oriented along the loading direction. Interestingly, they are not significantly
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changed when the wires are non-continuous. The error bars for spheres represent
the standard deviation of four different spatial distributions of the spheres, while
the error bars for the networks were determined by loading the structure in the
three cartesian directions. We note that the size of the error bars is comparable to
the difference in rates between the nanowires in Fig. 46. The reduction of rate with
interface area does therefore not exceed the margin of error. The fluctuations in the
creep rate can be explained by the fact that the glass is heterogeneous on length
scales of nanometers183 and is therefore sensitive to the location of the crystalline
phase. Nevertheless, the hierarchy presented in Fig. 47 exceeds the margin of error.
As the interface controls the mechanical behavior, the results of our simulations
may be influenced by the orientation of the crystals. Hence, we repeated the simu-
lations with B2 crystalline phases oriented with the [311] direction along the z–axis.
The results are also shown in Fig. 47 and do not significantly deviate from the re-
sults with a [100] orientation. Indeed, it was found earlier that the interface energy
of copper crystals in Cu64Zr36 is only weakly dependent on the crystal orientation,93
which is in line with the current results.
7.4 interface schmid factor model
The alignment of the glass–crystal interfaces is therefore the main factor controlling
the creep rate, while percolation only seems to play a minor role. For the nanowires
oriented in loading direction, the interface normal is always perpendicular to the
loading direction, see Fig. 48(a). The 45◦ orientation however, seems to be favorable
for creep deformation (Fig. 48(b)). Based on the idea of the Schmid factor m in a
crystal, which translates the applied stress σ into a resolved shear stress τ on the
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different slip planes and glide directions in a crystal, we define a Schmid-like factor
for our composites. In a crystalline material, it is
τ = m · σ (7.2)
= cos κ · cosλ · σ . (7.3)
In our case, the amorphous interface regions act as preferential slip sites, so we use
the concept of the Schmid-factor in a similar geometric derivation.
However, we assume that in the glassy interphase there are no restrictions to
the glide direction G on the slip plane. The glide direction is thus the direction
that maximizes cosλ, which corresponds to the projection of the externally applied
force F on the slip plane (represented by its normal vector N). Using the definition
of cos κ from the classical Schmid law, we arrive at
m(N, F) = cos κ · cosλ (7.4)
=
N · F
|N||F| ·
G · F
|G||F|︸ ︷︷ ︸
max
, (7.5)
with G = F − F · N|N|2 N . (7.6)
In Fig. 49 two example interface geometries are sketched.
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We expect that different secondary phase topologies have different distributions
of these local Schmid factors. In order to characterize these topologies, we use a
total mean Schmid factor
M =
1
A
∫
A
m(NA′ , F)dA′ . (7.7)
(Note that m depends on the normal vector of the specific differential area for
which it is calculated and cannot be moved out of the integral.) We choose six
different composite structures with φ = 210/µm and f = 0.3 for comparison. The
integration over the interfaces is performed numerically: The software ovito is
used to create a surface mesh of the interface region by Delaunay triangulation.163
For each of these triangles, we can calculate the surface area A and the surface
normal N and thus m. Figure 50 shows the resulting total interface Schmid factors
on the abscissa, while the ordinate shows the corresponding creep rates for the
samples with φ = 210/µm. The data points show that—at constant temperature—
the composite structures with higher total interface Schmid factors M exhibit higher
creep rates. Note that since the mean interface Schmid factor has been determined
numerically, even for the nano-rods and nanowire-type inclusions, M is not equal
to zero. This can be attributed to the fact that there are surface triangles with
surface normals non-perpendicular to the loading direction at the edges. The lines
in Fig. 50 result from a fit of the Argon model [Eq. (2.5)] using τ = Mσ. This is
obviously only a very rough trend, since the resolved stress varies for each surface
triangle, each of which therefore contributes differently to the total creep. As such,
we employed a model using local resolved stresses to obtain quantitative results:
e˙(T, m1, m2, . . .) = αν0γ0︸ ︷︷ ︸
const.
· exp
(
− Q
kT
)
·
·
〈
sinh
γ0Ω︸︷︷︸
const.
·miσ
kT
〉
i
+ e˙0(T) .
(7.8)
In this formulation, the shear stress τ is replaced by the local resolved shear stress
miσ, calculated for each surface triangle i. This modified sinh term is then averaged.
This part of the equation represents the behavior of the interface phase. The term
e˙0(T) includes the contributions of the glass phase, while the crystalline phase only
responds elastically and is therefore not included in the formula. Fitting param-
eters are the prefactor αν0γ0, the activation barrier Q, the STZ activation volume
γ0Ω, and e˙0(T). The results of the fit, including simulations at two different tem-
peratures, are plotted using crosses in Fig. 50 and agree well with the data. Table 1
lists the results of the temperature independent fit parameters.
As we can see, the activation barrier in the interphase is severely reduced com-
pared to the values obtained for the homogeneous glass in Ch. 4 and those found
in literature.2,165 However, we observe that the noise in the creep curves is quite
large compared to the creep rates that we try to fit. A detailed treatment of this
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Figure 50: The data points show the creep rates vs. mean interface Schmid factor of com-
posites with different shapes of the secondary phase but constant φ and f = 0.3. As a guide
to the eye, the lines show an Argon-like creep behavior where the resolved shear stress is
substituted by M · σ. In addition, there is an offset caused by the fact that the glass matrix
contributes to the creep strain. To properly fit the activation energy for creep, however,
the local Schmid factors mi have to be used, as they are included in the sinh function, see
Eq. (7.8). The results are plotted as black crosses.
problem can be found in Sec. 7.6. The bottom line is that we cannot draw a quanti-
tative conclusion concerning the activation energy and the prefactors. Nonetheless,
this model shows that the interphase can be described as a weaker glass, where
STZs are more easily activated. As such, it is more susceptible to a creep-like de-
formation behavior, even at lower temperatures. The orientation dependence hints
towards anisotropic creep behavior of composites.
7.5 elastic and plastic creep deformation
So far, we only quantified the composites’ creep behavior in terms of creep rates.
In addition to the creep rates fitted from steady state behavior, it is important to
understand what happens at the onset of creep. Usually, the individual elastic and
plastic contributions of the creep deformation overlap and are difficult to distin-
guish in the creep curve. The remaining plastic deformation can, however, easily
be identified from the deformation that remains after unloading. Therefore, we
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Table 1: Temperature independent fit parameters in Eq. (7.8).
parameter αν0γ0 (GHz) Q (eV) γ0Ω (nm3)
fit 0.394 0.346 0.172
revisit the creep simulations of the nanowire composites with φ2, φ3 and φ4. After
40 ns, the wire composites are unloaded and relaxed for 20 ns. The corresponding
data are depicted in Fig. 51.
The difference in strain between points A and C marked in Fig. 51 shows the
composites’ reversible part of the creep deformation. While AB is the elastic strain
instantly recovered when the load is removed, BC shows an anelastic part that can
be recovered over time. What is striking is that for all composites a significant part
of the deformation is reversible; the homogeneous glass exhibits a lower anelastic
strain. For the crystal, we would expect that once the load is removed it contracts to
its initial length. In the composite, however, this is hindered by the glass-phase. We
conclude that this remaining back stress together with a possible higher anelasticity
of the interface leads to a significant time-dependent strain recovery. We note that
the anelastic recovery is not completed after 20 ns, but that the anelastic recovery
after 20 ns is very similar for all composites, see Fig. 52. The same is true for
the elastic part, which is also comparable to the homogeneous glass. The plastic
deformation that remains after removing the load and subsequent relaxation for
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Figure 51: Loading–unloading cycle for nanowire composites. The distance AB marks the
elastic part of the creep deformation. BC is a recoverable anelastic part and C the remaining
plastic deformation.
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20 ns, though, shows a significant dependence on the shape of the crystalline phase.
This is in agreement with the results of the previous sections, which are now shown
to be clearly plastic in nature, as the anelastic and elastic contributions do not differ
significantly between the samples. This is to be expected, since the STZs (which are
sensitive to the factor M) are plastic events.
7.6 quantitative reliability of fits to simulation data
The activation barrier Q can only be determined by including data obtained using
different temperatures and crystalline phase geometries, characterized by M. If
we remove the temperature dependent offset term e˙0(T) in the composites’ creep
rates, we note that the data points at the two temperatures are very close together,
see Fig. 53. The scatter is on the order of the difference between the two data sets.
Thus, the activation energy and the prefactors of the interface phase can only be
determined approximately and cannot be interpreted as quantitatively reliable.
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7.7 conclusion
In our simulations of the creep behavior of Cu64Zr36-glass and B2-crystal compos-
ites, we could observe a mixed regime of elastic, anelastic and plastic deformation.
When comparing the creep behavior of the homogeneous glass to glass–crystal com-
posites, where the crystalline phase only responds elastically, it could be shown that
the composites have much higher creep rates than the homogeneous glass. Clearly,
creep is promoted by the presence of interfaces. In our model system the interface
presents a weak spot in comparison to the surrounding MG. Furthermore, by keep-
ing the volume fraction constant but varying the shape of the secondary phase, we
could analyze the influence of the specific interface area and the percolation of the
secondary phase. We found that the creep rates of the composites strongly depend
on the orientation of the glass–crystal interface. We have given an explanation in
terms of the resolved shear stress τ derived from the concept of the Schmid factor
in crystalline materials. This dependence of the creep rate on the anisotropy of the
secondary phase should be taken into account when designing creep resistant MG
composites.
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I N F L U E N C E O F G L A S S – C RY S TA L I N T E R FA C E P R O P E RT I E S
The results presented in this chapter have been obtained in collaboration with Dr. Tobias
Brink, who provided the original composite model and implemented the calculation of the
Kelvin shear moduli.
In Ch. 7 we have shown that weak glass–crystal interfaces in Cu-Zr-composites
decrease their creep resistance and that the effect not only depends on the specific
interface area but also on the interface orientation of the secondary phase.177 All the
benefits to the mechanical behavior in having secondary phase inclusions were out-
weighed by the presence of the interfaces, because the activation of STZs was easier
therein. In short, as long as there are energetically unfavorable "artificial" interfaces
present in our models, no improvement in creep resistance is to be expected from
the introduction of secondary phases.
In contrast to this artificial "cut and paste" procedure, simulations of "in-situ"
composites using the EAM potential by Mendelev et al. have been realized.25,153,154
During long-time annealing simulations of Cu64Zr36 at temperatures in the vicin-
ity of Tg, precipitation of the strong C14 and C15 Cu2Zr Laves phases can be ob-
served. As explained in Sec. 3.3.2.2, the short range order of the Cu atoms in
the Laves phase is very similar to the the most favorable motif in the amorphous
phase, i.e. full icosahedral order. This results in very stable glass–crystal interfaces
between the Laves phase and the MG matrix. In this chapter, we exploit the fact
that although Laves phases are not expected to appear in the experimental equilib-
rium CuZr phase diagram,157 the Mendelev potential stabilizes them even below
Tg.25,153,154,157 Rather than focussing on the specific properties of of Cu2Zr-Laves
phases in the Cu-Zr system, which already have been treated in detail in Refs. 25
and 168 , we want to use these glass-crystal composites as generic composite mod-
els exhibiting very stable interfaces. In addition, this new type of composite model
allows us to address the question if the creep behavior of a MG-crystal compos-
ite can be altered by tuning the properties of the interface phase. After studying
the creep behavior of the as-grown composites, we will disturb the CSRO in these
interfaces and probe these samples under identical creep conditions.
8.1 simulation setup
The undisturbed reference composites models have been prepared by Tobias Brink
following this thermal protocol:25,168 First a Cu64Zr36 MG sample of 63108 atoms
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f≈6.9%
1 nm
crystallite interfaceCu Zr Cu Zr Cu Zr glass
Cu
Zr
Figure 54: Simulation setup:
Interchange of atoms in the
glass-crystal interphase. Slice
through two neighboring
Cu2Zr Laves phase crystallites
embedded in a Cu-Zr glass
matrix. The atoms in the
glass-crystal interface region
have been marked in yellow.
In order to disturb the inter-
face structure, the chemical
identity of random Cu and Zr
atoms within that region are
interchanged.
is quenched from the melt at T˙ = 0.01 K/ps and relaxed for 2 ns. To induce
crystallization of Laves-type crystallites, the glass is then heated to 800 K with
T˙ = 0.1 K/ps and annealed at that temperature. After different annealing times,
t = 0.3 µs, t = 1.9 µs and t = 3.8 µs the annealing is interrupted and three samples
are quenched to T = 50 K at T˙ = 0.01 K/ps. In that way, composites with different
volume fractions f and crystallite sizes have been generated: fA = 6.9%, fB = 29.0%
and fC = 59.1%, where f is the fraction of atoms in the Laves phase. The method to
identify Laves phases within the glass matrix is described in section 3.4.2. For our
interface studies, we replicate these samples by 2× 2× 2 to obtain larger composites
of 504864 atoms and dimensions of 20× 20× 20 nm3.
We first compare the creep behavior of these three samples at T = 500 K. In a
next step, we want to study how the creep response of a glass-crystal composite can
be tuned by the state of the interface region. Therefore we use the annealed glass
structure with crystalline phase fraction of fA = 6.9% as a reference. The interface
region in this reference structure is then manipulated to different extents, such
that the positions of Cu and Zr atoms within that region are randomly swapped.
In doing so, we assure that the concentration in the interface as well as the glass
matrix structure, specific interface area and volume fraction of secondary phase
remain constant. Here, the interface region is defined as the region consisting
of glass atoms that are neighbors to Laves atoms within a cutoff radius of 5 Å.
Figure 54 depicts a slice through two neighboring Laves crystallites embedded in
the glass matrix. An example of an atom swap is shown, i.e. the positions of a
randomly chosen Cu and Zr atom in the yellow interface region are interchanged.
In that way five different interface structures are modelled, where 5%, 10%, 15%,
25% and 50% of Cu atoms in the interface have been swapped with Zr atoms, in
the following referred to as sample I-V.
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8.2 precipitation hardening
The creep curves of an as-cast homogeneous Cu64Zr36 metallic glass and the same
sample after different annealing times are depicted in Figure 55. The annealed
glasses contain different volume fractions of crystalline Laves phases, i.e. both C15
and C14 Cu2Zr, that have precipitated and grown in the glass matrix. The as-cast
glass exhibits an instant elastic strain of 1.3% and a total creep strain of 1.6% after
40 ns. In comparison, the annealed glasses, that contain different volume fractions
of secondary phase, are more creep resistant. It can be observed, that the higher the
crystalline volume fraction, the lower is the instant elastic response to the creep load
and the creep rate. There are two factors contributing to this behavior [cf. Refs. 25
and 168]: On the one hand, the Laves crystallites decrease the composites resilience
and increase their yield stress. On the other hand, also the glass matrix has changed
structurally during the preceding annealing process, which was accompanied by
and increase of the fraction of icosahedral units (that are not part of the Laves
phase). In consequence, the glass matrices are in different relaxation states and the
increase in creep resistance of the composites is to be expected.
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Figure 55: Right: Creep curves of a homogeneous metallic glass in the as-quenched state
and after different annealing times at T ≈ Tg. The samples contain different volume frac-
tions of secondary phase, i.e. fA = 6.9%, fB = 29.1% and fC = 59.1%, depending on their
annealing time. The samples that have been annealed the longest show the lowest creep
rates. Left: Snapshots of a slice through samples A, B and C, showing only atoms belonging
to the Laves phase (Cu: magenta, Zr: orange).
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Another means of characterization of these composites is to compare their spe-
cific glass-crystal interface areas. With increasing volume fraction and crystallite
size, the specific interface area increases from φA = 301 µm−1, φB = 856 µm−1 to
φC = 900 µm−1. The reason for these quite large values as compared to the com-
posites used in Ch. 7 are the small crystallite sizes dA = 1.5 nm, dB = 1.8 nm and
dC = 3.1 nm (values taken from Ref. 25). Here, the only drawback of simulating
the precipitation of the Laves phase is that we cannot control the shape and volume
fraction of the secondary phase at the same time. For comparability, we choose
sample A for the interface manipulation study, since its specific interface area is
closest to the samples in Ch. 7.
8.3 disturbing the chemical short range order
After manipulating the CSRO within the glass-crystal interfaces of sample A we
firstly probe the low-temperature mechanical properties of samples A and I–V.
Strain-rate controlled tensile tests (e˙ = 4× 107 s−1) of these samples have been per-
formed at T = 50 K and T = 300 K. The results are depicted in Figures 56(a) and (b).
Disturbing the CSRO by switching 50% of Cu and Zr atoms in the interfaces causes
the 50 K yield stress to decrease by 1.7 GPa. At 300 K the yield stress is reduced
from 3.2 GPa down to 1.7 GPa. For the severly manipulated interfaces, the typical
stress overshoot disappears completely and the stress-strain curve resembles those
exhibited by tensile tests of NGs.94
Furthermore, the creep behavior of the untreated sample A and the samples
with lightly to severly manipulated interfaces are shown in Figure 57(a). As can
be seen from the total creep strain after 40 ns, manipulating the interfaces severly
reduces the creep resistance. Sample A-5, where 50% of all Cu atoms have been
interchanged with Zr atoms, reaches a total strain of 4.5%. That is a difference of
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Figure 56: (a) Strain-rate controlled tensile tests at T = 50 K and T = 300 K of the composite
reference sample A with Laves phase fraction f = 6.9% and its five derivates, where the
interfaces have been manipulated to different extents: 5% (1), 10% (2), 15% (3), 25% (4) and
50% (5) of the Cu atoms in the interface have been interchanged with Zr atoms.
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Figure 57: 500 K-creep curves of the annealed MG composites with (a) fA = 6.9% Laves
phase fraction and five different variations of that sample where the positions of 5% (1),
10% (2), 15% (3), 25% (4) and 50% (5) of Cu atoms in the interface have been interchanged
with Zr atoms. (b) 500 K-creep curve of reference sample B with fB = 29.1% and two
samples, where 25% (4) and 50% (5) of interface atoms have been interchanged. Samples
with highly disturbed interfaces exhibit higher creep rates.
more than 3% creep strain as compared to the original annealed sample, shown
in dark blue. The same study has been repeated for sample B with fB = 29.1%
secondary phase, see Figure 57(b). Here, the effect of manipulating the interfaces
is even more pronounced: Sample B-5 reaches a total creep strain of 7.4% after
t = 40 ns.
In order to understand the influence of the interface structure on the creep be-
havior of a composites, the annealed and manipulated samples are characterized
by means of their atomic Voronoi indices. Again, the interface region is defined as
the region filled with atoms that are neighbors of Laves type atoms within a cutoff
of 5 Å. In doing so, the composites can be segmented in three different phases,
glass matrix, crystallites and interface. Figure 58 compares the Voronoi statistics
of the glass phase and interface phase of the as-cast sample to samples IV and V.
We distinguish between Cu and Zr-centered polyhedra, and show only the Voronoi
polyhedra that occur more often than 2% in either phase in Figures 58(a) and (b).
Furthermore, the polyhedra are ordered with respect to the coordination number
of the center atom. The nomenclature commonly used in literature distinguishes
between the geometrically favored clusters of a certain coordination, the so-called
Z-clusters, and their geometrical derivates, the CN-clusters12 and we will adopt that
nomenclature in the following. In the reference sample, the population of polyhe-
dra larger than the threshold value is actually very similar within the interface and
glass phases: In the Cu-centered statistic, the decrease in Z-clusters in the interface
can be explained by the occurence of CN-clusters of the same coordination. This
again speaks for the fact that the interface structure is well relaxed.
Moreover, in all samples, the Cu-centered Z12-cluster remains the most promi-
nent structural motif in the glass-matrix, followed by its slightly distorted version,
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the 〈0, 2, 8, 2〉 polyhedron. The interface manipulation mostly affects the population
of Z12-clusters in the interface; it is lower in samples where more interface atoms
have been interchanged. More geometrically unfavored motifs with coordination
numbers CN > 12 appear in the interface. A similar trend can be observed for
the Zr-centered polyhedra: The population of geometrically unfavored CN-motifs
is increasing at the cost of the population of Z-clusters. In the pristine sample, the
Zr-centered Z16 polyhedron with index 〈0, 0, 12, 4〉 is the most prominent motif in
the interface. That means that most of the Zr atoms in the interface actually have
the same coordination as in the Laves phase.
The Z16 polyhedra are also the Zr-motif that is the most destroyed during the
interface manipulation. In addition, the Voronoi statistics of sample A show that
when manipulating the glass-crystal interfaces, there is only small interference with
the glass matrix. However, we could observe that at higher phase fractions, e.g.
fB = 29%, the impact on the glass matrix can not be neglected, since crystallite
sizes are bigger and the dimensions of the glassy regions between the crystallites
become smaller and more sensitive to changes in the neighborhood. This is shown
in Figure 59. Here, the topological short range order in the glass matrix is strongly
affected by disturbing the CSRO in the interfaces. Thus, the original idea, to iso-
lately study the influence of the interface properties is at least not realizable in
samples B and C.
This leads us to the next question of how we can quantify the impairing of the
composites mechanical properties caused by destabilizing the interfaces. Here, the
shear modulus G is a good measure to characterize the stiffness of the different
phases. More specifically, in MD simulations of MGs the per-atom Kelvin shear
moduli G1 have been used to characterize the glass in terms of soft spots.25,185 The
distribution of the per-atom shear moduli G1 in the different composite phases are
given in Fig 60. Again, we distinguish between atoms in the glass matrix, inter-
face and crystalline phases. The blue curves correspond to the untreated sample A.
From the positions of the maxima of the distributions it is evident that the crystal-
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lites are stiffer than the glass matrix and that the interfaces exhibit values in between
those of the matrix and the crystallites. This corroborates the reinforcing effect ob-
served in Figure 55. Then, after disturbing the interfaces, the situation changes:
While the values in the glass matrix do not change significantly, the distribution
of atomic shear moduli in the interface clearly shifts and indicates a softening of
the interface. In samples A4 and A5 the relation of G1 in the interface and glass
matrix has been reversed. What is striking is that even the crystallites are affected
by the interface manipulation. Since they have a mean diameter of only 1.5 nm,
and the cutoff of the potential is about half of that value, the perturbation of the
immediate neighborhood can in the worst case affect atoms down to the core of
such a crystallite.
8.4 excess energy and creep rate
In the previous section we could correlate the enhanced creep rates of the compos-
ites with the softening of the interfaces. In nanocrystalline materials the diffusion
in the grain boundaries plays an important role in the creep deformation. A correla-
tion between the interface energy γ and the self-diffusion coefficients in the grains
Dlattice and grain boundaries DGB has been found,113,114
DGB = Dlattice exp
(
γ
ρkBT
)
, (8.1)
which means that for vanishing interface energies, DGB converges to Dlattice. Since
the diffusion coefficient should be proportional to the creep rate, it is tempting to
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relate the relative creep rates of the disturbed composites e˙disturbed/e˙untreated to the
interface energy, analogous to Eq. 8.1. This is valid under the assumption that only
the interface phase and the glass matrix exhibit viscous flow around the stiff Laves-
phase grains and that there is no dislocation activity in the crystallites. The findings
of the previous section emphasize how sensitive the results are to the definition (e.g.
the exact position) of the interface region. We thus expect a large error-bar on any
quantitative analysis. To avoid this problem, we choose to calculate excess energies
without having to make approximations on the position of the interface. Here,
the excess energy is defined as the difference between the potential energy of the
manipulated composites with respect to the undisturbed reference structure,
∆E =
(Edistpot − Euntrpot )
N
, (8.2)
where N is the total number of atoms in the sample. The excess energy is thus
normalized with respect to all atoms in the system, not just those in the interface
region. The results of this analysis are presented in Figures 61(a) and (b). Indeed,
the data follows an exponential scaling law similar to Borisov’s model for grain
boundary diffusion:
e˙dist/e˙ref = exp
(
∆E
ρkBT
)
= exp (α∆γ) . (8.3)
We already discussed the difficulty in having to define the position of the inter-
face. Nevertheless, for comparison with experimental values we would like to give
an estimate of an excess interface energy in units of J/m2 rather than in eV/atom.
When constructing a surface mesh around the crystalline particles as described in
Sec. 3.4.5 we obtain an interface area of 2450 nm2 in the annealed sample A. This
value is then used to convert the excess energy per atom in an actual interface
energy in units of J/m2, e.g.,
1 meV/atom · 504864 atoms
2450 nm2
· 1.602 18× 10−19 J/eV ≈ 33 mJ/m2. (8.4)
The thus determined excess interface energy of sample A is plotted on the second
abscissa in Figure 61(a), showing that at T = 500 K an excess interface energy of
0.7 J/m2 leads to an increase in creep rate by a factor of 10.
In Figure 61(b), data from the creep experiments of sample set B (cf. Figure 57(b))
are included in the fit. Since samples A and B have different specific interface
areas it is not possible to convert the second abscissa in energy units of J/m2 in
the graphical representation chosen in Figure 61(b). Still, since they have the same
number total number of atoms and roughly the same volume, the correlation be-
tween the relative creep rates and the excess potential energy introduced through
interface manipulation is well described by exponential scaling as in Eq. 8.3. That
means that in the case of MG-crystal composite types, that include stiff precipi-
tates which do not participate in the viscous flow, Eq. 8.3 gives a good estimate
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Figure 61: Excess energy per atom vs. relative creep rate. The dashed line is the fit function
given in the legend. (a) Here the relative creep rate is the creep rate of sample A with
respect to the creep rate of the as-cast sample. The excess energy is the excess potential
energy per atom with respect to the as-cast sample. (b) Creep data from sample set B has
been included in the fit.
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of how any excess energy introduced in the interfaces decreases the creep compli-
ance. Possible ways to introduce excess energy in the interfaces could be through
solute segregration at the glass-crystal interfaces, or even irradiation damage. In
MD simulations of nanocrystalline Cu-Nb alloys,186 e.g., the grain boundary en-
ergy was found to decrease with increasing Nb-concentration in the grain bound-
aries. During subsequent creep simulations the samples with lower grain boundary
energies exhibited higher creep compliances. Similarly, irradiation induced creep
simulations of nanocrystalline copper revealed that the creep rates are controlled
by the amorphous grain boundary phase, and that with decreasing grain sizes, the
creep behavior of the nanocrystalline material approaches the one observed for bulk
amorphous materials.187 Here, we approached this question starting with the op-
posite scenario, i.e. composite types with large amorphous phase fractions. When
increasing the crystallite size we approach the other limiting case, i.e., the compos-
ite type C with a large volume fraction of crystallites separated by glassy grain
boundaries [cf. Figure 55]. This composite type could also be viewed as nanocrys-
talline, since the amorphous phase embedds the crystallites in grain-boundary like
manner. Even for this limiting case, the creep properties are still dominated by the
viscoelastic behavior of the amorphous phase.
8.5 conclusion
More physical MG-composite models of Cu64Zr36 MG containing stiff Cu2Zr Laves
type crystallites obtained by simulating precipitation annealing25 allowed us to
study the influence of the glass–crystal interfaces on the creep resilience. By disturb-
ing the CSRO of the glass–crystal interface phase in these composite models, we
have shown that the composites’ creep behavior critically depend on the relaxation
state of the interface phase. The samples were characterized in terms of excess
energy per atom as compared to the untreated sample. Furthermore, we found
that for constant volume fraction of secondary phase and constant specific inter-
phase area, the creep rate scales exponentially with the introduced excess energy
per atom, analogous to Borisov’s model for diffusion in grain boundaries.113,114 Ac-
cording to our fit model, an excess energy of 5.6 meV/atom (which for the specific
case of composite type A corresponds to 0.18 J/m2) causes a doubling in the creep
rates observed between 25 ns and 40 ns at 750 MPa and 500 K.
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R E I N F O R C E M E N T O F N A N O G L A S S E S
The results presented in section 9.2 have been published in Ref. 188.
In addition to MG-crystal composite technology there is an alternative to avoid-
ing the formation of a critical shear band and hence critical failure: So-called NGs
exhibit a heterogeneous structure with both glassy grains and grain boundaries and
are produced through cold compaction of glassy precursor particles. The resulting
microstructure is quite successful at dispersing shear bands. Usually though, the
gain in ductility comes at the expense of the mechanical strength.
The key result from the previous chapters is that low-temperature mechanical
properties as well as the creep behavior of MG-crystal composites strongly depend
on the properties of the glass-crystal interfaces. In this chapter, we focus on the
effect of internal interfaces in NGs. Hypothetically, if it were possible to freely
manipulate the interface phase in the NG architecture without affecting the glassy
grains, a sensible choice would be to turn that phase into a reinforcement. This can
be seen in analogy to grain boundary strengthening in crystalline materials. Here,
we study the mechanical properties of a generic model of a Cu–Zr cold–compacted
NG and several reinforced NGs. To that end we manipulate the pristine NG by
replacing the glass-glass interface with three different crystalline interphases with
higher yield strength. The crystalline phases used as grain boundary reinforce-
ment are expected to fail in a brittle manner in their bulk form. However, we will
show that on the contrary, the presence of interface interphases does not necessarily
impair the overall ductility while still being beneficial to the strength of the NG–
composite. Finally, the results presented in chapters 7 and 8 are suggesting that
the high fraction of interphase phase in both conventional and reinforced NGs will
also play a major role in their creep behavior. This will be elucidated in the last
section of this chapter.
9.1 simulation setup
For this study, Dr. Omar Adjaoud provided the as-cast homogeneous MG sample and the
conventional NG sample.
We study three different model types: (a) a homogeneous glass, (b) a conven-
tional nanoglass and (c) nanoglasses reinforced with three different crystalline
phases. The different processing routes of the models are shown schematically
97
reinforcement of nanoglasses
(a) nanoglass (b) reinforced nanoglass
cold compaction
(i)
(iii)
B2 CuZr
C15 Cu2Zr
(ii)
fcc Cu
precursor particles
with ordered surface phase
Figure 62: Overview of the different sample setups. (a) The homogeneous glass is
quenched from the melt. (b) Then a conventional NG is produced by cold compaction
of surface segregated glassy spheres cut from the bulk sample and subsequently annealed
above Tg. (c) To reinforce the conventional NG, the glassy interface interphase is replaced
by a crystalline phase. This can be single crystalline (i) B2 CuZr, (ii) fcc Cu or (iii) the C15
Laves phase.
in Fig. 62: In a first step, a homogeneous Cu–Zr MG is quenched from the melt
at zero pressure with a quenching rate of 0.01 K/ps. The MG has the composition
Cu61Zr39 and serves as a reference for all other models. For the conventional NG,
glassy spheres are cut from a Cu64Zr36 homogeneous glass and subsequently an-
nealed above Tg as described in Ref. 98. In this previous study, it has been shown
that during annealing, the glassy spheres get enriched with Cu at the surface layer
and depleted of Cu–atoms in the core. The NG model is then produced by simulat-
ing cold compaction of these glassy spheres at a compaction pressure of 5 GPa. The
surface segregation process causes the surface layer and the core composition to
deviate from the nominal composition of Cu64Zr36. The glassy spheres then form
a Cu72Zr28 shell around a Cu61Zr39 core. As a result, the compacted NG has a
glassy interface interphase that is richer in Cu as compared to the grain interiors.
Finally, we manipulate the model of the NG by replacing the amorphous, Cu–rich
grain boundary phase with different single crystalline phases, cf. Fig. 62(c). These
phases are (i) B2 CuZr , (ii) fcc Cu, and (iii) the C15 Cu2Zr Laves phase. After the
insertion of the new grain boundary phase, the NG composites are equilibrated at
50 K for 1 ns. Tensile tests are simulated with a constant engineering strain rate of
4 · 107 s−1 in z-direction and pressure is controlled in x-and y-direction to enable
lateral contraction.
9.2 conventional tensile testing
The mechanical response to straining of the homogeneous MG and the NG is shown
in Fig. 63. The stress–strain curve of the homogeneous glass shows the typical
stress–overshoot observed in MD–simulations of MGs.24,94 When the yield strength
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Figure 63: Tensile tests at 50 K and constant engineering strain rate of a homogeneous
MG of composition Cu61Zr39 and a segregated NG, where the glassy grains have the same
composition as the homogeneous glass. The snapshots of the MG and NG show the local
atomic von Mises strain.
of 3.1 GPa is reached in the MG, shear bands nucleate, the material softens and the
flow stress drops to 2 GPa. The NG on the other hand, does not exhibit such a
stress-overshoot. Moreover, the steady state flow stress is decreased to 1.75 GPa.
This originates from the fact, that shear transformation zones (STZs) nucleate more
easily at the interfaces. Fig. 63 also shows snapshots of the atomic configurations
colored according to the local atomic von Mises strain at 20% macroscopic strain. A
shear band is visible in the homogeneous glass, whereas the deformation is more
delocalized in the NG.
Since the aim is to delocalize the deformation in the NG without compromising
strength, we replace the amorphous interface interphase by three different crys-
talline phases: B2 CuZr, fcc Cu and C15 Cu2Zr. All of these phases have a higher
yield strength than the homogeneous glass of composition Cu61Zr39. We thus ex-
pect, that all three phases act as a reinforcement to the overall NG composite struc-
ture. The average interface thickness in the untreated nanoglass is about 1 nm.
The mechanical properties of the NG composites are probed under the same ten-
sile conditions as the conventional NG and the homogeneous glass. The resulting
stress-strain curves are depicted in Fig. 64(a). Surprisingly, the B2 CuZr phase does
not increase the strength of the NG composite with respect to the NG. When a
strong crystalline backbone such as the orthogonal C15 Cu2Zr Laves-phase is intro-
duced into the system, however, the yield strength increases by more than 0.5 GPa.
In the case of the fcc Cu reinforcement the stress-strain curve only starts to deviate
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Figure 64: (a) Tensile tests at 50 K and constant engineering strain rate of the conventional
NG and three NG composites reinforced with B2 CuZr, fcc Cu and C15 Cu2Zr (Laves).
While the B2 phase does not increase the strength of the composite, the fcc and C15 phases
significantly reinforce the NG. For the composite reinforced with C15 phase, the evolution
of the average von Mises stresses in the interphase and the glassy grains are depicted
in grey. (b) Evolution of the strain localization parameter Ψ during deformation of the
conventional NG and the reinforced NG composites. The unit cells indicate the different
reinforcement types.
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from the B2 CuZr NG composite at a macroscopic strain higher than 5%. Eventually,
it increases to the stress level of the C15 Cu2Zr NG composite.
In contrast to the overall stress state of the composites, the local stress state of
the individual phases is not expected to be uniaxial. Thus, instead of looking at
the axial stress we are analyzing the local von Mises stresses, which are relevant
for plastic deformation. The gray curves in Fig. 64(a) represent the evolution of
the average von Mises stresses in the interphase and glassy grains of the C15 Laves
reinforced composite. Load transfer from the glassy grains to the reinforcement
network can be observed.
In a next step, we investigate how the strain is accommodated by the different
composites as compared to the NG. To quantify this, the strain localization param-
eter169 of the different structures has been calculated via Eq. 3.18. Fig. 64(b) shows
how the strain localization parameter evolves with the macroscopic strain during
the tensile tests. It has been shown in earlier studies, that compared to the bulk
glass, Ψ is reduced in the NG.96 When reinforcing the grain boundaries Ψ increases
again. The stronger the reinforcement phase, the higher is the degree of localization.
The tensile tests show that similar to the conventional NG the reinforced NG com-
posites do not exhibit strain localization in a dominant shear band. Hence, it can
be expected, that the reinforced composites maintain their ductility. However, only
the Cu and Laves phases lead to an increase in yield strength. Thus we studied in
what respect the B2 CuZr interphase differs from the other ones and examined our
models at the atomistic level. Fig. 65 shows snapshots of the atomic configurations
of the NG composites (a) prior to and (b) during deformation. Only atoms that
have been inserted as grain boundary reinforcement are shown in Fig. 65(a). Their
color coding indicates their atomic structure analyzed through a CNA.160 Note that
the ideal single crystalline lattices, that initially have been introduced in the glass,
would all appear in uniform color when analyzed this way. The identification of
the C15 Laves phase is possible by calculating the Voronoi indices of the atoms: Cu
atoms in a 〈0, 0, 12, 0〉 polyhedron as well as Zr atoms that both reside in 〈0, 0, 12, 4〉
polyhedra and are neighbors to a Cu-centered icosahedra are marked as yellow in
Fig. 65(a).
On the one hand, it is evident that a large quantity of the B2 CuZr crystalline
phase amorphizes during equilibration (synthesis of the NG composites), cf. gray
atoms in upper row in Fig. 65(a). Only small clusters of crystalline phase, here col-
ored in blue, remain intact. A separate structure analysis of the glassy grains, on the
other hand, provides no evidence that the short range order of the glass has been
disturbed during equilibration. This has been verified by comparing the fraction
of Cu-centered icosahedra among the atoms that initially belonged to the glassy
grains before and after equilibration of the NG–composites. These icosahedra are
known to be the structural backbone of the glass.169
The partial amorphization of the crystalline phases is not completely unexpected,
since the width of the NG-interphase is not much larger than 1 nm in parts, and
crystalline Cu sheets of a few monolayers, e.g., are known to become unstable in a
MG.9 Furthermore, Fig. 65(a) shows that the fcc Cu-phase contains stacking faults
(depicted in red) after equilibration. The strong Laves phase with its high packing
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Figure 65: Three different types of reinforcement are used as NG interface interphase:
B2 CuZr, fcc Cu and C15 Cu2Zr. (a) NG–composites before tensile testing: The glass
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different color schemes are used for the glass phase and the interface phase.
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density partly amorphizes, but not as much as the inserted B2 CuZr. Another ob-
servation is that the equilibrium volumes of the three NG composites differ from
another. As a result, the aggregated volume of replaced atoms in the NG compos-
ites rises to values between 48% and 58%, while the original NG had an interphase
fraction of 37%. This difference in the volume fraction of inserted interphase is,
however, diminished again by the fact that large quantities of the inserted phase
become amorphous.
We have shown that the yield strength increases when a stable crystalline phase
is used as interphase. Snapshots of the atomic configurations of the composites at
20% macroscopic strain with the atoms color coded according to the local atomic
von Mises strain, see Fig. 65(b), reveal the difference in strain localization between
the reinforcement phases. Two different color schemes are used for the atoms in
the glassy grains and in the interphase. Analysis of the time evolution of the Mises
strain distribution during deformation showed that for all composites, STZ nucle-
ation is initiated at the interfaces, and in later stages, STZs also nucleate in the
interior of the glassy grains. This is independent of the applied boundary condi-
tions (Fig. 66). The yield stress is unaffected by simulating open surfaces and the
ductility does not decrease either. In case of almost fully amorphized B2, there
also is promotion of STZs inside the interphase, explaining why the mechanical
response to straining is very similar to the one of the conventional NG. The re-
maining CuZr B2 crystalline parts in the reinforcement phase stay intact during
deformation, because the surrounding glass phase simply flows around. As for the
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Figure 66: Comparison of stress-strain curves of the conventional NG and the reinforced
NG studied using 2d-periodic and 3d-periodic boundary conditions.
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NG composite with Cu reinforcement, the deformation of the interphase is carried
by dislocation activity, visible as slip traces in the von Mises strain field in Fig. 65(b).
In the reinforcement phase of type C15 Laves, the nucleation stress for dislocations
is higher than in fcc Cu, thus we observe STZs forming in the amorphous parts of
the interphase rather than dislocation activity. Like in the conventional NG, shear
band formation is suppressed in the NG composites. However, the increase of the
strain localization parameter in these structures is due to concentration of the de-
formation in the interphase. This is especially the case for the fcc Cu reinforcement,
where we observe a change in the dominating mechanism from STZ nucleation
to dislocation slip, leading to strain hardening, similar to the behavior of a metal
matrix composite.
9.3 creep behavior of reinforced ng
The results presented in this section have been obtained in collaboration with Dr. Omar
Adjaoud, who performed the creep simulations of the homogeneous MG and the
conventional NG sample.
The 50 K tensile tests showed that the introduction of Laves phase leads to a strong
increase in yield strength while the ductility of the NG is maintained. Again, this
raises the question if this is still valid at increased temperatures and under an
elastostatic load. In contrast to the MG composite models presented before, the
continuous phase in the NG composites is now the crystalline phase and the glassy
particles are embedded therein. We performed several creep simulations at differ-
ent temperatures but constant stress with the Laves phase reinforced NG-composite.
For comparison, a homogeneous Cu64Zr36 glass sample and the cold-compacted
NG with the same nominal composition have been probed under creep conditions
as well.
Starting with a comparison of the creep behavior of the homogeneous glass and
the conventional NG, presented in Figures 68(a) and (b) it is evident, that the NG
microstructure promotes creep. Even at room temperature, the conventional NG
exhibits viscoelastic creep behavior and reaches a total creep strain of more than
4% after 50 ns elastostatic loading at 750 MPa. Adjaoud and Albe have shown, that
the cold-compacted NG used in this study, features a defective short-range order in
the interphase.95 Therefore, it is reasonable to assume a lowered activation energy
for creep within the interphase region and thus the increased creep activity. This is
also supported by Figures 69(a) and (b) that depict the local von Mises strain field in
the homogeneous glass and the conventional NG after 40 ns of creep deformation.
Compared to homogeneous MG, there clearly is increased STZ activity in the whole
sample, but even more so in the interphase. The homogeneous MG exhibits the
behavior already described in Ch. 4. The reasoning behind repeating the study of
homogeneous samples is that this specific sample has been used to generate the
glassy grains, that were annealed above Tg and then cold compacted to form the
segregated NG, as described in Ref. 95.
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Figure 67: Creep curves for uniaxial elastostatic loading at 750 MPa of (a) a homogeneous
Cu64Zr36 MG, (b) a conventional NG with nominal composition Cu64Zr36 and (c) an inter-
phase reinforced NG-composite. (d) For comparison, the 400 K creep curves of the BMG,
NG and reinforced NG are shown.
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fitted between 25 ns and 50 ns.
Now, the creep compliance of the Laves phase reinforced NG ranges in between
those of the homogeneous glass and the conventional NG, see Figure 68(c). The
total creep strain reached after 50 ns of creep at T = 500 K is 4%, which is less than
half the creep strain the conventional NG did reach for that temperature and 2.6%
more than observed for the homogeneous glass. The shape of the creep curves
of the reinforced NG resemble more closely the shape of the creep curves of the
conventional NG, since both feature high creep rates in the initial creep stage.
Analogous, to the analyses performed in previous chapters, we performed linear
fits to the creep data between t = 25 ns and t = 50 ns, for comparison of the creep
rates in the three different glass types. The data is collected in Figure 68(d), that
gives the temperature dependence of the creep rates at constant stress of 750 MPa.
As a guide to the eye, a linear fit has been plotted for each data set. For the BMG
and the NG, the slopes differ slightly. One reason is that the slope is not simply
the activation energy for creep but also includes the stress dependency [cf. Eq. 2.5].
Also, as discussed in the previous chapters, the errorbars of the fitted creep rates
are non-negligible. However, since the creep mechanism, more precisely the STZs
in the NG and BMG are the same, we can attribute the offset in the creep rates to
the different STZ nucleation densities of these two systems.
As for the reinforced NG, it is evident that the temperature dependence of the
creep rates fitted between t = 25 ns and t = 50 ns is not as pronounced as for the
other two cases. Especially for higher temperatures, the rates approach the lower
limiting case exhibited by the homogeneous glass. An explanation for this can be
found in the von Mises strain field of the NG-composite after 40 ns of creep de-
formation, as shown in Figure 69(c): During creep of the NG-composite, most of
the crystalline phase again only responds elastically. But the glassy grains embed-
ded therein start to flow. It seems that, at the temperature of 400 K ≤ T ≤ 550 K,
the major fraction of glass phase already participates in the deformation. Thus,
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Figure 69: Snapshots of the atomic configurations of the (a) homogeneous glass, (b) conven-
tional NG and (c) reinforced NG samples after 40 ns of creep at 550 K, color coded according
to their particle type (top row) and according to the local von Mises strain (bottom row).
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the weak temperature dependence. Moreover, the elevated temperatures, probably
enhances the stabilization of the artificially created Cu2Zr–MG interfaces. To con-
clude, the reinforcing effect of the Laves phase still prevails under the here applied
creep conditions.
9.4 conclusion
We showed that grain boundary strengthening of NGs is possible by manipulating
the amorphous interphase that forms during cold compaction of glassy spheres. In
our generic NG models we inserted stronger crystalline phases as grain boundary
reinforcement and observed a significant increase in 50 K yield strength when the
phase remained stable in the composite. This is because the crystalline interphase
network becomes the load bearing component and the yield stress is determined by
the nucleation stress of dislocations. The suggested strategy of reinforcing the grain
boundary phase in a NG could be a promising way of synthesizing ductile NGs that
retain or even exceed the strength of their bulk homogeneous counterparts if, in the
future, it becomes possible to selectively manipulate the interface interphase in a
NG. In potential experiments this could maybe be realized by surface treatment of
the as-prepared glassy nanoparticles.
Concerning the creep behavior of NGs and NG-composites, we could show that
the glass-glass interfaces in the cold-compacted NG facilitate STZ activation and
thus creep. The crystalline continuous Laves-phase network in the NG-composite,
on the contrary, also reinforced the NG-composite against creep at higher tempera-
tures.
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Part IV
C O N C L U S I O N

S U M M A RY
In this thesis we have studied the low-temperature creep behavior of a homoge-
neous Cu64Zr36 metallic glass, different metallic glass-crystal composites and Cu–
Zr nanoglasses by means of molecular dynamics. In the following we would like
to summarize the key findings of this work.
homogeneous glass
• Creep deformation of MGs can be studied by means of molecular dynamics.
Even in the low-temperature (0.5Tg ≤ T ≤ 0.7Tg) and low-stress (σ < 0.5 σy)
regimes creep strains of up to 2% could be observed on timescales of 40
nanoseconds. The propensity to flow is high since a large fraction of the
barriers for creep deformation are thermally activated even on the limited
time scales studied here.
• Metallic glasses exhibit viscoelastic creep behavior. The mechanistic pic-
ture behind creep deformation in MGs is the same as for plastic deformation
at low-temperatures, i.e. the formation of shear transformation zones. They
nucleate homogeneously throughout the sample.
• The creep rate dependence on temperature and stress can be described
by Argon’s deformation model for homogeneous deformation.65 By fitting
Eq. 2.5 to our creep data we obtain a creep activation energy of 0.67 eV and
STZ size of approximately 51 atoms.
• Sub-Tg zero-load annealing yields a deeply relaxed glass. When probed un-
der conventional tensile tests, these glasses exhibit inhomogeneous deforma-
tion through shear bands even at room temperature. Ultimately, these deeply
relaxed glasses might be better comparable to the experimental situation.
• During long-time creep deformation below Tg there is a competition be-
tween aging/relaxation and rejuvenation. Similar to the case of load-free
annealing, the energy relaxation follows a stretched exponential function. Ap-
plying a constant uniaxial tensile load, however, seems to slightly rejuvenate
the sample with respect to the load-free case as visible from the final potential
energies of the differently treated samples.
• Thermo-mechanical pretreatment by uniaxial creep loading causes the
metallic glass to exhibit an anisotropic mechanical response. We did not
find structural evidence for this in the form of a bond-length-anisotropy as
postulated by others.11,63,175 Although significant changes in the chemical
short range order of the icosahedral units occur during creep, this does not
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fully explain the energy difference between the crept and load-free annealed
samples.
• Elasto- and hydrostatic cyclic loading at 0.65Tg leads to aging of the
Cu64Zr36 homogeneous glass accompanied by an increased yield strength.
Opposite to results of studies on network glasses,176 hydrostatic pressure cy-
cling below the yield, does not accelerate the relaxation process of our metallic
glass (compared to load-free annealing at the same temperature). On the con-
trary, the pressure cycling leads to an energetically rejuvenated sample with
respect to a load-free annealed one.
All these findings give evidence that even in the apparent "elastic" regime,
metallic glasses are prone to undergo structural changes, especially when
they are not well relaxed as it is the case for computer samples.
glass-crystal composites
Secondary phase: CuZr
• The secondary phase made of bcc-CuZr only reacts elastically at the creep
strains attainable in our simulations. Independent of the shape of the sec-
ondary phase, e.g. continuous network phase or spherical precipitates, the
plastic creep deformation is carried by the glass phase, which from a simpli-
fied viewpoint "flows around" the crystalline phase.
• Unrelaxed glass–crystal interfaces in our virtual composites become a weak-
point during creep loading. In computational modeling, the most common
route to creating composite models is to “cut” out the desired volume fraction
and shape of secondary phase from the glass matrix and "fill" it with crys-
talline phase. The risk is however, that the resulting glass-crystal interfaces
are non-physical. Even after thorough equilibration such artificially created
interfaces act as preferential nucleation sites for STZs which leads to increased
creep deformation of these composites.
• The creep compliance of the composites scales with the glass–crystal in-
terface area. In our virtual models we can vary the interface area of the
crystalline secondary phase, but at the same time keep the secondary phase
geometry and volume fraction constant. Creep experiments of composites
that only differ by their interface area show that the higher the interface area,
the higher is the resulting total creep strain and the creep rate.
• The creep rate of the composite also depends on the secondary phases ge-
ometry. By varying the shape of the secondary phase at both constant volume
fraction and interface area, we find that the orientation of the glass-crystal sur-
faces influences the creep rates. This can be rationalized in terms of a Schmid-
like orientation dependence of the resolved shear stresses in the interfaces
with respect to the loading direction.
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Secondary phase: Cu2Zr
• In the case of stable, in-situ formed interfaces, the mechanical properties
at elevated temperatures do not deteriorate. Although Cu2Zr Laves phases
do not appear below Tg in the real equilibrium CuZr phase diagram, it is
known that the Mendelev potential is able to stabilize this phase at lower
temperatures. These samples serve as generic models of energetically stable
and strong composites: As-grown precipitates of C15 and C14 Laves phases
increase the creep resistance of the MG-crystal composite. This is both due
to the relaxation of the glass matrix and the beneficial properties of the crys-
talline phase. The analysis of the atomic Kelvin shear moduli of the three
phases - glass matrix, crystal and interface - shows hat the stiffness of the
interface ranges in between values found for the glass matrix and those exhib-
ited by the stiff crystallites.
• The creep rate scales exponentially with the excess energy in the compos-
ites’ interfaces. By disturbing the chemical short range order in the stable
interfaces between the glass matrix and the Laves phase, we control the in-
terface properties, here characterized in terms of excess energy with respect
to the untreated sample. A correlation between the excess energy in the dis-
turbed samples and the relative creep rates is found that resembles models
for grain boundary diffusion in nanocrystalline materials.113,114
nanoglasses and nanoglass-composites
• Glass-glass interfaces in nanoglasses enhance creep. Due to the defective
short range order in the amorphous interface phase present in nanoglasses,
the latter are much more prone to creep as their homogeneous counterparts.
During room temperature creep deformation a total creep strain of 4% could
be reached on timescales of 50 ns.
• Nanoglasses can be reinforced through their interphase network. Reinforce-
ment is possible by replacing the continuous amorphous interphase with the
strong Cu2Zr Laves phase, that itself forms stable interfaces with the glassy
particles. This type of reinforcement becomes the load-bearing component of
the nanoglass-composite and also reinforces the nanoglass-composites against
creep.
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O U T L O O K
Firstly, to come back again to the simulations performed in this work, several issues
have opened the way for further studies:
• The possibility of using cyclic loading in simulations, to drive the MG into
a deeply relaxed state should be explored in more detail. In Ch. 6 the cyclic
loading procedure has only been performed at a single pressure and tempera-
ture (in the elastic limit) but at other stress and temperature ranges the cycling
could have a more pronounced effect.
• Further, we have shown that an increase in FI coordination is not always cor-
related with an potential energy reduction, at least when comparing different
samples. Here, the role of the chemical short range order of the coordination
polyhedra sharing the same Voronoi indices should be investigated in more
detail, especially the distribution of their energies.
• For the creep studies of MG-crystal composites we have explored different
ways of constructing computer models of dual-phase structures. By design,
the secondary phase only exhibited an elastic response to the elastostatic
straining and did not participate in creep deformation. First of all, other crys-
talline phases than fcc Cu or the B2 CuZr could be considered here. Second,
interatomic potentials are needed that not only describe well the glass phase
but also more features of crystalline phases, e.g. the experimentally observed
martensitic phase transformation of the B2 CuZr since it might lead to strain
hardening during creep.
• The NG-composite models were constructed by replacing the grain bound-
ary phase with single crystalline phase. In the case of the stable Cu2Zr this
worked well, however, it might be interesting to also explore polycrystalline
interphase structures. This could be for instance realized by repeating our in-
sertion method but starting from a bulk polycrystal instead of a single crystal.
An even more elaborate way to simulate realistic interphase structures could
also be to selectively melt and quench only the interphase. In this context
it might also be worth to consider selective long-time annealing of the inter-
phase close to Tg. In that way, crystallization of the very stable Laves-type
within the amorphous interphase could be enforced.
Secondly - viewed from a broader perspective - this work has treated a variety
of glass- and glass-crystal composite microstructures, ranging from bulk homoge-
neous glasses over continuous glassy matrices with secondary phase inclusions to
the completely opposite case where glassy nanoparticles were embedded in a rigid
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grain boundary phase. While nanoscale heterogeneities in MGs are no new con-
cept, percolating structures like the interpenetrating network phase studied here or
the reinforced NG are yet to be realized experimentally. Maybe processes could be
imaginable where a metallic glass is cast into a crystalline metallic foam, or where
crystallization of the surfaces of the NG precursor particles is induced.
For non-metallic glass-composites these interpenetrating microstructures already
exist, e.g. in amorphous silicon-oxycarbide glass-ceramics. Within the silica ma-
trix carbon can exist both in the form of β-SiC nanoparticles or as segregated car-
bon network formed of graphene-like layers.130,131 In both cases the amorphous-
crystalline interfaces are a key factor in the high-temperature creep behavior.189,190
The transfer of the present results to this different material system may be difficult,
ultimately an interatomic potential is needed that better describes this amorphous
glass-ceramic composites, to be able to study the mechanism behind their creep
deformation.
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