Abstract: Most of the research on the design of feedback controllers for irrigation canals has been concentrated on single, in-line canals with no branches. Because the branches in a network are hydraulically coupled with each other, it may be difficult to automatically control a branching canal network by designing separate feedback controllers for each branch and then letting them run simultaneously. Thus feedback control of an entire branching canal system may be more efficient if the branching flow dynamics are explicitly taken into account during the feedback controller design process. This paper develops two different feedback controllers for branching canal networks. The first feedback controller was developed using linear quadratic regulator theory and the second using model predictive control. Both algorithms were able to effectively control a simple branching canal network example with relatively small flow changes.
Introduction
The main purpose of an irrigation water delivery system is to flexibly deliver water to users at the desired time, rate, frequency, and duration. Regulation of an irrigation water delivery system generally relies on manual techniques. Routing known flow changes and accounting for unknown flow disturbances and flow measurement errors using manual control is a difficult and time-consuming process. Automatic control techniques represent a potentially more effective and efficient alternative for regulating such systems.
Over the past 40 years, researchers have proposed many automatic feedback control algorithms for irrigation canals ͑Malaterre et al. 1998͒. These include classic proportional-integral ͑PI͒, heuristic, predictive, and optimal feedback controllers. In the past, few of these feedback controllers have been successfully implemented on real canals and, in such cases, mostly under a limited range of operating conditions ͑Pongput and Merkley 1997; Rogers and Goussard 1998͒ . Recently, however, there have been some successful implementations of feedback control on irrigation water delivery systems. The Irrigation Training and Research Center ͑ITRC͒ at California Polytechnic State University ͑Cal Poly͒ has successfully applied upstream and downstream feedback controllers to several irrigation water delivery systems using programmable logic control ͑PLC͒ It has been shown that a series of simple water level controllers, one per canal pool, tend to interfere with each other, even when each is well tuned for the given pool. When a downstream feedback controller senses the need to release more water downstream to satisfy a low water level, it opens its gate, which immediately starts to lower the water level in the pool upstream, which cascades control actions up the canal. Van Overloop et al. ͑2005͒ show a disturbance amplification caused by the hydraulic interaction among the controllers for adjacent pools. They solved this problem by centrally tuning the simple PI controllers. This problem is also discussed by Mareels et al. ͑2003͒ , who suggest that even with centrally tuned PI control that decoupling ͑i.e., the passing of information from downstream to upstream pools͒ is needed. The need for decoupling was shown by Schuurmans ͑1992͒ on the Cal Poly test canal. This transfer of information from controllers on the downstream pools to the controllers on the upstream pools is also an important feature of the optimal control scheme presented by Clemmens and Schuurman ͑2004͒. Clemmens and Wahlin ͑2004͒ showed that controllers that passed information upstream provided better control than a series of simple PI controllers, even when centrally tuned.
Summarizing the above discussion, downstream feedback controllers at the upstream end of a canal will perform better if provided information from downstream feedback controllers at the downstream end of a canal. This same issue occurs at the junction of pools on different branches. The methodology developed here allows us to tune controllers and pass information across the boundaries between branching canal segments, thereby extending these concepts to an entire canal network. Such feedback control systems should be just as effective as feedback controllers for single in-line canals.
This paper presents a procedure in which existing automatic feedback control algorithms can be modified to handle branching canal networks. The procedure was tested using hydraulic simulation on a simple example using two different types of downstream feedback controllers. The first feedback controller is based on linear quadratic regulator ͑LQR͒ theory. The LQR feedback controller can be considered an optimal controller ͑Åström and Wittenmark 1997͒. Two different forms of this controller were analyzed. The first form was a series of centrally tuned PI controllers, one for each pool. The second form was the fully centralized PI controller, which is a PI controller with complete hydraulic decoupling in the upstream and downstream directions that also explicitly takes the delay times of the pools into account ͓see Clemmens and Schuurmans ͑2004͒ for more details on the various forms of the LQR feedback controller͔. The LQR feedback controllers use optimization techniques off-line to determine the appropriate controller constants.
The second algorithm used was model predictive control ͑MPC͒. For this type of feedback controller, the appropriate control actions are determined from predictions of the system's output. Optimization techniques are performed on-line at each control time step to determine the necessary control actions. See Wahlin ͑2004͒ for more details on the particular form of MPC used in this paper.
In this paper, both types of feedback controllers use a lumpedparameter linear approximation of the Saint Venant equations, called the integrator-delay ͑ID͒ model ͑Schuurmans et al. 1995͒, as their underlying linear process model. In addition, all the feedback controllers in this paper were formulated for remote downstream water level control, and the control action variables were changes in flow rate at the check structures. The changes in flow rate were converted into changes in check gate position by inverting the flow equation for the check structure.
Interacting Control Loops for In-line Canal Systems
If canal operators were only interested in controlling the water level in one pool, then automatic control of that system would be straightforward. The control of a single pool is referred to as a single-input single-output ͑SISO͒ system because there is only one input ͑the water level͒ and one output ͑the check gate opening͒. A single pool can be effectively controlled by attaching a PI feedback controller to the pool and tuning that controller using either the Ziegler-Nichols method or trial-and-error techniques ͑Shinskey 1996͒. Typical irrigation canals represent multipleinput multiple-output ͑MIMO͒ systems because there are multiple check gates that are used to control the flow and multiple water levels to be kept at their setpoints.
If the individual pools did not interact with each other, then a series of local SISO controllers could be applied, one to each pool, and these controllers could be tuned using SISO methods. Unfortunately, the individual pools within an irrigation water delivery system interact with each other. To visualize these interactions, consider the three-pool irrigation canal shown in Fig. 1 and assume that the control objective is to maintain the water levels at the downstream end of the pools at their respective setpoints. If a remote downstream control algorithm is implemented, the head gate is used to control the water level in Pool 1, Check 1 is used to control the water level in Pool 2, and Check 2 is used to control the water level in Pool 3. If there is a water level error in Pool 2, then a corrective action is sent to Check 1. Check 1 is opened or closed in an attempt to bring the water level at the end of Pool 2 back to its setpoint. However, if Check 1 is opened to send more water down to the end of Pool 2, then the water level in Pool 1 drops. With SISO downstream controllers, a downstream disturbance only reaches the canal head gate by creating a similar disturbance in all upstream pools. These interactions cascade throughout the entire canal system. In this situation, the control loops are coupled.
There are three ways to handle the coupling between the pools: ͑1͒ locally tuned local controllers; ͑2͒ centrally tuned local controllers; and ͑3͒ centrally tuned central controllers. The term "locally tuned local controllers" refers to the situation where there is one feedback controller on each pool and the individual controllers are tuned without information from the other pools. Essentially, using locally tuned local controllers is the same thing as ignoring the coupling between the pools. If the interactions between the pools are not strong, then this may be a viable control method. In this situation, the effects that other check gates have on the water level in a pool are considered external disturbances that must be rejected by the feedback controller. However, this strategy is not the most efficient way of setting up a control system because the individual local feedback controllers are always fighting each other and expending more energy than necessary. Centrally tuning the local controllers can help reduce the interactions between the pools, but it does not completely eliminate the problem of interacting control loops. In this situation, the individual feedback controllers are all tuned simultaneously, but the interactions between the pools are not explicitly accounted for.
If the hydraulic coupling is fairly strong between the pools, then using local controllers is not wise because the hydraulic interactions between the pools can cause severe oscillations in the system. In this case, centrally tuned central controllers are a better way to go. The term "centrally tuned central controllers" refers to the situation where all of the controllers are centrally ͑or simultaneously͒ tuned while explicitly considering the interactions between the pools. With a centralized controller, a downstream disturbance is immediately transmitted to the head gate, as well as all other gates.
Interacting Control Loops in Branching Canal Networks
Just as individual pools interact with each other in an in-line irrigation canal, individual branches can interact with each other in a branching canal network. Consider the hypothetical situation where a branching canal network is composed of two branches. A set of centrally tuned central controllers can be set up for each branch of the system. Individually, these two sets of feedback controllers may work satisfactorily. However, if they are implemented at the same time, then the feedback control loops on the two canal branches interact with each other and may cause water level oscillations in the system if the hydraulic coupling between the branches is strong. These hydraulic interactions between the branches are similar to the hydraulic interactions that occur among individual pools.
As with interacting control loops in an in-line system, the interactions can be ignored. In this case, the centrally tuned central controllers for one branch will act as an external disturbance to the other branch. Then, a disturbance in one branch will only be transmitted further upstream by causing water level errors in the pool from which it takes water. Again, the end result may be satisfactory, but the controllers will constantly be fighting each other. Centrally tuning the overall control system for each branch may help the overall performance, but this method is still ignoring the hydraulic interactions between the branches. In other words, the controllers on the individual pools may be central controllers but there is what amounts to local control between the two branches. An efficient way of handling the automatic control of branching canal networks is to centrally tune the entire control system. This requires that the branching canal dynamics be incorporated into the process model of the controller.
Linear Process Model
A response, or process, model is the underlying core of any automatic controller design. For open-channel flow, the response model is the Saint Venant equations, which are a set of hyperbolic, nonlinear, partial differential equations distributed in time and space. A nonlinear response model requires nonlinear feedback control, which is much more difficult to implement than linear feedback control. The overall control problem is greatly simplified if a linear response model is used. A linear response model of flow in open channels can be obtained by using a linearized version of the Saint Venant equations or by using a lumped-parameter transfer function model.
Many researchers have developed linearized approximations of the Saint Venant equations ͓see Balogun et al. ͑1988͒ and Reddy et al. ͑1992͒ for more details͔. The drawback to using a linearized version of the Saint Venant equations is that the resulting model is still distributed in space, which implies that hydraulic information must be determined at each computational node. Measuring hydraulic information at a large number of places along the canal is typically not practical ͑especially on a real canal͒. To overcome this obstacle, estimation techniques can be used to estimate the hydraulic information at the various computational nodes along the canal ͑Reddy et al. 1992͒. This method was not used here.
To make the process model mathematically easier to handle, a lumped-parameter linear transfer function model of the Saint Venant equations was used. Many lumped-parameter linear transfer function models have been developed ͓see Corriga et al. ͑1982͒; Papageorgiou and Messmer ͑1985͒; and Ermolin ͑1992͒ for more details͔; however, these transfer function models are only applicable to cases in which normal depth prevails throughout the entire pool. Schuurmans et al. ͑1995͒ developed a linear, lumped-parameter model of flow in open-channel systems that can handle backwater effects as well as normal flow conditions. This model, called the integrator-delay ͑ID͒ model, assumes the flow in a canal pool has two parts: ͑1͒ a normal depth section and ͑2͒ a backwater section. The backwater portion acts as a reservoir with no delay time and no variation in water surface elevation with distance. The section under normal depth is described by a delay time. The delay time is based on the time required to add or subtract the necessary volume to go from one steady-state flow to another. The ID model can be expressed as
where eϭdeviation of the downstream water level from its desired steady-state level; q in ϭdeviation of the upstream inflow to the pool from its steady-state value; q out ϭdeviation of the downstream outflow from the pool from its steady-state value; A s ϭbackwater surface area of the pool; ϭdelay time of the pool; and tϭtime. The ID model depends on only two hydraulic parameters per pool: ͑1͒ the delay time, , and ͑2͒ the backwater surface area, A s . One ID equation is created for each pool in the system and the delay time, , and the surface area of the backwater part, A s , need to be determined for each ID equation. These hydraulic parameters can be determined through unsteady flow simulation as outlined by Wahlin ͑2002͒. The ID model is still a linearized approximation of the true system and the parameters and A s vary with the initial conditions, which implies that a feedback controller based on the ID model may not function well over a wide range of flow conditions, since it is essentially locally linearized for one set of initial conditions.
State-Space Representation
The ID model can be used to define the incremental discrete state-transition equations commonly used in linear systems theory ͑Åström and Wittenmark 1997͒
where ⌬xϭstate vector; yϭoutput vector; ⌬uϭcontrol action vector; ⌽ϭdiscrete-time system matrix; ⌫ϭdiscrete-time control input matrix; Cϭdiscrete-time output matrix; Iϭidentity matrix; and kϭtime index. The matrices ⌽, ⌫, and C define how states change with time. In discrete form, they are determined by selecting a sampling time, ⌬t, and discretizing the continuous system, input, and output matrices. This can be accomplished using standard software packages such as MATLAB ͑MathWorks 2000͒. For convenience, the matrices in Eqs. ͑2͒ and ͑3͒ are consolidated as follows:
where
The state vector, ⌬x͑k͒, consists of changes in water level errors and previous incremental control actions. The composite vector, ⌬xЈ͑k͒, consists of changes in water level errors, previous incremental control actions, and previous water level errors. The control action vector, ⌬u͑k͒, consists of changes in flow rate at the check structures.
Modeling a Canal Using ID Model and State-Space Representation
To demonstrate how to model a canal using the ID model in state-space representation, consider a four-pool canal system that consists of the first four pools of ASCE Test Canal 1. This canal system is an in-line canal system and not a branching canal system. The ASCE Test Canal 1 is a simplified version of the WM canal in MSIDD. This steep canal is characterized by high Froude numbers and very little water storage ͑Clemmens et al. 1998͒. The geometric and hydraulic properties of the first four pools of the ASCE Test Canal 1 are shown in Table 1 . The necessary hydraulic properties for the ID model ͑i.e., delay time and backwater surface area͒ were determined using unsteady flow simulation as described by Wahlin ͑2002͒. The delay times and the backwater surface areas are functions of flow rate, and the hydraulic properties shown in Table 1 were determined at the design flows shown in that table. The number of delay time intervals ͑added columns͒ in the state transition matrix is determined by dividing the delay time by the control time step and always rounding up. If the sample time, ⌬t, is assumed to be five ͑5 min͒ ͑300 s͒, then there are no delays in Pool 1, one delay in both Pools 3 and 4, and two delays in Pool 2. The parameters for the pools in Table 1 can be inserted into Eq. ͑1͒ to yield a set of four linear ordinary differential equations. In the following equations, the subscript 0 represents the head gate while subscripts 1, 2, and 3 represent the gates at the downstream end of Pools 1, 2, and 3, respectively, with all units in meters and seconds
Next, put the four differential equations into incremental, discrete-time state-space form. The state vector ⌬xЈ͑k͒ consists of the changes in the water level errors, the previous changes in control actions, and the previous water level errors. The control action vector ⌬u͑k͒ consists of the changes in flow rate at each gate. Note that ⌬u͑k −1͒ = q͑k −1͒ − q͑k −2͒. The composite ⌽ and ⌫ matrices can be determined using built-in routines found in MATLAB ͑MathWorks 2000͒. The influence of the delay time is put in discrete form by computing where it falls between the neighboring discrete times. For example, in Pool 2, the delay time is 474 s, which falls between control time steps of 300 and 600 s, corresponding to ⌬q 1 ͑k −1͒ and ⌬q 1 ͑k −2͒, respectively. The delay causes upstream flow changes to arrive at a time that is 58% of the way from time k − 1 to time k −2 ͓i.e., ͑474−300͒/300͔, when looking back from the current time. The term q 1 ͑t − 474͒ in Eq. ͑11͒ is replaced with 0.58 ⌬q 1 ͑k −2͒ + 0.42 ⌬q 1 ͑k −1͒, when put in discrete form. The discretized incremental state-space representation of the ID model then is given by the following matrix equations: 
Feedback Control Using Linear Quadratic Regulator Theory

Control Law
Using state-feedback control, the appropriate control law in statespace form is
where Kϭcontroller gain matrix. The elements in K are determined during the tuning procedure. If all the elements in K are nonzero, then the control shown in Eq. ͑16͒ is truly a MIMO controller. In other words, every change in gate flow suggested by the controller is influenced by the water level errors in all the pools. A controller with all nonzero elements in K is referred to as a fully centralized PI feedback controller. Clemmens and Schuurmans ͑2004͒ show that a variety of different controllers can be developed and centrally tuned by the selection of which elements in K are set to zero. In this paper, two different forms of this type of feedback controller are explored. The first form is the fully centralized PI feedback controller as mentioned above. The second form is a centrally tuned PI controller. For the second form, only the elements in K that correspond to the proportional and integral constants are nonzero. The rest of the elements in K are set to zero. This is equivalent to a series of SISO controllers. For more details on the specific forms of this type of feedback controller, please refer to Clemmens and Schuurmans ͑2004͒.
Linear Quadratic Regulator
Optimization techniques have been applied to control problems in an attempt to simplify the tuning process. Using the statetransition Eqs. ͑4͒ and ͑5͒ and the control law in Eq. ͑16͒, the controller can be tuned by minimizing a quadratic performance indicator or objective function. This type of problem is referred to as a linear quadratic regulator ͑LQR͒ problem.
Standard Formulation
LQR theory can be used to determine the appropriate values for the coefficients of K. In LQR theory, the gain matrix K is chosen such that the control actions, ⌬u, move the state-space system, Eqs. ͑4͒ and ͑5͒, along its trajectory in such a way that the value of the objective function, J, is minimized ͑Lewis and Syrmos 1995͒. The objective function, J, is a performance index of the controller and a quadratic function of the state vector and the control actions. A typical objective function is given by
where Q and Rϭcost-weighting matrices on the state vector and control actions, respectively. Note that the summation in Eq. ͑17͒ goes to infinity. This implies that the LQR controllers are really unconstrained MPC controllers with infinite prediction horizons ͑this concept is discussed later͒. See Clemmens and Schuurmans ͑2004͒ for more details on the design of feedback controllers using LQR theory. The cost weighting matrices Q and R were determined using a trial-and-error technique. Values within Q and R provide a trade-off between minimizing water level errors and minimizing check flow changes. Since only the relative size of Q and R are important, the Q matrix was set equal to I and the R matrix was adjusted to express the relative trade-off between water level accuracy and amount of gate movements. Using I as the Q matrix implies that water level deviations are given the same penalty weight in all the pools. The cost weighting matrix R was weighted as a function of the relative capacity of each pool because it was assumed that a given flow change in a pool with low capacity has more of an effect on the system than the same flow change in a pool with high capacity. For example, a 1 m 3 /s flow change for a gate with a capacity of 2 m 3 /s is much more extreme than for a 10 m 3 /s capacity gate. The first element of R, R 1 , represents the control action penalty for the first gate, and this element is set as part of the trial-and-error tuning process. The remaining values within the R matrix are scaled according to the relative gate capacity. For example, if R 1 equals 3 and Check 2 has 80% of the capacity of Check 1, then the second element in R, R 2 , is equal to 3/͑0.8͒ 2 or 4.7. Note that the 0.8 is squared because of the quadratic criterion that is being used.
Feedback Control Using Model Predictive Control
The term MPC does not refer to a specific control strategy. Instead, it refers to a broad range of control methods that explicitly use a process model of the real system to obtain the control actions by minimizing an objective function. MPC has three basic components ͑Camacho and Bordons 1999͒: 1. A process model is used to predict the system output for some time into the future, ŷ ͑k + i ͉ k͒. The distance that is predicted into the future is called the prediction horizon, p. The output predictions have two components: ͑1͒ a free response and ͑2͒ a forced response ͑Clarke 1994͒. The free response is the expected behavior of the system assuming no future control actions. The forced response is the additional process output resulting from future control actions, ⌬u͑k + i ͉ k͒. The forced response is considered over the control horizon, m, while the free response is considered over the entire prediction horizon, p. The control horizon must be less than or equal to the prediction horizon. The process model is used to obtain output predictions based on both the free and forced responses. After the control horizon is passed, the remaining output predictions are based on the free response of the system. This prediction strategy is shown in Fig. 2 . 2. An objective function is defined in terms of some combination of the deviations from the reference trajectory and control actions over the prediction horizon. The series of future control actions that minimizes this objective function is selected through optimization techniques. This optimization problem is subject to the many constraints that are imposed on the system; and 3. Once the sequence of future control actions that minimizes the desired objective function is determined, only the first set of control actions is implemented on the system ͑i.e., at the current time͒. The system is then updated and the process is repeated at the next time step. This overall strategy is known as the receding horizon strategy. A flow chart of the basic MPC structure can be seen in Fig. 3 .
State-Space Formulation of Model Predictive Control
For this paper, a state-space formulation of MPC is utilized following Lee et al. ͑1994͒.
Prediction
The first step in MPC is to make a prediction of the process model into the future using Eqs. ͑4͒ and ͑5͒ as the state transition equations. The predicted output of the system, ŷ ͑k + i ͉ k͒, is determined from the current state vector, ⌬x͑k͒, and the future input changes, ⌬u͑k + i ͉ k͒. For example, the predicted values for the state and the output vectors one time step into the future is expressed as
Similar expressions for the predictions of state and output vectors can be made for additional time steps into the future up to the prediction horizon, p. These predictions can then be recursively substituted back into one another to create a composite output prediction matrix, Y͑k +1͉ k͒, which can be expressed as
where S x , S u , 1, and ⌬U͑k͒ϭprediction matrices given by Fig. 2 . Prediction strategy used by MPC ͓adapted from Clarke ͑1994͔͒. Fig. 3 . Flowchart of the basic structure of MPC.
Wahlin ͑2004͒ outlines the prediction process used in this formulation of MPC in more detail.
Eq. ͑20͒ is an expression for the output of the system as a function of the past and current control actions ͓i.e., the first two terms on the right hand side of Eq. ͑20͔͒ as well as the unknown future changes in control actions ͓i.e., the last term on the right hand side of Eq. ͑20͔͒. The matrices S x and S u are expressed only in terms of the state-space model ͑i.e., ⌽, ⌫, and C͒. Thus, these two matrices can be calculated before the MPC controller performs an optimization. They can also be calculated periodically to utilize local linearization around the current state ͑i.e., to account for changes in and A s with flow rate, Manning n, etc.͒.
Optimization Problem
Once Eq. ͑20͒ is used to predict the future output of the system in terms of the unknown future changes in control actions, the set of future changes in control actions that minimizes some objective function is determined through optimization. For this study, the objective function, J, is expressed as
where Jϭobjective function; pϭprediction horizon; mϭcontrol horizon; ŷ ϭpredicted output; y r ϭreference trajectory; ⌬uϭunknown future control actions; Q i = ith cost weighting matrix on the water level errors; R i = ith cost weighting matrix on the control actions; and kϭtime index. The objective function used in MPC is similar to the objective function used in LQR control except that the summations are no longer to infinity.
The appropriate values for the Q i and the R i matrices are determined during the tuning process. As with the LQR, it was assumed that the water level errors in each of the pool had equal weight ͑Q i =I͒ and the penalty for control actions was weighted by the relative capacity of each pool. However, unlike the LQR problem, the penalty matrices are squared in the MPC optimization problem. Thus, the relative capacity is not squared when determining the weighting matrices R i because those matrices gets squared in the optimization problem.
The above objective function can be put into matrix form by using the above definitions of Y͑k +1͉ k͒ and ⌬U͑k͒ as well as the following definitions:
Using these definitions, the objective function is written as
Thus, the problem is summarized as minimizing the objective function, J, by adjusting the future control actions, ⌬U͑k͒.
Automatic Control of Branching Canal Networks
To design an automatic controller for an entire branching canal network instead of just one in-line canal system, the underlying process ͑state-transition͒ model must be modified to account for the branching canal dynamics. In this case, some modifications must be made to the ID equations used to model the canal system. Once this is done, the design of an automatic control system can proceed exactly as it would for an in-line system as outlined previously.
Modifying the Integrator-Delay Equations
For a branching canal network, the outflow from one pool may not always go into the next pool downstream. Consider the simple branching canal network based on ASCE Test Canal 1 as shown in Fig. 4 . The first six pools are in the main branch of the canal. Pools 7 and 8 make up the second branch and this branch starts at the downstream end of Pool 4. In this situation, the outflow from Pool 6 is no longer the inflow into Pool 7. Instead, a portion of the outflow from Pool 4 is the inflow into Pool 7. Likewise, if the flows were reversed, the inflow into Pool 4 would not simply be the outflow from Pool 5. The inflow into Pool 4 would be the outflow from Pools 5 and 7.
The ID equations can be modified to account for the branching canal dynamics by adding or removing terms to the equations. In the example shown in Fig. 4 , the entry in the ID equations that indicates the outflow from Pool 6 is the inflow into Pool 7 must be removed. In addition, the ID equations are further modified to reflect that the inflow into Pools 5 and 7 are a portion of the outflow from Pool 4. The modification of the ID equations is more clearly understood by way of an example.
Simple Example
For this simple example, consider ASCE Test Canal 1 ͓see Clemmens et al. ͑1998͒ for more details on the ASCE Test Canal 1͔ and assume that there is a branch that occurs at the downstream end of Pool 4. One of the branches contains Pools 5 and 6 from the ASCE Test Canal 1 while the other branch contains Pools 7 and 8, as shown in Fig. 4 . The first step in designing a controller for this branching canal network is to define the ID equations. Without the branch, the ID equations can be expressed as
When a branch is present at the end of Pool 4, the ID equations become
In these equations, q 4 ͑t͒ = q 4,1 ͑t͒ + q 4,2 ͑t͒, and q 6 ͑t͒ is no longer controlled. In U͑k͒, q 4 ͑t͒ and q 6 ͑t͒ are replaced by q 4,1 ͑t͒ and q 4,2 ͑t͒. The modification of the ID equation for Pool 6 is a result of the fact that Pool 6 no longer flows into Pool 7.
Once the ID equations have been modified to account for the branching canal dynamics, the same procedure used for designing in-line controllers presented previously can be used to design the branching controllers. If there is more than one branch in the canal network, all that must be done is to again modify the underlying ID equations to account for the other branches. The procedure is not difficult; however, care must be taken to assure that the hydraulics of the branching canal network are properly described.
Control Tests
Simulations were performed on the branched version of ASCE Test Canal 1 using the same initial conditions specified for Test Case 1, which is composed of relatively small flow changes ͓see Clemmens et al. ͑1998͒ for details on ASCE Test Case 1͔. Because the goal of this example was to determine the feasibility of feedback controllers on branching canal networks, several simplifications were made to the ASCE Test Case 1. The simulations were only performed under tuned conditions, the minimum gate movement constraints were not enforced, and all of the flow changes were considered unscheduled ͑i.e., no feedfoward routine was implemented͒. For all of the simulations performed in this paper, the time-weighting coefficient was set equal to 0.67. The computational time step was set to 1 min.
In this example, an offtake change occurred in each section of the branching canal network ͑i.e., upstream from the branch and in each of the two branches͒. Six hours into the test, the offtake flows at Pools 3 and 8 increased from 0.1 to 0.2 m 3 /s ͑3.5 to 7.1 cfs͒, while the offtake at Pool 5 was shut off. Simulations were performed using the centrally tuned PI controller, the fully centralized PI controller, and MPC. All simulations were performed using the hydrodynamic model SOBEK͑Delft Hydraulics 2000͒. SOBEK has the ability to simulate branching canal networks and to be linked to MATLAB ͑MathWorks 2000͒. All of the control routines were written as MATLAB m-files that interfaced with SOBEK.
Two constraints were imposed on the simulations: ͑1͒ the gates were not allowed to completely close and ͑2͒ the gates were not allowed to come out of the water. For the LQR controllers, these constraints were imposed after the control calculations were performed. In other words, the control law was used to determine the changes in the control action variables. If these changes caused the constraints to be violated, then the control actions were adjusted until the constraints were satisfied. For MPC, the constraints were written explicitly into the constrained optimization problem.
Controller Design
The hydraulic properties of the simple branching network ͑Table 2͒ were obtained using unsteady flow simulations as outlined by Wahlin ͑2002͒. For the LQR controllers, R 1 was set equal to 20, while for MPC, R 1 was set equal to 4.4721 ͑i.e., the square root of 20͒. Thus the same tuning was used for all controllers.
Results
The simulation results for this simple example using the fully centralized PI controller are shown in Fig. 5 . Within 6 h of the disturbances, the fully centralized PI controller restored the water levels to their setpoints. These results agree fairly well with the unscheduled simulation results for the fully centralized PI controller on ASCE Test Canal 1 ͑see Clemmens and Wahlin 2004͒. In practice, these water level deviations and settling times are not acceptable. Prescheduled delivery changes with a feedforward routine would improve the overall performance of this feedback controller.
When the centrally tuned PI controller is used on this example ͑Fig. 6͒, the simulation results degrade significantly; the water level deviations in all of the pools increase. In addition, there are some oscillations in the water levels and the pools are not brought back to their setpoints until 10 h after the flow changes. Because the various pools do not communicate with each other, using the simple PI controller is equivalent to ignoring the coupling between the pools and the branches. The water level oscillations that occur indicate that instability problems may be encountered if the centrally tuned PI controller is used in a situation with a more complex schedule of flow changes.
MPC's performance on the branching canal test is almost identical to that of the fully centralized PI controller ͑compare Fig. 7 to Fig. 5͒ . The nearly identical performance of MPC and the fully centralized PI controller is not surprising because these two controllers are similar ͑i.e., MPC without constraints and with infinite prediction and control horizons becomes the LQR controller͒ and their penalties on the water level deviations and control actions are identical.
The test performed in this paper was composed of relatively small flow changes on a simple branching canal network. Further research is needed to verify that the procedures outlined in this paper are applicable to more severe tests and more complex systems. This is the subject of the companion paper.
Conclusions
The following conclusions were drawn regarding the application of linear quadratic regulators ͑LQR͒ and model predictive control ͑MPC͒ to a simple branching network:
• Both the LQR and MPC controllers were able to bring the water levels back to their setpoints in the analyzed simple branching canal example within 6 h; • For both methods, control algorithms can be developed for branching canal networks by modifying the state-space ID model; • The performance of the LQR and MPC controllers was almost identical, which is not unexpected; and • The centrally tuned PI controller ͑i.e., a series of simple PI controllers that are tuned centrally with a LQR formulation͒ had larger water level deviations than the LQR ͑fully centralized PI controller͒ and MPC controllers and took longer ͑10 h͒ to return the water levels to their setpoints. In addition, oscillations developed in some of the pools. These oscillations may occur because the PI controller ignores the coupling between the pools and the branches. 6 . Simulation results for simple branching canal test using the centrally tuned PI controller ͑tuned conditions; no gate constraints͒.
Fig. 7.
Simulation results for simple branching canal test using MPC ͑tuned conditions; no gate constraints͒.
