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Abstract
The PlaneWave Semi-Continuous Galerkin method is an example of a method
where some of the expected structure of the solution is included in the finite
element space. The idea is that this will lead to a more accurate method
than the standard methods on problems where the solutions do have this
structure.
First, this thesis establishes the necessary theory for partial differential
equations. Next, some of the theory behind continuous and discontinuous
Galerkin methods is established, emphasizing the difference in how these
two methods handle the interfaces between elements. Using this, the semi-
continuous nature of the Plane Wave Semi-Continuous Galerkin method is
established.
Finally, the thesis provides a posteriori error estimates for the method,
comparing it to the standard Q1 method. In the provided result the method
proves promising for methods having solutions behaving like plane waves
locally.

Acknowledgements
First, I would like to thank my supervisor Snorre Harald Christiansen for
guiding me trough the entire process of writing this thesis. All the way
from defining the problem to figuring out the last minute details, his input
has been invaluable.
I would also like to thank Torquil Macdonald Sørensen for helping me with
problems I encountered while implementing the numerical methods.
Without his input, both figuring out some parts of the GetFEM++ library
and debugging the implementation would have taken much longer, which
would have made it much more difficult to finish the thesis on time.
Finally, I would like to thank my friends and family for helping me keep the
motivation up throughout this year of writing. Without their support, the
thesis would most likely never have been finished.
Oslo, 26 May, 2015
Anders Matheson
3

Contents
1 Introduction 7
1.1 About the thesis . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.2 Code . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2 Introduction of relevant equations 10
2.1 Helmholtz equation . . . . . . . . . . . . . . . . . . . . . . . . 10
2.1.1 Applications . . . . . . . . . . . . . . . . . . . . . . . . 10
2.1.2 Analytical solutions . . . . . . . . . . . . . . . . . . . . 11
2.2 Second-order elliptic boundary-value problems . . . . . . . . . 13
2.2.1 Weak form . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2.2 Existence of solutions . . . . . . . . . . . . . . . . . . . 16
2.2.3 Boundary function . . . . . . . . . . . . . . . . . . . . 19
3 Galerkin methods 22
3.1 Conforming Galerkin methods . . . . . . . . . . . . . . . . . . 22
3.1.1 Derivation . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.1.2 Finite element methods . . . . . . . . . . . . . . . . . . 23
3.1.3 Degrees of freedom . . . . . . . . . . . . . . . . . . . . 26
3.1.4 Error estimate . . . . . . . . . . . . . . . . . . . . . . . 30
3.2 Discontinuous Galerkin method . . . . . . . . . . . . . . . . . 35
3.2.1 Finite element space . . . . . . . . . . . . . . . . . . . 35
3.2.2 Flux formulation . . . . . . . . . . . . . . . . . . . . . 35
3.2.3 Flux functions . . . . . . . . . . . . . . . . . . . . . . . 38
3.2.4 Primal formulation . . . . . . . . . . . . . . . . . . . . 40
4 Plane Wave Semi-Continuous Galerkin method 43
4.1 The PWSCG finite element space . . . . . . . . . . . . . . . . 44
4.1.1 Plane wave function spaces . . . . . . . . . . . . . . . . 44
4.1.2 Finite plane wave space . . . . . . . . . . . . . . . . . 47
4.1.3 The PWCSG element . . . . . . . . . . . . . . . . . . . 50
4.1.4 Discontinuity . . . . . . . . . . . . . . . . . . . . . . . 51
5
CONTENTS
4.1.5 Real-valued solutions . . . . . . . . . . . . . . . . . . . 53
4.2 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.2.1 Framework . . . . . . . . . . . . . . . . . . . . . . . . 54
4.2.2 Complex basis functions . . . . . . . . . . . . . . . . . 54
4.2.3 Implementing function spaces . . . . . . . . . . . . . . 55
4.2.4 Dirichlet condition . . . . . . . . . . . . . . . . . . . . 56
5 Numerical Results 62
5.1 Exact approximation . . . . . . . . . . . . . . . . . . . . . . . 63
5.2 Manufactured solution . . . . . . . . . . . . . . . . . . . . . . 66
5.3 Radial wave . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.4 Execution time . . . . . . . . . . . . . . . . . . . . . . . . . . 71
6 Conclusion 73
6.1 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
6
Chapter 1
Introduction
Solving general partial differential equations is notoriously hard, both an-
alytically and numerically. The solutions of these equations are often very
complicated, and most of them are impossible to write out explicitly, and in
many cases, even finding the most basic properties of the solutions is near
impossible. There are classes of equations, however, for which we have exten-
sive understanding of the behaviour. Probably not coincidentally, these are
also often the same kind of equations that arise in many practical problems.
As with algebraic equations, differential equations can have any number
of solutions, including both infinitely many and none. One major part of the
analytical study of PDEs is finding the number and characteristic properties
of solutions. Studying these properties can give vital insight, which can be
used to understand the physical or abstract behaviour of the process the
equation describes, even without actually solving the equation.
Even though we know there exists a solution to a particular partial differ-
ential equation, finding it can be a lot more difficult. Often the only option is
to seek an approximate solution trough the use of a numerical method. These
methods range from simple and intuitive methods such as the simplest finite
difference schemes, to more abstract and sophisticated methods making use
of the insight provided by the analytical studies. Common for all the methods
is that they convert the continuous problem into a discrete problem which
can be solved explicitly using only arithmetic operations which can be exe-
cuted by computers. Loosing information in this process is unavoidable, and
this is why such methods only generate approximations to solutions.
While analytical results alone can provide valuable insight in many prac-
tical problems, they also play a vital role when using numerical methods.
For instance, trying to use a numerical method to approximate a solution
that does not exist may cause problems. In many cases the method will,
after a lot of calculation, detect that the equation has no solution and fail.
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1.1. ABOUT THE THESIS
Other methods, however, lack the ability to detect failure and may return
a solution, even if no solution actually exists. The situation can be just
as bad when solving an equation which has an infinite number of solutions.
Again, some methods will detect this and fail, but other methods may return
a function which in some way approximates a solution locally, but it may be
a different solution in different areas, resulting in a function which behaves
nothing like a true solution.
One of the more popular methods utilizing insight gained trough the an-
alytical studies of the equations is the finite element method, or FEM for
short. It consists of splitting the solution into pieces, each defined over a
small subset of the domain of definition of the equation. On each of these
parts, we assume the solution has a particularly simple form, usually a linear
combination of a finite number of predefined polynomials. We can then use
Galerkin approximation to select a linear combination which closely approx-
imates a solution of the equation, and the result is a method which can, for
large classes of PDEs, be proven to give arbitrarily good approximations if
we just make the discrete problem large enough.
While this seems to have pretty much solved our problem of finding so-
lutions to PDEs, this is far from the case. In reality, computers, with their
finite memory and speed, limit the size of the discrete problem. For many of
the trickier problems, not even supercomputers can hope to find acceptable
approximation in an acceptable amount of time using naive finite element
methods.
This is the reason we need FEMs which are particularly good at solving
just the kind of problem we want to solve. In this thesis we will introduce
the Plane Wave Semi-Continuous Galerkin method, which is a finite element
method designed to work particularly well with problems where the solutions
have plane wave-like behaviour locally. This is done by replacing the poly-
nomials used to approximate the solution on the elements with plane waves,
the idea being that this will allow for more of the behaviour of the continuous
problem to be preserved in the discrete problem.
1.1 About the thesis
The theory of PDEs includes a lot of results with long derivations, using
different techniques from different fields of mathematics. Since the main
focus of this thesis is to derive and test the Plane Wave Semi-Continuous
Galerkin method, I will only derive and state the simplest versions of the
results from PDE and Galerkin theory, since this will be enough to reason
about the expected properties of the relevant Galerkin methods.
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In chapter 2, we start by looking at the classical theory for some partial
differential equations. This chapter lay the groundwork for our continued
treatment of these equations by stating some basic results and introducing
the notation which will be used later when discussing these equations.
In chapter 3, we will look at Galerkin methods and introduce the finite
element framework at a rather low level, emphasizing how the methods be-
have on the intersections between elements since this is an important aspect
of describing the semi-continuous nature of the plane wave method which is
introduced in chapter 4.
Chapter 4 uses the notion of finite elements introduced in chapter 3 to de-
rive the Plane Wave Semi-Continuous Galerkin method. In the second part of
this chapter, we look at some of the high-level aspects of the implementation
of the method.
Then in chapter 5, we look at how this method behaves numerically by
running the implementation for some interesting cases, and making some
a posteriori error estimates comparing the method to standard polynomial
elements.
1.2 Code
A considerable part of this project was writing an implementation of the
Plane Wave Semi-Continuous Galerkin method. The implementation is based
on the GetFEM++ [10] finite element framework. Since understanding most
of the code requires an understanding of the GetFEM++ library, I have
chosen not to include any actual code in the thesis. Instead, I have included
some more high-level notes on the implementation in the last part of chapter
4 and the results gained by running the code in chapter 5.
For readers interested in diving into the code, it is available on GitHub:
github.com/ANerd/PWSCG.
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Chapter 2
Introduction of relevant equations
Before we look at finite element methods, we need to introduce some of the
classical theory of PDEs. In this chapter, we will first look at a concrete
example of a PDE which will have a special role in deriving the plane wave-
methods discussed later. Next we will look at a more general class of problems
and develop the notation and some results which will be useful when working
with the numerical methods.
2.1 Helmholtz equation
The methods described in this thesis will mostly have advantages for equa-
tions with solutions of wave-like form. As an example of an equation that
has wave-like solutions, we look at the Helmholtz equation{
∆u+ k2u = f in Ω
u = u0 on ∂Ω
(2.1)
where Ω ∈ Rd is of C1 class [9, p. 710], k : Ω→ R, u ∈ C2(Ω), u0 ∈ C2(∂Ω)
and f ∈ C(Ω).
2.1.1 Applications
The Helmholtz equation helps describing the behaviour of waves in multiple
fields of physics, including acoustics, electromagnetic radiation and seismol-
ogy. One way to arrive at Helmholtz equation is to look at the linear wave
equation
∂2u
∂t2
= c2∆u (2.2)
10
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If we use separation of variables and assume
u(x, t) = T (t)X(x)
where T ∈ C2(R) and X ∈ C2(Ω), we get
1
c2
∂2T
∂t2
X = ∆XT
1
c2T
∂2T
∂t2
=
∆X
X
and since the left hand and right hand side depend solely on t and x respec-
tively, they must both be constant.
1
c2T
∂2T
∂t2
= c =
∆X
X
We then find a k ∈ R such that c = −k2 and we arrive at the homogeneous
Helmholtz equation in X(x)
∆X
X
= −k2 ⇒ ∆X + k2X = 0
Figure 2.1: A solution
of Helmholtz equation rep-
resenting a wave bending
around a circular obstacle.
The wave equation describes multiple phys-
ical phenomena. One example is the propaga-
tion of acoustic waves trough a 3 dimensional
medium where u represents the pressure in the
medium. Other applications include waves on a
2 dimensional elastic membrane where u then
represents the displacement of the membrane
in normal direction of the undisturbed mem-
brane. Another describe the vibration of a
string in 1 dimension, where again u represents
the displacement [4, p. 4]. There are also other
equations in physics which can be reduced to
Helmholtz equation, including the Schrödinger
equation and some aspects of Maxwell’s equa-
tions.
2.1.2 Analytical solutions
The solutions of Helmholtz equation are in gen-
eral very complex and can usually not be written explicitly. There are ex-
ceptions, however, some of which will be presented next.
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Plane waves
For the first solution we need k to be a constant vector. Let k ∈ Rd, and set
k from the equation such that k2 = k2. If we then insert u = eik·x into the
interior part of (2.1), we get
∆
(
eik·x
)
+ k2eik·x = 0
−k2eik·x + k2eik·x = 0
which holds. This kind of function is known as a plane wave along k. We
also know that since (−1)2 = 1 then u = e−ik·x must also be a solution.
Since the equation is linear, any linear combinations of these solutions will
also be solutions. Also, we may combine solutions with different directions
of k. While this may seem like a lot of flexibility, it is still not possible
to satisfy all boundary conditions by linear combinations of these functions.
Also, assuming constant k excludes a lot of useful solutions.
Radial waves
Another interesting function is
u =
eikr
r
where r = |x− x0| for some x0 ∈ Rd. For this to be a solution of (2.1) we
need to assume Ω ⊂ R3 and that there exists a small neighborhood around
x0 which is not included in Ω. We also have to assume constant k. Using
the Laplace operator in spherical coordinates [14, p. 111] we get
1
r2
∂
∂r
(
r2
∂
∂r
(
eikr
r
))
+ k2
eikr
r
=
1
r2
∂
∂r
(
eikr(ikr − 1))+ k2 eikr
r
= −k2 e
ikr
r
+ k2
eikr
r
= 0
which is well formed since Ω does not include x0.
Since this function is radial it can only satisfy boundary conditions which
are also radial. An example of a problem which is solved by this kind of
function is when Ω is on the form
Ω = {x ∈ Rd : 0 < θ < |x| < R}
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for some θ, R ∈ R and the Dirichlet condition enforces a constant value on
the inner boundary and another constant value on the outer boundary.
A way to relate this function to plane waves is to write
u =
eik·x
|x|
with
k = k
x
|x|
What prevents this from being a true plane wave is that a plane wave has
constant k. One thing this form does provide is an indication that radial
waves may have behaviour similar to plane waves locally.
2.2 Second-order elliptic boundary-value prob-
lems
To look at Galerkin methods, we must first establish some basic notation
and results for the equations we seek to solve. A class of problems that
usually works quite nicely with Galerkin methods are second-order elliptic
boundary-value problems.
We will always assume the complex-valued functions unless otherwise
specified. This means a function v ∈ C(Ω) will be v : Ω → C even tough
one usually defines these functions to be v : Ω→ R. This also means we will
use the complex L2 inner products when constructing the weak forms. We
denote the complex conjugate of v as v.
We will look at problems on the form{
Lu = f in Ω
u = u0 on ∂Ω
(2.3)
for Ω ⊂ Rd, f ∈ C(Ω), u0 ∈ C2(∂Ω) given, u ∈ C2(Ω) the unknown and the
operator L defined as
Lu = − div (α(x) gradu) + β(x) · gradu+ γ(x)u
where α ∈ [L∞(Ω)]d×d, β ∈ [L∞(Ω)]d and γ ∈ L∞(Ω) are known coefficient
functions. We will also assume α(x) is symmetric.
Definition 2.1 (Strong solution). Assume α ∈ [C1(Ω)]d×d, β ∈ [C(Ω)]d and
γ ∈ C(Ω). If (2.3) holds for some u ∈ C2(Ω) then u is a strong solution of
(2.3).
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Second-order means that the highest order derivatives of u included in
the equation is second derivatives, and boundary-value problem is a problem
defined by an equation on a domain and some condition on the behaviour on
the boundary. Both of these properties are implicit in the definition of (2.3),
but ellipticity needs to be defined explicitly
Definition 2.2 (Ellipticity). The partial differential operator L is elliptic if
there exist a constant θ > 0 such that
ζTα(x)ζ > θ |ζ|2 (2.4)
for all ζ ∈ Rd and almost every x ∈ Ω.
Corollary 2.3. The Helmholtz equation is a second-order elliptic boundary
value-problem.
Proof. We can write the Helmholtz equation (2.1) on the form (2.3) with
α(x) = I, β(x) = 0 and γ(x) = k2, which means it’s a second order boundary-
value problem, and since
ζTα(x)ζ = ζT Iζ = |ζ|2 > θ |ζ|2
for any θ < 1, it is also elliptic.
The form (2.3) is called the strong form of the equation, and for it to be
well formed we need u ∈ C2(Ω) which leads to f ∈ C(Ω). This is a strong
requirement which turns out to exclude many useful cases. This is why we
in the next section introduce another form of the equation.
2.2.1 Weak form
We will now introduce the weak form of the problem. A way to handle
inhomogeneous Dirichlet boundary conditions will be presented in section
2.2.3, but for now we will assume u = 0 on ∂Ω. To derive the weak form of
(2.3) we multiply it by the complex conjugate of v ∈ C∞0 (Ω) and integrate
over Ω. This gives us∫
Ω
α(x) gradu · grad v dx+
∫
Ω
β(x) · graduv dx+
∫
Ω
γ(x)uv dx
=
∫
Ω
fv dx+
∫
∂Ω
gradu · nv ds
and since v|∂Ω = 0 the boundary term disappears. Using this formulation as
a starting point, we can make another definition of what it means to solve
(2.3)
14
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Definition 2.4 (Weak solution). u ∈ H10 (Ω) is a weak solution of (2.3) if∫
Ω
α(x) gradu·grad v dx+
∫
Ω
β(x)·graduv dx+
∫
Ω
γ(x)uv dx = 〈f, v〉 (2.5)
for all v ∈ H10 (Ω), where α ∈ [L∞(Ω)]d×d, β ∈ [L∞(Ω)]d, γ ∈ L∞(Ω,R),
f ∈ H−1(Ω) and 〈·, ·〉 is the pairing of H−1(Ω) and H10 (Ω).
From this definition we introduce the bilinear and linear forms
a(u, v) =
∫
Ω
α(x) gradu · grad v dx+
∫
Ω
β(x) · graduv dx+
∫
Ω
γ(x)uv dx
l(v) = 〈f, v〉
which give us the shorthand; find u ∈ H10 (Ω) such that
a(u, v) = l(v) ∀v ∈ H10 (Ω) (2.6)
This form is called the weak form of the problem. Here, the requirement
that u ∈ C2(Ω) is replaced by the much weaker u ∈ H10 (Ω), and allowing
f ∈ H−1(Ω) means we have a well formed problem even for a very irregular
f . In this form we call u the trial function and v the test function. This
form also fits very nicely into the framework of Galerkin methods which will
be presented in the next chapter.
Since C20(Ω) ∈ H10 (Ω), we have the following relation between strong and
weak solutions
Proposition 2.5. Assume α ∈ [C1(Ω)]d×d, β ∈ [C(Ω)]d and γ ∈ C(Ω),
f ∈ C(Ω). Then for u ∈ C20(Ω) the following are equivalent
(i) u is a strong solution of (2.3)
(ii) u is a weak solution of (2.3)
Proof. Assume u is a strong solution. We multiply (2.3) by any test function
v ∈ C∞0 (Ω), and integrate both sides of the equation over Ω.∫
Ω
Luv dx =
∫
Ω
fv dx
Since u ∈ C20(Ω) we can perform the integration by parts without introducing
boundary terms∫
Ω
− div (α(x) gradu) v dx =
∫
Ω
α(x) gradu · grad v dx
15
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Since this holds for any v ∈ C∞(Ω), it must also hold in the closure. Hence
a(u, v) = l(v) ∀v ∈ H10 (Ω)
and u is a weak solution. To prove the converse we use the same steps in
reverse to arrive at ∫
Ω
Luv dx =
∫
Ω
fv dx ∀v ∈ C∞0 (Ω)
and since this holds for all v ∈ C∞0 (Ω), we know that that Lu = f , hence u
is a strong solution.
2.2.2 Existence of solutions
By using the weak form we can now make a sufficient condition for the
existence of an unique solution. While this condition turns out to be too
strict for many problems, it gives insight into what kind of properties well
formed problems should have. It is also used as a starting point to develop
more sophisticated existence theorems.
Theorem 2.6 (Lax-Milgram). Let H be a Hilbert space and assume
a : H ×H → R
l : H → R
are linear functionals. Then, if there exists c1, c2, c3 > 0 such that
(i) |a(u, v)| ≤ c1‖u‖‖v‖ ∀u, v ∈ H (continuity of a)
(ii) a(u, u) ≥ c2‖u‖2 ∀u ∈ H (coercivity of a)
(iii) |l(v)| ≤ c3‖v‖2 ∀v ∈ H (continuity of l)
then there exists a unique element u ∈ H such that
a(u, v) = l(v) ∀v ∈ H
Proof. Let (·, ·) be an inner product over H. For any u ∈ H the mapping
v 7→ a(u, v) is a bound linear functional. From Riesz Representation Theorem
[9, p. 722] we know there exists an unique element w ∈ H such that
a(u, v) = (w, v) ∀v ∈ H
16
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and we write Au = w such that
a(u, v) = (Au, v) ∀v ∈ H (2.7)
First we show that A : H → H is linear. For any v ∈ H we have
(A(λ1u1 + λ2u2), v) = a(λ1u1 + λ2u2, v) from (2.7)
= λ1a(u1, v) + λ2a(u2, v) by linearity of a
= λ1(Au1, v) + λ2(Au2, v) by (2.7) again
= (λ1Au1 + λ2Au2, v) by linearity of the inner product
Since this holds for all v ∈ H, we know A is linear. Furthermore
‖Au‖2 = (Au,Au)
= a(u,Au) from (2.7)
≤ c1‖u‖‖Au‖ from property (i) in the theorem
and hence ‖Au‖ ≤ c1‖u‖ and A is bounded. Next we observe that property
(ii) gives us
c2‖u‖2 ≤ a(u, u) = (Au, u) ≤ ‖Au‖‖u‖
hence c2‖u‖ ≤ ‖Au‖ which implies the two properties{
A is injective
The range of A (denoted imA) is closed in H
Using this we can prove that
imA = H
by contradiction. Since imA is closed there would exist a nonzero element
w ∈ H with w ∈ imA⊥, but since
c2‖w‖2 ≤ a(w,w) = (Aw,w) = 0
this is a contradiction. Lastly, from property (iii) in the theorem, l is a
bounded linear functional and we can use Riesz Representation to find the
unique w ∈ H such that (w, v) = l(v) ∀v ∈ H. Since A is bijective, there
exists exactly one u ∈ H such that Au = w and this gives us
l(v) = (w, v) = (Au, v) = a(u, v) ∀v ∈ H
17
2.2. SECOND-ORDER ELLIPTIC BOUNDARY-VALUE PROBLEMS
Since H10 is a Hilbert space, Lax-Milgram gives a sufficient condition for
existence and uniqueness of solutions of (2.6) given the three properties. It
turns out, however, it is not that simple. The first and third property holds
since
a(u, v) ≤ ‖α‖L∞(Ω)
∫
Ω
|gradu| |grad v| dx
+ ‖β‖L∞(Ω)
∫
Ω
|gradu| |v| dx+ ‖γ‖L∞(Ω)
∫
U
|u| |v| dx
≤ ‖α‖L∞(Ω)‖ gradu‖L2(Ω)‖ grad v‖L2(Ω)
+ ‖β‖L∞(Ω)‖ gradu‖L2(Ω)‖v‖L2(Ω) + ‖γ‖L∞(Ω)‖u‖L2(Ω)‖v‖L2(Ω)
≤ c1‖u‖H10 (Ω)‖v‖H10 (Ω) (2.8)
and
l(v) = 〈f, v〉 ≤ ‖f‖H−1(Ω)‖v‖H1(Ω) ≤ c3‖v‖H1(Ω) (2.9)
but if we try to verify coercivity we get
θ
∫
Ω
|gradu|2 dx ≤
∫
Ω
α(x) gradu · gradu dx from ellipticity (2.4)
≤ a(u, u)−
∫
Ω
(β(x) · graduu+ γ(x)uu) dx
≤ a(u, u) + ‖β‖L∞(Ω)
∫
Ω
|gradu| |u| dx+ ‖γ‖L∞(Ω)‖u‖2L2(Ω)
and from Cauchy’s inequality with  we have∫
Ω
|gradu| |u| dx ≤ 
∫
Ω
|gradu|2 dx+ 1
4
∫
Ω
|u|2 dx
and choosing  > 0 such that
‖β‖L∞(Ω) < θ
2
gives
θ
2
∫
Ω
|gradu|2 ≤ a(u, u) + C‖u‖L2(Ω)
and from Poincaré’s inequality we can make the semi norm on the left side
into a full norm for appropriate constants c2, c3 > 0 such that
c2‖u‖2H10 (Ω) ≤ a(u, u) + c3‖u‖
2
L2(Ω)
which is the closest we get, but not exactly what we need to use the Lax-
Milgram theorem. Existence and uniqueness for the general second order
18
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elliptic equation can be shown using that the highest order term in a is
coercive and that the lower order terms can be interpreted as a compact
perturbation of this. Using the Fredholm theory for compact operators we
get insight into what is needed of the problem for it to have a unique solution
[9, p. 321]. The proof of this is rather long and outside the scope of this
introduction.
Helmholtz equation is not coercive and consequently is not covered by
Lax-Milgram. If we instead look at the equation where the sign of the terms
in (2.1) are opposite, we get a unique solution. This equation arises from
looking at the spatial part of the heat equation.
Corollary 2.7. The equation{
−∆u+ k2u = f in Ω
u = 0 on ∂Ω
(2.10)
has a unique weak solution for all f ∈ H−1(Ω).
Proof. The weak form of (2.10) becomes
a(u, v) =
∫
Ω
gradu · grad v dx+
∫
Ω
(
k(x)2uu
)
dx
l(v) =
∫
Ω
fv dx
Since property (i) and (iii) of the Lax-Milgram theorem is always satisfied,
we only need to show property (ii), the coercivity of a.
θ
∫
Ω
|gradu|2 dx ≤
∫
Ω
gradu · gradu dx
≤ a(u, u)−
∫
Ω
k(x)2uu dx
≤ a(u, u)− ‖ku‖2L2(Ω)
≤ a(u, u)
and using Poincaré’s inequality we get the result.
2.2.3 Boundary function
When introducing weak solutions we assumed the Dirichlet boundary condi-
tion to be homogeneous (u = 0 on ∂Ω). One of the advantages of this is that
the H1 seminorm is equivalent to the full H1 norm. This is especially useful
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when showing coercivity since ellipticity of second order equations can be
used to bound the seminorm of the function by the bilinear form applied to
the function. One way to use the same analysis as we did above on problems
with non-homogeneous Dirichlet boundary is to use boundary functions. The
weak formulation of problem (2.3) with inhomogeneous Dirichlet boundary
condition is to find u ∈ H1(Ω) such that{
a(u, v) = l(v) ∀v ∈ H1(Ω)
Tu = u0
(2.11)
for u0 ∈ H1/2(∂Ω) where T is the trace operator [9, p. 272]. The idea of
boundary functions is to find a function ub such that
u− ub ∈ H10 (Ω)
and then use uint = u− ub as the unknown in a problem with homogeneous
Dirichlet conditions.
When proving existence of solution of the weak formulation with ho-
mogeneous Dirichlet conditions (2.6) we did not consider the existence of
functions satisfying the boundary condition since H10 (Ω) obviously contains
functions which satisfy Tu = 0. Now, however, we have to show that for any
u0 ∈ H1/2(∂Ω) there exists a function u ∈ H1(Ω) such that Tu = u0. To
show this we need a result from functional analysis [8, p. 130]
Proposition 2.8. Let Ω be a C1 class open set; then the image of the trace
map on W 1,p(Ω) satisfies
T
(
W 1,p(Ω)
)
= W 1−1/p,p(∂Ω)
Here the notation T (X) means T (X) = imT when T : X → Y . Since we
want ub ∈ H1(Ω) we use that
T
(
H1(Ω)
)
= H1/2(∂Ω)
and we can formulate the needed result.
Corollary 2.9. For any u0 ∈ H1/2(∂Ω) we can find a function ub ∈ H1(Ω)
such that Tub = u0.
Proof. The result follows directly from proposition 2.8.
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We can now transform problem (2.11) to a form where we will be able to
apply the analysis from the previous sections. We find ub such that Tub = u0
and set uint = u− ub. The equation from (2.11) then becomes
a(uint + ub, v) = l(v)
a(uint, v) = l(v)− a(ub, v)
and by defining â : H10 (Ω)×H10 (Ω)→ R as the restriction of a and
l̂ :
{
H10 (Ω)→ R
v 7→ l(v)− a(ub, v)
we have reduced the problem to finding uint ∈ H10 (Ω) such that
â(uint, v) = l̂(v) ∀H10 (Ω) (2.12)
which is on the form we have studied. The solution of (2.11) will then be
u = uint + ub. Now we can state a existence and uniqueness result which do
not require coercivity on all of H1(Ω).
Proposition 2.10. Let a from problem (2.11) restricted to H10 (Ω) be coer-
cive. Then (2.11) has a unique solution.
Proof. First we show existence. Let l and a be the linear and bilinear form
from (2.11). We have from (2.8) and (2.9) that a and l are bounded on
H1(Ω). This implies that the mapping v 7→ l(v)− a(u, v) is bounded for all
u ∈ H1(Ω), hence l̂ from (2.12) is continuous. â is the restriction of a to
H10 (Ω) which we assumed to be coercive, and it is obviously also continuous.
Hence, we know from theorem 2.6 that (2.12) has a unique solution for every
ub ∈ H1. Since we know from corollary 2.9 that a suitable ub can always be
found, we know we always have a solution.
To show uniqueness we assume u1 and u2 are two solutions of (2.11).
Then
T (u1 − u2) = Tu1 − Tu2 = u0 − u0 = 0
hence (u1 − u2) ∈ H10 (Ω). This means we can use coercivity of a
c‖u1 − u2‖H1(Ω) ≤ a(u1 − u2, u1 − u2)
≤ a(u1, u1 − u2)− a(u2, u1 − u2)
≤ l(u1 − u2)− l(u1 − u2)
≤ 0
since both functions are solutions. Hence, u1 = u2 and we have uniqueness.
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Galerkin methods
In this chapter, we will look at Galerkin methods for second-order elliptic
boundary-value problems. First we will look at the standard conforming
Galerkin method which poses restrictions on the finite function spaces used
by the method, making the calculations easier from both an analytical and
numerical point of view. Next we will look at discontinuous Galerkin methods
which do not impose the same requirements, gaining flexibility at the cost of
complexity.
3.1 Conforming Galerkin methods
Conforming Galerkin methods are usually the easiest and most suitable meth-
ods to use on well-behaved problems. They are derived from the weak for-
mulation (2.6) of the problem by limiting the function spaces of the test and
trial functions to finite function spaces. We also require the space of trial
functions to be the same as the space of test functions. Methods using dif-
ferent spaces for test and trial functions are called Petrov-Galerkin methods
[4, p. 54], and will not be covered in this thesis.
A method is conforming if the finite function spaces used for test and
trial functions are subspaces of the definition spaces of the bilinear form a
of the weak formulation. This ensures we can insert the test and trial func-
tions directly into the weak formulation, which is required for the derivation
shown here. Non-conforming methods give more flexibility to solve difficult
problems, but require more care to ensure the discrete formulation is well
posed.
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3.1.1 Derivation
Deriving the Galerkin method is rather straightforward. Let Ω be the domain
on which the problem is defined. First, we choose a finite dimensional space
Xh ⊂ H10 (Ω), a basis span{φi} = Xh, and let m = dimXh. If we then write
the weak formulation (2.6), but instead of using u, v ∈ H10 we use uh, vh ∈ Xh,
we get the discrete problem of finding uh ∈ Xh such that
a(uh, vh) = l(vh) ∀vh ∈ Xh (3.1)
Since Xh ⊂ H10 , we know this problem is well posed. Now, since Xh has a
finite basis, we can write
uh =
m∑
i=1
φici
and make m equations, one for each vh = φj
a(
m∑
i=1
φici, φj) = l(φj) ∀j ∈ [1,m]
and since a is linear this can be written
m∑
i=1
a(φi, φj)ci = l(φj) ∀j ∈ [1,m]
which is a set of linear equations. Written in matrix form for this becomes
a(φ1, φ1) a(φ2, φ1) · · · a(φm, φ1)
a(φ1, φ2) a(φ2, φ2) · · · a(φm, φ2)
...
... . . .
...
a(φ1, φm) a(φ2, φm) · · · a(φm, φm)


c1
c2
...
cm
 =

l(φ1)
l(φ2)
...
l(φm)

which can be solved by numerical methods from linear algebra.
Deriving the method can be done with very little restriction on Xh or the
basis used, but while deriving the method is simple, proving it will result in
a good approximation to the problem requires us to be more specific about
the properties of Xh. This is what the elements in the finite element method
provide.
3.1.2 Finite element methods
The choice of finite element space Xh greatly affects the properties of the
method. While doing analysis separately for each Xh is possible, it may not
23
3.1. CONFORMING GALERKIN METHODS
be very effective. There are some assumptions we can do which makes it
possible to generalize some of the analysis to a wide class of methods, only
leaving out the parts unique to each method. To analyze a finite element
method we first need to define the elements.
Finite element
In the most general sense, an element can be defined as a triple (T,XT ,ΣT )
[4, p. 70].
Definition 3.1. A finite element is a triple (T,XT ,ΣT ) where T is a closed
domain, XT ⊂ C(T ) is a space of continuous functions with dimXT = mT ,
and ΣT = {σiT}i∈[1,mT ] is an indexed family of linear functionals on XT called
the local degrees of freedom on the element. We also require the mapping
D :
{
XT → RmT
v 7→ [σiT (v)]i∈[1,mT ]
to be bijective.
We will often use the abbreviation dof for degrees of freedom.
A finite element method then consists of defining n elements
{(Tr, XTr ,ΣTr)}r∈[1,n] in such a way that
(i) Ω =
⋃n
r=1 Tr
(ii) dim (Tr ∩ Ts) < dim Ω ∀r, s ∈ [1, n], r 6= s
(iii) Xh = {u ∈ C(Ω) : r ∈ [1, n], u|Tr ∈ XTr}
where Ω denotes the closure of Ω.
We name the set T = {Tr}r∈[1,n] the mesh of the finite element method.
Note that we require functions in Xh to be continuous. Since this restricts
how we can combine functions from different elements it will impact how we
construct the global degrees of freedom. This is where continuous Galerkin
diverges from discontinuous Galerkin, which will be discussed in further detail
later in this chapter.
Requirement (i) may be hard to accommodate. For example, if Ω is a cir-
cle and T is a set of triangles, it will be impossible to satisfy this requirement
with a finite number of elements. While this may introduce an additional
approximation error, it is usually ignored by assuming Ω can be written as
the union of the element domains.
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The finite element method also needs an indexed family of global degrees
of freedom. We call this set Σh = {σi}i∈[1,m] and define the mapping
Dh :
{
Xh → Rm
v → [σi(v)]i∈[1,m]
which we require to be bijective. The most natural way of defining Σh would
be to include all the local degrees of freedom
σ ∈ Σh ⇔ σ(v) = σT (v|T ) where σT ∈ ΣT for some T ∈ T
which would imply m =
∑
T∈T mT , but then in general, the resulting Dh
would not be surjective. To show this we first introduce the set
Γ =
⋃
T∈T
∂T
and introduce the function v : Ω \ Γ→ R on the form
v(x) =

v0(x) x ∈ T0 \ ∂T0
v1(x) x ∈ T1 \ ∂T1
...
vn(x) x ∈ Tn \ ∂Tn
where vi ∈ XTi i ∈ [1, n]. Since DTi is bijective, we can uniquely identify
vi by di = DTivi, so given the values of di for all i ∈ [1, n] we can uniquely
identify v. Next we let e = Tr ∩ Ts for r, s ∈ [1, n] such that e 6= ∅, and let
x0 ∈ e. Since we choose the values of dr and ds independently, we can make
a case where
lim
x→x0
x∈Tr
v(x) = vr(x0) 6= vs(x0) = limx→x0
x∈Ts
v(x)
hence, there are no vc ∈ C(Ω) such that
vc|Ω\Γ = v
and since Xh ⊂ C(Ω), there are no u ∈ Xh for which Dhu will result in this
set of dof values, and Dh is not surjective. There are two ways to solve this,
one is to extend Xh, the other is to restrict the dofs so that imDh = Rm for
some m <
∑
T∈T mT . Discontinuous Galerkin, which is discussed later in
this chapter, takes the first approach. For now, we will keep Xh the same
and take the second approach.
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3.1.3 Degrees of freedom
We want to define an indexed family of global degrees of freedom Σh which
makesDh surjective trough reducing the set of all the local degrees of freedom
to a smaller set which can only represent continuous functions. To do this we
will pose some requirements on how dofs act on the boundaries of elements.
Let Tr, Ts ∈ T be element domains such that for e = Tr ∩ Ts,
dim (e) = dim Ω− 1
We call any such e an interior edge. Let vr ∈ XTr , vs ∈ XTs and let v :
XTr ∪XTs \ e→ R be defined as
v(x) =
{
vr(x) x ∈ XTr \ e
vs(x) x ∈ XTs \ e
We will also need the space
XTr,e = {v|e : v ∈ XTr}
Since XTq ⊂ C(Tq) for all Tq ∈ T , we know that v is continuous everywhere
except on e, and it will be possible to find a function vc ∈ C(Tr ∪ Ts) such
that vc|Tr∪Ts\e = v if and only if
vr(x0) = vs(x0) ∀x0 ∈ e (3.2)
To ensure this trough our degrees of freedom we must have a set JTr,e of
indices and a set of functionals σjTr,e : XTr,e → R such that
σjTr(vr) = σ
j
Tr,e
(vr|e) ∀j ∈ JTr,e (3.3)
where the values of
[
σjTr,e(vr|e)
]
j∈JTr,e
uniquely identify vr|e. We must also
assume there exists a similar JTs,e and a similar set of σ
j
Ts,e
for Ts and a
bijection E : JTr,e → JTs,e such that
σjTr,e(vr|e) = σE(j)Ts,e (vs|e) ∀j ∈ JTr,e (3.4)
if and only if (3.2). Hence, enforcing (3.3) and (3.4) will ensure we can only
represent continuous functions.
We may then define the indexed family of m linearly independent global
degrees of freedom
Σh =
{
σi
}
i∈[1,m]
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where
σi ∈ {σ(v) : Xh → R : σ(v) = σjTr(v|Tr) ∀ j ∈ [1,mTr ], r ∈ [1, n]}
Finding a linearly independent subset might not be trivial in general, but
using the assumptions we made on the degrees of freedom, we have a natural
solution to this. Since we required the local dofs to be linearly independent
on the element domain, two linearly dependent dofs must be from different
elements. Since a local dof only depend on the function inside its own domain,
this may only happen where two domains intersect, which is on the interior
edges. From the assumptions above we have that if e is an interior edge and
j ∈ JTr,e then
σi(v) = σ
j
Tr
(v|Tr) = σjTr,e(v|e) = σEjTs,e(v|e) = σEjTs (v|Ts) = σk(v) (3.5)
Hence, provided the mapping E, we have a trivial way to collapse local dofs
into a linearly independent set of global dofs.
While a local dof can be indexed by the tuple (r, j) where r is the index
of the element and j is the index of the local dof, a global dof is indexed with
a single integer i. We refer to the map (r, j) 7→ i as the dof map. Note that
the dof map is surjective but will not be injective in general because of the
way we collapse local dofs into global ones. This is not a problem though,
since all local dofs mapping to the same global dof will yield the same linear
mapping.
The introduction of elements does not restrict the choices of Xh or the
basis uh =
∑m
i=1 φici we used when deriving the Galerkin method. Given
any Xh ⊂ H10 (Ω) we may assume a single element (n = 1), set T1 = Ω,
XT1 = Xh and the degrees of freedom σiT1 = ci. Obviously, this does not give
us any more insight. The problem of defining Xh directly is that it is tightly
coupled with the domain Ω and there is no general discretization parameter.
By instead defining an element (T,X,Σ), we can apply it to any domain
by splitting it into elements. We will also have flexibility in the size of the
elements we use, and by requiring
diamT ≤ h ∀T ∈ T (3.6)
where diamT is the diameter of T , we have a general discretization parameter
h, the goal being
lim
h→0
‖u− uh‖H1(Ω) = 0
where u is a solution of (2.6) and uh a solution of (3.1). Whether this is true
will be discussed in section 3.1.4. Whenever we write Th we assume (3.6)
holds for each T ∈ Th.
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Assumption (3.4) gives us one more useful property. While we require
function values to be uniquely defined by the dofs values on edges, nothing
prevents us from making other quantities uniquely defined as well. We may
for instance make the first derivatives uniquely defined which allows us to
ensure Xh ∈ C1(Ω).
To use the Galerkin method from the previous section we need two things;
a space Xh ∈ H10 (Ω) with a basis {φi}i∈[1,m]. First, the Xh derived here will
be in H1(Ω), but in general not in H10 (Ω). This is solved in different ways
in different implementations and it will not be covered in this section. Two
ways of solving this are presented in section 4.2.4. We can use any basis for
Xh, but if we have defined the method through elements the most natural
basis to use is {φi}i∈[1,m] such that
v(x) =
m∑
i=1
φi(x)σ
i(v)
Nodal elements
We will now look at some common elements. One simple choice of dof is
taking a point value of the function
Definition 3.2. If
σiT (v) = v(x
i
T ) i ∈ [1,mT ]
for some xiT ∈ T , we say σiT is a nodal dof in the node xiT . Elements which
only contain nodal dofs are called nodal elements.
For nodal elements we find a basis satisfying
φiT (x
j
T ) = δij ∀i, j ∈ [1,mT ]
where δij is the Kronecker delta, defined
δij =
{
1 i = j
0 i 6= j
This will ensure v =
∑m
i=1 φiσ
i(v) ∀v ∈ Xh. For this finite element space to
be continuous, we need conditions (3.3) and (3.4) to hold. Let e = Tr∩Ts 6= ∅.
The first condition holds if basis functions corresponding to dofs outside the
edge has a zero value on e, or more formally φiTr(x) = 0 ∀x ∈ e when xiTr /∈ e.
This will ensure that the function values on e only depends on the dofs on e.
The second condition holds if
XTr,e = XTs,e (3.7)
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(a) P1 element (b) P2 element (c) P3 element
Figure 3.1: Examples of Pk elements in 2D. A dot represents a point xiT .
(a) Q1 element (b) Q2 element (c) Q3 element
Figure 3.2: Examples of Qk elements in 2D. A dot represents a point xiT .
and there for every point xiTr ∈ e exists a point xjTs ∈ e such that
xiTr = x
j
Ts
(3.8)
Lagrange elements
One very popular family of elements is the Lagrange elements. These are
nodal elements where the nodes xiT are arranged in a particular fashion (see
figure 3.1) and the function space is the space of polynomials of degree ≤ k
denoted XT = Pk. We then want a basis for Pk satisfying
φiT (x
j
T ) = δij ∀i, j ∈ [1,mT ]
which is exactly the Lagrange polynomials [7, p. 354]
φiT (x) =
∏
0<j≤p
j 6=i
x− xjT
xiT − xjT
When the domains are simplexes, these elements are called Pk elements where
the k is the degree of the polynomial, and similarly when elements are Carte-
sian products of 1D Pk elements we call them Qk elements. For instance, a
2D Qk element is Qk = Pk ⊗ Pk, see figure 3.2.
When connecting multiple elements, we need to ensure the continuity
conditions still hold. If we for instance look at Q1 elements, we cannot allow
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a corner of one element to intersect the interior of an edge of another element
(see figure 3.3a) as this would break condition (3.8). Even in the case where
the connecting element have a node in the intersection and (3.8) is satisfied,
we still need (3.7), which would not be the case with Qk and Qk+1 elements
(see figure 3.3b).
f
Q1
Q1
Q1
(a) The value at f will be a dof
for the two small elements, but
not the larger. Such a node is
called a hanging node.
e Q1
Q1
Q2
(b) Here there are no hanging
nodes, but edge e has different
function spaces on each side.
Figure 3.3: Examples of two invalid compositions of Qk elements
3.1.4 Error estimate
As most other numerical methods, this method finds an approximate solution
to our problem. If u is the exact solution to the continuous problem (2.6)
and uh is the solution of (3.1), then we want a bound on the error ‖uh − u‖
in some norm ‖ · ‖. Since both uh and u are in H10 (Ω), it is natural to look at
the error in H1-norm. It also turns out that because a(u, v) satisfies theorem
2.6 using the H1-norm, this is also the easiest to derive.
Making a H1 error estimate consists of two steps, the first one being Céa’s
lemma [4, p. 55]
Lemma 3.3 (Céa’s lemma). Assume the bilinear form a satisfies the condi-
tions of theorem 2.6 with Hm-norm and assume u ∈ Hm0 (Ω) solves (2.6) and
uh ∈ Xh ⊂ Hm0 (Ω) solves (3.1). Then
‖u− uh‖Hm(Ω) ≤ C inf
v∈Xh
‖u− v‖Hm(Ω)
Proof. Since uh, u are solutions, we have
a(u,w) = l(w) ∀w ∈ Hm0 (Ω)
a(uh, w) = l(w) ∀w ∈ Xh
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and since Xh ⊂ Hm0 (Ω), we can subtract them and get
a(u− uh, w) = 0 ∀w ∈ Xh (3.9)
Now, introduce a v ∈ Xh and set w = v − uh and using property (i) and (ii)
from theorem 2.6 we get
c2‖u− uh‖2Hm(Ω) ≤ a(u− uh, u− uh) from property (ii)
≤ a(u− uh, u− v) + a(u− uh, v − uh) from linearity
c2‖u− uh‖2Hm(Ω) ≤ c1‖u− uh‖Hm(Ω)‖u− v‖Hm(Ω) from (3.9) and property (i)
Dividing by ‖u− uh‖Hm(Ω) gives
‖u− uh‖Hm(Ω) ≤ c1
c2
‖u− v‖Hm(Ω)
and since this holds for all v ∈ Xh, it will also hold for the infimum.
Remark. Property (3.9) is called Galerkin orthogonality. The reason for this
is that if we look at a as an inner product on Hm(Ω), the property states
that u−uh, or the error of the approximation, is orthogonal to every element
in Xh with respect to that inner product.
Remark. In Céa’s lemma we assumed that a is coercive. As noted before,
this is not true for many important cases. There are generalizations to Céa’s
lemma where we replace the assumption of coercivity with the assumption
that a satisfies a discrete inf-sup condition. These generalizations does also
provide results for non-conforming methods.
Best approximation error
The quantity infv∈Xh ‖u − v‖Hm(Ω) is called the best approximation error
since it is the error of the best possible approximation of u in Xh. To get a
more useful error bound, we need a bound for the best approximation error.
Proving regularity and bounds for the best approximation error will require
introducing several new concepts which are outside the scope of this thesis.
Hence, the following results will be provided with only proof sketches.
To state a meaningful result we need one definition [4, p. 61]
Definition 3.4 (Shape regularity). Let T be a mesh and let hT = 12 diamT
for each T ∈ T . The mesh is called shape regular if there exists a number κ
such that every T ∈ T contains a circle with radius ρT where
ρT ≥ hT
κ
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Since the best approximation error is a lower bound of the error of any
approximation, it suffices to show that there exists one approximation for
which we can control the error.
Lemma 3.5. (Bramble-Hilbert lemma) Let t ≥ 2, and suppose Th is a shape-
regular triangulation of Ω ∈ Rd. Then there exists a constant c = c(Ω, κ, t)
such that
‖u− Ihu‖Hm(Ω) ≤ chm−t |u|Ht(Ω) ∀u ∈ H t(Ω), 0 ≤ m ≤ t (3.10)
where Ih denotes interpolation by a piecewise polynomial of degree t− 1.
Proof sketch. As noted above, the result will not be proved, but a sketch of
how the result can be proved is provided here.
Now let T ∈ Th and let T̂ be a scaled version of T such that diam T̂ = 1.
The first step is to create a bound on the form
‖u− Iu‖Ht(T̂) ≤ c |u|Ht(T̂) ∀u ∈ H t(T̂ ) (3.11)
where I is a polynomial interpolation operator on T̂ ∈ Rd. This result is
provided trough Deny-Lions lemma [5, p. 120]. This result requires u ∈
H2(Ω) which is why we need t ≥ 2 in the lemma. We write hT = diamT
and let S be the isomorphism
S :
{
T̂ → T
x 7→ hTx
If α is a multi-index, let ∂αv denote the weak derivative of v with respect to
the indices in α. We know that the chain rule applies to weak derivatives,
hence ∂α(v ◦ S) = h|α|T ∂αv. Using this we can scale the semi-norm
|v ◦ S|2
Ht(T̂) =
∑
|α|=t
∫
T̂
(∂αv ◦ S)2 dx
=
∑
|α|=t
∫
T
h2tT (∂
αv)2h−dT d(Sx)
= h2t−dT |v|Ht(T ) (3.12)
where we have used dx = h−dT d(Sx). Using this we can do something similar
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to the full norm, only scaling the other way around
‖v‖2Hm(T ) =
m∑
l=0
|v|2Hl(T )
=
m∑
l=0
∫
T
h−2l+dT |v ◦ S|2Hl(T̂)
≤ h−2m+dT ‖v ◦ S‖Ht(Tˆ) (3.13)
where we have assumed hT ≤ 1 so h−2l+dT ≤ h−2m+dT when l ≤ m. Combining
this scaling with (3.11), we arrive at the following
‖u− Iu‖Hm(T ) ≤ h−m+d/2T ‖u ◦ S − Iu ◦ S‖Hm(T̂) from (3.13)
≤ h−m+d/2T ‖u ◦ S − Iu ◦ S‖Ht(T̂) since m ≤ t
≤ h−m+d/2T |u ◦ S|Ht(T̂) from (3.11)
≤ ht−mT |u|Ht(T ) from (3.12)
since this holds for every T and the mesh is shape regular with maxT∈Th hT ≤
h, we can sum the error without loosing any exponent of h, and the result
follows.
Combining these to lemmas we can state a proper error bound
Theorem 3.6. Assume the bilinear form a satisfies the conditions of theorem
2.6 with Hm-norm and assume u ∈ H t0(Ω) solves (2.6) and uh ∈ Xh ⊂ H t0(Ω)
solves (3.1) for some t ≥ max{2,m}. Then
‖u− uh‖Hm(Ω) ≤ chm−t |u|Ht(Ω)
Proof. Combining lemma 3.3 with 3.5 gives the result.
Regularity
Note that for the convergence theorem to be applicable we need at least
u ∈ H20 (Ω). Since a solution of (2.6) may only be in H10 (Ω), we need some
way of predicting when the solution will be more regular.
Theorem 3.7. Let k be a nonnegative integer and α,β, γ be the coefficients
from (2.5) and assume
α ∈ [Cm+1(Ω)]d×d β ∈ [Cm+1(Ω)]d γ ∈ Cm+1(Ω)
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and
f ∈ Hm(Ω)
Suppose that u ∈ H10 (Ω) is a weak solution of (2.6) and finally assume
∂Ω is of class Cm+2
Then
u ∈ Hm+2(Ω)
Motivation. This is proved in [9, p. 340], but the proof is too long to include
here. Instead, we will look at a brief motivation for why one can expect such
a result to exist. Let us look at the Poisson problem{
−∆u = f in Ω
u = 0 on ∂Ω
and assume u ∈ C∞0 (Ω). We then square the equation and integrate over Ω∫
Ω
f 2 dx =
∫
Ω
(∆u)2 dx =
d∑
i,j=1
∫
Ω
(∂i∂iu)(∂j∂ju) dx
= −
d∑
i,j=1
∫
Ω
(∂i∂i∂ju)∂ju dx
=
d∑
i,j=1
∫
Ω
(∂i∂ju)(∂i∂ju) dx
=
∑
|α|=2
∫
Ω
(∂αu)2 dx
hence
|u|H2(Ω) = ‖f‖L2(Ω)
or, using Poincaré’s inequality
‖u‖H2(Ω) ≤ C‖f‖L2(Ω)
for some C ∈ R. Similarly, looking instead at
−∆u˜ = f˜
where u˜ = ∂αu, f˜ = ∂αf , we conclude that we can find a C ∈ R such that
‖u‖Hm+2(Ω) ≤ C‖f‖Hm(Ω)
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3.2 Discontinuous Galerkin method
The discontinuous Galerkin method may seem quite similar to the continuous
variant, formally the only difference being lifting one assumption on how to
assemble the elements. This does, however, change many aspects of both
implementation and analysis of the methods. It even requires us to derive
a different weak formulation of the discrete problem since the normal weak
formulation does not support the double-valued functions that will arise.
3.2.1 Finite element space
In section 3.1.2 we defined a finite element method to consist of n elements
such that
i Ω =
⋃n
r=1 Tr
ii dim (Tr ∩ Ts) < dim Ω ∀r, s ∈ [1, n], r 6= s
iii Xh = {u ∈ C(Ω) : r ∈ [1, n], u|Tr ∈ XTr}
The discontinuous Galerkin method only changes property (iii) to remove
the requirement that Xh is continuous, and instead looking at elements in
the function space Xh as multiple separate functions
Xh =
n∏
r=1
XTr
This means we do not need the restriction on the dofs as introduced in
3.1.3, and it makes the dof map bijective using all the local dofs as global
ones. While giving us more flexibility, it also has some drawbacks. First,
not collapsing dofs means we will have more global dofs which results in
a bigger linear system. Secondly, we need to derive the weak formulation
differently since Xh 6⊂ H1(Ω) but a only takes values on H1(Ω). Because of
this, discontinuous Galerkin is an example of a non-conforming method.
3.2.2 Flux formulation
There are two weak forms that appear in the study of discontinuous Galerkin
method, the flux formulation and the primal formulation. We will derive the
flux formulation and then discuss what is needed to transform it to a primal
formulation. The primal formulation often has most terms in common with
the continuous weak form, only adding some integrals over the interior edges.
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The flux formulation, however, will look quite different since it is a mixed
formulation between the original unknown u and an auxiliary variable.
Let us look at how the Helmholtz equation looks in discontinuous Ga-
lerkin. We consider the Helmholtz equation with homogeneous Dirichlet
boundary conditions {
−∆u− k2u = f in Ω
u = 0 on ∂Ω
(3.14)
where Ω and all the finite element domains Tr are Lipschitz domains in Rd.
We also assume f ∈ L2(Ω). Since the functions to be used as test and trial
functions are not smooth enough, we cannot do integration by parts over
Ω. Instead, we have to look at the equation on a single element. Since the
functions are continuous on each domain Tr, we can use techniques similar to
those used to derive the weak formulation for continuous functions, but first
we split this second order equation into a set of two first order equations by
introducing the auxiliary variable µ ∈ VTr ⊂ [L2(Tr)]d
µ =
gradu
ik
Now that we have two variables, we also need two function spaces for the
element. We do this by replacing XT with UT and VT . This gives us the local
problem of finding u ∈ UTr and µ ∈ VTr such that{
ikµ = gradu in Tr
iku− divµ = 1
ik
f in Tr
(3.15)
Analog to what was done in section 2.2.1, we multiply by test functions
v ∈ UTr and τ ∈ VTr and assume the function spaces UTr , VTr are continuous
enough to do the integration by parts. This gives us the weak formulation
on the element Tr
∫
Tr
ikµ · τ dV +
∫
Tr
udiv τ dx−
∫
∂Tr
uτ · n ds = 0 (3.16)∫
Tr
ikuv dx+
∫
Tr
µ · grad v dx−
∫
∂Tr
µ · nv ds = 1
ik
∫
Ω
fv dx (3.17)
where nTr is the outward pointing normal vector of ∂Tr and v denotes the
complex conjugate of v. We may then drop the assumptions that UTr , VTr
are continuous and instead assume UTr ⊂ H2(Tr) and VTr ⊂ [H1(Tr)]d.
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To reason further we define the global function spaces
U =
∏
r∈[1,n]
UTr V =
∏
r∈[1,n]
VTr T (Γ) =
∏
r∈[1,n]
L2(∂Tr)
We also need some notation. Let e = Tr ∩ Ts for 1 ≤ r, s ≤ n, r 6= s
and e 6= ∅, then we can define most common operations on T (Γ) as linear
operators. First, we can define the average operators
{·} :
{
T (Γ) → L2(Γ)
[qi]i∈[1,n] 7→
∑
e∈Γ
1
2
(qr + qs)
{·} :
{
[T (Γ)]d → [L2(Γ)]d
[qi]i∈[1,n] 7→
∑
e∈Γ
1
2
(qr + qs)
and the jump operators
[[·]] :
{
T (Γ) → [L2(Γ)]d
[qi]i∈[1,n] 7→
∑
e∈Γ (q
rnTr + q
snTs)
[[·]] :
{
[T (Γ)]d → L2(Γ)
[qi]i∈[1,n] 7→
∑
e∈Γ (q
r · nTr + qs · nTs)
where nTr is the outward pointing normal from Tr on e.
We can also define a trace operator
T :
{
U → T (Γ)
[vi]i∈[1,n] 7→ [T (vi)]i∈[1,n]
where T : H1(T ) → L2(∂T ) denotes the standard H1 trace. Similarly, we
can define a trace operator on V , T : V → [T (Γ)]d. Using these traces we
define [[v]] = [[T (v)]] and {v} = {T (v)} for v ∈ U and v ∈ V .
Intuitively, the jumps should be something like [[q]] = qr − qs, but this
form would change sign depending on the order of Tr and Ts. Instead, since
nTr = −nTs , we have [[q]] = (qr − qs)nTr . This way they are completely
symmetric in the order of Tr and Ts.
Now we have all we need to assemble a global weak formulation of our
discontinuous problem. We do, however, want one more change first. Since
the discontinuities are a crucial part of how this method behaves, we want
more flexibility in how they are handled. We do this by introducing the flux
functions [6]
uˆ : (U, V )→ T (Γ)
µˆ : (U, V )→ [T (Γ)]d
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and replace u and µ in the boundary terms of (3.16) and (3.17) with uˆ(u,µ)
and µˆ(u,µ) to get the local flux formulation∫
Tr
ikµ · τ dx+
∫
Tr
udiv τ dx−
∫
∂Tr
uˆτ · n ds = 0 (3.18)∫
Tr
ikuv dx+
∫
Tr
µ · grad v dx−
∫
∂Tr
µˆ · nv ds = 1
ik
∫
Tr
fv dx (3.19)
where u, v ∈ UTr and µ, τ ∈ VTr .
Using the notation we introduced, we may also construct the global flux
formulation by assuming u, v ∈ U , µ, τ ∈ V and summing these integrals for
each element domain Tr. For [φr]r∈[1,n] = φ ∈ U and [qr]r∈[1,n] = q ∈ V , we
have the identity∑
r∈[1,n]
∫
∂Tr
φrqr · nTr dx =
∫
Γ0
[[φ]] · {q} ds+
∫
Γ0
{φ}[[q]] ds (3.20)
where we have assumed ∑
r∈[1,n]
∫
∂Tr∩∂Ω
φrqr · n ds = 0
which is true if φ or q satisfies homogeneous Dirichlet boundary conditions.
To simplify notation we will also use the notation∫
Ω
φ dx =
∑
r∈[1,n]
∫
Tr
φr dx (3.21)
for [φr]r∈[1,n] = φ ∈ U . Using this we can obtain the global flux formulation
of the problem∫
Ω
ikµ · τ dx+
∫
Ω
udiv τ dx−
∫
Γ0
[[uˆ]] · {τ} ds−
∫
Γ0
{uˆ}[[τ ]] ds = 0 (3.22)∫
Ω
ikuv dx+
∫
Ω
µ · grad v dx−
∫
Γ0
[[µˆ]]{v} ds−
∫
Γ0
{µˆ} · [[v]] ds = 1
ik
∫
Ω
fv dx
(3.23)
for u, v ∈ U and µ, τ ∈ V .
3.2.3 Flux functions
The choice of flux functions greatly affects stability and accuracy of the
method and also the runtime of the linear solver through sparsity and con-
dition number of the resulting linear system [2, p. 1750]. We will not go
in detail on different choices of flux functions, but there are some important
properties that characterize them.
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Definition 3.8 (Locality). Let e = Tr ∩ Ts for some 1 ≤ r, s ≤ n, r 6= s,
v ∈ U , ν ∈ V and assume e 6= ∅. If the fluxes on e only depend on the traces
of its argument restricted to e
uˆ(v,ν)|e = uˆe (T (vr)|e, T (vs)|e, T (νr)|e, T (νs)e)
µˆ(v,ν)|e = µˆe (T (vr)|e, T (vs)|e, T (νr)|e, T (νs)|e)
we say the fluxes are local.
Local fluxes give a computational advantage in that we may only provide
the function values on the edge in question to compute integrals over the
flux.
Definition 3.9 (Consistency). Let v = [vr]r∈[1,n] ∈ U such that
∃v˜ ∈ C∞(Ω) : v˜|Tr = vr ∀r ∈ [1, n]
The fluxes are consistent if
uˆ(v, grad v) = v|Γ
µˆ(v, grad v) = (grad v)|Γ
Consistency ensures that if we assume smooth enough functions, the dis-
continuous Galerkin method will be equivalent to the corresponding contin-
uous Galerkin method.
Definition 3.10 (Conservation). If the µ̂ flux is single valued, we say the
fluxes are conservative. If the û flux is also single valued, then the fluxes are
completely conservative.
If we let u represent some physical quantity in our domain and the flux û
represent some physical flux of this quantity through the boundaries of the
element domains, then completely conservative fluxes will ensure that the
flux out of one element is exactly the same as the flux into the other element,
and the quantity will in some sense be preserved.
The most common fluxes can be written as only functions of the jump
and average operators.
uˆ(v,ν) = uˆ ({v}, [[v]], {ν}, [[ν]])
µˆ(v,ν) = µˆ ({v}, [[v]], {ν}, [[ν]])
We observe from the definition of the operators that the fluxes will be local.
Also, since the operators are single valued, the fluxes will be completely
conservative. Finally, making them consistent is usually trivial since for
v ∈ C∞ we have
[[v]] = 0 {v} = v
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3.2.4 Primal formulation
While the flux formulation provides a lot of flexibility and insight, it takes us
quite far from the continuous formulation. Using a mixed formulation may
complicate further analysis by having more complicated inf-sup conditions,
and it may also make numerical implementations less efficient since we have
to solve for µ, which we are not really interested in. Deriving the primal
formulation consists of eliminating the auxiliary variable µ [2, p. 1757].
We start by looking at the second term of (3.18). Trough integration by
parts we get
−
∫
Tr
udiv τ dx =
∫
Tr
gradu · τ dx−
∫
∂Tr
uτ · nTr ds
Summing over all the element domains and using (3.20) with φ = u, q = τ
we get
−
∫
Ω
udiv τ dx =
∫
Ω
gradu · τ dx−
∫
Γ0
{τ} · [[u]] ds−
∫
Γ0
[[τ ]]{u} ds
which can be inserted into (3.22)∫
Ω
ikµ·τ dx =
∫
Ω
gradu·τ dx+
∫
Γ0
[[uˆ−u]]·{τ} ds+
∫
Γ0
{uˆ−u}[[τ ]] ds (3.24)
which then holds for all τ ∈ V . Since grad v ∈ V ∀v ∈ U , we can set
τ = grad v which makes the left hand side of (3.24) match the second term
of (3.23). Inserting it gives us the primal formulation∫
Ω
gradu · grad v dx−
∫
Ω
k2uv dx+
∫
Γ0
(
[[uˆ− u]] · {grad v} − {µˆ} · [[v]]) ds
+
∫
Γ0
({uˆ− u}[[grad v]]− [[µˆ]]{v}) ds = ∫
Ω
fv dx
(3.25)
This expression is still not completely independent of µ since both the flux
functions uˆ and µˆ may depend on it. If we still want to allow the fluxes to
depend on µ, we can use (3.24) as a way of computing µ from u, but it is
also possible to instead require
uˆ = uˆ(u, gradu)
µˆ = µˆ(u, gradu)
which completely removes µ from the formulation.
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We can now see the relation between the weak formulation for the con-
tinuous problem and the primal formulation. Let a and l be the bilinear and
linear form of the standard weak formulation of (3.14)
a(u, v) =
∫
Ω
gradu · grad v dx−
∫
Ω
k2uv dx
l(v) =
∫
Ω
fv dx
We can then make ac : U × U → R and lc : U × U → R where
ac(u, v) =
∫
Ω
gradu · grad v dx−
∫
Ω
k2uv dx
lc(v) =
∫
Ω
fv dx
which is exactly the same expressions, only here we use the notation trick
(3.21) to allow functions from U to be integrated.
The primal formulation can then be written
ac(u, v) + ad(u, v) = l(v)
where
ad(u, v) =
∫
Γ0
(
[[uˆ− u]] · {grad v} − {µˆ} · [[v]]) ds
+
∫
Γ0
({uˆ− u}[[grad v]]− [[µˆ]]{v}) ds
Let u = [ur]r∈[1,n] ∈ U and v = [vr]r∈[1,n] ∈ U , and assume there exists
u˜, v˜ ∈ H10 such that
u˜|Tr = ur ∀ ∈ [1, n]
v˜|Tr = ur ∀r ∈ [1, n]
then
ac(u, v) =
∫
Ω
gradu · grad v dx−
∫
Ω
k2uv dx
=
∑
r∈[1,n]
(∫
Tr
gradur · grad vr dx−
∫
Tr
k2urvr dx
)
=
∑
r∈[1,n]
(∫
Tr
grad u˜ · grad v˜ dx−
∫
Tr
k2u˜rv˜r dx
)
=
∫
Ω
grad u˜ · grad v˜ dx−
∫
Ω
k2u˜rv˜r dx
= a(u˜, v˜)
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and similarly for l and lc. Also, since the trace on any interior edge would
have to be the same from any side, all the jump operators in ad will be
zero, which means ad(u, v) = 0. Hence, if we restrict U to only contain
sets of functions which can be assembled to H10 functions, then the primal
formulation and the continuous weak formulation are equivalent.
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Plane Wave Semi-Continuous
Galerkin method
In this chapter we will define the Plane Wave Semi-Continuous Galerkin
method, or the PWSCG-method for short. This is a finite element method
which incorporates some of the structure of the expected solutions into the
discrete spaces used in the elements. This is done by assuming the solution
will behave like a plane wave locally and hence may be approximated by
plane waves on each element.
One way of using plane waves to approximate solutions to Helmholtz
equation locally was explored in [11] and [12] where they used the space of
a finite number of plane waves in different directions as discrete function
space on each element. One thing to consider with this method is that the
number of dofs may be high since we need a lot of different wave directions
on each element, while the number of elements must also be high since we
only assume the solution behaves like a plane waves locally.
A different approach is assuming the wave direction is known for each
element. This can be done either by deriving k from the problem being solved
or it may be determined adaptively by solving the equation with simpler
spaces first and then extracting the oscillatory behaviour at different points.
The PWSCG-method assumes k, or at least an approximation of k is
known. Using this we may rewrite Helmholtz equation resulting in an equa-
tion for which the space of solutions has a natural finite dimensional subspace.
Using this space we then derive a nodal semi-continuous finite element basis
which we use with the Galerkin method to find a solution.
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4.1 The PWSCG finite element space
To derive the PWSCG element we first need to define the function space we
will use locally, and then find a useful basis of that space.
4.1.1 Plane wave function spaces
We want to construct a function space which contains functions with some of
the structure we expect from solutions of the Helmholtz equation. To achieve
this we will look at the homogeneous Helmholtz equation
∆u+ k2u = 0 (4.1)
where k ∈ Rd, as in section 2.1.2. In [11, p. 303] the space PWω(R2) is
defined, and the definition expanded to Rd will be as follows
Definition 4.1 (Plane wave space).
PWk(Rd) =
{
u ∈ C2(Rd) : ∆u+ k2u = 0 in Rd}
where k ∈ Rd is constant.
While k is a vector and ω is a scalar, the spaces are equivalent as long as
|k| = ω.
We will define another space PW+k (Rd) which preserves some of the struc-
ture of PWk(Rd) while having a finite dimensional subspace of dimension 2d
which turns out to be useful when using it as a finite element space. To
derive the space we start by assuming the solution will be on the form
u = eik·x (4.2)
We know from section 2.1.2 that (4.2) is a solution to (4.1) with constant
k, and we assume it will be a good approximation locally to a solution of
Helmholtz equation with non-constant k in an area where k does not change
rapidly.
Assuming constant k and using the identity
grad eik·x = ikeik·x ⇒ gradu = iku
we have
ik · gradu = −k · ku = − |k|2 u
and hence we may rewrite (4.1) to
∆u− ik · gradu = 0 (4.3)
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Then, multiplying the equation by e−ik·x gives
e−ik·x div gradu+ grad
(
e−ik·x
) · gradu = 0
which is equivalent to
div
(
e−ik·x gradu
)
= 0 (4.4)
from the identity [14, p. 78]
div (ab) = a div b+ grad a · b
with a = e−ik·x and b = gradu. We the define the space
Definition 4.2 (The PW+k (Rd) space).
PW+k (R
d) =
{
u ∈ C2(Rd) : div (e−ik·x gradu) = 0}
The + in the space name means we chose positive exponent in (4.2). A
similar space PW−k (Rd) may be constructed by using −ik ·x as exponent in
(4.2).
Functions in PW+k (Rd)
Equations (4.3) and (4.4) are equivalent, but in the transition from (4.1) to
(4.3) we have introduced some new solutions and lost others. First, we show
that v = eik·x is a solution of (4.4)
div
(
e−ik·x grad eik·x
)
= div
(
ike−ik·xeik·x
)
= div (ik)
= 0
hence v ∈ PW+k (Rd) ∩ PWk(Rd).
Now we look at the solutions we have gained. Let k = [k1, . . . , kd] and
x = [x1, . . . xd], then
v = eikjxj j ∈ [1, d]
is a solution of (4.4) since
div
(
e−ik·x grad eikjxj
)
= div
(
ikjeje
−ik·xeikjxj
)
=
∂
∂xj
(
ikie
−i∑r∈[1,d]
r 6=j
krxr
)
= 0
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but if we insert it into (4.1) we get
∆eikjxj + k2eikjxj = −k2j eikjxj + k2eikjxj
= (k2 − k2j )eikjxj
which is only zero if k = kjej. Hence, as long as k 6= kjej we have that
v ∈ PW+k (Rd) \ PWk(Rd). Another function in PW+k (Rd) \ PWk(Rd) is the
constant function v = 1 since
div
(
e−ik·x grad 1
)
= 0
∆1 + k2 × 1 = k2 6= 0
More generally we state
Lemma 4.3. If v is on the form
v = eiγ·x
where
γ = [α1k1, . . . , αdkd], αj ∈ {0, 1}
and k = [kj]j∈[1,d], then v ∈ PW+k (Rd).
Proof. We just insert v into (4.4) and get
div
(
e−ik·x grad eiγ·x
)
=
d∑
j=1
∂
∂xj
(
iαjkje
−ik·xeiαjkjxj
)
=
d∑
j=1
αj
∂
∂xj
(
ikje
−i∑r∈[1,d]
r 6=j
krxr
ei(αj−1)kjxj
)
Choose j ∈ [1, d]. If αj = 0 the term has a zero factor, and if αj = 1 then
ei(αj−1)kjxj = e0 = 1
and the expression is constant with respect to xj, so the derivative will be
zero.
In addition to linear combinations, we have another useful way to create
more solutions from existing solutions of 4.4
Lemma 4.4. Let u, v ∈ PW+k (Rd) where u depend only on [xj]j∈U and v
depend only on [xj]j∈V . If U ∩ V = ∅, then uv ∈ PW+k (Rd).
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Proof. We insert uv into (4.4) and get
div
(
e−ik·x grad(uv)
)
= div
(
e−ik·x (u grad v + v gradu)
)
If we look at the term (u grad v) we observe that grad v will be zero in all the
components representing variables where u is non-constant. Hence, u can be
regarded as a constant with respect to the divergence
div
(
e−ik·xu grad v
)
= u div
(
e−ik·x grad v
)
= 0
since v is a solution. The same argument can be done for u and the result
follows.
We have also lost solutions since we assumed u = eik·x while u = e−ik·x
is also a solution of (4.1). Inserting v = e−ik·x into (4.4) gives
div
(
e−ik·x grad e−ik·x
)
= div
(
ike−ik·xe−ik·x
)
= div
(
ike−2ik·x
)
6= 0
hence v ∈ PWk(Rd) \ PW+k (Rd).
Linear functions Linear functions are generally not a part of PW+k (Rd)
since
div
(
e−ik·x grad(a · x)) = div (ae−ik·x)) 6≡ 0
There are, however, special cases where linear functions do become a part of
the space. If we assume ki = 0 for some i ∈ [1, d] we have that
div
(
e−ik·x gradxi)
)
=
∂
∂xi
(
e−ik·x
)
and since ki = 0, we have that k ·x is constant with respect to xi, this means
the derivate is zero. Hence, if there is an axis along which the plane wave
would always be constant, we instead get a linear function in this direction.
4.1.2 Finite plane wave space
We will now construct the finite subspace P̂W
+
k (T ) ⊂ PW+k (T ) which we
will use in the finite element method. To define the space, we will assume
T is a d-parallelotope, and we want any function in P̂W
+
k (T ) to be uniquely
defined by the values in the vertices of T .
We start by introducing the desired basis, and then we will show that
the function space spanned by this basis has the desired properties. Since we
know a d-parallelotope has 2d vertices, we know we need 2d basis functions.
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Basis for P̂W
+
k (T )
To simplify notation, we will in this section assume the parallelotope is rect-
angular and aligned with the axes of Rd. To extend this to any d-parallelotope
one just have to do a coordinate transformation using the vectors spanning
the parallelotope, taking care not to change the global direction of k.
From lemma 4.3 we have 2d functions which are in PW+k (Rd). The prob-
lem with these are that if ki = 0 for some i ∈ [1, d], then all these functions
will not be linearly independent. We do, however, have a solution to this.
If ki = 0 then, we know that a linear function in xi will be included in
PW+k (Rd). By combining these two properties we can define
φr =
{
eikrxr kr 6= 0
xr kr = 0
∀r ∈ [1, d] (4.5)
where k = [kr]r∈[1,d] and x = [xr]r∈[1,d].
Now, using lemma 4.4 we know that products of φr are in PW+k (Rd) and
we can define the basis functions
ψ ∈
{
d∏
r=1
(φr)
αr : αr ∈ {0, 1}
}
(4.6)
and since there are 2d unique ways to choose the values of {αr}r∈[1,d], we have
2d basis functions, which is what we need.
Definition 4.5. Let T be a rectangular d-parallelotope aligned with the axes
of Rd. Then P̂W
+
k (T ) is
P̂W
+
k (T ) = span {ψs}s∈[1,2d]
where φr are defined in (4.5),
ψs ∈
{
d∏
r=1
(φr)
αr : αr ∈ {0, 1}
}
and all ψs are distinct. We call a function in P̂W
+
k (T ) a finite plane wave.
An example is the basis for P̂W
+
k (T ) when T is a cube in 3D and all
components of k are non-zero. It will consist of the following functions
ψ1 = 1 ψ2 = e
ik1x1
ψ3 = e
ik2x2 ψ4 = e
ik3x3
ψ5 = e
i(k1x1+k2x2) ψ6 = e
i(k1x1+k3x3)
ψ7 = e
i(k2x2+k3x3) ψ8 = e
i(k1x1+k2x2+k3x3)
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Properties of P̂W
+
k (T )
A property we want from P̂W
+
k (T ) is that the restriction of a function on T
to one of the faces F of T should be in the finite plane wave space on F .
Lemma 4.6. Let T be a rectangular d-parallelotope aligned with the axes of
Rd. Let F be a face of T , and assume u ∈ P̂W+k (T ). Then{
v|F : v ∈ P̂W
+
k (T )
}
= P̂W
+
k (F )
Proof. Let F be a face on T with codimension 1. Since T is aligned to Rd,
there exists a s ∈ [1, d] such that xs = c1 on F for some constant c1. From
(4.5) it follows that φs = c for some c ∈ R.
Let {ψr}r∈[1,2d] be the basis functions of P̂W
+
k (T ) as defined in definition
4.5, and similarly let {ψFr }r∈[1,2d−1] be the basis functions of P̂W
+
k (F ). It
follows that
ψFr ∈

∏
r∈[1,d]
r 6=s
(φr)
αr : αr ∈ {0, 1}
 ψr|F ∈
cαs
∏
r∈[1,d]
r 6=s
(φr)
αr : αr ∈ {0, 1}

hence, {ψr|F}r∈[1,2d] contains only differently scaled versions of the same func-
tions as in {ψi|F}r∈[1,2d]. This implies that
span {ψr|F}r∈[1,2d] = span
{
ψFr
}
r∈[1,2d−1]
and the result follows for faces of codimension 1. Since every face with
codimension > 1 will be a face of a face with codimension 1, the argument
can be applied recursively, and the result follows.
The last property of P̂W
+
k (T ) we need is that for any set of values in the
vertices of T , there is a single u ∈ P̂W+k (T ) such that the function values in
the vertices are exactly these values. For this to be true we cannot allow the
length of the parallelotope in direction r to be 2pi
kr
when kr 6= 0. The reason
for this requirement is that φr(x+ 2pikr ) = φr(x), forcing the two endpoints of
this line to have the same value.
Lemma 4.7. Let T be a rectangular d-parallelotope aligned with the axes
of Rd and where the length along the r-th axis is not 2pin
kr
for n ∈ N when
kr 6= 0. Then, for any set of values in the vertices of T there exists an unique
u ∈ P̂W+k (T ) which has these values as function values in the respective
vertices.
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Proof. We will prove this by induction. Let T be a 1-parallelotope along the
r-axis. The vertices of this line are the endpoints, xa and xb. Then we have
only one function φr on the form of 4.5, making two basis functions, ψ1 = 1
and ψ2 = φr. Since we have assumed that the length of the line cannot be
2pin/kr for n ∈ N, we know that φr(xa) 6= φr(xb). This means there is exactly
one u ∈ P̂W+k (T ) such that u(xa) = a and u(xb) = b for any given values
a, b ∈ C.
Assume the statement holds for d < k and let T be a k-parallelotope.
From this assumption we know that on every face of T there is a finite
plane wave uniquely determined by the values in the vertices of T . We
know from lemma 4.6 that for any face F of T , any function in P̂W
+
k (F )
is the restriction of some function in P̂W
+
k (T ). This means that any set of
values in the vertices corresponds to a function in P̂W
+
k (T ). Since there are
2k vertices and dim P̂W
+
k (T ) = 2
k we know, that the function is uniquely
determined.
One easy way to ensure that the size of the parallelotope does not interfere
with the choice of basis functions is to require that diamT ≤ h < 2pi|k| , which
is not a very strict requirement. This is not an optimal bound, but it shows
how making the grid fine enough removes this concern. If the method is to be
applied on very coarse grids, then other strategies to avoid the problem may
be developed, as it is only the very specific values that have to be avoided.
4.1.3 The PWCSG element
We will now define an element (T,XT ,ΣT ) for the plane wave method. First
we set XT = P̂W
+
k (T ). Since we already have shown that any function in
XT is uniquely defined by the values in the vertices of a d-parallelotope, it is
natural to use these values as degrees of freedom, which is what we do.
This provides us with the structure of T , the function space XT and the
set of dofs ΣT . What remains is to find a basis φi such that
u =
mT∑
i=1
φiσ
i
T (u) ∀u ∈ XT
which would be a nodal basis in the vertices of the parallelotope. Since we
already have a basis {ψj}j∈[1,mT ] for XT , we can write
φi(x) =
mT∑
j=1
djiψj(x)
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and if we let x1T , . . . x
mT
T be the vertices, we can then solve
mT∑
j=1
djiψj(x
k
T ) = δik ∀i, k ∈ [1,mT ] (4.7)
for dji . This will generate the desired basis. While (4.7) can be solved as mT
linear mT × mT systems of equations, solving it symbolically for a general
parallelotope results in very long expressions. Even tough, we now have a
simple implicit definition and also, if needed, an explicit definition of the
basis functions.
We can now define the Plane Wave Semi-Continuous Galerkin element
Definition 4.8 (The PWSCG element). The Plane Wave Semi-Continuous
Galerkin element in Rd is defined by the triple (T,XT ,ΣT ) where
(i) T is a d-parallelotope
(ii) XT = P̂W
+
k (Rd) for some k
(iii) ΣT = {σi(v) : XT → C : σi(v) = v(xi)} where {xi} is the vertices of T
4.1.4 Discontinuity
We will now look at whether the method conforming. Since we have a nodal
basis and we know that the value on the edges are uniquely identified by the
nodes on that edge, we only have to satisfy condition (3.7) stating that the
function space on the edge have to be unique, and (3.8) which states that any
node has a equivalent node on every neighbour element. Since the dofs are
located in the corners, (3.8) will be satisfied as long as we have no hanging
nodes. The second requirement will be satisfied if and only if k is the same
on all elements. Since we want to support different k on different elements,
this is not in general satisfied, leading to discontinuities in the method.
To justify why the method still works, we look at it in the framework
of discontinuous Galerkin. Since every node has a corresponding node on
every neighbour element, we may maintain the requirement that the values
in these points are the same. This effectively reduces the number of dofs
to the number used by the continuous Galerkin method, eliminating one of
the disadvantages of using discontinuous Galerkin. Using this assumption we
now know that the function is continuous in each node. Since we require the
functions to be continuous in each node, we call this method semi-continuous.
In section (3.2.4) we derived the primal formulation for the Helmholtz
equation, splitting it into two parts, ac(u, v) which has the same form as the
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continuous problem, and ad(u, v) containing the extra boundary integrals.
We defined ad as follows
ad(u, v) =
∫
Γ0
(
[[uˆ− u]] · {grad v} − {µˆ} · [[v]]) ds
+
∫
Γ0
({uˆ− u}[[grad v]]− [[µˆ]]{v}) ds
When introducing the flux functions we replaced u by û, and µ which is
an approximation of gradu, with µ̂. If we choose the fluxes to just be this
substitution in reverse, we get
ad(u, v) =
∫
Γ0
(
[[u− u]] · {grad v} − {gradu} · [[v]]) ds
+
∫
Γ0
({u− u}[[grad v]]− [[gradu]]{v}) ds
= −
∫
Γ0
({gradu} · [[v]] + [[gradu]]{v}) ds
Let Tr, Ts ∈ T such that e = Tr ∩ Ts, e 6= ∅, and assume ur, vr ∈ UTr and
us, vs ∈ UTs then we rewrite the part of the integral on e as
−
∫
e
(
1
2
(gradur + gradus) · (vrnTr + vsnTs)
+
1
2
(gradur · nTr + gradus · nTs)(vr + vs)
)
ds
If we compute this integral, we will get that for any e ∈ Γ0 and for UTr =
P̂W
+
k1
(Tr) and UTs = P̂W
+
k2
(Ts) where k1 and k2 are any vectors, this in-
tegral will be zero. This is also true when one of the functions is an affine
function on the edge which happens when one of the ks has value zero in the
component tangential to e. Also, if both function spaces contain functions
which are linear on e then the function will be continuous and all the jumps
will be zero, thus making the integral zero. Since this holds for all e we
conclude that
ad(u, v) = 0 ∀u, v ∈ Uh
and this semi-continuous Galerkin method will be exactly the same as the
corresponding continuous method assuming the integrals are computed per-
element and not globally.
It is important to note that this does not automatically ensure conver-
gence. Convergence analysis for discontinuous Galerkin is a complex subject,
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and while there exists some results that cover a wide range of methods [2], I
have not found any results covering the case where we assume continuity in
the nodes. How to derive such a result is not obvious and outside the scope
of this thesis.
While applying discontinuous Galerkin methods to this problem is not in
any way a proof of convergence, it does give us a mathematical backing of
the method which the continuous analysis does not cover. It may also be a
starting point to actually proving that the method will converge despite the
discontinuities. It also gives us some direct insight trough what flux functions
we used.
With the fluxes û = u and µ̂ = gradu we obviously have that the fluxes
are local and consistent. They are not, however, conservative, which indicates
that when using the method to simulate physical phenomenas, we cannot
expect the it to preserve the total amount of energy in the system.
4.1.5 Real-valued solutions
One shortcoming of this method worth noting is it does not handle real-
valued solutions of Helmholtz equation as well as the complex solutions. If
we look at the function
u = sin (k · x)
then, obviously
∆ sin (k · x) + k2 sin (k · x) = −k2 sin (k · x) + k2 sin (k · x) = 0
hence u ∈ PWk(Rd), but it is not in u ∈ PW+k (Rd). This is because we can
write
u = sin (k · x) = e
ik·x − e−ik·x
2i
and, as we noted in section 4.1.1, e−ik·x is not included in PW+k (Rd).
4.2 Implementation
To test the method an implementation had to be made. Since this method
has many aspects that differ from the most common methods there was no
high-level, straight forward way of implementing it. I decided the best way
to approach the problem was to find a FEM-framework which was modu-
larized in a way that allows the user to utilize the modules that are com-
patible with the problem and reimplement the unique parts needed for this
implementation. I found most FEM-frameworks are implemented in a com-
piled language and providing language bindings in higher level languages
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like Python or Matlab. Because of the way this method differs from normal
methods, it needs access to the internals of the framework, and hence the
language in which to make the implementation would need to be the main
implementation language of the framework.
4.2.1 Framework
There are many FEM-frameworks to choose from, but for this project the
C++-based framework GetFEM++ [10] seemed most suitable, mainly be-
cause of the way it handles the finite element spaces. While other frameworks
like FeniCS[3] handle basis functions by an oﬄine compilation process [13] or
other sophisticated processes making it hard to specify general parameters
of the bases on each individual element, GetFEM++ has a much simpler
implementation allowing the user of the library to implement functions re-
turning function values of the basis functions at given points. This makes it
much easier to implement basis functions where coefficients of the functions
vary from element to element depending on the problem to be solved.
4.2.2 Complex basis functions
GetFEM++ does have some limitations that had to be circumvented. Firstly,
it does not support complex basis functions. Since the method requires them,
I started investigating what it would take to change GetFEM++ to allow
them, but since the basis values are used throughout the code and their type
always hardcoded to be real numbers, this was not an option. The other
option was to make the assembly expressions manually handle the complex
inner products.
Let V be a complex finite element space with
spanC {φ1, φ2, . . . , φn} = V
Then introduce
Vre = {Re v : v ∈ V }
Vim = {Im v : v ∈ V }
then, obviously
Vre = spanR {Reφ1,Reφ2, . . . ,Reφn}
Vim = spanR {Imφ1, Imφ2, . . . , Imφn}
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are also finite element spaces. Now we can decompose every v ∈ V into
v = vre + ivim for some vre ∈ Vre and vim ∈ Vim. We also see by looking at
the definition of a that
a(iu, v) = ia(u, v) a(u, iv) = −ia(u, v)
when u, v are real valued, similar to the behaviour of an inner product. Using
this we can expand the complex assembly expressions into two real ones
a(φi, φj) = a(φ
re
i + iφ
im
i , φ
re
j + iφ
im
j )
= a(φrei , φ
re
j ) + a(φ
im
i , φ
im
j ) + i
(
a(φimi , φ
re
j )− a(φrei , φimj )
)
and when this is assembled into a matrix, two matrices are used, one for the
real part and one for the complex part
M rei,j = Re (a(φi, φj)) = a(φ
re
i , φ
re
j ) + a(φ
im
i , φ
im
j )
M imi,j = Im (a(φi, φj)) = a(φ
im
i , φ
re
j )− a(φrei , φimj )
This can then be solved either by using a solver that handles the complex
matrix M = M re + iM im directly, or by observing that a system(
M re + iM im
) (
cre + icim
)
=
(
bre + ibim
)
can be expanded to two systems
M recre −M imcim = bre
M imcre +M recim = bim
which can be reconnected[
M re −M im
M im M re
] [
cre
cim
]
=
[
bre
bim
]
and solved with a normal real solver.
4.2.3 Implementing function spaces
Implementing the P̂W
+
k (Rd) function space posed several problems. First,
most finite element frameworks use the notion of a reference element T̂ such
that diam T̂ = 1. Then they define the basis {φ̂j}j∈[1,m
T̂
] on the reference
element and then assume that for an element T ∈ T with basis {φj}j∈[1,mT ]
we have
φj(x) = φ̂j(Gx)
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where G : T → T̂ is an affine transform. The framework can then compute
the integrals only on the reference element, doing the appropriate scaling
according to the affine transformation to derive the values of the integrals on
each element.
This method assumes the function spaces are invariant to affine trans-
forms. This is true for polynomials since if p ∈ Pk and Gx = Glx + x0
then
p(Gx) =
k∑
j=0
cj(Gx)
j =
k∑
j=0
cj(Glx+ x0)
j ∈ Pk
hence, it still element a polynomial in x of degree ≤ k.
This is, however, not the case for P̂W
+
k (Rd). Let eik·x ∈ P̂W
+
k (Rd) and
Gx = Glx+ x0 as before. Then
eik·Gx = eik·(Glx+x0) = eik·Glx+ik·x0) = eik·x0eiGlk·x ∈ P̂W+Glk(Rd)
which is not the same space. This can be solved either by making special
assembly routines taking this effect into account, or we can avoid using ref-
erence element altogether. Since deriving an integral between two P̂W
+
k (Rd)
functions with different k from the integral on a reference element is not
straight forward, the implementation uses the second method, not using a
reference element at all.
To evaluate the basis functions the coefficients dji from (4.7) need to be
determined. Since these depend on k and the location of the corners of the
given element, they have to be computed for every element. In the current
implementation this is done by solving the linear system directly for each
basis function.
4.2.4 Dirichlet condition
The Dirichlet condition is handled in the continuous case by limiting the test
and trial spaces to functions with zero trace, then using a boundary function
to handle non-homogeneous boundary conditions. This may be done in the
discrete case by making sure no basis function has a non-zero value on the
boundary, but GetFEM++, nor any other finite element framework I have
worked with, facilitate this approach.
Instead there are two main strategies for implementing Dirichlet boundary
conditions. One is direct manipulation of the linear system, the other is to
transform a weak formulation of the condition into an underdetermined linear
system and solving the internal nodes in the kernel of the boundary condition
system.
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Since finding a boundary function b with trace g is not trivial, we will
here assume the inhomogeneous problem
u = g on ∂Ω
or, the weak form ∫
∂Ω
uv ds =
∫
∂Ω
gv ds ∀v ∈ H1(Ω)
and solve this directly, not trough the use of a boundary function.
Direct manipulation
Let us first examine the direct manipulation approach. We assume the finite
element space Xh has a nodal basis {φi}. Also let
u(x) =
m∑
i=1
ciφi(x)
and since {φi} is nodal, we have points {xi} such that u(xi) = ci. Let k be
the index of a dof on the boundary xk ∈ ∂Ω, and let gk = g(xk). This means
the k-th linear equation in the system is the following
m∑
i=1
a(φi, φk)ci = l(φk)
but since φk(xk) = 1 it should not be included in our test space to begin
with, we can repurpose this equation for our boundary condition. From the
boundary condition we have
u(xk) = g(xk)
ck = gk∑
i
δikci = gk
Now let Ac = b be the linear system resulting from the Galerkin method
without taking boundary condition into account. Replacing the k-th equation
translates to replacing the k-th row of A with
ak,i = δik ∀i ∈ [1,m]
and doing this for every k for which xk ∈ ∂Ω will remove all the test func-
tions which should not be included, combined with enforcing the boundary
condition for every point on the boundary.
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There is one common extension to the above method to allow the resulting
system to remain Hermitian. This consists of using row reduction techniques
to eliminate the non-zero elements of column k such that
ai,k = δik ∀i ∈ [1,m]
Now that both row k and column k are replaced with the k-th unit vector,
the matrix remains Hermitian if the original matrix was Hermitian, which
allows the use of faster linear solvers.
A weakness of this method is that the boundary values g will be inter-
polated, rather than approximated by Galerkin orthogonality. When dealing
with low-order polynomial elements this is usually not be a problem, but it
may introduce an error when dealing with more complex elements.
Weak Dirichlet condition
Plane Wave Continuous Galerkin methods may handle functions where the
value oscillate multiple times between each node. Combining this with the
fact that the values of k are approximations may lead to more inaccurate
results when using interpolation, as in the example given in figure 4.1.
To approximate the Dirichlet condition by Galerkin method instead of
interpolation, we need to use the weak formulation of the Dirichlet condition
and substitute the continuous space H1(Ω) by our finite space Xh, resulting
in the linear system
Hc = R
where H = {hi,j}, R = {rj}
hi,j =
∫
∂Ω
φiφj ds (4.8)
and
rj =
∫
∂Ω
gφj ds
Now let Ac = b be the linear system generated by the Galerkin method
when not taking Dirichlet conditions into account. To prevent conflicts we
have to assume that a well posed problem has the property
imA = (imH)⊥ (4.9)
which implies
rankA+ rankH = m (4.10)
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(a) The target function on the unit square.
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(b) Intersection at y = 12 of the target, the interpolated approximation and the
Galerkin approximation. The Galerkin approximation is clearly closer to the tar-
get. Let ut be the target, ui be interpolated approximation and ug be Galerkin
approximation. Then ‖ui − ut‖L2(T ) = 0.731882 and ‖ua − ut‖L2(T ) = 0.411986.
Figure 4.1: This figure shows an example of how interpolation compares to
Galerkin approximation when using plane waves. Both approximations use a
k which is rotated about 2.7° compared to the k of the target. Interpolation
points are taken in the four corners of the square.
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To ensure uniqueness we will also assume
kerA = (kerH)⊥ (4.11)
These requirements are natural since the Dirichlet condition is meant to
determine the dofs on the boundary that the equation would leave undeter-
mined.
Now choose any cd = [cdi ]i∈[1,m] such that Hcd = R, then
ud(x) =
m∑
i=1
cdiφi(x) (4.12)
satisfies ∫
∂Ω
udv ds =
∫
∂Ω
gv ds ∀v ∈ Xh
Then let the columns of N be an orthonormal basis for the kernel of H and
let r = dim kerH. We may then use the ud from (4.12) to split u
u = us + ud
and since u should satisfy the Dirichlet condition we deduce
R = Hu = Hus +Hud = Hus +R⇒ us ∈ kerH
and there exists an unique un such that
Nun = us
Since we assume ud is known, we now only have to find un to determine u.
Since un ∈ Rr and we know from (4.10) that rankA = r, we want to reduce
the original system Ac = b to a r× r full rank system of equations in un, and
then we will have the solution given by u = Nun +ud. We start by rewriting
the original system
Au = b
ANun + Aud = b
ANun = b− Aud (4.13)
Finding rank(AN) is easy since
imN = kerH = (kerA)⊥
so rank(AN) = r. We can use assumption (4.9) to eliminate the redundant
equations and reduce the system to a square system with un as unknown.
From (4.8) it is trivial to see that H = H∗. From theory of linear functionals
[15, Lemma 6.11] we have the lemma
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Lemma 4.9. Let H and K be Hilbert spaces and let T : H → K be a linear
functional. Then
(i) kerT = (imT ∗)⊥
(ii) kerT ∗ = (imT )⊥
Using this we have
imA = (imH)⊥ from assumption (4.9)
= (imH∗)⊥ since H is Hermitian
= kerH from lemma 4.9
= imN from the definition of N
= (kerN∗)⊥ from lemma 4.9
which implies that N∗ : imA→ Rr is injective which again implies
rankN∗AN = r
and hence we have arrived at the r × r linear system with full rank
N∗ANun = N∗ (b− Aud)
Given the assumptions, we will always have a unique solution u = Nun +ud.
This method is more versatile than direct manipulation as it works for any
elements, not just for nodal elements. Also, since
(N∗AN)∗ = N∗A∗N
we have that N∗AN is Hermitian if A is.
Simplification for nodal elements
Finding the kernel of H can be computationally expensive, usually in the or-
der ofO(m3) operations. This is considerably worse than direct manipulation
which requires only O(m) operations. However, this is not fair comparison
since direct manipulation only works with nodal elements. In the case of
these simple elements we can assume that the kernel of H is spanned by a
subset of the canonical basis of Rm corresponding to the dof numbers on the
boundary, and it can be computed in O(m) operations as well.
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Numerical Results
Because of the discontinuities in the discrete space, we cannot use continuous
Galerkin theory to ensure convergence of the PWSCG method, and because
of the way we assure continuity in all the nodes, we cannot use normal
discontinuous Galerkin error bounds either. Hence, we have no analytical
proof of how the method will behave, only assumptions based on similarities
with the two mentioned methods.
In this chapter we will look at a posteriori error estimates based on nu-
merical results which will give an indication of how well we can expect the
method to perform. There are many ways to perform a posteriori error es-
timates, but since we will only look at cases where the analytical solution is
known, the L2-norm of the difference between the exact and the numerical
solution will be used.
The equation we solve will always be Helmholtz equation (2.1) on the
unit cube with the values of k and f given for each test case. The values
used for k in the PWSCG elements will also be given. We will also compare
the PWSCG-method to standard Q1 elements since these methods have the
same number of dofs and can be applied to the same mesh as the PWSCG-
method, thus giving the most fair comparison. Q1 elements are also what we
get when choosing k = 0 in the PWSCG-method since (4.4) then reduces to
∆u = 0.
Since we will compare the numerical approximations to a known solution,
we will set the Dirichlet boundary condition to enforce the correct values on
the boundary.
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Mesh Size PWSCG elements Q1 elements
L2-error L2-error
2× 2× 2 0.00000000 0.00000000
4× 4× 4 0.00000005 0.00000005
8× 8× 8 0.00000004 0.00000040
16× 16× 16 0.00000056 0.00000058
32× 32× 32 0.00000067 0.00000067
Table 5.1: Error of PWSCG and Q1 methods when approximating u = 1
which is included in the discrete space for both methods.
5.1 Exact approximation
From Céa’s lemma 3.3, we have that the error of a continuous method is
bounded by the best approximation error, and similar results also exist for
many discontinuous Galerkin methods [2, p. 1767]. One consequence of this
is that when the exact solution is included in our discrete space, then the
method will return that solution. Since the PWSCG-method is not covered
by any of these results, we will numerically verify that this is the case for
some test cases to conclude that it is plausible that it will be true for any
solution included in the discrete space.
First, we look at a simple case. Let k = 3, f = 9. Then obviously u = 1
will be a solution. Since constants have no wave-like behaviour the value of
k should not matter, and we choose k = [1, 1, 1] for simplicity. Also, since
constants are included in the discrete space for both PWCSG and Q1 we may
expect similar results.
For Q1 we know the solution must be the exact solution up to some round-
off error arising from the finite precision of floating point numbers. Looking
at the results in table 5.1 we see that the PWCSG-method handles this case
just as well as Q1 elements does. This is no surprise since when k is constant
throughout the domain, then the PWSCG-method is also continuous and
covered by Céas lemma and its generalizations.
Constants are a particularly simple solution, even when only looking at
problems where the exact solution is in the discrete space. In the next case
we let the solution be a linear combination of functions we know are in PW+k .
We will use k = [5, 3, 1], which means k =
√
35 and f = 0. When setting
the value of k used in the PWSCG-method equal to the value in the exact
solution, then the exact solution is in the discrete space of PWSCG, but not
for Q1.
For completeness we will also look at a case where k is the same, but
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Mesh Size PWSCG elements Q1 elements
L2-error L2-error Order
2× 2× 2 0.00000001 1.07994324
4× 4× 4 0.00000137 0.26100418 2.05
8× 8× 8 0.00000071 0.05684609 2.20
16× 16× 16 0.00000341 0.01409821 2.01
32× 32× 32 0.00000848 0.00354906 1.99
Table 5.2: Error of PWSCG and Q1 methods when approximating u =
ei[5,3,1]·x which is a plane wave in the discrete space for PWSCG-method, but
has no special relation to the Q1 function spaces.
Mesh Size PWSCG elements Q1 elements
L2-error L2-error Order
2× 2× 2 0.00000000 0.00950955
4× 4× 4 0.00000081 0.00234677 2.02
8× 8× 8 0.00000534 0.00058417 2.01
16× 16× 16 0.00000304 0.00014590 2.00
32× 32× 32 0.00001198 0.00003811 1.94
Table 5.3: Error of PWSCG and Q1 methods when approximating u =
eix3 + 7 + 11i which is a linear combination of the basis functions introduced
in PW+k (T ) witch are not plane waves along k.
where we set k = 1 and the exact solution to be u = eix3 + 7 + 11i. In this
case we know that u ∈ PW+k even tough |k| 6= k.
As we see in tables 5.2 and 5.3, the results are as expected. For the
PWSCG-method, where the exact solution is in the discrete space, we get
errors with the same behaviour as in the constant case, only with somewhat
larger round-off errors. For Q1 elements there is nothing special about this
solution, hence we get second order convergence which is what we can expect
from normal convergence analysis for continuous Galerkin.
One thing we can derive from these results is what kind of round-off errors
we should expect with this method. The finite element method computes
integrals on each element of the domain. This means that the intermediate
values of the integrals are smaller for smaller elements. Hence, we have to
expect more significant round-off errors on smaller elements. This seems
to be reflected in the results, both for PWSCG-method and the normal Q1
method. As we see from the results, we have to expect round-off error in the
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Mesh size PWSCG elements Q1 elements
L2-error L2-error
2× 2× 2 0.00000002 0.00000001
4× 4× 4 0.00000078 0.00000018
8× 8× 8 0.00000097 0.00000085
16× 16× 16 0.00000256 0.00000279
32× 32× 32 0.00000368 0.00000381
Table 5.4: Error of PWSCG and Q1 methods when approximating u = 3 for
non-constant k resulting in a truly discontinuous PWSCG-method.
order of 10−5 for 32 × 32 × 32 grid. It can be useful to keep that in mind
when looking at more complex results.
Finally, we will test two cases where k varies throughout the domain.
In these cases the method will actually be discontinuous thus invalidating
any analytical results we have used so far. One difficulty with testing such
cases is that the discrete space will mostly contain discontinuous functions
which cannot be analytical solutions since the analytical problem is not well
posed for discontinuous functions. An exception is constant functions which
will be included in all the element spaces even if k is different. Let k =
[y + 1, x+ y + 1, z + 3] and u = 3. This gives
k =
√
(y + 1)2 + (x+ y + 1)2 + (z + 3)2
f = 3
(
(y + 1)2 + (x+ y + 1)2 + (z + 3)2
)
The results of this test can be found in table 5.4.
The other case we can test is when k is constant along one axis, making
continuous plane waves in only that direction part of the discrete space. We
choose k(x1, x2, x3) = [2, x2x3 + 1, x2 + 3], k = 2 and f = 0 making the
solution u(x1, x2, x3) = ei2x1 both a solution of the equation and part of the
discrete space. The errors of this approximation is found in table 5.5.
If we look at table 5.4 and 5.5 we see that the behaviour and magnitude
of the errors are still the same as for the simpler cases. This can be regarded
as numerical evidence that the semi-continuous method will find the exact
solution if it exists in the discrete space, and it may also hint that the method
satisfies some error bound which includes the best approximation error and
have similar behaviour to both continuous and most discontinuous Galerkin
methods in this regard.
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Mesh Size PWSCG elements Q1 elements
L2-error L2-error Order
2× 2× 2 0.00000000 0.04004808
4× 4× 4 0.00000003 0.00969514 2.05
8× 8× 8 0.00000004 0.00239743 2.02
16× 16× 16 0.00000063 0.00059819 2.00
32× 32× 32 0.00000056 0.00014957 2.00
Table 5.5: Error of PWSCG and Q1 methods when approximating u = ei2x1
where the PWSCG plane waves vary along the two other axes.
5.2 Manufactured solution
Now we will consider a case where the exact solution is not in the discrete
space and there is no correlation between the plane wave spaces and the
solution. This is to establish a baseline expectation for the convergence of
the PWSCG-method for general problems.
The method used for constructing this test case is the method of manu-
factured solutions. This method consists of choosing any function u ∈ H2(Ω)
and setting f equal to the residual of the homogeneous equation, thus elim-
inating the residual and making u an exact solution of the problem.
The function used in this test case is
u(x1, x2, x3) = x
2
3 log (
√
1 + x1) + x2
k(x1, x2, x3) = x3 sin (1 + x
2
1 + x
3
2)
and inserting this into Helmholtz equation gives
f(x1, x2, x3) =
−x23
2(1 + x1)2
+ log (1 + x1)+
x23
(
x2 +
x23 log (1 + x1)
2
)
sin (1 + x21 + x
3
2)
Again, the direction of k should not matter since the solution does not have
any wave-like properties. Hence, we choose k = [x1 + 1, x3 + 1, x2 + 1] which
means the PWSCG-method is discontinuous.
Since this method should work for any choice of u, there is no particular
reason for choosing exactly this function. We just want a function which
is not trivial and which has no particular structure favouring any of the
methods we test.
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Mesh size PWSCG elements Q1 elements Factor
L2-error Order L2-error Order
2× 2× 2 0.01621736 0.00421469 3.85
4× 4× 4 0.00392179 2.05 0.00105771 1.99 3.71
8× 8× 8 0.00096933 2.02 0.00026467 2.00 3.66
16× 16× 16 0.00024155 2.00 0.00006620 2.00 3.65
32× 32× 32 0.00006034 2.00 0.00001656 2.00 3.64
64× 64× 64 0.00001518 1.99 0.00000437 1.92 3.47
Table 5.6: Error of PWSCG and Q1 methods when approximating a manu-
factured solution with no apparent structure favoring any of the methods.
As we see from table 5.6, both methods have second order convergence,
the PWSCG-method having larger errors by a factor of between 3 and 4. It is
not surprising that the PWSCG-method is worse than Q1 at approximating
general solutions as it was designed to approximate solutions with a particular
behaviour. The fact that it has second order convergence can be considered
a good thing, since this means that if we approximate solutions which are
not wave-like in some areas, or if we fail to find a good approximation of k
in some areas, the results will not be catastrophic. However, if we can detect
such areas beforehand, reducing the elements in these areas to a Q1 elements
by setting k = 0 may be favorable.
5.3 Radial wave
Let us now consider a problem where the solution is a wave-like function.
In section 2.1.2, we saw that radial waves were solutions to the Helmholtz
equation everywhere except in the point of origin of the waves. We also saw
how the radial waves could be written as a plane wave with varying k. Hence,
this is a case where the PWSCG-method should be useful while not being
trivial.
The particular problem we will look at has a solution
u =
eik|x−x0|
|x− x0|
where x0 = [−1,−1,−1] and we will test for k ∈ {2, 4, 8, 16}. Since radial
plane waves solve the homogeneous Helmholtz equation in every point except
x0, which is outside our domain, we set f = 0. Figure 5.1 shows the real
value of the solution in a cut trough the cube.
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Mesh size PWSCG elements Q1 elements Factor
L2-error Order L2-error Order
2× 2× 2 0.00652124 0.03936990 6.04
4× 4× 4 0.00128754 2.34 0.01135903 1.79 8.82
8× 8× 8 0.00029661 2.12 0.00308185 1.88 10.39
16× 16× 16 0.00007291 2.02 0.00079951 1.95 10.97
32× 32× 32 0.00001827 2.00 0.00020333 1.98 11.13
64× 64× 64 0.00000462 1.98 0.00005128 1.99 11.10
Table 5.7: Error of PWSCG and Q1 methods when approximating a radial
wave originating in in x0 = [−1,−1,−1] and k = 4.
Mesh size PWSCG elements Q1 elements Factor
L2-error Order L2-error Order
2× 2× 2 0.14860910 0.37975217 2.56
4× 4× 4 0.01803060 3.04 0.38437972 -0.02 21.32
8× 8× 8 0.00660201 1.45 0.28188089 0.45 42.70
16× 16× 16 0.00097020 2.77 0.08197577 1.78 84.49
32× 32× 32 0.00016290 2.57 0.03122489 1.39 191.68
64× 64× 64 0.00007626 1.10 0.01462363 1.09 191.76
Table 5.8: Error of PWSCG and Q1 methods when approximating a radial
wave originating in x0 = [−1,−1,−1] and k = 16.
Figure 5.1: A cut
trough the real part of
the solution of a ra-
dial wave problem. We
see how the top of the
wave curves.
We start out by looking at the results for k = 4,
shown in table 5.7. Both methods seems to have
asymptotic convergence rate of 2, but the PWSCG-
method is better that the Q1 method by a factor
that seems to converge towards some number close
to 11, or about one order of magnitude better than
Q1.
As a comparison, we look at the case where
k = 16, shown in table 5.8. Here, the difference be-
tween the methods is larger, PWSCG converging to-
wards being better by a factor of almost 200. Hence,
it seems the difference between the two methods in-
crease when the exact solution oscillates more.
One last thing worth noting about these tables is
that the convergence rate in many of these test cases seems to dip somewhat
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Figure 5.2: Error of PWSCG and Q1 methods when approximating a radial
wave originating in x0 = [−1,−1,−1] for different values of k between 1
and 16. Dotted lines represent methods using Q1 elements and solid lines
represent PWSCG-methods. Lines having the same color represent the two
methods using the same value of k.
for the 64 × 64 × 64 mesh. This can be explained by the fact that the
approximation error at this level approaches the expected round-off error.
When round-off errors start becoming a significant part of the total error,
the convergence will start to flat out and the error may even increase as the
round-off errors outgrow the approximation error.
Figure 5.2 shows the results of all the test cases using radial waves. Since
the y-axis is logarithmic, straight lines represent constant convergence rate,
where the inclination is proportional to the convergence rate. As we can see,
all the lines are more or less parallel with some irregularities for the cases with
highest values of k. The fact that the lines are parallel mean they have about
the same convergence rate, which we know to be around 2. The irregularities
for high k are also not surprising since highly oscillatory functions are harder
to sample by the finite element method.
The distance between lines representing the Q1 method and the corre-
sponding PWSCG-method increases for larger k, supporting what we found
comparing k = 4 to k = 16.
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Mesh size PWSCG elements Q1 elements
L2-error Order L2-error Order
2× 2× 2 0.04241647 0.02892805
4× 4× 4 0.01489936 1.51 0.00737201 1.97
8× 8× 8 0.00437660 1.77 0.00193444 1.93
16× 16× 16 0.00115968 1.92 0.00049675 1.96
32× 32× 32 0.00029649 1.97 0.00012583 1.98
64× 64× 64 0.00007482 1.99 0.00003167 1.99
Table 5.9: Error of PWSCG and Q1 methods when approximating a radial
sine wave originating in x0 = [−1,−1,−1] and k = 4.
Figure 5.3: A linear (blue) and
a piecewise linear (red) func-
tion interpolating an oscillat-
ing sine. The blue line has
no way of capturing the be-
haviour of the sine, however,
the red lines capture most of
the oscillating nature of the
sine function. This is related
to the Nyquist sampling rate
from signal processing [1, p.
26].
We also note that the Q1 method starts
almost flat for high values of k. Figure 5.3
demonstrates the problem with using too
coarse mesh of linear functions to approx-
imate an oscillating function. From the re-
sults we see that the PWSCG-method also
has irregularities when using too coarse grids
for very oscillatory solutions, but it seems to
handle the case better, both by having much
lower initial error, and by having somewhat
more consistent convergence rate on coarse
grids.
We will look at one final test case. In
section 4.1.5 we looked at how real-valued
plane waves are not part of PW+k , and hence
we assumed the PWSCG-method would not
be as well suited for these waves as it is for
the complex plain-waves. In table 5.9 are
the results of running the same case as in
5.7, only now the exact solution is a sine
wave
u =
sin (k |x− x0|)
|x− x0|
As we see from the results, the PWSCG-method is now worse than Q1.
The convergence rate is basically the same, however, and the difference be-
tween the methods are still somewhat smaller than it was in the manufactured
solutions test case in section 5.2.
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PWSCG elements Q1 elements
36.37s 3.41s
36.80s 3.60s
38.19s 3.57s
38.21s 3.52s
37.84s 3.52s
Average 37.48s 3.52s
Table 5.10: Execution times of the PWSCG-method and the Q1 method for
a radial plane wave on the same 8× 8× 8 grid.
PWSCG elements Q1 elements
8.36s 19.31s
8.00s 19.46s
8.33s 21.92s
8.44s 21.78s
8.42s 20.45s
Average 8.31s 20.58s
Table 5.11: Run times of the PWSCG-method and the Q1 method for a
radial plane wave on the coarsest grid which produces errors less than 10−3
for each method.
5.4 Execution time
Since the main focus of this project was to determine the characteristics of the
PWSCG-method, the implementation has not been optimized for execution
time. In the present sate, the implementation of the PWSCG-method is a
lot slower than than the Q1 method on the same grid, as we see in table 5.10.
However, a more interesting comparison is how long it takes to execute
the two methods on grids such that the error will be equivalent. To test this,
we will look at the coarsest grid which produces an error less than 10−3 for
both methods. The problem we use for this test case is the radial wave from
section 5.3 with k = 4 which has a moderately oscillating solution.
The coarsest mesh for which the PWSCG-method gives an error less than
10−3 is 4× 5× 5, while the coarsest mesh for which the Q1 method provides
a similar error is 14× 14× 15. The results of this comparison is presented in
table 5.11. Here the PWSCG-method is clearly more efficient.
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As noted, the focus of the implementation was not the speed, but rather
accuracy of the convergence characteristics produced by the program. There
are many things that can be done to drastically reduce the execution time,
including making an assembly routine which can correctly scale the inte-
gration results from a reference element, implementing a special numerical
integration scheme that handles the integrals encountered in a more efficient
manner, or just eliminating redundant calculations in general. The fact that
the PWSCG-method outperforms Q1 in some tests is very promising when
considering how much faster we can expect an optimized version would be.
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Chapter 6
Conclusion
In this thesis, we introduced the Plane Wave Semi-Continuous Galerkin
method. Using a detailed description of the degrees of freedom on elements
and on the intersections between elements, we saw how the method could
be considered semi-continuous as it satisfies one of the two conditions that a
method needs to fit into the continuous Galerkin framework.
We also showed how the remaining discontinuities in the method could be
reasoned about using the theory of discontinuous Galerkin methods, and how
not considering the surface integrals over the interior edges corresponded to
a particular choice of flux functions.
In chapter 5, we saw how the PWSCG-method had second order con-
vergence for all the cases, excluding the exact ones. This is similar to the
Q1 method, which has the same number of dofs. For solutions without any
plane wave-like behaviour the PWSCG-method produced, not surprisingly,
higher errors than the corresponding Q1 method on the same mesh. However,
when approximating solutions which did have plane wave-like behaviour lo-
cally, the PWSCG-method produced significantly smaller errors than the Q1
method, the difference increasing for larger values of k.
From this we conclude that the PWSCG-method shows some promise as a
method for approximating solutions with plane wave-like behaviour locally,
even on relatively coarse grids. The methods used to derive the function
spaces and the properties of these, including how the semi-continuous method
related to the continuous and discontinuous Galerkin methods, may also be
used to derive other semi-continuous methods with different properties.
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6.1 Future work
There are multiple aspects of the PWSCG-method that would be interesting
to investigate further. In light of the numerical results of chapter 5, we may
expect there to exist error bounds for the PWSCG-method similar to those
for continuous and discontinuous Galerkin methods. Deriving these error
bounds analytically would not only give proof that the method will behave
in all cases, but also give more insight into which factors are important for
the performance of the method.
Another interesting question is how to best compute approximations of
k. There are many possible ways of doing this, non of which immediately
stand out as the best. One method would be to use P0 elements to solve
the equation initially, and then extracting wave-like behaviour from that
solution and solve again using PWSCG-elements, this time expecting much
more accurate results.
When deriving PW+k (T ) we noted that we could derive a similar space
PW−k (T ). The combined space {u+ v : u ∈ PW+k (T ), v ∈ PW−k (T )} would
also contain the real-valued waves cos (k · x) and cos (k · x) which would be
useful. The problem is that the combination of the finite spaces P̂W
+
k (T ) and
P̂W
−
k (T ) will have dimension 7, since both includes the constant function.
The linear functions which appear with k has some zero-components, will
also overlap. This means it is not obvious what degrees for freedom should
be used to ensure semi-continuity. It could be interesting to explore this
possibility further.
The last section of chapter 5 presented some result including execution
times of the program using the different elements. It was noted that these
results could be expected to improve a lot by optimizing the implementa-
tion. Doing this and then run further tests on execution time would give
more insight into what practical cases this method could be useful for. Also,
making an implementation of the PWDG-method from [11] and comparing
these two methods could be an interesting case. The PWDG-method is a
truly discontinuous method with both the advantages and disadvantages that
brings, making for an interesting comparison.
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