Abstract. This paper discusses and strengthens a result by Fliess about input-output equations for polynomial systems with time delays. The proof given is more detailed and opens the way for constructive methods for determining the inputoutput behavior. A method based on Grobner bases is described in detail. Furthermore, some connections with observability are exploited.
1
Introduction Let T I , . . . , T, be an r-tuple of incommensurate timedelays, i.e. T I , . . . , T~ are positive real numbers that are linearly independent over Q . Each time-delay T, (i = 1,. . . , r) corresponds to a delay operator 6i, acting on functions of time in the following way:
i y ( t ) = Y ( t -T i )
In this paper we consider systems in a kind of generalized state space form, namely systems of coupled differential-difference equations (dde) of differential order one in some internal variables 2:
k " ( t ) = fn(z,u), For systems of the form (1) we are interested in the existence of a dde relating the input U directly to the output y; in other words: we want to eliminate the latent 'This research was carried out when that such an input-output equation always exists, several questions remained unanswered. In this paper we give an algorithm relying on Grobner bases for performing this elimination procedure explicitly. Moreover, we discuss the differential and transformal order of the i-o equation obtained in this way. A more delicate question is whether the computed i-o equations are essentially unique. This problem is not completely understood yet, and only some partial answers can be given. Finally it is pointed out that the order of the input-output equation is related to a specific concept of observability, analog to that of algebraic observability of polynomial continuous time systems. In Section 4 this subject is treated in more detail.
In the sequel we will use the language of differential and difference algebra without further explanation. The reader is referred to [3, 61 etc. for this terminology. Assume that there is only one delay operator 6, and define for every set S of difference indeterminates and for every
( 2 )
If S is a singleton {s} we write A* s, with abuse of notation. E.g. A3x1 = (21, 621, 6221,63z1}.
We suppose that our original equations are over a differential-difference field k and then form the field li from k in the following manner: adjoin all combinations of shifts and derivatives of the input variable U to the field k. We assume that the input is transformally' differelltially transcendental, so that li is a purely transcendental extension of k, with infinite transcendence degree. Defining the ring @$ := li[Aq{z,, . . . , z,)], it. is clear that has dimension n(q + 1). Consider the system 'Recall that the word transformal refers to the difference operators. This is for purely linguistic reasons, since the word differential is already occupied.. .
(I), and assume that for all i = 1,. . . , n : f, E @ :
, and that the output map h E @:. Now, ho := h and we define h,+l E @.P, (for some q ) as the thing we get as we differentiate h, w.r.t. time and replace every occurrence of 6 3 X , by 6Jfr. For example:
Since the number m E RI is such that f t E @ : for all e. we have dim 0: = n ('sq). Now we proceed analogously to the previous case.
where pl is a polynomial in s of degree < r, and So again we have that # H ( s ) grows faster than dim i.e. for s large enough the elements of H ( s ) are algebraically dependent over I<. Unfortunately we cannot give an a priori bound on the transformal order of the i-o equation, because we were unable to find a closed expression for # H ( s ) .
The proofs of this section are analogous to the one for differential algebra given in [3] , and resemble the proof that (n + 1) polynomials in n indeterminates are algebraically independent, used in e.g. [5] . 3 
An Algorithm
The approach of the previous section may be used for the explicit determination of an input-output equation of a time-delay system. The problem comes down to retrieving the dependency relation of some algebraically dependent polynomials over a field. This so-called implicitization problem may be solved using e.g. Grobner basis (gb) The next example illustrates the algorithm described above. E x a m p l e 3.1 Consider the system
k ( t ) = -~( t )~, y(t) = x(t -1) + z ( t ) (13)
With the notation of section 2 we thus have n = 1, m = 0, r = 1, c = 1. Now ho = 6z + I , hl = -6x3 -z3 (14) and 6ho = 6'x + bx, 6h1 = -6'z3 -6x3 (15)
These four polynomials have to be algebraically dependent according to formula (8). Thus we can eliminate the variables z, 62, 6'z in the graph-ideal IC(y,dy, . . . , dn-'y) . According to theorem 2.1 dny is t.a. over L. If we take the derivative of the input-output equation we get something that is linear in dn+'y, so P + l y E L(dny). In particular, dn+ly is t.a. over L(dny) which means that it is t.a. over L (lemma 4.1) . This argument may be repeated for arbitrary 9 y . 
is a graph ideal, it is in particular a prime ideal, and therefore it is mathematically possible to form fields in the variables defined by system (1).
We use the abbreviations t.a. = transformally algebraic, In words, a variable z, is algebraically observable iff it satisfies an iterative functional equation with inputs defined by U and y. We call such a functional equation an observer equation for 2,.
It remains to investigate whether this observability concept is a "natural" one. It would be nice if there is an interpretation of algebraic observability in terms of whether the latent variables can be estimated from measurements of the external variables U and y using the observer equations. Another question is how algebraic observability relates to other observability concepts for time-delay systems. These problems are left for future research.
