We consider spin systems on the integer lattice graph Z d with nearest-neighbor interactions. We develop a combinatorial framework for establishing that exponential decay with distance of spin correlations, specifically the strong spatial mixing condition (SSM), implies rapid mixing of a large class of Markov chains. As a first application of our method we prove that SSM implies O(log n) mixing of systematic scan dynamics (under mild conditions) on an n-vertex ddimensional cube of the integer lattice graph Z d . Systematic scan dynamics are widely employed in practice but have proved hard to analyze. A second application of our technology concerns the Swendsen-Wang dynamics for the ferromagnetic Ising and Potts models. We show that SSM implies an O(1) bound for the relaxation time (i.e., the inverse spectral gap). As a by-product of this implication we observe that the relaxation time of the Swendsen-Wang dynamics in square boxes of Z 2 is O(1) throughout the subcritical regime of the q-state Potts model, for all q ≥ 2. We also use our combinatorial framework to give a simple coupling proof of the classical result that SSM entails optimal mixing time of the Glauber dynamics. Although our results in the paper focus on d-dimensional cubes in Z d , they generalize straightforwardly to arbitrary regions of Z d and to graphs with subexponential growth.
Introduction
Spin systems are a general framework for modeling interacting systems of simple elements, and arise in a wide variety of settings including statistical physics, computer vision and machine learning (where they are often referred to as "graphical models" or "Markov random fields"). A spin system consists of a finite graph G = (V, E) and a set S of spins; a configuration σ ∈ S V assigns a spin value to each vertex v ∈ V . For definiteness in this version of the paper, we focus on the classical case where G is a cube in the d-dimensional lattice Z d , though our results also hold in the more general settings where G is an arbitrary region of Z d or a bounded degree graph with subexponential growth. The probability of finding the system in a given configuration σ is given by the Gibbs (or Boltzmann) distribution µ(σ) = exp(−H(σ))/Z,
where Z is the normalizing factor (or "partition function") and the Hamiltonian H contains terms that depend on the spin values at each vertex (a "vertex potential") and at each pair of adjacent vertices (an "edge potential"). See Section 2 for a precise definition.
One of the most fundamental properties of spin systems is (strong) spatial mixing (SSM), which captures the fact that the correlation between spins at different vertices decays with the distance between them (uniformly over the size of the underlying graph G)-again, see Section 2 for a precise definition. SSM is closely related to the classical physical concept of a phase transition, which refers to the sudden disappearance of long-range correlations as some parameter of the system (typically, the edge or vertex potential) is continuously varied. 1 SSM has proved to have a number of powerful algorithmic applications, both in the analysis of spin system dynamics (discussed in detail below) and in the design of efficient approximation algorithms for the partition function (a weighted generalization of approximate counting) using the associated self-avoiding walk trees (see, e.g., [44, 36, 26, 17, 35, 37, 38] ).
While SSM is a static property of a spin system, there is equal interest in dynamic properties. By this we mean the behavior of ergodic Markov chains whose states are the configurations of the spin system and its unique equilibrium distribution is the Gibbs distribution (1) . Such dynamics are of interest in their own right, and also provide algorithms for sampling from the Gibbs distribution and (in many cases) a plausible model for the evolution of the underlying system of spins. Of particular interest are Glauber dynamics, which at each step pick a vertex v ∈ V uniformly at random and update its spin in a reversible fashion depending on the neighboring spins.
It has been well known since pioneering work in mathematical physics from the late 1980s (see, e.g., [22, 1, 45, 39, 28, 29, 9] ) that SSM implies that the mixing time (i.e., rate of convergence) of the Glauber dynamics is O(|V | log |V |), and hence optimal [21] ; indeed, the reverse implication is also true, so the phase transition is manifested in the mixing time of the dynamics (see, e.g., [39, 28, 14] ). The above implication was established using sophisticated functional analytic techniques, though more recently a simple combinatorial proof was given in [14] for the special case of monotone systems (where the edge potential favors pairs of equal spins). The first contribution of the current paper is an elementary combinatorial proof for the general case: Theorem 1.1. If a spin system on Z d has the Strong Spatial Mixing (SSM) property, then the mixing time of any Glauber dynamics on an n-vertex cube in Z d is O(n log n).
The main significance of this new proof is that it allows us to establish several new results for dynamics to which the analytic methods above apparently do not apply. The first of these is the systematic scan dynamics, which is a version of Glauber dynamics in which the vertex v to be updated is chosen not uniformly at random but according to a fixed ordering of the vertex set V ; one step of systematic scan consists of updating each vertex v ∈ V once according to this ordering. Systematic scan is widely employed in practice, and there is a folklore belief that its mixing time should be closely related to that of standard (random update) Glauber dynamics; however, it has proved much harder to analyze, and indeed a number of works have been devoted to this topic (see, e.g., [11, 12, 13, 20] ). The best general condition under which systematic scan dynamics is known to be rapidly mixing is due to Dyer, Goldberg and Jerrum [13] , and is closely related to the Dobrushin condition for uniqueness of the Gibbs measure; this condition in turn is known to be stronger (and in some cases significantly stronger) than SSM [39, 28] . Our proof of Theorem 1.1 allows us to show that, for a wide class of vertex orderings, systematic scan dynamics mix in O(log n) steps whenever SSM holds. For a vertex ordering O, let L(O) denote the length of the longest subsequence of O that is a path in G. Note that the condition L(O) ≤ L is usually easy to check in practice. Moreover, it is easy to choose orderings O for which L(O) is bounded; for example, in Z d , G is always bipartite, so any order O that updates first all the odd vertices, then all the even ones, has L(O) = 2.
In the special case of monotone spin systems, we can prove similar bounds for any ordering O, assuming each vertex v is updated using the conditional distribution at v given the configuration of its neighbors; i.e., heat-bath updates. Theorem 1.3. In a monotone spin system on Z d , SSM implies that the mixing time for the systematic scan dynamics with heat-bath updates on an n-vertex cube in Z d is O(log n(log log n) 2 ) for any ordering O.
We note that combining Theorem 1.2 with a result of Peres and Winkler [32] gives O(log n) mixing time for any ordering, provided we start from the "top" (or the "bottom") configuration of the monotone system.
Our second application of the techniques of Theorem 1.1 is to the so-called Swendsen-Wang (SW) dynamics [40] . The SW dynamics is a widely studied reversible dynamics for the ferromagnetic Ising and Potts models, which are among the most important and classical of all spin systems. In the ferromagnetic q-state Potts model, there are q spin values and the edge potential favors equal spins on neighbors. More precisely, µ(σ) ∝ exp(βa(σ)) where a(σ) is the number of edges connecting vertices with the same spin values and β > 0 is a parameter of the model. The Ising model is just the special case q = 2. The SW dynamics is non-local, and updates the entire configuration in a single step, according to a scheme inspired by the related random-cluster model.
We prove the following result about the spectral gap of the SW dynamics. The spectral gap is the inverse of the relaxation time, which measures the speed of convergence to the stationary distribution when the initial configuration is reasonably close to this distribution (a "warm start"). This is another well studied notion of rate of convergence (see, e.g., [23, 24] ). Theorem 1.4. Let P sw be the transition matrix of the Swendsen-Wang dynamics for the Potts model on an n-vertex cube in Z d . SSM implies that the spectral gap of P sw satisfies λ(P sw ) = Ω (1), and hence the relaxation time of the SW dynamics is O(1).
This optimal bound for the spectral gap is a substantial improvement over the best previous result due to Ullrich [42] , where SSM was shown to imply that λ(P sw ) = Ω(n −1 ). We note that our spectral gap result does not immediately imply a polylog(n) bound on the mixing time, as one might hope; this is because there is an inherent penalty of O(n) in relating spectral gap to mixing time, so the mixing time bound implied by Theorem 1.4 is O(n).
In two dimensions SSM is known to hold for all q ≥ 2 and all β < β c (q), where β c (q) = log(1 + √ q) is the uniqueness threshold; this is a consequence of the results in [4, 2, 30] . Therefore, we have the following interesting corollary of Theorem 1.4.
Corollary 1.5. In an n-vertex square box of Z 2 , for all q ≥ 2 and all β < β c (q) we have λ(P sw ) = Ω(1).
We conclude this introduction by briefly indicating some of our techniques, focusing on the key combinatorial construction used to prove Theorem 1.1. Our proof is in overall strategy similar to that of [14] for the monotone case, but several substantial new ideas are needed. We proceed by constructing a coupling of two copies, {X t }, {Y t } of the dynamics; in contrast to the monotone case, where it is enough to focus on extremal initial conditions X 0 , Y 0 , in the general case X 0 , Y 0 are arbitrary. It suffices to show that a particular spin (at v, say) couples rapidly. The first trick is to localize the dynamics to a small box around v, by coupling with two additional chains that censor updates outside the box; the mixing time within the box can be bounded by induction, while the effect of vertices outside the box is controlled by bounding the rate of percolation of disagreements under the (local) dynamics. (This disagreement propagation analysis is not needed in the monotone case, because of extremality.) Now by induction the two localized dynamics inside the smaller box mix rapidly, and SSM implies that the variation distance between their respective stationary distributions at v is very small. Unfortunately, however, this does not imply a bound on the coupling time at v because the coupling we use may be far from optimal and thus may not be related to the variation distance. (Again, this issue is not present in the monotone case because the standard coupling is always within a constant factor of optimal.) We overcome this obstacle by introducing two additional localized chains whose initial configurations are sampled from the respective stationary distributions inside the box, and, crucially, coupled so that they agree with high probability on an inner box of about half the size; the existence of such a coupling for the starting configurations is guaranteed by SSM. The remainder of the coupling argument rests on a further application of disagreement percolation.
Our later theorems on systematic scan are based on variations of the above scheme, while our results on the SW dynamics use spectral comparison techniques to translate relaxation time bounds (in several steps) from a suitable systematic scan dynamics to the SW dynamics.
Related work
There is a vast literature on spatial mixing properties of spin systems and on mixing times of Glauber dynamics, and we do not attempt to summarize that here. Rather, we mention only some of the most relevant related work.
The strong spatial mixing property for spin systems, and its close relationship with optimal mixing of the Glauber dynamics, was intensively investigated in the mathematical physics community in the 1980s-90s. Pioneers in this effort were Holley [22] and Aizenman and Holley [1] , followed by Zegarlinski [45] and Stroock and Zegarlinski [39] . Sharper results (relying only on weak spatial mixing for 2-dimensional models) were given by Martinelli and Olivieri [28, 29] and Cesi [9] . The equivalence of weak and strong spatial mixing in Z 2 was proved by Martinelli, Olivieri and Schonmann [30] . An excellent treatment of these developments can be found in Martinelli's lecture notes [27] . Elementary combinatorial proofs of some of these results were given later by Dyer, Sinclair, Vigoda and Weitz [14] .
Systematic scan dynamics are widely used in practical implementations of Gibbs samplers, though the lack of randomness in the choice of vertex updates makes their analysis significantly harder. The state of the art for general spin systems is due to Dyer, Goldberg and Jerrum [13] , who prove that any systematic scan Glauber dynamics (on any graph) has O(log n) mixing time provided any matrix norm of the dependency matrix of the spin system is bounded away from 1. This is a generalization of the classical Dobrushin uniqueness condition, which requires the same of the L 1 norm and was known to imply O(log n) mixing time of any systematic scan dynamics [34, 16] . Dyer et al. [12] and Hayes [20] proved the same implication for the L ∞ and L 2 norms, respectively. It is well known that the Dobrushin condition is stronger than SSM, and in many cases much stronger [39, 28] . For example, for the Ising model on Z 2 the Dobrushin condition holds when β < 0.549 while SSM holds all the way up to the critical point β c = ln(1 + √ 2) ≈ 0.881. Similarly, for the hard-core model (weighted independent sets) the Dobrushin condition is satisfied only for λ < 1/3, but SSM is known to hold for all λ < 2.538 [35] ; in fact, SSM holds up to the critical point λ c [30] , which is conjectured to be λ ≈ 3.796 [3] .
Finally, we mention relevant results for the SW dynamics for the Potts model. For n-vertex square boxes in Z 2 , Ullrich [42] proved that the relaxation time is: O(n) for β < β c (q); O(n 2 log n) for β > β c (q); and at most polynomial in n for β = β c (q) and q = 2. Gheissari and Lubetzky [18] analyze the dynamics at the critical point β c (q) for all q. They show that the mixing time is at most polynomial in n for q = 3, at most quasi-polynomial for q = 4 and exp(Ω(n)) for q > 4, the latter assuming the expected (but not yet established) discontinuity of the phase transition for q > 4. Recently, Guo and Jerrum [19] proved the SW dynamics mixes in polynomial time on any graph for q = 2. For the d-dimensional torus Borgs et al. [8, 7] proved an exponential lower bound for the mixing time at the critical point, for large enough q and all d.
Preliminaries

Spin systems
Let L = (Z d , E) be the infinite d-dimensional lattice graph, where for u, v ∈ Z d , (u, v) ∈ E iff ||u − v|| 1 = 1. Let V be a finite subset of Z d and let G = (V, E) be the induced subgraph. We use ∂V to denote the boundary of G, i.e., the set of vertices in
A spin system on G consists of a set of spins S = {1, . . . , q}, a symmetric edge potential U : S × S → R and a vertex potential W : S → R. A configuration σ : V → S of the system is an assignment of spins to the vertices of G; we denote by Ω the set of all configurations. A boundary condition for G is an assignment ψ : ∂V → S of spins to the boundary of V . Given a boundary condition ψ, each configuration σ ∈ Ω is assigned the probability
where Z is the normalizing constant and
In the statistical physics literature, Z is called the partition function and H ψ the Hamiltonian of the system. A particularly well known and widely studied spin system is the Ising/Potts model, where
The parameter β ∈ R is related to the inverse temperature of the system and (h 1 , ..., h q ) ∈ R q to an external magnetic field.
Remark 1. There are important spin systems, such as the hard-core model and the antiferromagnetic Potts model at zero temperature (proper q-colorings), that require the edge potential U to be infinite for certain configurations; namely, there are hard constraints in the system that make certain configurations invalid. Our results will hold in this setting as well, but to avoid inessential complications we assume that the system is permissive, i.e., for any V ⊂ Z d and any boundary condition ψ on ∂V , there is at least one configuration σ on V such that µ ψ (σ) > 0. Permissiveness ensures that the measure µ ψ is well-defined. It is easy to verify that, in addition to systems without hard constraints, the hard-core model for all λ > 0 and proper q-colorings when q is strictly larger than the degree of the lattice Z d (i.e., q > 2d), are permissive systems.
Strong Spatial Mixing (SSM). Several notions of decay of correlations in spin systems have been useful in the analysis of local algorithms. A particularly important one is SSM, which says that the influence of a set on another decays exponentially with the distance between these sets. For a fixed finite V ⊂ Z d and a, b > 0, let C(V, a, b) be the condition that for all B ⊂ V , all u ∈ ∂V , and any pair of boundary conditions ψ, ψ u on ∂V that differ only at u, we have
where µ ψ B and µ ψu B are the marginal distributions induced in B by µ ψ and µ ψu , respectively, and
Remark 2. The definition of SSM varies in the literature. The main difference lies in the class of subsets V ⊂ Z d for which C(V, a, b) is required to hold. We work here with one of the weakest versions of SSM, so our results apply to a large class of spin systems, but only on d-dimensional cubes. If we assume instead that C(V, a, b) holds for every V ⊂ Z d for some a, b > 0, then our results would apply to any subset of Z d ; this will be discussed in detail in Section 6.
A coupling of two probability measures ν 1 and ν 2 over Ω is any probability measure on the product space Ω × Ω whose marginals are ν 1 and ν 2 . The following elementary consequence of SSM, which for completeness we prove in Appendix A, will be useful in our proofs. Claim 2.2. Let V be a finite subset of Z d . Let B ⊂ V and let ψ, ξ be two arbitrary boundary conditions on ∂V that differ only on Γ ⊂ ∂V . The condition C(V, a, b) implies that there exists a coupling of the distributions µ ψ and µ ξ such that, if (σ 1 , σ 2 ) is sampled according to this coupling, then σ 1 has distribution µ ψ , σ 2 has distribution µ ξ , and
where dist(Γ, B) = min u∈Γ,v∈B u − v 1 .
Markov chains
Consider the spin system (S, U, W ) on G = (V, E) with a fixed boundary condition ψ. Let M be a Markov chain that, given a configuration σ of V , performs the following update:
1. Pick v ∈ V uniformly at random (u.a.r.);
2. Replace σ(v) with a spin from S = {1, ..., q} sampled according to a distribution φ v .
We shall assume the update rules φ v are such that M is ergodic (i.e., irreducible and aperiodic) and reversible w.r.t. to µ ψ . In addition, we assume that the distributions φ v are local, i.e., they depend only on the values of σ at v and its neighbors. This class of Markov chains is known as Glauber dynamics.
Remark 3. To avoid complications, we assume that the local update rules φ v have full support on the set of valid spins for v given the configurations of its neighbors. This guarantees that, even if v is the vertex updated at time t, v will have the same spin at time t + 1 with constant probability. Most natural local updates, including the heat-bath and Metropolis rules, satisfy this assumption.
We also consider the class of systematic scan Markov chains. In a systematic scan chain, instead of choosing a random vertex in each step, there is a fixed ordering O of the vertices of G and one step of the chain consists of updating every v ∈ V according to φ v in the order specified by O, with φ v satisfying the conditions above for each v ∈ V . A systematic scan chain is not in general reversible, but we shall assume that it is ergodic and thus has the correct equilibrium distribution. (Observe that if the scan is repeated backwards in each step then the chain becomes reversible.)
Mixing and coupling times. Let P be a Markov chain over Ω with stationary distribution µ ψ . Let P t (X 0 , ·) denote the distribution of P after t steps starting from X 0 ∈ Ω, and let
The mixing time of P is defined as τ mix (P ) = τ mix (P, 1/4). Let λ(P ) denote the spectral gap of P , i.e., λ(P ) = 1 − |λ 2 (P )|, where λ 2 (P ) is the eigenvalue of P with second largest absolute value. It is a standard fact that when P is reversible w.r.t. µ ψ , we have
(see Theorem 12.4 in [25] ). The relaxation time is defined as the inverse of the spectral gap. A (one step) coupling of the Markov chain P specifies, for every pair of states (X t , Y t ) ∈ Ω×Ω, a probability distribution over (X t+1 , Y t+1 ) such that the processes {X t } and {Y t }, viewed in isolation, are faithful copies of P , and if
The following inequality is standard: τ mix (P, ε) ≤ T coup (ε) (see, e.g., [25] ). The coupling time is T coup = T coup (1/4) and thus
Identity coupling. A particular coupling of the steps of the Glauber dynamics M will be of interest to us. Consider the coupling of the evolution of two copies of M, {X t } and {Y t }, that at time t picks a random vertex v t and both {X t } and {Y t } use v t as their randomly chosen vertex to update. If X t and Y t agree (are identical) on the entire neighborhood of v t , then v t is assigned the same spin in both copies and so X t+1 (v t ) = Y t+1 (v t ); otherwise the updates at v t are coupled independently. We call this coupling the identity coupling. The identity coupling can be used to couple any number of copies of M, by choosing the same vertex v t for all instances of the chain, assigning the same spin to all copies that agree on the neighborhood of v t and otherwise coupling the updates independently. Finally, observe that we can analogously define the identity coupling for systematic scan chains for any ordering O, by updating the vertices in the order provided by O and coupling the local updates as in the Glauber dynamics case.
SSM and mixing times: A combinatorial approach
In this section we introduce our combinatorial framework for establishing the connection between SSM and mixing times of various Markov chains. We give first a purely combinatorial proof of the classical result that SSM implies optimal mixing for the Glauber dynamics on d-dimensional cubes in Z d ; i.e., Theorem 1.1 from the introduction, which is restated here. In Section 4 we demonstrate how our technique adapts to settings where analytic methods have been unsuccessful. Theorem 3.1. Let V ⊂ Z d be an n-vertex d-dimensional cube and let G = (V, E) be the induced subgraph. SSM implies that for any boundary condition ψ on ∂V , the mixing time of the Glauber dynamics on G is O(n log n).
A key step in our combinatorial approach will be to bound the speed at which disagreements propagate. The idea is that in spin systems interactions are local, and thus if two configurations agree everywhere except in some region A, then it takes many steps of the identity coupling to propagate these disagreements to regions that are far from A. Standard disagreement percolation (or path of disagreements) arguments provide bounds of this sort (see, e.g., [5, 10, 14] ). The following disagreement percolation bound, which is proved for completeness in Appendix B, will be used in the proof of Theorem 3.1.
Let V be an n-vertex cube in Z d and let G = (V, E) be the induced subgraph. For v ∈ V and r > 0, let S v (r) = {u ∈ V : u − v 1 ≤ r} be the intersection of the ball of radius r centered at v with V . Lemma 3.2. Let {X t }, {Y t } be two copies of the Glauber dynamics on G such that X 0 (S v (r)) = Y 0 (S v (r)). Suppose that {X t } and {Y t } are coupled with the identity coupling for T = kn steps. Then, for any 0 < k ≤ r/(2d − 1)e 2 we have Pr[X T (v) = Y T (v)] ≤ 4e −r . The same holds if {Y t } ignores all moves outside S v (r).
Let B v (r) ⊂ V be the d-dimensional cube of minimum volume that contains S v (r). Note that if dist(v, ∂V ) ≥ r, then B v (r) is simply the d-dimensional cube with side length 2r centered at v. We are now ready to prove Theorem 3.1.
Proof of Theorem 3.1. In order to bound the mixing time of the Glauber dynamics we bound the coupling time of the identity coupling, denoted T id . We show that for any boundary condition ψ on ∂V , T id ≤ cn(log n) 2 for some constant c > 0 independent of n; the proof of this fact is inductive. We then use a standard boosting argument to obtain the desired O(n log n) bound for the mixing time.
Let us begin with the base case. Fix a large constant n 0 to be determined later and suppose that |V | = n 0 . For a suitable constant c = c(n 0 ) the coupling time bound holds for any boundary condition ψ on ∂V . This is a consequence of the irreducibility of the Glauber dynamics and our assumption on the local updates in Remark 3. This establishes the base case of the induction.
Let us now assume inductively that for every cube V ′ ⊂ Z d such that |V ′ | ≤ (8e 2 cd(log n) 2 ) d , and any boundary condition on ∂V ′ , the coupling time of the identity coupling in the subgraph induced by V ′ is at most c|V ′ |(log |V ′ |) 2 .
Let {X t }, {Y t } be two instances of the Glauber dynamics on G with arbitrary initial configurations X 0 , Y 0 . We show that after T = cn(log n) 2 steps of the identity coupling, Pr[X T (v) = Y T (v)] ≤ 1/(4n) for all v ∈ V . Since X 0 , Y 0 are arbitrary, a union bound over the vertices implies that T id ≤ T .
To do this, we define two additional copies of the Glauber dynamics: {W t } and {Z t }. Set W 0 = X 0 and Z 0 = Y 0 . All four chains {W t }, {X t }, {Y t }, {Z t } are coupled with the identity coupling so they all update the same vertex v t at time t. The two new chains {W t } and {Z t } are frozen outside B out = B v (r), where r = 4e 2 cd(log n) 2 . (Our choice of r will be justified shortly.) In other words, when v t ∈ B out then these chains stay the same so that W t+1 = W t and Z t+1 = Z t . A union bound then implies
We now proceed to bound each term in the r.h.s. of (6) . First observe that, if r is large enough, it is unlikely that disagreements can propagate from ∂B out to v in only T steps. More precisely, since {X t } and {W t } are coupled with the identity coupling, W 0 = X 0 , and {W t } does not perform updates outside B out , by Lemma 3.2
, for all n ≥ n 0 and n 0 large enough. (Note that T /n < r/(2de 2 ) = 2c(log n) 2 .) The same bound can be derived for the probability that
We focus now on the inner term of (6). We shall see that for our choice of T and induction (since these chains act on the smaller cube B out ), after T steps both chains have mixed and are close to their respective stationary distributions. Hence it is natural to introduce two additional copies of the Glauber dynamics {W 
The probabilities that W T (v) = W µ T (v) and that Z T (v) = Z µ T (v) are bounded inductively as follows. Note that |B out | ≤ (2r) d = (8e 2 cd(log n) 2 ) d . Moreover, if we run the coupling for T = cn(log n) 2 steps, the number of updates that hit B out is c|B out |(log n) 2 in expectation, and at least c|Bout|(log n) 2 2 with probability 1 − exp(−Ω(|B out | log 2 n)) by a Chernoff bound. Also, if n 0 is sufficiently large, then for all n ≥ n 0 c|B out |(log n) 2 2 ≥ c|B out |(log |B out |) 2 log 4 (40n).
Since the evolutions of {W t } and {W µ t } are coupled with the identity coupling and |B out | ≤ (8e 2 cd(log n) 2 ) d , the inductive hypothesis implies that the coupling time of {W t } and {W µ t } is at most c|B out |(log |B out |) 2 , for any starting configuration W µ 0 . So, if c|B out |(log |B out |) 2 log 4 (40n) updates hit B out , then W T (v) = W µ T (v) with probability at most 1/4 log 4 (40n) = 1/(40n) by (5) . Together with the Chernoff bound above, we get
.
The same bound for the probability that Z T (v) = Z µ T (v) can be derived analogously. Finally, we bound the inner term of (7); for this, we use SSM. Note that SSM implies that the total variation distance between the marginal distributions at v under the stationary distributions of {W t } and {Z t } is at most exp(−Ω(r)). However, this strong bound on the total variation distance does not transfer directly to the probability that W µ T (v) = Z µ T (v) under the identity coupling, since this coupling is not necessarily optimal (i.e., does not achieve the variation distance). We solve this problem by coupling the initial sampling of W , then we shall see that it is also very unlikely for disagreements to propagate from ∂B in to v in only T steps. We proceed to formalize this idea.
Recall that outside the cube B out we initially set W 
where in the second inequality we used the facts that dist(Γ ⊆ ∂B out , B in ) ≥ r/2 and |Γ| ≤ 2d(2r) d−1 , and the last inequality holds for all n ≥ n 0 for sufficiently large n 0 . Since the evolutions of {W µ t } and {Z µ t } are coupled with the identity coupling, Lemma 3.2 implies
for n ≥ n 0 and n 0 sufficiently large. (Note that again T /n ≤ r/(2de 2 ) = 2c(log n) 2 .) Putting all these bounds together we get that T id ≤ cn(log n) 2 . A standard boosting argument then gives that the mixing time of the Glauber dynamics on G is O(n log n). A variant of this argument will be proved in Lemma 4.4, but for the Glauber dynamics we can use, for example, Theorem 5.2 from [14] .
SSM and Systematic Scan Markov chains
In this section we give the first application of our combinatorial framework. Namely, we prove that if V ⊂ Z d is a d-dimensional cube, then SSM implies O(log |V |) mixing time of systematic scan Markov chains on the graph G = (V, E), provided that the order of the scan propagates disagreements slowly; i.e., we prove Theorem 1.2 from the introduction.
Let V ⊂ Z d be a finite d-dimensional cube. Let G = (V, E) be the induced subgraph, n = |V | and ψ be an arbitrary boundary condition on ∂V . We fix a set of local update rules {φ v } v∈V satisfying the conditions from Section 2.2. For any ordering O of the vertices in V , let M(O) be the systematic scan chain that in one step updates the vertices in the order provided by O, using the corresponding local rule {φ v } v∈V . Finally, let L(O) be the length of the longest subsequence of O that is a path in G. Computing L(O) is straightforward in practice. Conversely, it is easy to choose orderings O for which L(O) is bounded; for example, if O is the ordering where all even vertices (i.e., those vertices whose coordinate sum in Z d is even) appear before all the odd vertices, then L(O) = 2. As will be clear from the proof, Theorem 4.1 also holds under other natural assumptions for the orderings of V that guarantee that disagreements propagate sufficiently slow.
In the special case of monotone spin systems, we can prove similar bounds for every systematic scan chain, i.e., for every ordering O. In monotone systems there is a linear ordering of the spins that induces a partial order in the state space. The spin system is monotone w.r.t. to this partial order if for every B ⊂ V and every pair of boundary conditions ξ 1 ξ 2 on ∂B, we have that µ
B . Using heat-bath updates, where for each vertex v the local update rule φ v is the conditional distribution at v given the configuration of its neighbors, we can use the monotonicity of the system to prove the following. Theorem 4.2. In a monotone spin system, SSM implies that the mixing time for any systematic scan chain with heat-bath updates is O(log n(log log n) 2 ). 
we have that the coupling time of the identity coupling on the subgraph induced by V ′ is at most (log n 0 ) 3 , then τ mix (M(O), ε) = O(log(n/ε)) for any ε < 1.
We note that the proof of Lemma 4.4 crucially uses the assumption that L(O ′ ) ≤ L to bound the speed of disagreement propagation. For general scan orderings, where we do not have such bounds, the mixing time cannot be boosted in this manner to O(log n). That is why in Theorem 4.2 we can only prove an O(log n(log log n) 2 ) bound for the mixing time. We proceed to provide to proofs of these two lemmas.
Proof of Lemma 4.3. Let {X t }, {Y t } be two copies of M(O) with arbitrary starting configurations X 0 and Y 0 and let T O id be the coupling time of the identity coupling for M(O). The proof is inductive. For the base case of the induction, note that if |V | ≤ n 0 , where n 0 is a large constant we choose later, then there exists a constant c = c(n 0 ) such that for any boundary condition on ∂V the coupling time bound holds. (This is a consequence of the irreducibility of M(O) and our assumptions on the local updates φ v ; see Remark 3.) Let us now assume inductively that for all 
The probabilities that W t (v) = W µ t (v) and Z t (v) = Z µ t (v) are each bounded using the inductive hypothesis in B out . For the terms in (11) and for the probability that W µ t (v) = Z µ t (v) we use the assumption that L(O) ≤ L, which ensures that disagreements can propagate a distance of at most L in each step.
We now proceed to bound each term in (10) and (11). We start with the probability that
Observe that {W t } and {W µ t } are systematic scan chains on B out with respect to the ordering O(B out ) that O induces on the vertices of B out . Moreover, every step of {X t } and {Y t } corresponds to one step of {W t } and {W µ t } in B out , and for sufficiently large n 0 we have that for n ≥ n 0 T = c(log n) We provide next the proof of Lemma 4.4, which is an adaptation of a similar boosting argument for the Glauber dynamics.
Proof of Lemma 4.4. Let {X t }, {Y t } be two copies of M(O) coupled via the identity coupling and let ρ(t) = max
We show that ρ(T ) ≤ ε/n for some T = O(log( 
Observe that r > t 0 L for sufficiently large n 0 . 
by a union bound, and also Pr[X 2t (v) = Y 2t (v)|¬A] = 0 since disagreements can only propagate a distance of at most tL in t steps. Therefore, ρ(2t)
Finally, let φ(t) = (8tL) d ρ(t). Then, φ(2t) ≤ φ(t) 2 , and so for T = 2 α t 0 we get
/n 0 and t 0 = ⌈(log n 0 ) 3 log 4 n 0 ⌉, for large enough n 0 we have φ(t 0 ) ≤ 1/e and thus ρ(T ) ≤ e −T /t 0 . Taking T = O(log( n ε )) (i.e., α = O(log log( n ε ))), we get ρ(T ) ≤ ε/n as desired.
We note that the proof of Theorem 4.1 holds in the slightly more general setting where additional updates are allowed in each scan. Suppose that D is a sequence that contains every vertex of V at least once; let M(D) be the systematic scan dynamics that in each step performs the updates in D sequentially. The following corollary follows immediately from the proof of Theorem 4.1.
We conclude this section with the proof of Theorem 4.2, were we establish fast mixing of every systematic scan chain for monotone systems.
Proof of Theorem 4.2. Let {X t }, {Y t } be two copies of M(O). The monotonicity of the system implies that there is a monotone coupling of the local heat-bath updates such that if X t (v) Y t (v), then X t+1 (v) Y t+1 (v) with probability 1. Then, we couple {X t } and {Y t } by using this coupling to update each vertex v, sequentially, in the order provided by O. We note that this coupling can be used to couple any number of copies of the chain. Moreover, in monotone systems there are unique maximal and minimal configurations in the partial order, and so it is sufficient to analyze the coupling time from these two extremal configurations. Thus, suppose that X 0 and Y 0 are the maximal and minimal configuration, respectively, and let T O id be the coupling time of the monotone coupling starting from these two starting configurations.
We show that T O id = O(log n(log log n) 2 ). The proof is inductive; for the base case, observe that if |V | ≤ n 0 , where n 0 ≥ 0 is a large constant, then there exists a constant c = c(n 0 ) such that for any boundary condition on ∂V the coupling time bound holds. Assume now that for all d- . Now, since we are using a monotone coupling, then W t X t Y t Z t for all t ≥ 0. Hence,
where the second inequality follows from a union bound.
The chains {W t }, {Z t }, {W µ t } and {Z µ t } are systematic scan chains on B with respect to the ordering O(B) that O induces on the vertices of B. Since |B| ≤ (2r) d = (4a −1 (log n)) d , for n 0 sufficiently large we have that for all n ≥ n 0 c log n(log log n) 2 ≥ c log |B|(log log |B|) 2 log 4 (12n).
So, the inductive hypothesis and (5) 
To bound the probability that
where π w,v and π z,v are the marginal distributions induced in {v} by π w and π z , respectively. Hence, SSM implies that
where in the second inequality we used that | ∂B| ≤ 2d(2r) d−1 and r = 2a −1 log n and the last one holds for all n ≥ n 0 and n 0 large enough. Putting all these bounds together we get that
, as desired.
SSM and the Swendsen-Wang dynamics
In this section we present a second application of our combinatorial framework. We show that SSM implies fast mixing of the Swendsen-Wang (SW) dynamics. In particular, we prove that when V ⊂ Z d is a finite d-dimensional cube, the relaxation time (i.e., the inverse spectral gap) of the SW dynamics on the graph induced by V is at most O(1), provided the system has SSM. The SW dynamics is a non-local Markov chain for the ferromagnetic Potts model with no external field, i.e., β > 0 and h i = 0 for all i. (See Section 2.1 for the definition of this model.) The state space of this chain is the set of Potts configurations, and it is straightforward to check that the SW dynamics is reversible w.r.t. to the Potts measure (denoted π β ) (see, e.g., [15] ).
As in the previous sections, let V ⊂ Z d be a finite d-dimensional cube and let G = (V, E) be the induced subgraph. Also, let p = 1 − e −β . Given a Potts configuration σ t , a step of the SW dynamics results in a new configuration σ t+1 as follows:
1. Add each monochromatic edge independently with probability p to obtain a joint configuration (A t , σ t ), where A t ⊆ E and an edge (u, v) is monochromatic if σ t (u) = σ t (v);
2. Assign to each connected component of (V, A t ) a new spin from {1, . . . , q} u.a.r.;
3. Remove all edges to obtain the new Potts configuration σ t+1 .
Let P sw be the transition matrix of the SW dynamics on G and let λ(P sw ) denote its spectral gap. We establish the following theorem, which corresponds to Theorem 1.4 from the introduction. As mentioned before, Corollary 1.5 follows directly from Theorem 1.4 and the fact that, in Z 2 , SSM holds for all β < β c (q) and q ≥ 2 (see [4, 2, 30] ).
Theorem 5.1. SSM implies that λ(P sw ) = Ω(1).
Proof. The proof proceeds by establishing a comparison inequality between the spectral gaps of the SW dynamics and a particular systematic scan chain. Note that while the SW dynamics is highly non-local, the systematic scan chain performs only local moves. To work around this difficulty we introduce several auxiliary Markov chains. First, consider the Markov chain with transition matrix P i that, given a Potts configuration σ t at time t, performs the following update to obtain σ t+1 :
1. Add each monochromatic edge independently with probability p to obtain (A t ⊆ E, σ t ); 2. Assign to each isolated vertex of (V, A t ) a new spin from {1, . . . , q} u.a.r.
3. Remove all edges to obtain σ t+1 .
A useful variant of this dynamics is the Markov chain with transition matrixP i which in step 2 with probability 1/2 updates all the even isolated vertices and otherwise updates all the odd isolated vertices. The following claim is easy to verify. Note that in step 2 of the SW dynamics all vertices are assigned new spins, but in P i only the isolated vertices are updated. Thus, intuitively, P sw should mix faster than P i , since it reassigns more spins in each step. By the same logic, P i should be faster thanP i . We are able to formalize this intuition and prove the following.
We note that capturing this intuition is not a simple task in general. In the proof of Lemma 5.3, which is provided in Section 5.1, we are able to take advantage of certain properties of the space of joint configurations to establish the inequalities.
Remark 4. An upper bound for the mixing time of the Markov chainP i (and thus a lower bound for λ(P i )) can be derived using our combinatorial framework. In fact, a simple extension of the ideas in the proof of Theorem 4.1 yields the fact that the relaxation time ofP i is O(1), provided there is SSM. Here, however, we choose to present a different approach that relates the gap ofP i , and hence that of the SW dynamics, to that of a systematic scan Markov chain.
Consider the chain with transition matrix P eo that, given a Potts configuration σ t , in one step produces a new configuration σ t+1 as follows:
1. Add each monochromatic edge independently with probability p; 2. Assign a new spin to each even isolated vertex from {1, . . . , q} u.a.r., and remove all edges to get σ ′ t ;
If P e and P o are the transition matrices for steps 1 and 2, respectively, then P eo = P e P o and P i = 1 2 (P e + P o ). We claim that P eo is a systematic scan chain. To see this, for each v ∈ V let N (v) be the neighborhood of v, i.e., the set of vertices adjacent to v in G, and consider the local update rule φ v that, given σ t , with probability (1 − p) |u∈N (v):σt(u)=σt(v)| assigns to v a new spin u.a.r. and otherwise leaves v unchanged. Note that this updating probability is exactly the probability that v is isolated when the monochromatic edges are added independently with probability p.
A systematic scan chain that uses these local update rules is clearly ergodic. Moreover, two vertices of the same parity cannot be neighbors in G, and so P e is equivalent to updating v according to φ v for every even vertex of V , and similarly for P o . Hence, P eo may be viewed as the chain that updates first every even vertex v according to φ v and then every odd vertex. Thus, P eo is simply the systematic scan with respect to the ordering O eo , where all even vertices appear before the odd vertices. Since L(O eo ) = 2, SSM implies that τ mix (P eo , ε) = O(log(n/ε)) by Theorem 4.1.
However, P eo is not reversible w.r.t. π β , so it is convenient to consider instead the chain P eoe = P e P o P e .
Claim 5.4. P eoe is reversible w.r.t. π β . Now, by the argument above, P eoe corresponds to a systematic scan chain with ordering O eoe containing all even vertices first, then all odd vertices and then all even vertices again. Since L(O eoe ) = 3, SSM also implies that τ mix (P eoe , ε) = O(log(n/ε)) by Corollary 4.5. Thus, taking ε = 1/n we get that λ(P eoe ) = Ω(1) by (4) .
So far, we have shown that λ(P sw ) ≥ λ(P i ) and that λ(P eoe ) = Ω(1). The final step of the proof is to compare the spectral gaps ofP i and P eoe . The idea is fairly intuitive: three steps of the chainP i (i.e., one step ofP 3 i ) correspond to one step of the chain P eoe with probability 1/8. Therefore,P 3 i should mix as fast as the "lazy" version of the chain P eoe , denoted P l eoe , that with probability 7/8 stays put and with probability 1/8 proceeds like P eoe . We are able to make this intuition rigorous by establishing the following comparison inequality. 
Comparison inequalities
In the proofs of Lemmas 5.3 and 5.5 we use elementary notions from functional analysis, which we briefly review here. For extensive background on the application of such ideas to the analysis of finite Markov chains, see [33, 31] .
Let Ω P be the set of Potts configurations of G = (V, E) and for ease notation set π = π β . Let P be the transition matrix of a finite, ergodic and reversible Markov chain over Ω P with stationary distribution π, and let 1 = λ 1 ≥ λ 2 ≥ ... ≥ λ n ≥ −1 denote its eigenvalues. The spectral gap of P is defined by λ(P ) = 1 − λ * , where λ * = max{|λ 2 |, |λ n |}.
Standard background
If we endow R | Ω P | with the inner product f, g π = x∈Ω P f (x)g(x)π(x), we obtain a Hilbert space denoted L 2 (π) = (R | Ω P | , ·, · π ) and P defines an operator from L 2 (π) to L 2 (π) via matrix-vector multiplication.
Consider two Hilbert spaces S 1 and S 2 with inner products ·, · S 1 and ·, · S 2 respectively, and let K : S 2 → S 1 be a bounded linear operator. The adjoint of K is the unique operator
In our setting, P is self-adjoint iff it is reversible w.r.t. π. If P is self-adjoint, it is also positive semidefinite if ∀f ∈ R | Ω P | , P f, f π ≥ 0. The Dirichlet form of P is defined as E P (f, f ) = f, (I − P )f π for any f ∈ R | Ω P | . If P is positive semidefinite, the spectral gap of P satisfies
where
Finally, since π is the stationary measure of P , we have the following useful contraction property: f, P f π ≤ f, f π .
Common representation
Before proving Lemmas 5.3 and 5.5, we show how to decompose P sw , P i ,P i and P eoe as products of simpler matrices. We are able to do this because the steps of these chains all include a "lifting" substep to a joint configuration space Ω J , where configurations consist of a spin assignment to the vertices together with a subset of the edges of G. If p = 1 − e −β , the joint Edwards-Sokal measure ν on Ω J is given by
where E(σ) denotes the set of monochromatic edges of E in σ [15] . Let L be the | Ω P | × | Ω J | matrix indexed by Potts and joint configurations given by:
The matrix L corresponds to adding each monochromatic edge independently with probability p, as in step 1 of the SW dynamics, and defines an operator from
. L * corresponds to step 3 of of the SW dynamics.
Finally, let R be a | Ω J | × | Ω J | matrix indexed by joint configurations such that
where c(A) is the number of connected components of (V, A). The matrix R corresponds to assigning a new spin u.a.r. to each connected component of (V, A) as in step 2 of the SW dynamics. Hence, we get P sw = LRL * . This useful decomposition of the SW dynamics was discovered first in [42, 43, 41] and has already been used in other comparison arguments involving the SW dynamics (see, e.g., [6, 18] ). The following | Ω J | × | Ω J | matrices allow us to obtain similar decompositions for P i ,P i and P eoe . Let
where I(A), I e (A), I o (A) denote the sets of isolated vertices, even isolated vertices and odd isolated vertices of (V, A), respectively, and I(A) c , I e (A) c , I o (A) c their complements. Then, the following facts follow from the definition of these matrices:
Establishing the reversibility of these matrices is now a simple task.
Proof of Claims 5.2 and 5.4. We claim that R, Q, Q e and Q o are all reversible w.r.t. ν. To see this, note that all these matrices are symmetric and that given an edge configuration A ⊆ E, ν(A, σ) = ν(A, τ ), for any σ, τ compatible with A (i.e., A ⊆ E(σ) ∩ E(τ )). If Q is reversible w.r.t. ν, then it is self-adjoint and so P i * = (LQL * ) * = LQ * L * = LQL * = P i . Hence, P i is self-adjoint and reversible w.r.t. π. We can deduce similarly the reversibility ofP i and P eoe w.r.t. π.
Proofs of comparison inequalities
We are now ready to prove Lemmas 5.3 and 5.5.
Proof of Lemma 5.3. First, note that R, Q, Q e and Q o assign spins u.a.r. to components of a joint configuration. Hence, the following identities are immediate:
Using these, we get
the third and fifth equalities follow from the definition of the adjoint operator and the inequality from the fact R is reversible w.r.t. ν. Similarly,
and we can analogously deduce that f, P i f π ≤ f, LQ o L * f π . From these two bounds, we get
Putting (13) and (14) together we have f, P sw f π ≤ f, P i f π ≤ f,P i f π . Since R 2 = R = R * , we have f, P sw f π = RL * f, RL * f π ≥ 0, and so P sw , P i andP i are positive semidefinite. Then, by (12) and the definition of Dirichlet form,
as desired.
Proof of Lemma 5.5. Recall that P eoe = P e P o P e and P l eoe is the "lazy" version of the chain P eoe that with probability 7/8 stays put and with probability 1/8 proceeds like P eoe ; that is, P l eoe = SinceP i is positive semidefinite, so areP 3 i and P l eoe ; hence λ(P 3 i ) ≥ λ(P l eoe ). Since x 3 − 3x + 2 ≥ 0 for |x| ≤ 1, we have 3λ(P i ) ≥ λ(P 3 i ). Moreover, E P l eoe (f, f ) = f, (I − P l eoe )f π = 1 8 E Peoe (f, f ), and so 3λ(P i ) ≥ λ(P 
Generalizations
In the previous sections, we proved that a weak form of the SSM property implies fast mixing of several dynamics on d-dimensional cubes in Z d . The variant of SSM used only requires that there exist constants a, b > 0 such that C(Λ, a, b) holds for every d-dimensional cube Λ ⊂ Z d (see Definition 2.1). If we assume instead that C(V, a, b) holds for every V ⊂ Z d , which is a stronger variant of SSM also used in the literature (see, e.g., [28, 14] ), we can adapt our methods and prove fast mixing of Glauber dynamics, systematic scan chains and the SW dynamics on arbitrary regions of Z d . In fact, we can show this in the more general setting of bounded degree graphs with subexponential growth.
Theorem 6.1. Let H = (V, E) be an infinite graph of maximum degree ∆. Suppose that there exist a, b > 0 such that C(Λ, a, b) holds for every Λ ⊂ V. Suppose also that there exists α < 1/4 such that for all v ∈ V and r > 0, the ball of radius r centered at v contains at most exp(r α ) vertices. Let V ⊂ V, let G = (V, E) be the induced subgraph and let n = |V |. Then:
(i) The mixing time of the Glauber dynamics on G is O(n log n).
(ii) Let O be an ordering of the vertices of G such that L(O) = O(1). Then, the mixing time of the systematic scan chain with ordering O is O(log n).
(iii) If G is bipartite, the relaxation time of the SW dynamics is O(1).
Proof. For part (i), the coupling argument in the proof of Theorem 3.1 can be adapted to this setting with only minor modifications, which are highlighted here. A similar adaptation of the arguments in the proofs of Theorem 4.1 and 5.1 yield parts (ii) and (iii), respectively. The main difference is that instead of using B v (r) to localize the dynamics, we use S v (r) where as before we choose r = 2∆e 2 c(log n) 2 . Recall that S v (r) is set of vertices in V within distance r from v. Then, the auxiliary copies of the Glauber dynamics ({W t }, {Z t }, {W µ t }, {Z µ t }) ignore the updates outside of S v (r) instead.
In the inductive hypothesis we assume that for every V ′ ⊂ V such that |V ′ | ≤ exp(r α ) = o(n) and any boundary condition on ∂V ′ , the coupling time of identity coupling in the subgraph induced by V ′ is at most c|V ′ |(log |V ′ |) 2 . Since Lemma 3.2 applies when the initial configurations agree on S v (r), to establish that Pr[X T (v) = Y T (v)] ≤ 1/(4n) via inequalities (6) and (7), it is sufficient for us to show that the bounds in (8) and (9) still hold. The bound in (8) follows from the assumption that |S v (r)| ≤ exp(r α ), which implies (log |S v (r)|) 2 ≤ r 2α = o(log n).
The initial configurations of {W µ t } and {Z µ t } in S v (r) are sampled using the coupling from Claim 2.2. Since |Γ| ≤ exp((r + 1) α ), we get (9) with S v (r/2) replacing B in = B v (r/2). Therefore, as in the proof of Theorem 3.1, we get that the coupling time of the identity coupling is O(n log 2 n). Finally, the standard boosting argument (used in the proofs of the Theorem 3.1 and 4.1 and also in Theorem 5.2 from [14] ) can be adapted straightforwardly to this setting to obtain the final O(n log n) upper bound for the mixing time.
