Abstract
Introduction
Silhouettes are a key part in non-photorealistic rendering [4] , but are also important i.e. mesh simplification [10] , collision detection, sweeping, and various graphical user interfaces. Several algorithms have been developed to compute such silhouettes [1, 5, 6, 12, 13] . Some of them assume the commonly used polyhedral model, where objects are represented by an approximation with polygons. Especially in real-time rendering applications, where one often sacrifices rendering quality to gain speed [6, 11] , the polyhedral model is often the representation of choice. In most cases, this model has proven fairly adequate. When computing silhouettes, however, a polyhedral representation of the object might not be sufficient for correct results.
We investigate if there are any shortcomings to computing silhouettes based on polygonal approximations. Therefore, we examine various techniques, analysing each on the topological feasibility of the result. The main focus will be on the theoretical aspect. We shall argue, on a formal basis, why some algorithms 'work', where others do not -i.e., to what extent the algorithms yield the desired results. If any other features like computation time or memory usage stand out, however, we will not neglect to mention them.
Image vs Object space
First, we should make a clear distinction between algorithms that operate in object space (section 4), and ones that operate in image space (section 3); the difference being the moment in the pipeline when the algorithm is applied. Object space algorithms work directly in the 3-dimensional space of the model -they try to squeeze every bit of information out, and yield full-fledged 3-dimensional silhouette curves. Image space algorithms, in contrast, start after projection, in the 2-d pixel array, with an additional Þ-buffer. As a consequence, their results are also 2-d pixel arrays (plus the unchanged Þ-buffer).
Since we are working from a theoretical point of view, we analyze the results of both variants against the actual, unprojected, three-dimensional outlines. After all, they both have essentially the same information; the depth information lacking in the projection in image space can be obtained by the supplied Þ-buffer. Moreover, almost every application of computing silhouettes, except perhaps non-photorealistic rendering, requires 3-d silhouette information.
Structure of this paper
To compare various algorithms scientificly, we need to formalize the comparison. This basis is established in section 2, and sets the stage for the rest of the article. Image space algorithms are considered in section 3 and object space algorithms in section 4. We conclude in section 5.
Mise-en-scène
In this section, we set up a mathematical basis, which will be used in the rest of this paper to make in-depth analyses of various algorithms. This framework regards the 'real' surface (2.1), an approximation (2.2), and silhouettes of both (2.3). We define an error metric to compare approximations to the actual silhouettes in 2.4, and conclude with a discussion about their topology in 2.5. 
Underlying surface
If we want to be able to compare any approximation, we should first consider the ideal. In our case this is the underlying surface, as one usually wants to depict real-world, or at least, continuous, objects. In order to avoid anomalies, we assume this to be a fairly 'civilized' surface. That is, the surface Ë we will look at has a piecewise continuous dif- 
Only in scientific visualization this could sometimes be a problem (with implicit surface this is also problematic, but that is a field of study in itself [9] ). Fractals, for instance, do not belong to this class, but then again, they are not visualisable on a finite medium anyway. In general, even in scientific applications, the functions under consideration are usually continuous. However, 'degenerate cases' like the Möbius band and the Klein Bottle are excluded by this definition because they have no orientation and self-intersect. We could define some error metric between the surface Ë and a polygonal approximation Ë now, but for our purpose it is only important that one exists. (The quadric and the metric measure are popular ones [3] ).
Polygonal approximation
Henceforth, Ë ½ Ë ¾ will be a row of polygonal approximations of Ë, to an arbitrary degree of accuracy -i.e.
Though it is not necessary, for , Ë usually has more edges (and vertices) than Ë . Note that even in the special case where (of Ë) is the graph of a function of Ü and Ý, it is a NP-hard problem to decide whether an approximation with vertices exists [7] . This is not a problem though, since any number of vertices will do for our purposes.
Outlines
Now we are ready to define silhouettes. Although silhouettes are a highly intuitive concept, a rigid definition exists, that stems from optics.
Besides silhouettes, more types of outlines are usually considered, typically also boundaries and creases (see figure 1). We will not go into detail here, but intuitively, boundaries occur where the parametrization 'ends', and a crease is a region where the surface normal ÖË abruptly changes. But boundaries and creases can be precomputed [1] -they do not change as the object is transformed and even projected. So they are of little interest here. Instead, we focus on the silhouettes.
A silhouette point is a point Ô on the surface Ë where the angle between the surface normal ÖË´Ôµ and the view vector from the camera to the point is 90 degrees (see figure 2). Thus, if the camera is at , then Ô is a silhouette point if and only if ÖË´Ôµ Ô ¼ . We assumed Ë to be ½ , so the Implicit Function Theorem guarantees us that all silhouette points lie on a finite union of curves. These curves we call the silhouettes. In a polygonal approximation, a silhouette is an edge between a front-facing and a back-facing polygon. That is, an edge between one polygon with ´ µ Ô ¼, and one polygon with
µ being the normal of a polygon. When the inner product equals 0, the entire polygon consists of silhouette points (although the difference between an entire silhouette polygon and a single silhouette point does not show when seen from ).
Because they are defined in terms of the camera, silhouettes are view-dependent. Therefore they need to be recomputed every time the camera or the surface changes. 
If not, is it possible to compute the × so that they at least lie arbitrarily close to the × ? But how do we compare the × to the × ? A natural way to define the distance between a curve × Á Ê ¿ and a point Ô would be to take the distance between that Ô and the closest point on × (using Euclidean distance ¡ ¾ ):
´Ô × µ Ò Ô ×´Øµ ¾ Ø ¾ Á Using this, we can compare an entire × Á Ê ¿ to ×:
This formula is known as the one-sided Hausdorff distance [8] , because it is generally (when defined for unrestricted sets) not symmetric. But when defined for curves, it is indeed a metric (in the space of curves in Ê ¿ ). As the metric for the deviation of an approximation to the actual surface we define
which we abbreviate to AE´ × ×µ. So, we have an error metric AE that we can apply to the results of the various algorithms, to see how well they approximate the actual silhouettes.
Notice that we have set up AE to compare curves in Ê ¿ , but we have never actually used that the dimension of this Ê-vectorspace is 3. We could interpret AE as a metric on curves in Ê ¾ just as well. 
Topology
Approximation in a spatial sense is nice. But if the approximation × fundamentally differs in structure from the actual silhouette ×, we are not content. Small structural differences might still considerably distort the computation based on the approximation ×. Therefore it seems worthwhile to compare the topology of × to ×, to see if any peculiarities are introduced in the approximation ×, which did not exist in the ×.
The types of topologies of approximations to the actual silhouettes (figure 3a) we will encounter are limited: they are either correct (figure 3b) or have 'crossroads' (see figure 3c) . Intuitively, these are clearly not homeomorphic. This intuition is easily proved using the Component Theorem: if topological spaces are homeomorphic, leaving out any point in either one should result in the same number of components as leaving it out in the other.
Image space algorithms
The easiest way to compute silhouettes is perhaps in image space, using existing graphics packages to do all the hard work. By rendering images differently and postprocessing, an image space algorithm can produce fairly convincing results quickly. We shortly explain how image space algorithms work, considering the two major features of renderers used: the Þ-buffer in 3.1, and the normal-buffer in 3.2. In 3.3 we analyse both on feasible results.
Using depth
Most renderers keep a Þ-buffer, where the intensity of every pixel represents the relative depth of that point in the model. This can be used to detect silhouettes. The idea behind this is that the variation in depth between adjacent pixels is usually small over a continuous surface, whereas it is large between surfaces. Thus, one can detect ¼ discontinuities, i.e. silhouettes, by applying an edge-detection filter on the Þ-buffer (usually a Sobel filter, like in [14] ). Algorithms implementing this approach include [2, 5, 12, 13] .
Using surface normal
Instead of interpolating depth, resulting in a Þ-buffer, one could also interpolate the surface (polygon) normal, resulting in a normal-buffer [5] . The edges in this normal-buffer now correspond with changes in surface orientation, i.e. ½ discontinuities. Augmenting the edges extracted from the Þ-buffer with these edges from the normal-buffer results in detection of ¼ and ½ discontinuities, that is, silhouettes and creases.
Raskar and Cohen [13] further note that only the first two layers of (visible) polygons are needed and utilize that to gain speed. But the principle limitations drawn in the following still apply. So, we will not elaborate this in more detail.
Accuracy
Let us have a look at what happens if we look upon an algorithm as in 3.1 and 3.2 using the mathematical framework we set up in section 2. As mentioned in section 1.1, a fair comparison of algorithms is only made in 3 dimensions. However, since image space algorithms are mainly used only to proceed with resulting projected silhouettes (for example in non-photorealistic rendering), we also consider the behavior in 2 dimensions.
In 3 dimensions. Suppose we are rendering a picture of resolution Ò ¢ Ò, mapped onto ¼ ½ ¢ ¼ ½ Ê ¾ , and for arguments sake, assume the edge detection process of 3.2 really yields silhouettes. If we had some way of connecting neighboring 'edge pixels' into curves ( [12] and [2] provide such a method), one might be tempted to let Ò ½ , using that the distance between a pixel's midpoint and its border is at most ). An image space algorithm could never detect the two overlapping silhouette points, because they are projected on the same pixel. For 3-dimensional output computations, image space algorithms just start from too little input.
In 2 dimensions.
When we compare the curves with the metric that our AE induces on Ê ¾ (see 2.4), however, things work out better. Since Ë Ò approximates Ë to an arbitrary , so do the projections of × and ×. So, image space algorithms are fine, when 2-dimensional output is used only, i.e. when all you care about is the projection, whose topology might not be pleasing -since it is completely ignored, the topology of the output might well be different from the actual curves. Moreover, there is no way at all to inspect topology in the projection (let alone correct), since overlapping (intersections of) silhouettes which are perfectly 'legal' can look exactly the same as a 'crossroad' (see 2.5).
Apart from that, the method of cranking up the rendering resolution is of course extremely crude. Most renderers are not designed to render beyond a certain range of resolutions. Moreover, computation time rises at least quadratically with the resolution.
Object space algorithms
In an object space algorithm, in contrast to image space algorithms, one wants to build up the × directly in the 3-dimensional space from the × . The simplest approach to computing silhouette curves would be to replace the smooth surface by a polygonal approximation, and find the silhouette edges of that. However, there can be significant differences between using Ë and Ë (as described in 2.5). We discuss this widely adopted method in section 4.1. In section 4.2 we look at a more sophisticated method, and we see that this technique is always topologically pleasing. Finally, we consider some methods to speed up the process of finding silhouettes in object space in section 4.3.
Brute force
Silhouette edges are simple to find in a polygonal approximation, as elaborated in 2.3. We simply iterate over all edges in the model, and look at the polygons adjacent to each edge. Consider two of those two polygons, say with normals Ò ½ and Ò ¾ . We recapitulate from section 2.3: the edge is a silhouette edge is iff Ò ½ Ò ¾ ¼. 
However, there is no basis to claim that this brute force method is also topologically accurate. Since we have not demanded anything about the normals of the polygonal approximation Ë Ò in relation to the normals of the actual surface Ë, it could be that only one polygon's normal is 'wrong', and its surrounding polygons are 'right'. In that situation, all edges of this 'wrong' polygon will be tagged as silhouette edges. Implementations show that this happens quite frequently. No matter how dense the approximation is, the topology will differ. Instead of a continuous curve, a curve with 'crossroads' (see 2.5) results, a 'twig with branches' if you will (see figure 5 ).
Interpolating the straightforward
Hertzmann and Zorin [6] use a small refinement of this naive approach, by linearly approximating the silhouettes. Remember that silhouettes are defined as the zero set of ´Ôµ ÖË´Ôµ Ô . Assume the true surface normal ÖË´Ôµ is known at each vertex Ô, so ´Ôµ can be computed at each vertex. By linearly interpolating over all edges, and connecting the resulting points, we obtain the × (see figure 5b) . The × will now consist of line segments inside (a) (b) (c) Figure 5 . The non-interpolated silhouettes (c) differ topologically from the actual silhouettes (a), whereas the linear interpolation (b) is homeomorphic to the actual silhouettes (a).
each polygon of the polygonal approximation. So, following the very same analysis as in 4.1, we see that this method also spatially approaches the actual silhouettes. Moreover, the × connect points in the interior of the edges of the mesh, and form either closed loops or nonintersecting chains connecting points on the boundaries or creases, similar in structure to the actual silhouette curves.
Thus, the × will have the same topology as the × ! This guarantees a convincing image of Ë (but it may of course not accurately reflect features smaller than one polygon).
Speeding up
Both the methods of 4.1 and 4.2 require a complete traversal of the polygonal model. So, they must have a time complexity of at least Ç´Òµ, if Ò is the number of polygons (This is the same as Ç´Òµ, where Ò is the number of edges, since a triangle has only 3 edges, and every polygon can be triangulated in linear time or less). By being clever, one can reduce this to Ç´ÔÒµ in at least two ways: by using geometric duality, or via a gaussian map.
Using geometric duality.
Hertzmann and Zorin [6] suggest a method to speed up the finding of silhouettes, making use of geometric duality. They carry out the calculation in projective space, rather than in the affine Ê ¿ . This way, there is no need to completely traverse the polygonal approximation in order to find silhouettes, but only the polygons that actually contain silhouette lines. As this method does not alter the resulting set, it does not compromise accuracy. If Ñ is the number of silhouettes, this method is Ç´Ñµ in time. In a typical setting (i.e. in an average rendering), this is roughly the same as Ç´ÔÒµ, where Ò is the number of polygons.
Via a Gaussian map. Benichou and Elber [1] propose a different speedup, effectively based on the same. Their idea is to transform the problem to another context, where a subdivision is possible. First, for all vertices Ô, ÖË´Ôµ is projected onto the unit cube (via the Gaussian sphere). Next, the problem is divided into six smaller ones, since a cube has six faces. This method is also Ç´Ñµ in time, where Ñ is the number of silhouettes, which is typically Ç´ÔÒµ, where Ò is the number of polygons. This is achieved through an Ç´Òµ precomputation.
However, Benichou and Elber [1] yield silhouettes composed from edges, i.e. not interpolated. So, they face the same problem as image space algorithms; namely that the topology of × differs from that of ×. This can be fixed though: interpolation can be done on the unit cubes faces as well.
Conclusion
We considered piecewise ½ surfaces, and have set up a mathematical framework to compare silhouette computation algorithms based merely on their specification. Especially the spatial error metric AE works nicely when reasoning formally about the ('extent of') correctness of algorithms.
Image space algorithms for detecting silhouettes are usually fast and easy, but only yield acceptable results when further calculations are solely based on the projection. Moreover, they may introduce singularities. So, from a topological point of view, image space algorithms are not acceptable. Image space algorithms are mostly used for non-photorealistic rendering, where speed and rough results are often more important than accuracy.
When aiming for a Ü ¢ Ý rendering resolution, image space algorithms are typically Ç´ÜÝµ in time (after the time complexity of the rendering itself, over which such methods have no control).
Object space algorithms, in contrast, are more involved, but can yield (very) accurate results. Among object space algorithms, we can distinguish two kinds: those that are topologically correct, and those that might not be. Topological accuracy can be achieved by linear interpolation, as in [6] -without compromising computation time.
Object space algorithms can be improved by clever techniques. Accurate silhouette edges can be computed in Ç´ÔÒµ time for Ò polygon-models. Typically this is significantly slower than image space algorithms, since existing rendering packages are entirely optimized.
All in all, the answer to the title, "Do polyhedral models suffice for accurate silhouettes?", thus is: "Yes, polyhedral models suffice, but only if used clever enough.".
Future work
The result of this article can be seen as a form of existential proof. We know now (i.e., we can prove) that accurate silhouette computation algorithms exist. The challenge that lies ahead is to create faster ones, while preserving topologically correct results. Knowing that sound methods exist to compute them, silhouettes can be used safely in ever more applications as basic building blocks.
