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We develop an algebraic approach to constructing short-time asymptotic expansions
of solutions of a class of abstract semilinear evolution equations. The expansions are
typically valid for both the solution of the equation and its gradient. We apply a
perturbation approach based on the symbolic calculus of pseudo-diﬀerential operators
and heat kernel methods. The construction is explicit and can be done to arbitrary
order. All results are rigorously formulated in terms of Banach algebras. As an
application we obtain a novel approach to ﬁnding approximate solutions of
Markovian backward stochastic diﬀerential equations.
Keywords: semilinear equations; asymptotic analysis; Banach algebras;
backward stochastic diﬀerential equations
2010 Mathematics subject classiﬁcation: Primary 35K58
Secondary 35B40
1. Introduction
Asymptotic expansions are a well-established tool in the qualitative analysis of par-
tial diﬀerential equations (PDEs) in general and (semilinear) evolution equations
in particular. Asymptotics are typically used to provide approximate solutions or
to examine the short- or long-time behaviour of solutions. However, an asymp-
totic expansion of the solution may not simultaneously yield information about its
gradient, which can be a signiﬁcant drawback of this technique.
We consider abstract semilinear evolution equations of the form
∂tu(t) = Au(t) + F (t, u(t), T1u(t), . . . , Tnu(t)),
u(0) = f,
in a suitable Banach algebra X. The algebraic structure is required to make sense
of the nonlinearity expressed by the forcing term F . Here, the Ti are linear opera-
tors essentially representing diﬀerentiation. Our aim is to perturbatively construct
asymptotic expansions in X as t → 0+ of the form u(t) ∼ u0(t)+u1(t)t+u2(t)t2+· · ·
such that also Tiu(t) ∼ Tiu0(t) + Tiu1(t)t + Tiu2(t)t2 + · · · for i = 1, . . . , n.
To this end we suppose that A generates an analytic semigroup G(t) on X that
may be expanded G(t) ∼ G0(t) + G1(t)t + G2(t)t2 + · · · for families of bounded
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linear operators Gj , usually induced by a heat kernel expansion. Moreover, we
assume that F is analytic in its arguments. Using holomorphic functional calculus
in several variables, we then recursively construct an asymptotic expansion of the
PDE solution. The functions ui are given recursively as
u0(t) = G0(t)f,
ui(t) = Gi(t)f +
1
ti
∫ t
0
ϕi−1(t, s;u0, . . . , ui−1) ds for i  1.
Here,
ϕi(t, s;u0, . . . , ui) =
i∑
j=0
(t − s)jsi−jGj(t − s)Fi−j(s;u0, . . . , ui),
and the Fk are functions [0, T ] → X that are polynomial in ul, Tjul (l = 0, 1, . . . , k
and j = 1, . . . , n) with coeﬃcients given in terms of derivatives of F ; they can be
constructed explicitly.
Typical spaces to which our perturbation ansatz applies are uniform function
spaces and Sobolev spaces on certain bounded domains.
The reason for making the analyticity assumption is as follows. One could naively
apply the multivariate Taylor theorem to F (t, u(t), T1u(t), . . . , Tnu(t)) by exploit-
ing the multiplicative structure of X. However, this does not necessarily yield an
asymptotic expansion of both u and Tiu that is valid in X as t → 0+, since the
error term in Taylor’s theorem may not be controllable in terms of the norm on X.
Qualitative approximations of PDE solutions via asymptotics are studied from
both pure and applied mathematics perspectives. On the pure side we want to
understand the ‘mechanics’ of the solution and see how it depends on the data: the
initial condition, the forcing term and the geometry of the underlying manifold.
Many problems in applied mathematics, e.g. ﬁnancial mathematics, are formulated
as backward stochastic diﬀerential equations (BSDEs), which can be recast as semi-
linear PDEs in the Markovian case. Short-time approximate solutions are impor-
tant, for example, in the pricing of options near expiry, as they allow one to infer
data (e.g. volatility) from observed market prices; the gradient of the solution is
economically crucial, as it expresses the hedging strategy.
Short-time asymptotic expansions for linear PDEs can be constructed by heat
kernel methods. This is widely applied in pure (e.g. diﬀerential geometry [4]) and
applied branches such as theoretical physics [30] and ﬁnancial mathematics [12,16].
We do not know of a translation of this approach to nonlinear PDEs.
We illustrate the framework in two examples that highlight the simultaneous
approximation of the function and its gradient:
(i) a parabolic semilinear evolution equation with a quadratic forcing term on a
bounded domain; and
(ii) explicit short-time asymptotics for stochastic processes that are BSDE solu-
tions, derived by exploiting the link with Markovian BSDEs.
This paper is organized as follows. Section 2 introduces the notation for function
spaces and summarizes preliminaries on Banach algebras and topological tensor
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products. Section 3 describes the set-up, states and motivates the assumptions and
gives the key results. These are proved in § 4. In § 5 we illustrate the framework
with examples.
2. Preliminaries
To make the paper largely self-contained we here summarize some background
material.
2.1. Function spaces (see [1])
Let Ω ⊆ Rn be an open domain in Rn, let ∂Ω be its boundary and let Ω¯ be
its closure in the standard topology of Rn. We denote by C(Ω) the linear space
of bounded continuous functions Ω → R. This is a metric space under the usual
supremum norm ‖f‖∞ = supx∈Ω |f(x)|.
For a given Banach space X with norm ‖·‖X , we denote the set of continuous func-
tions [0, T ] → X by C([0, T ];X). If X = R, we simply write C([0, T ]). This space
can also be turned into a Banach space under the norm ‖f‖ = supt∈[0,T ] ‖f(t)‖X .
Note that C([0, T ];C(Ω)) ⊆ C([0, T ] × Ω) with strict inclusion for Ω unbounded.
We call an n-tuple of non-negative integers α = (α1, . . . , αn) a multi-index. For
Dj = ∂j = ∂/∂xj and a multi-index α we deﬁne Dα = Dα11 · · ·Dαnn to be a diﬀer-
ential operator of order |α| = α1 + · · · + αn. We denote the gradient operator by
D = (D1, . . . , Dn).
For k a non-negative integer we let Ck(Ω) be the space of complex-valued k-times
continuously diﬀerentiable functions with norm
‖f‖Ck(Ω) =
∑
|α|k
1
|α|!‖D
αf‖∞.
This norm turns Ck(Ω) into an algebra under pointwise operations; Ck(Ω¯) becomes
a Banach algebra. Similarly, we denote by C1,2([0, T ] × Ω) the space of functions
[0, T ] × Ω → R that are once continuously diﬀerentiable with respect to t ∈ [0, T ]
and twice continuously diﬀerentiable with respect to x ∈ Ω.
For open U ⊂ Cn we denote by O(U) the algebra of holomorphic functions on
U . If U =
⋃∞
i=1 Ki with Ki compact, then O(U) becomes a Fre´chet algebra under
the semi-norms pj(f) = supz∈Kj |f(z)|.
The Lebesgue spaces Lp(Ω) are deﬁned as the equivalence classes of measurable
real- or complex-valued functions f on Ω such that
‖f‖p =
∫
Ω
|f(x)|p dx
is ﬁnite.
2.2. Banach algebras (see [2])
We denote the set of linear operators T : X → Y between Banach spaces X and
Y by B(X,Y ), or simply by B(X) if T is an endomorphism of X. The norm of such
an operator is denoted by ‖T‖B(X,Y ), or simply by ‖T‖ if there is no danger of
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confusion. The complexiﬁcation of a Banach algebra X is deﬁned by XC = X ⊗R C.
The algebra XC is a Banach algebra under the usual multiplication
(a1 + ib1)(a2 + ib2) = (a1a2 − b1b2) + i(a1b2 + a2b1)
and norm
‖a + ib‖2XC = ‖a‖2X + ‖b‖2X .
If X is a unital Banach algebra, the so is XC with unit 1 = 1XC = 1X + i0. Denote
the spectrum of an element a ∈ XC by Sp(a) = {a ∈ XC : a is not invertible in XC}.
The resolvent set ρ(a) is the complement of Sp(a) in C.
2.3. Analytic semigroups (see [20])
For an unbounded operator A on a Banach space X, let D(A) ⊂ X be the domain
of A. An operator A : D(A) → X is called sectorial if there are constants ω ∈ R,
θ ∈ ( 12π, π), M > 0 such that
(i) the angular domain Sθ,ω = {λ ∈ C : λ = ω, |arg(λ − ω)| < θ} is a subset of
the resolvent set ρ(A) and
(ii) the operator norm of the resolvent of A obeys the bound ‖(λ1 − A)−1‖B(X) 
M/|λ − ω| for λ ∈ Sθ,ω.
A sectorial operator yields an analytic semigroup G(t) on X by the Dunford integral
G(t) =
1
2πi
∫
ω+γr,η
etλ(λ1 − A)−1 dλ,
where r > 0, η ∈ ( 12π, θ) and γr,η is the curve
{λ ∈ C : |arg λ| = η, |λ|  r} ∪ {λ ∈ C : |arg λ|  η, |λ| = r}
oriented counter-clockwise. The operator A is the inﬁnitesimal generator of the
semigroup G(t). To a semigroup G(t) with inﬁnitesimal generator A we associate
intermediate spaces DA(α, p) = {x ∈ X : t 
→ ‖t1−α−1/pAG(t)x‖ ∈ Lp(0, 1)}, where
α ∈ (0, 1) and 1  p ∞.
2.4. Topological tensor products (see [14])
For E, F vector spaces over C we denote the algebraic tensor product by E⊗F . It
is a vector space spanned by ﬁnite linear combinations
∑N
i=1 ei ⊗ fi for λi ∈ C, ei ∈
E, fi ∈ F . If E and F are Fre´chet spaces with semi-norms pi and qj , respectively,
then there are semi-norms rij on E ⊗ F deﬁned as
rij(g) = inf
{ N∑
k=1
pi(ek)qj(fk)
∣∣∣∣ g =
N∑
k=1
ek ⊗ fk
}
.
The completion of E⊗F under the topology induced by these semi-norms is the pro-
jective tensor product denoted by E ⊗ˆπ F . Any g ∈ E ⊗ˆπ F can be (non-uniquely)
written as
g =
∞∑
k=1
λkek ⊗ fk
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with
∑∞
k=1 |λk|  1 and ek, fk → 0 as k → ∞ in E and F , respectively (see [14,
theorem 1, ch. 1, § 1]).
The projective tensor product has the following universal property (the same
result can be extended to the tensor product of ﬁnitely many spaces).
Proposition 2.1 (see [14, proposition 1, ch. 1]). Let E, F be Fre´chet spaces and
let E ⊗ˆπ F be their projective tensor product. Then for every Fre´chet space G and
every bilinear map Φ : E × F → G there is a unique linear map Φ¯ : E ⊗ˆπ F → G
such that the following diagram commutes:
E × F Φ 




 G
E ⊗ˆπ F
Φ¯

where the map E × F → E ⊗ˆπ F is the canonical inclusion.
3. Statement of the key result
We motivate and state the key results of this paper. Our notion of an asymptotic
expansion is as follows.
Definition 3.1. Let T > 0 and let f be a function on [0, T ] with values in a
Banach space X. A formal series
∑∞
k=0 ak(t)t
k, where the ak are bounded functions
[0, T ] → X is called an asymptotic expansion for f in X near t = 0 if, for each
positive integer m, there is a constant cm with∥∥∥∥f(t) −
m∑
k=0
ak(t)tk
∥∥∥∥
E
 cmtm+1
for all suﬃciently small t. We then write f(t) ∼∑∞k=0 ak(t)tk in X as t → 0+.
Now let X be a Banach space. We consider a semilinear autonomous evolution
equation in X of the form
∂tu(t) = Au(t) + F (t, u(t), T1u(t), . . . , Tnu(t)),
u(0) = f,
}
(3.1)
where A : D(A) ⊆ X → X is a linear operator, F : [0, T ] × Xn+1 → X and
Tj : D(Tj) ⊆ X → X are linear. More detailed assumptions follow.
Remark 3.2. All assumptions and results carry over to the non-autonomous case
when A depends on time t by replacing semigroups with evolution systems.
If the operator A generates an analytic semigroup G(t) on X, we can convert the
PDE (3.1) into the integral equation
u(t) = G(t)f +
∫ t
0
G(t − s)F (s, u, T1u, . . . , Tnu) ds (3.2)
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by Duhamel’s principle (variation of constants). A solution of this equation is called
a mild solution of the evolution equation (3.1).
To ﬁx ideas and to motivate assumptions, consider the following simple example.
Example 3.3. Let Ω be a bounded domain in Rn with smooth boundary ∂Ω, and
consider the semilinear Dirichlet problem
∂tu = ∆u + F (t, u,D1u, . . . ,Dnu) on (0, T ] × Ω,
u = 0 on (0, T ] × ∂Ω,
u = f on {0} × Ω,
⎫⎪⎬
⎪⎭ (3.3)
for some T > 0 with ∆ the Laplace operator ∆ =
∑n
j=1 D
2
j . Clearly, ∆ is sectorial
and generates an analytic semigroup G(t) in the Banach space X = C(Ω¯) (see [20,
ch. 3.1.5]). Let U ⊂ R be an open set such that the range of (f,D1f, . . . ,Dnf) is
contained in Un+1. The function F : [0, T ] × Ω¯ × U × Un is assumed to be smooth
in its arguments. By [29, proposition 3.1], the PDE has a unique (mild) solution in
C([0, T0];C1(Ω¯)) for some T0 > 0.
The aim is now to derive the asymptotics of u on small time intervals by taking
a rigorous perturbation approach: formally, assume that u ∼∑∞i=0 ui(t)ti and also
that G(t) ∼ ∑∞i=0 Gi(t)ti. Then expand the left- and right-hand sides of (3.2)
and match the terms according to their order in t. The key problem is to expand
F (t, u, T1u, . . . , Tnu), which requires a multiplicative structure in the space X.
To make this paper self-contained, we begin with assumptions that guarantee the
existence of an analytic semigroup with inﬁnitesimal generator A and the existence
of a mild solution of the PDE (3.1).
Hypothesis 3.4 (existence of a short-time solution). Assume the following.
(i) Semigroup generation: X is a Banach space and A : D(A) → X is a linear
sectorial operator.
(ii) Intermediate space: there exist an α ∈ (0, 1) and a Banach space Xα such that
(a) the injection ı : Xα ↪→ X is continuous,
(b) Xα is an intermediate space, i.e. DA(α, 1) ⊆ Xα ⊆ DA(α,∞),
(c) the restriction of A to Xα is sectorial.
(iii) Forcing term F :
(a) the map F : [0, T ] × Xn+1 → X is a continuous function such that for
every R > 0 there is a constant L with
‖F (t, x, T1x, . . . , Tnx) − F (t, y, T1y, . . . , Tny)‖X  L‖x − y‖X
for ‖x‖X , ‖y‖X  R;
(b) the linear operators Ti : Xα → X are bounded.
In example 3.3, we have X = C(Ω¯), α = 12 , Xα = C
1
B(Ω¯) = {u ∈ C1(Ω¯) : u =
0 on ∂Ω} and the Tj are given by the diﬀerential operators Dj .
The assumptions give us a unique mild solution of (3.1).
https://www.cambridge.org/core/terms. https://doi.org/10.1017/S0308210515000372
Downloaded from https://www.cambridge.org/core. Technische Informationsbibliothek, on 16 Nov 2017 at 13:03:31, subject to the Cambridge Core terms of use, available at
Short-time asymptotic expansions of semilinear evolution equations 147
Proposition 3.5 (Lunardi [20, theorems 7.1.2 and 7.1.3]). Let α ∈ (0, 1) and let
D(A)
α
be the closure of the domain of A in the space Xα. Then, under hypothe-
sis 3.4, for every f ∈ D(A)α, the evolution equation (3.1) has a unique mild solution
u ∈ C([0, T0];X) ∩ C([0, T0];Xα) for some T0 > 0.
We now impose additional hypotheses in order to construct asymptotic expan-
sions.
Hypothesis 3.6 (existence of short-time asymptotics). Let u be the unique mild
solution of (3.1).
(i) Algebra: the space X is a unital commutative Banach algebra.
(ii) Heat kernel expansion: there is an asymptotic expansion of G(t) of the form
G(t) ∼ G0(t) + G1(t)t + G2(t)t2 + · · ·
in B(X,Xα) as t → 0+.
(iii) Functional calculus: the function F belongs to C([0, T ]) ⊗ˆπ X ⊗ˆπ O(U), where
U ⊂ Cn+1 is an open neighbourhood of both Sp(u)× Sp(T1u)× · · · × Sp(Tnu)
and Sp(u0) × Sp(T1u0) × · · · × Sp(Tnu0) with u the solution of (3.1) and
u0 = G0f (all spectra in X ⊗R C).
A word of motivation and comment on the hypotheses.
• Algebra: the Banach algebra X is typically realized as a uniform space. How-
ever, the framework also covers spaces of Ho¨lder continuous functions and
Sobolev spaces on bounded domains that satisfy the cone condition (see [1,
ch. 4]).
• Heat kernel expansion: the operators G, Gj are smoothing X → Xα so as to
yield a mild solution in Xα.
The existence of a heat kernel expansion typically hinges on A being uniformly
elliptic and having smooth coeﬃcients. Non-uniformly elliptic operators with
heat kernel expansions include the Laplacian on hyperbolic space, sub-elliptic
operators and Kolmogorov operators (see [6]).
The terms Gj can be obtained for heat kernels on compact manifolds with or
without boundary in various ways, e.g. by the Levi parametrix method [4,21]
or pseudo-diﬀerential operator techniques [13,28].
We obtain a simple perturbation approach by setting G0(t) = G(t) and
Gj(t) = 0 for j  1.
• Functional calculus: our ﬁrst impulse would be to use a formal Taylor series
for F . However, this will not yield an asymptotic expansion of u in X, as
the remainder term in Taylor’s theorem gives estimates in the supremum
norm that may not be controllable by the norm in X (consider the case of
Sobolev spaces). Hence, we require that F be analytic so as to use holomorphic
functional calculus.
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The space in which F lives looks unusual. However, just revert to example 3.3:
without loss of generality, F ∈ C([0, T ]× Ω¯× U¯ × U¯n), which is isomorphic to
C([0, T ]) ⊗ˆπ C(Ω¯) ⊗ˆπ C(U¯n+1). Thus, condition (iii) of hypothesis 3.6 is the
natural generalization of the example to the situation that allows holomorphic
functional calculus.
Loosely speaking (this is made precise in § 4.3), the action of F on Xα and X
is constructed as follows: any F ∈ C([0, T ]) ⊗ˆπ X ⊗ˆπ O(U) can be represented
as
F =
∞∑
j=0
λjfj ⊗ yj ⊗ gj
with λj ∈ C, fj ∈ C([0, T ]), yj ∈ X and gj ∈ O(U). We thus, by abuse of nota-
tion, set F (t, x, T1x, . . . , Tnx) =
∑∞
j=0 λjfj(t)yjgj(x, T1x, . . . , Tnx), where the
maps gj(x, T1x, . . . , Tnx) are deﬁned by functional calculus on X.
The main result of this paper now reads as follows.
Theorem 3.7. Let u ∈ C([0, T ];Xα) be a mild solution of (3.1). Then, under
hypotheses 3.4 and 3.6, the following hold.
(i) There are functions ui ∈ C([0, T0];Xα) such that
u(t) ∼
∞∑
i=0
ui(t)ti
in Xα as t → 0+. The functions ui are given recursively as
u0(t) = G0(t)f,
ui(t) = Gi(t)f +
1
ti
∫ t
0
ϕi−1(t, s;u0, . . . , ui−1) ds for i  1.
Here,
ϕi(t, s;u0, . . . , ui) =
i∑
j=0
(t − s)jsi−jGj(t − s)Fi−j(s;u0, . . . , ui),
and the Fk are functions [0, T ] → X that are polynomial in ul, Tjul (l =
0, 1, . . . , k and j = 1, . . . , n) with coeﬃcients given in terms of derivatives of
F . The Fk can be explicitly constructed with lowest order terms given by
u0(t) = G0(t)f,
u1(t) = G1(t)f +
1
t
∫ t
0
G0(s)F (u0(s), T1u0(s), . . . , Tnu0(s)) ds.
(ii) The images of u under the Tj (j = 1, . . . , n) have the asymptotic expansion
Tju(t) ∼
∞∑
i=0
(Tjui)(t)ti,
which is valid in X as t → 0+.
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Note that each term ui is of the same structure as (3.2) in that it is given as
an action on the initial datum plus a time integral over a forcing term. If Gi(t) is
an analytic semigroup, then ui satisﬁes a PDE obtained by converting the integral
equation for ui into a PDE.
An important special case of the above expansion is given by setting G0 = G and
Gi = 0 for i  1. The expansion then becomes u0 = Gf and
ui(t) =
1
ti
∫ t
0
si−1G(s)Fi−1(s;u0, . . . , ui−1) ds. (3.4)
This leads to a coarser asymptotic expansion in the sense that each ui is composed
of fewer terms than in the general case. Also, u0 is a mild solution of the linear
PDE
∂tv = Av,
v(0) = f,
and for every i  1 the function tiui(t) is the mild solution of the PDE
∂tv = Av + Fi−1(t;u0, . . . , ui−1),
v(0) = 0,
}
(3.5)
which follows from (3.4) by standard semigroup methods.
The Fk can be formally obtained by expanding F (t, x, z0, z1, . . . , zn) as a Taylor
series in the variables z0, . . . , zn, replacing z0 by
∑
ui(t)ti and the zj by the formal
series
∑
Tjui(t)ti for j  1 and then collecting terms according to the order in t
after multiplying out.
4. Proof of the key result
The heart of the proof is to deﬁne F (t, T1u(t), . . . , Tnu(t)) by holomorphic func-
tional calculus via a Cauchy-type formula and then to use methods from the sym-
bolic calculus of pseudo-diﬀerential operators [19].
As the holomorphic functional calculus requires the underlying Banach algebra
to be over C, we work in XC from now on. By abuse of notation, we write X but
always mean the complexiﬁed algebra. We denote by 1 the unit of X.
4.1. Asymptotic calculus
We ﬁrst develop a basic calculus of asymptotic expansions in the sense of deﬁni-
tion 3.1, comprising products, formal inverses and the action of bounded operators.
Lemma 4.1 (product expansions). Let x1, . . . , xn be functions [0, T ] → X such that
there are functions xi,ki with
xi(t) ∼
∞∑
ki=0
xi,ki(t)t
ki
in X as t → 0+. Then there are functions bk : [0, T ] → X given by
bk(t) =
∑
k1+···+kn=k
x1,k1(t)x2,k2(t) · · ·xn,kn(t)
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such that
x1(t)x2(t) · · ·xn(t) ∼
∞∑
k=0
bk(t)tk
in X as t → 0+.
Proof. Given m ∈ N , we have by assumption that, for every N  m,∥∥∥∥xi(t) −
N∑
ki=0
xi,ki(t)t
ki
∥∥∥∥
X
 cimtm+1 (4.1)
for some constants c(i)m . Then (upon omitting the t-dependence) we have
x1 · · ·xn −
N∑
k=0
bkt
k =
n∏
i=1
[
xi −
N∑
ki=0
xi,kit
ki +
N∑
ki=0
xi,kit
ki
]
−
N∑
k=0
bkt
k
= R +
n∏
i=1
[ N∑
ki=0
xi,kit
ki
]
−
N∑
k=0
bkt
k. (4.2)
Here, R is a sum of products, where each product contains at least one factor of
the form xj −
∑N
kj=0 xj,kj t
kj . By (4.1), the norm of R is bounded by cm,1tm+1 for
some Cm,1 ∈ R. By construction of the bk, the diﬀerence in (4.2) is also bounded
in the norm by cm,2tm+1 for some cm,2 ∈ R. Hence,∥∥∥∥x1(t) · · ·xn(t) −
N∑
k=0
bk(t)tk
∥∥∥∥
X
 cmtm+1
for a constant cm.
Lemma 4.2 (inverses). Suppose u(t) ∼∑∞i=0 ui(t)ti in X as t → 0+ and choose λ ∈
C such that λ ∈ Sp(u0(t)) for any t ∈ [0, T ]. Then there are universal polynomials
pi,j such that setting
vi(t) =
i∑
j=1
pi,j(u1(t), . . . , ui(t))(λ − u0(t))−(j+1) (4.3)
leads to (λ − u(t))−1 ∼∑∞i=0 vi(t)ti in X as t → 0+.
Proof. Start with the relation between formal power series,(
λ −
∞∑
i=0
ui(t)ti
) ∞∑
i=0
vi(t)ti = 1, (4.4)
to derive formulae for the vj . By considering i = 0, we have that
v0 = (λ − u0(t))−1
in the lowest order. Moreover, requiring that all other terms in the formal series
(4.4) vanish, we have for i  1 that
(λ − u0)vi −
i∑
j=1
ujvi−j = 0,
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or
vi = (λ − u0)−1
i∑
j=1
ujvi−j .
The result follows by induction.
To check that this really yields an asymptotic expansion of (λ − u)−1 we let
n ∈ N, m  n and consider (all norms in X)∥∥∥∥(λ − u)−1 −
n∑
j=0
vj(t)tj
∥∥∥∥
=
∥∥∥∥(λ − u)−1
(
1 − (λ − u)
n∑
j=0
vj(t)tj
)∥∥∥∥
 ‖(λ − u)−1‖
×
∥∥∥∥1 −
[
(λ − u) −
(
λ −
m∑
i=0
ui(t)ti
)
+
(
λ −
m∑
i=0
ui(t)ti
)] n∑
j=0
vj(t)tj
∥∥∥∥
 ‖(λ − u)−1‖(S1 + S2),
where
S1 =
∥∥∥∥u −
( m∑
i=0
ui(t)ti
)( n∑
j=0
vj(t)tj
)∥∥∥∥,
S2 =
∥∥∥∥1 −
(
λ −
m∑
i=0
ui(t)ti
)( n∑
j=0
vj(t)tj
)∥∥∥∥.
The term ‖u −∑mi=0 ui(t)ti‖ can be bounded by cm+1tm+1 by assumption on the
u. By construction of the vj , the product (λ −
∑m
i=0 ui(t)t
i)
∑n
j=0 vj(t)t
j is of the
form
1 + (terms of order n + 1 in t).
Hence, we ﬁnd∥∥∥∥(λ − u(t))−1 −
n∑
j=0
vj(t)tj
∥∥∥∥
X
 Cn+1‖(λ − u(t))−1‖Xtn+1
for some constant Cn+1. Since we assumed that λ − u(t) was invertible for any t,
inversion is a continuous map, and since t belongs to a compact interval this norm
can be bounded above.
Lemma 4.3 (action of bounded operators). Suppose that u(t) ∼ ∑∞i=0 ui(t)ti in
Xα as t → 0+. Then an asymptotic expansion of Tju is given by
Tju(t) ∼
∞∑
i=0
Tjui(t)ti in X
as t → 0+.
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Proof. Since the uj are an asymptotic expansion of u we have for every m ∈ N that∥∥∥∥u(t) −
m∑
i=0
ui(t)ti
∥∥∥∥
Xα
 cmtm+1
for some cm ∈ R. This means∥∥∥∥Tju(t) −
m∑
i=0
Tjui(t)ti
∥∥∥∥
X
 ‖Tj‖cmtm+1,
and the claim follows from the boundedness of Tj on Xα.
4.2. Holomorphic functional calculus
Recall the holomorphic functional calculus in several variables.
Theorem 4.4 (Allan and Dales [2, theorem 9.3]). Let X be a commutative unital
Banach algebra, let x = (x1, . . . , xn) ∈ Xn and let U be an open neighbourhood of
Sp(x) in Cn. Then there is a continuous, unital homomorphism ΘUx : O(U) → X
such that
(i) ΘUx (Zj) = xj for j = 1, . . . , n and
(ii) ϕ(ΘUx (f)) = f(ϕ(x1), . . . , ϕ(xn))
for every f ∈ O(U) and every character ϕ : X → C. Here, Zj denotes the projection
Zj(x) = xj.
The homomorphism ΘUx is deﬁned by Dunford integrals,
ΘUx (f) =
(
1
2πi
)n ∫
Γ1
· · ·
∫
Γn
f(z)(z11 − x1)−1 · · · (zn1 − xn)−1 dz1 · · · dzn,
where z = (z1, . . . , zn) ∈ Cn, and Γi is the circle {|zi − wi| = ri} with ri chosen
so that Sp(xi) is contained in the disc B(wi, ri) for some wi ∈ C. This means that
Sp(x) is contained in the open polydisc B(w1, r1) × · · · × B(wn, rn).
4.3. Deﬁnition and properties of the forcing term
We now make sense of the forcing term F using holomorphic functional calcu-
lus. To this end, start with a function F˜ ∈ C([0, T ]) ⊗ˆπ X ⊗ˆπ O(U) with U as in
hypothesis 3.6.
Deﬁne two linear evaluation maps: for t ∈ [0, T ] we set
Evt : C([0, T ]) → C,
f 
→ f(t),
and for x = (x0, x1, . . . , xn) ∈ Xα × Xn we set
Evx : O(U) → X,
f 
→ ΘU(x0,x1,...,xn)(f),
with functional calculus in X using the fact that Xα is a subalgebra of X.
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To deﬁne the forcing term F : [0, T ]×Xα×Xn → X pointwise, choose (t,x) with
t ∈ [0, T ] and x = (x0, x1, . . . , xn) ∈ Xα ×Xn. Deﬁne a multilinear continuous map
Φ(t,x) : C([0, T ]) × X × O(U) → X,
(f, y, g) 
→ Evt(f) · y · Evx(g),
with product in X. By the universal property of the projective tensor product
(proposition 2.1) there is a well-deﬁned linear map
Φ¯(t,x) : C([0, T ]) ⊗ˆπ X ⊗ˆπ O(U) → X.
Now let F act as
F : [0, T ] × Xα × Xn → X,
(t, x0, x1, . . . , xn) 
→ Φ¯(t,x)(F˜ ).
The above deﬁnition ties in with the intuitive understanding of the action of
F on X. Recall from the properties of the projective tensor product that any
F˜ ∈ C([0, T ]) ⊗ˆπ X ⊗ˆπ O(U) can be represented as
F˜ =
∞∑
j=0
λjfj ⊗ yj ⊗ gj
with λj ∈ C, fj ∈ C([0, T ]), yj ∈ X and gj ∈ O(U). Moreover,
∑∞
j=1 |λj |  1 and
fj , yj , gj tend to 0 as j → ∞ in their respective spaces. Thus, by the above
construction we have
F (t, x, T1x, . . . , Tnx) =
∞∑
j=0
λjfj(t)yjΘU(x0,T1x,...,Tnx)(gj)
with products taken in X.
Remark 4.5. A direct calculation shows that the map F as just deﬁned is con-
tinuous: if x, x′ ∈ Xα with ‖x‖Xα , ‖x′‖Xα  R, then there is a constant cR such
that ‖F (t, x) − F (t, x′)‖X  cR‖x − x′‖Xα for all t ∈ [0, T ]. This shows that the
analyticity assumption in hypothesis 3.6(iii) implies the Lipschitz assumption of
hypothesis 3.4(iii)(a).
4.4. Expansion of the Duhamel formula
The integral equation (3.2) is the starting point for the construction of the asymp-
totic expansion of u. We now go through the following steps:
(1) expansion of G(t)f ,
(2) expansion of the integral,
(3) recursive construction of the ui.
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4.4.1. Expansion of G(t)f
By assumption (ii) of hypothesis 3.6 we can expand
G(t) ∼ G0(t) + tG1(t) + t2G2(t) + · · ·
in B(X,Xα). We then have the following.
Lemma 4.6. Deﬁne fi(t) = Gi(t)f . Then G(t)f ∼
∑∞
i=0 fi(t)t
i is an asymptotic
expansion in Xα as t → 0+.
Proof. Fix n ∈ N and consider the diﬀerence of G(t, 0)f and ∑n0 fi(t)ti in X:∥∥∥∥G(t)f −
n∑
i=0
fi(t)ti
∥∥∥∥
Xα
=
∥∥∥∥G(t)f −
n∑
i=0
tiGi(t)f
∥∥∥∥
Xα
=
∥∥∥∥
(
G(t) −
n∑
i=0
tiGi(t)
)
f
∥∥∥∥
Xα

∥∥∥∥G(t) −
n∑
i=0
tiGi(t)
∥∥∥∥
B(X,Xα)
‖f‖Xα .
As G(t) ∼∑∞i=0 Gi(t)i in the operator norm, the result follows.
4.4.2. Expansion of the integral
Next we consider the integral in (3.2). We ﬁrst construct an asymptotic expan-
sion of F (t, u(t), T1u(t), . . . , Tnu(t)) by a method similar to the symbol calculus of
pseudo-diﬀerential operators. The idea is to ﬁnd a formal inverse
v ∼ v0(t) + v1(t)t + v2(t)t2 + · · ·
of λ − u, i.e. (λ − u)v = 1 in X[t], and then use holomorphic functional calculus to
deﬁne F (t, u(t), T1u(t), . . . , Tnu(t)) by the Cauchy integral formula. Let λ /∈ Sp(u0),
determine the formal product in Xα[t] in the relation(
λ −
∞∑
i=0
ui(t)ti
) ∞∑
i=0
vi(t)ti = 1 (4.5)
and collect terms according to order in t.
In our case, this yields the desired asymptotic expansion for F as follows. Deﬁne
the function F (t, u(t), T1u(t), . . . , Tnu(t)) as(
1
2πi
)n+1 ∫
Γ
F (t, z)(z01 − u)−1(z11 − T1u)−1 · · · (zn1 − Tnu)−1 dz0 · · · dzn
for Γ a suitable contour in Cn+1 surrounding Sp(u(t))×Sp(T1u(t))×· · ·×Sp(Tnu(t))
and Sp(u0(t)) × Sp(T1u0(t)) × · · · × Sp(Tnu0(t)).
Setting v(i)(t) = (zi1 − u(i)(t))−1 for u(0) = u and u(i) = Tiu with i ∈ {1, . . . , n},
we construct an asymptotic expansion for v(0)(t) · · · v(n)(t) in the form ∑ bk(t)tk.
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The proofs of lemmas 4.2 and 4.1 show that v(i)j is of the form
j∑
k=0
polynomial(u(i)0 , . . . , u
(i)
j )(zi1 − u(i)0 )−(k+1),
and hence the bk are products of such expansions. Thus, the deﬁnition
Fk(t) =
(
1
2πi
)n+1 ∫
Γ
F (t, z)bk(t) dz0 · · · dzn
makes sense as a Cauchy integral. Also, we have v(i)0 (t) = (zi1 − u(i)0 )−1, so
F0(t) = F (t, u0, T1u0, . . . , Tnu0) (4.6)
in the lowest order.
We are now ready to iteratively construct an asymptotic expansion for F .
Lemma 4.7. Suppose that m ∈ N and there are constants c(i)m and i ∈ {0, . . . , n}
such that ∥∥∥∥u(t) −
m∑
k0=0
u
(0)
k0
(t)tk0
∥∥∥∥
Xα
 c(0)m tm+1
and ∥∥∥∥Tiu(t) −
m∑
ki=0
u
(i)
ki
(t)tki
∥∥∥∥
X
 c(i)m tm+1.
Then for N  m we have∥∥∥∥F (t, u(t), T1u(t), . . . , Tnu(t)) −
N∑
k=0
Fk(t)tk
∥∥∥∥
X
 ctm+1
for some constant c > 0.
Proof. It follows that∥∥∥∥F (t, u(t), T1u(t), . . . , Tnu(t)) −
N∑
k=0
Fk(t)tk
∥∥∥∥
X
=
∥∥∥∥
(
1
2πi
)n+1 ∫
Γ
F (t, z)(z01 − u(t))−1 · · · (zn1 − Tnu(t))−1 dz0 · · · dzn
−
(
1
2πi
)n+1 ∫
Γ
F (t, z)
N∑
k=0
bk(t) dz0 · · · dzn
∥∥∥∥
X
=
∥∥∥∥
(
1
2πi
)n+1 ∫
Γ
F (t, z)R(u(t); z0, . . . , zn) dz0 · · · dzn
∥∥∥∥
X

(
1
2πi
)n+1 ∫
Γ
|F (t, z)|‖R(u(t); z0, . . . , zn)‖X dz0 · · · dzn
 dmtm+1
(
1
2πi
)n+1 ∫
Γ
|F (t, z)|dz0 · · · dzn
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for a constant dm and
R(u(t); z0, . . . , zn) = (z01 − u(t))−1 · · · (zn1 − Tnu(t))−1 −
N∑
k=0
bk(t).
As Γ is compact and F is continuous on [0, T ] × Γ , the result follows.
Now consider the integral∫ t
0
G(s, t)F (s, u(s), T1u(s), . . . , Tnu(s)) ds.
We have seen that G introduces additional terms into the asymptotic expansion.
Formally, if F (s) =
∑∞
j=0 s
jFj(s) and G(t − s) =
∑∞
j=0(t − s)jGj(t − s), then
G(t − s)F (s) =
∞∑
j=0
j∑
i=0
(t − s)isj−iGi(t − s)Fj−i(s),
where we treat t − s and s as being the same order. Set
ϕj(t, s) =
j∑
i=0
(t − s)isj−iGi(t − s)Fj−i(s)
for s  0. Then
∑∞
j=0 ϕj can be thought of as an asymptotic expansion of GF .
Lemma 4.8. Suppose that m ∈ N and there is a cm > 0 with∥∥∥∥u(t) −
m∑
i=0
ui(z)zi
∥∥∥∥
Xα
 cmtm+1.
Then for N  m we have∥∥∥∥G(t − s)F (s) −
n∑
j=0
ϕj(t, s)
∥∥∥∥
Xα
 cmtm+1
for a constant cm > 0.
Note that through Fj , each ϕj is a function
ϕj = ϕj(t, s;u0, . . . , uj , T1u0, . . . , T1uj , . . . , Tnu0, . . . Tnuj)
of the u0, . . . , uj and the Tku0, . . . , Tkuj for k = 1, . . . , n.
Proof. We have for 0  s  t that∥∥∥∥G(t − s)F −
N∑
j=0
ϕj
∥∥∥∥
Xα
=
∥∥∥∥
(
G(t − s) −
N∑
j=0
Gj(t − s)(t − s)j +
N∑
j=0
Gj(t − s)(t − s)j
)
×
(
F −
N∑
j=0
Fjs
j +
N∑
j=0
Fjs
j
)
−
N∑
j=0
ϕj
∥∥∥∥
Xα
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
∥∥∥∥
(
G(t − s) −
N∑
j=0
Gj(t − s)(t − s)j
)(
F −
N∑
j=0
Fjs
j
)∥∥∥∥
Xα
+
∥∥∥∥
(
G(t − s) −
N∑
j=0
Gj(t − s)(t − s)j
) N∑
j=0
Fjs
j
∥∥∥∥
Xα
+
∥∥∥∥
( N∑
j=0
Gj(t − s)(t − s)j
)(
F −
N∑
j=0
Fjs
j
)∥∥∥∥
Xα
+
∥∥∥∥
( N∑
j=0
Gj(t − s)(t − s)j
)( N∑
j=0
Fjs
j
)
−
N∑
j=0
ϕj
∥∥∥∥
Xα
.
By our previous results and by construction of the ϕj , each of the summands is
bounded by tm+1.
We note the following immediate corollary.
Corollary 4.9. Suppose that m ∈ N and there exists a cm > 0 with
∥∥∥∥u(t) −
m∑
i=0
ui(z)zi
∥∥∥∥
Xα
 cmtm+1.
Then, for n  m, we have
∥∥∥∥
∫ t
0
G(t − s)F (s, u(s), T1u(s), . . . , Tnu(s)) ds −
∫ t
0
n∑
j=0
ϕj ds
∥∥∥∥
Xα
 cmtm+2
for a constant cm > 0.
So, formally, we have constructed an asymptotic expansion
∫ t
0
G(t − s)F (s, u(s), T1u(s), . . . , Tnu(s)) ds
∼
∞∑
j=0
∫ t
0
ϕj(t, s;u0, . . . , uj , T1u0, . . . , T1uj , . . . , Tnu0, . . . , Tnuj) ds,
where each ui is a function of s.
4.4.3. Recursive construction of the ui
To recursively construct the ui we expand both the left-hand and right-hand
sides of (3.2) formally in powers of z and match coeﬃcients.
The left-hand side of (3.2) has the formal expansion
u0(t) + u1(t)t2 + u2(t)t2 + · · · .
https://www.cambridge.org/core/terms. https://doi.org/10.1017/S0308210515000372
Downloaded from https://www.cambridge.org/core. Technische Informationsbibliothek, on 16 Nov 2017 at 13:03:31, subject to the Cambridge Core terms of use, available at
158 M. A. Fahrenwaldt
The right-hand side has the formal expansion
f0(t) + f1(t)t2 + f2(t)t2 + · · ·
+
∫ t
0
ϕ0(t, s;u0, T1u0, . . . , Tnu0) ds
+ t
∫ t
0
ϕ1(t, s;u0, u1, T1u0, . . . , Tnu0, T1u1, . . . , Tnu1) ds
+ · · ·
Now match the coeﬃcients as follows:
u0(t) = f0(t),
u1(t) = f1(t) +
1
t
∫ t
0
ϕ0(t, s;u0, T1u0, . . . , Tnu0) ds,
u2(t) = f2(t) +
1
t2
∫ t
0
ϕ1(t, s;u0, u1, T1u0, . . . , Tnu0, T1u1, . . . , Tnu1) ds
and so on. Here, ϕ0 can be determined explicitly by (4.6) as
ϕ0 = G0(t − s)F (u0(s), T1u0(s), . . . , Tnu0(s)),
for example. Note that ui can be determined by knowing u0, . . . , ui−1 and
T1u0, . . . , T1ui−1, . . . , Tnu0, . . . , Tn, ui−1.
We must now show that this yields an asymptotic expansion (we omit the ui and
Tjui arguments of ϕ to simplify the notation).
Proposition 4.10. Setting u0(t) = G0(t)f and
ui(t) = fi(t) +
1
ti
∫ t
0
ϕi−1(t, s) ds
for i  1 yields an asymptotic expansion u(t) ∼∑∞i=0 uiti in Xα as t → 0+.
Proof. We proceed by induction on i. For u0 we have ‖u − u0‖Xα  ct for some
c > 0 by estimating G(t − s) − G0(t − s).
Now suppose that for some m > 0 we have
∥∥∥∥u −
m∑
i=0
ui(t)ti
∥∥∥∥
Xα
 cmtm+1
for a cm > 0. By construction, we have
um+1(t) = fm+1(t) +
1
tm+1
∫ t
0
ϕm(t, s) ds.
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Now, splitting each ui into parts corresponding to f and to the integral term,∥∥∥∥u −
m+1∑
i=0
ui(t)ti
∥∥∥∥
X
=
∥∥∥∥G(t)f +
∫ t
0
G(t − s)F (s, u(s)) ds −
m+1∑
i=0
ui(t)ti
∥∥∥∥
Xα
=
∥∥∥∥G(t)f −
m+1∑
i=0
fi(t)ti
∥∥∥∥
Xα
+
∥∥∥∥
∫ t
0
G(t − s)F (s, u(s)) ds −
m∑
i=0
∫ t
0
ϕi(t, s) ds
∥∥∥∥
Xα
 c1tm+2 + c2tm+2
for some constants c1 and c2 by lemma 4.6 and corollary 4.9.
Proof of theorem 3.7. The claim is clear if F is given by a ﬁnite sum
FN (t, x) =
N∑
j=0
λjfj(t)yjΘU(x,T1x,...,Tnx)(gj).
Now suppose that F is represented by an inﬁnite sum
F (t, x) =
∞∑
j=0
λjfj(t)yjΘU(x,T1x,...,Tnx)(gj).
The arguments also hold for the integrals by a convergence argument. The inﬁnite
sum converges in X for every (t, x) ∈ [0, T ] × Xα and is continuous in t. Note that
for ﬁxed x the Bochner integrals∫ t
0
G(t − s)FN (s, x) ds
converge in the norm to∫ t
0
G(t − s)F (s, x) ds for FN → F
in C([0, T ];X). This follows, for example, from the dominated convergence theorem
for vector-valued integration (see [7, ch. III]), thus completing the proof.
5. Examples
We illustrate two applications of the framework: ﬁrst to Dirichlet problems on
bounded domains and then to Markovian BSDEs. The examples highlight that our
approach can yield an approximation of both the function and its gradient.
5.1. Semilinear evolution equations on bounded domains
We discuss an economically motivated example in the context of pricing bonds
depending on climate risk [17]. The market price of climate risk is expressed as the
derivative of a PDE solution and we wish to give an approximation of that price.
In two dimensions we consider a forcing term quadratic in the gradient, i.e. the
function F (t, T1u, T2u) is quadratic in the Tju.
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5.1.1. Set-up
Let Ω be a bounded domain in R2 with smooth boundary ∂Ω, and consider the
semilinear Dirichlet problem
∂tu = Au + F (t, T1u, T2u) on (0, T ] × Ω,
u = 0 on (0, T ] × ∂Ω,
u = f on {0} × Ω,
⎫⎪⎬
⎪⎭ (5.1)
for the diﬀerential operators
A = (σ1(x)2∂21 + σ2(x)
2∂22) + (µ1(x)∂1 + µ2(x)∂2),
T1 = σ1(x)∂1, T2 = σ2(x)∂2,
where the σi and µi are bounded smooth functions Ω¯ → R. For simplicity we
assume that A is uniformly elliptic in the sense that
σ1(x)2ξ21 + σ2(x)
2ξ22  c(ξ21 + ξ22)
for some c and all x ∈ Ω, ξ ∈ R2.
This implies that A is sectorial and extends to the generator of an analytic
semigroup G(t) in the Banach space X = C(Ω¯) (see [20, ch. 3.1.5]). Set α = 12 and
Xα = C1B(Ω¯) leading to a continuous inclusion Xα ↪→ X. Pick the initial datum f
in C1B(Ω¯) = {u ∈ C1(Ω¯) : u|∂Ω = 0}.
Set
θ(t, x) =
µ1(t, x)
σ1(t, x)
,
expressing the market price of ﬁnancial risk. Clearly, θ ∈ C([0, T ]) ⊗ˆπ C(Ω¯). Choose
ϕ ∈ C([0, T ]) ⊗ˆπ C(Ω¯), representing a yield curve used for discounting cashﬂows.
Deﬁne the forcing term by
F (t, x, z1, z2) = −θ(t, x)z21 − 12z22 − ϕ(t, x) − 12θ(t, x)2,
so that F satisﬁes the continuity condition in hypothesis 3.4(iii)(a) and is holomor-
phic on Cn, satisfying hypothesis 3.6(iii).
Objective. The aim is now to ﬁnd an asymptotic expansion not of u but of T1u:
this is the quantity that represents the market price of climate risk. Moreover, we
wish to be able to see explicitly how the data θ, ϕ enter the solution.
Algebra. It is clear that X is a unital Banach algebra under the supremum norm,
with the unit given by the function, which is identical to 1 everywhere.
Geometry. It remains to ﬁnd an expansion of G(t) in B(X,Xα). The tricky part is
that the manifold Ω¯ is a compact manifold with boundary. We can view the set Ω
as being an open domain in a compact manifold M without boundary, such as the
2-torus R2/Z2. Without loss of generality, Ω lies within a single coordinate patch.
Extend the operator A to the whole of M such that outside a neighbourhood of Ω
the operator becomes the standard Laplacian on M (see [21, § 3]).
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By [13, theorem 2.4.2], the heat kernel of G(t) can be expressed as h(t, x, y) =
hΩ(t, x, y) − h∂Ω(t, x, y), where hΩ expresses the heat kernel on M in the coordinate
patch containing Ω, and h∂Ω is the compensating term reﬂecting the boundary
conditions. Both kernels are smooth and decay rapidly in the space variables.
By [4, theorem 2.30], there are smooth functions Φj(x, y) such that
hΩ(t, x, y) ∼ qt(x, y)(Φ0(x, y) + Φ1(x, y)t + Φ2(x, y)t2 + · · · ) (5.2)
with
qt(x, y) =
1
4πt
exp
(
−d(x, y)
2
4t
)
for the geodesic distance d(x, y) under the Riemannian metric g induced by A. The
geodesic distance d can be made explicit after a change of variables: the inverse
metric tensor gij(x) is given by the matrix
(
σ1(x)2 0
0 σ2(x)2
)
.
Thus, setting
x′1 =
∫ x1
σ1(η)2 dη and x′2 =
∫ x2
σ2(η)2 dη
yields qt(x′, y′) = (4πt)−1 exp(−‖x′ − y′‖/4t), with the usual Euclidean distance
‖ · ‖ in R2.
The series (5.2) is asymptotic in the sense of deﬁnition 3.1 in the Banach space
Ck(Ω¯) for every k  0. Let G0 be the operator with kernel qt(x, y)Φ0(x, y) − h∂Ω
and let Gj(t) be the operator on X with integral kernel qt(x, y)Φj(x, y).
It is easy to see from the smoothness of the qt(x, y)Φj(x, y) and h∂Ω that the Gj
belong to the bounded operators B(X,Xα).
Asymptotics. Applying theorem 3.7, we obtain, in the lowest orders,
u0(t) = G0(t)f,
u1(t) = G1(t)f +
1
t
∫ t
0
G0F0(s) ds,
u2(t) = G2(t)f +
1
t2
∫ t
0
sG0(t − s)F1(s) + (t − s)G1(t − s)F0(s) ds,
where
F0(s) = −θ(s)(T1u0(s))2 − 12 (T2u0(s))2 − ϕ(s) − 12θ(s)2,
F1(s) = −2θ(s)T1u0(s)T1u1(s) − T2u0(s)T2u1(s)
by direct calculation. Hence, T1u ∼ T1u0+tT1u1+· · · , with controllable convergence
in X yielding the desired approximation of the market price of climate risk.
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Discussion. It is clear that the above expansion may not be the most suitable
version for numerical studies. However, it has several beneﬁts that make it useful
from a qualitative point of view. First, the expansion is tractable and can easily be
performed to arbitrary order. Second, it yields an explicit insight into the eﬀect of
the data θ and ϕ. This is useful for assessing the growth of the function T1u and
the sensitivities with respect to changes in the data. Third, and most importantly,
it can be used calibrate the model to market data, i.e. to infer the behaviour of θ
and ϕ from observed market data for small times t.
In practical applications, the kernel h∂Ω is often neglected in applications, as
it decreases exponentially with distance from the boundary (the ‘principle of not
feeling the boundary’; see [18]).
Also, elegant as the construction of the heat kernel (5.2) may be, concrete compu-
tations are diﬃcult, since the terms depend on the geodesic distance. Instead, one
can apply pseudo-diﬀerential methods to obtain an explicit heat kernel expansion
as in [28, ch. 7.13] or in the Boutet de Monvel calculus [15].
Remark 5.1. One can extend the above considerations to Cauchy problems deﬁned
on Rn. Let Ω ⊂ Rn be bounded and open and denote by P the corresponding
projection Ck(Rn) → Ck(Ω¯). Let h(t, ξ, η) ∼∑∞j=0 hj(t, ξ, η) be the heat kernel
expansion on Rn valid locally uniformly and deﬁne by G, Gj linear operators acting
on Ck(Rn) with integral kernels h and hj , respectively. Then PGP ∼
∑∞
j=0 PGjP
in the corner algebra PB(X,Xα)P . Hence, Pu ∼ Pu0+tPu1+t2Pu2+ · · · , with uj
computed as before, with G, Gj replaced by PGP and PGjP , respectively. Again,
if the PDE solution is considered at points away from the boundary, one can often
ignore the boundary eﬀect altogether.
5.2. Connection with backward stochastic diﬀerential equations
We indicate how our framework can be applied to BSDEs. These were introduced
in the linear case in [5] and the theory has found applications in stochastic optimal
control, PDEs [23], ﬁnancial mathematics [9] and nonlinear expectations [8]. We
refer the reader to [24] for detailed references.
Loosely speaking, a solution of a BSDE is a pair of adapted stochastic processes
(Y,Z) with the terminal condition YT = ξ such that
−dYt = F (t, Yt, Zt) dt − ZTt dWt, YT = ξ,
or, equivalently,
Yt = ξ +
∫ T
t
F (r, Yr, Zr) dr −
∫ T
t
ZTr dWr,
where Wt denotes a multidimensional Brownian motion. The function F is called
the driver of the BSDE.
We are interested in the short-time behaviour of the pair (Y,Z). The literature
on asymptotic expansions in the case of linear SDEs is much richer than that in
the BSDE context. One can broadly identify two strands: those using probabilistic
methods (the Ito¯–Watanabe formula as an analogue to Taylor’s theorem), and those
based on functional analytic perturbation methods. For the former we refer to [22]
https://www.cambridge.org/core/terms. https://doi.org/10.1017/S0308210515000372
Downloaded from https://www.cambridge.org/core. Technische Informationsbibliothek, on 16 Nov 2017 at 13:03:31, subject to the Cambridge Core terms of use, available at
Short-time asymptotic expansions of semilinear evolution equations 163
for comprehensive references in the SDE case, with a recent extension to BSDEs
in [11]. Perturbation methods based on Malliavin calculus were used in a BSDE
context in [27], where the lowest order terms of an asymptotic expansion of a
BSDE solution are described as BSDE solutions themselves. To our knowledge,
heat kernel methods (which have found application in ﬁnance mostly in relation to
implied volatility [10,12,16]) seem not to have been applied to nonlinear BSDEs.
We specialize to the case where the driver depends on the underlying probability
space through a diﬀusion process X and the terminal condition is a function of X.
The BSDE is called Markovian in this case. It is expressed as a forward–backward
system of a stochastic diﬀerential equation (SDE) and a BSDE, and leads to a PDE.
To this end we make the following assumptions on the coeﬃcients and data (see
[9, § 4]). Let (Ω,F ,P) be the standard ﬁltered probability space of n-dimensional
Brownian motion. Denote by F tr be the completion of the σ-algebra σ{Ws−Wt : t 
s  r} with the P-null sets of F .
Hypothesis 5.2.
(i) Domain and image: we have
b : [0, T ] × Rp → Rp,
σ : [0, T ] × Rp → Rp×n,
F : [0, T ] × Rp × R × Rn → R,
f : Rp → R,
and all these maps are assumed to be measurable.
(ii) Growth: there is a constant c > 0 such that
|b(t, x)| + |σ(t, x)|  c(1 + |x|),
|F (t, x, y, z)| + |f(x)|  c(1 + |x|r),
for some r  12 and all (t, x, y, z) ∈ [0, T ] × Rp × R × Rn.
(iii) Continuity: there is a constant c > 0 such that
|σ(t, x) − σ(t, y)| + |b(t, x) − b(t, y)|  c(1 + |x − y|),
|F (t, x, y1, z1) − F (t, x, y2, z2)|  c(|y1 − y2| + |z1 − z2|)
for (t, x, yi, zi) ∈ [0, T ] × Rp × R × Rn and i ∈ {1, 2}.
The ﬁrst ingredient of a forward–backward system is the SDE
dXt = b(t,Xt) dt + σ(t,Xt) dWt, s  t  T,
Xt = x, 0  t  s,
}
(5.3)
on (t, x) ∈ [0, T ] × Rp, where T is the ﬁnal time. We denote the unique strong
solution of (5.3) by Xs,xt for 0  t  T (see [26, deﬁnition 10.9]). We can assume
that Xs,xt is almost surely jointly continuous in the variables (s, t, x). The second
ingredient is the BSDE
−dYt = F (t,Xt, Yt, Zt) dt − ZTt dWt,
YT = f(XT ),
}
(5.4)
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for t ∈ [0, T ]. Here ZTt denotes the transpose of the vector-valued process Zt taking
values in Rn. For simplicity we restrict ourselves to scalar-valued Yt although the
results can be generalized to vector-valued processes.
A solution of the forward–backward system (5.3) and (5.4) is given by a triple
(Xs,xt , Y
s,x
t , Z
s,x
t ), with (Y
s,x
t , Z
s,x
t ) a solution of (5.4) or, equivalently, of the inte-
gral equation
Yt = f(XT ) +
∫ T
t
F (r,Xr, Yr, Zr) dr −
∫ T
t
ZTr dWr.
We require that Yt be a continuous adapted process, and Zt be a predictable process
with ∫ T
0
|Zr|2 ds < ∞
almost surely. The process Y s,xt has a version that is almost surely continuous in
(s, t) and twice continuously diﬀerentiable in x. For technical details we refer the
reader to [23].
The link with semilinear PDEs is a theorem of Feynman–Kac type.
Theorem 5.3 (El Karoui and Mazliak [8, proposition 3.5]). Let u be a function
belonging to C1,2([0, T ] × Rp) and suppose there is a constant c such that
|u(t, x)| + |σ(t, x)TDu(t, x)|  c(1 + |x|) (5.5)
for (t, x) ∈ [0, T ] × Rp. Also suppose that u is a solution of the PDE
∂tu + A(t)u + F (t, x, u, σTDu) = 0,
u(T, x) = f(x),
}
(5.6)
for the diﬀerential operator
A(t) = 1
2
∑
i,j
aij(t, x)∂i∂j +
∑
i
bi(t, x)∂i,
where aij = [σσT]ij and D is the gradient operator D = (D1, . . . , Dp). Then
u(t, x) = Y (t,x)t , where {(Y (s,x)t , Z(s,x)t ) : s  t  T} is the unique solution of the
BSDE (5.4). Moreover,
Y s,xt = u(t,X
s,x
t ),
Zs,xt = σ(t,X
s,x
t )
TDu(t,Xs,xt ),
}
(5.7)
for s  t  T .
The boundedness condition (5.5) will be irrelevant in our context, as we shall
work in uniform function spaces or in Sobolev spaces on bounded domains. Related
results can be formulated for bounded domains with boundary conditions.
After a time reversion τ = T − t the PDE (5.6) ﬁts into our framework with
Tj = σ1jD1 + · · · + σpjDp,
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for j = 1, . . . , n viewing the matrix components σij as multiplication operators. We
let X = C(Rp) and Xα = C1(Rp). We assume that A is independent of time and
sectorial in X so it generates an analytic semigroup G(t) in X (see [20, ch. 3.1.2]).
For ease of exposition we consider the simple perturbation approach on Rn, where
G0 = G, Gj = 0 for j  1. This satisﬁes hypothesis 3.6(ii).
Theorem 5.4. Suppose hypotheses 3.4 and 3.6 are met. Assume that the deriva-
tives of F (t, x, z0, z1, . . . , zn) with respect to x of all orders are bounded uniformly
in z1, . . . , zn. Then there are processes Y
(i)
t with values in R and Z
(i)
t with values
in Rn such that for every m ∈ N there is a constant cm  0 with∣∣∣∣Y s,xt −
m∑
i=0
Y
(i)
t
∣∣∣∣  cm(t − s)m+1,
∣∣∣∣Zs,xt −
m∑
i=0
Z
(i)
t
∣∣∣∣  cm(t − s)m+1
almost surely for all suﬃciently small t. The processes Y (i)t are given explicitly as
Y
(0)
t = E(f(X
s,x
T )), (5.8)
Y
(i)
t = E
(∫ T
t
F¯i−1(r;X
s,x
t , Y
0
t , Z
0
t , . . . , Y
i−1
t , Z
i−1
t ) dr
)
, (5.9)
for i  1 and functions F¯ i that can be constructed from the Fi in theorem 3.7.
Proof. We proceed in two steps, and for ease of exposition set s = 0.
Step 1 (existence of the approximation). By theorem 3.7 there exist functions ui :
[0, T ] → C1(Rp) such that
u(t) ∼ u0(t) + u1(t)t + u2(t)t2 + · · · ,
Tju(t) ∼ Tju0(t) + Tju1(t)t + Tju2(t)t2 + · · · ,
for j = 1, . . . , n in the spaces C(Rp) and C1(Rp), respectively. Then set
Y
(i)
t = t
iui(t,X
0,x
t ),
Z
(i)
t = t
i(T1ui(t,X
0,x
t ), . . . , Tnui(t,X
0,x
t ))
T.
Since the approximation of u by
∑∞
i=0 ui(t)t
i is formulated in the uniform norm,
the claim on the almost sure approximation follows similarly for Tju.
Step 2 (representation as a BSDE solution [23, p. 202]). Every tiui(t) is a mild
solution of the PDE (3.5). By assumption, all derivatives of F are bounded so
that the forcing term Fi is also bounded. Hence, the PDE (3.5) has a unique clas-
sical solution in C1,2([0, T ] × Rp) and this must agree with the mild solution. But
then by the Feynman–Kac theorem (theorem 5.3) we have that for i  1 the process
Y
(i)
t = tiui(t,X
0,x
t ) is the unique solution of the BSDE
− dY (i)t = Fi−1(t;X0,xt , u0, . . . , ui−1,
T1u0, . . . , T1ui−1, . . . , Tnu0, . . . , Tnui−1) dt − Z(i)Tt dWt,
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where each Tkui is evaluated at (t,X
0,x
t ). We can shorten this to
−dY (i)t = F¯i−1(t;Xt,xt , Y 0t , Z0t , . . . , Y i−1t , Zi−1t ) dt − Z(i)Tt dWt,
YT = 0,
}
(5.10)
for F¯i−1 obtained from Fi−1 by scaling the arguments by negative powers of t. The
solution of this BSDE is given explicitly as in (5.9). The process Z(i)t is the unique
process satisfying∫ T
t
Z(i)r dWr =
∫ T
t
F¯i−1 dr − E
(∫ T
t
F¯i−1 dr
)
,
which follows form the representation theorem for Brownian martingales [26, theo-
rem 36.1]. (There is also an alternative representation of Z(i) as an expectation
which is more suitable for numerical simulations; see [3].) The process Y (0)t is
given by [G(t)f ](X0,xt ), which can be expressed as the expectation (5.8).
Remark 5.5. The scheme serves to analytically approximate the solution of a
forward–backward system so as to allow qualitative insights into the structure of
the solution. A numerical implementation of this scheme can be done with well-
established and eﬃcient methods for numerically simulating BSDEs (see, for exam-
ple, [25]). Also, some practical problems do not involve suﬃciently regular terminal
conditions of drivers. By standard stability results of BSDE theory (e.g. [24, theo-
rem 5.11]), one can approximate the original problem by one involving continuous
and analytic functions and then employ our asymptotic expansion scheme.
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