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Abstract
The z-pinch is a classical steady state for the MHD model, where a confined plasma
fluid is separated by vacuum, in the presence of a magnetic field which is generated by
a prescribed current along the z direction. We develop a scaled variational framework
to study its stability in the presence of viscosity effect, and demonstrate that any such
z-pinch is always unstable. We also establish the existence of a largest growing mode,
which dominates the linear growth of the linear MHD system.
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1 Introduction
1.1 Formulation of the problem in Eulerian coordinates
In the present paper, we are concerned with the plasma-vacuum MHD system, where the
plasma is confined inside a rigid wall and isolated from it by a region of low enough density
to be treated as a “vacuum”. This model describes confined plasmas in a closed vessel, but
separated from the wall by a vacuum region. We consider the cylindrical domain
{
(x1, x2, z) ∈
R2 × 2πT|x21 + x22 ≤ r2w
}
, which is meant to model the container holding the plasma and the
container divides into two disjoint pieces, Ω(t) =
{
ρ(t) > 0
}
and Ωv(t) =
{
ρ(t) = 0
}
, with
the free boundary Σt,pv
def
= Ω(t) ∩Ωv(t) and the perfectly conducting wall Σw on the outside
rw. For smooth solutions, the compressible MHD system in the plasma region can be written
in Euler coordinates as
∂tρ+ (u · ∇)ρ+ ρ∇ · u = 0 in Ω(t),
ρ(∂tu+ (u · ∇)u) +∇(p+ 12 |B|2)−∇ · S(u) = (B · ∇)B in Ω(t),
∂tB −∇× (u×B) = 0 in Ω(t),
∇ ·B = 0 in Ω(t),
(1.1)
where the vector-field u = (u1, u2, u3) denotes the Eulerian plasma velocity field, ρ denotes the
density of the fluid, B = (B1, B2, B3) is magnetic field, and p denotes the pressure function.
The above system (1.1) is called compressible MHD equations which describe the motion of a
perfectly conducting fluid interacting with a magnetic field. Here, the open, bounded subset
Ω(t) ⊂ R3 denotes the changing volume occupied by the plasma with ρ(t) > 0 in Ω(t). The
strain tensor D(u) is defined as twice the symmetric part of the gradient of the velocity u,
that is, D(u) = ∇u +∇uT , with ∇ · u the rate of expansion of the plasma. The deviatoric
(trace-free) part of the strain tensor D(u) is then D0(u) = D(u) − 23divu I, where I is the
identity matrix. The viscous stress tensor in fluid is then given by S(u) = εD0(u) + δdiv u I,
where dynamic viscosity ε and bulk viscosity δ are constants. We have here considered the
polytropic gases, the constitutive relation, which is also called the equation of state, and is
given by p = Aργ , where A is an entropy constant and γ > 1 is the adiabatic gas exponent.
From the mass conservation equation in (1.1) and pressure satisfying γ law, one can get
that
∂tp+ u · ∇p+ γp∇ · u = 0. (1.2)
In the vacuum domain Ωv(t), we have the div-curl system{
∇ · B̂ = 0 in Ωv(t),
∇× B̂ = 0 in Ωv(t) (1.3)
which describes the vacuum magnetic field B̂. Here, we consider so-called pre-Maxwell dy-
namics. That is, as usual in nonrelativistic MHD, we neglect the displacement current 1
c2
∂tÊ,
where c is the speed of the light and Ê is the electric field. In general, quantities with a hat
·̂ denote vacuum variables.
We assume that the plasma region Ω(t) is isolated from the fixed perfectly conducting
wall Σw by a vacuum region Ω
v(t), which makes the plasma surface free to move. Hence,
this model is a free boundary problem of the combined plasma-vacuum system. To solve this
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system, we need to prescribe appropriate boundary conditions. On the perfectly conducting
wall Σw, the normal component of the magnetic field must vanish:
n · B̂|Σw = 0, (1.4)
where n is the outer unit normal to the boundary of Σw.
We prescribe the following jump conditions on the free boundary to connect the magnetic
fields across the surface. These arise from the divergence B equation, and the momentum
equations:  n · B = n · B̂ on Σt,pv,[[p+ 12 |B|2]]n− S(u)n = 0 on Σt,pv, (1.5)
where [[q]]Σt,pv denotes q̂ − q on the free boundary Σt,pv, and n is the outer normal to the
boundary of Ω(t).
In conclusion, denote V(Σt,pv) as the normal velocity of the free surface Σt,pv, the plasma-
vacuum compressible MHD system can be written in Eulerian coordinates as
∂tρ+∇ · (ρ u) = 0 in Ω(t),
ρ(∂tu+ (u · ∇)u) +∇(p+ 12 |B|2)−∇ · S(u) = (B · ∇)B in Ω(t),
∂tB −∇× (u×B) = 0, ∇ ·B = 0 in Ω(t),
∇ ·B = 0 in Ω(t),
∇ · B̂ = 0, ∇ × B̂ = 0 in Ωv(t),
V(Σt,pv) = u · n on Σt,pv,
n ·B = n · B̂ on Σt,pv,(
p+ 12 |B|2 − 12 |B̂|2
)
n− S(u)n = 0 on Σt,pv,
n · B̂|Σw = 0, ρ|t=0 = ρ0, u|t=0 = u0, B|t=0 = B0.
(1.6)
1.2 Background
The z-pinch instability in plasma for the compressible MHD system with vacuum and free
boundary is an interesting and long-time open problem since the pinch experiments of the
1960s and 1970s, see [12, 13] and the references therein. There are many numerical simulations
[3, 4]. Up to now, there is not rigirous mathematical proof for viscous compressible MHD
equations (1.6).
Note that Guo-Tice [7] and [8] proved the linear Rayleigh-Taylor instability for inviscid
and viscous compressible fluids by introducing a new variational method. Later on, using
variational method, many authors considered the effects of magnetic field in the fluid equa-
tions. Jiang-Jiang [9] considered the magnetic inhibition theory in non-resistive incompress-
ible MHD fluids. Jiang-Jiang [10] considered the nonlinear stability and instability in the
Rayleigh-Taylor problem of compressible MHD equations without vacuum and established
the stability/instability criteria for the stratified compressible magnetic Rayleigh-Taylor prob-
lem in Lagrangian coordinates. Jiang-Jiang [11] investigated the stability and instability of
the Parker problem for the three-dimensional compressible isentropic viscous magnetohy-
drodynamic system with zero resistivity in the presence of a modified gravitational force in
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a vertical strip domain in which the velocity of the fluid is non-slip on the boundary. Wang-
Xin [15] proved the global well-posedness of the inviscid and resistive problem with surface
tension around a non-horizontal uniform magnetic field for two-dimensional incompressible
MHD equations. Wang [14] got sharp nonlinear stability criterion of viscous incompressible
non-resistive MHD internal waves in 3D. Gui [6] considered the Cauchy problem of the two-
dimensional incomplressible magnetohydrodynamics system with inhomogeneous density and
electrical conductivity and has showed the global well-posedness for a generic family of the
variations of the initial data and an inhomogeneous electrical conductivity. All these results
do not contain vacuum. For presenting vacuum, under the Taylor sign condition of the total
pressure on the free surface, Gu-Wang [5] proved the local well-posedness of the ideal incom-
pressible MHD equations in Sobolev spaces. Recently, Bian-Guo-Tice [1] have established
any z-pinch linear instability for the ideal compressible MHD equations (1.6) with ε = δ = 0
and containing vaccum. In this paper, we will rigirously prove z-pinch linear instability for
system (1.6) with vacuum.
2 Steady state and main results
2.1 Derivation of the MHD system in Lagrangian coordinates
In this subsection, we mainly introduce the Lagrangian coordinates in which the free boundary
becomes fixed.
First, we assume the equilibrium domains are given by
Ω = {(r, θ, z)|r < r0, θ ∈ [0, 2π], z ∈ 2πT} and Ωv = {(r, θ, z)|r0 < r < rw, θ ∈ [0, 2π], z ∈ 2πT}.
Here, the constant r0 is the interface boundary and the constant rw is the perfectly conducting
wall position. This is meant to be a simplified model of the toroidal geometry employed in
tokamaks.
Now we introduce the Lagrangian coordinates.
1. The flow map
Let h(t,X ) be a position of the gas particle X in the equilibrium domain Ω at time t so
that {
d
dth(t,X ) = u(t, h(t,X )), t > 0, X ∈ Ω,
h|t=0 = X + g0(X ), X ∈ Ω.
(2.7)
Then the displacement g(t,X ) def= h(t,X ) − X satisfies{
d
dtg(t,X ) = u(t,X + g(t,X )),
g|t=0 = g0.
(2.8)
We define the Lagrangian quantities in the plasma as follows (where X = (x, y, z) ∈ Ω):
f(t,X ) def= ρ(t, h(t,X )), v(t,X ) def= u(t, h(t,X )), q(t,X ) def= p(t, h(t,X )),
b(t,X ) def= B(t, h(t,X )), A def= (Dh)−1, J def= det(Dh).
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According to definitions of the flow map h and the displacement g, for (i, j, k) ∈ {1, 2, 3} one
can get the following identities
Aki ∂khj = Ajk∂ihk = δji , ∂k(JAki ) = 0, ∂ihj = δji + ∂igj , Aji = δji −Aki ∂kgj , (2.9)
where the Einstein notation is used and will be used in the whole paper. If the displacement
g is sufficiently small in an appropriate Sobolev space, then the flow mapping h is a diffeo-
morphism from Ω0 to Ω(t), which allows us to switch back and forth from Lagrangian to
Eulerian coordinates.
2. Derivatives of J and A in Lagrangian coordinates
We write the derivatives of J and A in Lagrangian coordinates as follows:
∂tJ = JAji∂jvi, ∂ℓJ = JAji∂j∂ℓgi, ∂tAji = −AjkAℓi∂ℓvk,
∂ℓAji = −AjkAni ∂n∂ℓgk, ∂ivj = ∂ihkAℓk∂ℓvj = Aℓi∂ℓvj + ∂igkAℓk∂ℓvj .
(2.10)
3. Plasma equations in Lagrangian coordinates
Denote (∇A)i = Aji∂j . Then we can write the plasma equations in Lagrangian coordinates
as follows 
∂tg = v in Ω,
f∂tv +∇A
(
q + 12 |b|2
)
−∇A · SA(v) = (b · ∇A)b in Ω,
∂tf + f∇A · v = 0 in Ω,
∂tb+ b∇A · v = (b · ∇A)v in Ω,
∇A · b = 0 in Ω,
n · b = n · b̂ on Σ0,pv,(
q + 12 |b|2 − 12 |̂b|2
)
N − SA(v)N = 0 on Σ0,pv,
(2.11)
where SA(v) = ε
(
∇Av + ∇AvT − 23divA v I
)
+ δdivA v I and the exterior magnetic field b̂
satisfies the vacuum equations (5.107) in lagrangian coordinates which can be recalled from
Appendix of [1].
Since ∂tJ = JAji∂jvi = J ∇A ·v and J(0) = det(Dh0) = det(I+Dg0), with I the identity
matix, we find from the equation of f in (2.11) that f J = ρ0(h0) det(I +Dg0), where ρ0 is
given initial density function. Taking ρ0 such that ρ0(h0) det(I +Dg0) = ρ, we get
f = J−1 ρ, q = AJ−γ ργ . (2.12)
On the other hand, we multiply the magnetic field equation of (2.11) by JAT to get
JAij∂tbj + JAijbjAhk∂hvk = JAijbhAkh∂kvj,
which along with (2.10) implies
∂t(AijJbj) = JAij∂tbj +Aijbj∂tJ + Jbj∂tAij = JAij∂tbj + JAijbjAhk∂hvk − JbjAikAhj ∂hvk = 0.
Therefore, we have
JbjAij = J(0)bj0Aij(0) = det(I +Dg0)Bj0(h0)Aij(0), (2.13)
where B0 is given initial magnetic field. Taking B0 such that det(I+Dg0)B
j
0(h0)Aij(0) = B
i
,
we obtain from (2.13) that
bk = J−1Bi∂ihk = J−1B
k
+ J−1Bi∂igk.
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2.2 The equilibrium for the z-pinch plasma
We recall from [1] a z-pinch steady state of u = 0, B = (0, Bθ(r), 0), p = p(r), B̂ =
(0, B̂θ(r), 0). Assume the equilibrium domains are given by
Ω = {(r, θ, z)|r < r0, θ ∈ [0, 2π], z ∈ 2πT} and Ωv = {(r, θ, z)|r0 < r < rw, θ ∈ [0, 2π], z ∈ 2πT}.
Here, the constant r0 is the interface boundary and the consatnt rw is the perfectly conducting
wall position. This is meant to be a simplified model of the toroidal geometry employed in
tokamaks.
Then by Lemma 2.1, Lemma 2.4, Lemma 2.5, Lemma 2.6 and Corollary 2.7 in Bian-Guo-
Tice [1], we can get the following Proposition describing the steady solution.
Proposition 2.1. Assume that the function p(r) satisfies p(r) ≥ 0 and p(r) = 0 if and only
if r = r0, and
−
∫ r
0
s2p′(s)ds ≥ 0 for all 0 ≤ r ≤ r0, p(r) ∈ C2,1([0, r0]). (2.14)
Then the cylindrically symmetric steady solution u = 0, B = B(r), Jz = Jz(r), B̂ = B̂(r)
with a function p(r) taking the form of
Br = 0, Bz = 0, Bθ(r) =
(
− 2
r2
∫ r
0 s
2p′(s)ds
) 1
2
,
Jz(r) =
1
2
(
− 2
r2
∫ r
0 s
2p′(s)ds
)− 1
2
(
4
r3
∫ r
0 s
2p′(s)ds− 2p′(r)
)
+1r
(
− 2
r2
∫ r
0 s
2p′(s)ds
) 1
2
in Ω,
B̂r = 0, B̂z = 0, B̂θ(r) = Bθ(r0)
r0
r in Ω
v
,
(2.15)
solves the equilibrium equations in plasma domain,
∇p = J×B, ∇ · B = 0, J = ∇×B, (2.16)
and the system (1.3) in the vacuum region. We can define the equilibrium density
ρ(r) =
(
p(r)
A
)1/γ
.
Moreover, we have
Jz ∈ C1,1([0, r0]), Bθ ∈ C1,1([0, r0]), (2.17)
and the steady solution satisfies the following properties
(i) There exists r∗ ∈ (0, r0) such that
p′(r∗) +
2γp(r∗)B2θ (r∗)
r∗(γp(r∗) +B2θ (r∗))
< 0. (2.18)
(ii) For |m| ≥ 2, suppose that Jz : [0, r0]→ [0,∞) is non-increasing, then we have
2p′(r) +m2
B2θ (r)
r
≥ 0 for all r ∈ [0, r0].
6
(iii) For |m| ≥ 2, we define α = (m2− 2)/2 ≥ 1. Suppose that β > α ≥ 0 and Jz vanishes
to order β at the origin r = 0 in the sense that |Jz(r)| ≤ Crβ, and further suppose that
Bθ 6= 0 in (0, r0], i.e. Bθ has a sign. Then there exists r∗ ∈ (0, r0) such that
2p′(r∗) +m2
B2θ (r
∗)
r∗
< 0.
(iv) If Jz ≥ 0 and Jz is compactly supported in (0, r0), then for each m ∈ Z\{0}, there
exists r∗ ∈ (0, r0) such that
2p′(r∗) +m2
B2θ (r
∗)
r∗
< 0.
We remark that in Proposition 2.1, the property (i) implies unconditional instability of
any z-pinch equilibrium for m = 0. The property (ii) implies absence of instability for |m| ≥ 2
for a general class of z-pinch equilibria. The property (iii) implies the instability for |m| ≥ 2
for some class of z-pinch equilibria. And the property (iv) implies the instability for any
m ∈ Z\{0} for some class of z-pinch equilibria.
From Proposition 2.1, we know that at the plasma-vacuum interface, the steady solution
B(r) in cylindrical r, θ, z-coordinates satisfies naturally
n0 ·B = n0 · B̂ = 0, on Σ0,pv,
due to n0 = er, B = (0, Bθ(r), 0) and B̂ = (0, Bθ(r0)
r
r0
, 0).
Now we introduce the admissibility of the pressure p, which will be used in the following
sections.
Definition 2.2. We say that p is admissible if p(r) ≥ 0 for all r ∈ [0, r0] and p(r) = 0 if
and only if r = r0, p
′(r) ≤ 0 for r near r0, that is, p′(s) ≤ 0 for s ∈ (r0 − ǫ, r0] with small
constant ǫ > 0, and p(r) satisfies (2.14) and
lim
r→r0
p(r)
p′(r)
= 0. (2.19)
2.3 Lagrangian formulation and main results
From the Lagrangian formulation in Appendix of [1], the linearized viscous compressible
MHD system in a perturbation formulation around the steady solution in (2.15) takes the
following form
∂tg = v in Ω,
ρ∂ttg = ∇(g · ∇p+ γp∇ · g) + (∇×B)× [∇× (g ×B)]
+{∇ × [∇× (g ×B)]} ×B + div
(
ε
(
∇v +∇vT − 23div v I
)
+ δdiv v I
)
, in Ω,
∇ · Q̂ = 0, in Ωv,
∇× Q̂ = 0, in Ωv,
n · ∇ × (g × B̂) = n · Q̂, on Σ0,pv,[(
− γp∇ · g +B ·Q+ g · ∇(12 |B|2)) I− ε(∇v +∇vT )− (δ − 23ε)div v I]n
=
[(
B̂ · Q̂+ g · ∇(12 |B̂|2)) I]n, on Σ0,pv,
n · Q̂|Σw = 0, g|t=0 = g0,
(2.20)
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with Q = ∇× (g ×B).
Notations: Define the energy
E[g, Q̂] = Ep[g] + Es[g] + Ev[Q̂], (2.21)
where Ep[g], Es[g] and Ev[Q̂] are three real numbers, satisfying
Ep[g] =
1
2
∫
Ω
[
γp|∇ · g|2 + |Q|2 + (g∗ · ∇p)(∇ · g) + (∇×B) · (g∗ ×Q)
]
dx
+
1
4
µ
∫
Ω
[
ε
∣∣∣∇g +∇gT − 2
3
div g I
∣∣∣2 + 2δ|div g|2]dx, (2.22)
Es[g] =
1
2
∫
Σ0,pv
|n · g|2n · [[∇(p + 1
2
|B|2)]]dx, (2.23)
Ev[Q̂] =
1
2
∫
Ω
v
|Q̂|2dx. (2.24)
In order to introduce the energy E, using Lemma 5.5, formally we can get that
d
dt
‖√ρgt‖2L2 = −
d
dt
E[g, Q̂]. (2.25)
Our goal is to prove that there exists functions g and Q̂ such that inf∫ ρg2dV=1E[g, Q̂] < 0.
The main purpose of this paper is to construct the growing mode solution of the form
g(r, θ, z, t) = (gr,mk(r), gθ,mk(r), gz,mk(r))e
µt+i(mθ+kz),
Q̂(r, θ, z) = (iQ̂r,mk(r), Q̂θ,mk(r), Q̂z,mk(r))e
µt+i(mθ+kz),
(2.26)
where
µ > 0,
(r, θ, z) are the cylindrical coordinates, m,k ∈ Z, and the subscripts m and k will be dropped
for notational simplicity. Here, gθ and gz are pure imaginary functions, gr, Q̂r, Q̂θ and Q̂z
are real-valued functions, then we define new three real-valued funtions
ξ = er · g = gr, η = −iez · g = −igz , ζ = ieθ · g = igθ. (2.27)
which together with (2.26), gives that
Q = ∇× (g ×B) = im
r
Bθξer − [(Bθξ)′ − kBθη]eθ − m
r
ηBθez,
g · ∇p+ γp∇ · g = p′ξ + γp∇ · g, ∇ · g = 1
r
(rξ)′ − kη + m
r
ζ,
(2.28)
where the factor eµt+i(mθ+kz) is dropped for notational simplicity.
Denote the Fourier decomposition
E =
∑
m,k∈Z
Em,k.
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In terms of ξ, η and ζ, from the expressions in (2.28), the boundary conditions in (2.20) are
transformed to
Q̂r = 0, at r = rw, (2.29)
mB̂θξ = rQ̂r, at r = r0, (2.30)[
B2θξ −B2θξ′r + kB2θηr − B̂θQ̂θr
]
n
− εµ
(
2ξ′r,−iζ ′r + imξ + iζ, iη′r + iξkr
)T
− µ(δ − 2
3
ε)
[
ξ′r + ξ +mζ − kηr
]
n = 0, at r = r0.
(2.31)
We impose the boundary conditions (2.29) and (2.30) as constraint for variational problem
setup and the boundary condition (2.31) follows the minimizer solution. When m = 0, we
know that Q̂r = 0 on the boundary r = r0, which implies that Q̂r is separated from interior
variational problem. Obviously, it holds that Q̂ = 0. Therefore, for the case m = 0 and any
k ∈ Z, the energy functional (2.21) reduces to
E0,k(ξ, η, ζ) = 2π
2
∫ r0
0
{2p′ξ2
r
+B2θ
[
kη − 1
r
((rξ)′ − 2ξ)
]2
+ γp
[1
r
(rξ)′ − kη
]2}
rdr + 2π2
∫ r0
0
ε˜
[2
9
(
− 2ξ′ + ξ
r
− kη
)2
+
2
9
(
ξ′ − 2ξ
r
− kη
)2
+
2
9
(
ξ′ +
ξ
r
+ 2kη
)2
+
(
− ζ ′ + ζ
r
)2
+ (η′ + kξ)2 + k2ζ2
]
rdr + 2π2
∫ r0
0
δ˜
(
ξ′ +
ξ
r
− kη
)2
rdr.
(2.32)
For the case m 6= 0 and any k, the solution Q̂r and ξ are related by the boundary conditions
(2.30), so we can not set Q̂r = 0, therefore the energy funtional takes the form of
Em,k(ξ, η, ζ, Q̂r) = 2π
2
∫ r0
0
{
(m2 + k2r2)
[Bθ
r
η +
−kBθ(rξ)′ + 2kBθξ
m2 + k2r2
]2
+ γp
[1
r
(rξ)′ − kη + mζ
r
]2}
rdr + 2π2
∫ r0
0
ε˜
[2
9
(
− 2ξ′ + ξ
r
+
m
r
ζ − kη
)2
+
2
9
(
ξ′ − 2ξ
r
− 2m
r
ζ − kη
)2
+
2
9
(
ξ′ +
ξ
r
+
m
r
ζ + 2kη
)2
+
(
− ζ ′ + ζ
r
+
m
r
ξ
)2
+ (η′ + kξ)2 +
(m
r
η − kζ
)2]
rdr + 2π2
∫ r0
0
δ˜
(
ξ′ +
ξ
r
+
m
r
ζ − kη
)2
rdr
+ 2π2
∫ r0
0
m2B2θ
r(m2 + k2r2)
(ξ − rξ′)2dr + πL
∫ r0
0
[
2p′ +
m2B2θ
r
]
ξ2dr
+ 2π2
∫ rw
r0
[
|Q̂r|2 + 1
m2 + k2r2
|(rQ̂r)′|2
]
rdr.
(2.33)
We define the weighted L2 norm and the viscosity seminorm by
‖(ξ, η, ζ)‖21 =
∫ r0
0
ρ(|ξ|2 + |η|2 + |ζ|2)rdr, (2.34)
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‖(ξ, η, ζ)‖22 =
∫ r0
0
ε
[2
9
(
− 2ξ′ + ξ
r
+
m
r
ζ − kη
)2
+
2
9
(
ξ′ − 2ξ
r
− 2m
r
ζ − kη
)2
+
2
9
(
ξ′ +
ξ
r
+
m
r
ζ + 2kη
)2
+
(
− ζ ′ + ζ
r
+
m
r
ξ
)2
+ (η′ + kξ)2
+
(m
r
η − kζ
)2]
rdr +
∫ r0
0
δ
(
ξ′ +
ξ
r
+
m
r
ζ − kη
)2
rdr.
(2.35)
When using the notation g, the norms ‖(ξ, η, ζ)‖21 and ‖(ξ, η, ζ)‖22 are equivalent to
‖g‖21 = ‖
√
ρg‖2L2 =
∫
Ω
ρg2dx, (2.36)
‖g‖22 =
∫ t
0
∫
Ω
[ε
2
∣∣∣∇g +∇gT − 2
3
div g I
∣∣∣2 + δ|div g|2]dxds. (2.37)
We denote ∂ttf = ftt. Assume the steady solution (u,B, p) in plasma satisfies u = 0,
B = (0, Bθ(r), 0), p = p(r) and the steady solution B̂ in the vacuum region satisfies B̂ =
(0, B̂θ(r), 0) with B̂θ(r) = Bθ(r0)
r0
r , which are stated in (2.15). Our main results are as
follows.
Theorem 2.3. Assume (2.19) and Definition 2.2/the admissibility of the pressure p holds.
Then we have
1) For the modes m = 0 and any k ∈ Z, λ0,k = inf(ξ,η)∈A1 E0,k < 0, with the set A1 defined in
(3.67), there is always growing mode of z-pinch instability.
2) For the modes m 6= 0 and any k ∈ Z, if there exists r∗ such that 2p′(r∗) + m2B2θ (r∗)r∗ < 0,
then µm,k =
√−λm,k is the growing mode to the linearized PDE (2.20), see also (3.50) and
(3.51).
3)
0 < sup
B
µ = Λ <∞, where B = {(m,k) ∈ Z× Z|λm,k < 0}. (2.38)
4) Moreover, assume the initial data
√
ρ(gt(0), gtt(0)) ∈ L2(0, r0), Q̂t(0) ∈ L2(r0, rw) and
‖gt(0)‖2 is bounded, which is defined in (2.37), and assume g be a H2 solution to (2.20).
Then we have
‖gt‖21 + ‖gt‖22 + ‖∂ttg(t)‖21
≤ Ce2Λt
(
‖gt(0)‖21 + ‖gt(0)‖22 + ‖∂ttg(0)‖21 + ‖Q̂t(0)‖2L2
)
.
Remark 2.4. The main goal of this paper is to study the growing modes to the linearized
system (2.20), and we will leave the construction of H2 solutions for general initial conditions
for the future study.
Remark 2.5. In plasma literature, instability with |m| = 0 is called a Sausage instability,
and instability with |m| = 1 is called a Kink instability.
We construct a largest growing mode which dominates the linear dynamics around a z-
pinch steady state in the presence of viscosity effect. The main difficulties and innovations are
as follows. Beside the degeneracy both at the origin and the boundary, and the singularity
of 1r at the origin, we have several new difficulties in this paper.
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In the presence of viscosity, there is no natural variational framework for constructing
growing mode solutions to the linearized problem. We use the modified variational method
by studying a family of modified variational problems to produce the growing modes. More
precisely, we artificially remove the linear dependence on µ, and we define two modified
viscosities ε˜ = sε and δ˜ = sδ, instead of µε and µδ, where s > 0 is an arbitrary parameter,
then we can introduce a family of modified problem (3.50) along with boundary conditions
Q̂r = 0, at r = rw,
mB̂θξ = rQ̂r, at r = r0,[
B2θξ −B2θξ′r + kB2θηr − B̂θQ̂θr
]
n
− ε˜
(
2ξ′r,−iζ ′r + imξ + iζ, iη′r + ikξr
)T
− (δ˜ − 2
3
ε˜)
[
ξ′r + ξ +mζ − kηr
]
n = 0, at r = r0.
A solution to the modified problem with µ = s corresponds to a solution to the original
problem (3.49). Modifying the problem in this way restores the variational structure and
allows us to apply a constrained minimization to the viscous analogue of the energy E0,k
defined in (2.32) and Em,k defined in (2.33) to find a solution to (3.50) with µ = µ(s) > 0
when s > 0 is sufficiently small. When m = 0 and any k ∈ Z, we define
λ(s) = inf
(ξ,η,ζ)∈Xk
E0,k(ξ, η, ζ; s)
J (ξ, η, ζ) ,
and when m 6= 0 and any k ∈ Z, we define
λ(s) = inf
((ξ,η,ζ),Q̂r)∈A2
Em,k(ξ, η, ζ, Q̂r ; s),
with
A2 =
{(
(ξ, η, ζ), Q̂r
) ∈ Ym,k ×H1(r0, rw)|J (ξ, η, ζ) = 1,
mB̂θξ = rQ̂r at r = r0 and Q̂r = 0 at r = rw
}
.
We then further exploit the variational structure to show that λ is a continuous function
and is strictly increasing in s. Using this, we show in Proposition 3.18 when m = 0 and
Proposition 3.29 when m 6= 0 that the parameter s can be uniquely chosen so that
s = µ(s) =
√−λ, for any (m,k) ∈ Z× Z,
which implies that we have found a solution to the original problem (3.49).
In contrast to the inviscid case, the ill-posedness is now excluded. Thanks to the viscous
effect, we are able to show that there exists biggest growing mode for any m and k, and
prove limm,k→∞ µm,k = 0 by a contradiction argument, see Proposition 4.3. More precisely,
suppose that
lim sup
m→∞or k→∞
sm,k > 0.
Then we have
sm,k ≤ C0 + C
Dm,k
, for any (m,k) ∈ Z× Z.
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From (2.37) and new coordinates (2.26), the dissipation rate is defined naturally as
Dm,k = 2π
2
∫ r0
0
ε
[2
9
(
− 2ξ′ + ξ
r
+
m
r
ζ − kη
)2
+
2
9
(
ξ′ − 2ξ
r
− 2m
r
ζ − kη
)2
+
2
9
(
ξ′ +
ξ
r
+
m
r
ζ + 2kη
)2
+
(
− ζ ′ + ζ
r
+
m
r
ξ
)2
+ (η′ + kξ)2
+
(m
r
η − kζ
)2]
rdr + 2π2
∫ r0
0
δ
(
ξ′ +
ξ
r
+
m
r
ζ − kη
)2
rdr.
(2.39)
The key is to establish
Dm,k & k
2 +m2,
which involves delicate analysis for weighted estimates for
∫ r0
0
ξ2
r dr,
∫ r0
0
η2
r dr and
∫ r0
0
ζ2
r dr.
Precise algebraic manipulations have to be carried out to analyze the lower bound of the
viscous dissipation, for each case of m = 0, |m| = 1 and |m| ≥ 2 separately in Section 4.
3 A family of modified variational problems
3.1 Growing mode ansatz and Cylindrical coordinates
In order to see the property of the force operator
F (g) = ∇(g · ∇p+ γp∇ · g) + (∇×B)× [∇× (g ×B)] + {∇ × [∇× (g ×B)]} ×B
+ div
(
ε
(
∇gt +∇gTt −
2
3
divgt I
)
+ δdivgt I
)
,
(3.40)
we consider two displacement vector fields g and h defined over the plasma volume V , their
associated magnetic field perturbations
Q = ∇× (g ×B), R = ∇× (h×B),
and the vacuum perturbations Q̂ and R̂ defined over the vacuum volume V̂ are their ex-
tensions, that is, to ‘extend’ the function g into the vacuum by means of the magnetic field
variable Q̂, and likewise to ‘extend’ h by means of R̂. Then by Chapter 6 in [4] and Lemma
5.3 in [1], we have the following lemma.
Lemma 3.1. Assume g is a H2 solution of the system (2.20), then we get a meaning ex-
pression for the potential energy of interface plasma by identifying g, h, Q̂ and R̂, in the
quadratic form∫
Ω
h · F (g) dx = −
∫
Ω
[
γp∇ · g∇ · h+Q · R+ 1
2
∇p · (g∇ · h+ h∇ · g)
+
1
2
∇×B · (g ×R+ h×Q)
]
dx−
∫
Ω
v
Q̂ · R̂ dx
−
∫
Ω
(
ε
(
∇gt +∇gTt −
2
3
div gt I
)
+ δdiv gt I
)
: ∇hdx
−
∫
Σ0,pv
n · g n · hn ·
[[
∇(p+ 1
2
|B|2)
]]
dx,
(3.41)
which is symmetric in g and h, and their extensions Q̂ and R̂, if ε = δ = 0.
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Proof. Note that
div
(
ε
(
∇gt +∇gTt −
2
3
div gt I
)
+ δdiv gt I
)
· h
= div
[(
ε
(
∇gt +∇gTt −
2
3
div gt I
)
+ δdiv gt I
)
h
]
−
(
ε
(
∇gt +∇gTt −
2
3
div gt I
)
+ δdiv gt I
)
: ∇h.
Using the estimates in Lemma 5.3 in Bian-Guo-Tice [1], we get that
h · F (g) = −γp∇ · g∇ · h−Q ·R− 1
2
∇p · (g∇ · h+ h∇ · g)
− 1
2
∇×B · (g ×R+ h×Q)
+∇ · [h(g · ∇p)]−∇ · (hB ·Q) +∇ · (hγp∇ · g)
+
1
2
∇ · [(∇×B)B · (g × h)] +∇ · (Bh ·Q)
− 1
2
∇ · [(∇×B ×B) · (gh− hg)]
+ div
[(
ε
(
∇gt +∇gTt −
2
3
div gt I
)
+ δdiv gt I
)
h
]
−
(
ε
(
∇gt +∇gTt −
2
3
div gt I
)
+ δdiv gt I
)
: ∇h.
(3.42)
Integrating (3.42) gives that∫
Ω
h · F (g) dx = −
∫
Ω
[
γp∇ · g∇ · h+Q ·R+ 1
2
∇p · (g∇ · h+ h∇ · g)
+
1
2
∇×B · (g ×R+ h×Q)
]
dx
+
∫
Σ0,pv
n · h
(
g · ∇p−B ·Q+ γp∇ · g
)
dx
+
∫
Σ0,pv
n · hTr
[(
ε
(
∇gt +∇gTt −
2
3
div gt I
)
+ δdiv gt I
)]
dx
−
∫
Ω
(
ε
(
∇gt +∇gTt −
2
3
div gt I
)
+ δdiv gt I
)
: ∇hdx.
(3.43)
There are no contributions from the eighth, ninth and tenth terms of (3.42) to the surface
integral, since n · B = 0 and n · ∇ × B = 0 on the plasma surface, whereas ∇ × B × B is
parallel to n. From the second interface condition of (2.20), the surface integral takes the
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form of ∫
Σ0,pv
n · h
(
g · ∇p−B ·Q+ γp∇ · g
)
dx
+
∫
Σ0,pv
n · hTr
[(
ε
(
∇gt +∇gTt −
2
3
div gt I
)
+ δdiv gt I
)]
dx
= −
∫
Σ0,pv
n · hg ·
[[
∇(p+ 1
2
|B|2)
]]
dx−
∫
Σ0,pv
n · hB̂ · Q̂ dx
= −
∫
Σ0,pv
n · g n · hn ·
[[
∇(p+ 1
2
|B|2)
]]
dx−
∫
Σ0,pv
n · hB̂ · Q̂ dx
= −
∫
Σ0,pv
n · g n · hn ·
[[
∇(p+ 1
2
|B|2)
]]
dx−
∫
Ω
v
Q̂ · R̂ dx.
(3.44)
Here, we have used the facts − ∫Σ0,pv n · hB̂ · Q̂ dx = − ∫Ωv Q̂ · R̂ dx (Lemma 5.3 in Bian-Guo-
Tice [1]), the equilibrium jump condition
[[
p+ 12 |B|2
]]
= 0, which implies that the tangential
derivative of the jump vanishes as well ~t ·
[[
∇(p+ 12 |B|2)
]]
= 0, where ~t is an arbitrary unit
vector tangential to the surface. This finishes the proof.
We now record several computations in cylindrical coordinates.
Lemma 3.2. Let ε˜ = µε and δ˜ = µδ. We decompose Em,k as follows
Em,k(ξ, η, ζ, Q̂r) = E
p
m,k + E
s
m,k + E
v
m,k, (3.45)
where the fluid energy takes the form of
Epm,k = 2π
2
∫ r0
0
{
(m2 + k2r2)
[Bθ
r
η +
−kBθ(rξ)′ + 2kBθξ
m2 + k2r2
]2
+ γp
[1
r
(rξ)′ − kη + mζ
r
]2}
rdr + 2π2
∫ r0
0
ε˜
[2
9
(
− 2ξ′ + ξ
r
+
m
r
ζ − kη
)2
+
2
9
(
ξ′ − 2ξ
r
− 2m
r
ζ − kη
)2
+
2
9
(
ξ′ +
ξ
r
+
m
r
ζ + 2kη
)2
+
(
− ζ ′ + ζ
r
+
m
r
ξ
)2
+ (η′ + kξ)2 +
(m
r
η − kζ
)2]
rdr + 2π2
∫ r0
0
δ˜
(
ξ′ +
ξ
r
+
m
r
ζ − kη
)2
rdr
+ 2π2
∫ r0
0
m2B2θ
r(m2 + k2r2)
(ξ − rξ′)2dr + 2π2
∫ r0
0
[
2p′ +
m2B2θ
r
]
ξ2dr,
(3.46)
the surface energy vanishes
Esm,k = −2π2[B̂2θ −B2θ ]r=r0ξ2(r0) = 0, (3.47)
and when m 6= 0 and any k, the vacuum energy takes the form of
Evm,k = 2π
2
∫ rw
r0
[
|Q̂r|2 + 1
m2 + k2r2
|(rQ̂r)′|2
]
rdr. (3.48)
14
Proof. Recall (ξ, η, ζ) in (2.27) and (2.26). The proofs of (3.47) and (3.48) can be recalled
from the Lemma 3.1 in [1], so we only need to prove (3.46). Inserting the expressions of
(2.28) into (2.22) and using ξ∗θ = iζ, we can get (3.46). In fact,
(g∗ · ∇p)(∇ · g) = ξp′
(1
r
(rgr)
′ − kη + m
r
ζ
)
,
(∇×B) · (g∗ ×Q) =
(
B′θ +
Bθ
r
)[
− gr
(
(Bθgr)
′ − kBθη
)
− im
r
Bθgrg
∗
θ
]
=
(
B′θ +
Bθ
r
)[
− gr
(
(Bθgr)
′ − kBθη
)
+
m
r
ζBθgr
]
,
∇g =
 ∂rgr ∂rgθ ∂rgzimgr
r − gθr imgθr + grr imgzr
ikgr ikgθ ikgz
 =
 ξ′ −iζ ′ iη′im
r ξ +
iζ
r
m
r ζ +
ξ
r −mr η
ikξ kζ −kη
 ,
∇g +∇gT =
 2ξ′ −iζ ′ + imr ξ + iζr iη′ + ikξ−iζ ′ + imr ξ + iζr 2mr ζ + 2ξr −mr η + kζ
iη′ + ikξ −mr η + kζ −2kη
 ,
divg I =
 ξ′ + ξr − kη + mr ζ 0 00 ξ′ + ξr − kη + mr ζ 0
0 0 ξ′ + ξr − kη + mr ζ
 .
By p′ = −BθB′θ −
B2
θ
r , we have∫ r0
0
( m2B2θ
r2(m2 + k2r2)
[(rξ)′]2 + β0(rξ)2
)
rdr −
[ 2m2B2θ
m2 + k2r2
ξ2
]
r=r0
=
∫ r0
0
[
m2B2θ
r(m2 + k2r2)
(ξ − rξ′)2 + 2p′ξ2 + m
2B2θξ
2
r
]
dr,
with
β0 =
1
r
[
m2B2θ
r3
+
2m2Bθ(
Bθ
r )
′
r(m2 + k2r2)
− 4k
2m2B2θ
r(m2 + k2r2)2
+
2k2p′
m2 + k2r2
]
.
Combining the above identities with (2.22) and (2.28) yields (3.46).
Using g(r, θ, z, t) = (gr(r, t), gθ(r, t), gz(r, t))e
i(mθ+kz), we can prove that the second equa-
tion in (2.20) is reduced to the following system.
Lemma 3.3. Assume g(r, θ, z, t) = (gr(r, t), gθ(r, t), gz(r, t))e
i(mθ+kz) solves the second equa-
tion in (2.20), then ddr
γp+B2
θ
r
d
dr r − m
2
r2
B2θ − r(
B2
θ
r2
)′ − ddrk(γp+B2θ )−
2kB2
θ
r
d
dr
m
r γp
k(γp+B2
θ
)
r
d
drr −
2kB2
θ
r −k2(γp+B2θ )− m
2
r2
B2θ
mk
r γp
−mγp
r2
d
drr
mk
r γp −m
2
r2
γp

 ξη
ζ

+
 d11 d12 d13d21 d22 d23
d31 d32 d33
 ξtηt
ζt
 = ρ
 ξttηtt
ζtt
 ,
(3.49)
15
with
d11 = (
4ε
3
+ δ)
d2
dr2
+ (
4ε
3
+ δ)
d
dr
1
r
− ε
(m2
r2
+ k2
)
, d12 = −(ε
3
+ δ)k
d
dr
,
d13 = (
ε
3
+ δ)
d
dr
m
r
− 2εm
r2
, d21 = (
ε
3
+ δ)k
d
dr
+ (
ε
3
+ δ)
k
r
,
d22 = ε
d2
dr2
+
ε
r
d
dr
− εm
2
r2
− (4ε
3
+ δ)k2, d23 = (
ε
3
+ δ)
mk
r
,
d31 = −(ε
3
+ δ)
m
r
d
dr
− (7ε
3
+ δ)
m
r2
, d32 = (
ε
3
+ δ)
mk
r
,
d33 = ε
d2
dr2
+ ε
d
dr
1
r
− (4ε
3
+ δ)
m2
r2
− εk2.
Proof. Inserting the expression (2.28) into the second equation in (2.20), by g(r, θ, z, t) =
(gr(r, t), gθ(r, t), gz(r, t))e
i(mθ+kz) and the definitions of ξ, η and ζ in (2.27), we can easily get
that the second equation in (2.20) reduces to (3.49).
We now use the idea of modifying the viscosity parameters in Guo-Tice [8]. Taking the
normal mode (2.26) in Lemma 3.2, in order to restore the ability to use varational methods,
we artificially remove the linear dependence on µ. We define two modified viscosities ε˜ = sε
and δ˜ = sδ, instead of µε and µδ, where s > 0 is an arbitrary parameter, we can get modified
problem as follows.
Lemma 3.4. Assume g(r, θ, z, t) = (gr(r, t), gθ(r, t), gz(r, t))e
µt+i(mθ+kz) solves the second
equation in (2.20), then ddr
γp+B2
θ
r
d
dr r − m
2
r2
B2θ − r(
B2
θ
r2
)′ − ddrk(γp+B2θ )−
2kB2
θ
r
d
dr
m
r γp
k(γp+B2
θ
)
r
d
drr −
2kB2
θ
r −k2(γp+B2θ )− m
2
r2
B2θ
mk
r γp
−mγp
r2
d
drr
mk
r γp −m
2
r2
γp

 ξη
ζ

+
 a11 a12 a13a21 a22 a23
a31 a32 a33
 ξη
ζ
 = ρµ2
 ξη
ζ
 ,
(3.50)
with
a11 = (
4ε˜
3
+ δ˜)
d2
dr2
+ (
4ε˜
3
+ δ˜)
d
dr
1
r
− ε˜
(m2
r2
+ k2
)
, a12 = −( ε˜
3
+ δ˜)k
d
dr
,
a13 = (
ε˜
3
+ δ˜)
d
dr
m
r
− 2ε˜m
r2
, a21 = (
ε˜
3
+ δ˜)k
d
dr
+ (
ε˜
3
+ δ˜)
k
r
,
a22 = ε˜
d2
dr2
+
ε˜
r
d
dr
− ε˜m
2
r2
− (4ε˜
3
+ δ˜)k2, a23 = (
ε˜
3
+ δ˜)
mk
r
,
a31 = −( ε˜
3
+ δ˜)
m
r
d
dr
− (7ε˜
3
+ δ˜)
m
r2
, a32 = (
ε˜
3
+ δ˜)
mk
r
,
a33 = ε˜
d2
dr2
+ ε˜
d
dr
1
r
− (4ε˜
3
+ δ˜)
m2
r2
− ε˜k2.
Proof. Inserting the expression (2.28) into the second equation in (2.20), by g(r, θ, z, t) =
(gr(r, t), gθ(r, t), gz(r, t))e
µt+i(mθ+kz) and the definitions of ξ, η and ζ in (2.27), we can easily
get that the second equation in (2.20) reduces to (3.50).
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In order to study the stability to use variational methods in vacuum domain, we use the
following second-order ODE about Q̂r for m 6= 0 and any k.
Lemma 3.5 (Lemma 3.6 in [1]). The vacuum equations (2.20)3 and (2.20)4 can be reduced
to the second order differential equation[
r
m2 + k2r2
(rQ̂r)
′
]′
− Q̂r = 0, (3.51)
with the other two components Q̂θ = − mm2+k2r2 (rQ̂r)′ and Q̂z = − krm2+k2r2 (rQ̂r)′.
3.2 Modified variational problem when m = 0
In this subsection, we will introduce the definition of the function space Xk and its properties,
then give the modified variational analysis for the case m = 0 and any k ∈ Z. We first
introduce the Definition of the function space Xk for any k ∈ Z and its properties.
Definition 3.6. The weighted Sobolev space Xk is defined as the completion of
{
(ξ, η, ζ) ∈
C∞([0, r0])× C∞([0, r0])× C∞([0, r0])
∣∣∣ξ(0) = ζ(0) = 0}, with respect to the norm
‖(ξ, η, ζ)‖2Xk =
∫ r0
0
[(
− 2ξ′ + ξ
r
− kη
)2
+
(
ξ′ − 2ξ
r
− kη
)2
+
(
ξ′ +
ξ
r
+ 2kη
)2
+
(
− ζ ′ + ζ
r
)2
+ (η′ + kξ)2 + k2ζ2
]
rdr
+
∫ r0
0
(
ξ′ +
ξ
r
− kη
)2
rdr +
∫ r0
0
ρ(|ξ|2 + |η|2 + |ζ|2)rdr.
(3.52)
Next, we consider the basic estimate of ξ on the interval (0, r06 ).
Lemma 3.7. For any r ∈ (0, r06 ), it holds that
ξ(r) ≤
√
6
r0
( ∫ r0
3
r0
6
|ξ(a)|2da
) 1
2
+
∣∣∣( ∫ r03
r
|ξ′|2sds
) 1
2
∣∣∣∣∣∣ ln r0
3
− ln r
∣∣∣ 12 . (3.53)
Proof. Notice that |ξ(r)| =
∣∣∣ξ(a)−∫ ar ξ′dr∣∣∣ ≤ |ξ(a)|+∣∣∣( ∫ ar |ξ′|2sds) 12( ∫ ar 1sds) 12 ∣∣∣. Integrating
the above inequality about a on the interval ( r06 ,
r0
3 ), we have
r0
6
|ξ(r)| ≤
∫ r0
3
r0
6
|ξ(a)|da + r0
6
∣∣∣( ∫ r03
r
|ξ′|2sds
) 1
2
∣∣∣∣∣∣ ln r0
3
− ln r
∣∣∣ 12 ,
which gives (3.53).
Then we introduce the estimate of ξ(r) for any r ∈ ( r03 , r0).
Lemma 3.8. For any r ∈ ( r03 , r0), it holds that
ξ(r) ≤
√
6
r0
( ∫ r0
2
r0
3
|ξ(b)|2db
) 1
2
+
( ∫ r
r0
3
|ξ′|2|r0 − s|ds
) 1
2
∣∣∣ ln 2r0
3
− ln(r0 − r)
∣∣∣ 12 . (3.54)
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Proof. Notice that
ξ(r) = ξ(b) +
∫ r
b
ξ′dr ≤ ξ(b) +
( ∫ r
b
|ξ′|2|r0 − s|ds
) 1
2
( ∫ r
b
1
r0 − sds
) 1
2
.
Integrating the above inequality about b on the interval ( r03 ,
r0
2 ), we have
r0
6
ξ(r) ≤
∫ r0
2
r0
3
|ξ(b)|db + r0
6
( ∫ r
r0
3
|ξ′|2|r0 − s|ds
) 1
2
(∫ r
r0
3
1
r0 − sds
) 1
2
,
which is divided by r06 , gives (3.54).
From the Definition 3.6, Lemma 3.7 and Lemma 3.8, we can show the following compact-
ness results.
Proposition 3.9. Let πi for = 1, 2, 3 denote the projection operator onto the i-th factor,
there holds that πi : Xk → Zi is a bounded, linear, compact map for i = 1, 2, 3, where the
spaces
Z1 = {ξ ∈ L2(0, r0)}, Z2 = {η ∈ L2(0, r0)}, Z3 = {ζ ∈ L2(0, r0)}. (3.55)
We denote them by
Xk ⊂⊂ Z1, (3.56)
Xk ⊂⊂ Z2, (3.57)
Xk ⊂⊂ Z3. (3.58)
Proof. Assume that ‖(ξn, ηn, ζn)‖Xk ≤ C for n ∈ N. When m = 0, from Proposition 4.2, we
know that ∫ r0
0
ξ′n
2
rdr +
∫ r0
0
η′n
2
rdr +
∫ r0
0
ζ ′n
2
rdr ≤ C.
Fix any κ > 0. We claim that there exists a subsequence {ξni} so that
sup
i,j
‖ξni − ξnj‖Z1 ≤ κ. (3.59)
Therefore, from Lemma 3.7, choosing 0 < s0 <
r0
3 small enough such that C
(
6
r0
+
∣∣∣ ln r03 ∣∣∣ +
1
)
s0 ≤ κ6 , then we have∫ s0
0
ξ2n(r)dr ≤
6C
r0
s0 + C
∫ s0
0
∣∣∣( ∫ r03
r
|ξ′n|2sds
)∣∣∣∣∣∣ ln r0
3
− ln r
∣∣∣dr
≤ 6C
r0
s0 + C
∣∣∣ ln r0
3
∣∣∣s0 + C|s0 ln s0|
≤ C
( 6
r0
+
∣∣∣ ln r0
3
∣∣∣+ 1)s0 ≤ κ
6
.
(3.60)
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On the other hand, choosing r03 < s1 < r0 and s1 close enough to r0, such that C
(
6
r0
+∣∣∣ ln 2r03 ∣∣∣+ 1)(r0 − s1) ≤ κ6 , by Lemma 3.8, we can show that∫ r0
s1
ξ2n(r)dr ≤
6C
r0
(r0 − s1) + C
∫ r0
s1
(∫ r
r0
3
|ξ′n|2|r0 − s|ds
)∣∣∣ ln 2r0
3
− ln(r0 − r)
∣∣∣dr
≤ 6C
r0
(r0 − s1) + C
∫ r0
s1
∣∣∣ ln 2r0
3
− ln(r0 − r)
∣∣∣dr
≤ 6C
r0
(r0 − s1) + C
∣∣∣ ln 2r0
3
∣∣∣(r0 − s1) + C(r0 − s1)
+ C| ln(r0 − s1)(r0 − s1)|
≤ C
( 6
r0
+
∣∣∣ ln 2r0
3
∣∣∣+ 1)(r0 − s1) ≤ κ
6
,
(3.61)
where we have used the facts∫ r0
r0
3
|r0 − r|
∣∣ξ′∣∣2dr ≤ ∫ r0
r0
3
∣∣ξ′∣∣2rdr + ∫ r0
r0
3
∣∣ξ′∣∣2r0dr ≤ C.
Since the subinterval (s0, s1) avoids the singularity of
1
r and the degenerate of the density ρ
on the boundary r = r0, the function ξn is uniformly bounded in H
1(s0, s1). By the compact
embedding H1(s0, s1) ⊂⊂ C0(s0, s1), one can extract a subsequence {ξni} that converges in
L∞(s0, s1). So for i, j large enough, it holds that supi,j ‖ξni − ξnj‖2L∞(s0,s1) ≤ κ3(s1−s0) . Then
along the above subsequence one can get from (3.60) and (3.61) that
‖ξni − ξnj‖2L2(0,r0) =
∫ r0
0
|ξni − ξnj |2dr =
∫ s0
0
+
∫ s1
s0
+
∫ r0
s1
≤ 2C
( 6
r0
+
∣∣∣ ln r0
3
∣∣∣+ 1)s0 + (s1 − s0) sup
i,j
‖ηni − ηnj‖2L∞(s0,s1)
+ 2C
( 6
r0
+
∣∣∣ ln 2r0
3
∣∣∣+ 1)(r0 − s1) ≤ κ,
(3.62)
which implies the claim (3.59) and the compactness result (3.56). Similarly as the above
estimates, we can prove (3.57) and (3.58). We finish the proof.
Now, we give the variational analysis about the case m = 0 and any k ∈ Z. In order to
understand µ, we consider the energy (2.32) and
J (ξ, η, ζ) = 2π2
∫ r0
0
ρ(|ξ|2 + |η|2 + |ζ|2)rdr. (3.63)
From Definition 3.6 and Proposition 3.9, we can get that E0,k and J are both well defined
on the space Xk.
Lemma 3.10. E0,k and J are both well defined on the space Xk.
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Proof. Applying Lemma 3.7, we get for 0 < s0 <
r0
6 small enough that∣∣∣ ∫ s0
0
p′ξ2dr
∣∣∣ ≤ C ∫ s0
0
ξ2dr ≤ C
∫ s0
0
( ∫ r0
3
r0
6
|ξ(b)|2db
)
dr
+ C
∫ s0
0
( ∫ r0
3
r
|ξ′|2sds
)∣∣∣ ln r0
3
− ln r
∣∣∣dr
≤ CJ +C
(∫ r0
3
0
|ξ′|2sds
)∫ s0
0
∣∣∣ ln r0
3
− ln r
∣∣∣dr
≤ CJ +C
∫ r0
3
0
|ξ′|2sds ≤ CJ + C‖(ξ, η, ζ)‖2Xk .
On the other hand, from the proof of Proposition 3.9, it follows that∣∣∣ ∫ r0
s0
p′ξ2dr
∣∣∣ ≤ C ∫ r0
s0
ξ2dr ≤ C‖(ξ, η, ζ)‖2Xk .
Hence, we get that ∣∣∣ ∫ r0
0
p′ξ2dr
∣∣∣ ≤ CJ + C‖(ξ, η, ζ)‖2Xk , (3.64)
which implies from Proposition 3.9 that
|E0,k(ξ, η, ζ)| ≤ CJ + C‖
(
ξ, η, ζ
)‖2Xk + C ∫ r0
0
{
B2θ
[
kη − 1
r
((rξ)′ − 2ξ)]2}rdr
+ C
∫ r0
0
p
∣∣1
r
(rξ)′
∣∣2rdr + C‖ρ‖γ−1L∞ ∫ r0
0
ρ|η|2rdr + C
∫ r0
0
[(
− 2ξ′ + ξ
r
− kη
)2
+
(
ξ′ − 2ξ
r
− kη
)2
+
(
ξ′ +
ξ
r
+ 2kη
)2
+
(
− ζ ′ + ζ
r
)2
+ (η′ + kξ)2 + k2ζ2
]
rdr
+ C
∫ r0
0
(
ξ′ +
ξ
r
− kη
)2
rdr ≤ C‖(ξ, η, ζ)‖2Xk .
Hence, E0,k and J are both well-defined on the space Xk.
Define function g(r) = supr≤s≤r0
p(s)
−p′(s) , then by Definition 2.2/admissibility of the presure
p, we can get the following lemma.
Lemma 3.11 (Lemma 3.7 in [1]). Assume s1 near r0, then it holds that∫ r0
s1
−p′(r)ξ2dr ≤ 2p(s1)ξ2(s1) + 4g(s1)
∫ r0
s1
pξ′2dr, (3.65)
with g(s1)→ 0 as s1 → r0.
Now we define
λ(s) = inf
(ξ,η,ζ)∈Xk
E0,k(ξ, η, ζ; s)
J (ξ, η, ζ) . (3.66)
Consider the set
A1 = {(ξ, η, ζ) ∈ Xk|J (ξ, η, ζ) = 1}. (3.67)
20
We want to show that the infimum of E0,k(ξ, η, ζ) over the set A1 is achieved and is negative.
And then we show that the minimizer solves (3.50) with m = 0 and k 6= 0 and the corre-
sponding boundary conditions. First, we prove that the energy E0,k has a lower bound on
the set A1 and the coercivity estimate holds.
Lemma 3.12. The energy E0,k(ξ, η, ζ) has a lower bound on the set A1 and any minimizing
sequence (ξn, ηn, ζn) is bounded in Xk.
Proof. We can directly get from (2.32) that
E0,k(ξ, η, ζ) ≥ 2π2
∫ r0
0
{2p′ξ2
r
+ γp
[1
r
(rξ)′ − kη
]2}
rdr
+ 2π2
∫ r0
0
ε˜
[2
9
(
− 2ξ′ + ξ
r
− kη
)2
+
2
9
(
ξ′ − 2ξ
r
− kη
)2]
rdr
+ 2π2
∫ r0
0
δ˜
(
ξ′ +
ξ
r
− kη
)2
rdr
≥ 2π2min(ε˜, δ˜)
∫ r0
0
[2
9
(
− 2ξ′ + ξ
r
− kη
)2
+
2
9
(
ξ′ +
ξ
r
− kη
)2]
rdr
+ 2π2min(ε˜, δ˜)
∫ r0
0
[2
9
(
ξ′ − 2ξ
r
− kη
)2
+
2
9
(
ξ′ +
ξ
r
− kη
)2]
rdr
+ 4π2
∫ r0
0
p′ξ2dr
≥ 2π2min(ε˜, δ˜)
∫ r0
0
ξ′2rdr + 2π2min(ε˜, δ˜)
∫ r0
0
ξ2
r
dr + 4π2
∫ r0
0
p′ξ2dr,
(3.68)
for any (ξ, η, ζ) ∈ A. Here, we have used the facts that a2 + b2 ≥ 12 (a − b)2, with a =
−2ξ′ + ξr − kη, b = ξ′ + ξr − kη; a = ξ′ − 2ξr − kη, b = ξ′ + ξr − kη. By Lemma 3.7, choosing
0 < s0 <
r0
6 small enough such that Cs0 ≤ 14 , we obtain that∣∣∣ ∫ s0
0
p′ξ2dr
∣∣∣ ≤ C ∫ s0
0
ξ2dr ≤ C
∫ s0
0
( ∫ r0
3
r0
6
|ξ(b)|2db
)
dr
+ C
∫ s0
0
(∫ r0
3
r
|ξ′|2sds
)∣∣∣ ln r0
3
− ln r
∣∣∣dr
≤ CJ s0 + C
(∫ r0
3
0
|ξ′|2sds
)∫ s0
0
∣∣∣ ln r0
3
− ln r
∣∣∣dr
≤ CJ s0 + Cs0
∫ r0
3
0
|ξ′|2sds
≤ CJ s0 + 2Cs0π2min(ε˜, δ˜)
∫ r0
0
ξ′2rdr
≤ CJ s0 + 1
2
π2min(ε˜, δ˜)
∫ r0
0
ξ′2rdr.
(3.69)
On the other hand, from the proof of Proposition 3.9, choosing s0 < s1 < r0 close to r0 such
that C(r0 − s1) ≤ 14 , we get that∣∣∣ ∫ s1
s0
p′ξ2dr
∣∣∣ ≤ C ∫ s1
s0
ξ2dr ≤ CJ (3.70)
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and ∣∣∣ ∫ r0
s1
p′ξ2dr
∣∣∣ ≤ C ∫ r0
s1
ξ2dr ≤ C(r0 − s1)‖ξ‖2L∞(s1,r0) ≤ C(r0 − s1)‖ξ‖2H1(s1,r0)
≤ C(r0 − s1)π2min(ε˜, δ˜)
(∫ r0
s1
ξ′2rdr +
∫ r0
s1
ξ2
r
dr
)
≤ C(r0 − s1)π2min(ε˜, δ˜)
(∫ r0
0
ξ′2rdr +
∫ r0
0
ξ2
r
dr
)
≤ 1
4
π2min(ε˜, δ˜)
( ∫ r0
0
ξ′2rdr +
∫ r0
0
ξ2
r
dr
)
,
(3.71)
where we have used the facts H1(s1, r0) ⊂⊂ L∞(s1, r0). Therefore, we can prove
E0,k(ξ, η, ζ) ≥ π2min(ε˜, δ˜)
∫ r0
0
ξ′2rdr +
3
2
π2min(ε˜, δ˜)
∫ r0
0
ξ2
r
dr − 2CJ
≥ −2CJ = −2C,
(3.72)
which gives that the energy E0,k(ξ, η, ζ) has a lower bound on the set A1. Using the facts
that J = 1 and E0,k has a lower bound on set A1, we can choose a minimizing sequence
such that along the minimizing sequence, we have M ≤ E0,k(ξn, ηn, ζn) < M +1, and for the
minimizing sequence, we can show coercivity estimate:
‖(ξn, ηn, ζn)‖2Xk ≤ CJ + C(M + 1) ≤ C. (3.73)
We now show that the infimum of E0,k over the set A1 is negative for the case m = 0 and
any k ∈ Z.
Proposition 3.13. For any fixed k = k0, there exists constant s0 > 0 depending on ε, δ and
k0 so that for sufficiently small s ≤ s0, it holds that λ = inf E0,k < 0.
Proof. Since both E0,k and J are homogeneous degree 2, it suffices to show that
inf
(ξ,η,ζ)∈Xk
E0,k(ξ, η, ζ)
J (ξ, η, ζ) < 0.
But since J is positive definite, one may reduce to constructing (ξ, η, ζ) ∈ Xk (see (3.52))
such that E0,k(ξ, η, ζ) < 0. Notice that the first integral in the energy (2.32) can be rewritten
as
2π2
∫ r0
0
{[2p′
r
+
4γpB2θ
r2(γp+B2θ )
]
ξ2 + (γp+B2θ )
[
kη − 1
r
(
(rξ)′ − 2B
2
θ
γp+B2θ
ξ
)]2}
rdr.
From the property (i) of Proposition 2.1, we can choose a smooth function ξ∗ ∈ C∞c (0, r0)
such that
2π2
∫ r0
0
[2p′
r
+
4γpB2θ
r2(γp+B2θ )
]
ξ∗2rdr < 0.
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Then, we can assume that kη∗ = 1r
(
(rξ∗)′ − 2B2θ
γp+B2
θ
ξ∗
)
, such that the second term in
E0,k(ξ
∗, η∗, ζ∗) vanishes. Here, ξ∗ and η∗ are smooth function, belong to the space Xk.
Then we choose ζ∗ = 0.
From ξ∗ ∈ C∞c (0, r0) and kη∗ = 1r
(
(rξ∗)′− 2B2θ
γp+B2
θ
ξ∗
)
, for any finite fixed k = k0, it follows
that
2π2ε
∫ r0
0
[2
9
(
− 2ξ∗′ + ξ
∗
r
− kη∗
)2
+
2
9
(
ξ∗′ − 2ξ
∗
r
− kη∗
)2
+
2
9
(
ξ∗′ +
ξ∗
r
+ 2kη∗
)2
+ (η∗′ + kξ∗)2
]
rdr + 2π2δ
∫ r0
0
(
ξ∗′ +
ξ∗
r
− kη∗
)2
rdr ≤ C.
Therefore, the energy takes as follows
E˜(ξ∗) = E0,k
(
ξ∗,
1
kr
(
(rξ∗)′ − 2B
2
θ
γp+B2θ
ξ∗
)
, 0
)
= 2π2
∫ r0
0
[2p′
r
+
4γpB2θ
r2(γp +B2θ )
]
ξ∗2rdr
+ 2π2
∫ r0
0
ε˜
[2
9
(
− 2ξ∗′ + ξ
∗
r
− kη∗
)2
+
2
9
(
ξ∗′ − 2ξ
∗
r
− kη∗
)2
+
2
9
(
ξ∗′ +
ξ∗
r
+ 2kη∗
)2
+ (η∗′ + kξ∗)2
]
rdr + 2π2
∫ r0
0
δ˜
(
ξ∗′ +
ξ∗
r
− kη∗
)2
rdr
≤ 2π2
∫ r0
0
[2p′
r
+
4γpB2θ
r2(γp+B2θ )
]
ξ∗2rdr + sC.
Then there exists s0 > 0 such that s ≤ s0,
E˜(ξ∗) ≤ π2
∫ r0
0
[2p′
r
+
4γpB2θ
r2(γp+B2θ )
]
ξ∗2rdr < 0,
which implies the result.
We now deduce the existence of a minimizer of E0,k on the set A1.
Proposition 3.14. The energy E0,k achieves its infimum on the set A1.
Proof. First note that E0,k is bounded below on the set A1. Let (ξn, ηn, ζn) ∈ A1 be a mini-
mizing sequence. Then, we know that (ξn, ηn, ζn) is bounded in Xk, so up to the extraction
of a subsequence ψn = |Bθ|
[
kηn − 1r ((rξn)′ − 2ξn)
]
r
1
2 ⇀ ψ = |Bθ|
[
kη − 1r ((rξ)′ − 2ξ)
]
r
1
2
weakly in L2, and ξn → ξ, ηn → η and ζn → ζ strongly in L2 from the compactness results
in Proposition 3.9.
By weak lower semi-continuity, since ψn ⇀ ψ in the space L
2(0, r0), we have∫ r0
0
B2θ
[
kη − 1
r
((rξ)′ − 2ξ)
]2
rdr ≤ lim inf
n→∞
∫ r0
0
B2θ
[
kηn − 1
r
((rξn)
′ − 2ξn)
]2
rdr.
Because of the quadratic structure of all the terms in the integrals defining E0,k, similarly by
weak lower semicontinuity and strong L2 convergence, we get that
E0,k(ξ, η, ζ) ≤ lim inf
n→∞ E0,k(ξn, ηn, ζn) = infA1
E0,k.
All that remains is to show that (ξ, η, ζ) ∈ A1. By the compactness results in Proposition
3.9, when m = 0 and any k ∈ Z, we can prove up to subsequence limn→∞ J (ξn, ηn, ζn) =
J (ξ, η, ζ) = 1, which implies that (ξ, η, ζ) ∈ A1.
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We now prove that the minimizer constructed in the previous result satisfies Euler-
Lagrange equations equivalent to (3.50) with m = 0 and any k ∈ Z.
Proposition 3.15. Let (ξ, η, ζ) ∈ A1 be the minimizer of E0,k constructed in Proposition
3.14. Then (ξ, η, ζ) are smooth when restricted to (0, r0) and satisfy ddr
γp+B2
θ
r
d
drr − r(
B2
θ
r2 )
′ − ddrk(γp +B2θ )−
2kB2
θ
r 0
k(γp+B2
θ
)
r
d
drr −
2kB2
θ
r −k2(γp+B2θ ) 0
0 0 0

 ξη
ζ
+
 (4ε˜3 + δ˜) d
2
dr2
+ (4ε˜3 + δ˜)
d
dr
1
r − ε˜k2 −( ε˜3 + δ˜)k ddr 0
( ε˜3 + δ˜)k
d
dr + (
ε˜
3 + δ˜)
k
r ε˜
d2
dr2
+ ε˜r
d
dr − (4ε˜3 + δ˜)k2 0
0 0 ε˜ d
2
dr2
+ ε˜ ddr
1
r − ε˜k2

 ξη
ζ

= −ρλ
 ξη
ζ
 ,
(3.74)
along with the interface boundary conditions[
B2θξ −B2θξ′r + kB2θηr
]
n
+ ε˜
(
− 2ξ′r, iζ ′r − iζ,−iη′r − ikξr
)T
−
(
δ˜ − 2
3
ε˜
)[
ξ′r + ξ − kηr
]
n = 0, at r = r0.
(3.75)
Proof. Since we want to use the structure of the energy and properties of functional space, we
first change the spectral formula (3.74) into the following equations by a simple computation
− ddr
{
γp
[
kη − 1r (rξ)′
]}− ddr{B2θ[kη − 1r((rξ)′ − 2ξ)]}
+(4ε˜3 + δ˜)
d2
dr2
ξ + (4ε˜3 + δ˜)
d
dr
ξ
r − ε˜k2ξ − ( ε˜3 + δ˜)k ddrη
−2B2θr
[
kη − 1r
(
(rξ)′ − 2ξ)]− 2p′ξr = −ρλξ,
−k(γp +B2θ )
[
kη − 1r (rξ)′ +
2B2
θ
r(γp+B2
θ
)
ξ
]
+ ( ε˜3 + δ˜)k
d
dr ξ + (
ε˜
3 + δ˜)
kξ
r
+ε˜ d
2
dr2
η + ε˜r
d
drη − (4ε˜3 + δ˜)k2η = −ρλη,
ε˜ d
2
dr2
ζ + ε˜ ddr
ζ
r − ε˜k2ζ = −ρλζ.
(3.76)
Next, we prove the minimization ξ, η and ζ satisfy the equations (3.76) in weak sense on
(0, r0).
Fix (ξ0, η0, ζ0) ∈ Xk (see (3.52)). Define
j(t, τ(t)) = J (ξ + tξ0 + τ(t)ξ, η + tη0 + τ(t)η, ζ + tζ0 + τ(t)ζ)
and note that j(0, 0) = 1. Moreover, j is smooth,
∂j
∂t
(0, 0) = 2π2
∫ r0
0
2ρ(ξ0ξ + η0η + ζ0ζ)rdr,
∂j
∂τ
(0, 0) = 2π2
∫ r0
0
2ρ(ξ2 + η2 + ζ2)rdr = 2.
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So, by the inverse function theorem, we can solve for τ = τ(t) in a neighborhood of 0 as a
C1 function of t so that τ(0) = 0 and j(t, τ(t)) = 1. We may differentiate the last equation
to find
∂j
∂t
(0, 0) +
∂j
∂τ
(0, 0)τ ′(0) = 0,
which gives that
τ ′(0) = −1
2
∂j
∂t
(0, 0) = −2π2
∫ r0
0
ρ(ξ0ξ + η0η + ζζ0)rdr.
Since (ξ, η, ζ) is the minimizer over the set A1, we may make variations with respect to
(ξ0, η0, ζ0) to find that
0 =
d
dt
∣∣∣∣
t=0
E0,k(ξ + tξ0 + τ(t)ξ, η + tη0 + τ(t)η, ζ + tζ0 + τ(t)ζ),
which together with (3.66) and (3.67), implies that
0 = 4π2
∫ r0
0
2p′ξξ0dr + 4π2
∫ r0
0
B2θ
[
kη − 1
r
(
(rξ)′ − 2ξ)]{− 1
r
[(
rξ0
)′ − 2ξ0]}rdr
+ 4π2
∫ r0
0
γp
[1
r
(rξ)′ − kη
]
(rξ0)
′dr + 4π2
∫ r0
0
kB2θ
[
kη − 1
r
(
(rξ)′ − 2ξ)]η0rdr
+ 4π2
∫ r0
0
γp
[1
r
(rξ)′ − kη
]
(−kη0)rdr + 4π2
∫ r0
0
[2ε˜
3
(
− ξ′ξ0 − ξξ′0 +
2ξξ0
r
)
+
(4ε˜
3
+ δ˜
)
ξ′ξ′0r + ε˜k
2ξξ0r + δ˜
(
ξ′ξ0 + ξξ′0 +
ξξ0
r
)]
dr + 4π2
∫ r0
0
[(2ε˜
3
− δ˜
)
kηξ′0r
+
(2ε˜
3
− δ˜
)
kηξ0 + ε˜η
′kξ0r
]
dr + 4π2
∫ r0
0
[
ε˜k2ζζ0r − ε˜ζ ′ζ0 − ε˜ζζ ′0 + ε˜
ζζ0
r
+ ε˜ζ ′ζ ′0r
]
dr
+ 4π2
∫ r0
0
[(2ε˜
3
− δ˜
)
kξ′η0r +
(2ε˜
3
− δ˜
)
kξη0 + ε˜kξη
′
0r
]
dr
+ 4π2
∫ r0
0
[(4ε˜
3
+ δ˜
)
k2ηη0r + ε˜η
′η′0r
]
dr + 2τ ′(0)λ.
Since ξ0, η0 and ζ0 are independent, one has the triplet of equations∫ r0
0
2p′ξξ0dr −
∫ r0
0
B2θ
[
kη − 1
r
(
(rξ)′ − 2ξ)][(rξ0)′ − 2ξ0]dr
+
∫ r0
0
[2ε˜
3
(
− ξ′ξ0 − ξξ′0 +
2ξξ0
r
)
+
(4ε˜
3
+ δ˜
)
ξ′ξ′0r + ε˜k
2ξξ0r
+ δ˜
(
ξ′ξ0 + ξξ′0 +
ξξ0
r
)]
dr +
∫ r0
0
[(2ε˜
3
− δ˜
)
kηξ′0r +
(2ε˜
3
− δ˜
)
kηξ0 + ε˜η
′kξ0r
]
dr
+
∫ r0
0
γp
[1
r
(rξ)′ − kη
]
(rξ0)
′dr =
∫ r0
0
ρλξ0ξrdr,
(3.77)
∫ r0
0
kB2θ
[
kη − 1
r
(
(rξ)′ − 2ξ)]η0rdr + ∫ r0
0
γpk
[
kη − 1
r
(rξ)′
]
η0rdr
+
∫ r0
0
[(2ε˜
3
− δ˜
)
kξ′η0r +
(2ε˜
3
− δ˜
)
kξη0 + ε˜kξη
′
0r
]
dr +
∫ r0
0
[(4ε˜
3
+ δ˜
)
k2ηη0r
+ ε˜η′η′0r
]
dr =
∫ r0
0
ρλη0ηrdr,
(3.78)
25
∫ r0
0
(
ε˜k2ζζ0r − ε˜ζ ′ζ0 − ε˜ζζ ′0 + ε˜
ζζ0
r
+ ε˜ζ ′ζ ′0r
)
dr =
∫ r0
0
ρλζ0ζrdr. (3.79)
So ξ, η and ζ satisfy (3.76) in a weak sense on (0, r0), if (ξ0, η0, ζ0) are chosen compactly
supported in (0, r0). Now we prove that the interface boundary conditions (3.75) are satisfied.
From the equations (3.76), we get
− d
dr
{
(γp +B2θ )
[
kη − 1
r
(
(rξ)′ − 2ξ)]}+ (4ε˜
3
+ δ˜)
d2
dr2
ξ
+ (
4ε˜
3
+ δ˜)
d
dr
ξ
r
− ( ε˜
3
+ δ˜)k
d
dr
η − ε˜k2ξ + 2γpξ
′
r
+
2γp′ξ
r
− 2γpξ
r2
− 2B
2
θ
r
[
kη − 1
r
(
(rξ)′ − 2ξ)]− 2p′ξ
r
= −ρλξ,
ε˜
d2
dr2
η +
ε˜
r
d
dr
η + (
ε˜
3
+ δ˜)k
d
dr
ξ + (
ε˜
3
+ δ˜)
kξ
r
− (4ε˜
3
+ δ˜)k2η
− k(γp+B2θ )
[
kη − 1
r
(rξ)′ +
2B2θ
r(γp+B2θ )
ξ
]
= −ρλη,
ε˜
d2
dr2
ζ + ε˜
d
dr
ζ
r
− ε˜k2ζ = −ρλζ.
(3.80)
From (ξ, η, ζ) ∈ Xk and the compactness results in Proposition 3.9, we deduce that (ξ, η, ζ) ∈
H1( r02 , r0)×H1( r02 , r0)×H1( r02 , r0) when m = 0 and any k ∈ Z, which gives that
d
dr
{
(γp +B2θ )
[
kη − 1
r
(
(rξ)′ − 2ξ
)]
+
(4ε˜
3
+ δ˜
)(
ξ′ +
ξ
r
)
−
( ε˜
3
+ δ˜
)
kη
}
∈ L2(r0
2
, r0),
ε˜
d2
dr2
η +
ε˜
r
d
dr
η ∈ L2(r0
2
, r0),
d
dr
(
ε˜ζ ′ + ε˜
ζ
r
)
∈ L2(0, r0).
Hence (γp+B2θ)
[
kη− 1r
(
(rξ)′−2ξ)]+(4ε˜3 +δ˜)(ξ′+ ξr)−( ε˜3+δ˜)kη, ε˜η′+ ε˜rη and ε˜ζ ′+ε˜ ζr are well-
defined at the endpoint r = r0. Make variations with respect to (ξ0, η0, ζ0) ∈ C∞c ((0, r0]) ×
C∞c ((0, r0]) × C∞c ((0, r0]). Integrating the terms in (3.77)-(3.79) by parts and using that
(ξ, η, ζ) solve the equations (3.76) on (0, r0), we get that
−B2θ
[
kη − 1
r
(
(rξ)′ − 2ξ
)]
(rξ0)
∣∣∣
r=r0
+ γp
[1
r
(rξ)′ − kη
]
(rξ0)
∣∣∣
r=r0[
− 2ε˜
3
ξξ0 + δ˜ξξ0 +
(4ε˜
3
+ δ˜
)
ξ′ξ0r +
(2ε˜
3
− δ˜
)
kηξ0r
]∣∣∣
r=r0
= 0,(
ε˜kξη0r + ε˜η
′η0r
)∣∣∣
r=r0
= 0,
(
ε˜ζ ′ζ0r − ε˜ζζ0
)∣∣∣
r=r0
= 0.
(3.81)
Since the test functions ξ0, η0 and ζ0 may be chosen arbitrarily, by the pressure p = 0 on the
boundary r = r0, we get the interface boundary conditions
−B2θ
[
kηr − ξ′r + ξ]∣∣∣
r=r0
+
[(
δ˜ − 2ε˜
3
)(
ξ − kηr + ξ′r)+ 2ε˜ξ′r]∣∣∣
r=r0
= 0,(
ε˜kξr + ε˜η′r
)∣∣∣
r=r0
= 0,
(
ε˜ζ ′r − ε˜ζ
)∣∣∣
r=r0
= 0,
(3.82)
which insures that (3.75) holds. We finish the proof.
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Next, we establish the continuity and monotonicity properties of the eigenvalue λ(s).
Proposition 3.16. Let λ : (0,∞)→ R be given by (3.66). Then the following hold:
(i) λ ∈ C0,1loc ((0,∞)), and λ ∈ C0((0,∞)).
(ii) There exists a positive constant C2 = C2(r0, p, ε, δ, k) so that
λ(s) ≥ −C + sC2. (3.83)
(iii) λ(s) is strictly increasing.
Proof. Fix a compact interval Q = [a, b] ⊂⊂ (0,∞), and fix (ξ0, η0, ζ0) ∈ A1. We can
decompose E0,k as follows
E0,k(ξ, η, ζ; s) = E
0
0,k(ξ, η, ζ) + sE
1
0,k(ξ, η, ζ), (3.84)
with
E00,k(ξ, η, ζ) = 2π
2
∫ r0
0
{[2p′
r
+
4γpB2θ
r2(γp+B2θ )
]
ξ2
+ (γp+B2θ )
[
kη − 1
r
(
(rξ)′ − 2B
2
θ
γp+B2θ
ξ
)]2}
rdr,
(3.85)
E10,k(ξ, η, ζ) = 2π
2
∫ r0
0
ε
[2
9
(
− 2ξ′ + ξ
r
− kη
)2
+
2
9
(
ξ′ − 2ξ
r
− kη
)2
+
2
9
(
ξ′ +
ξ
r
+ 2kη
)2
+
(
− ζ ′ + ζ
r
)2
+ (η′ + kξ)2 + k2ζ2
]
rdr
+ 2π2
∫ r0
0
δ
(
ξ′ +
ξ
r
− kη
)2
rdr.
(3.86)
The nonnegativity of E10,k implies that E0,k is non-decreasing in s with (ξ, η, ζ) ∈ A1 kept
fixed. By Proposition 3.14, for each s ∈ (0,∞) we can find (ξ, η, ζ) ∈ A1 so that
E0,k(ξs, ηs, ζs; s) = inf
(ξ,η,ζ)∈A1
E0,k(ξ, η, ζ; s) = λ(s).
From the nonnegativity of E10,k, the minimality of (ξs, ηs, ζs) and for 0 < s0 < r0
E00,k(ξ, η, ζ) ≥ π2
∫ r0
s0
γp
∣∣∣1
r
(rξ)′
∣∣∣2rdr − 3CJ ≥ −3CJ , (3.87)
which can be proved from Lemma 3.10 of Bian-Guo-Tice [1], using Lemma 3.11, we have
E0,k(ξ0, η0, ζ0; b) ≥ E0,k(ξ0, η0, ζ0; s) ≥ E0,k(ξs, ηs, ζs; s) ≥ sE10,k(ξs, ηs, ζs)− C,
for all s ∈ Q. This implies that there exists a constant
0 < K = K(a, b, ξ0, η0, ζ0, π, p) <∞
so that
sup
s∈Q
E10,k(ξs, ηs, ζs) ≤ K. (3.88)
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Let si ∈ Q for i = 1, 2. Using the minimality of (ξs1 , ηs1 , ζs1) compared to (ξs2 , ηs2 , ζs2), we
have
λ(s1) = E0,k(ξs1 , ηs1 , ζs1 ; s1) ≤ E0,k(ξs2 , ηs2 , ζs2 ; s1), (3.89)
which together with (3.84) gives that
E0,k(ξs2 , ηs2 , ζs2 ; s1) ≤ E0,k(ξs2 , ηs2 , ζs2 ; s2) + |s1 − s2|E10,k(ξs2 , ηs2 , ζs2)
= λ(s2) + |s1 − s2|E10,k(ξs2 , ηs2 , ζs2).
(3.90)
Combining (3.88), (3.89) and (3.90), we get that λ(s1) ≤ λ(s2) +K|s1 − s2|, which implies
that (i) holds.
Now, we prove (ii). Note that (3.87) and the nonnegativity of E10,k imply that
λ(s) ≥ s inf
(ξ,η,ζ)∈A
E10,k(ξ, η, ζ) −C,
where we denote the constant C2 = inf(ξ,η,ζ)∈AE10,k(ξ, η, ζ) and this canstant is positive.
Finally, we show (iii). Notice that if 0 < s1 < s2 < ∞, then the decomposition (3.84)
ensures that
λ(s1) = E0,k(ξs1 , ηs1 , ζs1 ; s1) ≤ E0,k(ξs2 , ηs2 , ζs2 ; s1)
≤ E0,k(ξs2 , ηs2 , ζs2 ; s2) = λ(s2).
So λ is non-decreasing in s. Suppose by way of contradiction that λ(s1) = λ(s2). Then,
the above inequality implies that s1E
1
0,k(ξs2 , ηs2 , ζs2) = s2E
1
0,k(ξs2 , ηs2 , ζs2), which gives that
E10,k(ξs2 , ηs2 , ζs2) = 0. This in turn implies ξs2 = ηs2 = ζs2 = 0, which contradicts that
(ξs2 , ηs2 , ζs2) ∈ A1. Therefore, the equality can not be achieved, and λ is strictly increasing
in s.
Remark 3.17. Define the open set S = λ−1(−∞, 0) ⊂ (0,∞), then we calculate µ = √−λ >
0. The open set S is nonempty by Proposition 3.13.
From Proposition 3.13 and lower bound (3.83), we can show the uniqueness of s.
Proposition 3.18. There exists a unique s ∈ S so that µ(s) = √−λ > 0 and s = µ(s).
Proof. From Proposition 3.13, we know that there exist two constants C0 > 0 and C1 > 0 such
that λ(s) ≤ −C0+ sC1. On the other hand, the lower bound (3.83) implies that λ(s)→ +∞,
as s→∞. Since λ is continuous and strictly increasing, there exists s∗ ∈ (0,∞) so that
S = λ−1((−∞, 0)) = (0, s∗).
Since λ < 0, on S, we can define µ = √−λ(s). Now, we define the function Φ : (0, s∗) →
(0,∞) according to Φ(s) = sµ(s) . So Φ is continous and strictly increasing in s from the
continuity and monotonicity properties of λ. Moreover, we know that lims→0Φ(s) = 0 and
lims→s∗ Φ(s) = +∞. By the intermediate value theorem, there exists s ∈ (0, s∗) so that
Φ(s) = 1, that is, s = µ(s). This s is unique since Φ is strictly increasing.
Now, we consider the regularity of ξ, η and ζ.
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Proposition 3.19. Let (ξ, η, ζ) be the solutions to (3.74) or (3.76), then there exists An such
that
‖ξ(n)r(2n−1)/2‖L2(0,r0) ≤ An, ‖η(n)r(2n−1)/2‖L2(0,r0) ≤ An, ‖ζ(n)r(2n−1)/2‖L2(0,r0) ≤ An,
with An depending on r0, k, π and the presure p.
Proof. Applying (ξ, η, ζ) ∈ Xk and the compactness results in Proposition 3.9, when m =
0 and any k ∈ Z, we can get that (ξ, η, ζ) ∈ L2(0, r0) and
(√
rξ′,
√
rη′,
√
rζ ′, ξ√
r
, ζ√
r
)
∈
L2(0, r0). From the system (3.76), we have
‖ξ′′r3/2‖L2(0,r0) ≤ C
∥∥∥(ξ, η,√rξ′,√rη′, ξ√
r
)∥∥∥
L2(0,r0)
,
‖η′′r3/2‖L2(0,r0) ≤ C
∥∥∥(ξ, η,√rξ′,√rη′, ξ√
r
)∥∥∥
L2(0,r0)
,∥∥∥ζ ′′r3/2‖L2(0,r0) ≤ C‖( ζ√r ,√rζ ′)‖L2(0,r0).
By induction on n. Suppose for some n ≥ 1,
‖ξ(n)r(2n−1)/2‖L2(0,r0) ≤ An, ‖η(n)r(2n−1)/2‖L2(0,r0) ≤ An, ‖ζ(n)r(2n−1)/2‖L2(0,r0) ≤ An.
By Remark 3.17, then differentiating (3.76), we get that there exists a constant C depending
on the various parameters so that
‖ξ(n+1)r(2n+1)/2‖L2(0,r0) ≤ CAn ≤ An+1,
‖η(n+1)r(2n+1)/2‖L2(0,r0) ≤ CAn ≤ An+1,
‖ζ(n+1)r(2n+1)/2‖L2(0,r0) ≤ CAn ≤ An+1.
Then, the bound holds for n+ 1, and so by induction the bound holds for all n ≥ 1.
3.3 Modified variational problem when m 6= 0
In this subsection, we will first introduce the definition of function space Ym,k and its prop-
erties, then prove the instability for any m 6= 0 and any k ∈ Z.
First, let us introduce the definition of the space Ym,k.
Definition 3.20. The weighted Sobolev space Ym,k is defined as the completion of
{
(ξ, η, ζ) ∈
C∞([0, r0])× C∞([0, r0])× C∞([0, r0])
∣∣∣ξ(0) = η(0) = ζ(0) = 0}, with respect to the norm
‖(ξ, η, ζ)‖2Ym,k = ∫ r0
0
[(
− 2ξ′ + ξ
r
+
m
r
ζ − kη
)2
+
(
ξ′ − 2ξ
r
− 2m
r
ζ − kη
)2
+
(
ξ′ +
ξ
r
+
m
r
ζ + 2kη
)2
+
(
− ζ ′ + ζ
r
+
m
r
ξ
)2
+ (η′ + kξ)2
+
(m
r
η − kζ
)2]
rdr +
∫ r0
0
(
ξ′ +
ξ
r
+
m
r
ζ − kη
)2
rdr
+
∫ r0
0
ρ(ξ2 + η2 + ζ2)rdr.
(3.91)
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Applying Definition 3.20, Lemma 3.7 and Lemma 3.8, similarly as Proposition 3.9, we
can get the following compactness results.
Proposition 3.21. Let πi for = 1, 2, 3 denote the projection operator onto the i-th factor.
Then πi : Ym,k → Zi is a bounded, linear, compact map for i = 1, 2, 3, with the spaces Z1, Z2
and Z3 in (3.55). We denote them by Ym,k ⊂⊂ Zi for i = 1, 2, 3.
Now, we consider the case m 6= 0 and any k ∈ Z. We need to consider the energy (2.33)
and (3.63).
First, we can show that Em,k and J are well defined on the space Ym,k ×H1(r0, rw).
Lemma 3.22. Em,k and J are well defined on the space Ym,k ×H1(r0, rw).
Proof. By Lemma 3.7 and Proposition 3.21, similar to the proof of (3.64), we also have by
Definition 3.20 that ∣∣∣∣ ∫ r0
0
p′ξ2dr
∣∣∣∣ ≤ CJ + C‖(ξ, η, ζ)‖2Ym,k , (3.92)
which implies that
|E(ξ, η, ζ, Q̂r)| ≤ CJ ++C‖
(
ξ, η, ζ
)‖2Ym,k + C ∫ r0
0
B2θ
[η
r
− k
m2 + k2r2
(
(rξ)′ − 2ξ)]2rdr
+C
∫ r0
0
p
[1
r
(rξ)′ +
mζ
r
]2
rdr +C
∫ r0
0
B2θ
r
ξ2dr + C
∫ r0
0
B2θ
r
(ξ − rξ′)2dr
+C
∫ r0
0
[(
− 2ξ′ + ξ
r
+
m
r
ζ − kη
)2
+
(
ξ′ − 2ξ
r
− 2m
r
ζ − kη
)2
+
(
ξ′ +
ξ
r
+
m
r
ζ + 2kη
)2
+
(
− ζ ′ + ζ
r
+
m
r
ξ
)2
+ (η′ + kξ)2 + (
m
r
η − kζ)2
]
rdr
+C
∫ r0
0
(
ξ′ +
ξ
r
+
m
r
ζ − kη
)2
rdr + C‖Q̂r‖H1(r0,rw) +C‖ρ‖γ−1L∞
∫ r0
0
ρ|η|2rdr
≤ C‖(ξ, η, ζ)‖2Ym,k + C‖Q̂r‖H1(r0,rw).
Therefore, Em,k and J are well defined on the space Ym,k ×H1(r0, rw).
Consider the set
A2 =
{(
(ξ, η, ζ), Q̂r
) ∈ Ym,k ×H1(r0, rw)|J (ξ, η, ζ) = 1,
mB̂θξ = rQ̂r at r = r0 and Q̂r = 0 at r = rw
}
, (3.93)
where the functions ξ, η and ζ are restricted to (0, r0), and the function Q̂r is restricted to
(r0, rw). Then we write
λ(s) := inf
((ξ,η,ζ),Q̂r)∈A2
Em,k(ξ, η, ζ, Q̂r; s). (3.94)
We want to show that the infimum of Em,k(ξ, η, ζ, Q̂r) over the set A2 is achieved and is
negative and that the minimizer solves (3.50) and (3.51) with the corresponding boundary
conditions. First, we prove that the energy Em,k has a lower bound on the set A2 and the
coercivity estimate holds.
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Lemma 3.23. The energy Em,k(ξ, η, ζ, Q̂r) has a lower bound on the set A2 and any mini-
mizing sequence is bounded in Ym,k.
Proof. Similarly as (3.68), we can get from (2.33) that for any ((ξ, η, ζ), Q̂r) ∈ A2,
Em,k(ξ, η, ζ, Q̂r) ≥ 2π2min(ε˜, δ˜)
∫ r0
0
ξ′2rdr + 4π2
∫ r0
0
p′ξ2dr. (3.95)
By Lemma 3.7, choosing 0 < s0 <
r0
3 small enough such that Cs0 ≤ 14 , similarly as (3.69) we
deduce that ∣∣∣ ∫ s0
0
p′ξ2dr
∣∣∣ ≤ CJ s0 + 1
2
π2min(ε˜, δ˜)
∫ r0
0
ξ′2rdr.
On the other hand, from the Definition of J and Lemma 3.8, choosing r03 < s1 < r0 close
enough to r0 such that C(r0 − s1) ≤ 14 , we can prove∣∣∣ ∫ s1
s0
p′ξ2dr
∣∣∣ ≤ C ∫ s1
s0
ξ2dr ≤ CJ ,
and∫ r0
s1
ξ2(r)dr ≤ C
∫ r0
s1
(∫ r0
2
r0
3
|ξ(b)|2db
)
dr + C
∫ r0
s1
( ∫ r
r0
3
|ξ′|2|r0 − s|ds
)
×
∣∣∣ ln 2r0
3
− ln(r0 − r)
∣∣∣dr
≤ CJ (r0 − s1) + C
(∫ r0
r0
3
|ξ′|2|r0 − s|ds
)∫ r0
s1
∣∣∣ ln 2r0
3
− ln(r0 − r)
∣∣∣dr
≤ CJ (r0 − s1) + C(r0 − s1)
∫ r0
r0
3
|ξ′|2|r0 − s|ds
≤ CJ (r0 − s1) + 2C(r0 − s1)π2min(ε˜, δ˜)
∫ r0
0
ξ′2rdr
≤ CJ (r0 − s1) + 1
2
π2min(ε˜, δ˜)
∫ r0
0
ξ′2rdr,
(3.96)
where we have used the facts∫ r0
r0
3
∣∣ξ′∣∣2|r0 − s|ds ≤ ∫ r0
r0
3
∣∣ξ′∣∣2rdr + ∫ r0
r0
3
∣∣ξ′∣∣2r0dr ≤ 2Cπ2min(ε˜, δ˜)∫ r0
r0
3
ξ′2rdr
≤ 2Cπ2min(ε˜, δ˜)
∫ r0
0
ξ′2rdr.
(3.97)
Hence, we can get
Em,k(ξ, η, ζ, Q̂r) ≥ π2min(ε˜, δ˜)
∫ r0
0
ξ′2rdr − 3CJ ≥ −3CJ , (3.98)
which implies that the energy Em,k(ξ, η, ζ, Q̂r) has a lower bound on the set A2. Now we
prove the coercivity estimate. Using the facts that J = 1 and Em,k has a lower bound on
the set A2, we can choose a minimizing sequence such that along the minimizing sequence,
31
we have M ≤ Em,k(ξn, ηn, ζn, Q̂rn) < M + 1, and for the minimizing sequence, we can prove
coercivity estimate:
‖(ξn, ηn, ζn)‖2Ym,k + ‖Q̂rn‖H1(r0,rw) ≤ CJ + C(M + 1) ≤ C.
From Lemma 3.23 and Proposition 3.21, we can show that Em,k achieves its infimum on
the set A2.
Proposition 3.24. Em,k achieves its infimum on the set A2.
Proof. First from Lemma 3.23, we have that Em,k is bounded below on the set A2. Let
((ξn, ηn, ζn), Q̂rn) ∈ A2 be a minimizing sequence. Then (ξn, ηn, ζn) are bounded in Ym,k (see
(3.91)), and Q̂rn is bounded in H
1(r0, rw), so up to the extraction of a subsequence ψn =√
m2 + k2r2|Bθ|
[
ηn
r − km2+k2r2 ((rξn)′ − 2ξn)
]
r
1
2 ⇀ ψ =
√
m2 + k2r2|Bθ|
[
η
r − km2+k2r2 ((rξ)′ −
2ξ)
]
r
1
2 weakly in L2, and ξn → ξ, ηn → η strongly in L2 from the compact embeddings in
Proposition 3.21. By weak lower semi-continuity, since ψn ⇀ ψ in the space L
2(0, r0), we get∫ r0
0
(m2 + k2r2)B2θ
[η
r
− k
m2 + k2r2
((rξ)′ − 2ξ)
]2
rdr
≤ lim inf
n→∞
∫ r0
0
(m2 + k2r2)B2θ
[ηn
r
− k
m2 + k2r2
((rξn)
′ − 2ξn)
]2
rdr.
Because of the quadratic structure of all the terms in the integrals defining Em,k, sim-
ilarly dealing with the other positive terms by weak lower semi-continuity, strong L2(0, r0)
convergence in Proposition 3.21 and Q̂nr → Q̂r strongly in L2(r0, rw), we deduce
Em,k(ξ, η, ζ, Q̂r) ≤ lim inf
n→∞ Em,k(ξn, ηn, ζn, Q̂rn) = infA2
Em,k.
All that remains is to show that ((ξ, η, ζ), Q̂r) ∈ A. The fact that ξn → ξ, ηn → η, ζn → ζ
strongly in L2 from the compact embeddings in Proposition 3.21, implies that J (ξ, η, ζ) = 1,
so that ((ξ, η, ζ), Q̂r) ∈ A2. We complete the proof.
We know that ε˜ = sε and δ˜ = sδ are smooth, and bounded from above and below by
positive quantities for fixed s > 0. Now, we prove the infimum of Em,k over the set A2 is
negative, if there exists r∗ such that 2p′(r∗) + m
2B2
θ
(r∗)
r∗ < 0 for m 6= 0.
Proposition 3.25. If there exists r∗ such that 2p′(r∗) + m
2B2
θ
(r∗)
r∗ < 0 for m 6= 0, then for
any fixed large k = k0 and any fixed m 6= 0, there exists constant s0 > 0 depending on ε, δ
and k0 so that for s ≤ s0, it holds that λ = inf Em,k < 0.
Proof. Since both Em,k and J are homogeneous degree 2, it suffices to show that
inf
((ξ,η,ζ),Q̂r))∈Ym,k×H1(r0,rw)
Em,k(ξ, η, ζ, Q̂r)
J (ξ, η, ζ) < 0.
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But since J is positive definite, one may reduce to constructing ((ξ, η, ζ), Q̂r) ∈ Ym,k ×
H1(r0, rw) (see (3.91)), such that
Em,k(ξ, η, ζ, Q̂r) < 0.
From the assumption in Proposition 3.25, we can choose a smooth function ξ∗ ∈ C∞c (0, r0)
such that
2π2
∫ r0
0
[
2p′ +
m2B2θ
r
]
ξ∗2dr < 0.
Then, we can assume that η∗ = rk(rξ
∗)′−2rkξ∗
m2+k2r2
and ζ∗ = rm(kη
∗ − 1r (rξ∗)′), such that the first
and second terms of Em,k(ξ
∗, η∗, ζ∗, Q̂∗r) in (2.33) vanish, that is,
2π2
∫ r0
0
(m2 + k2r2)
[Bθ
r
η∗ +
−kBθ(rξ∗)′ + 2kBθξ∗
m2 + k2r2
]2
rdr = 0,
2π2
∫ r0
0
γp
[1
r
(rξ∗)′ − kη∗ + mζ
∗
r
]2
rdr = 0.
Here, ξ∗, η∗ and ζ∗ are smooth functions and belong to the space Ym,k.
Fix k = k0 large enough and fix m = m0, and choose Q̂
∗
r = 0 so that
2π2
∫ r0
0
m2B2θ
r(m2 + k2r2)
(ξ∗ − rξ∗′)2dr ≤ −1
2
π2
∫ r0
0
[
2p′ +
m2B2θ
r
]
ξ∗2dr,
2π2
∫ rw
r0
[
|Q̂∗r |2 +
1
m2 + k2r2
|(rQ̂∗r)′|2
]
rdr = 0,
and from ξ∗ ∈ C∞c (0, r0), η∗ = rk(rξ
∗)′−2rkξ∗
m2+k2r2 and ζ
∗ = rm (kη
∗ − 1r (rξ∗)′), we know that
2π2ε
∫ r0
0
[2
9
(
− 2ξ∗′ + ξ
∗
r
+
m
r
ζ∗ − kη∗
)2
+
2
9
(
ξ∗′ − 2ξ
∗
r
− 2m
r
ζ∗ − kη∗
)2
+
2
9
(
ξ∗′ +
ξ∗
r
+
m
r
ζ∗ + 2kη∗
)2
+
(
− ζ∗′ + ζ
∗
r
+
m
r
ξ∗
)2
+ (η∗′ + kξ∗)2 +
(m
r
η∗ − kζ∗
)2]
rdr + 2π2δ
∫ r0
0
(
ξ∗′ +
ξ∗
r
+
m
r
ζ∗ − kη∗
)2
rdr ≤ C.
Therefore, we get for k = k0 and m = m0 that
Em,k(ξ
∗, η∗, ζ∗, Q̂∗r)
= 2π2
∫ r0
0
ε˜
[2
9
(
− 2ξ∗′ + ξ
∗
r
+
m
r
ζ∗ − kη∗
)2
+
2
9
(
ξ∗′ − 2ξ
∗
r
− 2m
r
ζ∗ − kη∗
)2
+
2
9
(
ξ∗′ +
ξ∗
r
+
m
r
ζ∗ + 2kη∗
)2
+
(
− ζ∗′ + ζ
∗
r
+
m
r
ξ∗
)2
+ (η∗′ + kξ∗)2 +
(m
r
η∗ − kζ∗
)2]
rdr + 2π2
∫ r0
0
δ˜
(
ξ∗′ +
ξ∗
r
+
m
r
ζ∗ − kη∗
)2
rdr
+ 2π2
∫ r0
0
m2B2θ
r(m2 + k2r2)
(ξ∗ − rξ∗′)2dr + 2π2
∫ r0
0
[
2p′ +
m2B2θ
r
]
ξ∗2dr
+ 2π2
∫ rw
r0
[
|Q̂∗r|2 +
1
m2 + k2r2
|(rQ̂∗r)′|2
]
rdr
≤ sC + 3
2
π2
∫ r0
0
[
2p′ +
m2B2θ
r
]
ξ∗2dr.
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Then there existes s0 > 0 depending on ε, δ and k0, so that s ≤ s0, it holds that
E˜(ξ∗) ≤ π2
∫ r0
0
[
2p′ +
m2B2θ
r
]
ξ∗2dr < 0,
which implies the result.
We now prove that the minimizer constructed in the previous result satisfies Euler-
Lagrange equations equivalent to (3.50) and (3.51) with suitable boundary conditions.
Proposition 3.26. Let ((ξ, η, ζ), Q̂r) ∈ A2 be the minimizer of Em,k constructed in Propo-
sition 3.24. Then (ξ, η, ζ) are smooth in (0, r0) and satisfy ddr
γp+B2
θ
r
d
dr r − m
2
r2
B2θ − r(
B2
θ
r2
)′ − ddrk(γp+B2θ )−
2kB2
θ
r
d
dr
m
r γp
k(γp+B2
θ
)
r
d
drr −
2kB2
θ
r −k2(γp+B2θ )− m
2
r2 B
2
θ
mk
r γp
−mγp
r2
d
drr
mk
r γp −m
2
r2
γp

 ξη
ζ

+
 a11 a12 a13a21 a22 a23
a31 a32 a33
 ξη
ζ
 = −ρλ
 ξη
ζ
 ,
(3.99)
with
a11 = (
4ε˜
3
+ δ˜)
d2
dr2
+ (
4ε˜
3
+ δ˜)
d
dr
1
r
− ε˜
(m2
r2
+ k2
)
, a12 = −( ε˜
3
+ δ˜)k
d
dr
,
a13 = (
ε˜
3
+ δ˜)
d
dr
m
r
− 2ε˜m
r2
, a21 = (
ε˜
3
+ δ˜)k
d
dr
+ (
ε˜
3
+ δ˜)
k
r
,
a22 = ε˜
d2
dr2
+
ε˜
r
d
dr
− ε˜m
2
r2
− (4ε˜
3
+ δ˜)k2, a23 = (
ε˜
3
+ δ˜)
mk
r
,
a31 = −( ε˜
3
+ δ˜)
m
r
d
dr
− (7ε˜
3
+ δ˜)
m
r2
, a32 = (
ε˜
3
+ δ˜)
mk
r
,
a33 = ε˜
d2
dr2
+ ε˜
d
dr
1
r
− (4ε˜
3
+ δ˜)
m2
r2
− ε˜k2.
And the solution Q̂r is smooth on (r0, rw) and satisfies[
r
m2 + k2r2
(rQ̂r)
′
]′
− Q̂r = 0, (3.100)
with the other two components Q̂θ = − mm2+k2r2 (rQ̂r)′ and Q̂z = − krm2+k2r2 (rQ̂r)′. Moreover,
the solution (ξ, η, ζ) and Q̂r satisfy the interface boundary conditions[
B2θξ −B2θξ′r + kB2θηr − B̂θQ̂θr
]
n
− ε˜
(
2ξ′r,−iζ ′r + imξ + iζ, iη′r + ikξr
)T
− (δ˜ − 2
3
ε˜)
[
ξ′r + ξ +mζ − kηr
]
n = 0, at r = r0.
(3.101)
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Proof. Fix ((ξ0, η0, ζ0), qr) ∈ Ym,k ×H10 (r0, rw) (see (3.91)), and satisfy mB̂θξ0 = rqr on the
boundary r = r0 and qr = 0 on the boundary r = rw.
Define
j(t, τ) = J (ξ + tξ0 + τξ, η + tη0 + τη, ζ + tζ0 + τζ)
and note that j(0, 0) = 1. Moreover, j is smooth,
∂j
∂t
(0, 0) = 2π2
∫ r0
0
2ρ(ξ0ξ + η0η + ζ0ζ)rdr,
∂j
∂τ
(0, 0) = 2π2
∫ r0
0
2ρ(ξ2 + η2 + ζ2)rdr = 2.
So, by the inverse function theorem, we can solve for τ = τ(t) in a neighborhood of 0 as a
C1 function of t so that τ(0) = 0 and j(t, τ(t)) = 1. We may differentiate the last equation
to find
∂j
∂t
(0, 0) +
∂j
∂τ
(0, 0)τ ′(0) = 0,
hence that
τ ′(0) = −1
2
∂j
∂t
(0, 0) = −2π2
∫ r0
0
ρ(ξ0ξ + η0η + ζ0ζ)rdr.
Since ((ξ, η, ζ), Q̂r) is the minimizer over the set A2, we may make variations with respect to
(ξ0, η0, ζ0) to find that
0 =
d
dt
∣∣∣∣
t=0
E(ξ + tξ0 + τ(t)ξ, η + tη0 + τ(t)η, ζ + tζ0 + τ(t)ζ, Q̂r + tqr + τQ̂r),
35
which implies that
0 = 4π2
∫ r0
0
B2θ
[1
r
(rξ)′ − kη − 2ξ
r
]
(rξ0)
′dr + 4π2
∫ r0
0
γp
[1
r
(rξ)′ − kη + mζ
r
]
(rξ0)
′dr
+ 4π2
∫ r0
0
2B2θ
[
kη − 1
r
(rξ)′ +
2ξ
r
]
ξ0dr + 4π
2
∫ r0
0
[
2p′ +
m2B2θ
r
]
ξξ0dr
+ 4π2
∫ r0
0
(m2 + k2r2)B2θ
[1
r
η +
−k(rξ)′ + 2kξ
m2 + k2r2
]
η0d+ 4π
2
∫ r0
0
γp
[1
r
(rξ)′ − kη
+
mζ
r
]
(−kη0r)dr + 4π2
∫ r0
0
γp
[1
r
(rξ)′ − kη + mζ
r
]
mζ0dr + 4π
2
∫ r0
0
{2ε˜
3
(
− ξ′ξ0
− ξξ′0 +
2ξξ0
r
)
+
(4ε˜
3
+ δ˜
)
ξ′ξ′0r + ε˜
(m2
r2
+ k2
)
ξξ0r + δ˜
(
ξ′ξ0 + ξξ′0 +
ξξ0
r
)}
dr
+ 4π2
∫ r0
0
{(
− 2ε˜
3
+ δ˜
)
mζξ′0 +
(7ε˜
3
+ δ˜
)m
r
ζξ0 − ε˜ζ ′mξ0 +
(2ε˜
3
− δ˜
)
kηξ′0r
+
(2ε˜
3
− δ˜
)
kηξ0 + ε˜η
′kξ0r
}
dr + 4π2
∫ r0
0
{(
δ˜ − 2ε˜
3
)
ξ′mζ0 − ε˜mξζ ′0 +
(7ε˜
3
+ δ˜
)m
r
ξζ0
}
dr
− 4π2
∫ r0
0
(
δ˜ +
ε˜
3
)
kηmζ0dr + 4π
2
∫ r0
0
{(4ε˜
3
+ δ˜
)m2
r
ζζ0 + ε˜k
2ζζ0r − ε˜ζ ′ζ0 − ε˜ζζ ′0
+ ε˜
ζζ0
r
+ ε˜ζ ′ζ ′0r
}
dr + 4π2
∫ r0
0
{(2ε˜
3
− δ˜
)
kξ′η0r +
(2ε˜
3
− δ˜
)
kξη0 + ε˜kξη
′
0r
}
dr
+ 4π2
∫ r0
0
{(4ε˜
3
+ δ˜
)
k2ηη0r + ε˜
m2
r
ηη0 + ε˜η
′η′0r
}
dr − 4π2
∫ r0
0
( ε˜
3
+ δ˜
)
kmζη0dr
+ 4π2
∫ rw
r0
[
Q̂rqr +
1
m2 + k2r2
(rQ̂r)
′(rqr)′
]
rdr + 2τ ′(0)λ.
Since ξ0, η0, ζ0 and qr are independent, we deduce∫ r0
0
B2θ
[1
r
(rξ)′ − kη − 2ξ
r
]
(rξ0)
′dr +
∫ r0
0
γp
[1
r
(rξ)′ − kη + mζ
r
]
(rξ0)
′dr
+
∫ r0
0
2B2θ
[
kη − 1
r
(rξ)′ +
2ξ
r
]
ξ0dr +
∫ r0
0
[
2p′ +
m2B2θ
r
]
ξξ0dr
+
∫ r0
0
{2ε˜
3
(
− ξ′ξ0 − ξξ′0 +
2ξξ0
r
)
+
(4ε˜
3
+ δ˜
)
ξ′ξ′0r + ε˜
(m2
r2
+ k2
)
ξξ0r
+ δ˜
(
ξ′ξ0 + ξξ′0 +
ξξ0
r
)}
dr +
∫ r0
0
{(
− 2ε˜
3
+ δ˜
)
mζξ′0 +
(7ε˜
3
+ δ˜
)m
r
ζξ0
− ε˜ζ ′mξ0 +
(2ε˜
3
− δ˜
)
kηξ′0r +
(2ε˜
3
− δ˜
)
kηξ0 + ε˜η
′kξ0r
}
dr +
∫ rw
r0
[
Q̂rqr
+
1
m2 + k2r2
(rQ̂r)
′(rqr)′
]
rdr =
∫ r0
0
ρλξ0ξrdr,
(3.102)
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∫ r0
0
(m2 + k2r2)B2θ
[1
r
η +
−k(rξ)′ + 2kξ
m2 + k2r2
]
η0dr
+
∫ r0
0
γp
[1
r
(rξ)′ − kη + mζ
r
]
(−kη0r)dr +
∫ r0
0
{(2ε˜
3
− δ˜
)
kξ′η0r
+
(2ε˜
3
− δ˜
)
kξη0 + ε˜kξη
′
0r
}
dr +
∫ r0
0
{(4ε˜
3
+ δ˜
)
k2ηη0r + ε˜
m2
r
ηη0 + ε˜η
′η′0r
}
dr
−
∫ r0
0
( ε˜
3
+ δ˜
)
kmζη0dr =
∫ r0
0
ρλη0ηrdr,
(3.103)
∫ r0
0
γp
[1
r
(rξ)′ − kη + mζ
r
]
mζ0dr +
∫ r0
0
{(
δ˜ − 2ε˜
3
)
ξ′mζ0 − ε˜mξζ ′0
+
(7ε˜
3
+ δ˜
)m
r
ξζ0
}
dr −
∫ r0
0
(
δ˜ +
ε˜
3
)
kηmζ0dr +
∫ r0
0
{(4ε˜
3
+ δ˜
)m2
r
ζζ0
+ ε˜k2ζζ0r − ε˜ζ ′ζ0 − ε˜ζζ ′0 + ε˜
ζζ0
r
+ ε˜ζ ′ζ ′0r
}
dr =
∫ r0
0
ρλζ0ζrdr.
(3.104)
By making variation with ξ0, η0 and ζ0 compactly supported in (0, r0), and make variation
qr compactly supported in (r0, rw), one gets that ξ, η and ζ satisfy (3.99) in a weak sense in
(0, r0) and Q̂r solves (3.100) in a weak sense in (r0, rw).
Now we show that the interface boundary conditions (3.101) are satisfied. Since from
Proposition 3.21, we know that (ξ, η, ζ) ∈ L2(0, r0) × L2(0, r0) × L2(0, r0), which together
with (ξ, η, ζ) ∈ Ym,k (see (3.91)), gives that (ξ, η, ζ) ∈ H1( r02 , r0) ×H1( r02 , r0) × H1( r02 , r0).
We make variations with respect to ξ0, η0 and ζ0 ∈ C∞c (0, r0], qr ∈ C∞c [r0, rw). Integrating
the terms in (3.102), (3.103) and (3.104) with derivatives of ξ0, qr, η0 and ζ0 by parts, using
ξ, η and ζ solve the system (3.99) on (0, r0) and Q̂r solves (3.100) on (r0, rw), we get that[
B2θ
(1
r
(rξ)′ − kη − 2ξ
r
)
(rξ0)
]
r=r0
+
[
γp
(1
r
(rξ)′ − kη + mζ
r
)
(rξ0)
]
r=r0
−
[ r
m2 + k2r2
(rQr)
′rq̂r
]
r=r0
+
[(4ε˜
3
+ δ˜
)
ξ′ξ0r +
(
δ˜ − 2ε˜
3
)
ξξ0
+
(
δ˜ − 2ε˜
3
)
mζξ0 +
(2ε˜
3
− δ˜
)
kηξ0r
]
r=r0
= 0,
ε˜(η′r + kξr)η0 = 0, ε˜(ζ ′r − ζ −mξ)ζ0 = 0.
Since ξ0, η0, ζ0 and qr may be chosen arbitrarily, and qr satisfies mB̂θξ0 = rqr on the
bounary r = r0, using B
2
θ (rξ)
′ = B2θξ + Bθξ
′r and Q̂θ = − mm2+k2r2 (rQ̂r)′, we deduce the
interface boundary conditions (3.101). This proves the result.
Now, we establish the continuity and monotonicity properties of the eigenvalue λ(s).
Proposition 3.27. Let λ : (0,∞)→ R be given by (3.94). Then the following hold:
(i) λ ∈ C0,1loc ((0,∞)), and λ ∈ C0((0,∞)).
(ii) There exists a positive constant C3 = C3(r0, Jz, ε, δ,m, k) so that
λ(s) ≥ −C + sC3. (3.105)
(iii) λ(s) is strictly increasing.
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Proof. Fix a compact interval Q = [a, b] ⊂⊂ (0,∞), and fix any ((ξ0, η0, ζ0), Q̂r0) ∈ A2. We
can decompose Em,k as follows
Em,k(ξ, η, ζ, Q̂r ; s) = E
0
m,k(ξ, η, ζ, Q̂r) + sE
1
m,k(ξ, η, ζ), (3.106)
with
E0m,k(ξ, η, ζ, Q̂r) = 2π
2
∫ r0
0
{
(m2 + k2r2)
[Bθ
r
η +
−kBθ(rξ)′ + 2kBθξ
m2 + k2r2
]2
+ γp
[1
r
(rξ)′ − kη + mζ
r
]2}
rdr + 2π2
∫ r0
0
m2B2θ
r(m2 + k2r2)
(ξ − rξ′)2dr
+ 2π2
∫ r0
0
[
2p′ +
m2B2θ
r
]
ξ2dr + 2π2
∫ rw
r0
[
|Q̂r|2 + 1
m2 + k2r2
|(rQ̂r)′|2
]
rdr,
E1m,k(ξ, η, ζ) = 2π
2
∫ r0
0
ε
[2
9
(
− 2ξ′ + ξ
r
+
m
r
ζ − kη
)2
+
2
9
(
ξ′ − 2ξ
r
− 2m
r
ζ − kη
)2
+
2
9
(
ξ′ +
ξ
r
+
m
r
ζ + 2kη
)2
+
(
− ζ ′ + ζ
r
+
m
r
ξ
)2
+ (η′ + kξ)2 +
(m
r
η − kζ
)2]
rdr
+ 2π2
∫ r0
0
δ
(
ξ′ +
ξ
r
+
m
r
ζ − kη
)2
rdr > 0.
(3.107)
The nonnegativity of E1m,k implies that Em,k is non-decreasing in s with ((ξ, η, ζ), Q̂r) ∈ A2
kept fixed. By Proposition 3.24, for each s ∈ (0,∞) we can find a suit ((ξ, η, ζ), Q̂r) ∈ A2 so
that
Em,k(ξs, ηs, ζs, Q̂rs; s) = inf
((ξ,η,ζ),Q̂r)∈A
Em,k(ξ, η, ζ, Q̂r ; s) = λ(s).
From the nonnegativity of E1m,k, the minimality of (ξs, ηs, ζs, Q̂rs), and for 0 < s0 < r0
Em,k(ξ, η, ζ, Q̂r) ≥ π2
∫ r0
s0
γp
∣∣∣1
r
(rξ)′
∣∣∣2rdr − 3CJ ≥ −3CJ (3.108)
which can be established from Lemma 3.17 of Bian-Guo-Tice [1], using Lemma 3.11, we have
Em,k(ξ0, η0, ζ0, Q̂r0; b) ≥ Em,k(ξ0, η0, ζ0, Q̂r0; s) ≥ Em,k(ξs, ηs, ζs, Q̂rs; s) ≥ sE1m,k(ξs, ηs, ζs)−C,
for all s ∈ Q. This implies that there exists a constant
0 < K = K(a, b, ξ0, η0, ζ0, Q̂r0, π, L, Jz) <∞
so that
sup
s∈Q
E1m,k(ξs, ηs, ζs) ≤ K. (3.109)
Let si ∈ Q for i = 1, 2. Using the minimality of ((ξs1 , ηs1 , ζs1), Q̂rs1) compared to ((ξs2 , ηs2 , ζs2), Q̂rs2),
we have
λ(s1) = Em,k(ξs1 , ηs1 , ζs1 , Q̂rs1 ; s1) ≤ Em,k(ξs2 , ηs2 , ζs2 , Q̂rs2 ; s1), (3.110)
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which together with (3.106) gives that
Em,k(ξs2 , ηs2 , ζs2 , Q̂rs2 ; s1) ≤ Em,k(ξs2 , ηs2 , ζs2 , Q̂rs2 ; s2) + |s1 − s2|E1m,k(ξs2 , ηs2 , ζs2)
= λ(s2) + |s1 − s2|E1m,k(ξs2 , ηs2 , ζs2).
(3.111)
Combining (3.109), (3.110) and (3.111), we can get λ(s1) ≤ λ(s2) +K|s1 − s2|, which shows
that (i) holds.
Now, let’s prove (ii). Note that (3.108) and the nonnegativity of E1m,k imply that
λ(s) ≥ s inf
((ξ,η,ζ),Q̂r)∈A2
E1m,k(ξ, η, ζ) − C,
where we denote the constant C3 = inf((ξ,η,ζ),Q̂r)∈A2 E
1
m,k(ξ, η, ζ) and this canstant is positive.
Finally, we prove (iii). Notice that if 0 < s1 < s2 < ∞, then the decomposition (3.106)
ensures that
λ(s1) = Em,k(ξs1 , ηs1 , ζs1 , Q̂rs1 ; s1) ≤ Em,k(ξs2 , ηs2 , ζs2 , Q̂rs2 ; s1)
≤ Em,k(ξs2 , ηs2 , ζs2 , Q̂rs2 ; s2) = λ(s2).
So λ is non-decreasing in s. Suppose by way of contradiction that λ(s1) = λ(s2). Then,
the above inequality implies that s1E
1
m,k(ξs2 , ηs2 , ζs2) = s2E
1
m,k(ξs2 , ηs2 , ζs2), which gives that
E1m,k(ξs2 , ηs2 , ζs2) = 0. This in turn implies ξs2 = ηs2 = ζs2 = 0, which contradicts that
((ξs2 , ηs2 , ζs2), Q̂rs2) ∈ A2. Therefore equality can not be achieved, and λ is strictly increasing
in s.
If there exists r∗ such that 2p′(r∗) + m
2B2
θ
(r∗)
r∗ < 0 for m 6= 0, by Proposition 3.25, we can
get the existence of s.
Remark 3.28. Define the open set S = λ−1((−∞, 0)) ⊂ (0,∞), then we calculate µ =√−λ > 0. The open set S is nonempty by Proposition 3.25.
If there exists r∗ such that 2p′(r∗) + m
2B2
θ
(r∗)
r∗ < 0 for m 6= 0, by Proposition 3.25, we can
prove the uniqueness of s on the open set S.
Proposition 3.29. There exists a unique s ∈ S so that µ(s) = √−λ > 0 and s = µ(s).
Proof. From Proposition 3.25, we know that there exist two constants C0 > 0 and C1 > 0
such that λ(s) ≤ −C0 + sC1. On the other hand, the lower bound (3.105) implies that
λ(s)→ +∞, as s→∞. Since λ is continuous and strictly increasing, there exists s∗ ∈ (0,∞)
so that
S = λ−1((−∞, 0)) = (0, s∗).
Since λ < 0, on the set S, we can define µ = √−λ(s). Now, we define the function Φ :
(0, s∗)→ (0,∞) according to Φ(s) = sµ(s) . So Φ is continous and strictly increasing in s from
the continuity and monotonicity properties of λ. Moreover, we know that lims→0Φ(s) = 0
and lims→s∗ Φ(s) = +∞. By the intermediate value theorem, there exists s ∈ (0, s∗) so that
Φ(s) = 1, that is, s = µ(s). This s is unique since Φ is strictly increasing.
Finally, we establish the regularity about ξ, η and ζ.
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Proposition 3.30. Let (ξ, η, ζ) be the solutions to (3.99), then there exists An such that
‖ξ(n)r(2n−1)/2‖L2(0,r0) ≤ An, ‖η(n)r(2n−1)/2‖L2(0,r0) ≤ An, ‖ζ(n)rn‖L2(0,r0) ≤ An.
with An depending on r0, k, π and the presure p.
Proof. From (ξ, η, ζ) ∈ Ym,k and the compactness results in Proposition 3.21, we can get
(ξ, η, ζ) ∈ L2(0, r0),
(√
rξ′,
√
rη′,
√
rζ ′, η√
r
,
(
ξ
r+
mζ
r
)√
r
)
∈ L2(0, r0). From the system (3.99),
we can get
‖ξ′′r3/2‖L2(0,r0) ≤ C
∥∥∥(ξ, η, ζ,√rξ′,√rη′,√rζ ′,(ξ
r
+
mζ
r
)√
r
)∥∥∥
L2(0,r0)
,
‖η′′r3/2‖L2(0,r0) ≤ C
∥∥∥(ξ, η, ζ,√rξ′,√rη′, η√
r
)∥∥∥
L2(0,r0)
,
‖ζ ′′r2‖L2(0,r0) ≤ C
∥∥∥(η, ζ,√rξ′,√rζ ′,(ξ
r
+
mζ
r
)√
r
)∥∥∥
L2(0,r0)
.
By induction on n. Suppose for some n ≥ 1,
‖ξ(n)r(2n−1)/2‖L2(0,r0) ≤ An, ‖η(n)r(2n−1)/2‖L2(0,r0) ≤ An, ‖ζ(n)rn‖L2(0,r0) ≤ An.
By Remark 3.28, then differentiating (3.99), we get that there exists a constant C depending
on the various parameters so that
‖ξ(n+1)r(2n+1)/2‖L2(0,r0) ≤ CAn ≤ An+1,
‖η(n+1)r(2n+1)/2‖L2(0,r0) ≤ CAn ≤ An+1,
‖ζ(n+1)rn+1‖L2(0,r0) ≤ CAn ≤ An+1.
Then, the bound holds for n+ 1, and so by induction the bound holds for all n ≥ 1.
4 Lower bound of the dissipation rate Dm,k in (2.39)
In this section, we will prove the lower bound of the dissipation rateDm,k defined in (2.39) and
the existence of the biggest growing mode for any (m,k) ∈ Z× Z. For notational simplicity,
we use o(1) and O(1) to denote constants independent of k andm to be 1. First, we introduce
the following lemma which will be used in the proof of Proposition 4.2.
Lemma 4.1. For any function (f1, f2, f3) ∈ Xk or Ym,k (see (3.52) and (3.91)), there holds
that for i = 1, 2, 3
f2i (r0) ≤ 2
( ∫ r0
r0
2
|fi|2dr
) 1
2
(∫ r0
r0
2
|f ′i |2dr +
∫ r0
r0
2
|fi|2dr
) 1
2
, (4.112)
∣∣∣fi(r0)∣∣∣ ≤ o(1)( ∫ r0
0
|f ′i |2rdr
) 1
2
+O(1)
( ∫ r0
0
ρ|fi|2rdr
) 1
2
. (4.113)
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Proof. We choose the smooth cutoff function Ψ(r), satisfying 0 ≤ Ψ(r) ≤ 1 for r ∈ [ r02 , r0],
Ψ(r) = 0 for r ∈ [0, r02 ] and Ψ(r0) = 1. Then we can prove that for i = 1, 2, 3
f2i (r0) = 2
∫ r0
0
(Ψfi)(Ψfi)
′dr ≤ 2
( ∫ r0
0
|Ψfi|2dr
) 1
2
( ∫ r0
0
|(Ψfi)′|2dr
) 1
2
≤ 2
( ∫ r0
r0
2
|fi|2dr
) 1
2
(∫ r0
r0
2
|f ′i |2dr +
∫ r0
r0
2
|fi|2dr
) 1
2
.
For 0 < r∗ < r0 we choose the smooth cutoff function Φ(r) with support in ( r02 ,
r∗+r0
2 ),
satisfying 0 ≤ Φ(r) ≤ 1 for r ∈ [ r02 , r∗+r02 ], Φ(r) = 0 for r ∈ [0, r02 ]
⋃
[ r∗+r02 , r0] and Φ(r∗) = 1.
Then we can show that for i = 1, 2, 3
f2i (r∗) = 2
∫ r∗
0
(Φfi)(Φfi)
′dr ≤ 2
( ∫ r∗+r0
2
0
|Φfi|2dr
) 1
2
(∫ r∗+r0
2
0
|(Φfi)′|2dr
) 1
2
≤ 2
( ∫ r∗+r0
2
r0
2
|fi|2dr
) 1
2
( ∫ r∗+r0
2
r0
2
|f ′i |2dr +
∫ r∗+r0
2
r0
2
|fi|2dr
) 1
2
.
( ∫ r∗+r0
2
r0
2
ρ|fi|2rdr
) 1
2
( ∫ r∗+r0
2
r0
2
|f ′i |2rdr +
∫ r∗+r0
2
r0
2
ρ|fi|2rdr
)1
2
≤ o(1)
∫ r0
0
|f ′i |2rdr +O(1)
∫ r0
0
ρ|fi|2rdr.
Hence, for (r0 − r∗) 12 = o(1), we get
|fi(r0)| ≤ |fi(r0)− fi(r∗)|+ |fi(r∗)|
.
( ∫ r0
r∗
f ′2i dr
) 1
2
(r0 − r∗)
1
2 + o(1)
( ∫ r0
0
|f ′i |2rdr
) 1
2
+O(1)
( ∫ r0
0
ρ|fi|2rdr
) 1
2
≤ o(1)
( ∫ r0
0
|f ′i |2rdr
) 1
2
+O(1)
( ∫ r0
0
ρ|fi|2rdr
) 1
2
.
Now we establish the lower bound of the dissipation rate Dm,k in (2.39).
Proposition 4.2. Assume that 0 ≤ ρ ≤ C, J = ∫ r00 ρ(ξ2 + η2 + ζ2)rdr = 1, when m = 0,
(ξ, η, ζ) ∈ Xk, and when m 6= 0, (ξ, η, ζ) ∈ Ym,k. Then for any |m| 6= 1 and k ∈ Z,
Dm,k & ‖(ξ′, η′, ζ ′)
√
r‖L2 + k2 +m2 −O(1). (4.114)
For |m| = 1 and any k ∈ Z,
Dm,k & ‖(ξ′, η′, ζ ′)
√
r‖2L2 + k2 +
∫ r0
0
1
r
η2dr +
∫ r0
0
(ξ
r
+
mζ
r
)2
rdr −O(1). (4.115)
41
Proof. We can estimate the dissipation rate Dm,k as that
Dm,k ≥ 2π2min(ε, δ)
∫ r0
0
[
2
9
(
− 2ξ′ + ξ
r
+
m
r
ζ − kη
)2
+
2
9
(
ξ′ +
ξ
r
+
m
r
ζ − kη
)2]
rdr
+ 2π2min(ε, δ)
∫ r0
0
[
2
9
(
ξ′ +
ξ
r
+
m
r
ζ + 2kη
)2
+
2
9
(
ξ′ +
ξ
r
+
m
r
ζ − kη
)2]
rdr
+ 2π2min(ε, δ)
∫ r0
0
[
2
9
(
ξ′ − 2ξ
r
− 2m
r
ζ − kη
)2
+
2
9
(
ξ′ +
ξ
r
+
m
r
ζ − kη
)2]
rdr
+ 2π2ε
∫ r0
0
[(
− ζ ′ + ζ
r
+
m
r
ξ
)2
+ (η′ + kξ)2 +
(m
r
η − kζ
)2]
rdr
+
2π2
3
δ
∫ r0
0
(
ξ′ +
ξ
r
+
m
r
ζ − kη
)2
rdr
≥ 2π2min(ε, δ)
∫ r0
0
ξ′2rdr + 2π2min(ε, δ)
∫ r0
0
k2η2rdr
+ 2π2min(ε, δ)
∫ r0
0
(ξ
r
+
m
r
ζ
)2
rdr + 2επ2
∫ r0
0
(η′ + kξ)2rdr
+ 2επ2
∫ r0
0
(m
r
η − kζ
)2
rdr + 2π2ε
∫ r0
0
(
− ζ ′ + ζ
r
+
m
r
ξ
)2
rdr
+
2π2
3
δ
∫ r0
0
(
ξ′ +
ξ
r
+
m
r
ζ − kη
)2
rdr,
(4.116)
where we have used the facts that a2 + b2 ≥ 12(a − b)2, with a = −2ξ′ + ξr + mr ζ − kη,
b = ξ′ + ξr +
m
r ζ − kη; a = ξ′ + ξr + mr ζ + 2kη, b = ξ′ + ξr + mr ζ − kη; a = ξ′ − 2ξr − 2mr ζ − kη,
b = ξ′ + ξr +
m
r ζ − kη.
Now we prove our result by the following three cases.
Case I: when m = 0, the estimate (4.114) holds.
From (4.116), we can get
D0,k ≥ 2π2min(ε, δ)
∫ r0
0
ξ′2rdr + 2π2min(ε, δ)
∫ r0
0
ξ2
r
dr
+ 2π2ε
∫ r0
0
(
− ζ ′ + ζ
r
)2
rdr + 2π2min(ε, δ)
∫ r0
0
k2η2rdr
+ 2επ2
∫ r0
0
k2ζ2rdr + 2επ2
∫ r0
0
(η′ + kξ)2rdr.
(4.117)
Since the minimizer (ξ, η, ζ) ∈ Xk, Definition 3.6 implies that ξ(0) = 0. From Proposition
3.9, we know that
∫ r0
0 η
′2rdr and
∫ r0
0 η
2dr are bounded, which shows that (ηr)′ ∈ L2(0, r0). So
we get that ηr is well-defined at the origin r = 0. Therefore, the boundary term ηkξr|r=0 = 0.
Then we can prove from integrating by parts that∫ r0
0
(η′ + kξ)2rdr =
∫ r0
0
η′2rdr +
∫ r0
0
k2ξ2rdr + 2
∫ r0
0
η′kξrdr
=
∫ r0
0
η′2rdr +
∫ r0
0
k2ξ2rdr + 2ηkξr|r=r0 − 2
∫ r0
0
ηkξ′rdr − 2
∫ r0
0
ηkξdr.
(4.118)
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Notice that ∣∣∣− 2∫ r0
0
ηkξ′rdr
∣∣∣ ≤ ∫ r0
0
k2η2rdr +
∫ r0
0
ξ′2rdr,
∣∣∣− 2∫ r0
0
ηkξdr
∣∣∣ ≤ ∫ r0
0
ξ2
r
dr +
∫ r0
0
k2η2rdr.
Then we have
επ2
∫ r0
0
(η′ + kξ)2rdr ≥ επ2
∫ r0
0
η′2rdr + επ2
∫ r0
0
k2ξ2rdr + 2επ2ηkξr|r=r0
− 2επ2
∫ r0
0
k2η2rdr − επ2
∫ r0
0
ξ′2rdr − επ2
∫ r0
0
ξ2
r
dr,
which gives that
επ2
∫ r0
0
(η′ + kξ)2rdr ≥ επ2
∫ r0
0
η′2rdr + επ2
∫ r0
0
k2ξ2rdr
+ 2επ2ηkξr|r=r0 −O(1)D0,k.
(4.119)
On the other hand, since the minimizer (ξ, η, ζ) ∈ Xk, Definition 3.6 implies that ζ(0) = 0.
Therefore, we get
επ2
∫ r0
0
(
− ζ ′ + ζ
r
)2
rdr = επ2
∫ r0
0
(
ζ ′2r +
ζ2
r
)
dr − επ2ζ2|r=r0 .
which combining (4.117) with (4.119), we deduce
O(1)D0,k ≥ 2π2min(ε, δ)
∫ r0
0
ξ′2rdr + 2π2min(ε, δ)
∫ r0
0
ξ2
r
dr + 2π2min(ε, δ)
∫ r0
0
k2η2rdr
+ 2επ2
∫ r0
0
k2ζ2rdr + 2επ2
∫ r0
0
η′2rdr + 2επ2
∫ r0
0
k2ξ2rdr + 2επ2
∫ r0
0
(
ζ ′2r +
ζ2
r
)
dr
+ 4επ2ηkξr|r=r0 − 2επ2ζ2|r=r0 .
The remaining thing is to deal with the boundary terms.
By (4.113) in Lemma 4.1, we get∣∣∣− 2επ2ζ2|r=r0∣∣∣ ≤ o(1)∫ r0
0
ζ ′2rdr +O(1)J . (4.120)
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Using (4.112) in Lemma 4.1 and Cauchy inequality, we have∣∣∣4cεπ2ηkξr|r=r0∣∣∣ ≤ 8cr0kεπ2( ∫ r0
r0
2
|η|2dr
) 1
4
( ∫ r0
r0
2
|η′|2dr +
∫ r0
r0
2
|η|2dr
) 1
4
×
(∫ r0
r0
2
|ξ|2dr
) 1
4
(∫ r0
r0
2
|ξ′|2dr +
∫ r0
r0
2
|ξ|2dr
) 1
4
≤ 8cr0επ2
( ∫ r0
r0
2
|kη|2dr
) 1
4
(∫ r0
r0
2
|kξ|2dr
) 1
4
(∫ r0
r0
2
|η′|2dr
) 1
4
(∫ r0
r0
2
|ξ′|2dr
) 1
4
+ 8cr0επ
2
( ∫ r0
r0
2
|kη|2dr
) 1
2
( ∫ r0
r0
2
|ξ|2dr
) 1
4
( ∫ r0
r0
2
|ξ′|2dr
) 1
4
+ 8cr0επ
2
( ∫ r0
r0
2
|η|2dr
) 1
4
( ∫ r0
r0
2
|kξ|2dr
) 1
2
( ∫ r0
r0
2
|η′|2dr
) 1
4
+ 8cr0επ
2
( ∫ r0
r0
2
|kη|2dr
) 1
2
( ∫ r0
r0
2
|ξ|2dr
) 1
2
≤ o(1)
( ∫ r0
0
η′2rdr +
∫ r0
0
k2ξ2rdr
)
+O(1)
( ∫ r0
r0
2
|kη|2rdr +
∫ r0
r0
2
ξ′2rdr
)
≤ o(1)
( ∫ r0
0
η′2rdr +
∫ r0
0
k2ξ2rdr
)
+O(1)D0,k,
(4.121)
where we have used the facts that for any function h and k 6= 0, it holds that∫ r0
r0
2
h2dr ≤ 2
r0
∫ r0
0
k2h2rdr.
Then by the steady density 0 ≤ ρ ≤ C and J = ∫ r00 ρ(ξ2+η2+ ζ2)rdr = 1, we can show that
O(1)D0,k ≥ 2π2min(ε, δ)
∫ r0
0
ξ′2rdr + 2π2min(ε, δ)
∫ r0
0
ξ2
r
dr + 2π2min(ε, δ)
∫ r0
0
k2η2rdr
+ 2επ2
∫ r0
0
k2ζ2rdr + επ2
∫ r0
0
η′2rdr + επ2
∫ r0
0
k2ξ2rdr + επ2
∫ r0
0
(
ζ ′2r +
2ζ2
r
)
dr
−O(1)J
≥ π2min(2δ, ε)
∫ r0
0
(ξ′2 + η′2 + ζ ′2)rdr + π2min
(
2δ
C
,
ε
C
)
k2
∫ r0
0
ρ(ξ2 + η2 + ζ2)rdr
−O(1)
= π2min(2δ, ε)
∫ r0
0
(ξ′2 + η′2 + ζ ′2)rdr + π2min
(
2δ
C
,
ε
C
)
k2 −O(1),
which implies that (4.114) holds.
Case (II): when |m| = 1, the estimate (4.115) holds.
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From (4.116), we have
Dm,k ≥ 2π2min(ε, δ)
∫ r0
0
ξ′2rdr + 2π2min(ε, δ)
∫ r0
0
k2η2rdr
+ 2π2min(ε, δ)
∫ r0
0
(ξ
r
+
m
r
ζ
)2
rdr + 2cεπ2
∫ r0
0
(η′ + kξ)2rdr
+ 2επ2
∫ r0
0
(m
r
η − kζ
)2
rdr + 2π2ε
∫ r0
0
(
− ζ ′ + ζ
r
+
m
r
ξ
)2
rdr
+
2π2
3
δ
∫ r0
0
(
ξ′ +
ξ
r
+
m
r
ζ − kη
)2
rdr,
(4.122)
with small constant c ≤ 1 (to be determined). When |m| = 1, using that 2(a2+b2) ≥ (a−mb)2
with a = ξr +
m
r ζ and b = −ζ ′ + ζr + mr ξ, we can get that
Dm,k ≥ π2min(ε, δ)
∫ r0
0
ζ ′2rdr. (4.123)
The term
∫ r0
0
(
m
r η − kζ
)2
rdr can be estimated as∫ r0
0
(m
r
η − kζ
)2
rdr =
∫ r0
0
1
r
η2dr +
∫ r0
0
k2ζ2rdr −
∫ r0
0
2mηk(ζ +mξ)dr +
∫ r0
0
2η(η′ + kξ)dr
−
∫ r0
0
2ηη′dr
=
∫ r0
0
1
r
η2dr +
∫ r0
0
k2ζ2rdr −
∫ r0
0
2mηk(ζ +mξ)dr +
∫ r0
0
2η(η′ + kξ)dr
− η2|r=r0 + η2(0).
Note that ∣∣∣− ∫ r0
0
2mηk(ζ +mξ)dr
∣∣∣ ≤ ∫ r0
0
k2η2rdr +
∫ r0
0
(ζ +mξ)2
r
dr,∣∣∣ ∫ r0
0
2η(η′ + kξ)dr
∣∣∣ ≤ 1
2
∫ r0
0
1
r
η2dr + 2
∫ r0
0
(η′ + kξ)2rdr.
When |m| = 1, we have ∫ r0
0
(ζ +mξ)2
r
dr =
∫ r0
0
(ξ +mζ)2
r
dr.
Then we get
2επ2
∫ r0
0
(m
r
η − kζ
)2
rdr ≥ επ2
∫ r0
0
1
r
η2dr + 2επ2
∫ r0
0
k2ζ2rdr
− 2επ2
∫ r0
0
k2η2rdr − 2επ2
∫ r0
0
(ζ +mξ)2
r
dr
− 4επ2
∫ r0
0
(η′ + kξ)2rdr − 2επ2η2|r=r0 ,
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which implies that
2επ2
∫ r0
0
(m
r
η − kζ
)2
rdr
≥ επ2
∫ r0
0
1
r
η2dr + 2επ2
∫ r0
0
k2ζ2rdr − 2επ2η2|r=r0 −O(1)Dm,k.
(4.124)
We now estimate the term cεπ2
∫ r0
0 (η
′+kξ)2rdr. Since the minimizer (ξ, η, ζ) ∈ Ym,k, Defini-
tion 3.20 implies that ξ(0) = 0. From Proposition 3.21, we know that
∫ r0
0 η
′2rdr and
∫ r0
0 η
2dr
are bounded, which gives that (ηr)′ ∈ L2(0, r0). So we get that ηr is well-defined at the origin
r = 0. Therefore, we prove the boundary term ηkξr|r=0 = 0. Similarly as (4.118), we have
c
∫ r0
0
(η′ + kξ)2rdr = c
∫ r0
0
η′2rdr + c
∫ r0
0
k2ξ2rdr + 2c
∫ r0
0
η′kξrdr
= c
∫ r0
0
η′2rdr + c
∫ r0
0
k2ξ2rdr + 2cηkξr|r=r0 − 2c
∫ r0
0
ηkξ′rdr − 2c
∫ r0
0
ηkξdr.
Notice that ∣∣∣− 2c∫ r0
0
ηkξ′rdr
∣∣∣ ≤ c∫ r0
0
k2η2rdr + c
∫ r0
0
ξ′2rdr,∣∣∣− 2c∫ r0
0
ηkξdr
∣∣∣ ≤ 2c∫ r0
0
1
r
η2dr +
c
2
∫ r0
0
k2ξ2rdr.
So we deduce
cεπ2
∫ r0
0
(η′ + kξ)2rdr ≥ cεπ2
∫ r0
0
η′2rdr +
c
2
επ2
∫ r0
0
k2ξ2rdr + 2cεπ2ηkξr|r0
− cεπ2
∫ r0
0
k2η2rdr − cεπ2
∫ r0
0
ξ′2rdr − 2επ2c
∫ r0
0
1
r
η2dr,
which gives that
cεπ2
∫ r0
0
(η′ + kξ)2rdr ≥ cεπ2
∫ r0
0
η′2rdr +
c
2
επ2
∫ r0
0
k2ξ2rdr + 2cεπ2ηkξr|r=r0
− 2επ2c
∫ r0
0
1
r
η2dr −O(1)Dm,k.
(4.125)
Choosing the constant c small enough such that c ≤ 18 , by (4.122), (4.124) and (4.125),
we can show that
O(1)Dm,k ≥ επ2
∫ r0
0
1
r
η2dr + 2επ2
∫ r0
0
k2ζ2rdr + 2cεπ2
∫ r0
0
η′2rdr
+ cεπ2
∫ r0
0
k2ξ2rdr + 2π2min(ε, δ)
∫ r0
0
ξ′2rdr
+ 2π2min(ε, δ)
∫ r0
0
(ξ
r
+
mζ
r
)2
rdr − 2επ2η2|r=r0
+ 2π2min(ε, δ)
∫ r0
0
k2η2rdr + 4cεπ2ηkξr|r=r0 .
(4.126)
The remaining thing is to deal with the boundary terms.
46
By Lemma 4.1 and Cauchy inequality, similarly as (4.120) and (4.121), we can prove∣∣∣− 2επ2η2|r=r0∣∣∣ ≤ o(1)∫ r0
0
η′2rdr +O(1)J ,∣∣∣4cεπ2ηkξr|r=r0∣∣∣ ≤ o(1)( ∫ r0
0
η′2rdr +
∫ r0
0
k2ξ2rdr
)
+O(1)Dm,k.
Combining the above estimates with (4.123) and (4.126), by 0 ≤ ρ ≤ C and ∫ r00 ρ(ξ2 + η2 +
ζ2)rdr = 1, we have
O(1)Dm,k ≥ επ2
∫ r0
0
1
r
η2dr + 2επ2
∫ r0
0
k2ζ2rdr +
c
2
επ2
∫ r0
0
k2ξ2rdr + cεπ2
∫ r0
0
η′2rdr
+ 2π2min(ε, δ)
∫ r0
0
ξ′2rdr + π2min(ε, δ)
∫ r0
0
ζ ′2rdr + 2π2min(ε, δ)
∫ r0
0
k2η2rdr
+ 2π2min(ε, δ)
∫ r0
0
(ξ
r
+
mζ
r
)2
rdr
≥ cεπ2
∫ r0
0
η′2rdr + 2π2min(ε, δ)
∫ r0
0
ξ′2rdr + π2min(ε, δ)
∫ r0
0
ζ ′2rdr
+ 2επ2
∫ r0
0
k2ζ2rdr +
c
2
επ2
∫ r0
0
k2ξ2rdr + 2π2min(ε, δ)
∫ r0
0
k2η2rdr
+ επ2
∫ r0
0
1
r
η2dr + 2π2min(ε, δ)
∫ r0
0
(ξ
r
+
mζ
r
)2
rdr
≥ cεπ2
∫ r0
0
η′2rdr + 2π2min(ε, δ)
∫ r0
0
ξ′2rdr + π2min(ε, δ)
∫ r0
0
ζ ′2rdr
+min
(2επ2
C
,
cεπ2
2C
,
2π2min(ε, δ)
C
)
k2
∫ r0
0
ρ(ξ2 + η2 + ζ2)rdr
+ επ2
∫ r0
0
1
r
η2dr + 2π2min(ε, δ)
∫ r0
0
(ξ
r
+
mζ
r
)2
rdr
= cεπ2
∫ r0
0
η′2rdr + 2π2min(ε, δ)
∫ r0
0
ξ′2rdr + π2min(ε, δ)
∫ r0
0
ζ ′2rdr
+min
(cεπ2
2C
,
2π2min(ε, δ)
C
)
k2 + επ2
∫ r0
0
1
r
η2dr
+ 2π2min(ε, δ)
∫ r0
0
(ξ
r
+
mζ
r
)2
rdr,
which gives that (4.115) holds
Case (III): when |m| ≥ 2, the estimate (4.114) holds.
From (4.116), we can get
Dm,k ≥ 2π2min(ε, δ)
∫ r0
0
ξ′2rdr + 2π2min(ε, δ)
∫ r0
0
k2η2rdr
+ 2π2min(ε, δ)
∫ r0
0
(ξ
r
+
m
r
ζ
)2
rdr + 2επ2
∫ r0
0
(η′ + kξ)2rdr
+ 2επ2
∫ r0
0
(m
r
η − kζ
)2
rdr + 2cεπ2
∫ r0
0
(
− ζ ′ + ζ
r
+
m
r
ξ
)2
rdr
+
2π2
3
δ
∫ r0
0
(
ξ′ +
ξ
r
+
m
r
ζ − kη
)2
rdr.
(4.127)
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We temporarily write g = −ζ ′ + ζr + mr ξ, then we have ξ = 1m(rζ ′ − ζ + rg). Moreover,
we get∫ r0
0
(ξ
r
+
m
r
ζ
)2
rdr =
∫ r0
0
ξ2
r
dr +
∫ r0
0
m2
r
ζ2dr + 2
∫ r0
0
mξζ
r
dr
=
∫ r0
0
ξ2
r
dr +
∫ r0
0
m2
r
ζ2dr + 2
∫ r0
0
ζ
(
g + ζ ′ − ζ
r
)
dr
=
∫ r0
0
ξ2
r
dr +
∫ r0
0
m2
r
ζ2dr + 2
∫ r0
0
ζgdr + 2
∫ r0
0
ζζ ′dr − 2
∫ r0
0
ζ2
r
dr
=
∫ r0
0
ξ2
r
dr +
∫ r0
0
m2 − 2
r
ζ2dr + 2
∫ r0
0
ζgdr + ζ2(r0),
∫ r0
0
(ξ
r
+
m
r
ζ
)2
rdr =
1
m2
∫ r0
0
(rζ ′ − ζ + rg)2
r
dr +
∫ r0
0
m2 − 2
r
ζ2dr + 2
∫ r0
0
ζgdr + ζ2(r0)
=
1
m2
∫ r0
0
(
ζ ′2r +
ζ2
r
+ g2r + 2(rζ ′ − ζ)g − 2ζζ ′
)
dr +
∫ r0
0
m2 − 2
r
ζ2dr
+ 2
∫ r0
0
ζgdr + ζ2(r0)
=
1
m2
∫ r0
0
(
ζ ′2r +
ζ2
r
+ g2r + 2(rζ ′ − ζ)g
)
dr +
∫ r0
0
m2 − 2
r
ζ2dr
+ 2
∫ r0
0
ζgdr +
(
1− 1
m2
)
ζ2(r0),
which implies that
2
∫ r0
0
(ξ
r
+
m
r
ζ
)2
rdr =
∫ r0
0
ξ2
r
dr +
∫ r0
0
m2
r
ζ2dr +
∫ r0
0
m2 − 4
r
ζ2dr
+
1
m2
∫ r0
0
(
ζ ′2r +
ζ2
r
+ g2r
)
dr +
2
m2
∫ r0
0
ζ ′grdr
− 2
m2
∫ r0
0
ζgdr + 4
∫ r0
0
ζgdr +
(
2− 1
m2
)
ζ2(r0).
Notice that ∣∣∣ 2
m2
∫ r0
0
ζ ′grdr
∣∣∣ ≤ 1
2m2
∫ r0
0
ζ ′2rdr +
2
m2
∫ r0
0
g2rdr,
∣∣∣− 2
m2
∫ r0
0
ζgdr
∣∣∣ ≤ 1
2m2
∫ r0
0
ζ2
r
dr +
2
m2
∫ r0
0
g2rdr,
∣∣∣4∫ r0
0
ζgdr
∣∣∣ ≤ 1
2
∫ r0
0
m2ζ2
r
dr +
8
m2
∫ r0
0
g2rdr.
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Hence, we have
2π2min(ε, δ)
∫ r0
0
(ξ
r
+
m
r
ζ
)2
rdr
≥ π2min(ε, δ)
∫ r0
0
ξ2
r
dr +
1
2
π2min(ε, δ)
∫ r0
0
m2
r
ζ2dr
+ π2min(ε, δ)
∫ r0
0
m2 − 4
r
ζ2dr +
1
2m2
π2min(ε, δ)
∫ r0
0
(
ζ ′2r +
ζ2
r
)
dr
− 11
m2
π2min(ε, δ)
∫ r0
0
g2rdr +
(
2− 1
m2
)
π2min(ε, δ)ζ2(r0).
(4.128)
We can estimate the term 2επ2
∫ r0
0
(
m
r η − kζ
)2
rdr as follows
2επ2
∫ r0
0
(m
r
η − kζ
)2
rdr = 2επ2
∫ r0
0
m2
r
η2dr + 2επ2
∫ r0
0
k2ζ2rdr − 2επ2
∫ r0
0
2mηkζdr.
Notice that ∣∣∣− ∫ r0
0
2mηkζdr
∣∣∣ ≤ ∫ r0
0
k2η2rdr +
∫ r0
0
m2
r
ζ2dr,
which implies that
2επ2
∫ r0
0
(m
r
η − kζ
)2
rdr ≥ 2επ2
∫ r0
0
m2
r
η2dr + 2επ2
∫ r0
0
k2ζ2rdr
−O(1)
( ∫ r0
0
k2η2rdr +
∫ r0
0
m2
r
ζ2dr
)
.
(4.129)
We now estimate the term 2επ2
∫ r0
0 (η
′ + kξ)2rdr. Similarly as (4.118), we can get∫ r0
0
(η′ + kξ)2rdr =
∫ r0
0
η′2rdr +
∫ r0
0
k2ξ2rdr + 2ηkξr|r=r0 − 2
∫ r0
0
ηkξ′rdr − 2
∫ r0
0
ηkξdr.
Note that ∣∣∣− 2∫ r0
0
ηkξ′rdr
∣∣∣ ≤ ∫ r0
0
k2η2rdr +
∫ r0
0
ξ′2rdr,
∣∣∣− 2∫ r0
0
ηkξdr
∣∣∣ ≤ ∫ r0
0
k2η2dr +
∫ r0
0
ξ2
r
dr.
Hence we have
2επ2
∫ r0
0
(η′ + kξ)2rdr ≥ 2επ2
∫ r0
0
η′2rdr + 2επ2
∫ r0
0
k2ξ2rdr + 4επ2ηkξr|r=r0
−O(1)
( ∫ r0
0
k2η2rdr +
∫ r0
0
ξ′2rdr +
∫ r0
0
ξ2
r
dr
)
.
(4.130)
On the other hand, since the minimizer (ξ, η, ζ) ∈ Ym,k, Definition 3.20 implies that
ξ(0) = ζ(0) = 0. Therefore, we get the boundary terms mζξ|r=0 = ζ2|r=0 = 0, which gives
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that ∫ r0
0
(
− ζ ′ + ζ
r
+
m
r
ξ
)2
rdr =
∫ r0
0
(
ζ ′2r +
ζ2
r
+
m2ξ2
r
)
dr − 2
∫ r0
0
ζ ′ζdr
− 2
∫ r0
0
ζ ′mξdr + 2
∫ r0
0
mξζ
r
dr
=
∫ r0
0
(
ζ ′2r +
ζ2
r
+
m2ξ2
r
)
dr − ζ2(r0)
− 2mζξ|r=r0 + 2
∫ r0
0
ζmξ′dr + 2
∫ r0
0
mξζ
r
dr.
Since ∣∣∣2∫ r0
0
ζmξ′dr
∣∣∣ ≤ ∫ r0
0
ξ′2rdr +
∫ r0
0
m2ζ2
r
dr,
∣∣∣2∫ r0
0
mξζ
r
dr
∣∣∣ ≤ ∫ r0
0
ξ2
r
dr +
∫ r0
0
m2ζ2
r
dr,
we can show that
2επ2
∫ r0
0
(
− ζ ′ + ζ
r
+
m
r
ξ
)2
rdr ≥ 2επ2
∫ r0
0
(
ζ ′2r +
ζ2
r
+
m2ξ2
r
)
dr − 2επ2ζ2(r0)
− 4επ2mζξ|r=r0 −O(1)
∫ r0
0
ξ′2rdr
−O(1)
∫ r0
0
ξ2
r
dr −O(1)
∫ r0
0
m2ζ2
r
dr,
which together with (4.127), (4.128), (4.129) and (4.130), gives that for |m| ≥ 2
O(1)Dm,k ≥ 2π2min(ε, δ)
∫ r0
0
ξ′2rdr + 2π2min(ε, δ)
∫ r0
0
k2η2rdr
+ π2min(ε, δ)
∫ r0
0
ξ2
r
dr +
1
2
π2min(ε, δ)
∫ r0
0
m2
r
ζ2dr
+ π2min(ε, δ)
∫ r0
0
m2 − 4
r
ζ2dr +
π2
2m2
min(ε, δ)
∫ r0
0
(
ζ ′2r +
ζ2
r
)
dr
+ 2επ2
∫ r0
0
m2
r
η2dr + 2επ2
∫ r0
0
k2ζ2rdr + 2επ2
∫ r0
0
η′2rdr
+ 2επ2
∫ r0
0
k2ξ2rdr + 4επ2ηkξr|r=r0 − 4επ2mζξ|r=r0
+ 2επ2
∫ r0
0
(
ζ ′2r +
ζ2
r
+
m2ξ2
r
)
dr − 2επ2ζ2(r0).
(4.131)
The remaining thing is to deal with the boundary terms 4επ2ηkξr|r=r0 , −4cεπ2mζξ|r=r0 and
2επ2ζ2(r0). Similarly as (4.121), by Cauchy inequality and (4.112) in Lemma 4.1, it follows
from (4.127) and (4.128) that∣∣∣4επ2ηkξr|r=r0∣∣∣ ≤ o(1)( ∫ r0
0
η′2rdr +
∫ r0
0
k2ξ2rdr
)
+O(1)Dm,k,
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∣∣∣4επ2mζξ|r=r0∣∣∣ ≤ o(1)( ∫ r0
0
ζ ′2rdr +
∫ r0
0
m2ξ2
r
dr
)
+O(1)Dm,k,
where we have used the facts that for any function h and |m| ≥ 2, it holds that∫ r0
r0
2
h2dr ≤ r0
∫ r0
0
m2h2
r
dr,
∫ r0
r0
2
h2dr ≤ 2
r0
∫ r0
0
h2rdr.
By (4.113) in Lemma 4.1, the same estimate in (4.120), implies that∣∣∣− 2επ2ζ2|r=r0∣∣∣ ≤ o(1)∫ r0
0
ζ ′2rdr +O(1)J .
Then it follows from (4.131), 0 ≤ ρ ≤ C and ∫ r00 ρ(ξ2 + η2 + ζ2)rdr = 1 that
O(1)Dm,k ≥ 2π2min(ε, δ)
∫ r0
0
ξ′2rdr + επ2
∫ r0
0
η′2rdr + επ2
∫ r0
0
ζ ′2rdr −O(1)J
+ 2π2min(ε, δ)
∫ r0
0
k2η2rdr + 2επ2
∫ r0
0
k2ζ2rdr + επ2
∫ r0
0
k2ξ2rdr
+
1
2
π2min(ε, δ)
∫ r0
0
m2
r
ζ2dr + 2επ2
∫ r0
0
m2
r
η2dr + επ2
∫ r0
0
m2ξ2
r
dr
≥ 2π2min(ε, δ)
∫ r0
0
ξ′2rdr + επ2
∫ r0
0
η′2rdr + επ2
∫ r0
0
ζ ′2rdr −O(1)
+ min
(2π2δ
C
,
π2ε
C
)
k2 +
π2min(ε, δ)
2r20C
m2,
which implies that (4.114) holds. Therefore, the result is proved from case (I), case (II) and
case (III).
Next, we show the existence of the biggest growing mode for any m and k.
Proposition 4.3. There exists the biggest growing mode µ for any (m,k) ∈ Z× Z.
Proof. The proof is divided into the following steps.
Step 1: Assume that when m = 0, inf(ξ,η,ζ)∈A1 E0,k(ξ, η, ζ) < 0, and when m 6= 0,
inf((ξ,η,ζ),Q̂r)∈A2 Em,k(ξ, η, ζ, Q̂r ; sm,k) < 0 for any fixed large k, any fixedm and small enough
sm,k.
Step 2: By Proposition 3.14 and Proposition 3.24, then a minimizer exists, which ensures
that, for any fixed m and k, we can define the function λ : (0,∞)→ R by
λ(0, k) := inf
(ξ,η,ζ)∈A1
E0,k(ξ, η, ζ; sk), when m = 0,
λ(m,k) := inf
((ξ,η,ζ),Q̂r)∈A2
Em,k(ξ, η, ζ, Q̂r ; sm,k), when m 6= 0.
Step 3: Let λ(m,k) = −µ2(m,k) for any m and k, then from Step 1 and Step 2, we get
µ(m,k) > 0 for any fixed m and k. By Proposition 3.18 and Proposition 3.29, it holds that
there exists a unique sm,k such that µ(m,k) =
√−λ(m,k) = sm,k, for any fixed m and k.
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Step 4: We will use a contradiction to show that
µ(m,k) = sm,k → 0, as m→∞ or k →∞. (4.132)
Suppose
lim sup
m→∞or k→∞
sm,k > 0. (4.133)
It is convenient to decompose Em,k according to that when m = 0,
E0,k(ξ, η, ζ; sk) = E˜
0
0,k + E˜
1
0,k + E˜
2
0,k = E˜
0
0,k + E˜
1
0,k + s0,kD0,k,
with
E˜00,k = 2π
2
∫ r0
0
[2p′
r
+
4γpB2θ
r2(γp +B2θ )
]
ξ2rdr,
E˜10,k = 2π
2
∫ r0
0
(γp+B2θ )
[
kη − 1
r
(
(rξ)′ − 2B
2
θ
γp+B2θ
ξ
)]2
rdr,
and when m 6= 0,
Em,k(ξ, η, ζ, Q̂r ; sm,k) = E˜
0
m,k + E˜
1
m,k + E˜
2
m,k = E˜
0
m,k + E˜
1
m,k + sm,kDm,k,
with
E˜0m,k = 2π
2
∫ r0
0
[
2p′ +
m2B2θ
r
]
ξ2dr,
E˜1m,k = 2π
2
∫ r0
0
{
(m2 + k2r2)
[Bθ
r
η +
−kBθ(rξ)′ + 2kBθξ
m2 + k2r2
]2
+ γp
[1
r
(rξ)′ − kη + mζ
r
]2}
rdr
+ 2π2
∫ r0
0
m2B2θ
r(m2 + k2r2)
(ξ − rξ′)2dr + 2π2
∫ rw
r0
[
|Q̂r|2 + 1
m2 + k2r2
|(rQ̂r)′|2
]
rdr.
Similarly as (4.116), we can get that for any (ξ, η, ζ) ∈ A1,
E0,k(ξ, η, ζ; sk)
≥ 2π2s0,kmin(ε, δ)
∫ r0
0
ξ′2rdr + 2π2s0,kmin(ε, δ)
∫ r0
0
ξ2
r
dr + 4π2
∫ r0
0
p′ξ2dr,
(4.134)
and for any ((ξ, η, ζ), Q̂r) ∈ A2,
Em,k(ξ, η, ζ, Q̂r; sm,k) ≥ 2π2sm,kmin(ε, δ)
∫ r0
0
ξ′2rdr + 4π2
∫ r0
0
p′ξ2dr. (4.135)
By Lemma 3.7, choosing 0 < r1 <
r0
3 small enough such that Cr1 ≤ 14 , similarly as (3.69),
we deduce ∣∣∣ ∫ r1
0
p′ξ2dr
∣∣∣ ≤ CJ r1 + 1
2
π2skmin(ε, δ)
∫ r0
0
ξ′2rdr.
On the other hand, from the Definition of J and Lemma 3.8, choosing r03 < r2 < r0 close
enough to r0 such that C(r0 − r2) ≤ 14 , similarly as (3.70) and (3.96), we can show that∣∣∣ ∫ r2
r1
p′ξ2dr
∣∣∣ ≤ C ∫ r2
r1
ξ2dr ≤ CJ ,
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∫ r0
r2
ξ2(r)dr ≤ CJ (r0 − r2) + 1
2
π2sm,kmin(ε, δ)
∫ r0
0
ξ′2rdr.
Hence, we can get ∣∣∣ ∫ r0
0
p′ξ2dr
∣∣∣ ≤ C(J ) + C,
which together with Step 1 gives that for anym and k, |E˜0m,k| ≤ C(J )+C. Since E0,k(ξ, η, ζ; s0,k) <
0 and Em,k(ξ, η, ζ, Q̂r; sm,k) < 0, and for any m and k, it holds that E˜
1
m,k ≥ 0, we get that
0 ≤ sm,kDm,k ≤ C0 + C for any m and k, which gives that
sm,k ≤ C0 + C
Dm,k
,
for any m and k. Hence, we can get from Propostion 4.2 that when |m| 6= 1, sm,k ≤
C0+C
‖(ξ′,η′,ζ′)√r‖2
L2
+k2+m2−O(1) , and when |m| = 1, sm,k ≤ C0+C‖(ξ′,η′,ζ′)√r‖2
L2
+k2−O(1) . This shows that
lim sup
m→∞or k→∞
sm,k = 0,
which contradict with (4.133). This ensures (4.132). The existence of growing mode sm,k > 0
requires that m and k are finite. By Proposition 3.14 and Proposition 3.24, for any fixed
m and k, the corresponding energy achieves its negative infimum with a growing mode,
therefore, we can choose the biggest growing mode for these finitely many m and k. This
proves the result.
5 Growth of solutions to the linearized problem
In this section, we will prove estimates for the growth in time of arbitrary solutions to (3.49)
in terms of the biggest growing mode Λ for any m and k. In fact, from Proposition 4.3,
we know that there exists the biggest growing mode for any m and k, so we can define the
biggest growing mode as follows
Λ2 := sup
m,k∈Z
(−λm,k). (5.136)
5.1 Estimates about ξ, η and ζ
In this subsection, let us introduce the following two lemmas describing the basic estimates
about ξ, η and ζ.
Lemma 5.1. Assume (ξ, η, ζ) is the H2 solution of the system ddr
γp+B2
θ
r
d
drr − m
2
r2
B2θ − r(
B2
θ
r2
)′ − ddrk(γp+B2θ )−
2kB2
θ
r
d
dr
m
r γp
k(γp+B2
θ
)
r
d
drr −
2kB2
θ
r −k2(γp+B2θ )− m
2
r2
B2θ
mk
r γp
−mγp
r2
d
drr
mk
r γp −m
2
r2
γp

 ξtηt
ζt
+
 d11 d12 d13d21 d22 d23
d31 d32 d33
 ξttηtt
ζtt
 = ρ
 ξtttηttt
ζttt
 ,
(5.137)
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with
d11 = (
4ε
3
+ δ)
d2
dr2
+ (
4ε
3
+ δ)
d
dr
1
r
− ε
(m2
r2
+ k2
)
, d12 = −(ε
3
+ δ)k
d
dr
,
d13 = (
ε
3
+ δ)
d
dr
m
r
− 2εm
r2
, d21 = (
ε
3
+ δ)k
d
dr
+ (
ε
3
+ δ)
k
r
,
d22 = ε
d2
dr2
+
ε
r
d
dr
− εm
2
r2
− (4ε
3
+ δ)k2, d23 = (
ε
3
+ δ)
mk
r
,
d31 = −(ε
3
+ δ)
m
r
d
dr
− (7ε
3
+ δ)
m
r2
, d32 = (
ε
3
+ δ)
mk
r
,
d33 = ε
d2
dr2
+ ε
d
dr
1
r
− (4ε
3
+ δ)
m2
r2
− εk2,
(5.138)
and the function Q̂r is the H
2 solution of the equation[
r
m2 + k2r2
(rQ̂rt)
′
]′
− Q̂rt = 0, (5.139)
with the other two components Q̂θt = − mm2+k2r2 (rQ̂rt)′ and Q̂zt = − krm2+k2r2 (rQ̂rt)′, along
with the boundary conditions
Q̂rtt = 0, at r = rw, (5.140)
mB̂θξtt = rQ̂rtt, at r = r0, (5.141)[
B2θξt −B2θξ′tr + kB2θηtr − B̂θQ̂θtr
]
n
− ε
(
2ξ′ttr,−iζ ′ttr + imξtt + iζtt, iη′ttr + ikξttr
)T
− (δ − 2
3
ε)
[
ξ′ttr + ξtt +mζtt − kηttr
]
n = 0, at r = r0.
(5.142)
Then it holds that
1
2
d
dt
∫ r0
0
ρ(|ξtt|2 + |ηtt|2 + |ζtt|2)rdr +
∫ r0
0
ε
[2
9
(
− 2ξ′tt +
ξtt
r
+
m
r
ζtt − kηtt
)2
+
2
9
(
ξ′tt −
2ξtt
r
− 2m
r
ζtt − kηtt
)2
+
2
9
(
ξ′tt +
ξtt
r
+
m
r
ζtt + 2kηtt
)2
+
(
− ζ ′tt +
ζtt
r
+
m
r
ξtt
)2
+ (η′tt + kξtt)
2 +
(m
r
ηtt − kζtt
)2]
rdr
+
∫ r0
0
δ
(
ξ′tt +
ξtt
r
+
m
r
ζtt − kηtt
)2
rdr
= −1
2
d
dt
{∫ r0
0
{
(m2 + k2r2)
[Bθ
r
ηt +
−kBθ(rξt)′ + 2kBθξt
m2 + k2r2
]2
+ γp
[1
r
(rξt)
′ − kηt + mζt
r
]2}
rdr +
∫ r0
0
m2B2θ
r(m2 + k2r2)
(ξt − rξ′t)2dr
+
∫ r0
0
[
2p′ +
m2B2θ
r
]
ξ2t dr +
∫ rw
r0
[
|Q̂rt|2 + 1
m2 + k2r2
|(rQ̂rt)′|2
]
rdr
}
.
(5.143)
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Proof. Multiplying the first equation of (5.137) by rξtt, the second one by rηtt and the third
one by rζtt, integrating by parts over (0, r0), we get
[ξtt(γp+B
2
θ )(rξt)
′]r=r0r=0 − [k(γp +B2θ )ξttηtr]r=r0r=0 + [mγpξttζt]r=r0r=0
− 1
2
d
dt
∫ r0
0
γp+B2θ
r
[(rξt)
′]2dr +
d
dt
∫ r0
0
k(γp+B2θ )ηt(rξt)
′dr − d
dt
∫ r0
0
m
r
γpζt(rξt)
′dr
− 1
2
d
dt
∫ r0
0
m2
r
B2θξ
2
t dr −
1
2
d
dt
∫ r0
0
(
B2θ
r2
)′
(rξt)
2dr − d
dt
∫ r0
0
2kB2θ ξtηtdr
− 1
2
d
dt
∫ r0
0
k2(γp+B2θ )η
2
t rdr −
1
2
d
dt
∫ r0
0
m2
r
B2θη
2
t dr +
d
dt
∫ r0
0
mkγpηtζtdr
− 1
2
d
dt
∫ r0
0
m2
r
γpζ2t dr +
[(4ε
3
+ δ
)
ξ′ttξttr
]r=r0
r=0
+ [εη′ttηttr]
r=r0
r=0 + ε[ζ
′
ttζttr − ζ2tt]r=r0r=0
−
∫ r0
0
(4ε
3
+ δ
)
ξ′2ttrdr −
∫ r0
0
(4ε
3
+ δ
)
ξ′ttξttdr +
∫ r0
0
(4ε
3
+ δ
)
ξ′ttξttdr
−
∫ r0
0
(4ε
3
+ δ
)ξ2tt
r
dr −
∫ r0
0
εk2ξ2ttrdr −
∫ r0
0
(ε
3
+ δ
)
kη′ttξttrdr +
∫ r0
0
(ε
3
+ δ
)
kξ′ttηttrdr
+
∫ r0
0
(ε
3
+ δ
)
kξttηttdr −
∫ r0
0
εη′2tt rdr −
∫ r0
0
(4ε
3
+ δ
)
k2η2ttrdr −
∫ r0
0
εζ ′2tt rdr
+ 2
∫ r0
0
εζ ′ttζttdr −
∫ r0
0
ε
ζ2tt
r
dr −
∫ r0
0
εk2ζ2ttrdr −
∫ r0
0
ε
m2
r
ξ2ttdr +
∫ r0
0
(ε
3
+ δ
)
(
m
r
ζtt)
′ξttrdr
− 2
∫ r0
0
ε
m
r
ξttζttdr −
∫ r0
0
ε
m2
r
η2ttdr +
∫ r0
0
(ε
3
+ δ
)
kmζttηttdr −
∫ r0
0
(ε
3
+ δ
)
mζttξ
′
ttdr
−
∫ r0
0
(7ε
3
+ δ
)m
r
ζttξttdr −
∫ r0
0
(4ε
3
+ δ
)m2
r
ζ2ttdr =
1
2
d
dt
∫ r0
0
ρ(ξ2tt + η
2
tt + ζ
2
tt)rdr.
Using the following identities∫ r0
0
(
B2θ
r2
)′
(rξt)
2dr =
∫ r0
0
2ξ2tBθB
′
θdr −
∫ r0
0
2B2θ ξ
2
t
r
dr
= 2B2θ ξ
2
t |r=r0r=0 −
∫ r0
0
(
2BθB
′
θξ
2
t + 4B
2
θξ
′
tξt +
2B2θξ
2
t
r
)
dr,
−
∫ r0
0
(4ε
3
+δ
)
ξ′ttξttdr+
∫ r0
0
(4ε
3
+δ
)
ξ′ttξttdr = −
∫ r0
0
2δξ′ttξttdr+
∫ r0
0
4ε
3
ξ′ttξttdr+[δξ
2
tt]
r=r0
r=0 −
[2
3
εξ2tt
]r=r0
r=0
,
−
∫ r0
0
(ε
3
+ δ
)
kη′ttξttrdr +
∫ r0
0
(ε
3
+ δ
)
kξ′ttηttrdr +
∫ r0
0
(ε
3
+ δ
)
kξttηttdr
= 2δ
∫ r0
0
kξttηttdr + 2δ
∫ r0
0
kξ′ttηttrdr − [δkξttηttr]r=r0r=0 +
[2
3
εkξttηttr
]r=r0
r=0
+
[
εkξttηttr
]r=r0
r=0
− 2ε
∫ r0
0
kη′ttξttrdr −
∫ r0
0
4ε
3
kξ′ttηttrdr −
∫ r0
0
4ε
3
kξttηttdr,∫ r0
0
(ε
3
+ δ
)
(
m
r
ζtt)
′ξttrdr =
(ε
3
+ δ
)
[mζttξtt]
r=r0
r=0 −
∫ r0
0
(ε
3
+ δ
)m
r
ζttξttdr −
∫ r0
0
(ε
3
+ δ
)
mζttξ
′
ttdr,
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−
∫ r0
0
2ε
3
mζttξ
′
ttdr + 2
∫ r0
0
εmξttζ
′
ttdr − 2
∫ r0
0
εmξttζ
′
ttdr = −2ε[mζttξtt]r=r0r=0 + 2
∫ r0
0
εmξttζ
′
ttdr
+
∫ r0
0
4ε
3
mζttξ
′
ttdr,
we deduce
[ξtt(γp+B
2
θ )(rξt)
′]r=r0r=0 − [k(γp +B2θ )ξttηtr]r=r0r=0 + [mγpξttζt]r=r0r=0
− [2B2θξtξtt]r=r0r=0 + [(4ε3 + δ)ξ′ttξttr]r=r0r=0 + [εη′ttηttr + εkξttηttr]r=r0r=0
+ [εζ ′ttζttr − εζ2tt − εmξttζtt]r=r0r=0 − [δkξttηttr]r=r0r=0 +
[2
3
εkξttηttr
]r=r0
r=0
+ [δξ2tt]
r=r0
r=0 −
[2
3
εξ2tt
]r=r0
r=0
+
(
δ − 2ε
3
)
[mξttζtt]
r=r0
r=0
− 1
2
d
dt
{∫ r0
0
{
(m2 + k2r2)
[Bθ
r
ηt +
−kBθ(rξt)′ + 2kBθξt
m2 + k2r2
]2
+ γp
[1
r
(rξt)
′ − kηt + mζt
r
]2}
rdr +
∫ r0
0
m2B2θ
r(m2 + k2r2)
(ξt − rξ′t)2dr
+
∫ r0
0
[
2p′ +
m2B2θ
r
]
ξ2t dr
}
−
∫ r0
0
ε
[2
9
(
− 2ξ′tt +
ξtt
r
+
m
r
ζtt − kηtt
)2
+
2
9
(
ξ′tt −
2ξtt
r
− 2m
r
ζtt − kηtt
)2
+
2
9
(
ξ′tt +
ξtt
r
+
m
r
ζtt + 2kηtt
)2
+
(
− ζ ′tt +
ζtt
r
+
m
r
ξtt
)2
+ (η′tt + kξtt)
2 +
(m
r
ηtt − kζtt
)2]
rdr
−
∫ r0
0
δ
(
ξ′tt +
ξtt
r
+
m
r
ζtt − kηtt
)2
rdr
=
1
2
d
dt
∫ r0
0
ρ(ξ2tt + η
2
tt + ζ
2
tt)rdr.
(5.144)
On the other hand, multiplying the first equation of (5.139) by rQ̂rtt, integrating over (r0, rw),
one can show by (5.140) that
1
2
d
dt
∫ rw
r0
[
|Q̂rt|2 + 1
m2 + k2r2
|(rQ̂rt)′|2
]
rdr + [
r
m2 + k2r2
(rQ̂rt)
′rQ̂rtt]|r=r0 = 0. (5.145)
Applying the boundary conditions (5.141)-(5.142), (ξ, η, ζ) ∈ Ym,k and the Definition 3.20 of
function space Ym,k, from (5.144) and (5.145), one can establish that (5.143) holds. Hence,
the result is proved.
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Lemma 5.2. Assume ‖(ξt, ηt, ζt‖1 and ‖(ξt, ηt, ζt)‖2 are bounded, then it holds that
−
{∫ r0
0
{
(m2 + k2r2)
[Bθ
r
ηt +
−kBθ(rξt)′ + 2kBθξt
m2 + k2r2
]2
+ γp
[1
r
(rξt)
′ − kηt + mζt
r
]2}
rdr +
∫ r0
0
m2B2θ
r(m2 + k2r2)
(ξt − rξ′t)2dr
+
∫ r0
0
[
2p′ +
m2B2θ
r
]
ξ2t dr +
∫ rw
r0
[
|Q̂rt|2 + 1
m2 + k2r2
|(rQ̂rt)′|2
]
rdr
}
≤ Λ2
∫ r0
0
ρ(|ξt|2 + |ηt|2 + |ζt|2)rdr + Λ
∫ r0
0
ε
[2
9
(
− 2ξ′t +
ξt
r
+
m
r
ζt − kηt
)2
+
2
9
(
ξ′t −
2ξt
r
− 2m
r
ζt − kηt
)2
+
2
9
(
ξ′t +
ξt
r
+
m
r
ζt + 2kηt
)2
+
(
− ζ ′t +
ζt
r
+
m
r
ξt
)2
+ (η′t + kξt)
2 +
(m
r
ηt − kζt
)2]
rdr
+ Λ
∫ r0
0
δ
(
ξ′t +
ξt
r
+
m
r
ζt − kηt
)2
rdr.
(5.146)
Proof. From the energy (2.33), it follows that
−
{
2π2
∫ r0
0
{
(m2 + k2r2)
[Bθ
r
ηt +
−kBθ(rξt)′ + 2kBθξt
m2 + k2r2
]2
+ γp
[1
r
(rξt)
′ − kηt + mζt
r
]2}
rdr + 2π2
∫ r0
0
m2B2θ
r(m2 + k2r2)
(ξt − rξ′t)2dr
+ 2π2
∫ r0
0
[
2p′ +
m2B2θ
r
]
ξ2t dr + 2π
2
∫ rw
r0
[
|Q̂rt|2 + 1
m2 + k2r2
|(rQ̂rt)′|2
]
rdr
}
= −E(ξt, ηt, ζt, Q̂rt) + 2π2
∫ r0
0
εµ
[2
9
(
− 2ξ′t +
ξt
r
+
m
r
ζt − kηt
)2
+
2
9
(
ξ′t −
2ξt
r
− 2m
r
ζt − kηt
)2
+
2
9
(
ξ′t +
ξt
r
+
m
r
ζt + 2kηt
)2
+
(
− ζ ′t +
ζt
r
+
m
r
ξt
)2
+ (η′t + kξt)
2 +
(m
r
ηt − kζt
)2]
rdr + 2π2
∫ r0
0
δµ
(
ξ′t +
ξt
r
+
m
r
ζt − kηt
)2
rdr.
Hence, it follows from (5.136) that
−
{
2π2
∫ r0
0
{
(m2 + k2r2)
[Bθ
r
ηt +
−kBθ(rξt)′ + 2kBθξt
m2 + k2r2
]2
+ γp
[1
r
(rξt)
′ − kηt + mζt
r
]2}
rdr + 2π2
∫ r0
0
m2B2θ
r(m2 + k2r2)
(ξt − rξ′t)2dr
+ 2π2
∫ r0
0
[
2p′ +
m2B2θ
r
]
ξ2t dr + 2π
2
∫ rw
r0
[
|Q̂rt|2 + 1
m2 + k2r2
|(rQ̂rt)′|2
]
rdr
}
≤ 2Λ2π2
∫ r0
0
ρ(|ξt|2 + |ηt|2 + |ζt|2)rdr + 2Λπ2
∫ r0
0
ε
[2
9
(
− 2ξ′t +
ξt
r
+
m
r
ζt − kηt
)2
+
2
9
(
ξ′t −
2ξt
r
− 2m
r
ζt − kηt
)2
+
2
9
(
ξ′t +
ξt
r
+
m
r
ζt + 2kηt
)2
+
(
− ζ ′t +
ζt
r
+
m
r
ξt
)2
+ (η′t + kξt)
2 +
(m
r
ηt − kζt
)2]
rdr + 2Λπ2
∫ r0
0
δ
(
ξ′t +
ξt
r
+
m
r
ζt − kηt
)2
rdr.
57
5.2 Exponential growth about ξ, η and ζ
In this subsection, we will use Lemma 5.1 and Lemma 5.2 to prove the exponential growth
about ξ, η and ζ.
Theorem 5.3. Let (ξ, η, ζ) be a H2 solution to the system (5.137) and Q̂r be a H
2 solution
to the equation (5.139) with the corresponding boundary conditions, then it holds that
‖(ξt, ηt, ζt)(t)‖21 + ‖(ξt, ηt, ζt)(t)‖22 + ‖∂tt(ξ, η, ζ)(t)‖21
≤ Ce2Λt
(
‖(ξt, ηt, ζt)(0)‖21 + ‖(ξt, ηt, ζt)(0)‖22 + ‖∂tt(ξ,η, ζ)(0)‖21 + ‖Q̂rt(0)‖2H1
)
.
(5.147)
Proof. Integrating (5.143) of Lemma 5.1 in time over [0, t], we get
1
2
∫ r0
0
ρ(|ξtt|2 + |ηtt|2 + |ζtt|2)rdr +
∫ t
0
∫ r0
0
ε
[2
9
(
− 2ξ′tt +
ξtt
r
+
m
r
ζtt − kηtt
)2
+
2
9
(
ξ′tt −
2ξtt
r
− 2m
r
ζtt − kηtt
)2
+
2
9
(
ξ′tt +
ξtt
r
+
m
r
ζtt + 2kηtt
)2
+
(
− ζ ′tt +
ζtt
r
+
m
r
ξtt
)2
+ (η′tt + kξtt)
2 + (
m
r
ηtt − kζtt)2
]
rdrds
+
∫ t
0
∫ r0
0
δ
(
ξ′tt +
ξtt
r
+
m
r
ζtt − kηtt
)2
rdrds
= N0 − 1
2
{∫ r0
0
{
(m2 + k2r2)
[Bθ
r
ηt +
−kBθ(rξt)′ + 2kBθξt
m2 + k2r2
]2
+ γp
[1
r
(rξt)
′ − kηt + mζt
r
]2}
rdr +
∫ r0
0
m2B2θ
r(m2 + k2r2)
(ξt − rξ′t)2dr
+
∫ r0
0
[
2p′ +
m2B2θ
r
]
ξ2t dr +
∫ rw
r0
[
|Q̂rt|2 + 1
m2 + k2r2
|(rQ̂rt)′|2
]
rdr
}
,
(5.148)
with
N0 =
1
2
∫ r0
0
ρ(|ξtt(0)|2 + |ηtt(0|2 + |ζtt(0)|2)rdr + 1
2
{∫ r0
0
{
(m2 + k2r2)
[Bθ
r
ηt(0)
+
−kBθ(rξt)′(0) + 2kBθξt(0)
m2 + k2r2
]2
+ γp
[1
r
(rξt)
′(0)− kηt(0) + mζt(0)
r
]2}
rdr
+
∫ r0
0
m2B2θ
r(m2 + k2r2)
(ξt(0)− rξ′t(0))2dr +
∫ r0
0
[
2p′ +
m2B2θ
r
]
ξ2t (0)dr
+
∫ rw
r0
[
|Q̂rt(0)|2 + 1
m2 + k2r2
|(rQ̂rt)′(0)|2
]
rdr
}
.
(5.149)
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Applying Lemma 5.2, we show that
1
2
∫ r0
0
ρ(|ξtt|2 + |ηtt|2 + |ζtt|2)rdr +
∫ t
0
∫ r0
0
ε
[2
9
(
− 2ξ′tt +
ξtt
r
+
m
r
ζtt − kηtt
)2
+
2
9
(
ξ′tt −
2ξtt
r
− 2m
r
ζtt − kηtt
)2
+
2
9
(
ξ′tt +
ξtt
r
+
m
r
ζtt + 2kηtt
)2
+
(
− ζ ′tt +
ζtt
r
+
m
r
ξtt
)2
+ (η′tt + kξtt)
2 + (
m
r
ηtt − kζtt)2
]
rdrds
+
∫ t
0
∫ r0
0
δ
(
ξ′tt +
ξtt
r
+
m
r
ζtt − kηtt
)2
rdrds
≤ N0 + 1
2
Λ2
∫ r0
0
ρ(|ξt|2 + |ηt|2 + |ζt|2)rdr
+
1
2
Λ
∫ r0
0
ε
[2
9
(
− 2ξ′t +
ξt
r
+
m
r
ζt − kηt
)2
+
2
9
(
ξ′t −
2ξt
r
− 2m
r
ζt − kηt
)2
+
2
9
(
ξ′t +
ξt
r
+
m
r
ζt + 2kηt
)2
+
(
− ζ ′t +
ζt
r
+
m
r
ξt
)2
+ (η′t + kξt)
2 + (
m
r
ηt − kζt)2
]
rdr
+
1
2
Λ
∫ r0
0
δ
(
ξ′t +
ξt
r
+
m
r
ζt − kηt
)2
rdr.
(5.150)
Using the definitions of the norms ‖ · ‖1 and ‖ · ‖2 given by (2.34)-(2.35) in the introduction,
we prove from (5.150) that
1
2
‖∂tt(ξ, η, ζ)‖21 +
∫ t
0
‖(∂tt(ξ, η, ζ))‖22ds ≤ N0 +
Λ2
2
‖(ξt, ηt, ζt)‖21 +
Λ
2
‖(ξt, ηt, ζt)‖22. (5.151)
Integrating in time and using Cauchy inequality, we obtain
Λ‖(ξt, ηt, ζt)‖22 = Λ‖(ξt, ηt, ζt)(0)‖22 + Λ
∫ t
0
2 < (ξt, ηt, ζt), ∂tt(ξ, η, ζ) >2 ds
≤ Λ‖(ξt, ηt, ζt)(0)‖22 +
∫ t
0
‖∂tt(ξ, η, ζ)‖22ds+ Λ2
∫ t
0
‖(ξt, ηt, ζt)‖22ds,
(5.152)
Λ∂t‖(ξt, ηt, ζt)‖21 = 2Λ < ∂tt(ξ, η, ζ), ∂t(ξ, η, ζ) >1≤ Λ2‖(ξt, ηt, ζt)‖21 + ‖∂tt(ξ, η, ζ)‖21. (5.153)
Combining estimates (5.151), (5.152) and (5.153), we deduce that
∂t‖(ξt, ηt, ζt)‖21 + ‖(ξt, ηt, ζt)‖22
≤ ‖(ξt, ηt, ζt)(0)‖22 +
2
Λ
∫ t
0
‖∂tt(ξ, η, ζ)‖22ds +Λ
∫ t
0
‖(ξt, ηt, ζt‖22ds+ Λ‖(ξt, ηt, ζt)‖21
+
1
Λ
‖∂tt(ξ, η, ζ)‖21 −
1
Λ
∫ t
0
‖∂tt(ξ, η, ζ)‖22ds
≤ 2N0
Λ
+ Λ‖(ξt, ηt, ζt)‖21 + ‖(ξt, ηt, ζt)‖22 + ‖(ξt, ηt, ζt)(0)‖22
+ Λ
∫ t
0
‖(ξt, ηt, ζt‖22ds+ Λ‖(ξt, ηt, ζt)‖21 −
1
Λ
∫ t
0
‖∂tt(ξ, η, ζ)‖22ds
≤ 2N0
Λ
+ 2‖(ξt, ηt, ζt)(0)‖22 + 2Λ‖(ξt, ηt, ζt)‖21 + 2Λ
∫ t
0
‖(ξt, ηt, ζt)‖22ds,
(5.154)
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where we have used the facts
‖(ξt, ηt, ζt)‖22 ≤ ‖(ξt, ηt, ζt)(0)‖22 +
1
Λ
∫ t
0
‖∂tt(ξ, η, ζ)‖22ds+ Λ
∫ t
0
‖(ξt, ηt, ζt)‖22ds. (5.155)
It follows from the Gronwall’s inequality that
‖(ξt, ηt, ζt)‖21 +
∫ t
0
‖(ξt, ηt, ζt)‖22ds
≤ e2Λt‖(ξt, ηt, ζt)(0)‖21 +
(N0
Λ2
+
‖(ξt, ηt, ζt)(0)‖22
Λ
)
(e2Λt − 1).
(5.156)
From (5.151), we know that
1
Λ
‖∂tt(ξ, η, ζ)‖21 +
2
Λ
∫ t
0
‖(∂tt(ξ, η, ζ))‖22ds ≤
2N0
Λ
+ Λ‖(ξt, ηt, ζt)‖21 + ‖(ξt, ηt, ζt)‖22. (5.157)
Therefore,
1
Λ
‖∂tt(ξ, η, ζ)‖21 + ‖(ξt, ηt, ζt)‖22
≤ − 2
Λ
∫ t
0
‖(∂tt(ξ, η, ζ))‖22ds+
2N0
Λ
+ Λ‖(ξt, ηt, ζt)‖21 + 2‖(ξt, ηt, ζt)‖22,
(5.158)
which together with (5.152) gives that
1
Λ
‖∂tt(ξ, η, ζ)‖21 + ‖(ξt, ηt, ζt)‖22
≤ − 2
Λ
∫ t
0
‖(∂tt(ξ, η, ζ))‖22ds+
2N0
Λ
+ Λ‖(ξt, ηt, ζt)‖21
+ 2‖(ξt, ηt, ζt)(0)‖22 +
2
Λ
∫ t
0
‖∂tt(ξ, η, ζ)‖22ds + 2Λ
∫ t
0
‖(ξt, ηt, ζt)‖22ds
=
2N0
Λ
+Λ‖(ξt, ηt, ζt)‖21 + 2‖(ξt, ηt, ζt)(0)‖22 + 2Λ
∫ t
0
‖(ξt, ηt, ζt)‖22ds
≤ e2Λt
(
2Λ‖(ξt, ηt, ζt)(0)‖21 +
2N0
Λ
+ 2‖(ξt, ηt, ζt)(0)‖22
)
.
(5.159)
From the definitions of N0 in (5.149), it follows that
N0 ≤ C
(
‖(ξt, ηt, ζt)(0)‖21 + ‖(ξt, ηt, ζt)(0)‖22 + ‖∂tt(ξ, η, ζ)(0)‖21 + ‖Q̂rt(0)‖2H1
)
, (5.160)
which implies the result.
5.3 Exponential growth about original notation g
In this subsection, we will prove the exponential growth about solution g. First, let us
introduce the basic estimates about the solution g.
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Lemma 5.4. Assume g is a H2 solution to the system (2.20) with the corresponding jump
and boundary conditions, then we can get∫ t
0
∫
Ω
[
ε
∣∣∣∇gt +∇gTt − 23divgt I∣∣∣2 + 2δ|divgt|2]dxds+
∫
Ω
[
|Q|2 + γp|∇ · g|2
]
dx
+
∫
Ω
[
(∇×B) · (g∗ ×Q) +∇ · g(g∗ · ∇p)
]
dx+
∫
Ω
v
|Q̂|2dx+ ‖√ρgt‖2L2
=
∫
Ω
[
|Q0|2 + γp|∇ · g0|2
]
dx+
∫
Ω
[
(∇×B) · (g∗0 ×Q0) +∇ · g0(g∗0 · ∇p)
]
dx
+
∫
Ω
v
|Q̂0|2dx+ ‖√ρg0t‖2L2 ,
(5.161)
with Q = ∇× (g ×B).
Proof. Taking the time derivation about the system (2.20)2, then multiplying the resulted
equation by gt, similarly as the proof of Lemma 3.1, we can show
1
2
d
dt
‖√ρgt‖2L2 = −
1
2
d
dt
∫
Ω
v
|Q̂|2dx− 1
2
d
dt
∫
Ω
[
|Q|2 + γp|∇ · g|2
]
dx
− 1
2
d
dt
∫
Ω
[
(∇×B) · (g∗ ×Q) +∇ · g(g∗ · ∇p)
]
dx
− 1
2
∫
Ω
[
ε
∣∣∣∇gt +∇gTt − 23divgt I∣∣∣2 + 2δ|divgt|2]dx.
Integrating the above equality about time, we have (5.161).
Lemma 5.5. Assume g is a H2 solution to the system (2.20) with the corresponding jump
and boundary conditions, we can get
1
2
d
dt
‖√ρgtt‖2L2 = −
1
2
d
dt
∫
Ω
v
|Q̂t|2dx− 1
2
d
dt
∫
Ω
[
|Qt|2 + γp|∇ · gt|2
]
dx
− 1
2
d
dt
∫
Ω
[
(∇×B) · (g∗t ×Qt) +∇ · gt(g∗t · ∇p)
]
dx
− 1
2
∫
Ω
[
ε
∣∣∣∇gtt +∇gTtt − 23divgtt I∣∣∣2 + 2δ|divgtt|2]dx,
(5.162)
with Qt = ∇× (gt ×B).
Proof. Taking the time derivation about the system (2.20)2, then multiplying the resulted
equation by gtt, similarly as the proof of Lemma 3.1, we can show (5.162).
Lemma 5.6. Assume that ‖g‖1 and ‖g‖2 are bounded with their definitions in (2.36)-(2.37),
and assume g is a H2 solution to the system (2.20), we can get
−
∫
Ω
[
|Q|2 + γp|∇ · g|2
]
dx−
∫
Ω
[
(∇×B) · (g∗ ×Q) +∇ · g(g∗ · ∇p)
]
dx−
∫
Ω
v
|Q̂|2dx
≤ Λ2‖√ρg‖2L2 + Λ
∫
Ω
[ε
2
∣∣∣∇g +∇gT − 2
3
divg I
∣∣∣2 + δ|divg|2]dx,
(5.163)
with Q = ∇× (g ×B).
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Proof. Notice that
gr(r, θ, z) =
∑
m,k∈Z
Fgr(r,m, k)eimθ+ikz , gθ(r, θ, z) =
∑
m,k∈Z
Fgθ(r,m, k)eimθ+ikz ,
gz(r, θ, z) =
∑
m,k∈Z
Fgz(r,m, k)eimθ+ikz , Q̂r(r, θ, z) =
∑
m,k∈Z
FQ̂r(r,m, k)eimθ+ikz ,
Q̂θ(r, θ, z) =
∑
m,k∈Z
FQ̂θ(r,m, k)eimθ+ikz , Q̂z(r, θ, z) =
∑
m,k∈Z
FQ̂z(r,m, k)eimθ+ikz .
Define the energy E and the dissipation term D as follows
E =
∫
Ω
[
|Q|2 + γp|∇ · g|2
]
dx+
∫
Ω
[
(∇×B) · (g∗ ×Q) +∇ · g(g∗ · ∇p)
]
dx+
∫
Ω
v
|Q̂|2dx,
D = µ
∫
Ω
[ε
2
∣∣∣∇g +∇gT − 2
3
divg I
∣∣∣2 + δ|divg|2]dx.
Inserting the above Fourier expansions of gr(r, θ, z), gθ(r, θ, z), gz(r, θ, z), Q̂r(r, θ, z), Q̂θ(r, θ, z)
and Q̂z(r, θ, z) into the above energy E and dissipation term D, we have
E =
∑
m,k∈Z
Em,k(ξ, η, ζ, Q̂r) =
∑
m,k∈Z
(
Em,k(ξ, η, ζ, Q̂r)−Dm,k(ξ, η, ζ)
)
,
D =
∑
m,k∈Z
Dm,k(ξ, η, ζ),
with Em,k(ξ, η, ζ, Q̂r) defined in (2.33) when m 6= 0 and defined in (2.32) when m = 0, and
Dm,k(ξ, η, ζ) defined in (2.39).
In fact, in cylindrical coordinates, we know that
Q = ∇× (g ×B) = −eθ(∂rgrBθ + gr∂rBθ + ∂zgzBθ) + er ∂θgrBθ
r
+ ez
∂θgzBθ
r
, (5.164)
(∇×B) ·(g∗×Q) = −
(
B′θ+
Bθ
r
)
gr(∂rgrBθ+grB
′
θ+∂zgzBθ)−
(
B′θ+
Bθ
r
)g∗θ∂θgrBθ
r
, (5.165)
(g∗ · ∇p)(∇ · g) = grp′
(1
r
(rgr)
′ +
∂θgθ
r
+ ∂zgz
)
, (5.166)
∇g =
 ∂rgr ∂rgθ ∂rgz∂θgr
r − gθr ∂θgθr + grr ∂θgzr
∂zgr ∂zgθ ∂zgz
 , (5.167)
divg I =
 ξ′ + ξr + ∂θgθr + ∂zgz 0 00 ξ′ + ξr + ∂θgθr + ∂zgz 0
0 0 ξ′ + ξr +
∂θgθ
r + ∂zgz
 . (5.168)
Inserting the Fourier expansions about gr, gθ and gz into (5.164)–(5.168), we can get
Q =
∑
m,k∈Z
eimθ+ikz
{
− eθ
(
F∂rgrBθ + Fgr∂rBθ + ikFgzBθ
)
+ er
imFgrBθ
r
+ ez
imFgzBθ
r
}
,
(5.169)
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(∇×B) · (g∗ ×Q) = −
(
B′θ +
Bθ
r
) ∑
m,k∈Z
Fgr
∑
m,k∈Z
(
F∂rgrBθ + FgrB′θ + ikFgzBθ
)
−
(
B′θ +
Bθ
r
) ∑
m,k∈Z
Fg∗θ
∑
m,k∈Z
imFgrBθ
r
,
(5.170)
(g∗ · ∇p)(∇ · g) =
∑
m,k∈Z
Fgrp′
∑
m,k∈Z
(1
r
(rFgr)′ + imFgθ
r
+ ikFgz
)
, (5.171)
∇g =
∑
m,k∈Z
eimθ+ikz
 F∂rgr F∂rgθ F∂rgzimFgr
r − Fgθr imFgθr + Fgrr imFgzr
ikFgr ikFgθ ikFgz
 , (5.172)
divg I =
∑
m,k∈Z
eimθ+ikz
 a 0 00 a 0
0 0 a
 , (5.173)
with a = Fξ′ + Fξr + imFgθr + ikFgz .
On the other hand,
∇ · Q̂ = Q̂′r +
Q̂r
r
+
∂θQ̂θ
r
+ ∂zQ̂z = 0, (5.174)
∇× Q̂ = ez
(
∂rQ̂θ − ∂θQ̂r
r
+
Q̂θ
r
)
+ eθ(∂zQ̂r − ∂rQ̂z) + er
(∂θQ̂z
r
− ∂zQ̂θ
)
. (5.175)
Inserting the Fourier expansions about Q̂r, Q̂θ and Q̂z into (5.174) and (5.175), we obtain
∇ · Q̂ =
∑
m,k∈Z
eimθ+ikz
(
FQ̂′r +
FQ̂r
r
+
imFQ̂θ
r
+ ikFQ̂z
)
= 0, (5.176)
∇× Q̂ = ez
∑
m,k∈Z
eimθ+ikz
(
F∂rQ̂θ − imFQ̂r
r
+
FQ̂θ
r
)
+ eθ
∑
m,k∈Z
eimθ+ikz(ikFQ̂r −F∂rQ̂z)
+ er
∑
m,k∈Z
eimθ+ikz
( imFQ̂z
r
− ikFQ̂θ
)
= 0.
(5.177)
From (5.176), it follows that
FQ̂z = i(rFQ̂r)
′ −mFQ̂θ
kr
, (5.178)
which together with imFQ̂zr − ikFQ̂θ = 0, gives that
FQ̂θ = im
m2 + k2r2
(rFQ̂r)′, FQ̂z = ikr
m2 + k2r2
(rFQ̂r)′. (5.179)
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Hence, we can show that∫
Ω
v
|Q̂|2dx =
∫ 2π
0
∫ 2π
0
∫ rw
r0
[
|Q̂r|2 + |Q̂θ|2 + |Q̂z|2
]
rdrdθdz
= 4π2
∑
m,k∈Z
∫ rw
r0
[
|FQ̂r|2 + |FQ̂θ|2 + |FQ̂z|2
]
rdr
= 4π2
∑
m,k∈Z
∫ rw
r0
[
|FQ̂r|2r + 1
m2 + k2r2
|(rFQ̂r)′|2
]
rdr.
(5.180)
Inserting (5.169)-(5.173) into the energy E and dissipation term D, and at the same time,
letting
ξ = Fgr, η = −iFgz, ζ = iFgθ, iQ̂r = FQ̂r,
we can show that
E =
∑
m,k∈Z
Em,k(ξ, η, ζ, Q̂r), D =
∑
m,k∈Z
Dm,k(ξ, η, ζ).
Here we have used the facts that ξ, η and ζ are real-valued functions.
From Proposition 4.3, we know that there exists the biggest growing mode for any (m,k) ∈
Z× Z. Denoting the biggest growing mode as Λ, which can be found in (5.136), then we get
that
−Em,k(ξ, η, ζ, Q̂r) ≤ Λ2Jm,k(ξ, η, ζ).
Therefore, letting ξ = Fgr, η = −iFgz, ζ = iFgθ, iQ̂r = FQ̂r, using (5.169)–(5.171), we can
show by Lemma 5.2 that
−
∫
Ω
[
|Q|2 + γp|∇ · g|2
]
dx−
∫
Ω
[
(∇×B) · (g∗ ×Q) +∇ · g(g∗ · ∇p)
]
dx−
∫
Ω
v
|Q̂|2dx
= −4π2
∑
m,k∈Z
∫ r0
0
{
(m2 + k2r2)
[Bθ
r
η +
−kBθ(rξ)′ + 2kBθξ
m2 + k2r2
]2
+ γp
[1
r
(rξ)′ − kη + mζ
r
]2}
rdr
− 4π2
∑
m,k∈Z
∫ r0
0
m2B2θ
r(m2 + k2r2)
(ξ − rξ′)2dr − 2πL
∑
m,k∈Z
∫ r0
0
[
2p′ +
m2B2θ
r
]
ξ2dr
− 4π2
∑
m,k∈Z
∫ rw
r0
[
|Q̂r|2 + 1
m2 + k2r2
|(rQ̂r)′|2
]
rdr
≤ 4Λ2π2
∑
m,k∈Z
∫ r0
0
ρ(|ξ|2 + |η|2 + |ζ|2)rdr + 4Λπ2
∑
m,k∈Z
∫ r0
0
ε
[2
9
(
− 2ξ′ + ξ
r
+
m
r
ζ − kη
)2
+
2
9
(
ξ′ − 2ξ
r
− 2m
r
ζ − kη
)2
+
2
9
(
ξ′ +
ξ
r
+
m
r
ζ + 2kη
)2
+
(
− ζ ′ + ζ
r
+
m
r
ξ
)2
+ (η′ + kξ)2 +
(m
r
η − kζ
)2]
rdr + 4Λπ2
∑
m,k∈Z
∫ r0
0
δ
(
ξ′ +
ξ
r
+
m
r
ζ − kη
)2
rdr
= Λ2‖√ρg‖2L2 + Λ
∫
Ω
[ε
2
∣∣∣∇g +∇gT − 2
3
divg I
∣∣∣2 + δ|divg|2]dx.
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Similar to the proof of Theorem 5.3, by Lemma 5.5 and 5.6, we can get the following
result.
Theorem 5.7. Assume g is a H2 solution to the system (2.20) with the corresponding bound-
ary conditions, then it holds that
‖gt‖21 + ‖gt‖22 + ‖∂ttg(t)‖21
≤ Ce2Λt
(
‖gt(0)‖21 + ‖gt(0)‖22 + ‖∂ttg(0)‖21 + ‖Q̂t(0)‖2L2
)
.
(5.181)
Proof. Integrating (5.162) of Lemma 5.5 about time over [0, t], we have
1
2
‖√ρgtt‖2L2 = L0 −
1
2
∫
Ω
v
|Q̂t|2dx− 1
2
∫
Ω
[
|Qt|2 + γp|∇ · gt|2
]
dx
− 1
2
∫
Ω
[
(∇×B) · (g∗t ×Qt) +∇ · gt(g∗t · ∇p)
]
dx
−
∫ t
0
∫
Ω
[ε
2
∣∣∣∇gtt +∇gTtt − 23divgtt I∣∣∣2 + δ|divgtt|2]dxds,
(5.182)
with
L0 =
1
2
‖√ρgtt(0)‖2L2 +
1
2
∫
Ω
v
|Q̂t|2(0)dx+ 1
2
∫
Ω
[
|Qt|2(0) + γp|∇ · gt|2(0)
]
dx
+
1
2
∫
Ω
[
(∇×B) · (g∗t ×Qt)(0) +∇ · gt(g∗t · ∇p)(0)
]
dx.
(5.183)
Using Lemma 5.6, we deduce
1
2
‖√ρgtt‖2L2 +
∫ t
0
∫
Ω
[ε
2
∣∣∣∇gtt +∇gTtt − 23divgtt I∣∣∣2 + δ|divgtt|2]dxds
= L0 − 1
2
∫
Ω
v
|Q̂t|2dx− 1
2
∫
Ω
[
|Qt|2 + γp|∇ · gt|2
]
dx
− 1
2
∫
Ω
[
(∇×B) · (g∗t ×Qt) +∇ · gt(g∗t · ∇p)
]
dx
≤ L0 + Λ
2
2
‖√ρgt‖2L2 +
Λ
2
∫
Ω
[ε
2
∣∣∣∇gt +∇gTt − 23divgt I∣∣∣2 + δ|divgt|2]dx.
(5.184)
Using the definitions of the norms ‖ · ‖1 and ‖ · ‖2 given by (2.36)-(2.37) in the introducntion,
we obtain
1
2
‖∂ttg‖21 +
∫ t
0
‖∂ttg‖22ds ≤ L0 +
Λ2
2
‖gt‖21 +
Λ
2
‖gt‖22. (5.185)
Integrating in time and using Cauchy’s inequality, we get
Λ‖gt‖22 = Λ‖gt(0)‖22 + Λ
∫ t
0
2 < gt, ∂ttg >2 ds
≤ Λ‖gt(0)‖22 +
∫ t
0
‖∂ttg‖22ds+ Λ2
∫ t
0
‖gt‖22ds,
(5.186)
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Λ∂t‖gt‖21 = 2Λ < ∂ttg, ∂tg >1≤ Λ2‖gt‖21 + ‖∂ttg‖21. (5.187)
Combining estimates (5.185), (5.186) and (5.187), we obtain
∂t‖gt‖21 + ‖gt‖22 ≤ ‖gt(0)‖22 +
2
Λ
∫ t
0
‖∂ttg‖22ds + Λ
∫ t
0
‖gt‖22ds+ Λ‖gt‖21
+
1
Λ
‖∂ttg‖21 −
1
Λ
∫ t
0
‖∂ttg‖22ds
≤ 2L0
Λ
+Λ‖gt‖21 + ‖gt‖22 + ‖gt(0)‖22 + Λ
∫ t
0
‖gt‖22ds +Λ‖gt‖21
− 1
Λ
∫ t
0
‖∂ttg‖22ds
≤ 2L0
Λ
+ 2‖gt(0)‖22 + 2Λ‖gt‖21 + 2Λ
∫ t
0
‖gt‖22ds,
(5.188)
where we have used the facts
‖gt‖22 ≤ ‖gt(0)‖22 +
1
Λ
∫ t
0
‖∂ttg‖22ds+ Λ
∫ t
0
‖gt‖22ds. (5.189)
It follows from the Gronwall’s inequality that
‖gt‖21 +
∫ t
0
‖gt‖22ds ≤ e2Λt‖gt(0)‖21 +
(L0
Λ2
+
‖gt(0)‖22
Λ
)
(e2Λt − 1). (5.190)
From (5.185), it follows that
1
Λ
‖∂ttg‖21 +
2
Λ
∫ t
0
‖∂ttg‖22ds ≤
2L0
Λ
+Λ‖gt‖21 + ‖gt‖22. (5.191)
Therefore,
1
Λ
‖∂ttg‖21 + ‖gt‖22 ≤ −
2
Λ
∫ t
0
‖∂ttg‖22ds +
2L0
Λ
+ Λ‖gt‖21 + 2‖gt‖22, (5.192)
which together with (5.186) gives that
1
Λ
‖∂ttg‖21 + ‖gt‖22 ≤ −
2
Λ
∫ t
0
‖∂ttg‖22ds+
2L0
Λ
+ Λ‖gt‖21 + 2‖gt(0)‖22
+
2
Λ
∫ t
0
‖∂ttg‖22ds+ 2Λ
∫ t
0
‖gt‖22ds
=
2L0
Λ
+ Λ‖gt‖21 + 2‖gt(0)‖22 + 2Λ
∫ t
0
‖gt‖22ds
≤ e2Λt
(
2Λ‖gt(0)‖21 +
2L0
Λ
+ 2‖gt(0)‖22
)
.
(5.193)
From the definition of L0 in (5.183), we can get
L0 ≤ C
(
‖gt(0)‖21 + ‖gt(0)‖22 + ‖∂ttg(0)‖21 + ‖Q̂t(0)‖2L2
)
, (5.194)
which implies the result.
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