A Markov-switching model is lit for I8 exchange rates at quarterly frequencies. The model fits well in-sample for many exchange rates. By the mean-squared-error criterion, the Markov model does not generate superior forecasts to a random walk or the forward rate. There appears to be some evidence that the forecasts of the Markov model are superior at predicting the direction of change of the exchange rate.
Introduction
The behavior of the dollar against certain currencies appears to be forecastable.
In particular, the exchange rate appears to follow long swingsit drifts upward for a considerable period of time, and then switches to a long period with downward drift. Engel and Hamilton (1990) found that the dollar/mark, dollar/pound and dollar/French franc exchange rates can be described well by Hamilton's (1989) Markov switching model. This paper investigates whether the Markov switching model is a useful tool for describing the behavior of floating exchange rates more generally. The time-series properties of 18 exchange rates in the post-Bretton Woods period, including 11 non-U.S. dollar exchange rates, are investigated. In general, the model of Engel and Hamilton (EH) does not clearly outperform the random walk model or the forward exchange rate in out-of-sample forecasts. The mean squared errors of the forecasts of the segmented trends model tend not to be significantly lower than those of a zero-drift random walk, a random walk with drift or the forward rate. There is some evidence, however, that the segmented trends model is superior to its competitors in forecasting the direction of change of exchange rates.
The paper focuses on exchange rates that are measured at the end of each quarter. The estimation period is [1973] [1974] [1975] [1976] [1977] [1978] [1979] [1980] [1981] [1982] [1983] [1984] [1985] [1986] , and the post-sample forecast period is 19861991.
There is no natural frequency to measure changes in exchange rates. If the exchange rate process follows a two-state Markov switching process on monthly data, for example, it will not generally then also follow a two-state Markov switching process on quarterly data, and vice versa. So, the models were also estimated on monthly data. The general conclusions about the forecasting ability of the segmented trends model was not affected by the choice of estimation period, but the model estimated on quarterly data does seem to perform better in-sample than the monthly model. For space considerations, the results of the monthly exercise are not included [see Engel ( 1992) ].
Section 2 reviews briefly the Markov switching model, and techniques for estimation.
Section 3 presents estimates of the model on quarterly changes in logs of exchange rates. Section 4 discusses criteria for evaluating the forecasting performance of the model. Section 5 presents the results of the forecasting contest between the Markov switching model, the random walk with and without drift and the forward exchange rate. Section 6 concludes the paper by speculating on the meaning of the less than spectacular forecasting performance of the Markov switching model.
The model and its estimation
This section outlines the Markov switching model. An excellent survey is available in Hamilton (1991) .
Changes in the log of the exchange rate are distributed normally with mean pi and variance U' in each of two possible states of the world (i= 1,2). The state at time t is determined randomly, and depends only on the state at time t -1. The probability of being in state i at time t if the exchange rate were in state i at time t -1 is pi. This is a simple version of the more general Markov switching model described by Hamilton (1989 Hamilton ( , 1991 . The exchange rate could be allowed to follow more general stochastic processes in each state. There can be more than two states. The pi could vary over time. Moreover, the exchange rate need not be modeled as a univariate process. It could be one element of a multivariate Markov switching process. The simple univariate model described above, in which the log of the exchange rate follows a random walk with drift in each of two states (the segmented trends model), was found by EH to provide a good description of exchange rate behavior. It outperformed a random walk both in-sample and out-of-sample. The model still allows a variety of behavior in the time series of exchange rates. In particular, large values of the pi generate the 'long swings' in exchange rates which EH argue are characteristic of dollar exchange rates, Furthermore, the parsimony of the parameterization (only six parameters need to be estimated for each exchange rate: pi, Ui and pi, i = 1,2) promises good forecasting properties for the model.
The parameter vector ~=(~1,~~,~.lr~2,p,,p2) can be estimated by maximum likelihood methods. The sample likelihood is a function of the observed values of the changes in the logs of exchange rates. The states (sr, s2,. . . , sT) are unobserved, and the econometrician must draw inferences about the probability of s,= 1 or 2 based on the observed data. The maximum likelihood estimation in this paper is performed using the EM algorithm described by Hamilton (1990) .
Estimates on quarterly data
This section investigates the behavior of the U.S. dollar exchange rate relative to the Japanese yen, the U.K. pound, the Canadian dollar, the Italian lira, the French franc, the Swiss franc and the German mark; and the behavior of the yen and pound against the remaining currencies. The exchange rate changes are measured on a quarterly basis in this section.
The data were compiled by Data Resource Inc., and measured as the average of the bid and ask rates on the last day of the period. The log changes are multiplied by 100 to express things in percentage terms.
The first observation is for the second quarter of 1973, so the first quarterly change is observed at the end of the third quarter of that year. The model is estimated through the first quarter of 1986.
Estimates are reported in table 1. The maximum likelihood estimates show that the two states generally differ not only in mean, but in variance as well. (The standard errors of the coefficient estimates are reported in parentheses.) For many of the currencies, there seems to be evidence of long swings in the exchange rate. That is, the probability of staying in a state once you are in it (pi) is large. This seems to be true for all U.S. dollar exchange rates except for the U.S. dollar/Canadian dollar rate, for all yen rates, and for the pound/ Canadian dollar rate. On the other hand, the exchange rates for those countries that are in close geographical proximity -the U.S. dollar/Canadian dollar and the pound against European currencies ~ show much lower pi. [See Engel (1992) are not identified. The second is that the derivative of the likelihood with respect to pi and gi is identically zero under the null hypothesis. EH suggest two other possible null hypotheses.
Each represents a stochastic process which in turn nests the random walk.
The first is simply pI =p2. Under this null hypothesis, the two states are different only by their variances, so the exchange rate essentially follows a random walk with heteroskedastic errors. Tests of this hypothesis are reported in table 2. The null can be rejected at the 5 percent level for all currencies of countries not in close geographic proximity.
It cannot be rejected for any others except the pound/Swiss franc rate. (The 5 percent critical value is 3.84.)
The second null proposed by EH is p1 +pZ = 1, so that the distribution of s, is independent of s,-~. EH note that large values of p1 and pz result in exchange rate movements that are characterized by long swings. They strongly reject p1 +p2= 1 in favor of the segmented trends model for the U.S. dollar against the French franc, English pound and German mark. Table 2 shows that the null hypothesis of p1 +p2 = 1 is indeed rejected for those three currencies. In fact, it is rejected at the 5 percent level for the exchange rates of all countries that are not in close proximity, with the exception of the dollar/Swiss franc rate. It is not rejected for any of those countries which are neighbors.
The conclusion that can be reached here is that the segmented trends model fits well in-sample for the 13 exchange rates of non-neighboring countries.
In particular, it must outperform a random walk because it outperforms generalizations of the random walk. In section 5 we will consider the forecasting ability of the segmented trends model for these 13 exchange rates.
Standards for measuring forecastability
We would like to know whether the Markov switching model forecasts well out-of-sample.
To a large extent, the question is a relative one: Does the model do well compared with some alternative?
A minimal standard would be that the model forecast better than some naive alternative, such as a random walk. This is precisely the standard used by Meese and Rogoff (1983) in their famous paper which found that virtually no economic model of the exchange rate could outforecast a zero-drift random walk. Since that paper appeared, many authors have used the zero-drift random walk specification as the standard for comparison in measuring forecasting performance [see, for example, Diebold and Nason (1990)].
Engel and Hamilton (1990) argue that the random walk with drift is a more reasonable standard of comparison when the drift term is estimated to be significantly different from zero. Indeed, suppose the drift term is significant within sample, but by some measure the driftless random walk outperforms the random walk with drift in the out-of-sample period. That suggests that the data-generating process in the post-sample period is no longer a random walk with the same drift term as in-sample. In fact, if the data-generating process has switched from a random walk with drift to a driftless random walk -and if the underlying state (drift or no drift) switches according to a Markov process -then the exchange rate can be described exactly by the segmented trends model. So, first, if the drift is significant in-sample, then the appropriate out-ofsample standard is the random walk with drift. While for a particular sample the zero-drift random walk may perform better out-of-sample, one must avoid the fallacy of choosing the out-of-sample standard based on its out-ofsample performance.
Second, if the zero-drift random walk does significantly outperform the random walk with drift out-of-sample (but the drift term was significant in-sample), there is prima facie evidence that the exchange rate can be described by a model similar to the segmented trends model.
One of the purposes of this section of the paper is to determine whether the random walk with drift or the driftless random walk is the appropriate standard.
The first column of table 3 presents t-statistics for the test of whether the mean change in the log of the exchange rate is zero for quarterly data from 1973:3 to 1986: 1. The mean is significant at the 5 percent level for only four of the 13 exchange rates, and at the 10 percent level for only one additional rate. The second and third columns of table 3 show LM tests for the hypothesis that the mean of the change in the log of the exchange rate changed from the 1973:3-1986:l to the 1986:2-1991:l period, under the normality assumption.
The first column performs the test assuming equal variances in the two periods, and the second assumes different variances. In both sets of tests the null of the same mean drift is rejected only for the dollar/lira rate at the 5 percent level (although the yen/lira statistic is very nearly large enough to reject at this level). The evidence from table 3 is that it probably does not make much difference whether the random walk with drift or the driftless random walk is used as the standard for out-of-sample forecasting. This conclusion will be further supported shortly by evidence on the out-of-sample forecasting properties of these two alternatives. We will also compare the forecasting ability of the Markov model with that of the forward exchange rate. Under some assumptions -for example, if there are risk-neutral speculators and markets are efficient -the forward rate should be the best possible predictor of the future exchange rate. So, it is a natural standard of comparison.
Once we decide on the alternative with which to compare the Markov switching model, we must decide what measure of forecasting ability is best. The most frequently used measure is the mean squared error of the forecasts. Using this measure implies that the forecaster has a quadratic loss function defined over the forecasts. It is, however, difficult to justify such a loss function on the basis of a particular economic decision facing some individual.
From an economist's standpoint, a more reasonable approach would be to postulate some objective for an economic agent, and then measure the value of different forecasts in terms of achieving the maximum of that objective. For example, West et al. (1992) assume that agents wish to choose consumption levels and asset shares at each point in time to maximize a function of the mean and variance of next period's wealth.
Rather than undertake the difficult exercise of West et al., we look at a few different measures of forecasting ability. The forecasts are judged on the basis of their ability to minimize the mean squared forecast error and by their ability to predict the direction of change of the exchange rate. Engel (1992) also uses the mean absolute forecast error criterion, although there is essentially no difference in the conclusions using this criterion versus the mean squared errors.
One argument for looking at the direction of change of the exchange rate is that it may actually not be a bad proxy for a utility-based measure of forecasting performance. Leitch and Tanner (1991) find that the direction of change criterion is the best proxy among several (including mean squared error and mean absolute error) for choosing forecasts of interest rates on their ability to maximize expected trading profits. It is also possible to think of important circumstances under which the direction of change criterion is exactly the right one for maximizing the welfare of the forecaster. One example is that central banks under pegged exchange rate systems often are interested only in the direction of change in the exchange rate. They might need to intervene to support the currency if it is expected to depreciate, regardless of the size of the expected depreciation. Table 4 compares the forecasts of the random walk with drift with the random walk with zero drift. For each of the 13 exchange rates, table 4 reports the mean squared error of forecasts for one-, two-and four-quarter changes in the exchange rate over the 1986:2-1991:l period. The random walk with drift is the better forecaster at all horizons for the dollar/yen, dollar/Swiss franc, dollar/mark, and yen/Swiss franc exchange rates. The zero drift random walk is better for all horizons for the other nine exchange rates.
Simply comparing the values of the mean squared forecast errors does not give us any idea of the significance of the difference. Diebold and Mariano (1991) proposed a statistic for comparing forecasts that is asymptotically N(O,l). It can be used in our context to test whether the mean squared error of one forecast is better than another. Table 5 reports the Diebold-Mariano statistics. At the one-month horizon, the difference in the mean squared error is not significant at the 10 percent level for any exchange rate. At the two-quarter horizon, the zero-drift random walk has a significantly lower mean squared error only for the Table 4 Post-sample mean squared forecast errors (estimated quarterly, 1973:3-1986: 1: forecast 1986:2-199l:l At the four-quarter horizon, we can reject the null of no difference in mean squared error at the 5 percent level only for the dollar/lira, and at the 10 percent level for the dollar/French franc, dollar/pound and yen/pound. In general, there is no significant difference between the forecasting ability of the random walk with drift and the random walk without drift models. Table 6 allows us to check whether the random walk with drift model gets the direction of change correct more than half the time. Since the zero-drift random walk predicts no change, this is, in a sense, another check of the relative forecasting ability of the two specifications. The random walk with drift correctly forecasts the direction of change more than half the time for the dollar/yen, dollar/Swiss franc, dollar/mark, yen/French franc, yen/lira, yen/pound and yen/mark. At the one-quarter horizon there are 260 forecasts across the 13 exchange rates. The random walk with drift forecasts the direction correctly about half the time -132. If we can consider each of those forecasts to be independent of the other, then clearly the random walk with drift is not significantly better than a coin toss at forecasting the exchange rate. The same is true at the other horizons -it forecasts correctly 126 out of 247 two-quarter-ahead forecasts and 110 out of 221 four-quarter-ahead forecasts. Table 4 also examines the mean squared error for out-of-sample forecasts for the Markov model. The model is estimated through the first quarter of 1986, and the forecast errors are calculated for the five-year period from the second quarter of 1986 to the first quarter of 1991.
Forecasts from Markov model
First, consider the comparison of the forecasts of the segmented trend to the random walk with drift. The segmented trend model improves on the random walk in only about half of the cases. For the one-quarter-ahead forecasts, the segmented trends model does better for seven of the 13 exchange rates. It outforecasts the random walk with drift for five exchange rates at the two-quarter horizon, and six at the four-quarter horizon. Inspection of table 4 reveals that there are sometimes large differences in the mean squared forecast errors for the two models, but not consistently favoring one of the models. Table 5 presents the Diebold-Mariano statistics. Most of the differences in mean squared error are not significant.
There is only one currency for which the Markov model does significantly better (the dollar/Swiss franc) and only a few for which the random walk does significantly better at any horizon.
The performance of the segmented trends model against the forward rate is quite similar -each wins the forecasting contest about half the time. The Markov model does significantly better for the dollar/Swiss franc, and the Table 6 Count of correct forecast of direction of change (estimated auarterlv. 1973:3-19X6:1; forecast 1986:2-~i99'l:i). forward rate has a significantly lower mean squared error for the dollar/lira and yen/lira.
Generally, the random walk with zero drift outperforms all other models in terms of mean squared forecast errors. For example, in the four-quarterahead forecasting contest, the zero-drift random walk wins nine of the 13 contests (the segmented trend wins three, and the random walk with trend wins one). At a one-quarter horizon, the zero-drift random walk outperforms the segmented trends model for seven of the 13 exchange rates, and at the other horizons for ten of the exchange rates. However, the variance of the forecast errors is quite large. Hence, by the Diebold-Mariano statistics, the zero-drift random walk significantly outperforms the segmented trends model only for the dollar/lira rate. Table 6 reports the count of how many times each model forecasted in the correct direction. Clearly, the zero-drift random walk does not belong in this comparison.
An analogy to the no-change model in this case would be the coin-toss model.
In the live-year post-sample period, there are 20 quarters to predict. For all but two of the currencies, the segmented trend gets the direction correct more than half of the time. (It misses for the dollar/lira and dollar/yen.) Out of the 260 one-quarter-ahead forecasts, the Markov model forecasts the direction correctly 147 times. Treating these as independent forecasts, the null hypothesis that the model can predict direction no better than a coin toss can be rejected with p-value of 1.7 percent.
The random walk with drift and the forward rate do not do nearly so well at the one-quarter-ahead horizon. The random walk model gets the direction correct more than half of the time for only six currencies, while the forward rate achieves this level for only live currencies. The random walk gets the direction correct for 132 out of 260 forecasts, and the forward rate for 121 out of 260 forecasts.
The results are not as impressive at the two-and four-quarter horizons, although they still favor the Markov model. At both horizons, the Markov model gets the direction of change right more than half the time: 128 out of 247 two-quarter-ahead forecasts, and 114 out of 221 four-quarter-ahead forecasts. The p-values for these outcomes, assuming independence of all of the forecasts, are 0.283 and 0.319, respectively. It also outperforms the random walk (126 correct at the two-quarter horizon, and 110 at the fourquarter horizon) and the forward rate (114 and 98).
So, when the size of the forecast error is de-emphasized, the segmented trends model seems more attractive.
Conclusions
The results of this paper indicate that the Markov switching model does not provide particularly good forecasts of exchange rates. The forecasts generated from this model do not generally have lower mean squared error than a random walk (with or without drift) or the forward exchange rate. There is weak evidence that the segmented trends model outperforms its rivals in predicting the direction of change of the exchange rate. All of this evidence comes in spite of the fact that the Markov model significantly outperforms generalized versions of the random walk in-sample. The zero-drift random walk has done quite well in out-of-sample forecasting contests. It was the winner in Meese and Rogoff's (1983) contest between exchange rate models, and in Diebold and Nason's (1990) test of the forecasting ability of non-linear models. However neither of those papers used the Diebold-Marano statistic to test the significance of the difference in forecasting performance.
The more recent study of Chinn and Meese (1992) finds that models that include an error-correction term significantly outperform the no-change hypothesis at longer horizons. ' If there are long swings in the exchange rate it might not be too surprising that the Markov model performs well in terms of getting the direction of change correct. That is because there will tend to be runs in one direction and then the other in changes in the exchange rate. For these exchange rates, the runs do not have to persist for a long time before the Markov model concludes that the state has shifted. Hence, it will miss the direction of change for a short period of time around the date at which the regimes shift, but will tend to get the direction of change correct during long periods of time in which the exchange rate drifts in one direction.
Even though this paper examines many currencies, there is a sense in which the out-of-sample forecast performance of the models may be closely related. The Louvre accord of March 1987 seems to have stabilized all exchange rates. As it happens, this accord comes just one year after the end of our estimation period. If there was a regime switch at this point to a new state that is characterized by low variances and not much drift in exchange rates, the Markov model estimated during our sample would not perform well out-of-sample.
While a change in regime is bad news for most models, it is exactly in the spirit of the Markov switching model. Perhaps the Markov model will perform better in the future, allowing for a third state. 'Mark (1992) finds similar results at long horizons, but does not include a measure of the significance of out-of-sample performance results.
