Increasingly shorter product life cycles impel ÿrms to design, develop, and market more products in less time than ever before. Overlapping of design and development stages is commonly regarded as the most promising strategy to reduce product development times. However, overlapping typically requires additional resources and can be costly.
INTRODUCTION
A ÿrm's ability to expeditiously develop and market products has been accredited as a critical success factor by many authors (e.g., Rosenau 1990 , Blackburn 1991 . As Imai et al. (1985) and later Clark and Fujimoto (1989) observed, faster product development cycles are frequently characterized by overlapping product design activities, giving rise to an increasing body of literature dedicated to overlapping in product design. Smith and Reinertsen (1995) consider overlapping as a "core technique for saving development time" and Takeuchi and Nonaka (1986) as essential for fast and exible product design. Traditionally, design has followed a sequential pattern where information about the product was slowly accumulated in consecutive stages. A stage commenced only when the preceding stage had terminated and had supplied complete and ÿnal information. Overlapping product design di ers from the sequential approach in that it allows downstream design stages to start before preceding upstream stages have ÿnalized their speciÿcations.
Because overlapping utilizes incomplete information, it requires di erent ways of communication and cooperation between design stages. As a consequence, most of the extant literature in this domain focuses on information processing and organizational challenges caused by overlapping (e.g., Nonaka 1986, Smith and Reinertsen 1995) . More recently, an interesting body of research emerged that has introduced di erent design process models: Ha and Porteus (1995) investigate how scheduling of design reviews impacts the design process lead time. Ahmadi and Wang (1999) extend this study and include the allocation of engineering resources in their model. Smith and Eppinger (1997) suggest methods for ordering design tasks in order to minimize design lead times, when design tasks depend on each other for input information. Krishnan et al. (1997) develop a methodology to evaluate overlapping of coupled design activities and investigate the potential risks of overlapping in regard to product performance.
In our research, we share with these authors the focus on information transfer between design stages and on short design lead times. In addition, we will explicitly address design costs in our model of the design process. Because of the inherent uncertainty associated with overlapping, the notion that overlapping necessitates additional work, while shortening lead time, is common to the extant literature. It is therefore generally acknowledged that overlapping is more costly than the traditional sequential approach. Empirical support for this is provided by Mansÿeld et al. (1972) and Eastman (1980) . Yet, no work exists that explicitly discusses the trade-o between increased costs and reduced product development times due to overlapping.
Time-cost trade-o s are extensively discussed in the project scheduling literature where activities can be shortened (crashed) at additional costs. Kelley (1961) ÿrst formulated this problem for linear crashing costs as a linear program and Fulkerson (1961) as a network ow problem. Since then the problem has been discussed extensively under a variety of di erent assumptions such as convex cost curves (Berman 1964 , Elmaghraby 1968 , Foldes and Soumis 1993 , concave cost curves (Falk and Horowitz 1972) , penalty costs for key activities during a project (Kanda and Rao 1984) , or discounted cash ows (e.g., Icmeli and Erenguc 1996) .
Because both crashing of activities and overlapping aim at reducing completion times, they can be considered alternatives or complements to each other. However, the underlying mechanisms are quite distinct because the durations of individual activities actually increase through overlapping, while the lead time decreases as a result of working concurrently on di erent activities.
The next section presents a formal model of the overlapping problem. Section 3 provides a model for how overlapping causes additional work at the design stages. Exploring the structure of the overlapping problem, an efÿcient solution procedure that solves the overlapping problem and two closely related problems is proposed in §4. Our methodology was successfully employed during the development of turbopumps at Rocketdyne, leading to a development time reduction by one-third at an additional cost of approximately 10%. This project is outlined in §5. We conclude the paper by discussing the limits of our research and furnishing some suggestions for future research.
THE OVERLAPPING APPROACH TO PRODUCT DEVELOPMENT
The success of the product development process depends largely on its performance along three di erent dimensions: product quality, development lead time, and e ciencythat is, at what costs a development process achieves the ÿrst two dimensions (Clark and Fujimoto 1991) . For new products, target quality speciÿcations are often established by top management and marketing. Most design activities, however, revolve around the redesign and improvement of existing products (Whitney 1990 ). The development team must therefore typically evaluate the trade-o between development lead time and development costs, while taking quality as given. Because overlapping is the primary tool to impact product development time, this task amounts basically to ÿnding a degree of overlapping that represents the desired tradeo characteristics. Figure 1 demonstrates how overlapping a ects both development lead time and costs. Notice that all but the ÿrst design stage start and ÿnish earlier in the overlapped approach. Therefore, the development lead time L ovl is shorter than the lead time for the traditional sequential approach (L seq ) where a design stage can be started only after the preceding stage has been completed. However, because overlapping requires that design stages start their work without complete upstream information, rework is often necessary to accommodate unforeseen upstream developments. The total time of each design phase, and with it the costs, therefore increase in overlapped processes. The Sequential vs. overlapped design.
shaded areas in Figure 1 indicate the additional downstream work caused by overlapping. Figure 1 depicts only one possible way in which the stages can be overlapped. It does not convey any information about the e ciency of this speciÿc overlapping strategy. Clearly, in any time versus cost trade-o decision, only Pareto-optimal overlapping strategies should be considered; that is, strategies that generate a given lead time at minimum cost, or conversely, strategies whose lead times are shortest for a given budget. We start our analysis by modeling the latter scenario. Exploring its structure, we develop an algorithm that determines the minimum lead time under a budget constraint. This algorithm can also be used to solve the converse problem, where a given lead time has to be achieved at minimum costs. Typical situations where this type of question arises are when new products are introduced during trade shows or when a competitor's launch date has to be undercut. Finally, we discuss the special case where revenues are a known function of the time to market. In that case, the time-cost trade-o simpliÿes to the singular goal of proÿt maximizing.
Problem Formulation
We assume that a design process has been divided into a series of n + 1 design stages, and that these stages are organized and performed in the order of their main information ow. The design time required to complete each stage with full information can be determined and is assumed to be known. We limit our analysis to the case where the principal information exchange between consecutive design stages is unidirectional, from upstream to downstream. Our model accommodates bidirectional communication only insofar as it assists downstream in making suitable assumptions about upstream activities but rules out the case where feedback from downstream prevents upstream from wasting time on exploring inferior or infeasible alternatives. The model is therefore best suited when stages are sequenced to minimize feedback requirements. Ahmadi et al. (1999) show how to group design activities into stages that do not require feedback from downstream stages. To formulate the problem, we introduce the following notation as illustrated in Figure 1 :
Time required to complete design stage i in isolation with full information, i = 0; 1; 2; : : : ; n. y i :
Overlap duration between design stages i − 1 and i; i = 1; 2; : : : ; n. h i (y i ):
Expected design time increase at stage i due to overlapping with design stage i − 1; i = 1; 2; : : : ; n. c i (y i ):
Expected development cost increase at stage i due to overlapping with stage i − 1; i = 1; 2; : : : ; n. C seq + c: Total development cost consisting of two parts:
C seq the cost of the sequential design process, and c¿0, the additional costs incurred due to overlapping.
L seq − l: Development lead time consisting of two parts: L seq , the time for the sequential process, and l¿0, the time reduction due to overlapping.
By the deÿnition of overlaps, y ≡ (y 1 ; y 2 ; : : : ; y n ) must satisfy y i 6U i ≡ min{T i +h i (y i ); T i−1 +h i−1 (y i−1 )} for all i. To make this deÿnition meaningful for i = 1, we set y 0 ≡ 0. Deÿning l i (y i ) ≡ y i − h i (y i ), the overlapping problem can be formulated as follows:
(1) subject to:
06y i 6U i for i = 1; 2; : : : ; n:
The objective function (1) minimizes the development cycle time, constraint (2) ensures that the total overlapping costs will not exceed the given overlapping budget, and constraint (3) sets the limit for the amount of overlapping at each stage. Because n i=0 T i is a constant, it may be removed from (1) and the model can be reformulated as
for i = 1; 2; : : : ; n :
THE EXTENDED DESIGN TIME
At the heart of the overlapping problem lies the extended design function h i (y i ). It directly impacts the design lead time and causes the increase in development costs. In this section we suggest one way to model the extended design time h i (y i ). To do so, we ÿrst discuss how design information is transferred between consecutive design stages. Suppose that design stage i starts with an overlapping length of y i . Because stage i does not have full information about the result of the design activities in stage i − 1, a prediction is made to start the activities in stage i. As both design stages evolve, new information continuously gets released, or as Smith and Reinertsen (1995) recommend "pulled," from design stage i − 1 to i, and the prediction is updated accordingly. If the predictions are inaccurate, part of the design activities in stage i have to be repeated using the new information. This process proceeds until a correct estimate is ÿnally made. Let the probability that the prediction is incorrect when the overlap between stage i and stage i − 1 is y i be denoted by P i (y i ). It is realistic to assume that P i (y i ) is a nondecreasing function of y i . Because we have assumed that upstream stages do not depend on downstream stages for information (no feedback) P i (0) = 0 must hold. We also rule out the possibility of certain rework by demanding P i (y i )¡1. The shape of P i (y i ) is essentially determined by the strength of the dependency with which stage i relies on stage i − 1. Di erent types of probability functions. Figure 2 shows four probability functions that re ect di erent types of dependency between two stages. Krishnan et al. (1997) suggest that dependency between stages are determined by what they call evolution and sensitivity. The probability functions suggested here accommodate this notion. A high maximum probability of rework as in functions 2 and 3 signals increasing rework durations and thus higher sensitivity of the downstream stage. On the other hand, probability functions such as 1 and 3, whose steepest slopes are close to or at the origin, indicate that reliable information from the upstream stage evolves only slowly. Thus, each of the four functions in Figure 2 represents one extreme sensitivity-evolution combination. Our experience at Rocketdyne supports the claim in Krishnan et al. (1997) that such probability functions can be obtained from product development professionals, in particular when existing products are redesigned or improved. Proposition 1 provides the relationship between the extended time function h i (y i ) and the probability function P i (y i ). PROPOSITION 1. Let the overlap between design stage i and design stage i − 1 be denoted by y i and the probability function for stage i by P i (t). The extended time function h i (y i ) for design stage i is then
PROOF. Suppose design stage i has proceeded to a point where its overlap with stage i − 1 is ∈ [0; y i ] as demonstrated in Figure 3 . A prediction is made about the outcome of stage i − 1 based on the available information. This prediction is updated d amount of time later, where the overlapping length has reduced to − d . According to the deÿnition of the probability function, the previous prediction was wrong with probability P i ( ) and d amount of extended time will be needed to redo the design; with probability 1 − P i ( ) the previous prediction was right and no extra time is needed. The expected additional time in- (5) follows by integrating over the entire overlap y i .
Assuming that the probability function is di erentiable, it follows from (5) that h i (y i ) is convex because h i (y i ) = P i (y i )¿0 and that l i (y i ) is increasing because l i (y i ) = 1 − P i (y i )¿0. Furthermore the equation y i = T i + h i (y i ) has either exactly one solution or y i ¡T i + h i (y i ) for all values of y i , because the ÿrst derivative of the left-hand side is strictly larger than that of the right-hand side. If a solution exists, then let this solution be deÿned by Y i ; otherwise, let Y i = ∞. We will refer to Y i as a strict upper bound for y i because it is independent of the solution to the overlapping problem. Similarly, we will refer to T i−1 + h i−1 (y i−1 ) as a relative upper bound for y i . In any solution to the overlapping problem, we will say that an overlap is at its maximum value if it is at its strict upper bound, or if it is at its relative upper bound and its predecessor is at its maximum value.
SOLUTION TO THE OVERLAPPING PROBLEM
In this section we will describe how to solve the overlapping problem (5) e ciently. If the budget is large enough, then it will always be optimal to set all overlaps to their maximum values, because l i (y i ) is increasing. To rule out this trivial case we will assume that y i = U i is not feasible for all i and hence that constraint (2) is always binding. Problem (4) may then be reformulated as 
In the absence of upper bounds on the overlaps in (4 ) the Kuhn-Tucker conditions require that, unless y i = 0, the marginal price for the utility derived from y i ; M i ≡ dc i (y i )=dl i (y i ) must assume the same value M for all i in any optimal solution. If y i = 0 then M i (0)¿M must hold. It is interesting to observe that these optimality conditions closely resemble those for crashing projects, when all activities are part of the critical path. This analogy vanishes at the upper bounds. In crashing, these upper bounds are typically given and ÿxed (e.g., Foldes and Soumis 1993) or are implied by the shape of the cost function (e.g., Berman 1964) . In overlapping the situation is more complex because upper bounds are a function of the length of the preceding overlap. To enable an earlier start for the next design stage it may therefore be optimal to violate the corresponding conditions for upper bounds (y i = U i only if M i (U i )6M ). To address this we introduce the concept of groups and make the following deÿnitions:
• In any feasible solution to (4 ), an index set G = {a; a + 1; : : : ; z | y a ¡T a−1 + h a−1 (y a−1 ) or a = 1; y j = T j−1 + h j−1 (y j−1 ) ∀a¡j6z; y z+1 ¡T z + h z (y z ) or z = n} deÿnes a group.
• Any subset of a group G consisting of consecutive integers is said to be a subgroup of G.
• A head H of a group G is any subgroup that contains the smallest element of G. H is said to be active if i ∈ H implies y i ¡Y i .
• A tail T of a group G is any subgroup that contains the largest element of G. T is said to be active if i ∈ T implies y i ¿0.
A characteristic for a group is thus that all but the ÿrst overlap associated with a group are at their relative upper bounds. Thus, any overlap in a group can only be further increased if all its predecessors, the head of the group, are also increased. This is possible if and only if the head is active. In complete analogy, an overlap within a group can be decreased if and only if all its successors, the tail of the group are also decreased, which requires the tail to be active. With this notion we can generalize the idea of a marginal price to the concept of groups. Let S = {g; g + 1; : : : ; k} be a subgroup and deÿne
Of particular interest are the cases where S is an active head H or an active tail T . M H can then be regarded as the "buying price" for a small amount of utility from an increase of the head of a group and M T as the "selling price" for a small amount of utility from a decrease of the tail of a group. Note that M S simpliÿes to M i as deÿned above if S = {i}. Because g and k are members of the same group, y i = T i−1 + h i−1 (y i−1 ) holds for all i such that g¡i6k. Substituting this in the denominator of (6) yields
By applying the chain rule once, it follows that
and by repeating the chain rule k − g times, one obtains
for the denominator. Similarly, the numerator in Equation (6) can be rewritten as
It follows in analogy to (8) and (9) that
Substituting (11) back into (10) yields
for the numerator and hence
It is evident from (13) that M S is nondecreasing under quite general assumptions. For example, it is su cient to assume that the marginal development costs c i (y i ) are increasing for all i. This is particularly realistic because the extended time function h i (y i ) is convex increasing. The assumption that M S is nondecreasing gives rise to Theorem 1. 
and for any active tail T; M T 6M:
PROOF. Letŷ = (ŷ 1 ;ŷ 2 ; : : : ;ŷ n ) be a solution to the overlapping problem (4 ) where no M satisÿes both conditions. Then there must exist an active head H and an active tail T such that M H ¡M T . Consider the solution y * that is derived fromŷ by diverting a small amount of budget, dc, from T to H . In other words, the overlaps in T are decreased and the ones in H are increased in such a way that the budget constraint remains tight. Thus y * remains feasible if dc is su ciently small. Comparing the di erence in the objective value of the two solutions
shows thatŷ cannot be optimal. Conversely, let x and y be two distinct and feasible solutions to (4 ) for which the values M x and M y satisfy conditions (14) and (15), respectively. We will ÿrst show that M x = M y = M . Because x and y are distinct, there must be an i such that x i ¡y i . Let z(i)¿i denote the largest index in the group that i belongs to in solution y and a(i)6i be the smallest index of the group that i belongs to in solution x. Deÿne T ≡ {j | a(i)6j6z(i)}. Note that x j ¡y j for all j ∈ T and that T constitutes the active tail of a group in solution y, but the active head of a group in solution x.
y because the marginal price function is nondecreasing. For the budget constraint to be tight, x i ¿y i must also be true for some i. Repeating the same argument with reversed roles for x and y, yields M x ¿M y and consequently
We complete the proof by showing that l(y) = l(x). It follows from the preceding discussion that all indices j for whichx j ¡y j can be sorted into sets T t , each of which is an active tail of a group in solution y and an active head of a group in solution x. Similarly, all indices j for which x j ¿y j can be sorted into sets H h , constituting active heads in y and active tails in x. The di erence between the objective values can be expressed with the aid of these sets as
Because the marginal price is constant in the domain [x Tt ; y Tt ], Equation (6) 
Thus any given budget c is linked to the corresponding optimal decrease in development time l by the marginal price M . For any given M it is now a straightforward task to determine a corresponding overlapping policy. Starting at i = 1, each overlap i is increased until its marginal price is M . If this is feasible, then it establishes a lower bound for this overlap, otherwise condition (14) can never be satisÿed. If it exceeds only its relative bound, then it joins its predecessor's group, possibly forcing the overlaps in that group to further increase until conditions (14) and (15) are satisÿed. Otherwise, if it exceeds its strict bound, then condition (14) can hold only for y i = U i . These deliberations give rise to the following Overlapping Policy Algorithm.
Overlapping Policy Algorithm.
Step 0: y 0 := 0; i:= 1; a( j) := j for j = 1; 2; : : : ; n; U := {0} while i6n do:
Step 1:
Step 2: Ifŷ a(i) ¡U a(i) andŷ j ¡Y j ∀j ∈ G\a(i), then y j :=ŷ j ∀j ∈ G; i := i + 1, Go to Step 1. Else max y a(i) 6U a(i) s.t. y j = T j−1 + h j−1 (y j−1 )6Y j ∀j ∈ G\a(i).
Step 3: If y j ¡U j ∀j ∈ G and a(i)
In the initialization of the Overlapping Policy Algorithm each overlap i is deÿned to be the leader a(i) of its own group, and only y 0 belongs to the set U , which indicates all overlaps whose optimal values have already been determined.
Step 1 determines ÿrst the group that overlap i belongs to at the beginning of the iteration. It proceeds by setting the overlaps within this group to that level where the marginal price for the entire group is M . This can e ectively be done in O(log M ) time by solving Equation (13) such that y j = T j−1 + h j−1 (y j−1 ) for all j ∈ G\a(i).
Step 2 checks for feasibility and reduces the overlaps if necessary, which requires at most n simple equation evaluations during the entire algorithm. In the case of feasibility the next overlap will be considered and the next iteration starts. Otherwise,
Step 3 determines if any overlap in the group is at its maximum value, in which case the current level of overlaps in the group are optimal. If none of the overlaps is at its maximum value, then the group under consideration joins its preceding group, and the procedure is repeated for the enlarged group. Because during each iteration either the index i is increased or the group's size increases, the algorithm terminates after at most 2n iterations, when the last overlap has been considered. Thus the algorithm is of complexity O(n · log M ).
To ÿnd a solution to (4 ), a simple binary search on M can be conducted until the solution is su ciently close to the available budget. Notice that min i M i (0) constitutes a lower bound for M . An upper bound M can be obtained by solving the trivial case without a budget constraint. Thus problem (4 ) can be solved in O(n · (log M ) 2 ) time. The e ciency of the algorithm makes it also amenable to dynamic, repeated applications during the course of the project. In particular, whenever a stage terminates, the algorithm can be rerun for the remaining stages. Only one additional piece of information is required at this point-namely, the remaining duration of the last stage currently in progress. This quantity will be the required processing time of "stage 0" in the reduced problem.
Problem Variations
Next, we present the ÿrst variation of the overlapping problem, which we will refer to as the target timing problem.
In this version of the problem, we assume that the time to market is given, and the problem is to determine the optimal degree of overlapping such that the product will be launched at a speciÿc target time with minimum development cost. This problem may be characterized as the "dual" of the previous problem. Target timing has commonly been used as the strategy of new product introduction. Given the time to market as a target, the objective is to minimize product development cost, which can be formulated as follows:
for i = 1; 2; : : : ; n ;
where the objective function is to minimize development cost, and the constraint is to ensure that the design will be completed within the given lead time. Problem (18) has a similar structure as problem (4) and can thus be solved by the same approach. The second variation, the proÿt maximizing problem, is a combination of the two previous problems discussed. If a good forecast of demand as a function of time is available, then this allows the reliable assessment of the revenue function R(l). In that case, a proÿt maximizing overlapping strategy should be employed. Deÿning c * (l) as the minimal cost incurred by reducing the development time by l, we can formulate the problem as follows:
Assuming that R(l) is concave increasing the following proposition must hold.
PROPOSITION 2. If R (0)6c * (0) then the traditional design process without overlapping is optimal. Else if there exists a l
then the solution y * associated with this l • is optimal. Otherwise; a maximal overlapping strategy where all overlaps are at their upper bounds is optimal.
PROOF. Notice that the proposition holds if c * (l) is nondecreasing and convex: In that case, problem (19) is the sum of two concave functions. Hence, if the ÿrst derivative vanishes at some point, then this is a global optimum; otherwise the optimal solution must be a corner solution. To see that c * (l) is indeed increasing and convex, consider dc * =dl, which is the price of a small increase in l. At any interior solution this price is the value M that satisÿes conditions (14) and (15). Hence dc * =dl = M (l)¿0 and c * (l) is increasing. Also, M is nondecreasing in y, which in turn is increasing in l, implying that c * (l) is also convex.
As before, a binary search on M can be employed to determine the optimal overlapping strategy. Thus all three problems (4 ), (18), and (19) are solved by performing a binary search on M . Such a search on M provides essentially a plot l * (c) of the Pareto-optimal overlapping strategies, in which maximal development time reductions are mapped onto a given budget.
Knowledge of l * (c) provides a powerful tool to the management of design activities in its own right. Even if the product design team does not directly face any of the three problem variations, it prevents management from choosing Pareto-dominated overlapping strategies and may serve to deÿne an appropriate product development strategy. It allows management to choose a proper point on the curve based on the ÿrm's ÿnancial ability and the competitive environment. In the next section we describe how this was employed by the management at Rocketdyne to restructure their design process.
IMPLEMENTATION AT ROCKETDYNE
Rocketdyne designs and develops liquid-propellant rocket propulsion systems, including the main engine for the space shuttle. The end of the Cold War and the subsequent defenserelated budget cuts forced most aerospace organizations to commercialize some of their technologies. At Rocketdyne it was commonly acknowledged that its lengthy design processes were a major obstacle in meeting these challenges.
We had the opportunity to help shorten the design and development of turbopumps, which are key components of rocket engines. Overall, 14 stages were considered in this application, ranging from capturing design requirements and ground rules to the ÿrst production run. Ahmadi and Wang (1999) and Ahmadi et al. (1999) describe the design process at Rocketdyne in more detail. In particular, they show how the individual stages were obtained and how their processing times were calculated.
Critical for the application of our methodology are appropriate estimates of the probability of rework function. To derive estimates for these probabilities, project engineers from adjacent stages ÿrst exchanged documented knowledge from previous projects, with particular regard to how the process evolves upstream and how sensitive downstream is to changes made upstream. Based on this discussion project engineers then jointly estimated the probability of rework for di erent points in time.
Evidently, obtaining the probability function relied heavily on data from similar projects in the past. As indicated, our methodology is therefore best suited for redesigning existing products in an environment where past processes are well documented rather than for new products or for environments with a history of poorly documented development processes.
The estimates of the cost functions were much simpler in this case because the overwhelming cost factor at Rocketdyne was the amount of engineering hours spend on a development project. Consequently, the cost functions were simple linear functions of the rework hours, where the linear factor was the average hourly wage of the engineers in the di erent stages.
After deriving the probability and costs functions, we applied the methodology developed in this paper and supplied management with a plot of Pareto-optimal overlapping strategies (Figure 4 ). Because management faced only "soft" budget and time constraints and because reliably estimating the revenue function was not possible, it had some degrees of freedom in choosing an overlapping strategy and elected to proceed with the strategy indicated in Figure 4 . The corresponding Gannt chart for this overlapping strategy is shown in Figure 5 . Because of the proprietary nature of the process, we have disguised the date set used. The total design lead time for the overlapped process is 251.5 days, compared to 379.1 days in the sequential process. With the overlapping approach, the design lead time is reduced by one-third at additional costs of 10.5%.
CONCLUSION
This research is the ÿrst in the design overlapping literature that explicitly discusses the trade-o between product development time reductions and cost increases caused by overlapping of product design stages. We have developed an e cient algorithm that determines the overlapping strategies which map maximal product development time reductions to given budgets. The algorithm has successfully been employed during the design for turbo-pumps at Rocketdyne.
Our model implicitly assumes that the probability of rework is dependent only on the overlap between two consecutive design stages, even when a design stage overlaps with more than one stage. Often, if individual stages are long-as in the case of Rocketdyne-then simultaneous overlapping of several design stages is rather unlikely. But even if it occurs, the assumption may still be valid because for given starting times of two consecutive stages, the overlap between them increases with the amount of overlap with the preceding stages. Furthermore, the theorem of this paper holds for any convex increasing di erentiable rework function, and the algorithm is applicable under these conditions. Thus we have provided a framework that invites further research on how to model the rework associated with overlapping under di erent environments.
Another challenging problem to be addressed in the future is to consider the case with feedback. A particularly interesting problem is to identify scenarios under which overlapping may possibly lead to decreases in both product development time and cost. Decreases in cost may occur because of early warnings from downstream stages about infeasibilities or costly designs caused upstream. Ward et al. (1995) conjecture that overlapping practices enable Toyota to conduct product development with up to 50% fewer person-hours than comparable competitors. So far, however, neither empirical research nor theoretical models exist that shed further light on this topic.
Finally, the parallels to the project scheduling literature suggest to concurrently address overlapping and crashing. In particular, it would be desirable to derive conditions for when activities should be crashed rather than overlapped or when a combination of both should be employed. The insights from the theorem may also lend themselves to an extension where the product development process resembles a network rather than a single path. However, because that case admits multiple direct predecessors for a stage, the extended time has to be modeled as a function of several variables.
