We give a general overview of the high-frequency regime in periodically driven systems, and identify three distinct classes of driving protocols, in which the infinite-frequency Floquet Hamiltonian is not equal to the time-averaged Hamiltonian. These classes cover systems, such as the Kapitza pendulum, the Harper-Hofstadter model of neutral bosons in a magnetic field, the Haldane Floquet Chern insulator, and others. In all setups considered, we discuss both the infinite-frequency limit, and the leading finite-frequency corrections to the Floquet Hamiltonian, using the Magnus expansion. We also provide a short overview of Floquet theory, focusing on the gauge structure associated with the choice of stroboscopic frame, and the differences between stroboscopic and non-stroboscopic dynamics. In the latter case, the evolution is still governed solely by the Floquet Hamiltonian, but one has to work with a properly dressed initial density matrix and dressed observables. We derive perturbative expressions in the driving period for the dressed operators using the Magnus expansion. We also comment on the application of the Magnus series to systems described by static Hamiltonians with well-separated energy scales and, in particular, discuss parallels between the Magnus expansion and the Schrieffer-Wolff transformation.
I. INTRODUCTION
Periodically driven systems have a long history, one paradigmatic examples being the Kicked-Rotor model of a particle moving on a ring subject to time-periodic 'kicks' 1 , which realizes the famous Chirikov standard map 2 and the Kapitza pendulum 3 . The behavior of such systems is very rich -they can display interesting integrability-to-chaos transitions, as well as counterintuitive effects, such as dynamical localization [4] [5] [6] [7] [8] [9] [10] [11] [12] and dynamical stabilization 3, 13, 14 . The latter manifests itself in reduced ionisation rates in atomic systems irradiated by electromagnetic fields in the regime of high frequencies and high intensities [15] [16] [17] [18] [19] [20] , or as diminished spreading of wave packets in systems subject to periodic driving 21, 22 . The consequences of an AC-drive for quantum phase transitions have been investigated in a variety of models [23] [24] [25] [26] , among which the Dicke model 23 and the Ising model 24 . The modification of transport properties in periodically driven systems has been the subject of multiple studies, too [27] [28] [29] [30] [31] [32] . In recent years, it has been shown that periodic perturbations can be used as a flexible experimental knob to realize new phases not accessible in equilibrium systems [33] [34] [35] [36] , synthetic (engineered) matter [37] [38] [39] [40] [41] [42] [43] [44] [45] [46] [47] [48] [49] [50] , or an ac driven quantum motor, which is similar to a quantum ratchet 51, 52 . This new line of research, which can be termed 'Floquet engineering', has motivated a renaissance of interest in periodically driven systems. Floquet systems also naturally appear in digital quantum computation schemes, where one implements a continuous unitary evolution by effectively 'trotterizing' it 53, 54 . Periodic perturbations arise naturally in many experimental setups. Examples include irradiating materials with electromagnetic waves, testing the response of a system to periodic currents, or to mechanical shaking and deformations. Periodic driving protocols also appear in undriven systems, after a transformation in a rotating frame, which typically results in the emergence of fast oscillating terms in the Hamiltonian.
In the simplest case, one considers a single monochro-matic driving protocol, characterized by a coupling strength (driving amplitude), and a single frequency Ω = 2π/T . The dynamics of the periodically driven systems can be highly complex even in few-body systems. Usually, it can be analyzed in the two extremes of slow and fast driving. In the former case, the system almost adiabatically follows the instantaneous change in the Hamiltonian. In the latter case, where the driving frequency is fast compared to the natural frequencies of the undriven model, the system typically feels an effective static potential, which can depend on the driving amplitude, c.f. Fig. 1 . If one deviates from either of these limits, one expects that sufficiently complex systems would heat up by the driving, and eventually reach infinite temperature in the absence of a heat bath. This has recently been confirmed numerically and analytically in different setups [55] [56] [57] [58] [59] [60] [61] . Away from the adiabatic limit, the analysis of periodically driven systems often relies on the Floquet theorem, which is very similar to the Bloch theorem in quantum mechanics. In its most general form, it states that one can write the evolution operator as U (t 2 , t 1 ) = P (t 2 )e −iH F (t1−t2) P † (−t 1 ),
where P (t) = P (t + T ) is a unitary periodic operator, and H F is the time-independent Floquet Hamiltonian. It is clear that the choice of the periodic operator and thus the Floquet Hamiltonian is not unique, and there is some freedom in defining them. As we will discuss in the next section, in addition to the standard gauge freedom related to the choice of basis, there is an additional freedom associated with the precise choice of the period, for which the Floquet Hamiltonian is defined (Floquet gauge). The particular choice of the Floquet gauge is dictated by convenience: e.g. often one works in the gauge where the Floquet Hamiltonian assumes its simplest form. The periodic operator P (t) has a direct physical interpretation in terms of the initial and the final 'kicks' introduced in Ref. 62 . The formulation of the Floquet's theorem simplifies if one observes the system stroboscopically, i.e. at times t 2 = t 1 +nT , where nT is the stroboscopic time measured in units of the driving period. In this case the operators P (t 2 ) and P † (−t 1 ) are independent of the stroboscopic interval nT , and the full evolution operator is equivalent (up to two unitary transformations) to the evolution of the system generated by the time-independent Hamiltonian H F .
In general, it is not possible to evaluate H F , nor P (t), explicitly and one has to rely on approximations [63] [64] [65] [66] . Moreover, in macroscopic systems there is no guarantee that H F is a local physical Hamiltonian. In fact, in the case of a generic interacting system, a local H F might not exist 59 . In such situations, the dynamics of the system can be completely chaotic and the Floquet theorem is not particularly useful.
An important limit, where the Floquet Hamiltonian inv. amplitude period
FIG. 2: (Color online)
. Schematic representation of the parameter space of periodically driven systems. In this work we consider a setup in which the amplitude of the driving scales with the frequency, i.e. A ∼ Ω. In the infinite-frequency limit we obtain a well-defined local Floquet Hamiltonian which is qualitatively different from the time-averaged Hamiltonian. For example, in the case of the Kapitza pendulum, the Floquet Hamiltonian allows for oscillations around the upright position, a phenomenon known as dynamical stabilization (see Sec. V).
can be defined at least perturbatively, corresponds to the fast driving regime, in which the driving frequency is higher than any natural frequency of the problem. Then the driving does not couple resonantly to the slow degrees of freedom, but rather results in renormalization and dressing of the slow Hamiltonian. In many instances the Floquet Hamiltonian in the high-frequency limit is simply the time-averaged Hamiltonian, H(t). But there are important exceptions, in which the Floquet Hamiltonian is not given by H(t), even in the infinite-frequency limit. These situations are of particular interest since the system can display interesting and counterintuitive behavior, such as dynamical stabilization, as it happens in the Kapitza pendulum 14 . Such situations naturally occur, for instance, when the amplitude of the driving is proportional to a power of the driving frequency, c.f. Fig. 2 . In particular, related scenarios were used recently to experimentally realize the Harper-Hofstadter Hamiltonian 45, 46, 67 , and the Haldane Chern insulator 39141 using cold atoms. A general understanding of such nontrivial limits is the main purpose of the present work.
Of course, in real systems the infinite-frequency limit is a mathematical abstraction. Typically, as one increases the driving frequency, new degrees of freedom can enter the game. Examples include internal molecular or atomic resonances in solid state systems or intra-band transitions in cold atom systems confined to optical lattices. Thus, one always deals with finite driving frequencies, which could still be larger than any natural frequency of the undriven system. In such situations, the infinitefrequency limit of the Floquet Hamiltonian can be a good reference point, but finite frequency corrections can still be significant. For this reason, in this work we discuss both the infinite-frequency limit of various model Hamiltonians, and the leading Ω −1 -corrections 68 . The main purpose of this work is to identify different generic scenarios, where one can engineer non-trivial Floquet Hamiltonians in the high-frequency limit. While these scenarios are not exhaustive, they cover a large class of driving protocols, and identify possible roots for finding new interesting Floquet systems. We shall refer to the different classes of driving protocols corresponding to these scenarios as (i)Kapitza class: the Hamiltonian is quadratic in momentum, and the driving potential couples only to the coordinates of the particles (either as an external potential or through the interaction term). (ii) Dirac class: same as the Kapitza class but for the system with relativistic linear dispersion such as Graphene.
(iii) Dunlap-Kenkre (DK) class: the periodic drive couples to a single particle potential such as a periodically driven external electric or magnetic field. In the DK class the dispersion relation between particles is not restricted. These classes are not mutually exclusive, e.g. there is a clear overlap between the Kapitza class and the DK class if one drives a system of non-relativistic particles by an external field, and a similar overlap exists between the Dirac class and the DK class for particles with a relativistic dispersion.
We will argue that, in models belonging to these three classes, the Floquet Hamiltonian has a nontrivial high-frequency limit, which is qualitatively different from the time-averaged Hamiltonian allowing the systems to display new, qualitatively different features. These nontrivial limits can be used as a tool to realize synthetic matter, i.e. matter with specific engineered properties. On the theoretical side, our work justifies the existence of a stable high-frequency fixed point in Ω-space, whose physics is governed by a well-defined effective Hamiltonian. Although such fixed-point Hamiltonians may never be accessible experimentally, they provide a good reference point in many realistic situations. Moreover, the corrections to the effective Hamiltonian, which we also discuss in detail, allow one to estimate the finite frequency effects for particular setups, and find the regimes where these corrections are negligible. We stress that these non-trivial limits exist even for driven ergodic interacting many-particle systems, though interactions often lead to additional finite-frequency corrections to the effective Hamiltonian, which may ultimately result in faster heating rates. This paper is organized as follows.
• In Section II we review some general properties of the Floquet's theory and define the concept of the Floquet gauge. Then we explicitly analyze an exactly solvable model of a two-level system in a circularly polarized periodic drive. Finally we introduce the concept of the Floquet non-stroboscopic (FNS) dynamics, and compare it to its stroboscopic (FS) counterpart. In particular, we explain how the Floquet theory extends to the systems where the initial phase of the drive or the measurement time or both fluctuate within the driving period.
• In Section III we briefly review the Magnus expansion used for finding the Floquet Hamiltonians in the high frequency limit. We discuss the Magnus expansion both the the lab and in the rotating frames. In the end of this section we briefly comment on the convergence properties of the Magnus expansion.
• Section IV is devoted to application of Floquet Theory to static Hamiltonians. After discussing the toy model of a static two-level system, we show that one can apply the Magnus expansion to derive the Kondo model from the Anderson impurity model, and discuss its relation to the wellestablished Schrieffer-Wolff transformation. We conclude this section with the discussion of the rotating wave approximation focusing on the Dicke model as an example. Using the Magnus expansion we derive the leading finite-frequency corrections to the Jaynes-Cummings Hamiltonian.
• In Section V we define the Kapitza high-frequency driving class. We study thoroughly the prototypical example of dynamical stabilization: the Kapitza pendulum. We derive the leading corrections, and analyze dressed observables and the dressed density matrix appearing in FNS dynamics. At the end of this section we discuss higher-dimensional and many-body generalizations of the Kapitza model.
• In Section VI we define and study the Dirac class, which describes relativistic systems with linear dispersion. We derive the infinite-frequency Hamiltonian and show that it features effects, such as spinorbit coupling. We show that in this class leading 1/Ω corrections to the infinite frequency Hamiltonian vanish such that the corresponding systems should be more robust against heating.
• In Section VII, we define the Dunlap-Kenkre (DK) driving class, which includes periodically driven tight-binding models. We begin by studying the shaken bosonic chain, and demonstrate the consequences of FS and FNS dynamics for different observables. Afterwards, we derive the leading corrections to the Harper-Hofstadter Hamiltonian, and the driven Fermi-Hubbard model relevant for Floquet topological insulators. Finally, we briefly discuss some spin Hamiltonians which can be implemented in current NMR setups.
• In Section VIII we summarize the results of this work and give an outlook to some open problems. 
II. FLOQUET THEORY. STROBOSCOPIC AND NON-STROBOSCOPIC TIME EVOLUTION
In this section we review Floquet's Theorem. We shall use the language of quantum mechanics but, as will become apparent later on in the next section, all results have a well-defined classical limit. Except in Sec. III we will work in the units with = 1.
A. Floquet Hamiltonian and Kick Operators
Let us consider a dynamical process, in which the Hamiltonian depends periodically on time, e.g. through a periodically modulated coupling constant. This means that the evolution operator defined as
is invariant under discrete translations in time t 1 → t 1 + nT , t 2 → t 2 + nT , where n is an integer. The factorization (group) property of the evolution operator, U (t 2 , t 1 ) = U (t 2 , t )U (t , t 1 ) for arbitrary t , implies
2 , which generalizes to
It is convenient to formally define the evolution within one period as an evolution with the time-independent (effective) Floquet Hamiltonian
This representation is always possible because U (t 0 + T, t 0 ) is a unitary operator. The Floquet Hamiltonian H F [t 0 ] defined in this way depends on the choice of the initial time t 0 , which can change within a driving period. This is gauge choice, and it is completely arbitrary.
To avoid confusion with conventional gauge transformations, related to the arbitrary choice of basis, we shall term the gauge associated with the choice of t 0 the Floquet gauge. For example, the Floquet gauge invariance of an observable implies invariance w.r.t. shifting t 0 and so on. Usually, one chooses a particular Floquet gauge, in which the effective Hamiltonian assumes its simplest form. This often happens when t 0 is a symmetric point of the driving protocol. For example, if the driving field is cos(Ωt), it is often convenient to choose t 0 = 0.
It becomes clear from Fig. 3 that for arbitrary times t 1 and t 2 the evolution operator can always be written as
(5) The initial and final evolution operators U (t 0 , t 1 ) and U (t 2 , t 0 + nT ) effectively occur during small intervals of time δt 1 = (t 1 − t 0 ) and δt 2 = (t 2 − t 0 ) which can always be chosen such that 0 ≤ δt 1 , δt 2 ≤ T . The operators U (t 0 , t 1 ) and U (t 2 , t 0 + nT ) are necessary to bring the time from the initial point of the evolution t 1 to t 0 , and from the last full period t 0 + nT to the final point of evolution t 2 . These are precisely the times associates with the initial and final kicks, discussed in Ref. 62 . By construction U (0, 0) = 1 and U (T, 0) = exp[−iH F [t 0 ]T ]. Now we can easily rewrite Eq. (5) in the form of Eq. (1) by doing a simple trick
where
Note that the operator P is periodic and, by construction, it satisfies the property P (t 0 + nT ) = 1 for an arbitrary integer n.
Let us mention that the Floquet's theorem can also be formulated in two other ways. In one formulation, it states that the evolution operator can be written as the product of two unitary operators:
] is a particular Floquet Hamiltonian. Alternatively, one can formulate Floquet's theorem as
where H F [t 2 ] is another Floquet Hamiltonian. These versions of Floquet's theorem given by Eqs. (8) and (9) can be derived from the most general case, Eq. (1), if we choose t 0 = t 1 mod T or t 0 = t 2 mod T . In this way, the expression for the evolution operator simplifies, since only one periodic operator appears there. However, this simplification can be somewhat deceptive, because in these cases, the Floquet Hamiltonian is tied to the initial (final) times of the evolution, and its definition continuously changes with one of those times. Since in experiments, especially in the high-frequency limit, both the initial time and the final (measurement) time often fluctuate within a period, it is more convenient to tie the Floquet Hamiltonian to some fixed Floquet gauge, independent of both t 1 and t 2 . From Eq. (5) it becomes clear that the choice of t 0 , defining the Floquet Hamiltonian, is indeed a gauge choice. Obviously, shifting t 0 → t 0 + δt 0 implies that
Because the evolution operator is invariant under this shift, we conclude
This is equivalent to the gauge transformation of the Floquet Hamiltonian
As expected, this Floquet gauge is periodic and continuous, such that
Let us also point out that one can rewrite Floquet's theorem in a differential form 5, 66, 69 . Indeed, on the one hand, for any Hamiltonian evolution one can write
On the other hand, using Eq. (6) we arrive at
Equating these two expressions, we find
or, equivalently,
Equation (14) can be viewed as a statement of the existence of a periodic operator P (t) such that the RHS of this equation is time-independent. Very often, in the literature this equation is used as a starting point to find the Floquet Hamiltonian iteratively 5, 63, 66, 69 . Due the gauge freedom associated with the choice of t 0 , the solution of this equation is not unique, but all solutions are gauge-equivalent. Another possible application of Eq. (15) is that it allows one to do 'reverse-engineering'. Once the Floquet Hamiltonian H F and the periodic operator P (t) with interesting properties are chosen, one can use Eq. (15) to determine which time-dependent driving protocol H(t) needs to be experimentally implemented to realize those properties. Let us illustrate the construction above using a simple example of a two-level system in a rotating magnetic field:
This Hamiltonian becomes time independent in the rotating frame:
where V (t) = exp −i σz 2 Ω(t − t 0 ) is the operator which transforms from the rotating frame into the lab frame. The evolution operator in the original (lab frame) can be evaluated by first going into the rotating reference frame where the Hamiltonian is time-independent (and therefore the evolution is simple), and then transforming back to the lab reference frame:
This structure of the evolution operator resembles the Floquet ansatz (6) with the only caveat that the function V (t) is periodic with twice the period of the driving. However, this subtlety is very easy to fix by adding a simple spin-independent phase shift to the rotation operator V :
It is clear thatṼ does the same transformation to the rotating frame as V apart from a constant energy shift. So we can now write the full evolution operator in the form given by Eq. (6) where
The discussion here is not limited to two-level system and the transformation to the rotating frame can Floquet stroboscopic (FS) vs Floquet nonstroboscopic (FNS) schemes. (a) In the FS scheme the driving is initialized at time t0 = 0 when the stroboscopic frame starts and the measurement is performed after exactly n periods at time nT . (b) In the FNS scheme the driving is initiated at time t1, the stroboscopic evolution begins at t0 and the measurement is carried out at time t2 within the (n + 1)-st driving period. In this scheme δt1,2 = mod(t1,2 − t0, T ) are considered random variables and the expectation values of the observables are obtained by averaging over them.
be performed for any system using the operator V (t) = exp −i L Ω t where L is the total angular momentum. Obviously doing a transformation to the rotating frame only helps, if the stationary part of the Hamiltonian is rotationally invariant. Otherwise, Floquet's theory tells us that Eq. (6) still applies but the Floquet Hamiltonian H F is not directly related to the Hamiltonian in the rotating reference frame.
In certain situations one can completely eliminate the time dependence of the lab-frame Hamiltonian, and find H F by performing two consecutive transformations in two rotating frames 70 . In general, however, H F can only be written through an infinite series of transformations. In Refs. [5, 63, 69] it was realized that the operator P (t) can be interpreted as a quantum analogue of the generating function of a canonical transformation, and H F -as the Hamiltonian in the new reference frame (see Eq. (14)).
The Floquet Hamiltonian we just obtained by going to the rotating frame (c.f. Eq. (19)) is not well-defined in the infinite frequency limit. Indeed, it has two eigenvalues
one of which diverges as Ω → ∞. On the other hand, from Eq. (16), one would naively expect that in this limit the Floquet Hamiltonian reduces to the time-average Hamiltonian H(t) = B z σ z . There is no fundamental issue here since the Floquet energies are defined modulo Ω.
To identify the proper infinite-frequency H F in this simple case one has to find the spectrum mod Ω first (if necessary by Taylor-expanding the Floquet energies), and only then take the limit Ω → ∞. This observation highlights that the transformation to the rotating frame we discussed might not always be an optimal gauge choice.
In the next section, we shall discuss how one can construct Floquet Hamiltonians, which have well-behaved infinite-frequency limits.
C. Stroboscopic vs Non-Stroboscopic Dynamics
As we discussed in the beginning of the section, the evolution operator for Floquet systems can be written as an exponent with the Floquet Hamiltonian sandwiched between two periodic unitary operators, c.f. Eq. (6) . We now use this observation to find the expectation values of observables. To simplify the discussion, we shall focus only on equal-time expectation values. The generalization to nonequal-time correlation functions is straightforward.
Consider an observable O(t 2 ) in the Heisenberg picture, where it explicitly depends on time. Also, let us assume that initially (at time t 1 ) the system is prepared in some state described by the density matrix ρ, which in the Heisenberg picture remains time-independent. Then
where δt 1,2 = t 1,2 −t 0 mod T , and we remind that t 0 is the Floquet gauge choice. We see that the dynamics of the system is solely generated by the Floquet Hamiltonian if we properly identify a new density matrix and a new observable as
The operators P (δt 1 ) and P (δt 2 ) can be viewed as timedependent gauge transformations applied to the initial density matrix (wave function) and the observable. In Ref. 62 they were termed the initial and the final 'kicks'. These operators are periodic and depend only on the times δt 1 and δt 2 , bringing the system to the beginning of the first period and to the measurement point after the last period, respectively (see Fig. 4 ). The simplest case, which is often discussed in the literature, is when the initial time t i coincides with t 0 and the final time is t f = nT (see Fig. 4 , Panel (a)). Then P (δt 1 ) = P (δt 2 ) = 1 are identity operators, and the operators ρ and O are not modified. This setup defines the so called Floquet stroboscopic (FS) dynamics. Very often, analyzing such FS dynamics is sufficient for describing the whole time evolution. This happens when the observable and the initial density matrix are almost Floquet-gauge invariant, i.e. almost do not change within a period. However, often one deals with more complex setups where this is not the case. Then the kick operators P † (δt 1 ) and P (δt 2 ) are essential for understanding the full dynamics 62 . Another common setup, which naturally occurs in experiments, emerges if the initial phase of the driving and the measurement time, defining the intervals δt 1 and δt 2 , are essentially random variables (c.f. Fig. 4 , Panel (b)). Then one has to average the expectation value of O(t) over these times. From Eq. (20) it becomes clear that this averaging procedure affects both the density matrix and the observable while it does not affect the time-evolution which is always generated by the same Floquet Hamiltonian. This scenario, in which both the initial phase and the measurement time are random within the period, but independent from each other, we term Floquet non-stroboscopic (FNS) dynamics. One can also consider other schemes, where e.g. the initial phase is deterministic but the measurement time is random, or conversely the initial phase is random but the measurement is locked to the phase of the drive. We shall not consider such situations but from our discussion it will become clear how one can find the appropriate density matrix and the observable. With our definitions, the Floquet Hamiltonian will always stay the same, no matter which evolution scheme one adopts.
In order to obtain an accurate description of the FNS evolution, one needs to simply average the density matrix and the operator in Eq. (20) with respect to δt 1 and δt 2 :
where the bar implies averaging over some, say Gaussian, distribution for δt 1/2 . Note that because P (t) is a periodic operator, the averaging over δt 1 and δt 2 becomes equivalent to averaging over the period if the width of the distribution becomes larger than the driving period. We note that averaging over the period in δt 1 is also equivalent to the averaging over the initial phase of the driving protocol. Then the whole time evolution is effectively described by the quench to the Floquet Hamiltonian starting from the dressed density matrix ρ instead of ρ and measuring the dressed operator O instead of O. There is a certain care needed in precisely understanding this statement. We assumed that δt 1 , δt 2 and t = t 2 − t 1 are statistically independent variables, while in reality they are connected by the relation δt 1 + nT + δt 2 = t. However, they become effectively independent if the number of periods n is large, so that either n itself is a fluctuating number, or the period T has small fluctuations from experiment to experiment. Then the equivalence between the FNS evolution and the exact dynamics should be understood in a sense that if we do yet a third average of both expectation values over a small time window 2∆t (longer than the period T but much shorter than the total time t), we obtain identical results:
Practically, this averaging only implies that we get rid of spurious high-frequency oscillations. Clearly ρ and O are Floquet-gauge invariant, i.e. independent of the stroboscopic time t 0 , because they involve averaging over the full driving period. Note that, even if one starts from a pure state described by a wave function, in the FNS scheme, averaging over δt 1 generates a mixed state. In this sense, the initial uncertainty in the phase of the driving plays a similar role to temperature since both broaden the distribution. Intuitively, the difference between ρ and ρ is determined by how much the density matrix changes within one period. Similarly, the difference between O and O can be large or small, depending on how much the observable changes within one period. For instance, in the rotating spin example σ z is gauge invariant, and hence σ z and σ z coincide, while for σ x the difference with σ x = 0 is very significant. The dressed operators have some unusual properties. In particular, from the definition it becomes clear that
Also, observe that, in the high-frequency limit, the dressed operators satisfy the Heisenberg equations of motion with the Floquet Hamiltonian. Indeed, let us consider the Heisenberg equation of motion for some operator O(t). To simplify notations, let us fix the Floquet gauge so that the initial time coincides with the beginning of the stroboscopic reference frame, i.e. t 1 = t 0 = 0, from which it also follows that t = t 2 (see Fig. 5 ). Using the Floquet ansatz (8), we obtain: We can average both sides of this equation over a period w.r.t. the variable δt assuming, as before, that t and δt are independent variables. The latter has to be understood in the sense of Eq. (22) . Notice that the last term vanishes, since the term in the round brackets is t-independent. As a result we find
This equation is the Heisenberg equation of motion for the dressed operator. The left equality in Eq. (24) is similar to the Hellmann-Feynman theorem, in which the average over the quantum state plays a role analogous to the average over the periodic operators P (δt). If O represents a conserved quantity, then we can define an associated current J O through
Averaging both sides of this equation over time and using Eq. (24), we see that the time average of the current operator must represent the dressed current J O governing the slow evolution of O:
Thus, both in numerical simulations and in experiments, in order to measure the current associated with the Floquet Hamiltonian one has to average the current operator in the lab frame over the period. In contrast, the current evaluated at some fixed stroboscopic time nT will be a different object, involving both information about the Floquet evolution governed by H F , and an additional contribution related to the derivative of the kick operator. We shall return to this issue as well as to general differences between FS and FNS dynamics later on, when we discuss specific examples. We will show that, using stroboscopic measurements, one can not obtain the current corresponding to the Floquet Hamiltonian at any driving frequency. On the other hand, implementing the FNS scheme and averaging the expectations over the driving period, the Floquet current can be obtained in the highfrequency limit VII A.
III. THE MAGNUS EXPANSION
With very few exceptions, like uniform rotations or driven harmonic systems where the evolution operator can be found exactly, it is impossible to obtain the Floquet Hamiltonian in a closed form. Moreover, in situations where the periodic driving leads to chaotic dynamics at a single particle level 1, 2 or to heating to infinite temperatures for many-particle systems 58-61 local Floquet Hamiltonians do not exist. An important limit where one can define the Floquet Hamiltonian at least perturbatively corresponds to the situations of fast driving, where the driving frequency is much faster than all natural frequencies of the system. For example, for a pendulum the driving should be fast compared to the oscillation period, for particles in a periodic potential the driving should be faster than the band width or a typical interaction scale. In such situations, the system has a hard time absorbing energy from the drive, which results in virtual processes dressing the Hamiltonian.
A. Deriving Floquet Hamiltonians with the Magnus Expansion
A very efficient tool to compute the Floquet Hamiltonian in the high-frequency limit is the Magnus expansion, which is a perturbative scheme in the driving period T to compute H F . It allows one to compute H F perturbatively in the driving period T . In general, it is not known whether this expansion is asymptotic or has a finite radius of convergence, especially in the thermodynamic limit. The issue of the convergence of the Magnus expansion is important for understanding the behavior of the system in the limit t → ∞. However, if one is interested in describing a finite-time evolution, then the short period expansion is well behaved and the Magnus expansion can be safely used. The evolution operator over a full driving cycle is, in general, given by the time-ordered exponential of H(t):
where we have used the Floquet Theorem (4) setting t 0 = 0 to simplify the notation. In this section we explicitly insert the factors of to highlight that the limit → 0 is well-defined, and the expansion applies both to quantum and classical systems. Taking the logarithm of both sides of the equation above and expanding the exponents in a Taylor series, which is justified if the period is sufficiently short, one can represent H F as 68 ::
The first few terms are given by
The zeroth-order term
F is simply the time-averaged Hamiltonian. Higher-order terms contain nested casual commutators of H(t) and multiple time-ordered integrals. For classical systems, the equivalent expansion can be obtained by substituting the commutators between the operators with the Poisson brackets of the corresponding classical functions:
When the parameters in the Hamiltonian do not scale with the driving frequency, the n-th order term in the Magnus expansion is proportional to T n . Thus, the higher-order terms get more and more suppressed as the period T → 0. It then follows that in the infinitefrequency limit H F reduces to the time-averaged Hamiltonian, as one would intuitively expect. As we shall discuss later in greater detail, very interesting non-trivial limits can occur when some couplings in the Hamiltonian scale with frequency. In this case, higher-order terms in the Magnus expansion can be of the same order in the period T . Then in the infinite-frequency limit, one can obtain nontrivial Floquet Hamiltonians, very different from H (0) F , as it is the case for the Kapitza pendulum. The Magnus expansion helps one to identify both the leading and subleading terms in the driving period T for different models. It also allows one to understand the correct scaling behavior of the driving amplitude with the frequency, required to obtain the desired non-trivial limits. And finally, it can be used to design protocols suitable for engineering synthetic Floquet Hamiltonians with prescribed properties.
B. The Magnus Expansion in the Rotating Frame
In many instances, in particular when the driving amplitude scales with frequency, one needs to re-sum an infinite sub-series in the Magnus expansion to obtain the proper infinite-frequency Floquet Hamiltonian. For example, let us imagine the simplest protocol
where λ(t) is a periodic function with zero mean, whose period is T , and whose amplitude is proportional to the driving frequency Ω. Then from Eq. (27) it is clear that the terms in the n-th order of the Magnus expansion containing once H 0 and (n − 1) times H 1 are all independent of the period, while the other terms which contain H 0 more than once are subleading and vanish in the limit T → 0. This may look like a special case, but it is precisely the setup necessary to obtain interesting Floquet Hamiltonians with nontrivial properties. One can significantly simplify the analysis of the Magnus series if the Hamiltonian can be written in the form (28) or more generally as
where λ j (t) are periodic functions with the same common period and H j j = 1, . . . n, are mutually commuting terms (but not commuting with H 0 ). Notice that since the driving amplitude scales with the driving frequency, it is not immediately clear what the infinite-frequency limit is. In such situations, it is convenient to first make a transformation into a rotating frame (rot frame). Focusing on the Hamiltonian (28) we define the rotation operator as
where as before the choice of t 0 is the gauge choice. We adopt the convention that V (t) transforms from the rot frame, into the lab frame. In the rotating frame the density matrix and the operators transform as
The Hamiltonian in the rotating frame acquires an extra time-dependent term due to the fact that the transformation is time-dependent:
Thus, the transformation to the rotating frame removes the oscillating term with a divergent amplitude H 1 , effectively replacing it by a Hamiltonian with a fast oscillating phase. Note that H rot (t) is a periodic function of time, if λ(t) has a zero mean (if the mean is nonzero the rot frame Hamiltonian can be still periodic in special cases, e.g. when the spectrum of H 1 is quantized in integers). Thus one can find the Floquet evolution in the rotating frame and apply the Magnus expansion. But unlike in the original lab frame, there are no more divergent terms in the transformed Hamiltonian. Thus, the infinite-frequency limit is simply determined by the time average H rot (t), and the n-th order corrections in inverse frequency are precisely given by the n-th order of Magnus expansion in the rotating frame. Evaluating H rot (t) explicitly is only possible when V (t) is simple. This is the case, for example, when H 1 is a single-particle operator. These are precisely the situations, in which one can do a partial resummation of the Magnus expansion in the lab frame. We note in passing that, for V (−t) = V (t) the driving protocol in the rot frame is an even function of time, and hence all odd-order corrections in the Magnus expansion vanish identically 68 . It is straightforward to find the relation between the Floquet Hamiltonians as well as kick operators in both frames. Recall from the general Floquet theory (6) that in the lab and the rot frames the evolution operator reads as:
. (32) On the other hand, the evolution operators in the two frames are related as
Comparing these three expressions and noting that V (t) is a periodic function by construction, we see that one can always identify
Up to a gauge transformation, the Floquet Hamiltonian is the same in the lab and the rot frame. But it is important to notice that the kick operators in the lab frame and the rot frames are generally different. Since the operator transforming to the rot frame V (t) is not unique, there is an additional gauge freedom in defining the Floquet Hamiltonian in the rotating frame.
Using specific examples, we shall illustrate that a successful strategy for finding the Floquet Hamiltonian and the kick operators is: i) first to perform the transformation to the rotating frame w.r.t. the driving Hamiltonian in order to remove the terms which diverge with the driving frequency, and ii) then use the Magnus expansion to find the Floquet Hamiltonian as well as the kick operators. Finally, iii), (if needed) we return back to the lab frame. Note that for the FNS expectation value there is no difference between the dressed density matrix ρ and the dressed observable O evaluated in the lab and in the rotating frame, i.e.
Physically, this is because we are averaging both of them over a period. Mathematically, this follows from combining Eqs. (21, 30, 34) . Thus, one can find these operators in any frame, keeping in mind that a static operator in the lab frame becomes time-dependent in the rotating frame, and vice-versa. The leading terms in the Magnus series in the rotating frame are given by
Going to the rotating frame can offer the same benefits for calculating dressed operators (including the density matrix) as for calculating Floquet Hamiltonians. Namely, if the amplitude of the driving diverges with the frequency, going to the rot frame and evaluating a simple time-average of the corresponding operator (or density matrix) is equivalent to a re-summation of an infinite sub-series for O in the lab frame. We note that the Magnus expansion in the rotating frame (where the driving amplitude does not scale with frequency) is effectively a 1/Ω expansion.
C. Convergence of the Magnus Expansion
As we have seen, the Magnus expansion (ME) is a very powerful tool to compute the Floquet Hamiltonian in the high-frequency limit, and find the leading corrections. However, as it often happens in physics, perturbative expansions can be asymptotic, i.e. can have a zero radius of convergence. This does not mean that these expansions are useless because they still can give very accurate predictions for the behavior of the system, but eventually such asymptotic expansions break down.
In the context of the Magnus expansion, the question of true vs. asymptotic convergence of the Magnus series is ultimately related to the question of heating in the driven system. A convergent ME implies that the Floquet Hamiltonian is local and, thus, the evolution of the system (up to the periodic kick operators) is governed by a local static Hamiltonian so the total energy of the system is conserved 58 . This leads to a dynamical localization transition where the system does not absorb energy from the external drive even in the infinite-time limit. On the other hand, a divergent Magnus series indicates that there exists no local Floquet Hamiltonian, and the system is gradually heated up.
From a mathematical point of view, this issue has been extensively investigated in the literature, and a few different theorems are known (see Ref. 68 and references therein). In particular, the Magnus expansion is guaran-teed to converge to the Floquet Hamiltonian if:
where max (t), min (t) are the largest and smallest eigenvalues of the Hamiltonian H(t), and ξ is a number of order one.
While this result is exact, it is not particularly useful for many-particle systems. It only guarantees the convergence if the driving frequency scales with the system size, while the relevant time scales, separating the fast and slow driving regimes, are never extensive. This condition for the convergence of the Magnus expansion is only sufficient. It does not give much insight about what happens at longer periods. To the best of our knowledge, there are no rigorous results about the convergence of the ME for interacting systems in the thermodynamic limit, and it is unknown whether in this case the radius of convergence of the ME is zero or finite. The Magnus expansion can be definitely convergent even in the thermodynamic limit, if the time-dependent Hamiltonian can be mapped to a static one, by going to some rotating frame (see Sec. IV). For instance, this is the case for an arbitrary interacting lattice gas with a linearly changing vector potential (which results in hopping amplitudes which are periodic in time).
In more generic situations, where local transformation to the constant Hamiltonian does not exist the situation is much less understood. In Refs. [55, 56, 58] , a numerical evidence indicated that for particular driving protocols in one-dimensional fermionic or spin chains, the radius of convergence of the Magnus expansion is finite even in the thermodynamic limit. In other words, there exists a critical period T c separating regimes of finite and infinite heating. At the critical period there is a dynamical transition between these two regimes, which can be interpreted as a many-body localization transition [71] [72] [73] [74] [75] [76] in energy space. This finding is consistent with previous numerical results obtained for periodically kicked spinless fermions in 1d 55, 56, 77 equivalent to a periodically kicked XXZ spin chain. There it was also found that, in the thermodynamic limit, two qualitatively different regimes can exist for periodically driven systems. In particular, in one regime the evolution is well described by random matrices from the circular ensemble (see also Ref. [59] ) strongly suggesting that the ME is divergent while in the other regime the system display properties which are consistent with the ME being convergent to a local Hamiltonian.
However, a numerical study of a different driving protocol in a spin chain indicated a zero radius of convergence 59 , i.e. T c = 0. In Ref. [60] , using the Eigenstate Thermalization Hypothesis, it was argued that an ergodic system with a local driving term always heats up to infinite temperature in the thermodynamic limit, while the energy can stay localized (and thus the Magnus expansion converges) if the system is in the many-body localized phase. In Ref. [78] it was shown that the Magnus expansion has zero radius of convergence for a Kondo model if the driving frequency is smaller than the bandwidth of the conduction electrons, though for faster driving the numerical results seem to indicate convergence of the Magnus expansion 79 . There is no contradiction with Ref. [60] because in the Kondo model the conduction band electrons were considered non-interacting (i.e. nonergodic).
The Magnus expansion can be rigorously shown to have a finite radius of convergence for integrable systems, which can be factorized into uncoupled sectors, e.g. in momentum space. Then the extensivity of the system is not important and the criterion III C can be applied to each sector independently. Such systems do not heat up indefinitely and, in the long-time limit, effectively reach a steady state with respect to the Floquet Hamiltonian (dressed by the kick operators).
80,81
From a physical point of view, the divergence of the ME, and the corresponding heating of the system can be traced back to the existence of resonances 82 . When the frequency of the drive Ω matches a single particle energy scale J, i.e. Ω ≈ J, the system can efficiently absorb energy from the periodic drive leading to fast heating. Here J can represent, for example, the energy associated with a single spin flip in a spin system, and then the process described above corresponds to the absorption of a photon of the driving field and a subsequent spin flip in the system. When the driving frequency is increased, Ω J, the photon energy can be absorbed, only if many spins are flipped simultaneously. These many-body processes are described by higher-order perturbation theory and, therefore, occur with small probabilities. Hence, they become important only at very long times. The same large-energy absorption processes determine whether in the off-resonance regime, i.e. Ω J, the heating is slow and finite, or completely absent.
Even in the situations, where the ME formally diverges, the heating remains slow at fast driving frequencies 63 . Then the Magnus expansion truncated to the first few orders can accurately describe the transient dynamics of the system for many periods of oscillations. In particular, in Ref. 63 it was shown that, for a dipolarcoupled periodically driven spin systems, the magnetization quickly approaches a quasi-stationary value predicted by the Magnus expansion truncated at second order. Then, at much longer times, the magnetization decays to zero due to slow heating processes which are not captured by the ME. Therefore, in this context, an important question is not whether the Magnus expansion has a finite radius of convergence or only asymptotic, but rather whether there is a time scale separation between interesting transient dynamics described by the local truncated Floquet Hamiltonian and eventual heating. While this issue is also not very well understood in general, there is sufficient evidence that such time scale separation always exists at high driving frequencies.
A natural way to prevent infinite heating is to couple the driven system to a thermal bath. In this case it is natural to expect that the system will eventually approach a non-equilibrium steady state in which the energy absorbed from the driving is balanced by the energy dissipated into the environment [83] [84] [85] . The value of measurable quantities (such as transport coefficients and correlation functions) will depend crucially on the nature of the (putative) non-equilibrium steady state 38, 39, 86 which, for this reason, has been the focus of intense research 87, 88 . Despite this intense effort, a general understanding of the non-equilibrium steady state is still missing but it seems clear that the steady state will, in general, be nonthermal. Therefore the thermodynamic behavior of periodically driven systems is expected to be qualitatively different from those of undriven systems 89, 90 .
IV. THE MAGNUS EXPANSION AND THE ROTATING WAVE APPROXIMATION
In this section we show that the Magnus expansion can be used even in static, i.e. non-driven systems, by first going into the interaction picture (see for example Refs. 91 and 92). In particular, it can be used to eliminate highly excited states, which are never populated but nevertheless lead to renormalization and modification of the low-energy Hamiltonian. These ideas are also behind the widely used Schrieffer-Wolff transformation 93 which, as we shall show, is closely related to the Magnus expansion 142 . The formalism introduced in Sec. III can be applied to find the leading behavior and the first subleading correction to the effective Hamiltonian, the dressed operators and the density matrix.
A. A Two-level System
To understand the relation between the Magnus expansion and time-independent perturbation theory, consider first a time-independent problem of a single particle hopping in a tilted double well potential, c.f. Fig6. This model is exactly solvable and it is equivalent to the two-level system in a circularly driven magnetic field described in Sec. II B. Here we revisit this model paying special attention to the convergence properties of the Magnus expansion.
The system is described by the Hamiltonian
where the operator a † m creates a particle on site m and n m = a † m a m is the particle number operator. The tilt is given by the parameter Ω, while the hopping matrix element is denoted by J. We are interested in the limit Ω J. The exact eigenenergies of this Hamiltonian are
The Hamiltonian in Eq. (37) does not have any explicit time dependence, let alone a periodic one. In order to make use of the Magnus expansion, we apply a unitary transformation into the interaction picture w.r.t. the diagonal part H 1 = Ωn 2 , given by V (t) = diag (1, exp(−iΩt)) in the Fock basis. We thus obtain a time-dependent Hamiltonian in the interaction picture:
which is similar to Eq. (16) with the identification B z → 0 and B → −J, whenever the system is populated by a single particle. Observe that by doing the transformation to the interaction picture we eliminate the high-energy level from the problem at the expense of introducing an explicit time dependence. This transformation is identical to the gauge transformation in electromagnetism, where a static scalar potential can be traded for a linear in time vector potential. Now we can apply Floquet theory to the Hamiltonian (38) . Using Eqs. (17) and (19) we find that the time-independent Floquet Hamiltonian coincides with the original Hamiltonian, i.e. H F = H, as expected. Moreover, from Eqs. (18) and (19) we also see that the kick operator is P (t) = V † (t). This implies that if we are interested in the time evolution at scales slower than 1/Ω, we can compute the dressed density matrix for the initial state and the dressed operator for the observable of interest and evolve them in time with the Floquet Hamiltonian. If we are interested in the high-frequency structure of the dynamics, we can fully recover it from the operator P (t). 
Magnus expansion result in
In fact, for this simple problem one can re-sum the entire series to obtain the Hamiltonian (37), i.e.
F . However, for more complicated Hamiltonians, the Magnus series is not guaranteed to converge (c.f. III C).
Let us now briefly comment on the physical meaning of the different terms in the Hamiltonian. In the leading approximation, the Floquet Hamiltonian is zero, which indicates that, in the infinite-frequency limit, the system remains frozen since the two levels are effectively uncoupled. The first correction is responsible for the (opposite) energy shifts of the ground and the excited states. The second correction, in turn, leads to renormalization of the eigenstates, since it represents a hopping (mixing) between the two levels.
B. Magnus Expansion vs. Schrieffer-Wolff Transformation for the Anderson Model
A non-interacting impurity coupled to a conducting band. Let us now generalize the simple two-level setup and consider the non-interacting Anderson model describing a single impurity coupled to non-interacting electrons:
Here d refers to the impurity atom with an energy Ω, s =↑, ↓ is the spin index, k is the dispersion of the band electrons, and V d is the hybridization strength. The fermionic creation and annihilation operators obey the canonical commutation relations {c ks , c †
We are interested in the situation where Ω is the largest energy scale in the system: Ω V d , k , and the coupling V d between the conducting band and the impurity is small (compared to the Fermi energy). In this limit, the impurity can only be occupied by virtual processes, which effectively dress the low-energy conduction band electrons.
As Schrieffer and Wolff pointed out 93 , standard perturbation theory fails to provide an accurate description of the weak-coupling limit, V d → 0, since higher order terms in V d appear together with energy denominators k − k . Near the Fermi surface, the latter can be arbitrarily small, and hence render perturbation theory inefficient. To solve this problem, they suggested to perform a unitary transformation, which later became known as the Schrieffer-Wolff transformation 93 . It eliminates the dependence of the Hamiltonian on V d to linear order. As a result, the limiting procedure V d → 0 becomes welldefined to any order.
Here, we show that we can achieve a similar goal by first doing a transformation into a rotating frame with respect to the operator Ω s n ds , and subsequently applying the Magnus expansion to this new periodic Hamiltonian. This is a direct extension of the procedure we used for the two-site single-particle problem discussed above. By doing this transformation, we are eliminating the energy scale Ω from the effective description at the expense of introducing a fast periodic time dependence in the hybridization term:
We can now apply the Magnus expansion, since we have a periodic Hamiltonian. Clearly, the time-averaged Hamiltonian, H
F = H band , so the linear terms in V d average to zero. Notice how the absence of linear terms, which can be considered as the main requirement for the choice of the generator of Schrieffer-Wolff transformations, arises naturally in this setup.
The first-order correction includes the following commutators (and their hermitian conjugates):
Note that the first commutator is of the form
it represents a new hybridization between the conduction electrons and the impurity, suppressed by a factor of 1/Ω. Because the occupation of the impurity atom remains unaffected by the transformation to the rotating frame, this hybridization will only contribute as a 1/Ω 2 -correction to the scattering of the band electrons, and can be dropped to leading order in 1/Ω.
On the contrary, the commutator [H + , H − ] leads to scattering between band electrons to order 1/Ω, and thus has to be taken into account. If we restrict the discussion to order 1/Ω, we find
/Ω, and we introduced the compact spinor notation:
As in the two-level case from Sec. IV A, the kick operator P (t) is given by the Hermitian conjugate of the rotating frame operator V (t). The Anderson Model. Let us now add an interaction term to the lab-frame Hamiltonian, describing repulsion between the electrons on the impurity:
For large interactions this term effectively penalizes the double occupancy of the impurity site. As is well known, this leads to the effective low-energy Kondo Hamiltonian 93 . We now eliminate the high-energy impurity scale Ω by going to the rotating frame:
Note that this transformation consists of the product of two-commuting operators and it is a straightforward generalization of the transformation used above. The Hamiltonian in the rotating frame is:
where H rot (t) on the RHS above is the Hamiltonian (41), ands denotes the opposite spin species to s. The additional term represents an interaction-dependent hopping from the conducting band to the impurity. In general, the interaction U and the impurity energy Ω need not be commensurate, and thus the transformation to the rotating frame is not periodic. Intuitively, it is clear that this should not affect the infinite-frequency limit. Nevertheless, in order to apply Floquet theory, we assume that U and Ω are commensurate and, specifically, consider the case when they are equal U = Ω. In general, one can assume that U = nΩ, and similarly to a replica trick, analytically continue the Floquet Hamiltonian and other quantities, such as the dressed operators, to arbitrary non-integer n.
The interaction-dependent hopping W ± does not contribute to the time-averaged Hamiltonian H 
where for our choice of parameters U = Ω we have
This coupling J is precisely the Kondo coupling one derives from the original Schrieffer-Wolff transformation 93 . We want to stress that the Magnus expansion considered here is not identical to the Schrieffer-Wolff transformation because the structure of the sub-leading terms is not the same. But clearly both expansions allow one to get the same low-energy Hamiltonian at least in the leading order in 1/Ω. As before, we note that the Magnus expansion, in addition to calculating the Floquet Hamiltonian, allows one to explicitly take into account both the slow dynamics of the system (due to the Floquet Hamiltonian), and the fast dynamics through the kick operator P (t) = V † (t).
C. The Dicke Model
Another famous example in which a transformation to the rotating frame eliminates a highly excited state, is the Dicke model, which describes a gas of two-level atoms coupled to a quantized electromagnetic field. In the rotating frame the Dicke Hamiltonian is where
Here Ω = ω L + ω 21 is the sum of the light frequency and the energy difference between the two energy levels of an atom in the lab frame. We mention in passing that the Dicke model is exactly solvable for g = g 94 . Furthermore, the couplings to the electromagnetic light g, g ∼ √ Ω. Moreover by adding a magnetic field along the z-direction one can obtain a whole line of integrable points, where the generalized Dicke model is super-symmetric 95 . Applying the Magnus expansion to order Ω −1 to the Dicke Hamiltonian gives:
In the large-frequency limit, the second and the third terms disappear and, as it is well known, the Dicke Hamiltonian reduces to the Jaynes-Cummings model. If we ignore the third term, e.g. assuming g g, then the Hamiltonian can be diagonalized analytically yielding the following spectrum:
In the case of g = 0 the spectrum reduces to the JaynesCummings one, as it should, and exhibits the hallmark feature of a quantized Rabi frequency Ω R = g √ n + 1. It is interesting to notice that the Magnus expansion captures the Bloch-Siegert shift g 2 /Ω, which has been known to be the leading correction to the spectrum for a long time. The third term in Eq, (51) breaks the conservation of the total number of photons and spins and significantly complicates the analysis of the Hamiltonian. Recently, it was shown that this type of term is important for the stabilization of finite-density quantum phases 96 . Using the Magnus expansion, it is straightforward to get the second order correction to the Floquet Hamiltonian:
Let us conclude this section by pointing out that, through the leading terms in the Magnus expansion, one can formally understand the generation of stationary optical lattice potentials, used to trap neutral atoms 97 . It is then not difficult to find subleading terms responsible to various heating processes 98 .
V. THE KAPITZA CLASS
We shall now move on to apply the formalism developed in Secs. II and III to specific examples. In the remainder of this paper, we review various models, in which the Floquet Hamiltonian exhibits a non-trivial high-frequency limit. By 'non-trivial' we mean not equal to the time-averaged lab-frame Hamiltonian. We shall also discuss leading corrections in the inverse driving frequency to the infinite-frequency limit, which are important for experimental realizations. As we discuss below different setups leading to non-trivial infinite-frequency Hamiltonians can be classified according to three generic classes of driving protocols. While this classification might not be exhaustive, it covers most of the examples known in the literature, and suggests possible routes for engineering new Floquet Hamiltonians in various types of systems.
Let us open the discussion by defining and studying the Kapitza class. The latter is defined as a non-relativistic gas with a quadratic in momentum kinetic energy and arbitrary (momentum-independent) interactions. The driving protocol couples only to operators which depend on coordinates. In other words, the Hamiltonian should be of the form: (54) where
and f (t) is some periodic function of time with period T and zero mean. Note that both the interaction term H int , and the driving term H 1 can include either a single particle external potential or interactions. When we say that the Hamiltonian should be of the form (54), we imply that it should be gauge-equivalent to this form. For instance, any time-dependent scalar potential can be absorbed into a vector potential by choosing a different EM-gauge, as it is well-known from classical electromagnetism. However, within this class, we do not allow any orbital magnetic fields. We made the prefactor Ω = 2π/T explicit in Eq. (54) to emphasize that, in order to get a non-trivial high-frequency limit, one needs to scale the driving amplitude linearly with the frequency. This scaling guarantees that, when the driving becomes infinitely fast, the system is strongly perturbed, and its evolution cannot be described by the time-averaged Hamiltonian at any frequency.
To derive the infinite-frequency Floquet Hamiltonian, we employ the Magnus expansion (c.f. Eq. (27) ) in the lab frame up to second order:
where τ i = Ωt i . In order to keep the notation consistent, here we choose a somewhat different expansion for the Floquet Hamiltonian: H F = n H n . This is to be contrasted with the proper inverse-frequency expansion H F = n H n F , defined in Sec. III (the subtle difference being the subindex F in the coefficients). The difference between the two expansions is due to the non-trivial scaling of the driving amplitude with frequency. In the former the n-th order coefficient may contain terms containing mixed powers of 1/Ω, as we see below. On the other hand, the subindex F in the latter ensures that the n-th order operator-valued coefficient H n F scales strictly as Ω −n .
It becomes clear that, for Ω → ∞, the first term in H (2) vanishes (it represents one of the subleading 1/Ω corrections) while the other term in H (2) together with H (0) and H (1) give the correct Floquet Hamiltonian in the infinite-frequency limit. The term H (1) in the Floquet expansion can always be set to zero by choosing an appropriate Floquet gauge, such that the time-integral appearing in Eq. (56) vanishes. For example, if the protocol is symmetric around the middle of the period: f (t) = f (T − t), e.g. f (t) = cos(Ωt), then this integral is identically zero. One has to be cautious, though, that this may not be the case in other gauges. For instance, if f (t) = sin(Ωt) then the integral in Eq. (56) is non-zero, and one either has to shift the stroboscopic point t 0 to T /2, or deal with this term. Choosing the symmetric Floquet gauge, the time-ordered integral in the last term in Eq. (57) is finite, and has a well-defined non-zero infinitefrequency limit. Note that because the kinetic energy is quadratic in momentum this term depends only on the coordinates {θ j }, and hence represents an additional external potential or an interaction. Indeed,
and thus, for symmetric driving protocols, the infinitefrequency limit of the Floquet Hamiltonian reads as:
The time integral here depends on the details of the periodic function f (τ ). For instance, if f (τ ) = λ cos(τ ) then A = λ 2 /4. Let us argue that the asymptotic form of the Floquet Hamiltonian in the infinite-frequency limit given by Eq. (58) for the Kapitza class is exact. In other words, there are no other terms in the Magnus expansion which survive as Ω → ∞. From the structure of the expansion, it is clear that the only non-vanishing terms in the n-th order contribution are those which contain n-times the driving term H 1 , and once the kinetic energy. Since the driving amplitude scales with frequency, each extra time integral (giving an extra factor 1/Ω) will be precisely compensated for by the extra factor coming from the driving amplitude. 
F in a similar way. But the general expressions become very involved so we shall rather show these corrections for a specific case of the Kapitza pendulum. Also we shall show that it is much easier to derive these corrections going first to the rotating frame, where there is a systematic and convenient way do count the powers of frequency.
A. The Kapitza Pendulum
Let us now illustrate how the infinite-frequency limit, the leading corrections, the Floquet-gauge freedom, and the dressing of the observables and the density matrix emerge for a specific setup of a single Kapitza pendulum 3 . At the end of the section, we shall briefly discuss manyparticle generalizations.
The Kapitza pendulum is a rigid pendulum of length l in which the point of suspension is being displaced periodically along the vertical direction according to the time-dependent protocol a cos(Ωt). This driving results in a modulation of the velocity in the y direction:ẏ → y − aΩ sin(Ωt), which immediately translates to the modulation of the angular velocitẏ θ →θ + aΩ l sin(Ωt) sin(θ).
The Lagrangian for the Kapitza pendulum is given by
where ω 0 = g/l. Using the standard definitions for the canonical momentum p θ = ∂L/∂θ and the Hamiltonian H = p θθ − L we arrive at
The shift in momentum can be removed by a standard gauge transformation on the Hamiltonian, resulting in the scalar potential, which effectively modulates the internal frequency ω 0 such that the Hamiltonian becomes equivalent to To simplify the notations we redefine ml 2 → m, aΩ/l → λ resulting in the celebrated Kapitza Hamiltonian
In this form the Kapitza Hamiltonian obviously belongs to the Kapitza class. As we discussed above, it has a welldefined infinite-frequency limit if we fix λ, i.e. scale the driving amplitude linearly with frequency. Note that, formally one can obtain the Kapitza Hamiltonian by directly modulating the coupling constant in the cosine potential (gravitational constant g in this case). However, notice that the large frequency limit effectively corresponds to changing the sign of this coupling, which is not always easy to achieve.
The Floquet Hamiltonian in the infinite-frequency limit, Eq. (58), is
When λ > √ 2ω 0 the effective potential in Eq. (64) supports a stable local minimum at the inverted position θ = π. In the absence of the driving, the equilibrium position θ = π is clearly unstable. Therefore, by driving the pendulum it is possible to change the stability of the upper equilibrium. This phenomenon is known as dynamical stabilization and it is widely used in many areas of physics [99] [100] [101] [102] .
B. The Kapitza Hamiltonian in the Rotating
Frame. Floquet Gauge Freedom.
In this section we demonstrate a simpler derivation of the infinite-frequency Floquet Hamiltonian by going to a rotating frame. In parallel, we explicitly discuss the Floquet-gauge transformation related to the phase of the driving protocol, which is equivalent to the shift of the stroboscopic time t 0 , c.f. Sec. II.
For this purpose, we consider a slightly more general form of the Kapitza Hamiltonian with an arbitrary phase shift γ:
First, we transform the system to the rotating frame by
As everywhere else in this paper, V (t) is the transformation which goes from the rotating to the lab frame. It is often convenient to define the rotating frame such that V (0) = 1, so that the initial states in the lab and the rotating frame are the same. By construction, this transformation eliminates the divergence of the driving protocol with Ω in the infinite-frequency limit. Hence, as Ω → ∞ the Floquet Hamiltonian becomes effectively equivalent to the time-averaged Hamiltonian in the rotating frame, as discussed in Sec. III. In the rotating frame, the transformed Hamiltonian is given by
where {. . . } + denotes the anti-commutator. Noting that ∆ γ (t) = mλ sin(γ) and ∆ 2 γ (t) = m 2 λ 2 (1/2 + sin 2 γ),
we find for the infinite-frequency Floquet-Hamiltonian H
For γ = 0, we recover exactly the Hamiltonian from Eq. (64) showing the equivalence of the Floquet Hamiltonians in the lab and rotating frames. It is also clear that the Floquet Hamiltonians at different values of γ are related by a static gauge transformation, in agreement with the general theory of Sec. III. Finally, we mention that this result is consistent with predictions based on classical mechanics, according to which the prefactor of the term sin 2 θ in Eq. (67) is proportional to the time integral of the squared driving protocol 14 .
C. Finite-Frequency Corrections
The Magnus expansion allows one to identify leading finite frequency corrections to the effective Hamiltonian H (0)
F . This can be done both in the lab frame and in the rotating frame. However, going to the rotating frame makes the calculations much simpler because, as we discussed, there the Magnus expansion coincides with the Ω −1 -expansion while, in the lab frame, terms from different order in the Magnus expansion can have the same scaling with Ω.
To see this explicitly, let us first identify all terms of order Ω −1 appearing in the lab frame. To avoid lengthy expressions, we only state the relevant commutators, which have to be multiplied by the corresponding time integrals. Clearly, two-fold nested commutators appear in the second-order Magnus expansion in the lab frame, H (2) , three-fold nested commutators appear in the third order, and so on. However, each additional commutator comes with an extra Ω −1 suppression coming from the time integral. It is straightforward to see that all the terms which scale as Ω −1 are those containing twice the static Hamiltonian H 0
and arbitrary many times the driving term
The relevant corrections are given by
. (68) All higher order commutators containing only two H 0 terms vanish because H 0 is quadratic in momentum. If we work in the symmetric Floquet-gauge γ = 0, the driving protocol becomes symmetric w.r.t. the origin of the time axis, i.e. cos(Ωt). One can then show that all odd order terms in the Magnus expansion vanish identically 68 and, thus, only the second-and the fourth-order terms contribute.
While the evaluation of all these terms and the corresponding time integrals is, in principle, possible, it is quite cumbersome and computationally heavy. Instead, it is much easier to get the same 1/Ω correction in the rotating frame by simply evaluating the first order Magnus expansion:
where H rot (t) is the Hamiltonian of Eq. (66), with γ = 0, and τ = Ωt. Then the calculation of H
F becomes very simple and we find
Using this expression, one can examine the accuracy of the infinite-frequency Hamiltonian. Finally, we mention that calculating higher-order corrections is also straightforward in the rotating frame.
D. Dressed observables and Dressed Density
Matrix.
Let us now derive the dressed operators and the dressed density matrix appearing in the definition of FNS expectations for a few simple observables (i.e. driving the system with a random initial phase and performing a measurement at a random time but within a fixed period, c.f. II C). All calculations can be done again both in the lab and in the rotating frames. But because they are simpler in the rotating frame, we show the derivations only in the latter case.
Since the dressed (or barred) operators and the dressed density matrix are Floquet-gauge independent, we can choose γ = 0. We consider the following natural observables: θ, θ 2 , p θ , and p 2 θ , and explicitly consider the initial state characterized by the Gaussian wave-function
with the corresponding density matrix
Notice that in the rotating frame, the operators θ and θ 2 remain the same as in the lab frame while the operators p θ and p 2 θ , as well as the off-diagonal elements of the density matrix acquire time dependence:
where the operator V (t) and the function ∆(t) are defined in Eq. (65) with γ = 0. The Kick operator P (t) in the rotating frame is given by Eq. 7:
and the dressed operators and density matrix are defined by Eqs. (21) . As in the previous section, we focus on the leading and the first subleading terms in Ω −1 for the dressed operators. Then we can rely on Eqs. (35) and (36) . In the infinite-frequency limit, the dressed operators and density matrix are obtained from the corresponding time-averaged quantities in the rotating frame. This implies that all operators, which are functions of θ are unaffected while the functions, which depend on (even powers of) momentum get dressed:
The density matrix, being a function of both coordinates and momenta, also gets dressed. In particular
Note that the diagonal elements of ρ, defining the probabilities of a particular value of θ, are not affected in the infinite frequency limit, while the off-diagonal elements, which determine the momentum distribution, get affected. To gain more intuition about this density matrix one can take a partial Fourier transform defining the Wigner function:
This can be readily done assuming that the uncertainty σ in the coordinates is small, and one can approximate cos(θ) by 1 − θ 2 /2. Then
where we used both σ 1 and θ 1. It follows that the off-diagonal elements of the density matrix in the coordinate representation result, as expected, in a broadening of the momentum distribution. The new uncertainty in momentum is
which is consistent with Eq. (74) given that we relied on |θ| 1. Not surprisingly, the momentum uncertainty of the dressed density matrix is precisely the uncertainty of the dressed p 2 θ operator calculated with the original density matrix (see below).
The first subleading terms to the dressed operators can be found using Eqs. (35) and (36) . We emphasize again that to find the Ω −1 -corrections, it is sufficient to know only the infinite-frequency Floquet Hamiltonian. Performing the integration over time, we find
One can similarly find the first subleading correction to the density matrix.
The diagonal elements of the first correction can also be represented in the form ρ (1) (θ, θ) = −λ∂ θ (sin θρ 0 (θ, θ)).
E. Multi-dimensional and Multi-particle Generalization of the Kapitza Pendulum
Last, let us discuss two generalizations of the Kapitza pendulum belonging to the Kapitza class, where one can realize other interesting Hamiltonians in the highfrequency limit. First, we consider a single particle multidimensional generalization. Namely, we analyze a particle of unit mass whose motion is constrained to a ddimensional hyper-surface embedded in a D-dimensional coordinate space. For example, this can be a particle confined to a 2-dimensional sphere or other, more complicated surface. Let this surface be parameterized by the coordinates r = (r 1 (θ 1 , . . . , θ d ) , . . . , r D (θ 1 , . . . , θ d )) with θ 1 , . . . θ d being local coordinates. Now, suppose we choose a preferred direction e i in R D , to shake the entire hyper-surface periodically:
. (81) The kinetic energy of the particle transforms according to (82) where we used interaction by parts. The functions F (t) and F (t) depend neither on position, not on momenta, and hence can be omitted. Hence, shaking of the surface creates an additional time-dependent gravitational field along the shaking direction. As in the standard Kapitza case, the non-trivial infinite-frequency limit is achieved if we keep the product λ = aΩ fixed. The resulting effective Hamiltonian can be found from Eq. (58). All finite-frequency corrections as well as the dressed operators can be found by a simple extension of the corresponding results for the Kapitza pendulum. We emphasize again the crucial role of the embedding space: such a non-trivial scaling of the coupling strength cannot be naturally obtained by periodically driving any intrinsic model parameter (the bare gravity g in this case). Finally, let us briefly mention another simple generalization of the Kapitza pendulum by extending it to a chain of coupled pendulums (see Fig. 10 ). Consider N coupled pendulums, shaken along the y-direction using some specific driving protocol. In a way this example can be thought of as a single particle confined to an N -dimensional hyper-surface embedded in a 2N -dimensional space, where N is the number of pendulums. One can repeat the derivation of Sec. V A to find that the Hamiltonian of this system reads as (83) where J = kl 2 is the coupling proportional to the spring constant. In the infinite-frequency and large-amplitude limit, this Hamiltonian leads to the famous FrenkelKontorova model 103 , which is a discretized version of the Sine-Gordon model:
This model can undergo interesting commensurateincommensurate phase transitions, depending on the driving strength λ as well as the magnitude of the other couplings. It supports various interesting excitations, such as solitons and breathers, and their nature can change with varying λ. 103 This model is integrable in the limits λ ω 0 and λ ω 0 but non-integrable when these couplings are comparable to one another. This opens a possibility of studying interesting thermalizationtype dynamics. Additionally, there exists the possibility to create an interesting infinite-frequency limit by driving different pendulums with different amplitudes and phases. Then, especially in two-dimensional coupled systems, the phases γ j appearing in (67) can be used to generate artificial position-dependent gravitational fields, making the emergent physics even more interesting.
VI. THE DIRAC CLASS
In this section, we consider periodically driven systems with the a linear in momentum kinetic energy. According to relativistic quantum mechanics, this requires an additional spin structure in the Hamiltonian 104 . Such systems describe the low-energy physics of graphene 105 , Weyl semi-metals 106 , and other related systems 47, 107, 108 . We shall focus on the following class of Hamiltonians
where H int (r) is an arbitrary scalar potential and the driving term couples to the external potential H 1 (r). As in the Kapitza class our analysis directly applies to interacting many-particle systems as long as the interaction potential does not depend on spins and momenta of the particles. With small modifications the analysis also extends to systems with spin-dependent interactions. To simplify the notations we shall keep the discussion at the single-particle level. We also assume that the momentum couples to the 2 × 2 Pauli σ-matrices. We can similarly analyze a coupling to the 4 × 4 Dirac γ-matrices without any need to define a new class. The leading second contribution to the Floquet Hamiltonian is derived from the terms
In the non-relativistic Kapitza class, the second of these terms is dominant in the high-frequency limit, requiring that the driving amplitude scales as Ω, c.f. Sec.V. However, in the Dirac class, the second term vanishes identically, because H 0 is linear in momentum and, as a result, only the first term survives. To keep this term well-behaved in the infinite-frequency limit, we need to scale the driving amplitude as Ω 2 to cancel the factor T 2 coming from the double time integral (c.f. definition of the Magnus expansion in Sec. III). Notice, however, that while in the Kapitza class the Magnus expansion truncates in the lab frame after the second order, for the Dirac class this is not the case, due to the additional spin structure of the Hamiltonian.
As in the Kapitza class, the analysis of the Magnus expansion can be significantly simplified by performing a transformation to a rotating frame given by
In the rotating frame the kinetic energy transforms as
Notice that the scalar potential H int is not affected by this transformation. Thus, after the first transformation to the rotating frame, the spatial gradient of the timedependent scalar potential gives rise to a time-dependent "magnetic field". Notice that this is only an analogy with real magnetic fields, which are always divergencefree. The amplitude of this "magnetic field" scales only linearly with the driving frequency, reflecting the resummation of an infinite lab-frame Magnus subseries.
(a) (b) We note that the Hamiltonian (87) can be used as a starting point instead of Eq. (85) . Therefore, within the Dirac class, one can either drive the system via a spatially dependent scalar potential with an amplitude scaling as Ω 2 , or with a spatially dependent "magnetic field" with an amplitude scaling linearly with Ω. Using the scalar potential allows one to generate synthetic "magnetic fields", which do not satisfy the ordinary Maxwell equations, since they are not necessarily divergence-free. For example choosing a parabolic driving potential H 1 (r) = r 2 in the rotating frame induces an effective radial "magnetic field" B(r) = 2r.
We now perform yet another transformation into a second rotating frame, and eliminate completely the nontrivial scaling behavior of the driving coupling with Ω.
At this point, it is not important whether the "magnetic field" is proportional to the gradient of some scalar potential or it has a different structure. The second transformation is done using the unitary operator V II (t)
Clearly, V II (t) is a periodic function of time, but with our choice of ∆(t), it does not satisfy the condition V II (0) = 1. Hence, the initial state in the second rotating frame is related to the initial state in the lab frame via a unitary rotation by V II (0). One can of course change V II by redefining ∆(t) → ∆(t) − ∆(0), but this leads to additional terms in the Floquet Hamiltonian. These Hamiltonians represent different Floquet-gauges, as discussed in Sec. II. After the second transformation the kinetic energy becomes
where B(r) and n are the magnitude and the direction of the "magnetic field" B(r). If the original Hamiltonian contains additional spin-dependent external fields or interactions, the second unitary transformation generates additional terms, which are straightforward to handle. We can now readily obtain the effective high-frequency Floquet Hamiltonian by simply taking the time-average of Eq. (89) .
where J 0 is the 0-th order Bessel function of the first kind. One can show that there are no Ω −1 -corrections to this Floquet Hamiltonians for the chosen Floquet gauge. This follows from the observation that, in a symmetric gauge, all terms in Eq. (89), as well as in the timeindependent interaction term, are even with respect to t → T − t and, therefore, the odd terms in the contributions to the Floquet Hamiltonian vanish 68 (see Eq. 27). Therefore the leading non-vanishing correction to the Floquet Hamiltonian is of to order Ω −2 . This allows one to control the Floquet Hamiltonian in a Dirac class to a better precision. We want to caution though against extending this result to lattice models like graphene with low energy relativistic dispersion. If the driving frequency and the lattice gradient of the external potential are above the band width as well as if the interactions are short range (i.e. occur on the scale of the lattice spacing) then this statement is no longer correct (see the next Section).
Periodically driven external potential. As an illustration let us consider a graphene type setup where the momentum of the particle is confined to the x, y plane and the external potential linearly depends on z resulting in a constant time dependent "magnetic field" along the zaxis with the strength λ. In this case the Hamiltonian 90 reduces to
This driving protocol essentially leads to a modified hopping, which can be tuned to zero by choosing 2λ to be the zero of the Bessel function J 0 . This can be used for enhancing interaction effects in many-particle systems. If in the same setup the effective potential linearly depends on x then the resulting Floquet Hamiltonian become anisotropic
and tuning the strength of the field to the zero of the Bessel function makes the kinetic term one-dimensional. Dresselhaus Spin-Orbit Coupling (driven external magnetic field). We now consider a second example where we drive a linearly polarized constant magnetic field along a fixed direction in the xy-plane. We find that one obtains an effective Dresselhaus spin-orbit coupling (SOC) in the high-frequency limit. Proposals for Floquet realizations of SOC (see Fig. 11 for a schematic representation) have already been made for bosons using constant pulse sequences [109] [110] [111] . The starting point is the Hamiltonian
Note that the direction of the field is now fixed in time.
We follow the same lines and perform a transformation into a rotating frame defined by
The Hamiltonian in the rotating frame is the one of Eq. (90) . It can be verified that the infinite-frequency Floquet Hamiltonian is given by
Hence, besides the expected renormalization of the Fermi velocity, one finds an effective Dresselhaus spin-orbit coupling term.
VII. THE DUNLAP-KENKRE (DK) CLASS
As a third class of Hamiltonians, where one can engineer interesting infinite-frequency limits, we consider a setup where the driving couples to a non-interacting term in the Hamiltonian in an otherwise arbitrary, interacting system. Examples include interacting particles with arbitrary dispersion relation in an external electric field, or interacting spin systems in a periodic magnetic field, just to name a few. As we shall see in this section, this class of Hamiltonians is very important for 'Floquet engineering' and was proposed and used already to realize non-trivial tight-binding models with engineered dispersion relations 112 , including the Harper-Hofstadter Hamiltonian 45, 46, 67, 113 and other models with artificial gauge fields 40, 114 , effective spin Hamiltonians 115-117 , quantum Hall states 37 , topologically non-trivial Floquet Hamiltonians 38, 39, 42, 43, 47, 48, 118 , and others. To the best of our knowledge, the first theoretical proposal for the realization of a non-trivial high-frequency limit in a tight-binding model with an external periodic electric field was discussed by Dunlap and Kenkre in Refs. 119,120. They discussed the phenomenon of dynamical localization, where the hopping between sites can be completely suppressed in the high frequency limit by choosing an appropriate fixed ratio between the driving amplitude and the driving frequency. Motivated by their idea, we consider the following general class of Hamiltonians
where H 0 represents some (interacting) lattice Hamiltonian, and
with n m being the density operator on the m-th lattice site, and f m (t) is an arbitrary site-dependent periodic function of time with period T . Notice that in Eq. (96), we have explicitly put the Ω-dependence of the driving term H 1 to highlight the non-trivial scaling of the driving amplitude with frequency. Instead of the lattice system, we could consider a continuum model using
n(x) with the only condition that f (t + T, x) = f (t, x). Obviously, in the continuum limit there is an overlap between the DK class and the Kapitza class, if the kinetic energy in H 0 is quadratic in momentum, and with the Dirac class if it is linear. In the DK class, we allow for arbitrary dispersion relations at the expense of restricting the driving to couple to single-particle terms. We stress that, in the DK class, as in the Kapitza class, one has to scale the driving amplitude linearly with frequency. Later on, in Sec. VII D, we shall show that the DK class extends to driven spin systems, where H 0 describes some arbitrary interacting spin Hamiltonian, while the driving term couples to a spatially dependent, periodic in time magnetic field.
After giving an overview of the general theory of the DK class, we will discuss the recent dynamical realization of the Harper Hamiltonian 45, 46 , as a special case of the periodically driven Bose-Hubbard model. We will derive both the infinite-frequency limit, and the leading Ω −1 -corrections to the Floquet Hamiltonian. We will also give examples for the dressed operators and density matrix. After that, we will continue with the fermionic case illustrated on the driven Fermi-Hubbard model, and discuss the infinite-frequency limit and the Ω −1 -corrections, which are of crucial importance for interacting Floquet topological insulators, as realized very recently 47 . Finally, we will discuss interacting driven spin chains.
To be specific, we assume that H 0 is a sum of the kinetic energy term represented by the nearest neighbor hopping and additional density-density interactions which can also include a static external potential linearly coupled to the density:
The angular brackets here represent nearest neighbors. The terms in the Magnus expansion, which do not vanish in the infinite-frequency limit are of the type
Since each commutator brings an extra factor of 1/Ω from the time integral (see the discussion on the Magnus expansion in Sec. III), and each H 1 term brings an extra factor of Ω due to the scaling of the driving amplitude, it is easy to see that all these terms are of the same order in Ω. Furthermore, it is easily seen that these are the only terms that survive in the infinite-frequency limit. However, unlike in the Kapitza class, this series does not terminate at any finite order and, thus, one has to resum an infinite lab-frame Magnus subseries to obtain the correct infinite-frequency limit.
From this structure of the Magnus expansion, it is also clear why the Hamiltonian H 1 should couple linearly to the density. Only then do these nested commutators not grow both in space (meaning that the resulting effective operators remain local) and in the number of creation and annihilation operators (i.e. we avoid the generation of three-and higher-body interactions). One can also consider other situations where the commutators do not grow, for example, when the driving couples to the local in space density-density interaction between fermions or even bosons 121, 122 (though the bosonic case is much more subtle), or when the protocol couples to local in space spin interactions for spin models with spin larger than one half. While infinite re-summation is possible and it yields the proper infinite-frequency limit, calculating subleading corrections directly becomes very involved. These complications can be overcome in the rotating frame which is defined via the transformation
(100) The lower limit of the integral defining ∆ m (t) is a gauge choice, related to the Floquet-gauge. Applying this transformation eliminates the term linear in the density operator, which in the lab frame diverges linearly with the frequency. In the same time, in the rotating frame, a periodic drive is imprinted to the kinetic energy:
Notice that this transformation leaves the interaction term H int invariant. As in the previous classes we discussed, going to the rotating frame generates an effective complex driving protocol, which is well-behaved in the infinite-frequency limit. The effective Hamiltonian is then simply given by the time average of H rot (t). The proper infinite-frequency limit of the Floquet Hamiltonian in the DK class is achieved when the ratio between the driving amplitude and the driving frequency, is held constant. In the rotating frame, averaging over time is equivalent to a re-summation of an infinite lab-frame Magnus sub-series, in agreement with the general discussion in Sec. III. Similarly to the Kapitza class, the Magnus expansion in the rotating frame coincides with the Ω −1 -expansion of the Floquet Hamiltonian. Rather than discussing these corrections in the most general form, we will show and analyze them for specific examples.
A. Noninteracting Particles in a Periodically
Driven Potential
As a first representative of the DK class, we consider a chain of noninteracting, periodically driven spinless particles, which can be either bosons or fermions (see Fig.12) with the following Hamiltonian
The operator a † m creates a particle at site m, which can hop to its nearest neighbors gaining energy J 0 . As anticipated, the driving protocol couples to the density breaking translational invariance through the site-dependent phase (which does not have to vary linearly in space). The driving amplitude is constant and denoted by V 0 . The above choice of the Floquet gauge (or the phase lag) ensures a simple form of the infinite-frequency Floquet Hamiltonian. In the next sections we shall generalize our analysis by adding interactions, a second spatial dimension, and finally by adding a spin degree of freedom.
The correct infinite-frequency limit is found when the ratio between the driving amplitude and the driving frequency, V 0 /Ω, is kept constant and Ω → ∞. The transformation to the rotating frame is done using Eq. (100) with ∆ m (t) = −V 0 /Ω cos(Ωt − Φm + Φ/2). We pause to notice that, for this particular Floquet gauge choice, V (0) = 1. As a consequence, one needs to transform the initial state to the rotating frame as well.
Combining this with Eq. (101) we find:
We label the function g m,m+1 (t) by two site indices to highlight that it is a link variable, i.e. defined on the bonds of the lattice. The infinite-frequency Floquet Hamiltonian and the leading correction are then found from the Magnus expansion:
with the renormalized hopping parameter J(ζ) = J 0 J 0 (ζ), where J 0 is the 0-th order Bessel function of the first kind. The coupling constants C m,m+2 (ζ) and G m,m+1 (ζ) are given in Appendix A. The infinitefrequency Hamiltonian describes the original tightbinding chain with a renormalized hopping amplitude. When the parameter ζ is tuned to a zero of the Bessel function J 0 , the hopping is suppressed showing the phenomenon of dynamical localization as first discussed in Ref. [119] , and experimentally verified in Ref. 123 . The leading correction represents an additional secondnearest-neighbor hopping term, and an extra static potential, which is periodic for any rational Φ/π. Higherorder corrections in the inverse frequency appear as longer-range hopping terms, and modifications to the static potential. Next let us use the opportunity to discuss the dressed operators emerging in the FNS evolution, i.e. the operators describing observables averaged over fast oscillations, c.f. Sec. II C. Two natural observables are given by the local density operator on site m and the local current operator flowing from site m to site m + 1:
The transformation to the rotating frame leaves the density operator (commuting with the driving term) invariant, while the current operator (which does not commute with the driving) changes in the same way as the hopping term in the Hamiltonian. As we mentioned in Sec. III B, it is convenient to study the finite-frequency corrections to the Floquet dressed observables in the rotating frame.
One then finds
Applying Eqs. (36) leads to the following infinitefrequency behavior of the dressed Floquet operators
In the infinite-frequency limit, it can be generally said that dressed Floquet observables, which remain invariant under the transformation to the rotating frame V (t) are the same as the undressed lab-frame operators. On the other hand, observables which are not invariant w.r.t. V (t) get naturally dressed even in the infinite frequency-limit. In agreement with our general results (see Eq. (26)) the dressed current operator is precisely the current operator associated with the Floquet Hamiltonian. In other words, the dressed current describes the slow charge dynamics with respect to H F . We note that a recent cold-atom experiment successfully measured the chiral currents in the Harper-Hofstadter model in a ladder geometry 113 . Similarly to the Kapitza case Ω −1 -corrections to the dressed operators are non-zero both for the density and for the current. They can be calculated with the help of the general expression (36) . Since they are quite lengthy, we shall not show them explicitly. Physically the corrections are responsible for delocalization of the corresponding dressed operators, meaning that the operator support on the lattice grows as Ω deviates from infinity. For example, the corrections to the dressed density involve terms which involve hopping between neighboring sites, etc.
Last, we show examples of the dressed density matrices. We consider two natural initial states for the system where the particle is either localized in position space or in momentum space, corresponding to the density matrices:
We shall distinguish between the two density operators by the subindex m or k.
In the rotating frame, the two operators transform to
In the infinite-frequency limit, averaging over t leads to
As expected, the Fock-state density matrix, which commutes with the driving protocol, does not get any modifications (in the infinite-frequency limit). Hence, it still represents a pure state. On the contrary, the momentumstate density matrix gets dressed. In momentum space, this density matrix remains diagonal:
This mixed density matrix represents a mixed state, which appears even in the infinite-frequency limit. Although we do not show them explicitly, finitefrequency corrections to the density matrices result is a mixed state even for the dressed Fock-state.
B. Cold Atoms Realization of the Harper-Hofstadter Hamiltonian
We now extend the model from the previous section adding a second spatial dimension, and a magnetic field gradient along this new direction. We discuss the setup, first proposed in Ref. [67] , for the simulation of the Harper-Hofstadter Hamiltonian with cold atoms. The model was recently realized in experiments 45, 46 . After giving an overview of the infinite-frequency limit, we discuss the leading Ω −1 -corrections. These corrections, as well as the dressing of the operators, may be important Electrically neutral bosons are loaded in an optical lattice and subject to a magnetic field gradient, of value Ω, along the x-direction. In addition, two Raman lasers of resonant frequency Ω, with site-dependent phase lags, create a second running lattice. In the high-frequency limit, when the ratio of the amplitude of the Raman lasers and the driving frequency is held fixed, i.e. V0/Ω = const., one generates an effective magnetic field, realizing the bosonic Harper-Hofstadter Hamiltonian 125, 126 .
for the existing experimental setups. The discussion of their effect on the dynamics goes beyond the scope of the present paper, and we postpone it to a future work 124 .
Consider a bosonic system on a square lattice subject to a periodically modulated driving on top of a linear potential along the x-direction. In the case of recent cold atoms experiments 45, 46 , the linear potential is achieved with the help of a magnetic field gradient (or gravity), while the periodic driving -using a running (dynamical) optical lattice (c.f. Fig. 13 ). The system is described by the following Hamiltonian
(114) Here J x , (J y ) denotes the hopping amplitude, V 0 is the strength of the oscillating electric field, which as in the previous example should scale linearly with the driving frequency Ω, and we choose the field gradient to be resonant with Ω. The non-resonant part, which does not scale with Ω, can be always added to H 0 . We choose the phase φ mn = Φ (n + m). Notice that time reversal symmetry is broken by the inhomogeneous phase φ mn , ultimately allowing for a synthetic static magnetic field to appear in the infinite-frequency Hamiltonian. Upon applying a transformation to the rotating frame 46 , the Hamiltonian takes the form
and ζ = V 0 /Ω sin(Φ /2).
To the zeroth order, the Magnus Hamiltonian is equivalent to the time-averaged one:
where the effective hoppings are given by K = J x J 1 (ζ), J = J y J 0 (ζ), and J ν is the ν-th Bessel function.
Going to the next order in the Magnus expansion allows one to identify the leading finite-frequency corrections to the Floquet Hamiltonian:
The arrows on the corresponding hopping coefficient indicates the direction of the hopping. The complexvalued functions B(ζ), C(ζ), D(ζ) and E(ζ) are defined on the bonds of the lattice. They are obtained from the time-ordered integrals in the Magnus expansion, and are given in Appendix B. We see that, when we include the Ω −1 -corrections, the Floquet Hamiltonian becomes quite complex. These corrections introduce effective static potentials (periodic for rational Φ /π) along both directions of the lattice, second-nearest-neighbor hopping both across the diagonals and along the lattice directions, and interaction-dependent hopping. We postpone the discussion of the effect of these corrections, and the dressing of the density matrix and the observables, to a future work 124 .
Before we close the discussion on the Floquet realisation of the Harper-Hofstadter model, we mention that a different method of engineering artificial gauge fields us- As a next example we analyze a spinful fermionic system on a bipartite lattice driven by a periodic external electric field. We focus on graphene, where two triangular lattices build up the hexagonal structure and consider the situation in which the driving frequency is higher than the band width. This scheme has recently been employed theoretically to induce topological properties in graphene 39, [129] [130] [131] [132] [133] [134] , and turn it into a Chern insulator. Very recently, cold atom experiments managed to realize the Floquet Chern insulator in the laboratory 47, 48 . In Ref. 135 a similar scheme was proposed to realize a fractional Chern insulator, though in the interacting case that work missed some important terms in the Floquet Hamiltonian (see below).
Let z be the lattice coordination number, and let A denote the set of all points in the sublattice A. We label the points on the sublattice A by a vector r. Let us define the vectors s j (j = 1, . . . , z) to connect a fixed point on the sublattice A to all its adjacent neighbors on the sublattice B. The vectors s j point from A to B (c.f. Fig 15, Panel (a) ). From now on, we shall not distinguish between a bold-face notation for the vectors for simplicity.
To zeroth order of the Magnus expansion, the Floquet Hamiltonian is given by the time-average of the Hamiltonian above (similarly to the bosonic case described in Sec. VII B):
It has the same form of Eq. (120) but with renormalized hopping parameters, i.e. interaction-dependent hopping is limited to the zig-zag paths along the x direction (see Fig. 15, Panel (b) ). Let us note that the phase, accumulated due to the interaction-dependent hopping for a spin-σ fermion along the zig-zag path ABA, is obtained as arg(G 3 )+arg(G * 2 ) = π, provided that spin-σ fermions occupy the sites on the sublattice A of this path. We note that the interactiondependent hopping appears at the same order in Ω −1 as the next-nearest-neighbor hopping K j which drives the topological transition. Therefore the interaction dependent hopping might affect the properties of the topological phase. Moreover the topological phases of interacting systems are expected to be strongly susceptible to heating effects. In the experiment conducted in Ref. 47 , the authors observed a 25% increase in entropy for the driven interacting system, when compared to the undriven interacting case. We believe that the physical consequences of the interaction-dependent hopping deserve further careful investigation, since it is generic to all models in the DK class.
We finish the discussion of the Floquet realization of Haldane's model by pointing out that a similar setup of interacting Floquet topological insulators was recently explored in Ref. [135] . In the discussion presented there, the authors erroneously claimed that interactiondependent hopping terms do not appear to order Ω −1 . They correctly recognized that, upon performing a transformation to a rotating frame, the periodic driving protocol, which initially couples to the density, now appears in the hopping term. They also recognized that the transformation to the rotating frame leaves the (densitydensity) interactions invariant. However, their mistake is that, in their subsequent Floquet analysis in the rotating frame, they do not consider the dressing of the interaction terms arguing that the drive commutes with the interaction terms in the lab frame. This is clearly an inconsistency in the choice of reference frames. As we have shown above, performing a consistent Floquet analysis in the rotating frame, the non-vanishing commutator [W ± , H int ] ensures that the interaction-dependent hopping generically appears to first order in Ω −1 .
Before we close this subsection, we would like to make a few remarks about a possible overlap of this model, as part of the DK class, with the Dirac class, defined in Sec. VI. In the lattice model analyzed in this section, the amplitude of the driving protocol scales with the driving frequency Ω which is considered to be higher than the single-particle bandwidth. This makes the low energy relativistic description of graphene inadequate. In order to realize the Dirac class in graphene, one has to make sure that all involved energy scales, including the lattice potential, are small compared to the band width, so that only the linear part of the dispersion relation is important. In Sec. VI, we also used a symmetry argument to argue that there are no Ω −1 -corrections to the infinitefrequency Floquet Hamiltonian in the Dirac class. Instead, here we find non-vanishing leading correction to order Ω −1 . This apparent contradiction can be easily resolved noting that the driving protocols considered in the Dirac class contain linearly polarized drives, whereas in the specific example of a Floquet Chern insulator we used a circularly-polarized protocol.
D. Spin Systems
As a final example for a system which belongs to the DK class, we consider a spin-1/2 system on a lattice of arbitrary dimension, driven by an time-periodic, linearlypolarized external magnetic field. The effect of resonant driving on benchmark properties, such as the Rabi oscillations, was recently investigated 137 . Here, we assume that the magnetic field on each lattice site m points along a fixed axis in time, but its magnitude can vary from one lattice site to another. In agreement with the discussion in the introduction to the DK class, we assume that the amplitude of the magnetic field scales linearly with the frequency of the drive Ω which is blue-detuned far away from resonance. The Hamiltonian in the lab frame reads as:
where H 0 is time-independent and can include arbitrary spin-spin interactions, σ m = (σ The high frequency limit of the Floquet Hamiltonian is equal to the time-average of the Hamiltonian in the rotating frame: Here the driving corresponds to a uniform magnetic field along the z-direction, n m = (0, 0, 1), with oscillating intensity, f m (t) = α cos(Ωt), c.f. Fig. 16 . Using Eqs. (128) and (129) we find that the Hamiltonian in the rotating frame is obtained from H 0 via the substitutions: 
where θ(t) = 2∆(t) = 2α sin(Ωt). After some algebra, we have: 
where J 0 is the Bessel function and we have used the mathematical identities:
cos(4α sin(Ωt)) = J 0 (4α), sin(4α sin(Ωt)) = 0.
By choosing α to coincide with the zero of the Bessel function, periodically driven spin systems can exhibit dynamical freezing 138, 139 . We derive the leading Ω −1 -corrections by computing the next term in the Magnus expansion. We choose to focus on a 1d chain for simplicity: where G is a numerical factor of order one, given by the expression: − sin (4α sin(τ 2 )) cos (4α sin(τ 1 ))]
We thus see that, in this example, the infinite-frequency limit results in a renormalization of the spin-spin interactions of the bare Hamiltonian, while the first subleading correction in Ω −1 introduces 3-spin interaction terms. In the basis of σ z , these terms play a role similar to the interaction-dependent hopping in Eqs. (118) and (122) . They induce next-nearest-neighbor spin flip processes, whose amplitude depends on the direction of the spin at the middle-site.
Let now us analyze another, slightly more complicated example on a two-dimensional lattice. The system is driven by a linearly-polarized magnetic field along the (133) and J x and J y are the bare coupling along the x and y directions. In analogy with the previous example, we find θ m,n (t) = 2∆ m,n (t) = 2mα sin(Ωt). Using the transformation in Eq. (131) we arrive at: where we defined h(t) ≡ cos(θ m,n (t) − θ m+1,n (t)) = cos (2α sin(Ωt)) .
Observe that if the magnetic field were uniform, i.e. if there were no magnetic gradients, then h(t) ≡ 1 and H rot (t) = H 0 . This is not surprising since, in this case, the driving would commute with H 0 . In the infinitefrequency limit, the Floquet Hamiltonian reads as: This expression shows that, for Ω → ∞, the coupling strength along the x direction is renormalized, while the one along the y direction is not. By changing the value of α the Bessel function J 0 (2α) can be tuned to zero or even take negative values, in the same spirit as the original work by Dunlap and Kenkre 119, 120 . This opens up possibilities for studying dimensional crossovers, effectively tuning the spin system between 1d and 2d regimes, and dynamically switching between ferromagnetic and antiferromagnetic couplings.
Finally, notice that a close analogue to the HarperHofstadter Hamiltonian can be realized for spins by choosing the static Hamiltonian on a two-dimensional lattice as in Eq. (133) where φ m,n = Φ (n + m) (see Sec. VII B for details). The calculation of the dominant and subleading correction to the Floquet Hamiltonian follows closely the steps shown above and in Sec. VII B. In the infinite-frequency limit, this leads to complex interaction amplitudes with a flux Φ per plaquette. Hence, one can expect to observe nontrivial spin-wave dynamics.
VIII. CONCLUSION
Periodically driven systems in the high-frequency limit can be used to engineer interesting effective Hamiltonians, which are very difficult or impossible to realize in equilibrium systems. They provide an important step towards the simulation of quantum condensed matter systems, and can be used to test predictions of physical theories, thought to be unrealistic in real materials.
In this paper, we presented a systematic way of dealing with the high-frequency regimes including identifying infinite frequency Floquet Hamiltonians, finding leading Ω −1 corrections, computing dressed operators and the dressed density matrices required to correctly describe both stroboscopic and non-stroboscopic dynamics. We analyzed the Floquet gauge structure associated with the choice of the stroboscopic time and discussed its implications towards identifying unphysical terms in the effective Floquet Hamiltonian, i.e. the terms which can be absorbed into redefinition of physical observables and the density matrix. We discussed that the Floquet nonstroboscopic dynamics (FNS), which suits very well the current experimental techniques, often opens the possibility of measuring Floquet gauge-invariant physical observables like the proper Floquet current.
As the main tool to study the high-frequency limit, we employed the Magnus expansion. We showed that it can be used to reliably calculate the leading corrections, to the infinite-frequency Floquet Hamiltonian. When applied to time-independent Hamiltonian in the rotating frame, one can use it to eliminate a high-energy scale from the problem and derive an effective dressed lowenergy Hamiltonian with renormalized parameters similarly to the Schrieffer-Wolff transformation.
A prerequisite for finding non-trivial high-frequency limits is a strong coupling of the driving protocol to the system, in the form of a driving amplitude which scales with a power of the driving frequency. A systematic way of studying the inverse-frequency expansion of the Floquet Hamiltonian is often to first go to the rotating frame w.r.t. the driving Hamiltonian. We proved that this amounts to the resummation of an infinite lab-frame Magnus subseries and demonstrated it on several examples. Moreover, we identified three classes of universal high-frequency driving regimes, but there may be more. For each class, we have calculated the form of the effective Floquet Hamiltonian which differs significantly from the time-averaged one.
The Kapitza class is characterized by a kinetic energy term which is quadratic in momentum, and a driving amplitude which scales linearly in Ω. We gave examples of both a single-and many-body systems which realize this limit. The Dirac class is marked by a linear kinetic energy term, which couples to the Pauli matrices. The driving protocol can couple either to an external potential, and the driving amplitude is required to scale as Ω 2 . Alternatively, one can periodically drive a magnetic field, in which case the amplitude should scale as Ω. The Dunlap-Kenkre (DK) class applies to systems with arbitrary dispersion relation, where, one drives an external single-particle scalar potential field, which scales linearly in Ω. We illustrated all three classes with various examples. 
All the coefficients are defined on the bonds between sites, labelled by (m, n). Apart from E, the coefficients B, C, and D are complex numbers, and hence modify the properties of the artificial magnetic field. Furthermore, the diagonal hoppings D ad D are different, due to broken rotational symmetry.
