Expert System and Fuzzy Technique Approaches to Landslide Hazard Mapping by Muthu, Kavitha
Expert System And Fuzzy Technique 
Approaches To Landslide Hazard 
Mapping 
Kavitha Muthu 
Submitted for the Degree of 
Doctor of Philosophy 
from the 
University of Surrey 
Centre for Vision, Speech and Signal Processing 
School of Electronics and Physical Sciences 
University of Surrey 
Guildford, Surrey GU2 7XH, U. K. 
December 2005 
Kavitha Muthu 2005 
Summary 
Landslides are one of the major hazards in the world. There are several different 
methods by which landslide hazard maps are currently produced. In this thesis 
we create three different types of landslide hazard maps. One is the landslide 
severity map which is created on the basis of the geology and the records of 
previous landslides of a region. These maps are the results of expert knowledge 
and predict how serious a landslide will be if a landslide occurs. The second type 
of map are the landslide warning map which uses as input change of landuse 
data extracted from Earth observation, rainfall data, possible recent earthquake 
information and information concerning the movement of permanent scatterers 
extracted from SAR data. The third type of map is a landslide alert map 
which is created by combining the landslide severity and warning maps according 
to psychophysical law of Weber-Fechner. This way we create an expert system for 
landslide warning and alert map creation. The warning map prediction of where 
landslides are most likely for Caramanico in Italy is compared with historical 
records of 16 landslides and it is shown that 11 out of the 16 landslides occur at 
the 10% of pixels with the worst score, while 8 occur at the 5% of pixels with the 
worst score. 
In order to take into consideration the errors and uncertainties associated with the 
input parameters for warning maps, we treat them as fuzzy numbers. This gives 
an improvement in the prediction results by 50%, i. e. 12 landslides occurred 
in the 5% of pixels with the worst score. Then we turn our attention to the 
expert rules used to combine these factors. A fuzzy neural network is designed 
which does not learn from the expert rules but it accepts as input all the relevant 
parameters and produces as output the membership of a region to the class "high 
warning". Now 13 out of the 16 landslides occur in the 10% of pixels with the 
worst score and 12 out of 16 in the 5% of pixels with the worst score. 
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Chapter 1 
Introduction 
There is no better time than now to address the need for reliable hazard maps. 
With the recent natural disasters like tsunami, hurricanes and earthquakes, the 
pressure on the scientific community to work on the prediction of such events has 
increased even more. There is an urgent need for understanding and assessing 
such natural disasters in order to minin-Ase the loss of life and property. 
One of the major hazards in the world which causes extensive damage is landslides 
which may follow all the natural disasters listed above. A landslide may occur 
as a consequence of a number of determining and triggering factors. In order 
to assess the hazard from a landslide it is, therefore, necessary to identify and 
analyse the most important determining factors leading to slope failure. 
Many methods and techniques have been proposed to evaluate the effects of a 
landslide and produce maps portraying its spatial distribution. Methods used for 
landslide hazard mapping may be divided into two main categories, namely: 
e Direct hazard mapping: In this case the degree of hazard is determined 
by the mapping geornorphologist, based on their experience and knowledge 
of the terrain conditions. 
1 
2 
Indirect hazard mapping: In this case either statistical models or de- 
terministic models are used to predict landslide prone areas, based on the 
information obtained from the interrelation between landscape factors and 
landslide distribution. 
These maps should be presented in a way such that it is systematic, practicable 
and simple so that it can be easily understood and used even by the common 
man. Most of the current hazard maps aim at predicting where failures are most 
likely to occur without any clear indication of when they are likely to take place. 
The problem may be reduced with the help of remote sensing data. The increas- 
ing availability of information generated by satellite imagery has facilitated the 
ability of understanding the Earth resource system at different scales. Remote 
sensing data may be used at different phases of a landslide study: detection and 
classification of a landslide, monitoring the activity of an existing landslide, and 
analysis and prediction in space and time of slope failure. However, the use of 
remote sensing data has been limited due to lack of knowledge of the relevance 
and applicability of the different kinds of remote sensing data, and the limited 
cooperation between various research disciplines. 
Relevant landslide factors may be directly, but mostly indirectly, inferred from 
various sources of spatial and radiometric data of varied resolutions and various 
degrees of accuracy, completeness and reliability. All these data sources may be 
combined by an information fusion system which takes into consideration their 
uncertainty. One of the methods used for information fusion is based on the use 
of a fuzzy neural network. 
One may say that hazard processes are deterministic, but because of our limi- 
tations when studying hazards, we resort to models that incorporate our uncer- 
tainty. Due to the semi-stochastic nature of the phenomenon, one always esti- 
mates quantities like probability of occurrence, susceptibility factor, safety factor 
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etc. However, in the derivation of these factors there are parameters which are 
not accurately known. Each of these estimated factors has its own degree of un- 
certainty. Some authors take that into consideration and they quote their results 
not as single number probabilities/factors, but as a range of probabilities/factors. 
The other problems with landslide hazard mapping is the availability of the data, 
spatio-temporal distribution of the data and cost and time employed for producing 
these maps. The main aim of this research is to overcome these problems. The 
objective of this thesis is to develop an inference engine which, in conjunction 
with a GIS, will provide landslide warning maps at a level relevant to regional 
rather than local scale (for, local scale accurate but manually collected data may 
be available). At regional scale one cannot rely on the manual collection of data, 
because this would be impossible. Thus, the parameters used in this study are 
derived from remote sensing and other ancillary data of large scale, and they 
contain a lot of uncertainty for this reason. 
1.1 Thesis overview 
This research was funded by a Framework V European Union project, contract 
number EVGI-CT-2001-000555 named LEWIS (Landslide Early Warning Sys- 
tem). The main objective of the LEWIS project was the development of a 
prototype landslide warning service to the citizen through the application of a 
methodology based on the use of earth observation data. It would develop an 
approach which increases and promotes the value of comparatively low-cost, wide- 
area satellite data as an input to the assessment of hazard and risk from ground 
movements. Through the integration of remotely sensed data with ground data 
it was intended to detect significant surface changes which are taking place on 
landslide susceptible slopes. Rather than concentrating on an analysis of high 
resolution EO images on a specific date, a variety of data from selected test ar- 
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eas was processed periodically to detect surface feature changes which could be 
correlated with the development of instability mechanisms. The partners of the 
LEWIS project along with their partner number and countries are listed below: 
Partner No Name Type of organisation Country 
Pi Dipartimento Interrateneo di Fisica, University research group Italy 
University of Baxi 
P2 IESI CNR Regional govt organisation Italy 
P3 Canada Centre of Remote Sensing Government research group Canada 
(CCRS) 
P4 University of Surrey University reseaxch group UK 
P5 CNR CERIST Regional govt organisation Italy 
P6 OSUB University reseaxch group Italy 
P7 NOA Government research group Greece 
P8 Silogic Private company France 
P9 Planetek Italia Private company Italy 
P10 Altamira Private company Spain 
Pli Provincia di Foggia Regional govt organisation Italy 
P12 Regione Puglia Regional govt organisation Italy 
P13 Regione Piemonte Regional govt organisation Italy 
P14 Earthquake Planning and Protection Regional govt organisation Greece 
Organisation (EPPO) 
P15 Paul Gostelow Private consultant UK 
The partners were divided into three groups and their roles were defined as given 
below: 
GROUP G1 - CNR CERIST, OSUB, NOA, Provincia di Foggia, Regione Puglia, 
Regione Piemonte, EPPO, Paul Gostelow 
1) Provision of expertise. 
2) Comparative evaluation of the test sites. 
3) Collection and collation of all data relevant to the test sites in a GIS format. 
4) Validation of methodology. 
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5) User requirement definition. 
GROUP G2 - CCRS, Silogic, Planetek Italia, Altamira 
1) User requirements analysis. 
2) Standard data processing. 
3) Data collection and integration in GIS. 
4) Data and intermediate products provision. 
5) Commercial exploitation of the final products. 
GROUP G3 - University of Bari, IESI CNR, University of Surrey 
1) Innovative methodologies for EO data processing and data fusion: Stable scat- 
ters, Neural networks, Fuzzy logic. 
2) Conception and development of the techniques and algorithms for warning 
map production (inference engine. ) 
Thus my research was 1) To correlate the changes of identified parameters with 
the temporal-spatial occurrence of landslide events; 2) To develop an inference 
engine based on expert rules; 3) To provide a preliminary landslide warning map 
and improve the results after assessment; and 4) To provide user friendly software 
for producing the maps. 
My work started by producing a thorough survey of published work on land- 
slide warning, and identifying the various factors scientists consider relevant to 
the problem. It was decided that the system I would develop be based on the 
differential values of the influencing factors, rather than on absolute values. For 
example, instead of the system being based on the type of land use, it is based on 
the change of the land use type. Of course, not all factors that affect the event 
of a landslide are changeable. For example, the site geology is not expected to 
change. So, there were two types of factor identified: changeable factors, which 
I. I. Thesis overview 6 
included land use change (maps provided by CNR CERIST), rainfall (maps pro- 
vided by Planetek Italia), landslide movement (identified by the motion detected 
by observing permanent scatterers) and earthquakes (provided by IESI CNR), 
and permanent factors (provided by University of Bari), which were the site ge- 
ology and the site history of previous landslides. 
The changes of the changeable factors were classified as changes favouring land- 
slides, changes working against landslides, and changes neutral to the landslide 
phenomenon. I developed a score system, with values of -1, +1 and 0, respec- 
tively, and each pixel of a region was assigned a score value according to its 
attribute values for these factors. These score maps were effectively the warning 
maps produced by the first inference engine which was developed. 
The experts (partners IESI CNR and Paul Gostelow) also supplied rules con- 
cerning the permanent factors. These factors do not enter into the warning of 
landslides, but they affect the severity of an event, should the event happen. 
In order to combine this information with the warning information produced by 
counting the positive and negative scores of the changeable factors, I invoked the 
psychophysical law of Weber-Fechner, according to which the level of feelings is 
proportional to the logarithm of the stimuli. This simple law was used to convert 
linguistic subjective terms like "event of high severity" to objective numerical 
values, which were then combined with the level of predicted warning to produce 
the maps of level of alert. 
A lot of the scores accumulated from the changeable factors depended on the use 
of thresholds. For example, "if the rainfall is above average, score -V "if the 
permanent scatterer has non-zero velocity, score -1", etc. The natural next step 
was to generalise the formula with which the score was calculated, from being 
a straightforward deterministic equation, to a formula in which fuzzy numbers 
were used. This led to the development of a second inference engine. The final 
score of a pixel was not a summation of +1s and -1s, so it was not an integer. 
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This, in relation to the fact that all these scores had no absolute but only relative 
meaning, led to the presentation of the results in the form of whether the actual 
recorded landslides were among the X% of the pixels with the worst score or not. 
Finally, having identified the factors that were relevant to the landslide phe- 
nomenon, I wanted to see what would happen if a system was developed without 
taking into consideration the expert rules. This was motivated by the fact that 
the rules were empirical and there was debate even among the experts as to their 
correctness. This, in conjunction with the fact that I was dealing with fuzzy num- 
bers, led me to adopt the use of a fuzzy neural network as the inference engine. 
Then the problem of landslide warning was formulated for this treatment, and 
resulted in a third inference engine. 
1.2 Thesis achievements 
*A novel idea of considering the differential change in the landslide trigger- 
ing parameters has been successfully employed in order to create landslide 
warning maps. 
The psychophysical law of Weber-Fechner was used to allow the combina- 
tion of permanent and non-permanent factors in order to produce landslide 
alert maps. This is a new approach in the case of landslide hazard map 
creation. 
Though fuzzy approaches have been recently used in landslide studies, the 
landslide warning maps produced using our fuzzy approach are unique in 
the way they take into consideration the errors and uncertainties of the 
parameters influencing landslides. We combined the score of the parameters 
that cause landslides with their respective membership functions in order to 
produce fuzzy warning scores. The fuzzy approach we use is straightforward 
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and very simple to understand, but it produces a considerable improvement 
in the results. 
We successfully designed and applied a fuzzy neural network to create land- 
slide warning maps with better or at least comparable results with those 
produced by the fuzzy rules approach. 
1.3 Thesis layout 
In Chapter 2 of the thesis we review the existing methodologies used for assessing 
and mapping landslide hazards, weigh their advantages and disadvantages and 
stress the need for a different approach. Chapter 3 presents the expert system 
we propose for the creation of warning and alert landslide maps. In chapter 4 we 
consider the errors and uncertainties associated with the parameters used in the 
crisp approach. We fuzzify the parameters to deal with the uncertainties associ- 
ated with them. Chapter 5 presents the background of some more sophisticated 
artificial intelligence techniques like neural networks, fuzzy systems and fuzzy 
neural networks and justifies the need for the use of such a system in landslide 
hazard mapping. Chapter 6 presents the architecture of a fuzzy neural network 
appropriate for our problem. Chapter 7 summarises the results achieved by the 
various approaches discussed in this thesis and makes recommendations for future 
research directions. 
Chapter 2 
From Measurements To Hazard 
Assessment 
A landslide may be defined as the downward and outward movement of slope 
forming material in response to the force of gravity. Landslides occur when shear 
resistance of slope forming mass is exceeded by shear stress, and they constitute 
a form of erosion called mass wasting. A systematic study of landslide involves 
9 identification and description of the danger; 
* understanding the physical process behind the hazard; 
* evaluation of the hazard and 
* assessment of the risk so that effective preventive measures can be adopted[5]. 
The slope stability evaluation is an interdisciplinary science requiring concepts 
from engineering geology, soil mechanics and rock mechanics. For the calcu- 
lation of the Factor of Safety, F (see section 2.1), parameter maps containing 
the spatial variability of time-independent variables such as thickness of lay- 
ers, slope angle etc and input maps containing the spatial variability of time- 
dependent variables such as rainfall, groundwater etc are required [93]. Landslide 
9 
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hazard/susceptibility zonation refers to the division of a land surface into homoge- 
neous areas or domains and their ranking according to degrees of actual/potential 
hazard caused by mass-movement. Numerous methods have been developed to 
assess the probability of landsliding. In spite of improvements in hazard recogni- 
tion, prediction, mitigation measures and warning systems, worldwide landslide 
activity has been increasing [13] [24]. 
A landslide hazard map is generated to identify areas with different landslide haz- 
ards. At present, there is no agreement either on methods for or even on the scope 
of producing hazard maps[13][5][6]. In this chapter an overview of the existing 
methodologies is presented and their advantages and disadvantages are discussed. 
There are many methods which can be defined as inventory, heuristic (knowledge 
driven), statistical (data driven) and deterministic [97][21] for landslide hazard 
mapping. 
An extensive literature survey was carried out in order to identify the parameters 
used for landslide hazard mapping [66]. Most research in hazard mapping can be 
classified under two broad categories, those relying on physical and those relying 
on phenomenological models. The next section discusses the details of the two 
types of model. 
2.1 Physical models 
Physical models try to model the physical phenomenon that takes place when a 
landslide occurs. They are basically soil mechanics models that take into con- 
sideration some physical parameters like pore pressure, debris thickness etc and 
they compute quantities like residual strength and shear on the soil layers [95]. 
Such methods have been widely used in landslide analysis by geologists[61]. The 
one dimensional infinite-slope stability model describes the slope stability in the 
simplest form [22][61]. The degree of landslide hazard is expressed in terms of 
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Factor of Safety F, which is the ratio of forces that make a slope fail to those 
that prevent a slope from failing: 
Factor of Safety(F) = 
Resisting Force (2.1) 
Driving Force 
The resisting force of the Earth material is the shear strength (S). Shear strength 
is a combination of forces, including the slope normal component of gravity or 
normal stress (a), pore pressure (p) within the material, which counteracts the 
normal stress, cohesion of the material (C') and angle of internal friction 
Thus shear strength is expressed as: 
C'+ (a -p) tan 0' (2.2) 
Normal stress is the vertical component of gravity, resisting the downward slope 
movement, defined as: 
-yz Cos 2p (2.3) 
where -y is the unit weight of soil, z is the depth of failure surface below the 
terrain surface and P is the terrain surface inclination (see Figure 2.1). Water 
plays an inevitable role in the stability of the slope. It increases the unit weight 
of the material, thus increasing both resisting (normal stress) and driving (shear 
stress) forces. Water also creates pore pressure, which opposes the normal stress 
and therefore reduces the resisting force or shear strength of material, which has 
to be subtracted from the normal stress term above, and is expressed as: 
7, mzw Cos 2p (2.4) 
where -y,,, is the unit weight of water and m is a dimensionless quantity defined as 
the ratio between the depth of failure surface below the terrain surface, z, and the 
height of water table above the failure surface z,,. Its value is 0 for dry conditions 
and 1 for saturated conditions. Substituting the expressions for o, and 1L in (2.2) 
we get 
Cl + (Zy COS2,8 _ -y. z. m cos2p) tan 0' (2.5) 
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The driving force is the shear stress (r), the component of gravity, which is 
parallel to the slope and given by: 
,r= z7 sin, 8 cos, 8 (2.6) 
If the driving and the resistive forces are expressed in terms of shear stress and 
shear strength respectively, the expression for Factor of Safety (F) becomes: 
Factor of Safety(F) - 
Average Shear Strength (2.7) 
Average Shear Stress 
which upon substitution from equations (2.5) and (2.6) becomes: 
Cl + (Zy COS2 yj WZ wM COS2 p) tan (2.8) 
vy sin 0 cos, 8 
where, 
F= Factor of Safety, 
C'= effective cohesion (KPa), 
,y= unit weight of soil (KNIM3), 
, y, _, = unit weight of water 
(KNIM3), 
z= depth of failure surface below the terrain surface (m), 
z,,, height of water table above the failure surface (m), 
,8 terrain surface 
inclination ("), 
m ratio of vertical height of water table above slide plane, over the depth of 
the slide plane (-uL) 
effective angle of shearing resistance 
In GIS this formula can be applied to each terrain unit, for example each pixel of 
a raster map[61]. This is a 1D model treated as a 2D raster ensemble. The inputs 
are taken from geometrical and geotechnical parameters coming from several data 
layers. The area is classified as hazardous depending on the value of Factor of 
Safety F. 
If F<1, Unstable slope conditions 
If F=1, Slope is at the point of failure 
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Figure 2.1: Physical Model for Landslide Hazard (Factor of Safety) 
If F>1, Stable slope conditions 
The above equation for Factor of Safety can be easily modified to include the effect 
of earthquake by adding the horizontal component of earthquake acceleration a 
and bulk density p [93]. Thus for earthquake induced landslides, equation (2.8) 
takes the form: 
C, + (Zy Cos 
20- 
zpa cos, 8 sin, 8 _, yw ZWM COS2 0) tan (2.9) 
z-y sin P cos 0+ zpa COS2 0 
where p is the bulk density in (kqlrn3) and a is the horizontal component of the 
earthquake acceleration (M/S2). Factor m may be modified to include the rainfall 
effect as well [95], as follows: 
qa 
M bT sin 
(2.10) 
where q is the net rainfall (m/s), a the contributing drainage area (0), b the 
pixel resolution (m), T is the soil transmissivity when saturated (ml/s) and 0 is 
the slope angle (degrees). 
It is quite evident from equation (2.8) that for determining the Factor of Safety 
F at a given area, soil is the most important factor because most of the param- 
eters depend on the properties of the soil, namely the effective cohesion C, the 
unit weight of soil y, etc. However, soil is basically classified according to the 
parent material (rock) from which it is formed. There are basically four types 
of rock from which soils are formed after several hundred years of weathering 
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and due to current climate according to the guidelines given by the International 
Soil Reference and Information Centre, in the Netherlands (ISRIC): Igneous rock, 
Metamorphic rock, Sedimentary rock and Unconsolidated. Soil is again classified 
based on its texture as Sandy, Silty and Clayey. Table 2.1 gives the values of 
some of the parameters that appear in equation (2.8) with respect to rock and 
soil types. Thus, the parameters needed for the Factor of Safety differ from 
Types of Soil Parameters 
and Rock C'(KPa) -y (KNIml) 0'(degrees) 
Igneous Rock 35000-55000 25-30 35-45 
Metamorphic Rock 20000-40000 25-28 30-40 
Sedimentary Rock 1000-30000 17-28 25-45 
Sandy Soil 0 17-21 28-46 
Clayey Soil 10-150 6-23 7-35 
Alluvial 10-20 0-25 35-36 
Weathering 0-35 17-23 22-28 
Table 2.1: Some parameter values for the Factor of Safety equation 
place to place and the importance of each factor also changes. An extensive liter- 
ature survey was made to identify the parameters and their extraction at various 
places. The results are summarised in Table 2.2. From Table 2.2 we can see 
that the parameters used in the physical model for landslide hazard analysis, are 
the following: 
1) History of landslides 
2) Geology (Rocks and Soils) and Geotechnical attributes (effective cohesion C', 
unit weight of soil -y and effective angle of shearing resistance 0') 
3) Ground water (height of water table z,.,,, pore water pressure, snowmelt) 
4) Rainfall (soil saturation m) 
5) Vegetation (secondary forest, grassland and cropland) 
6) Slope angle (terrain surface inclination P) 
7) Seismic effects (peak ground acceleration, Arias Intensity, critical acceleration, 
epicentral intensity, intensity felt at distance D, spatial distribution of earth- 
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Author Area Parameters used 
Davis and British Columbia 1) Geotechnical attributes 
Keller [22] 2) Vegetation 
(1997) 
Angeli et al[6] Dolomites 1) Geotechnical attributes 
(1998) (Italy) 2) Groundwater 
3) Rainfall 
Polemio and Sdao[77] Avigliano 1) Geology 
(1999) 2) Rainfall 
Luzi et al [62] Tuscany 1) History of landslides 
(2000) 2) Geology 
3) Groundwater 
4) Rainfall 
5) Seismic Effects 
Refice and Capolongo, [79] Southern 1) Geology and 
Geotechnical, attributes 
(2002) Italy 2) Seismic Effect 
Carro et al [14] Italy 1) Slope 
(2003) 2) Geology and 
Geotechnical attributes 
3) Groundwater 
Lan et al [52] China 1) Slope 
(2004) 2) Geotechnical attributes 
3) Rainfall 
Crosta et. al [19] El Salvador 1) Slope 
(2005) America 2) Geotechnical attributes 
Table 2.2: Landslide Hazard parameters used for Physical Models 
quake epicenter, magnitude distribution of earthquake, maximum distance from 
epicenter ) 
Next we examine in more detail each of these factors. 
2.1.1 History of landslides 
Identification of landslide history of the place is very important for landslide 
hazard assessment. If we have a complete database for the landslides we can find 
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at which angle and under what conditions the landslides occurred in the past. 
Thus using the back analysis of the infinite slope analysis model we can evaluate 
the cohesion, given a fixed angle of internal friction, a sliding surface depth and 
inclination and assuming variable saturation conditions by the m coefficient [62]. 
2.1.2 Geology and Geotechnical attributes 
Understanding the geology of the region is of paramount importance in tackling 
problems concerning slopes. Local geological settings often have considerable in- 
fluence on the performance of individual slopes. For instance, in one situation 
geological complexities may dictate that sophisticated methods of analysis cannot 
be used without the most detailed and thorough site investigation. Soils and rocks 
are identified as the geological materials of interest. Soils are basically classified 
according to their texture and parent material as explained earlier. The proper- 
ties of soil depend on the properties of different sizes of fine grained and coarse 
grained materials. Thus we have different effective angles of shearing resistance 
0', and cohesion for different types of soil [62]. Geological data collection is the 
most important task in slope analysis from which the geotechnical attributes are 
derived. The geotechnical attributes such as effective cohesion C', unit weight of 
soil y and effective angle of shearing resistance 0' are typically collected from the 
reports containing the laboratory tests on soil samples and geotechnical investi- 
gations made for slope stability evaluations and other purposes. Discontinuities 
such as bedding planes, cracks, joints and faults have predominant influence on 
the slope and are significant for landslide analysis. Structural features control 
the mobilisation of shear strength. 
2.1.3 Groundwater 
Water can influence the strength of the material by 1) chemical alteration; 2) re- 
duction of apparent cohesion capillary forces which disappear on submergence or 
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saturation; 3) increased pore water pressure and reduction of the shear strength, 
and 4) softening and thus reducing the strength of the material. Pore water 
pressures and direction of flow of water are often related to the size, spacing, 
orientation and distribution of discontinuities. Angeli et al [6] estimated the 
groundwater level and used it as an input to the stability model in order to di- 
rectly obtain displacement values as a function of precipitation. Juang et al [44] 
and Dodagoudar and Venkatachalarn [23] use the depth of groundwater table in 
their infinite slope analysis and in order to deal with its uncertainty, they ex- 
pressed its values in terms of fuzzy numbers. Groundwater and rainfall influence 
the soil saturation parameter m expressed as the ratio of depth of slide plane 
over the vertical height of water table above the sliding surface. The value of m 
ranges between 0 and 1, low value of m meaning low water level and high value 
of m meaning high water level. 
2.1.4 Rainfall 
Polemio and Sdao [77) considered the effect of rainfall in the Avigliano area using 
a hydrological and statistical model based on long-term series of daily rainfall. 
The daily cumulative rainfall CH,,, j was calculated, where n is equal to 1,5,10, 
20,30,60,90,120 and 180 consecutive days, either rainy or not, and j stands 
for the number of measuring days during the observation period. About 70 years 
of daily rainfall records measured at the rain-gauge station of the Servizio Idro- 
grafico e Mareografico Nazionale at Avigliano were gathered. Then, for each 
year y, the peak or maximum values CHMAXn,,, were determined. For each of 
the nine series of peaks, the probability distribution functions were calculated. 
The GEV (generalized extreme value) probability distribution function, unequiv- 
ocally defined by the three parameters of scale, position and shape, was adopted 
to describe the observed frequency of yearly maximum cumulative rainfall. They 
suggested the classification of the influence of precipitation on slope stability ac- 
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cording to the probability classes. The range of probability classes (1-6) indicates 
the increasing impact of precipitation: class 1 corresponds to return periods (T) 
of cumulative rainfall landslide events <2 years; class 2 corresponds to T ranging 
from 2 to 5 years; class 3 corresponds to T ranging from 5 to 10 years; class 4 cor- 
responds to T ranging from 10 to 20 years; class 5 corresponds to T ranging from 
20 to 50 years and class 6 corresponds to T being more than 50 years. Equation 
(2.10) gives us the effect of rainfall, which can be used in calculating the Factor 
of Safety at a place. The net rainfall q is the rainfall which enters the soil. A 
method for estimation of the net rainfall is proposed by Terlien et al [93] who say 
that if the amount of rainfall and the type of vegetation is known the net rainfall 
can be calculated. 
2.1.5 Vegetation 
The influence of vegetation on slope stability can be broadly classified according 
to hydrological and mechanical factors. Roots and stems increase the roughness 
of the ground surface and the permeability of the soil, leading to increased in- 
filtration capacity and the depletion of soil moisture attenuates cracking in soil, 
resulting in higher infiltration capacity. However, roots also bind soil particles 
at the ground surface, reducing their susceptibility to erosion. Weight of the 
tree roots may anchor into firm strata, providing support to upslope soil-mantle 
through arching. Vanacker et al[95] have measured the parameters for the infinite 
slope stability model based on land-use classes (vegetation). They investigated 
the effect of landuse/cover change on slope movement susceptibility by incorpo- 
rating specific hydrological parameters which depend on the land-use pattern, 
in the infinite slope stability model. They have three types of land-use class, 
namely secondary forest, grassland and cropland. The values of parameters for 
the slope instability analysis for different land-use classes are given in Table 2.3. 
However the limitation of this infinite slope stability analysis is that every pixel 
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Types of landuse Parameters 
C'(KPa) J y (KN/m3) J y.. (KNIm 3)1 01 (0) 1 M 
Secondary Forest - 12.9 9.81 
Grassland 0 15.2 9.81 16-28 1.5-2.5 
Cropland - 15.7 9.81 - 
Table 2.3: Parameters for Physical Models for landuse [95] 
is considered unconnected to its neighbours, so that the value of the estimated 
Factor of Safety can be either over-estimated or under-estimated [61]. 
2.1.6 Slope Angle 
In order to calculate the slope angle or in other words the terrain surface incli- 
nation 0, the digital elevation model (DEM) has to be used. Most studies use a 
Triangulated Irregular Network (TIN) with a square grid to produce the DEM 
[100]. The equation used for the calculation of the slope angle is given as: 
dz 2 dZ2 180 
arctan 
(ý 
TX + 77yj x 
7r 
where 
and 
dz 
= 
(Z, +2x Z4 + Z6) - (Z3 +2x Z5 + Z8) (2.12) äx- 
8x L_, 
dz 
= 
(Zi +2x Z2 + Z3) - (Z6 +2x Z7 + Z8) (2.13) TY 8x Ly 
where Z1, Z2 . ..... Z8 are the Z (elevation) values of the 8 neighbours of the cell 
under consideration, L.., is the width of the cell and Ly is the height of the cell. 
2.1.7 Seismic Effects 
Many major landslides have resulted from seismic activity and it is often impor- 
tant to consider the effect of earthquakes on slopes. Earthquakes cause increased 
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shear stresses and also reduce the soil strength by increasing the pore water 
pressure. Newmark's method [68] states that critical acceleration of a potential 
landslide block is a simple function of the factor of safety F and the landslide 
geometry: 
a. = (F - 1)gsino (2.14) 
where a, is the critical acceleration; F is the Factor of Safety; g is the acceleration 
of the Earth's gravity and 0 is the slope angle. To facilitate using Newmark's 
method in regional analysis, Jibson et al [43] developed a simplified Newmark 
method wherein an empirical regression equation is used to estimate Newmark's 
displacement as a function of Arias Intensity' and critical acceleration given as: 
log D,, = 1.521 log I,, - 1.993 log a, - 1.546 (2.15) 
where D,, is the Newmark's Displacement in centimetres; I,, is the Arias Intensity 
in meters per second and a, is the critical acceleration. 
In the work carried out by Romeo [80] a new relation having the form of an 
attenuation equation of the expected landslide displacements as a function of 
earthquake magnitude and fault or epicentral distance was developed. The pre- 
dictive models were expressed in terms of attenuation relations of the expected 
landslide displacements for both rock and soil slopes as functions of epicentral or 
fault distances as 
log, OD(cm) = -1.144+0.591M-0.852loglox-ýfR-F2-+2.62-3-703K 
+0.246S ± 0.403 (2.16) 
log, OD(cm) = -1.281+0.648M-0.934loglox-v/-R-E2-+3.52-3.699K 
+0.225S:: L 0.418 (2.17) 
'Arias intensity is a measure of the total energy content of seismic excitation or otherwise 
defined as the sum of all squaxed acceleration values from seismic strong motion records 
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where D is cumulative displacement, K is called the critical acceleration ratio 21 
M refers to local magnitude, R takes in turn the meaning of epicentral distance 
(RE) or the closest distance from the surface projection of the fault rupture (RF), 
S has weight 0 for rock or stiff soils and 1 for soft soils (shear wave velocity not 
greater than 400 m/s and depth less than 20 m). The usefulness of such relations 
lies on the simple estimation of the expected magnitude and source-site distance 
for a reference earthquake (seismic scenario) to predict landslide displacements, 
as well as on the possibility to perform probabilistically based hazard analysis 
of expected landslide displacements. The critical acceleration ratio K can be 
expressed as: 
K a, g 
PGA 
(2.18) 
where a, is the critical acceleration; g is the acceleration of the Earth's gravity 
and PGA is the peak ground acceleration. The drawback of the method was that 
the maps represented neither an actual earthquake-induced landslide scenario nor 
a specific geographical distribution of the induced landslide. 
Wasowski and Del Gaudio [96] illustrated the regional seismotectonic framework, 
local geology and neotectonics of the Caramanico area. Then, using different 
attenuation relations calibrated on historical seismicity data, probabilistic esti- 
mates of the recurrence of earthquakes capable of triggering mass movements in 
the Caramanico area were calculated. They assessed the relative hazard through 
identifying susceptible areas and then defined temporal recurrence in terms of 
seismic shaking threshold excess probability. 
Luzi et al[62] calculated susceptibility of slopes to failure during earthquakes 
in terms of critical horizontal acceleration, on a subregional scale for the up- 
per part of the Serchio River basin (Tuscany, Italy). They adopted the infinite 
slope stability model and applied it to those landslides occurring along a de- 
fined failure surface. Papadopoulos and Plessa [74] compiled a data set of 47 
2It is the ratio between the critical horizontal acceleration and the peak ground acceleration. 
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earthquake-induced landslides in Greece. From a world-wide set of landslides, it 
was estimated that the smallest earthquake local magnitude (M. T' ) likely to cause 
landslide is ML =4.0 and concluded that the smallest magnitude scales up to ML 
= 6.5, depending on the various landslide types. 
2.2 Phenomenological Models 
Phenomenological models try to find correlations between measurable physical 
quantities and landslides, without trying to invoke soil mechanical models. Some 
approaches try to identify causal factors for landslides. These are surnmarised 
in Table 2.4. Although several factors in this table are similar to the factors in 
Table 2.2, the authors of these studies do not use soil mechanics models. 
Several authors have attempted to use some kind of classification system based 
on ranking [4][72]. In order to produce a landslide hazard map based on the 
causative factors, these factors have to be weighted and ranked according to their 
influence on the stability of the slope. Their linear combination is used to produce 
a Landslide Hazard Index which arbitrarily is defined to take values between 0 
and 10. All causative factors are then assigned a share of the maximum value 
of the index. This share value is used as a weight which multiplies the ranking 
value of the factor to produce the contribution of the factor to the final landslide 
index. For some such causative factors, the typical weights given to them are 
given in Table 2.5. The fact that the weights of all the factors are equal means 
that each causative factor has equal importance for a landslide to occur. Each 
parameter is partitioned into a number of classes. The classes are again given 
ranks[82] according to their triggering contribution to the landslide. Thus, 
in this approach, several thematic maps, each representing a factor influencing 
the stability of the slope, are being overlayed. Each thematic map is divided 
into homogeneous areas, based on their importance of the factor, and assigned 
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Author Area Parameters used 
Anbalagan [4] Kathgodam 1) Lithology 
(1992) -Nainital area 2) Structure 
(Himalayas) 3) Slope Morphometry 
4) Relative relief 
5) Landuse or cover 
6) Ground water condition 
Lee et al [53] Yongin and 1) Topography 
(2000) Janghung 2) Soil 
(Korea) 3) Forest 
4) Geology 
5) Landuse 
Temesgen et al [92] Wondogenet 1) Lithology 
(2001) area 2) Drainage 
(Ethiopia) 3) Structure 
4) Slope aspect 
5) Slope angle 
6) Vegetation 
Chi et al [16] Janghung -1) Slope 
(2002) area 2) Aspect 
(Korea) 3) Lineament 
4) Distance from drainage 
5) Distance from roads 
6) Soil 
7) Forest (age, density, type) 
OhImacher and Davis [701 Kansas 1)Slope 
(2003) 2) Aspect 
3) Geology 
4) Soil 
Perotto-Baldiviezo et al [75] Southern 1) Slope 
(2004) Honduras 2) Aspect 
3) Stream proximity 
4) Land cover 
Ayalew et al [91 Central 1) Lithology 
(2005) Japan 2) Bedrock-slope 
3) Lineaments 
4) Elevation 
5) Slope gradient 
6) Aspect 
7) Proximity to roads 
Table 2.4: Landslide Hazard parameters used for Phenomenological 
Models 
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Causative Factors FW-elig-h7t 
Lithology 2 
Slope Angle 2 
Structure 2 
Landuse/cover 2 
Drainage Density 2 
Total 
Table 2.5: Landslide Hazard parameters with weights 
weights. So finally, an area is being classified according to its level of hazard 
computed using the formula: 
Landslide Hazard Index = El,, y,,, Weight x data layers 
(rank) (2.19) 
From the factors of Table 2.4 we identify some basic parameters which are used 
almost in all the studies based on phenomenological models: 
1) Lithology 
2) Soil 
3) Structure 
4) Slope Angle 
5) Slope Aspect 
6) Relative Relief 
7) Distance to Drainage 
8) Road Density 
9) Landuse/cover 
We now look in detail how these parameters are used in estimating the landslide 
hazard of a region. 
2.2.1 Lithology 
Geological maps provides information on the lithology and structure of an area. 
Erodability or the response of rocks to the process of weathering and erosion is 
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the deciding criterion for giving the ranks for lithology[4] [92] [82]. Table 2.6 gives 
the classes of lithology in the literature. Anbalagan [4] divides the lithology into 
two categories, namely rocks and soils and classifies them accordingly as given in 
Table 2.7. Temesgen et al [92] and Saha et al [82] generalise the factor structure 
as such without further subdivision. Rocks like quartzite, limestone, etc are 
Factor Classes Ranking 
Lithology Quartzite 0.2 
Limestone 0.4 
Boulder slate 0.6 
Phyllite 
- -1.0 
Table 2.6: Lithology for landslide hazard mapping 
generally hard and resistant to erosion. Phyllites and schists are characterised 
by phythosilicates that have anisotropic shear strength and weather quickly, pro- 
moting instability. 
2.2.2 Soil 
Soil is a common parameter for both types of approach being discussed here. As 
discussed earlier, soils are classified based on their texture although they may 
come under the lithology factor as in Chi et al [16] and Lee et al [53] and as 
given in Table 2.7 and Table 2.8. So in the case of soil, genesis and age are 
the main considerations for assigning ranks. Thus, loose materials have higher 
tendency to slide than alluvial soils which become well compacted over the years. 
2.2.3 Structure 
The term structure indicates the geometric ratio between the persistent discon- 
tinuities present in the rock mass and the slopes as defined by Anbalagan [4]. 
Figure 2.2 defines two types of failure namely (a) Planar failure and (b) Wide 
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Factor Classes ýnýng 
Lithology 
Rock type Type -I 
quartzite and limestone 0.2 
Granite and Gabbro 0.3 
Gneiss 0.4 
Type - II 
Well-cemented terrigenous 
sedimentary rocks, dominantly 
sandstone with minor beds of 
claystone 1.0 
Poorly cemented terrigenous 
sedimentary rocks, dominantly 
sandstone with minor clay shale beds 1.3 
Type - III 
Slate and phyllite 1.2 
Schist 1.3 
Shale with interbedded clayey and 
nonclayey rocks 1.8 
Highly weathered shale, phyllite 
and schist 2.0 
Soil type Older well-compacted fluival fill 
material (alluvial) 0.8 
Clayey soil with naturally formed 
surface (eluvial) 1.0 
Sandy soil with naturally formed 
surface (alluvial) 1.4 
Debris comprising mostly rock 
pieces mixed with clayey/sandy 
soil (colluvial) 
Older well compacted 1.2 
Younger loose material 2.0 
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Table 2.7: Lithology for landslide hazard mapping according to Anbal- 
agan [4] 
angle wedge failure based on which the parameters for structure can be defined. 
In this connection three relations have been identified: 
1) Extent of parallelism between plane of discontinuity and slope (Figures 2.2a 
and 2.3). 
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Factor Classes Ran ýng 
Soil Alluvial 0.1 
Clayey 0.5 
Sandy 0.8 
Loose materals 1.0 
Table 2.8: Soil for landslide hazard mapping 
2) Ratio of the dip of discontinuity, or the plunge of line of intersection of two 
discontinuities and slope (Figures 2.2a and 2.3). 
3) Difference in the dip of discontinuity, or the plunge of line of intersection of 
two discontinuities to the inclination of slope (Figures 2.2b and 2.3). 
Table 2.9 gives the classification of the values of parameter structure and their 
ranking in terms of importance in causing landslides. Figure 2.3 gives the schematic 
diagram of the three classes for structure, where aj is the dip direction of joint, ai 
is the direction of line of intersection of two discontinuities, a, is the direction of 
slope inclination, Pj is the dip of the joint, Pi is the plunge of line of intersection 
and P, is the inclination of slope as described in 2.2. 
Dip&dmofjoWý 
Pwidmbomtkd, pe 
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(a) (b) 
Figure 2.2: Types of failure (a) Planar failure and (b) Wide angle wedge failure[87] 
However, Temesgen et al [92] classifies structure based on its distance from the 
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Figure 2.3: Schematic diagram of parameters characterising the structure [4] 
hazard area. 
2.2.4 Slope Angle 
Slope is a very important factor for a landslide to occur. In all the studies 
which involved slope as one of the parameters for landslide analysis, the re- 
lationship between slope angle and frequency of landslide has been considered 
[72][92][4][16][82]. Thus it has been found that the steeper the slope (> 45"), the 
greater the tendency of the area to slide. Table 2.10 gives the ranking of the slope 
angle according to its influence to landslide events. 
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Factor Classes Rankin-g] 
Structure Parallelism between slope and the joint 
(Degrees) > 30 0.4 
21-30 0.5 
11-20 0.6 
6-10 0.8 
<5 1.0 
Ratio between the dip of slope and the joint 
> 10 0.3 
0-10 0.5 
0 0.7 
0+10) 0.8 
>(-10) 1.0 
Dip of the slope 
< 15 0.5 
16-25 0.8 
26-35 1.1 
36A5 1.5 
> 45 2 
Table 2.9: Structure for landslide hazard mapping [94] 
Factor Classes I Ranking] 
Slope angle < 15 0.2 
(Degrees) 16-25 0.4 
26-35 0.6 
36-45 0.8 
> 45 1.0 
Table 2.10: Slope angle for landslide hazard mapping 
2.2.5 Slope Aspect 
29 
The distribution of landslides in various slope directions can be used to study the 
influence of rock structure and physiography. Landslides are more frequent in 
slopes facing north or west and less frequent in slope facing east or south[4][92]. 
Table 2.11 gives the list of classes for the slope aspect factor. 
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Factor Classes I Rznkiin--gý 
Slope Aspect North 0.8 
East 0.6 
South 0.2 
West 1.0 
Table 2.11: Slope aspect for landslide hazard mapping 
2.2.6 Relative Relief 
The relative relief represents the local relief of maximum height between the ridge 
top and the valley floor. The incident of landslide is greater in areas of high relief 
[72][4][82]. The relative relief can be classified into three main classes, namely 
low (<100 m), medium(10-300 m) and high (>300 m). Table 2.12 gives the 
classification of relative relief based on its distance from the hazard area. 
Factor Classes I Ranking 
Relative Relief 
(meters) 
Low <100 0.3 
Medium 10-300 0.6 
High >300 1.0 
Table 2.12: Relative Relief for landslide hazard mapping [4] 
2.2.7 Distance to Drainage 
From the literature it is evident that distance to drainage is an important factor 
affecting the stability of the slope. The nearer the area is to the drainage, the 
more easily its stability is affected [16] [82]. This coincides with the fact that 
drainage changes the morphology by forming valleys and gullies that favour mass 
movement. In addition, during high precipitation, debris and soil material in 
their proximity become over saturated very rapidly, increasing the load of slope 
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forming material and the gravitational force, which are factors that favour highly 
the occurrence a landslide. Table 2.13 gives the classification of the factor distance 
to drainage in meters. 
Factor I Classes I Pankin--gý 
Distance to Drainage 
(meters) <30 1.0 
30-60 0.6 
60-90 0.4 
>90 0.2 
Table 2.13: Distance to Drainage for landslide hazard mapping 
2.2.8 Road Density 
As the result of increased developmental activities, the road density tends to 
increase. This causes toppling of many rock masses at several points within 1 km 
of the ridge top. The dip slope marks the influence of this factor where sliding 
is attenuated by undercutting. Table 2.14 gives the classification of road density 
and its rank. Chi et al[16] do not classify the density of the road but they use 
instead the distance of the hazard area from the nearest road as the basis for 
classification. 
Factor Classes I Ra 
Road Density <1 0.3 
kilometers 
-2 0.6 
>2 1.0 
Table 2.14: Road density for landslide hazard mapping [72] 
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2.2.9 Landuse/cover 
The type of landcover influences the stability of the slope and vegetation influ- 
ences the fluctuation of the water table. The strength of the roots increases the 
shearing strength of the hypothetical landslide surface. Vegetation cover is be- 
lieved to provide hydrological and mechanical effects that benefit the stability 
of the slope. Areas that are completely devoid of vegetation are more prone to 
erosion and weathering, such as barren and sparsely vegetated lands. Forest cov- 
ers in general are not affected by climatic changes and are well protected from 
erosion and weathering. Chi et al [16] classify the factor forest based on the age 
of the forest, density of forest and the type of forest. Agriculture in general is 
practised in low to moderate slopes which are charged with water and as such are 
considered stable. The density of vegetation is taken as the deciding factor for 
ranking the land cover. Temesgen et al [92] express these in terms of vegetation 
biomass. Table 2.15 gives the classification of landuse [94]. 
Factor Classes ýna7k77in7g] 
Landuse/cover Intensity of vegetation 
Agriculture land/populated flat land 0.2 
Thickly vegetated forest area 0.4 
Moderately vegetated area 0.6 
Sparsely vegetated area with lesser ground cover 0.8 
Barren land 1 1.0 
Table 2.15: Landuse/cover for landslide hazard mapping 
2.3 Summary and Conclusions 
Physical models are applicable only when the geomorphic and geologic condi- 
tions are fairly homogeneous over the entire study area and the landslide type 
is simple. The advantage of these models is that they are based on slope sta- 
bility models, allowing the calculation of quantitative values of stability (safety 
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factors). The main problem with these methods is the degree of simplification 
which is required in the acceptance limits of the assumptions. Physical models are 
applicable only at large scales over small areas. At regional and medium scales, 
the required detailed input data, especially concerning groundwater levels, soil 
profile, and geotechnical descriptions, usually cannot be provided. In Phenomeno- 
logical models, the earth scientist uses the expert knowledge of an individual to 
assign weighting values to a series of parameter maps. The terrain conditions at 
a large number of locations are summed according to these weights, leading to 
hazard values that can be grouped intp hazard classes. The problem with this 
method is in determining the exact weighting of the various parameter maps. 
Often insufficient field knowledge of the important factors prevents the proper 
establishment of the factor weights, leading to unacceptable generalisations. 
All the approaches discussed in the previous two sections attempt to assess the 
risk of landslide in absolute terms, and therefore they require the knowledge 
of the influencing factors in absolute terms. This, however, may not be easy in 
general. Sometimes it is easier to detect a change than to have absolute knowledge 
about the situation. That is why in this thesis we shall use an approach which 
is something in between the two major approaches we discussed and which will 
focus on the changes in the causal factors which may change the stability factor 
of a site. Changes in the stability factor, or even the landslide index may form 
the basis for the creation of landslide warning maps. In addition, we shall not 
simply add the GIS layers to make a decision, but instead use expert rules which 
are non-linear as the effect of some parameters is made to depend on the state of 
other parameters. 
The approach of linearly combining GIS layers may be interpreted as a Bayesian 
approach where the probability of a landslide to occur is conditioned on each of 
the causative factors separately, assuming that they are all independent. One 
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may write then 
P(L) = EP(LlCi)P(Ci) (2.20) 
where P(L) is the probability of a landslide to occur, Ci refers to causative factor i 
and P(Cj) is the probability with which the causative condition i is fulfilled. If all 
factors are equally important, all conditional probabilities P(LjCj) are equal. In 
the particular example mentioned above, P(L) and P(LjCj) are multiplied by 10 
and truncated to allow one to deal with integer numbers rather than probabilities. 
The drawback of this approach is that it does not take into consideration the 
fact that the causative factors may not be independent. The use of a neural 
network may allow one to deal with such a situation. Figure 2.4 demonstrates 
schematically how the decision space looks when the causative factors are treated 
as independent and how it looks if they are combined using a neural network. In 
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Figure 2.4: (a) Decision space when C1 and C2are independent; the darker the area, 
the higher the probability of landslide to occur. (b) A schematic representation 
of a possible decision space using a neural network where inter-dependencies of C1 
and C2 are implicitly accounted for. 
the next chapter we shall discuss in detail the approach we shall adopt in this 
thesis. 
Chapter 3 
An Expert System for landslide 
warning and alert maps 
3.1 Introduction 
Expert systems are a branch of applied artificial intelligence (AI) which have 
been widely used in a number of applications. An expert system is a computer 
program that exhibits the problem solving capabilities of a human expert [88]. 
The aim of the present work is to create landslide warning and alert maps using 
a rule-based model. 
Liao [58] reviewed the latest existing expert systems methodologies from 1995- 
2004 and classified them into eleven categories such as rule-based systems, knowledge- 
based systems, neural networks, fuzzy systems etc. A rule-based expert system is 
defined as one, which contains information obtained from a human expert, repre- 
sented in the form of IF-THEN rules. Thus, this system uses the domain specific 
knowledge and solves the problem through inference techniques to arrive at an 
acceptable solution. 
An expert system has been used by Sinha and Sengupta [88] to analyse the sta- 
bility of the slope and to provide remedial measures against identifiable potential 
failures. There are also wide variety of application of GIS for assessing the land- 
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slide hazard but very few application of expert systems integrated with GIS can 
be found for producing landslide hazard maps[98]. In the present study we use a 
rule-based expert system applied to GIS data (created from remote sensing and 
auxilliary data) to produce landslide alert maps. The most important character- 
istic of the rule-based model in this work is that is takes into account the change 
in factors triggering landslides as well as characteristics of the sites that make 
them more vulnerable to landslides. In this chapter we present the study area, 
the pre-processing of the data, and the application of the proposed model to the 
study area. 
3.2 Study Area 
Caramanico Terme is a renowned resort, located in the Apennies of central Italy. 
Caramanico is characterised by a long record of historical landsliding typical of a 
mountainous setting subject to relatively high precipitation and seismic activity, 
the details of which are provided by Wasowski and Del Gaudio [96]. Since the 
history of landslides and earthquakes is very well documented and all types of 
data needed for the models were available, Caramanico was selected as the study 
area. The area inside the rectangular box in Figure 3.1 is the area of interest, 
which covers 100 km2. 
3.3 Data Used 
Earth observation data are used to capture parameters that vary with time. The 
other type of data comes from topographical maps. A Geographical Information 
System Arcview 3.2 was used to display the them. 
3.3. Data Used 
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Figure 3.1: Area of Interest: Cararnanico 
3.3.1 GIS layers (vector format) 
History of Landslides Map 
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Identification of landslide history of the place is very important for landslide 
hazard assessment. Figure 3.2 shows the historic landslides that happened in the 
area of interest. The polygons in red, yellow and orange colours correspond to 
different types of landslide which are in quiescent state and their exact dates are 
not known whereas the polygons in blue colour belongs to active landslide with 
know dates (from 1989 to 2000) and these polygons give the areal' limit of the 
'A roughly bounded part of the space on a surface 
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active landslides. In our model all these landslide polygons were considered to 
have past history of landslides and the rest of the area within the area of interest 
was considered to have no history of landslides in order to predict the landslides. 
The points in Figure 3.3 shows the exact starting location of the known active 
landslides. Table 3.1 lists the landslide events in Caramanico area along with 
their number, name, period of activity and coordinates from the year 1989 to 
2000. The number in the table for each landslide corresponds to the dots in 
Figure 3.3 and these points are used in evaluating the prediction of landslides. In 
order to show the exact areal limit of the historical known active landslides and 
the starting location of these active landslide Figure 3.4 is presented. Figure 3.4 
shows the zoomed area of starting point of the active landslides with their areal 
limit (contours) overlayed on it. These location of historic landslides are used in 
evaluating the resulting landslide warning and alert maps. 
In these figures and in all similar ones that follow, the numbers printed at the 
corners of each map indicate in meters the location of the corners in the World 
Geodetic System (WGS84) projection and Universal Transverse Mercator (UTM) 
reference system. 
The coordinates of the left upper corner, expressed in NUTM33 datum WGS84, 
are: 
x=NUTM est = 413485 meters 
y=NUTM north = 4669124 meters 
The coordinates of the same point in degree, minutes and seconds (geographic, 
datum WGS84) are: 
x= longitude= 13* 57' 9.27" 
Y= latitude = 42' 10' 10.1" 
The coordinates of the right upper corner are: 
x=NUTM est = 423928 meters 
y=NUTM north = 4669124 meters 
3.3. Data Used 
x= longitude= 14' 4' 44.3" 
y= latitude = 42' 10' 14" 
The coordinates of the left bottom corner are: 
x=NUTM est = 413485 meters 
y=NUTM north = 4659751 meters 
x= longitude= 13' 57' 14.2" 
y= latitude = 42' 5' 6.25" 
The coordinates of the right bottom corner are: 
x=NUTM est = 423928 meters 
Y=NUTM north = 4659751 meters 
x= longitude= 14' 4' 48.7" 
y= latitude = 42' 5' 10.1" 
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Figure 3.2: History of landslides map 
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Figure 3.3: Location of landslides map 
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According to the geological map of the study area, the area which had no soil 
was classified as rock. Type of rock and soil are the two relevant geological 
factors identified by the geologists. The rocks in the study area are classified 
based on their discontinuity frequency into two classes: high discontinuity and 
low discontinuity rocks as seen in Figure 3.5. High discontinuity rocks are more 
prone to landslides than the low discontinuity rocks. 
Soil Map 
Soil is classified into cohesive and cohesionless soil. Cohesive soils will change 
from non-plastic to plastic and then to a viscous state as water content increases, 
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Figure 3.4: Zoomed location of landslides map with active landslide area 
whereas cohesionless soils are non-plastic for almost the whole range of water 
content. The study area consists of two types of cohesive soil, namely brittle 
drained soil and non-brittle drained soil, and one type of cohesionless soil, namely 
loose or metastable soil as seen from Figure 3.6. 
Change in Landuse Map 
The type of land use influences the stability of the slope and vegetation influences 
the fluctuation of the water table. There are four basic types of land use class, 
namely arboreous land, agricultural, barren land and artificial structure. We 
consider all possible changes between the four land use classes identified, which 
gives a total of 12 combinations, i. e. 12 classes of land use change. There is one 
class defined as "unclassified landuse". The methodology used to produce the 
change of land use map consists of two phases as described by Tarantino et al 
[91]. In the first phase, year-specific thematic maps are generated using multi- 
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Figure 3.5: Rock map 
43 
Rocks. shp 
M High Discontinuity 
= Low Discontinuity 
temporal optical Landsat TM images as input to the multi-layer perceptron neural 
network classifier. The second phase consists of a comparison of year-specific 
thematic maps to produce a change image. Figure 3.7 is one such change of land 
use map for the year 1998-2000. 
Earthquake Shaking Map 
The possibility of an earthquake triggering a landslide event depends on the shak- 
ing of the ground rather than on the actual magnitude of the earthquake. This 
is measured by Arias Intensity (1,, ). Arias Intensity is a stochastic variable and 
so its effect may only be modelled with the help of probabilities. Around the 
epicentre of an earthquake, two circles of radii RT1 and RT2 are drawn. The 
meaning of these circles is the following: 
RT1: Any point inside this circle has more than 50% probability to have Arias 
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Figure 3.6: Soil map 
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RT2: Any point inside this circle has more than 50% probability to have Arias 
Intensity higher than a threshold T2<Tl. 
These thresholds were chosen to be T1=0-03 m/s and T2=0.001 m/s. At places 
where the Arias Intensity has more than 50% chance to exceed 0.03 M/S we have 
an increased chance for landslide. For our study area and for the earthquake that 
happened on 14/10/1997, these two circles are shown in Figure 3.8. The map 
co-ordinates of the epicentre are 4752697 meters and 334165 meters. Places in 
between the two circles where the Arias Intensity has more than 50% chance to 
exceed 0.001 m/s but less than 50% chance to exceed 0.03m/s, have an increased 
chance of landslide only if other factors collude to that. Places outside the larger 
circle are likely not to be affected by earthquake in terms of landslides. The details 
for producing such earthquake maps are given in [29] and [281. The earthquake 
maps were provided to us by those authors. 
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Figure 3.7: Change in land use map 
Permanent Scatterers Map 
Permanent scatterers is a remote sensing technique to measure ground motion 
[11]. A permanent scatter is a point feature extracted typically via Interferometric 
SAR technique that corresponds to specific ground point. These points can be 
tracked over time to provide very accurate estimates of ground movement. It 
cannot be treated as a continuous variable across the map space because it is self- 
limiting to urban areas. Hence there may be motion going on in the field but no 
means of measuring it by this technique. The movement of permanent scatterers 
is considered as one of the most important indicators for expecting a landslide. 
So the type of movement of a permanent scatterer is taken into consideration. If 
there is movement of a permanent scatterer, it is seen as a negative effect which 
precedes a landslide, while no movement of permanent scatterers is considered 
as an indication of safety. The permanent scatterers map consists of two classes, 
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Figure 3.8: Earthquake shaking map. The rectangle at the bottom right indicates 
the study area 
namely "velocity 0 77 , in other words 
"no movement", and "velocity 1", in other 
words "the permanent scatterer is moving". Fabic, et al [11] describe the method 
in detail. Figure 3.9 gives the permanent scatterers map of the study area. 
3.3.2 Images (raster format) 
Slope 
Slope map is derived using the DEM map of the study area. The value of the 
slope in the study area varied from 0 to 88 degrees. Figure 3.10 is the slope map 
of the study area. 
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Figure 3.9: Permanent Scatterers Map 
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Figure 3.10: Slope Map (pixel size = 30 sq m) 
Rainfall 
The rainfall map was created using the meteorological data received from three 
meteorological stations covering the study area. From the three sets of readings 
50 100 150 200 250 300 
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the rainfall map was interpolated using an inverse distance weighting method. 
Thus on exporting this map as a tiff image, each pixel had a unique value of 
rainfall for each particular month. The rainfall data for the study area cover 
14 years from 1987 to 2000 for every month from January to December. So an 
average monthly rainfall map was created as discussed in the next section. Figure 
3.11 is the rainfall image of the study area for the month of January 1987. 
mnVMonth 
54 
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Figure 3.11: Rainfall Map (pixel size = 27.2 sq m) 
The list of data available for each year is given in Tables 3.2 and 3.3. For the 
data availability of earthquake maps it can be seen from the Table 3.2 that there 
are no earthquake maps for T1 for 05/10/1992 and 22/05/1996. This is because 
these events had magnitude of < 4.5 and events of such low magnitude cannot 
generate Arias intensity 1,, values > 0.03m/s threshold at any distance. 
3.4 Data Preprocessing 
Since the available data were in two different formats, namely raster and vector, 
it was difficult to use them directly as input to the model. So it was decided to 
so 100 150 200 250 300 
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Table 3.2: Available data for each year 
Parameters Year 
Change of land use maps 1) 1987-1994 
2) 1994-1995 
3) 1995-1996 
3) 1996-1997 
3) 1997-1998 
3) 1998-2000 
Rainfall map 1987 -2000 
(January - December) 
Earthquake map 
T1 (0.03 m/s) 
05/05/1990 
26/09/1997 
06/10/1997 
12/10/1997 
14/10/1997 
15/08/1998 
T2 (0.001 m/s) 05/05/1990 
05/10/1992 
22/05/1996 
26/09/1997 
06/10/1997 
12/10/1997 
14/10/1997 
15/08/1998 
use the raster format for the analysis because its grid structure makes integration 
of GIS data and images easier. Thus the GIS maps were exported in image file 
format using the export option in the ArcView 3.2 [1]. 
3.4.1 Tagged Image File Format (TIFF) 
The rainfall and slope images were TIFF files of 32 bits. TIFF format is usually 
used to code 3-band images, using the 32 bits to encode the 3 different colours of 
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Table 3.3: Available data for each year 
Parameters Date 
Permanent Scatterers 
10/07/1995 
11/07/1995 
14/07/1995 
15/08/1995 
19/09/1995 
01/01/1996 
02/01/1996 
21/05/1996 
30/07/1996 
03/09/1996 
17/12/1996 
25/02/1996 
06/05/1997 
10/06/1997 
15/07/1997 
28/10/1997 
02/12/1997 
06/01/1998 
10/02/1998 
21/04/1998 
26/05/1998 
30/06/1998 
08/09/1998 
13/10/1998 
17/11/1998 
22/12/1998 
02/03/1999 
06/04/1999 
14/06/1999 
11/01/2000 
15/02/2000 
the same pixel. In this case it was used to encode the real values of the rainfall. 
This caused some confusion with the software used to read such data. The data 
structure of the TIFF image had to be examined [60]. A TIFF file consists of 
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the Image File Header (IFH), which gives the information about the image, the 
Image File Directory (IFD), which contains the data, and the Directory Entry 
(DE), which contains the tag. For us the Image File Directory was the important 
part which consisted of the rainfall or slope values. So a method was devised 
where the IFH and DE were ignored and the IFD was read alone without losing 
the original size of the image. 
3.4.2 Rescaling 
Some of the available raster data files were smaller in size than that of the area 
of interest though they covered the same area, so rescaling of the images had to 
be done using a standard method [76]. First an image grid of the desired size was 
created, the spatial transformation between the desired grid and the available 
grid was established and then the grey values of the pixels in the new grid were 
determined using bilinear interpolation, as explained below. 
Suppose we have an image with the position of a pixel indicated by (x, y) and 
the position of a pixel in the new grid is indicated by (i, g). The spatial trans- 
formation between the two grids is given by 
x= ali + big + ci, ý; p + d, (3.1) 
y= a2. ý + b29 + C219 + d2 (3.2) 
where values for a,, bl, cl, di, a2, b2, c2 and d, can be found by solving the above 
two equations for a known set of points. For example let the original size of the 
image be 280 x 348 which is transformed to size 437 x 487. Then the above two 
equations can be solved by matching the corners of the two grids: 
for (x, y) = (0,0) and (0,0) we get d, =0 and d2 =0 
348 for (x, y) = (0,348) and (. f ,= 
(0,487) we get b, =0 and b2 = 487 
for (x, y) = (280,0) and (iý, = (437,0) we get a, =' and a2 =0 437 
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Figure 3.12: The original and rescaled images 
for (x, y) = (280,348) and (. i, 9) = (437,487) we get cl =0 and c2 =0 
Thus the position of (i, 9) is given in terms of (x, y) by: 
280- 
X= ý-37 x 
348- 
-": i " 8-7 y 
52 
(3.3) 
(3.4) 
We then need to assign values to all pixels (: ý, 9). For every pixel (1, g) we find 
the corresponding position (x, y) in the original image. In general (x, y) is a non- 
integer position, in between pixels. Bilinear interpolation is used to find a value 
for (x, y) which is then assigned to (i, g). A local coordinate system (i, 0) is 
defined around pixel (x, y) so that the pixel at the top left corner has coordinates 
(0,0) the pixel at the top right corner has coordinates (1,0), the one at the bottom 
left (0,1) and the one at the bottom right (1,1). Now the grey level values g(., ý, 
are found by using bilinear interpolation: 
a! py^ + -f. ýq +3 (3.5) 
The values of a, P,, y and 5 are defined from the values of the four pixels around 
the (x, y) non-integer position. Figure 3.13 shows two images of rainfall, before 
(010) (0,487) 
(437,0) (437,487) 
and after rescaling. 
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Figure 3.13: Rainfall map before and after rescaling 
3.4.3 Average Rainfall Map 
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From the previous discussion about rainfall we know that for every month there 
were 14 images. We created an average monthly rainfall map by averaging the 
14 images which corresponded to the same month. 
3.4.4 Crown of Landslide 
The practically undisplaced material still in place and adjacent to the highest 
parts of the main scarp' is defined as crown of landslide. The place where changes 
in land use take place in relation to old landslides is considered to be important. 
The level of warning of landslide changes depends on whether the land use change 
happens on the crown area of the old landslide or on the toe. The crown of each 
landslide in the map was identified using the areal limit map and the historical 
map (point map). A region growing algorithm was used to produce the crowns of 
landslides map. The point map was superimposed on the polygons of the land- 
slides map. The number of pixels of the polygon corresponding to each landslide 
2A steep surface on the undisturbed ground axound the periphery of the slide, caused by the 
movement of slide material away from undisturbed ground. The projection of the scarp surface 
under the displaced material becomes the surface of rupture. 
50 loo 50 200 250 300 
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was counted. Then some percentage of pixels of each polygon was considered to 
belong to the crown. In this study we considered 30% of the pixels. The pixels 
that coincided with the dot map were used as seed points and the slope map was 
used to grow the crown region by adding one pixel at a time to the region, the 
selection criteria of which are given below: 
1) The pixel should border the region we are growing. 
2) The pixel should belong to the polygon of the landslide. 
3) The pixel should have the highest slope, among those that fulfilled the above 
two conditions. 
The growth of the region was stopped when the region around the origin of the 
landslide had grown to cover 30% of the area of the polygon marking the extent 
of the landslide. Figure 3.14 gives the crown area map of the study area. 
(D 
It 
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Figure 3.14: Crowns of landslides map 
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3.4.5 Boundary Removal 
In the GIS maps, such as soil, rock, land use etc, the classes of the maps were 
separated by boundary lines. These lines were created by the vector to raster 
conversion program and really they should not be there. The boundary lines 
meant that the pixels of those regions could not be classified to any class. So 
classes had to be assigned to these boundary pixels. A3x3 neighbourhood around 
each boundary pixel was considered. The pixel was assigned to the majority class 
in the neighbourhood. In case of a tie, the neighbouring pixels were assigned 
numbers starting from 1 to 8 as shown in Figure 3.15. Then the pixel was assigned 
to that class which had the maximum consecutive number of pixels in sequence of 
labels of pixels from the series 1,2,3,4,5,6,7,8,1,2,3. The repetition of pixels 
11 2,3 at the end is to ensure continuity around the circular neighbourhood. If 
there is tie again, then the class was assigned at random. 
This method was applied to the change in land use map and the history of 
landslides map. Figure 3.16 is the history of landslides map created after the 
boundaries were removed. For soil and rock maps a more sophisticated method 
_1 
23 
84 
765 
Figure 3.15: Numbered neighbouring pixels 
had to be applied, as there were discrepancies between these two maps too. 
3.4.6 Unknown Geology 
It was expected that on overlaying the rock and soil maps of the study area there 
should be no region which had unknown geology, which was not the case. So 
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Figure 3.16: History of landslide map after boundary removal 
binary maps of rock and soil were created such that in both maps the region 
belonging to rock was labelled with '255' and the region belonging to soil was 
labelled with '0'. The difference map of the two binary maps was expected to be 
a blank image, but it was not (see Figure 3.17). There were artificially created 
border pixels which had to be assigned either to one class or the other. In addition, 
individual pixels in the soil map were unclassified as can be seen from the binary 
image for soil shown in Figure 3.18a. To remove such unclassified pixels, I decided 
to follow the following procedure: 
Step 1: Use Morphological dilation with structuring element 3x3 to dilate the 
rock region in the rock binary map. This increased slightly the rock regions by 
adding around them a single pixel line. This effectively means that we arbitrarily 
assigned the border pixels between the classes rock and soil to class rock. 
Step 2: Any newly classified pixel as rock pixel was assigned a class of rock type 
according to the method described in section 4.6. 
Step 3: All pixels newly classified as rock pixels in step I were marked as rock 
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Figure 3.17: Difference map between binary soil and rock map 
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pixels (i. e. given label 255 if they did not have it already) in the binary map of 
soil. 
Step 4: Dilate the soil component (black pixels with label 0) in the binary soil 
map, using a structuring element 3x3. However, only pixels which were not 
marked as rock pixels in the rock binary map were allowed to participate in the 
dilation. This was necessary in order to avoid pixels in the boundary regions 
between soil and rock to be marked as both soil and rock. 
Step 5: Assign soil classes to any newly marked soil pixels according to the 
procedure described in section 4.6. 
At the end, the difference map between the soil and rock binary maps was a blank 
image, as it should be. Figure 3.18 b shows the final binary soil map created. The 
salt and pepper noise in the soil regions has been removed and the rock region 
has been slightly increased by a layer of a single pixel to cover the border pixels 
created by the vector to raster conversion. 
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Figure 3.18: Binary initial (a) and final (b) soil map 
3.5 The Model 
The type of model used in this study to produce a landslide warning map is 
rule based. Experts' opinions about the possible occurrence of a landslide due 
to combinations of various factors were first converted to rules for the inference 
engine. Then the available data were used as input to the inference engine. In 
the inference engine the rules and the data are checked against each other and the 
appropriate rules are invoked accordingly. The rules are in the form IF-THEN. 
Since all the data are now converted to image format the rules are applied on 
a per pixel basis. The inference engine consists of two parts: it distinguishes 
between factors that permanently characterise a site (like geology and landslide 
history), and factors that are time dependent (like rainfall, land use change etc). 
The first set of factors were used to produce rules which indicate the severity of 
the event should the event happen. The second set of factors was used to create 
a point system where factors that favour landslides accumulate. First these two 
sets of factors are discussed and then the method to combine them to create the 
landslide alert maps is shown. 
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3.5.1 Permanent Factors: History and Geology 
Here the effect of geology (rock and soil) on the stability of a place is considered. 
The combination of geology for first time landslide and reactivation is taken into 
account. The experts provided Table 3.6 and 3.7 from which the necessary rules 
had to be extracted, the more detailed version of the tables can be found in 
[32] [31] . It can be seen from these tables that the experts distinguish three 
levels of severity of event if the slope fails, namely Very Low Severity (VLS), Low 
Severity (LS) and High Severity (HS), expressed as landslide magnitude or level 
of displacement. The classes of the GIS layers are related to the corresponding 
inference engine codes. LH is the landslide history, S is soil, Ro is rock. The 
classes of the parameters used and their corresponding codes are tabulated in 
Tables 3.4 and 3.5. The rules extracted from Table 3.6 [32] were: 
Rl: If LH=N and S=Ro Ro=RL Then VLS 
R 2: If LH =N and S= Ro Ro = RH Then HS 
R 3: If LH =N and S= SB Then HS 
R 4: If LH =N and S= SN Then LS 
R 5: If LH =N and S= SC Then HS 
R 6: If LH =N and S= SL Then HS 
R 7: If LH =Y and S= Ro Ro = RL Then VLS 
R 8: If LH =Y and S= Ro Ro = RH Then HS 
R 9: If LH =Y and S= SB Then LS 
R 10: If LH =Y and S= SN Then LS 
R 11: If LH =Y and S= SC Then HS 
R 12: If LH =Y and S= SL Then HS 
The history of landslides map is combined with the rock and soil map at this 
stage. The output map created using the above rules gives the severity of an 
event, if the event happens. 
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Table 3.4: Classes and corresponding codes used for Landslide History 
and Soil 
Landslide History (LH) Soil (S) 
Class Code Class Code 
No Previous events N Brittle drained soil SB 
Previous events y Non-Brittle drained soil SN 
Compact or dense 
cohesionless soils SC 
Loose or metastable 
cohesionless soils SL 
Table 3.5: Classes and corresponding codes used for Rock and Level of 
Severity 
Rocks (Ro) Level of Severity (LES) 
Class Code Class Code 
High discontinuity Very Low Severity VLS 
frequency RH Low Severity LS 
Low discontinuity High Severity HS 
frequency RL 
I 
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Table 3.7: Classes corresponding to soil water balance and their impact 
to factor of safety (F) 
Classes of 
soil water balance 
Impact to 
factor of safety 
ALAG 
ALBL 
ALAS 
AGAS 
AGAL + 
AGBL 
BLAL + 
BLAG + 
BLAS +/- 
ASAL + 
ASAG 
ASBL 
3.5.2 The Point System: Slope, Land use change, Rain, 
Earthquake and Permanent Scatterers 
In this system the factors that favour the onset of a landslide are counted and 
the level of warning is deduced accordingly. A factor that encourages a landslide 
is given score -1, a factor that does not affect the onset of landslides is given 
a score of 0, while a factor that acts against the onset of landslide is given a 
score +1. It is assumed that the more negative effects accumulate at a place, 
the more likely it is that a landslide will be triggered. The classes considered 
here are tabulated in Tables 3.8-3.13. Note that the earthquake rules require 
the knowledge of the score of a pixel from all other factors in order to decide 
whether a region with intermediate Arias Intensity is in danger of landslide or 
not. So these rules should be invoked after all other factors, i. e. land use change, 
rain and permanent scatterers have been summed up. The rules used and the 
corresponding scores are listed in Tables 3.8-3.13. Thus, I create maps with 
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Table 3.8: Classes and corresponding codes and scores used for Slope 
Slope (SI) 
Class Code Score 
*5 degrees 
*5 degrees 
SG5 
SL5 
Check for other factors 
0 
Table 3.9: Classes and corresponding codes and scores used for Rainfall 
Rainfall (Ra) ý 
Class Code Score 
> average 
< average 
RGA 
RLA 
-1 
0 
Table 3.10: Classes and corresponding codes and scores used for Earth- 
quake 
Radius of exceedence probability (R) 
Class Code Score 
Pixel inside radius RT1 RM -1 
Pixel outside radius RT1 
but inside radius RT2 and Score <0 RMOT2 -1 
Pixel outside radius RT1 
but inside radius RT2 and Score >0 RMOT2 0 
Pixel outside radius RT2 ROT2 0 
Table 3.11: Classes and corresponding codes and scores used for Perma- 
nent Scatterers 
1 Permanent Scatterers (PS) 1 
Class Code Score 
Permanent Scatterer Moving 
Permanent Scatterer Not Moving 
PSM 
PSN 
-1 
0 
values -1,0 and +1 according to the scores listed in Tables 3.8-3.13 for each 
parameter except earthquake. While creating such map for the change of land 
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Table 3.12: Classes and corresponding codes used for Location in land- 
slide area 
Location in landsl 
Class Code 
Landslide Crown 
Landslide Toe 
LCR 
LTO 
Table 3.13: Classes and corresponding codes and scores used for change 
of land use 
Change of land use (CLU) 
Class Code Score 
Arboreous land to Agriculture ALAG -1 
Arboreous land to Barren land ALBL -1 
Arboreous land to Artificial Structure ALAS -1 
Agriculture to Artificial Structure and LCR AGAS -1 
Agriculture to Artificial Structure and LTO AGAS +1 
Agriculture to Arboreous land AGAL +1 
Agriculture to Barren land AGBL -1 
Barren land to Arboreous land BLAL +1 
Barren land to Agriculture BLAG +1 
Barren land to Artificial Structure and LCR BLAS +1 
Barren land to Artificial Structure and LTO BLAS -1 
Artificial Structure to Arboreous land ASAL +1 
Artificial Structure to Agriculture ASAG +1 
Artificial Structure to Barren land and LCR ASBL +1 
Artificial Structure to Barren land and LTO ASBL -1 
Unclassified Uc 
use map, I need to check if the particular transition happened on the crown of the 
landslide. Thus those conditions are cross checked with the crown map and the 
final score map is produced. After creating the score maps we add all the values 
in each map on a per pixel basis and then check for the earthquake condition. 
The final map produced will have values from -4 to +1, since we consider only 
four possible contributing factors. We are interested only in the values ranging 
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from -4 to 0 so such a map is created with all positive values classified as safe. 
3.5.3 Cumulative Effects 
Here we consider the cumulative effect of the change of land use which happen 
over a period of time. The change of land use maps refer usually to individual 
years (i. e. from one year to the next). If we want to know the cumulative effects 
of land use change, we have to combine the successive land use change maps. For 
example for a particular pixel in the change of land use maps, the overall change 
over a period of 3 years can be found by adding the scores of the individual land 
use maps of the last 3 years. We also consider the value for no change in land use 
as (0), in other words neutral. The resultant score map can be used as input to 
the scoring system instead of a single change of land use map. However, in this 
case the final score may range from -6 to +3. So, these warning maps will have 
scores from -6 to 0 as we collapse all positive values to 0. 
3.5.4 Combination Model 
In this section we combine the two sets of rules we discussed, using a probabilistic 
approach. The first set of rules tells us how severe the failure of the slope would 
be, if the slope fails. The rules used in the point system, on the other hand, 
tell us how likely it is for a slope to fail given the accumulated negative factors. 
We may combine these two items of information in a probabilistic framework, as 
follows: 
Probability of High Alert = Probability of high destruction if the 
event happens x Probability for the event 
to happen 
i. e. 
(3.6) 
P(A) = P(AIB)P(B) (3.7) 
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where P(A) expresses the level of alert, P(AIB) expresses the severity of the 
event, given that it happens, and P(B) expresses the probability of the event to 
happen. 
The problem then is how to convert the score of the point system into a probabil- 
ity, and how to convert the linguistic terms of Very Low, Low and High Severity 
into probabilities. In order to determine the level of alerts in measurable quanti- 
ties using the classes of severity and the warning scores, the psychophysical law of 
Weber-Fechner is used. According to Weber's law, the least noticeable difference 
of a stimulus is proportional to the magnitude of the pre-existing stimulus. Fech- 
ner has expressed this relation in the form of a differential equation according to 
which 
dS = 
dI 
'x T (3.8) 
in which S is the differential change in perception, I is the differential increase in 
the stimuli, and c is the constant of the series [63]. In other words, they observed 
that the ability to discriminate between two similar perception (judgement) de- 
pends upon the ratio of (rather than the difference between) the intensities of the 
stimuli. This is true, for example, for both the intensities and frequencies of light 
and sound waves [711 [49]. On integrating, this equation becomes 
cx log. I+ K. (3.9) 
where K is the constant of integration. After finding the value of K by putting 
S=0 and substituting the value in equation 3.9 we get the final expression as 
cx log,, 
I 
TO (3.10) 
where 10 is the threshold of the stimuli below which it is not perceived at all. This 
logarithmic relationship means that if the stimuli varies in geometric progression 
(i. e. multiplied by a fixed factor), the corresponding perception is altered in an 
arithmetic progression (i. e. in additive constant amounts) [20]. In other words this 
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law states that, to increase the intensity of a sensation in arithmetical progres- 
sion, e. g., as 1,2,3,4, the stimulus must be increased in geometrical progression, 
e. g., as 1,2,4,8, or, the sensation increases as the logarithm of the stimulus. 
Thus using the same concept for the three levels of subjective judgement, namely 
Very Low, Low and High, it is assumed that the objective level of severity (mea- 
sured for example in terms of energy released by the event), doubles (geometrical 
progression) as we move from one level to the next. So we may create a correspon- 
dence between subjective judgements and some objective measure, as tabulated 
in Table 3.14. The units of the objective measure may be left arbitrary as we 
Subjective level Some objective measure I Normalised values 
(arbitrary units) 
Very Low 1 1/7-0.15 
Low 2 2/7-0.30 
High 4 4/7-0.55 
Table 3.14: Correspondence between subjective levels of severity and 
some objective measure 
are really interested in relative values, not absolute. Numbers 1,2 and 4 sum up 
to 7, so they may be normalised to yield 0.15,0.30 and 0.55 which sum up to 1 
and adhere roughly to the doubling at every level rule. These numbers may be 
thought of as probabilities of some big damage to happen. 
The point system we use may create scores up to -4 if only a single change of 
land use map is used (if change of land use and rainfall and permanent scatterers 
and earthquake all give score -1 each). If, however, we use the cumulative effect 
of the previous 3 years of change of land use, instead of just one, then the negative 
score may go down to -6, as the change of land use alone may give a score of -3. 
The scores from 0 to -6 are in order of increasing intuitive warning. Applying 
the same ideas as for the permanent factors, we may convert these scores to 
probabilities of a landslide to occur. 
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Subjective level I Some objective level I Normalised 
0 1 0.01 
-1 2 0.03 
-2 4 0.06 
-3 8 0.12 
-4 16 0.25 
-5 32 . 
0.50 
-6 64 1.00 
Table 3.15: Correspondence between the subjective levels of warning 
and some objective levels 
Having defined some probabilistic measures that correspond to the outputs of the 
two sets of rules we used, we can now turn to the application of equation (3.7). 
Using the outputs from the two sets of rules in equation (3.7) allows us to assign 
a value of alert to every pixel as given in Table 3.16. 
A reasonable choice of thresholds which may be used to assign class labels that 
may match human intuition to the final values shown in Table 3.16, are the 
thresholds shown in Table 3.17. These thresholds try to adhere to the doubling 
rule as we change levels of alert and at the same time they mean: 
If we have high severity and score -6, we have high alert. 
If we have high severity and score -5, we have high alert. 
If we have high severity and score -4, we have high alert. 
If we have high severity and score -3, we have moderate alert. 
If we have high severity and score -2, we have moderate alert. 
If we have high severity and score -1, we have low alert. 
If we have high severity and score 0, we have no alert. 
If we have low severity and score -6, we have high alert. 
If we have low severity and score -5, we have high alert. 
If we have low severity and score -4, we have moderate alert. 
If we have low severity and score -3, we have moderate alert. 
3.5. The Model 69 
If we have low severity and score -2, we have low alert. 
If we have low severity and score -1, we have no alert. 
If we have low severity and score 0, we have no alert. 
If we have very low severity and score -6, we have high alert. 
If we have very low severity and score -5, we have moderate alert. 
If we have very low severity and score -4, we have moderate alert. 
If we have very low severity and score -3, we have low alert. 
If we have very low severity and score -2, we have no alert. 
If we have very low severity and score -1, we have no alert. 
If we have very low severity and score 0, we have no alert. 
Table 3.16: Combination of outputs from Permanent Factors and the 
Point System 
Warning 
1.00 0.50 0.25 0.12 0.06 0.03 0.01 
Severity 0.55 0.55 0.275 0.1375 0.066 0.033 0.0165 0.0055 
of 
event 0.30 0.30 0.15 0.075 0.036 0.018 0.009 0.003 
if it 
happens 0.15 0.15 0.075 0.0375 0.018 0.009 0.0045 0.0015 
Table 3.17: Levels of Alert for the combination model 
Levels of Alert 
Output value Class 
> 0.076 High Alert 
0.033-0.075 Moderate Alert 
0.0165-0.032 Low Alert 
< 0.0164 No Alert 
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3.6 Results and Discussion 
In this section we present the results obtained using the above models. Figure 
3.19 gives the results of the set of rules which consider the history of landslides 
and the geology (permanent factors). The high severity (HS) regions are those 
with the high discontinuity rocks (RH), which dominate most of the study region. 
This means that this set of rules, if used on their own would have produced a 
"warning" map that would indicate that almost the whole of the study region 
should have been put in high "alert", even though a lot of the high discontinuity 
rock area does not have a history of local landslides. That is why, we have to 
distinguish between severity of effect if it happens, warning and level of 
alert. In the coming sections the statistical analysis of the results obtained by 
the point system and the combination model is performed. 
oý 
M High Severity 
F7LOW Severity 
M Very Low severity 
Figure 3.19: Result of Permanent Factors 
As landslides are results of stochastic processes, it is impossible to predict exactly 
where they will happen. What may be considered to be a useful warning map will 
3.6. Results and Discussion 71 
be a map which identifies the region where a landslide subsequently occurred as 
one of the "at risk" regions, and at the same time the regions which are classified 
at the same or worse level of risk do not cover a large fraction of the warning 
map. So, for each landslide, we count the fraction of pixels in the warning map 
which are classified, according to the point system, to a warning score identical or 
more worst than the warning score with which our system could have predicted 
the landslide. We used 16 landslides to test the system with single change of land 
use and 14 landslides to test the system with cumulative change of land use for 
the previous three years. 
From the set of data available, we considered the most relevant combination of 
maps in accordance with the historic landslide activity period to produce the 
outputs as detailed in Table 3.18. The landslide warning maps using single year 
land use changes were produced with the list of data given in this table. The 
percentage of pixels in each output class for each map is given in Table 3.19. 
The percentages of pixels in each class given in Table 3.19 corresponds to score 
0- (-1) - (-2) - (-3) - (-4), respectively. 
The output landslide warning maps were georeferenced and the historical land- 
slide map was overlaid on the output warning maps. Figures 3.20-3.26 gives some 
of the warning maps using the single year of change of land use. For the year 1997 
part of the study area happened to be in the influence zone of an earthquake, 
defined by the radius determined by threshold T2. The values of the warning 
map produced, varied from -4 to 0. The percentage of pixels in each score class 
is also given in the figures. Figure 3.27 gives the number of landslides versus 
N(i), which is the percentage of pixels, in the same or worst score (more negative 
score) of the predicted landslide from the point system with single year change 
of landuse. We can see that 11 out of the 16 landslides were placed in the "at 
risk" category which included fewer than 10% of the pixels in the warning map. 
We can see that there is bimodality in the resulting histogram due to the fact 
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that some of the resulting maps had maximum score of only two or three scores, 
so when trying to find the location of the landslide it fell either in very high 
percentage score pixels or in the low percentage score pixels. 
I. - t: 
.. $. 
.. «- 
.. - 
tç 4 
7:. '' 
*f "1 
:: -t 
. tz*_. :; r--. 
-4 (o 009/-) 
-3(o. 00%) 
2 m, ovm 
1 (4 79rY. ) 
El 0 ý96 29'1,. ) 
Lmdslidt (17) 
Do.: M. 94 
scm: 0 
Figure 3.20: Results of the Point system for March 1994. Only one land use change 
taken into account. In this map the captions are defines as follows: white = score 
zero, blue = score -1, green = score -2, red = score -3 and yellow = score -4. 
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Figure 3.21: Results of the Point system for August 1995. Only one land use 
change taken into account. The captions are same as in Figure 3.20 
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Figure 3.22: Results of the Point system for March 1996. Only one land use change 
taken into account. The captions are same as in Figure 3.20 
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Figure 3.23: Results of the Point system for October 1997. Only one land use 
change taken into account. The captions are same as in Figure 3.20 
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Figure 3.24: Results of the Point system for April 1998. Only one land use change 
taken into account. The captions are same as in Figure 3.20 
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Figure 3.25: Results of the Point system for January 1999. Only one land use 
change taken into account. The captions are same as in Figure 3.20 
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Figure 3.26: Results of the Point system for April 2000. Only one land use change 
taken into account. The captions are same as in Figure 3.20 
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Figure 3.27: Number of landslides versus N(i) which is the percentage of pixels 
with same or worst score than the score of the predicted landslide according to the 
point system (single year change of land use considered) 
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, In a second series of experiments we used as input for land use change the ac- 
cumulated change of land use for three years before the date of the other input 
factors. Table 3.20 shows which change of land use maps we combined for each 
run to produce the cumulative effect of land use change. In all warning maps 
produced with the cumulative change in land use maps three years of land use 
change were taken into consideration, except for the years 1987 - 1995, where 
only two successive land use change maps, referring to 8 years, were considered. 
Table 3.21 gives the results of using the cumulative change of land use for pro- 
ducing the warning maps. The percentages of pixels in each score class given in 
Table 3.21 corresponds to scores 0- (-1) - (-2) - (-3) - (-4) - (-5) - (-6), 
respectively. Figures 3.28-3.32 give some of the warning maps using the cumula- 
tive years of change of land use for the previous three years. Figure 3.29 gives the 
warning map for October 1997 using the cumulative years of change of land use 
from 1994 - 1997. Figure 3.33 gives the histogram of number of landslides versus 
N(i), which is the percentage of pixels in same or worst score (more negative 
score) of predicted landslide for all 14 landslides in this case. We can see that 
only 10 landslides could have been predicted with some degree of specificity (20% 
of the pixels in the warning map were in the same or worse at risk category). 
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Figure 3.28: Results of the Point system using a cumulative map of land use 
change factors from 1987 - 1995. The results refer to August 1995. In this map 
the captions are defines as follows: white = score zero, blue = score -1, green = 
score -2, red = score -3, yellow = score -4, violet = score -5 and black = score 
-6. 
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Figure 3.29: Results of the Point system using a cumulative map of land use change 
factors from 1994 - 1997. The results refer to October 1997. The captions are same 
as in Figure 3.28 
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Figure 3.30: Results of the Point system using a cumulative map of land use change 
factors from 1995 - 1998. The results refer to April 1998. The captions are same 
as in Figure 3.28 
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Figure 3.31: Results of the Point system using a cumulative map of land use change 
factors from 1996 - 1999. The results refer to January 1999. The captions are same 
as in Figure 3.28 
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Figure 3.32: Results of the Point system using a cumulative map of land use change 
factors from 1997 - 2000. The results refer to April 2000. The captions are same 
as in Figure 3.28 
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Figure 3.33: Number of landslides versus N(i) which is the percentage of pixels 
with the same or worst score than the score of the predicted landslide using the 
point system (cumulative change of landuse over 3 years) 
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The results of the combination model concerning the creation of the alert maps 
are given in Tables 3.22 and 3.23, for single year landuse change and three year 
land use change, respectively. The percentages of pixels in each class given in 
Tables 3.22 and 3.23 correspond to alert classes High - Moderate - Low - No 
alert, respectively. Figure 3.34 gives the number of landslides versus N(i), which 
is the percentage of pixels in the same or worst class of alert for each one of the 16 
predicted landslides. This result shows that for 1 of the 16 predicted landslides, 
the specificity of level of alert would have been less than 10% and for 11 less 
than 70%. However, it is difficult to assess the quality of this result as there is 
no information available concerning how serious each landslide was. Alert takes 
into consideration the severity of each event and the potential damage it may 
cause, so it is not a simple prediction model. Figure 3.35 gives the number of 
landslides versus N(i), which is the percentage of pixels in the same or worst class 
of alert for each one of the 14 predicted landslides for this case. Figures 3.36- 
3.42 give some of the result of combination model using the single year change 
of land use and Figures 3.43- 3.47 give some of the result of combination model 
using cumulative years change of land use respectively. We rank the historical 
landslides in order of the size of their polygon, with rank one being the biggest 
polygon. We note that the first landslide is the one which affected the largest 
region, while all others are rather insignificant in severity. It is this landslide that 
our combined model predicted as the only one with the high alert. 
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Figure 3.34: Number of landslides versus N(i) which is the percentage of pixels in 
classes the same or worst than the alert class of the predicted landslide using the 
combination model (single year change of land use considered) 
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Figure 3.35: Number of landslides versus N(i) which is the percentage of pixels in 
classes the same or worst than the alert class of the predicted landslide using the 
combination model (cumulative effect of land use change over 3 years considered) 
3.7 Summary and Conclusions 
In this chapter, we distinguished three types of landslide hazard map: 1) A map 
created containing the severity of the event classes if an event occurs, created by 
the geologists on the basis of landslide history and geological structure of each 
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Figure 3.36: Results of the Combination Model for March 1994. Single change of 
land use map. In this map the captions are defines as follows: green = no alert, 
blue = low alert, yellow = moderate alert and red = high alert 
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Figure 3.37: Results of the Combination Model for August 1995. Single change of 
land use map. The captions are same as in Figure 3.36 
site. 2) A warning map, created by implementing a point system based on the 
accumulation of changes that favour landslides. 3) An alert map, based on a 
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Figure 3.38: Results of the Combination Model for March 1996. Single change of 
land use map. The captions are same as in Figure 3.36 
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Figure 3.39: Results of the Combination Model for October 1997. Single change 
of land use map. The captions are same as in Figure 3.36 
combination of the above two maps. Our understanding behind these maps is 
that even if a landslide is imminent at a place (high warning) if the expected 
energy released or damage caused is low (low severity of event) then the level of 
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Figure 3.40: Results of the Combination Model for April 1998. Single change of 
land use map. The captions are same as in Figure 3.36 
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Figure 3.41: Results of the Combination Model for January 1999. Single change 
of land use map. The captions are same as in Figure 3.36 
alert raised should reflect that. We showed that the warning maps could predict 
11 out of 16 landslides with better than 10% specificity. Figure 3.48 shows the 
obb 
:. 
j. 
t. ý 
- fa 
number of landslides which occurred at pixels which had the X% worst score in 
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Figure 3.42: Results of the Combination Model for April 2000. Single change of 
land use map. The captions are same as in Figure 3.36 
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Figure 3.43: Results of the Combination Model when cumulative change of land 
use map is used from 1987 - 1995. The result refers to August 1995. The captions 
are same as in Figure 3.36 
our warning maps, versus 
We also investigated the possibility that taking into consideration the cumulative 
I! ý ! ýý, 423928 
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Figure 3.44: Results of the Combination Model when cumulative change of land 
use map is used from 1994 - 1997. The result refers to October 1997. The captions 
are same as in Figure 3.36 
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Figure 3.45: Results of the Combination Model when cumulative change of land 
use map is used from 1995 - 1998. The result refers to April 1998. The captions 
are same as in Figure 3.36 
effects over the previous 3 years might improve this result. It turned out that 
considering cumulative effects did not really produce any improvement, but it 
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Figure 3.46: Results of the Combination Model when cumulative change of land 
use map is used from 1996 - 1999. The result refers to January 1999. The captions 
are same as in Figure 3.36 
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Figure 3.47: Results of the Combination Model when cumulative change of land 
use map is used from 1997 - 2000. The result refers to April 2000. The captions 
are same as in Figure 3.36 
rather made the results worse. 
To combine the two types of map created by the rules of the experts, we converted 
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Figure 3.48: Number of landslides versus % of pixels 
94 
their intuitive classes into some probability values invoking the psychophysical 
law of Weber-Fechner. We then treated these numbers as 1) the conditional 
probability of a large damage happening, given that a landslide happens, and 
2) the probability of the landslide happening. The numbers resulting from the 
multiplication of the above probabilities were arbitrarily thresholded according 
to the Weber-Eechner law to create the final classes of alert we use. There is of 
course room for manipulating the chosen thresholds to yield classes which better 
fit human intuition. 
Because of lack of detailed records on the damage each landslide caused, we could 
not test the effectiveness of our alert maps. Thus, in the rest of this thesis alert 
maps will not be created. However, if one wishes to create them, one can use the 
same methodology we used here, in conjunction with the improved warning maps 
we shall create in the subsequent chapters. 
The expert system we developed did not take into consideration the uncertainty 
or fuzzy nature of the data involved. In the next chapter we shall present the 
fuzzy equivalent of the approach we used here. 
0; IIII,,,,,,,,,,, 
5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 IOU 
P. -tage of pixels 
Chapter 4 
Taking Into Consideration Errors 
and Uncertainties 
4.1 Introduction 
In chapter 3, we used crisp values for the parameters which were used to produce 
the level of severity, warning and alert maps for landslides. In this chapter we take 
into consideration the uncertainty with which various attributes are known. This 
uncertainty is two fold: It comes naturally when parameters that take continuous 
values are quantised grossly. Example of such parameters are the slope, rainfall 
etc. Alternatively, uncertainty arises when the way we estimate some attribute is 
subject to errors due to noise, intra-class variability, etc. An example of such an 
attribute is the class of land use change. These attributes contribute particularly 
in the scoring system used to create the warning maps. In chapter 3 the score was 
calculated taking into consideration the crisp membership of a pixel to certain 
attribute classes. In this chapter we first fuzzify all parameters that enter into 
the scoring process and then we calculate the scoring of each pixel as a weighted 
sum, with the weights being the values of the membership of the pixel to the 
related attribute classes. 
95 
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4.2 Parameter Fuzzification 
4.2.1 Slope Map 
Slope is an important factor in determining the landslide hazard at a place. The 
steeper the slope, the more prone the area is to landslides. According to the 
experts, an area with slope below 5' is regarded as safe, whereas areas with 
slopes greater than 5' are susceptible to landslides if other factors collude to 
that. Figure 4.1 shows the membership functions for slope, p(S) in the classes 
" not steep" (nst) and "steep" (st). The formulae for these functions are: 
I%s if 00 s loo 
Anst(S) 
10 
0 if S> loo 
-ý- if 00 <s< loo Pst(s) 10 (4.2) 
1 if S> loo 
where S is the slope of the site in degrees. 
Figure 4.1: Fuzzy membership functions for "not steep slope" and "steep slope" 
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4.2.2 Change in Land use Map 
The type of land use influences the stability of the slope and vegetation influences 
the fluctuation of the water table. There are four basic types of land use class 
used in this study, namely arboreous land, agricultural, barren land and artificial 
structures. In the present study we are only interested in the change of land 
use. We consider all possible changes between the four land use classes identified, 
which gives a total of 12 combinations. Instead of considering them as real or 
fuzzy numbers, we use the level of confidence (in this case it is the probability 
values) identifying each change computed by the classifier [91] as the value of the 
corresponding membership function. Figure 4.2 shows the membership function 
for one class of change of land use. This is a trivial curve that maps confidences 
to values of membership function via a linear relationship with unit slope. It is 
used to compute the values of the membership functions of all classes of land use 
change. We have 12 such membership functions for 12 combinations (classes) of 
land use change. 
Membership Function for Change of Landuse 
1.20- 
1.00- 
r 0.80- 3 LL 
0.60 
0.40- 
Oý20 -- 
0.00 
0.00 0.20 0.40 0.60 0.80 1.00 1.20 
Confidence 
Figure 4.2: Fuzzy membership function for land use change 
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4.2.3 Crown Map 
The Crown Map was created by using the historical map of landslides (point 
map), the areal limit map of landslides and the slope map. A fraction of pixels 
belonging to the areal limit map of a historic active landslide around the point 
marking the landslide in the historical map was assumed to constitute the crown 
region of the landslide. Here, the point marking the landslide in the historical 
map has membership function to the crown region with value 1. All other pixels 
of the landslide region have membership value to the crown depending on their 
distance from this point. For each landslide region the point with the maximum 
distance from the crown point is identified. Let us say that it is at distance 
from the crown point. The value of d,,,,,,, is different for different landslides. Then 
the membership function to the class "crown" (Cr) is defined as: 
d-am- if 0<d< dma-, 
ACr(d) 
dynam (4.3) 
0 if d> dma, 
This membership function is shown in Figure 4.3. The membership function to 
the class "not crown" (nCr) is the complement of the above function: 
PnCr(d) =1-. ucr(d) 
4.2.4 Rainfall Map 
(4.4) 
According to the experts, what matters is whether the rainfall is above or below 
the average rainfall value. So the average value for each pixel was calculated 
from the 14 rainfall maps for each month. The rainfall parameter was fuzzified 
as shown in Figure 4.4. There are two membership functions for rainfall, to 
the classes "above average" (a) and "below average" (b). The formulae used to 
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Figure 4.3: Fuzzy membership function for the crown region of a past landslide 
generate the membership functions are: 
R if 0<R< 2R,,,. g Pa(R 
2R. ýg -- (4.5) 
1 if R> 2Ravg 
2R. ýg-R if 0<R< 2R,,, g Pb(R) 
2R.,, g (4.6) 
0 if R> 2R,,, g 
where R is the rainfall in millimetres. 
4.2.5 Permanent Scatterers Map 
The permanent scatterers map was created based on whether the particular point 
was moving. The experts divided the permanent scatterers as moving and not 
moving permanent scatterers, using as a threshold velocity 2mm/year. That 
is, if Ivelocityl > 2mm/year then the scatterer was considered to be a moving 
permanent scatterer. The permanent scatterer parameter was fuzzified as shown 
in Figure 4.5, which shows the membership functions for Permanent Scatterers, in 
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Membership Functions for Rainfall 
1.2 - 
Below Average Above Average 
1 
43 0 0.8 C 
. a. 0.6 
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Rainfall (mm) 
Figure 4.4: Fuzzy Membership functions for classes "Rainfall above average" and 
"Rainfall below average" 
Figure 4.5: Fuzzy Membership functions for the "Moving Permanent Scatterers" 
and "Not Moving Permanent Scatterers" 
the classes "Moving Permanent Scatterers" (mps) and " Not Moving Permanent 
Scatterers" (nmps). 
llýl if IV 1 :5 4mm/year 
Amps (V) 
14 if IV I> 4mm/year 
(4.7) 
4.2. Parameter Fbzzilication 
4-IVI 
Pnmps (V) = 
0 
101 
if IVI < 4mm/year 
(4.8) 
if IVI > 4mm/year 
where V is the velocity of the permanent scatterers in mm/year. 
4.2.6 Earthquake Map 
The earthquake map consists of two circles around the epicentre, with radii RT1 
and RT2. The details of deriving such a map can be found in [28] and [291. 
Inside RT1 the Arias intensity has a probability of more than 50% to exceed 
threshold T1 and inside RT2 the Arias intensity has a probability of more than 
50% to exceed threshold T2. Thus the earthquake parameter was fuzzified using 
the distance of a point from the epicentre as shown in Figure 4.6, which shows 
the membership functions to the classes "Pixel inside radius RT1" (RTI) and 
"Pixel inside radius RT2 but outside RTV (M). 
Figure 4.6: Fuzzy Membership function for Earthquake influence 
2RT1-d if 0<d< 2RT1 
PRT1(d) 
2RT1 (4.9) 
0 if d> 2RTI 
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d if 0<d< 2RT1 2RT1 
1 if 2RT1 <d< RT1+R72 
pRT2 (d) 
4RT2-2d if RT1+RT2 
-2 (4.10) 
3RT2-RT1 2<d< 2RT2 
0 if d> 2RT2 
where d is the distance of the point from the earthquake epicentre measured in 
the same units as radii RT1 and RT2. 
4.3 The Weighted Score 
In the previous chapter we assumed that the membership functions to various 
attribute classes were taking values of either 0 or 1. So, when a pixel according to 
one of its attributes belonged to a class that favoured landslides, it accumulated 
a score of -1. In this chapter, we allow the pixel to belong to a class of an 
attribute with membership function that takes values from 0 to 1. So, the score 
it will accumulate from the attribute class that favours landslides will not be -1, 
but it will be It x (-1), where p is its membership value to the class that favoured 
landslides. 
Table 4.1: Classes and corresponding membership functions and factors 
used for slope 
Slope (SI) 
Class Membership Factor 
Function 
Steep Ast(s) 1 
Not Steep P, st(s) 0 
The parameters considered in this study along with their membership functions 
and the scores are shown in tables 4.1-4.6. According to the crisp approach, 
the warning at a given place is calculated by summing up all the scores of the 
influencing parameters, provided the slope was steep. If the slope were less than 
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Table 4.2: Classes and corresponding membership functions and scores 
used for rainfall 
Rainfall (Ra) 
Class Membership Score 
Function 
Above average p,, (R) -1 
Below average Pb(R) 0 
Table 4.3: Classes and corresponding membership functions and scores 
used for earthquake 
Radius of exceedence probability (Er) 
Class Membership Score 
Function 
Pixel inside radius RT1 PRT1(d) -1 
Pixel inside radius RT2 but outside 
RT1 and Score <0 PRn(d) -1 
Pixel inside radius RT2 but outside 
RT1 and Score >0 PRT2 (d) 0 
Table 4.4: Classes and corresponding membership functions and scores 
used for permanent scatterers 
I Permanent Scatterers (PS) 
Class Membership Score 
Function 
Moving Permanent Scatterer /-IMP, (V) 
Not Moving Permanent Scatterer /Inmps (V) 0 
50, there was no warning, no matter what the values of the other factors were. 
We express that by writing : 
Landslide Warning = SlxfCLU+Ra+PS+ 
[1 - u(CLU + Ra + PS)]Er} 
where SI is either 0 or 1 according to whether the slope is below or above 5' 
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Table 4.5: Classes and corresponding membership functions used for 
location of pixel in a landslide area 
Location of pixel -71 
Class Membership Function 
Crown 
Not Crown 
PCr(d) 
PnCr (d) 
Table 4.6: Classes and corresponding membership functions and scores 
used for change of land use 
Change of land use (CLU) 
Class Membership Score 
Function 
Arboreous land to Agriculture PALAG -1 
Arboreous land to Barren land AALBL 
Arboreous land to Artificial Structure PALAS 
Agriculture to Artificial Structure and Crown PAGAs A PCr (d) -1 
Agriculture to Artificial Structure and not Crown PAGAs A PnCr(d) +1 
Agriculture to Arboreous land PAGAL +1 
Agriculture to Barren land PAGBL -1 
Barren land to Arboreous land PBLAL +1 
Barren land to Agriculture PBLAG +1 
Barren land to Artificial Structure and Crown PBLAS A PCr(d) +1 
Barren land to Artificial Structure and not Crown PBLAs A AnCr (d) -1 
Artificial Structure to Arboreous land PASAL +1 
Artificial Structure to Agriculture PASAG +1 
Artificial Structure to Barren land and Crown IIASBL A PCr(d) +1 
Artificial Structure to Barren land and not Crown PASBL A /InCr(d) -1 
Unclassified PUC 0 
respectively, CLU is the score due to change of Landuse, Ra is the score due to 
Rainfall, Er is the score due to a possible recent earthquake and PS is the score 
due to the presence of moving permanent scatterers. Function u(x) is the unit 
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step function, defined as 
U(X) =I 
1 ifx>O 
0 ifx<o 
(4.12) 
The fuzzified version of the above equation is given as: 
Landslide Warning Pst (S) X {Pa (R) x (- 1) + p,,, p, (V) x (- 1) + CLU 
+[1 - U(Pa(R) x (-1) + p,, p, 
(V) x (-1) + CLU)] x 
PRT2 (d) x (- 1) + PRT1 (d) x (- 1) 1 (4.13) 
where CLU is the score due to change of land use computed as follows: 
CLU = PALAG X (-1) + AALBL X (-1) + PALAS X (-1) 
minjAAGAS; pc, (d) Ix (- 1) + minf/-IAGAS i p,, c,. (d)} x (+ 1) + 
PAGAL X (+l) + I-IAGBL X (-l) + JIBLAL X (-l) + PBLAG X (+l) 
min{PBLASi PnCr(d)l x (-l) + min{/-IBLASi pc, (d)l x (+l) + 
PASAL X (+l) + PASAG X (+l) + minIPASBLi /InCr(d)l x (-l) + 
MinIMASBL) pc,. (d)} x (+l) (4.14) 
where we took the minimum of the membership function when conjunction of 
conditions had to apply. Thus we have taken into consideration the uncertainty 
and errors associated with each parameter by taking their membership function, 
which gives us fuzzy warning output values. 
4.4 An Example 
To have a clearer view of the above concepts we give an example here. Let us 
consider a pixel at position x in all the layers of the parameters with the following 
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attributes: 
Crisp approach: 
Slope (S) = 13-48' 
Change of landuse (CLU) = BLAS and not on the Crown 
Rainfall (Ra) = 229.17 mm with average rainfall being 135.46 mm 
Velocity of the permanent scatterer (PS) =6 mm/year 
and earthquake of actual radius R= 137435.95 m with RTI = 29691.62 m and 
RT2 = 197262.61 m. 
If we use equation (4.11) taking into consideration just the scores of the above 
parameters then the total score would be as follows: 
Landslide Warning =ix K-1) + (-1) + (-1) + (-')] 
= (4.15) 
Thus we get -4 as the total score. We can classify the warning based on the 
score as No warning = 0, very Low warning = -1, Low warning = -2, Moderate 
warning = -3 and High warning = -4. 
Fuzzy approach: 
If we consider the membership function of each parameter to which the pixel x 
belongs, based on the values given above we get: 
Slope: S 13.48' which gives p, t(13.48) =1 on using equation (4.2) and 
p,,, t(13.48) 0 using equation (4.1) 
Change of Land use : ABLAS = 0.1799 
Not Crown: distance d= 299.6 m with d,,.,. = 60-52 m which on substitut- 
ing in equation (4.3) gives p, (299.6) =0 and substituting this value in equa- 
tion (4.4) gives p,,,, (299.6) = 1-0 = 1, so according to equation (4.14) we get 
CLU = minjO. 1799,11 X (-1) = -0.1779 
Rainfall: R= 229.17 mm, a 135.46 mm, on substituting these values in equa- 
tion (4.5) we get Pa(229.17) 0.85 
Permanent scatterer: V=6 mm/year, on substituting this value in equations 
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(4.7) and 4.8 we get p,,, p, 
(6) =1 and jz,,,,, p. (6) =0 
Earthquake: d= 137435.95 m with RT1 = 29691.62 m and RT2 = 197262.61 m. 
On substituting these values in equations (4.9) and (4.10) we get PRT1(137435.95) 
=0 and ART2(137435.95) = 0.92. 
If we use equation (4.13) and substitute the above membership functions then we 
get: 
Landslide Warning =1x {0.85 x (-1) +1x (-1) 
(-0.1799) + [i - u(-2.030)] x 0.92 x (-l)} 
=1x 1-0.85 -1-0.1799 - 0.921 
= -2.95 (4.16) 
As the possible scores now range from 0 to -4, we cannot use the same categori- 
sations of level of hazard as in the crisp case. New thresholds have to be used, 
depending on the relative scores of pixels in training data. 
4.5 Results 
As in the crisp approach we have created 16 landslide warning maps using the 
available data. The outputs are checked against historical records. Table 4.7 
gives the results of the fuzzy approach applied to the existing data. In this table 
we give the range of fuzzy scores and the values of the fuzzy scores at the points 
of recorded landslides. It can be seen that for the same set of parameters, the 
fuzzy output values are very low compared with the crisp outputs. This is due 
to very low probability values of change of land use. 
In order to make a comparison between the crisp and fuzzy approach we identify 
the number of landslides predicted within X% of the pixels with the worst score. 
We plot the number of recorded landslides versus X in Figure 4.7. We can see 
that with the fuzzy score 12 out of the 16 landslides are within the 5% pixels 
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with the worst score, while with the crisp approach 8 landslides were among the 
5% pixels with the worst score. This is an improvement of 50%. 
is 
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Figure 4.7: Comparison between Crisp and Fuzzy approach 
4.6 Conclusions 
From the results presented here it can be seen that the fuzzy approach gives 
better prediction than the crisp approach. This is because of considering the 
confidence level for each input parameter. Up to this point we used the expert 
rules as they were presented to us, taking them at face value and not questioning 
their validity. However, during the progress of this work, the experts appeared 
often on shaky ground, changing their mind and occasionally supplying us with 
different rules. In the next step of our work we shall ignore the rules of the experts 
and use an approach which may indirectly yield its own rules. Because the effect 
of taking into consideration the uncertainty of the values of the parameters was 
so significant on the results, we shall carry on using a fuzzy approach. This 
naturally leads to the use of a fuzzy neural network. In the next chapter we 
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05 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100 
Pýeumst of plxtlx 
4.6. Conclusions 109 
examine different fuzzy neural network architectures and we identify a network 
which is most suitable for our problem. 
4.6. Conclusions 
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Chapter 5 
Fuzzy neural networks 
Both neural networks and fuzzy systems have been used for classification of re- 
mote sensing data. Very little work has been done regarding the fusion of the 
neural networks and fuzzy systems as far as remote sensing field is concerned. 
Neural networks and fuzzy systems are complementary technologies to each other. 
They can be very well utilised for producing the landslide hazard mapping process 
overcoming the errors and uncertainty present in the remote sensing data. The 
rule extraction, learning and implementation are the most important processes 
in fuzzy neural networks. In order to apply this method, an insight on neural 
networks, fuzzy systems and fusion of both these approaches is essential. In this 
chapter, the methodology proposed is discussed briefly. 
5.1 Artificial Neural Networks 
The first mathematical model of a neuron was proposed by McCulloch and Pitts 
in 1943. It was a binary device using binary inputs, binary outputs and a fixed 
active threshold. In this model, the ith processing element computes a weighted 
sum of its inputs and gives as outputs yj =1 or 0 according to whether this 
ill 
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weighted input sum is above or below a certain threshold Oj; 
yi(t + 1) =a 
( 
wijxj(t) - Oi) 
where m is the total number of received input signals, and the activation function 
a(f) is a unit step function: 
a(f) 
1 if f>0 
(5.2) 
0 otherwise 
The weight wij represents the strength of the synapse connecting the neuron j 
(source) to neuron i (destination). It is assumed that a unit delay elapses be- 
tween the time instants t and (t + 1). Neural networks form the new generation 
of information processing systems which were developed in coherence with or- 
ganisational principles of the human brain. The neural network has the ability 
to learn, recall and generalise from training patterns or data[46]. The models of 
artificial neural networks are specified by three basic entities, namely 
* models of the neurons; 
e models of synaptic interconnections and structures; 
* the training or learning rules for updating the connection weights. 
Neurons 
The information processing of the processing elements consists of two parts, 
namely input and output. Associated with the input of the processing element 
is an integration function f which serves to combine information, activation, or 
evidence from the external source to other processing elements into a net input 
in the network. The second action of the processing element is to output an 
activation value as a function of its net input through an activation function or 
transfer function a(f). 
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5.1.2 Connections 
A neural network consists of highly connected neurons (processing elements) which 
are connected through weights to other processing elements or themselves. When 
one processing element is connected to the other processing elements it forms a 
layers of nodes. Inputs are connected to these nodes with various weights resulting 
in a series of outputs. This is known as the single layer feed forward perceptron 
because the output is not fed as input to the same layer or in a preceding layer. 
If the network consists of three or more layers it is termed as multilayer feed 
forward perceptron[59]. If the output is fed back into the same or preceding layer 
it is known as feedback network. If the feedback is to the same layer it is known 
as lateral feedback. If the feedback network has a closed loop it is known as a 
recurrent network. Thus the basic structure consists of one input layer, where 
the nodes are the elements of the feature vector, the second layer is the hidden or 
internal layer and has no connections with the external environment. There can 
be one or more hidden layers. The final layer is the output layer which presents 
the output data. These connections have weights associated with them. Figure 
5.1 gives a model of a neural network. 
Figure 5.1: Structure of a Multilayer Perceptron 
Input layers Hidden layers Output layers 
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5.1.3 Learning 
The most attractive characteristic of neural networks is their ability to learn. 
Learning makes possible the modification of behaviour in response to the envi- 
ronment. There are two kinds of learning in artificial neural networks, namely 
parameter learning which is about the connection weight updating, and the other 
is structural learning, which deals with the change in the network structure. As 
the signal passes from layer to layer, which is known as the forward pass, it is 
modified by the weights associated with the connection[51]. The receiving node 
sums the weighted signals from all the nodes to which it is connected in the pre- 
ceding layer. The difference between the network output and the desired output 
is known as the error signal. The error signal resulting from the difference is prop- 
agated back from the output layer to the previous layer for them to update their 
weights. There is an important learning algorithm for the multilayer perceptron 
known as the back propagation algorithm[8]. Consider an input-output training 
pair (x, d). Given an input pattern x, a processing element q in the hidden layer 
receives a net input of 
rn 
netq E VqjXj 
j=l 
and produces an output of 
(5-3) 
zq =a( VqjXj 
) 
(5.4) 
The net input for a processing element i in the output layer is then 
neti =E wiqa 
VqjXj (5.5) 
q=l 
whereWiq is the connection weight between the hidden and output layer and it 
produces an output of 
yj = a(netj) (5.6) 
The above equation indicates the forward propagation of input signals through 
the layers of neurons. A cost function is defined for the error signal and their back 
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propagation and the gradient-descent method is used. After using the generalised 
delta learning rule' the final update rule for the back propagation is of the form 
Awij = 77 Ji xi = 'q J,, -tp,, t-i xi,, P,,, t-i (5.7) 
where, output -i and input -j refer to the two ends of the connection from the 
processing element j to processing element i; xj is the proper input-end activation 
from a hidden processing element; Ji is the learning signal; 77 ý: 0 is the learning 
rate. 
5.2 Puzzy Sets and Systems 
The notion of a fuzzy set was first introduced by Lotfi Zadeh in 1965. Fuzzy 
logic is built up on the principle that the brain deals with the information that is 
not exact or in other words, information which contains uncertainty. Generally, 
elements u of a set A are represented through the characteristic function 
PAM 1) if u is an element of set A, and (5.8) 
AA(U) 07 if u is not an element of set A (5.9) 
In fuzzy sets an object can belong to a set partially, Le it introduces vagueness by 
eliminating the sharp boundary that divides the member from the nonmembers in 
a group. The degree of membership is defined through a generalised characteristic 
function called the membership function: 
MA (U) :U -+ 
[0) l] 
where, U is called the universe, and A is called the fuzzy subset of U. Each value 
of this function is called the membership degree. 
There are two main characteristics of fuzzy systems that give them better per- 
formance for specific applications. 
'The gradient descent rule for changing a connection weight between neuron i and neuron 
is expressed by the generalised delta rule 
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9 Fuzzy systems are suitable for uncertain or approximate reasoning, espe- 
cially for the system with a mathematical model that is difficult to derive. 
* Fuzzy logic allows decision making with estimated values under incomplete 
or uncertain information. 
5.2.1 Fuzzy Set Operations 
Union and intersection are the most basic operations on classical sets. On the 
basis of these two operations, a number of identities can be established. Corre- 
sponding to the ordinary set operations of union and intersection, fuzzy sets have 
similar operations, which were initially defined by Zadeh: 
Union (Disjunction): The membership function of the union of two fuzzy 
sets A and B with membership functions AA and PB respectively is defined 
as the maximum of the two individual membership functions. This is called 
the maximum criterion. 
MAUB (u) = max(MA 
(x), PB (X» = j9A 
V PB (5.11) 
where, V means OR. The Union operation in Fuzzy set theory is the equiv- 
alent of the OR operation in Boolean algebra. 
Intersection (conjunction): The membership function of the intersection 
of two fuzzy sets A and B with membership functions PA and AB respectively 
is defined as the minimum of the two individual membership functions. This 
is called the minimum criterion. 
PAnB (U) = min (PA (X), PB (X)) = PA A PB 
where, A means AND. The intersection operation in Fuzzy set theory is the 
equivalent of the AND operation in Boolean algebra. 
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Given an observation x, we want to determine what the correct action y, cor- 
responding to the observation is. If this observation is a crisp number, it needs 
first to be transformed into a fuzzy set (fuzzification). The ý rule (or rules) is 
then processed thus producing an output fuzzy set (B*) that needs to be trans- 
formed into a crisp number (defuzzification) to be useful in the real world. The 
operations just described correspond to the mode of functioning of a fuzzy logic 
system(FLS). Thus in a FLS, an input is fuzzified, then processed by a rule base 
through an inference process and finally defuzzified to produce a usable (crisp) 
output. 
5.3 Fuzzy Neural Networks 
Fuzzy systems and neural networks are both numerical model-free estimators and 
dynamical systems. Thus an integrated system will have advantages of both these 
technologies. Integrated systems can learn and adapt. Broadly these two can be 
merged in three ways. 
Neuro fuzzy systems: Neural network as a tool for fuzzy models. 
Fuzzy neural networks: Puzzification of a conventional neural network. 
Fuzzy-neural hybrid systems: incorporating fuzzy technologies and neural 
networks into hybrid systems. 
The first paper which discussed the fusion of neural networks and fuzzy logic 
is believed to have been written by Lee and Lee in 1974 [56][57][90] [12], where 
the authors generalised the McCulloch-Pitts model by using intermediate values 
between zero and one. But the field of Fuzzy Neural Networks gained momentum 
only in the early 90's, with some exceptions like Yamakawa's fuzzy neuron and 
the work done by Keller and Hunt [47]. 
Keller and Hunt[47] and Keller and Tahani [48] introduce the fuzzy set theory 
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into the perceptron algorithm to produce a "fuzzy algorithm" which ameliorates 
the convergence problem in the nonseparable case. They tried to transform the 
crisp partition of the vectors (defined by the labels) into a fuzzy partition and 
develop a membership function. For a set of sample vectors X1, X2) ... ) xP) Ai(xk) 
for i=1,2 and k=1,2,..., p form a fuzzy two-class partition specifying the 
degree of membership of each vector in each of two class. They defined that the 
membership value of a vector for the class to which it belongs would have the 
following properties: 
* It should be 1.0 if the vector is equal to the mean of its class. 
9 It should be 0.5 if the vector is equal to the mean of the other class. 
* It should be near 0.5 if the vector is equidistant from the two means. 
9 It should be never less than 0.5. 
e As the vector gets closer to its mean and farther from the other mean, the 
membership value should approach 1.0 exponentially. 
e It should depend on the relative distance from the means of the classes 
rather than absolute distances. 
The following methods of assigning fuzzy membership values satisfies the above 
conditions. 
For xk in class 1: 
ulk = 0.5 + 
e(f 
(d2-dl)/d) 
- e-f 
2(ef - e-f) 
and 
U2k =1- Ulk 
V- Fur xk in class 2: 
'U2k = 0-5 1e 
(f(dj-d2)1d) 
- e-f (5-15) 
2(ef - e-f) 
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and 
Ulk -«2 
1- U2k 
Here, d, is the distance from the vector to the mean of class 1; d2 is the distance 
from the vector to the mean of class 2 and d is the distance between the two means. 
The constant f must be positive and it controls the rate at which memberships 
decrease toward 0.5. They also assign a stopping criterion, BETA, such that 0.5 
+ BETA is greater than or equal to the membership value of the vector that is 
equidistant from the means of the two classes. BETA is defined as 
1- e-f BETA = 2(ef - e-f) 
. +c for c>0 (5-17) 
They compared the performance of the fuzzy perceptron to that of the crisp 
perceptron by applying them to the Anderson's IRIS data and found that the 
fuzzy perceptron algorithm produced better decision boundary and terminated 
in fewer iterations. 
There are several different approaches to the fuzzification of a neural network. 
The direct fuzzification of conventional neural networks is to convert the connec- 
tion weights, inputs and targets into fuzzy numbers[34][39][37]. The table below 
gives the different types of fuzzification of neural networks. 
Weights Inputs Targets 
Conventional Neural Networks Real numbers Real numbers Real numbers 
Fuzzy Neural Network: Type 1 Real numbers Fuzzy numbers Real numbers 
Fuzzy Neural Network: Type 2 Real numbers Fuzzy numbers Fuzzy numbers 
Fuzzy Neural Network: Type 3 Fuzzy numbers Real numbers Fuzzy numbers 
Fuzzy Neural Network: Type 4 Fuzzy numbers Fuzzy numbers Fuzzy numbers 
Fuzzy Neural Network: Type 5 Real numbers Real numbers Fuzzy numbers 
Fuzzy Neural Network: Type 6 Fuzzy numbers Real numbers Real numbers 
Fuzzy Neural Network: Type 7 
. 
Fuzzy numbers Fuzzy numbers Real numbers 
Table 5.1: Direct fazziflcation of neural networks[36] 
The Fuzzy Neural Networks developed so far differ mainly in the following pa- 
rameters [45] [46]: 
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e Type of fuzzy rules implemented 
* Type of inference method 
* Mode of operation 
- Fixed mode 
- Learning mode 
- Adaptation mode 
A survey paper by Takagi gives an insight on the fusion of fuzzy logic and neu- 
ral networks [89] and also gives details on how fuzzy neural networks came into 
existence in different parts of the world[90]. Yamakawa had developed the fuzzy 
neuron which had real numbers as input signals but with fuzzy weights. Simp- 
son [85] explained the fuzzy min-max classifier neural network implementation. 
Hyperboxes, defined by pairs of min-max points, and their corresponding mem- 
bership functions are used to create fuzzy subsets of the n-dimensional pattern 
space. The hyperbox membership function for the jth hyperbox, bj is defined as 
bj =f (Ahi Vj < Wj) 
where, A, % c[O, 1]' is the hth input pattern, 
Vje[O, 1]" is the min vector for the jth hyperbox fuzzy set 
W je[o, 1]n is the max vector for the jth hyperbox fuzzy set. 
Simpson [85][86] uses a three layer neural network such that FA is the input 
layer, FB is the hyperbox node and FC is the class node in a pattern classification 
problem. The equation assigning values to the FB to FC connection is 
ui, j 
1 if bj is a hyperbox for class ck (5-19) 
0 otherwise 
where bj is the jth FB node and Ck is the kth Fc node. The output of the Fc 
node represents the degree to which the input pattern Ah fits within the class k. 
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The transfer function for each of the Fc nodes performs the fuzzy union of the 
appropriate hyperbox fuzzy set values. This operation is defined as 
ck = maxj'l (5.20) I=JbjUjK 
Halgamuge and Glesner [33] proposed a special multilayer perceptron algorithm 
trained with supervised learning which can be used to extract fuzzy rules from 
a given representative input/output data set. They also feel that tuning of the 
membership function is possible by optimisation of the knowledge base. Furukawa 
and Yamakawa [27] developed two design algorithms of the membership function 
for a fuzzy neuron using example-based learning with the optimisation of alloca- 
tion of cross-detecting lines. In one method they eliminate the inefficient cross 
detecting line and in the other method they pick up the efficient cross-detecting 
line. Cho [17] presented an efficient fuzzy neural system which consists of modular 
neural networks combined by the fuzzy integral with ordered weighted averaging 
(OWA)operators. The fuzzy integral and the associated fuzzy measures intro- 
duced by Sugeno provide a useful way of aggregating information. He assigned 
the fuzzy densities gi, the degree of importance of each network, based on how 
well these networks performed on validation data. He computed those values as 
gA Ej pj SUM 
where, pi is the performance of the network i for the validation data and d.,,,,, 
the desired sum of the fuzzy densities. Zhang et al [99] discussed. the delta-rule 
and training of min-max neural networks by developing a differentiation theory 
of min-max functions, the function containing AND(A) and OR(V) operations. 
Chen and Teng [15] discussed the combination rule for fuzzy inference systems. 
They proposed a four-layered fuzzy neural network. 
9 Layer 1: linguistic term layer 
9 Layer 2: normalisation layer 
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* Layer 3: rule layer 
o Layer 4: output layer 
Rule combination is a procedure 
a) for eliminating redundant preconditions of the fuzzy rules, and 
b) for combining the fuzzy rules into a single, equivalent rule. 
They explored three conditions for applying rule combination and apply the fol- 
lowing procedure 
Initialisation: Define IR=1 . ....... n 
Step 1: Suppose i* is a candidate for being a redundant input associated with 
these rules. 
Step 2: Search from 1 to i= ni.. If all terms Ai,. j can be found go to step 4 
else go to step 3. 
Step 3: IR =IR - i*. If IR then stop, else go to step 5. 
Step 4: Search from j=1 to j= ni. to find a common factor. If found eliminate 
terms Ai. j from associated rule. Repeat step 3 till no common factor is found. 
Step 5: Set a new candidate i* which has not yet been searched and go to step 2. 
Shen et al [84] proposed a symmetric system with 7r membership functions and 
use the forward and back propagation learning algorithm. The final output for the 
input object (X1 i X2 s ... I Xn) proposed by them is the weighted average as follows 
Fýv 
y 
/-Iiyi (5.22) 
Ejiýl Ai 
where yj is the membership function for (X1 i -r2) .... xn) in the 
fuzzy set X,. Thus, 
fuzzification of neural networks is concerned with the inputs, connection weights 
and target outputs of the conventional neural networks. The Fuzzy neural net- 
works model used by Ishibuchi et al [38] [35] is used in the following application.. 
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5.4 Existing applications to Landslides 
The problem at hand is for landslide prediction using a fuzzy neural network. It 
can be very well seen from the previous discussion that fuzzy neural networks 
can be used effectively for this purpose. Lee et al [54] developed two artificial 
neural networks for landslide susceptibility analysis. For determining weights for 
each factor, relevant importance of each factors, an importance-free characteristic 
method was used and a three layer feed-forward network was implemented. The 
input data were normalised to the range 0.1 to 0.9 with the learning rate set 
to 0.01 and initial weights randomly selected. From each of the classes, 200 
pixels were selected as training pixels. The calculation was repeated 10 times 
and the mean value and mean/min values were acquired. Neaupane and Achet 
apply a backpropagation neural network to enable prediction of the magnitude 
of the ground movement with the help of input variables that had direct physical 
significance [67]. They used a four-layered neural network with six input neurons, 
two hidden layers with five and nine neurons, respectively, and an output neuron 
with different learning rates and conclude that if input variables influencing the 
output are clearly identified and a decent number of quality data are available, 
back propagation neural networks can be successfully used as a mapping and 
prediction tools. 
Arora et al [7] applied an artificial neural network to generate a landslide hazard 
zonation map of an area in Bhagirathi Valley, Himalayas. They claimed that 
the main advantage of utilising artificial neural network is their objectivity in 
assigning weights to different causative factors, as they involve a bare minimum 
of human inferences and are better than ordinal method-based landslide hazard 
zonation. They achieved an accuracy of 80%. Similarly, Lee et al [55] used 
two methods namely, probability and artificial neural network for calculating 
the weights of the relative importance of each factor to landslide occurrence, 
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which can be used for landslide susceptibility mapping . Gomez and Kavzoglu 
derived inputs to the artificial neural network from the digital elevation model 
and remotely sensed data. They identified nine parameters as inputs and along 
with the ground truth, they employed an artificial neural network to delineate 
the underlying relationship between the nine parameters and the landslide that 
occurred in the study area [30]. Erimi et al used an artificial neural network with 
19 input variables, while the presence/absence of a landslide in a given terrain 
was assumed to be the output variable [26]. 
Kojima and Chung[50], used a fuzzy set theory procedure using the algebraic sum 
operator for the construction of the prediction model. The procedure followed in 
this study consisted of 4 steps: 
Step 1: Preparation of causal factors and the training data sets 
Step 2: Making the prediction map 
Step 3: Making the difference map 
Step 4: Evaluation of the performance of prediction results 
Dodagoudar and Venkatachalam [23] considered the factor of safety for slope 
and used the fuzzy theory to predict the N possible failure surfaces, each with 
probability of occurrence P[Sj], i=1,2,..., N, the probability of failure as fuzzy 
probability of failure pff of the slope as 
N 
pff : -- P [F] P [F I Sil P [Si] (5.23) 
with E, ýV=j P[Sj] = 1, P[FISi] as the conditional fuzzy probability of failure. 
The fuzzy logic used by Abolmasov and Obradovic [2] for landslide susceptibility 
evaluation of geological parameters involves the following steps 
1) Selection of relevant parameters 
2) Classification of relevant parameters according to the criteria and the basic 
principles 
3) Assigning weights to individual parameters according to their estimated sig- 
nificance (final score) 
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4) Representing the degree of susceptibility of individual parameters by fuzzy 
logic (fuzzification) 
5) Defuzzification and mapping. 
The membership function Affi(Xi) for the Hj(Hazard Index) of a single zone was 
defined as a weighted sum of membership functions of the zone parameters. 
pHi ---, 2 Z wi(x)mi(x) (5.24) 
where, Pi(X) IE AL(X)spm(x))pH(x) are the membership function. wi for i 
1,2,3,4 is the weight factor. 
Binagi et al [10] used a fuzzy Dempster-Shafer approach for slope instability 
map production for the Fabriano region in Italy. Ni et al (69] used a fuzzy 
artificial neural network with 13 input factors to assess the stability of natural 
slopes. These input factors were expressed in terms of fuzzy numbers and a neural 
network was used to determine the weights of these factors. They used 50 input 
patterns to train the fuzzy neural network. A two stage training mechanism was 
developed and the output of the fuzzy neural network was a non-fuzzy value called 
the slope failure potential index (SFPI). From the above discussions it is clear that 
fuzzy neural networks is hardly used in the landslide hazard mapping, justifying 
the aim of the present work. It is hoped that this method would provide better 
solution to problems faced in producing a landslide hazard map by reducing the 
errors and uncertainties. 
Now we discuss how the proposed fuzzy neural network is unique with regard to 
the number of nodes used for the fuzzy input and the fuzzy output and which of 
the above discussed fuzzy neural network is good for application to our problem. 
Keller and Tahani [48] and Simpson [85] used the membership values of the fuzzy 
numbers for both the input and the output to the fuzzy neural network with a 
standard back propagation algorithm instead of h-levels of fuzzy numbers. For 
example if the fuzzy neural network has to be trained to learn the Rule: If x is 
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small then y is large, then according to the approach used by Keller and Tahani 
the input and output will consist of fuzzy membership values. This is unlike 
Ishibuchi et al [38] [35] who used the lower and upper limits of the h-level sets of 
fuzzy numbers. 
Keller and Tahani : Membership values at 11 points 
Input: small : (1,0.67,0.33,0,0,0,0,0,0,0,0) 
Target: Large : (0,0,0,0,0,0,0,0,0.33,0.67,1) 
Ishibuchi et al: Collection of h-level sets (0.0 to 1.0) 
Input: small : 1[0,0.3], [0,0.24], [0,0.18], [0,0.12], [0,0.06], [0,0]} 
Target: Large : 1[0.70,1], [0.76,1], [0.82,1], [0.881 1], [0.94,1], [1,1]1 
Though the fuzzy input and target are the same for both the authors, in the 
approach used by Keller and Tahani, 11 input nodes and 11 output nodes are 
required with 1 input-output pairs for the learning phase whereas in the approach 
used by Ishibuchi et at, only one node for input and one node for the output is 
required with 12 input-output pairs for learning phase. The normal back propa- 
gation algorithm is slightly modified by Ishibuchi et at so that it can handle these 
collections of lower and upper level sets. Also the fuzzy neural network used by 
Ishibuchi et at had full interconnections between the input and the hidden layer 
and hidden and the output layer in contrast to the fuzzy neural network used by 
Keller and Tahani which had restricted connections between the input and the 
hidden layer according to the IF-THEN rules. 
The model used by Keller and Tahani is very specific in the sense that it can give 
the output only for specific membership values for which it is trained whereas 
the choice of values of h is independent of the architecture of the fuzzy neural 
network in the model used by Ishibuchi et aL The advantage of the latter model 
being that if a new set of input is given to the network for which it had not been 
trained, the expected output is produced. In other words the network has more 
generalisation capability. Also the fuzzy neural network model used by Ishibuchi 
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et al is more compact and simple. This type of model is more appropriate for use 
in our study. Thus for our model we propose to utilise the fuzzy neural network 
type 2 used by Ishibuchi et al with fewer input and output nodes. 
5.5 Fuzzy Neural Network for Our Problem 
The type of fuzzy neural network we shall use in this study is a fuzzy neural 
network of Type 2 given in Table 5.1, where the inputs and the targets are fuzzy 
numbers and the weights are real numbers because we would like to train a fuzzy 
neural network without the use of expert rules. Before defining the model we 
look into some of the properties of interval arithmetic which is very important 
for understanding the workings of the proposed fuzzy neural network model. 
The generalisation of ordinary arithmetic on real numbers to closed intervals is 
known as interval arithmetic. An interval is denoted by its lower and upper limits 
as given below 
[aL, au] (5.25) 
where suffixes L and U indicate the lower and upper limits respectively. For the 
addition and multiplication of the interval arithmetic the following equations are 
used. 
Interval Addition: 
The addition of two intervals A and B is given by 
A+B= [a, au] + [bL, bu] = [aL + bL, au + bu] (5.26) 
For example, if we have two intervals A= [0,2] and B= [1,31 then by adding 
these two intervals using equation (5.26) we get 
B= [0,2]+ [1,3] = [0+1,2+3] = [1,5] (5.27) 
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Interval Multiplication: 
The multiplication of any two intervals A and B is given by 
AB = [minf aLbL, aLbu, aubL, aubul, max{aLbL, aLbu, aubL, aubul] (5.28) 
If the interval B in the above equation contains only non-negative numbers, that 
is if 0< bT1 < bu then equation (5.28) can be simplified to 
AB = [minfaLbL, aLbul, max{aubL, aubu}] (5.29) 
Thus, when we multiply the two intervals A= [1,2] and B= [2,3] applying 
equation (5.29), we get 
AB = [1,2][2,3] = [minl2,3}, maxf4,6}] = [2,61 (5.30) 
If we have to multiply an interval A= [aL, a'] with a real number k then the 
following equation has to be used: 
kA 
[kaL, kau] for 0<k 
(5.31) 
[kau, kaL] for 0>k 
In order to implement a Type 2 fuzzy neural network model, the basic fuzzy 
operations we shall use are similar to the interval arithmetic explained above 
except that the intervals in the above equations are now replaced by the range of 
membership function values of the fuzzy numbers for certain levels of confidence. 
This means that the membership function of the sum of two fuzzy numbers is 
defined as: 
PA+B(-Y) = max{min{tlA(X), tIB(Y)}IZ =X+ YJ (5.32) 
This means that if we have to add two fuzzy numbers, say A and B such that 
A+B = C, then for each value x of A we have a value of the membership function 
I-IA(x) and for each value y of B we have a value of the membership function 
PB(Y). When we add these two numbers we assign a value to the membership 
function pc(z) for each value of z in C. There are different pairs (x, y) which 
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lead to the same value z wherein we apply the min - max, rule thus finding 
the minimum between PA(x) and AB (Y) for each pair (x, y) which satisfies the 
condition x+y=z, then from among these minima corresponding to different 
pairs (x, y) that lead to the same value z, we choose the maximum and assign it 
to pc(z). This process is repeated in order to get all the values of pc(z). Figure 
cl 
Al- 
.r 
1 
x 
345 
0. 
1 
Figure 5.2: Addition of two fuzzy numbers A and B 
5.2 is the pictorial representation of the addition of two fuzzy numbers which is 
carried out using equation (5.32). 
The membership function of the product of two fuzzy numbers A and B is given 
by: 
MAB (z) = max {min{p. 4 (x), PB (Y) 11 Z= XY} (5.33) 
Let us consider the activation function for the hidden and output units in sig- 
moidal form used by neural networks: 
+1 e--z 
(5.34) 
345 
X+y 
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When we have a fuzzy number as input to the activation function, we have 
Af (Net) W= max {pNt (x) Iz=f (x) 1 (5.35) 
where, Net and f (Net) are fuzzy numbers. This means that the membership 
function of the output activation function at a point z is equal to the membership 
function of the input at a point x with the constraint z=f (x). 
The h-level set of a fuzzy number X is defined as 
[Xlh =- IXIM., (X) ý! h, x c R} for 0<h<1 (5.36) 
where p., (x) is the membership function of a value x of X and R is the set of 
all real numbers. Thus [XIh is the interval of all values x of X for which the 
membership function has values higher or equal to h. Since [XIh is an interval, 
we may write: 
[[X]L, [X]U] [Xlh =hh (5.37) 
where [X]" and [X]U are the lower and the upper limits of the h-level set hh 
[XIh 
respectively. This definition becomes clear in Figure 5.3. For the addition of the 
I- 
lt 
h 
0 
Figure 5.3: The h-level set of a fuzzy number 
[x] [x] 
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h-level sets of two random numbers we use a modified form of equation (2): 
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[Alh + [B]h = [[A]Lh, [A]hu] + [[B]Lh, [B]hu] = [[A]lh'+ (B]Lh], [[A]hu + [B]hu] (5.38) 
If the h-level set of B is non-negative (0 < [B]h' :ý [B]hu), the multiplication of 
the h-level sets is given by 
[Alh[B]h = [minf[A]L[B]L, [A]L[B]U}, maxf[A]U[B]U, [A]U[B]U}] (5.39) hhhhhhhh 
5.6 Input-output relations for the network units 
A multilayer feedforward neural network has the unique capacity of linear map- 
ping from the multi-dimensional input space to the multi-dimensional output 
space. If we have a three-layer feedforward neural network with nj input units, nH 
hidden units and no output units for the input vector Xp = (Xpl) Xp2) ..... I 
xpnz) 
with p=1,2,..., s representing the pth input pattern, the input-output relations 
are given by 
Input units: 
Opi=Xpi for i= 1,2 . ..... n, 
(5.40) 
Hidden units: 
Opj f (Netpj) for j=1,2,.... nH (5.41) 
where 
nj 
Netpj wjj0pj + Oj (5.42) 
Output units: 
Opk f (Netpk) for k=1,2 . .... no (5.43) 
nil 
Netpk =E t7VkjOpj + 
jk (5.44) 
j=1 
where wji and t7vkj are the real weights and Oj and jk are the real biases which are 
updated in the learning phase of the neural network. Opi is the output from the 
input layer which is given as input to the hidden layer with weight wji. f (Netpj) 
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is a monotonically increasing activation function for the hidden layer. The output 
Opj from the hidden layer is given as input to the output layer with weight t7vkj 
and the final output from this neural network is Opk- 
5.6.1 Fuzzy Neural Network: Type 2 
We can extend the input-output relation defined by equations (5.40) to (5.44), 
to a fuzzy neural network by fuzzifying the inputs, outputs, weights and biases. 
There are many ways of fuzzifying the neural network according to the problem 
at hand (See Table 5.1). In the Type 2 fuzzy neural network we fuzzify the 
input and the output but the weights and biases remain real. Figure 5.4 is the 
schematic representation of a Type 2 fuzzy neural network, with real weights (Wji 
and t4j) and real biases (Oj and jk). It is a three-layer feedforward fuzzy neural 
network with nj input units, nH hidden units and no output units. Hence, 
the input-output relations for the fuzzy neural network of Type 2, which has 
fuzzy input Xp = (Xpl, Xp2 . ...... 
Xp,,, ) with p=1,2,..., s and fuzzy output Op = 
(Opl 
i 
Op2 
. ...... 
Op,,, ) with h-levels, is given below. The h-level sets of the fuzzy 
number Xpi are non-negative such that 0< [Xpi]lhj < [Xpi]hu 
Input units: 
[[Op, ]L Ul for Ul IIXPilh I IXPilh [Opilh hI IoPil h I 
Hidden units: 
[[o ]L Ul = [f [Netpj ]L, f [Netpjlu)] [Opjlh pj hI 
[OPil 
hhh 
nj nr 
]L Wj, [Op, ]L + [NetPi hh 
i=1 
wjj > 
nj 
[Netpj]Uh ý -- E 
i=1 
i=1 
i=1,2 . ..... nr 
(5.45) 
for j=1,2, .... nH 
(5.46) 
Wji[OPi]hU. + Oi (5.47) 
wjj 
n, r 
u Wji[OPilh + W, [Op, ]L + oj (5.48) ih 
wjj ý! 0 wjj <0 
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Figure 5.4: Type 2 Fuzzy Neural Network with Real Weights 
Output units: 
[[Opk]L IL, [Opklh 
hi[Opk]Uh]-": 
[f[Netpk f[Netpk]u] 
hh 
nH 
[Netpkl'hE' = 
L+ ýV'ki[OPilh 
nH 
iv-ki ý: 0 t-vkj <0 
nH 
[NetpA; ]hu = t7Vkj[OPjlhU + 
nH 
j j 
t7vkj 0 ýVkj <0 
An example 
for k=1,2 . .... no (5.49) 
17Vkj[OPjlh (5.50) U+ jk 
- [o ]L - wkj Pj h+ 
ok (5.51) 
As an illustration of the above input-output relations for Type 2 fuzzy neural 
network, we present an example here. Let us consider that the inputs are two 
numbers uniformly distributed in the range [1,2] and [2,3] respectively. We wish 
to know the range of values to which a particular neural network will map them. 
We assume that the particular neural network has 2 input units, each of which 
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accepts as input the above two intervals, Le we have one input pattern, consisting 
of intervals ([1,2], [2,3]) =_ (X11, X12) with p=1, nl=2, nH=2, nO=2. We also 
assume that the neural network has the following parameters: 
wji: wil 2, W12 1) W21 = 3, W22 
t7vkj: ED11 2, t7v12 5 
Oj: 01 =-0.9,02 =-0.3 
jk: j, 
=-1.2 
Substituting these values in the input-output relations we get the final output 
as [0.4696,0.9727], the details of which are explained step by step below, setting 
h=0.0. 
Input units: 
Unit 1: oll = [[Xll]LO, [Xll]U ]= [1,2] 0.0.0 
LU Unit 2: 012 =[X121 00) [X1210.0] = [2,3] 
Hidden units: 
Unit 1: [Net,, ILO = Wll[Xll]U + W12[X12 ]LO + ol 0.0.0 0. 
= (-2) x 2+1 x 2-0.9 
= -4+2-0.9 
=-2.9 
[Net,, ]' ý Wll[Xll]LO + W12[xl2]U + 01 0.2 0.0.0 
=x1+1x3-0.9 
= -2+3-0.9 
= 0.1 
C51, = [Netil]'O, f [Netll]u ] and 0.0.0 
(Net) =1 (5.52) 1+ e-Net 
Thus substituting the interval [-2.9,0.1] in the above equation we get 
61, = [f (-2.9), f (0.1)] =: ý, 61, = [0.0522,0.5249] 
]L [X 1]LO Unit 2: [Net12 00 = W21 1 0. 
+ W22[xl2]OUO + 02 
= 3x 1+(-l) x 3-0.3 
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= 3-3-0.3 
= -0.3 
[Netll]u -..: W21[Xll]U 
+ W22[X12 ]LO + 02 0.2 0.0 0. 
=3x 2+(-1) x 2-0.3 
= 6-2+0.3 
3.7 
]LO, Again using equation (36), we get [[612 o. [C5121OU01 = [f (-0.3), f (3.7)] 
]LO, =ý' [[612 0. [6121OU01 =-- [0.4256,0.9759] 
Output units: [Netl, ]LO = t7V, l [C),, ]U + t7V12 [612]LO + 
j, 
0.0.0 0. 
= (-2) x 0.5249 +5x0.4256 - 1.2 
= -0.1044 + 2.128 - 1.2 
= -0.1218 
u [01, ]OL. 
O+ [Netillo. 0 = t7vil 
Z12 [61210UO + il 
= (-2) x 0.0522 +5x0.9759 - 1.2 
= -1.0498 + 4.8795 - 1.2 
= 3.5751 
135 
implies final output [[011]1,0, [011]u I= [f (-0.1218), f (3.5751)] 0.0.0 
[[0111oýo, [011]ou [0.4696,0.9727 0.0.0 
1 
Now assume that the input numbers are fuzzy numbers with triangular distribu- 
tions in the same interval [1,2] and [2,3] defined as follows: 
2(X - 1) 
2(2 - X) 
for 1<X<1.5 (5.53) 
for 1.5 <X<2 
P12(X) = 
2(X - 2) 
2(3 - X) 
for 2<X<2.5 (5.54) 
for 2.5 <X<3 
Let us consider the h=0.5 level sets of these numbers. Their lower and upper 
limits are computed as follows: 
[X ]L [X ]L = 
2.5 0.5 =210.5 -2 =ý- 1 0.5 -T- = 1.2 5 
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0.5 =4- 2[Xll]u [Xll]u M-5 175 0.5 0.5 2* 
0.5 =2 
[x12101'5 
-4 
[X12]L5 4.5 2.25 0. F 
0.5 =6- 2[x1210U5 =* 
[x1210U Mr> 2 75 2 
136 
If we propagate as earlier the interval [1.25,1.75] and [2.25,2.75] through the 
network, we find the corresponding output interval which turns out to be [0.8108, 
0.9635]. For h =0.2 level, the input intervals are computed to be [1.1,1.9] and 
[2.1,2.9] which again if propagated through the network give the output interval 
as [0.5806,0.9638]. This way we may built up the membership function of the 
fuzzy output variable, from the membership functions of the fuzzy input variables. 
A schematic representation of this example is shown in Figure 5.5. 
Ifidden unit 
Input unit 
XI 
unit 2 
unit 2 
12 
Figure 5.5: Mapping two fuzzy numbers X1, and X12 tO Oll 
01 
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5.6.2 Fuzzy Neural Network: Type 4 
A Fuzzy Neural Network of Type 4 is schematically represented in Figure 5.6. 
The input -output relations of Type 2 can be extended to Type 4 fuzzy neural 
IA IA 
- A wji j=l W-. A L" 
Pi 
ýCk=l (j--2 
k-I 
p2 k-i 
/ýý 
--no 
Xpnj 
------ a- i=% i 
6-lZ 't Units Input Units 
Hidden Units 
01 
op2 
Opn 
Figure 5.6: Type 4 Fuzzy Neural Network with Fuzzy Weights 
network by replacing the real weights and biases with fuzzy weights and biases 
respectively. In the figure we include a triangular fuzzy weight but any type of 
fuzzy weight can be used. The fuzzy weights Wjj = [[Wji]', [Wji]u] and 17vkj = 
[[17Vkj]', [fVkj]u] and fuzzy biases E)j = [[E)j]Lj [E)j]u] and (51, = [[6 k]L, [(; A: ]U] have 
the lower and upper limits which can be seen in the input-output relations of 
Type 4 given next. In all the calculations that follow we assume that all input 
and output intervals consist of positive numbers only. 
Input units: 
[[o ]LI [o ]U] = [[X IL, [X JUI [Opilh --= pi h pi h pi h pi h for i=1,2 . ..... n, 
(5.55) 
Hidden units: 
L [Opjlh==[[OPjlhl[OPj]U]=[f[Netpj]L, [Netpj]u] for j=1,2,.... nH (5.56) hhh 
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nz 
[Netpj]" 
h 
[Wiil. 
hlj >- 
n, r 
[Netpj]hu 
[Wjilhu >- 
Output units: 
nz 
j, 
]L[op, ]L [W 
hh+ [Wji]"[Opi]u + [E)j]" (5.57) hhh 
[W, ]L <0 jh 
n'r 
[Wii]hUlopilhu 
+ 
[W 
j, ]U[o ]L + [E)j]U h Pi hh (5.58) 
[Wji]U <0 h 
]L [Opkl h [Opkl 
lh') loPkl 
hUl : -- 
[f [Netpk 
h 
[Netpkl 
hUl 
nH nH 
kj]L[o 
]L + [lVetpk]Lj 
pj hhh 
j 
[fV ]L >0 [fV j]L <0 kj h-kh 
nH 
[Netpk]hU [1 7 Vkj]hUlOPilh U+ 
[1 7 Vkj]hU 0 
for k= 1) 2, .... no (5.59) 
[Jýv 
kj]L[Opj]U + 
[(5k]L 
hhh (5.60) 
nAr 
[tV- ]U[o ]L+ kj pj [6k]U hhh 
[17vkj]hU <0 
The activation function used here is a monotonically increasing function. It 
should be noted that the value of [f [Netpjllh,, [Netpj]hu] is calculated using the 
activation function defined by equation (5.35). It has been shown [38] that if a 
non-monotonic activation function is used then the result of interval arithmetic 
may be different from equation (5.35) defined by the extension principle. It is 
also seen that the h-level set of the fuzzy output Opk is calculated by interval 
arithmetic applied to the h-level sets of the fuzzy inputs, the fuzzy weights and 
the fuzzy biases. 
Example of Type 4 Fuzzy Neural Network with Fuzzy Weights and 
Biases 
As an illustration of the input-output relations for Type 4 fuzzy neural network, 
we present the same example as in section 4.2.1 but with fuzzy weights and 
5.6. Input-output relations for the network units 139 
fuzzy biases. Let us consider that the symmetric triangular fuzzy input vectors 
Xp = (Xpl, Xp2) in the interval [1,2] and [2,3] respectively have to be mapped 
to a fuzzy output using the fuzzy input-output relations. For the example here 
we consider the value of h=0.2. To fuzzify the weights and biases we use the 
values we used in section 4.2.1 as middle values and assume that the basis of each 
fuzzy parameter is ±1 its middle value. Thus we have the following membership 
functions: 
(X) 
2(X-1) forl<X<1.5 
2(2-X) forl. 5<X<2 
P12(X) 
2(X-2) for2<X<2.5 
2(3-X) for2.5<X<3 
pil(w) 
W+3 for -3 <W< -2 
-1-W for-2<W<-l 
W-0 forO<W<l 
P12 (W) 
2-W forl<W<2 
W-2 for2<W<3 
P21(W) 
4-W for3<W<4 
A22(W) 
W+2 
O-W 
for -2 <W< -1 
for -1 <W<0 
(5.62) 
(5.63) 
(5.64) 
(5.65) 
(5.66) 
(5.67) 
17V +3 for -3 < 17-V < -2 
plip-) =I 
-1-17V for-2<W<-l 
(5.68) 
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A12((17V) 
17V-4 for4<17V<5 
(5.69) 
6-17V for5<W<6 
pi(E)) 
10(E) + 1) for -1 < E) < -0.9 (5.70) 
10(-0.8 - E)) for -0.9 -< 
E) 
-< -0.8 
P2 (E)) 
10(E) + 0.4) for -0.4 < () < -0.3 (5.71) 
10(-0.2 - e) for -0.3 <- E) -< -0.2 
10(6+1.3) for -1.3 <6< -1.2 
10(-1.1 - 6) for -1.2 < E) < -1.1 
(5.72) 
[X JL -2 => 
[X 
l]L 
2.2 1.1 0.2 =210.2 1 0.2 -i- 
0.2 =4- 21X1110U2 => 1X1110U2 
ý2'- l*9 
]L ]L 4.2 0.2 = 2[x12 0.2 -4 =* 
[X12 
0.2 -y = 2.1 
0.2 =6- 2[x1210U2 => 
[X1210U ý--8 -29 .22 
0 [W JL [W 
.2=10.2+3=> 11]L 2 -2.8 0. 
0.2 = -1 - [Wll]u => [Wll]u = -1.2 0.2 0.2 
]L 
2-0 =z> 
]L 0.2 = 
[W12 
0. 
[w12 
0.2 = 0.2 
0.2 2- [W1210U2 => [W1210U2 = "8 
21]L2 [W 0 [W .22 21]L 2=2.2 0.0. 
0.2 =4- 
[W2, ]u 
0.2 0.2 =ý> [W211U = 3-8 
]L ]L 0.2 = 
[W22 
0.2 +2 => 
[W22 
0.2 = -1-8 
0.2 =0 
[W2210U2 =ý> [W2210U = -0.2 .2 
L JL 0.2 = 
[W1110.2 +3=: > [Wl 0.2 = -2.8 
0.2 = -1 - [17V11]u => [Wll]u - -1.2 0.2 0.2 - 
]L ]L 0.2 = [W12 0.2 -4 
[lif12 
0.2 = 4.2 
0.2 =6- [17V1210U2 [W1210U2 = 5-8 
[EDJL [E)1]L 0.2 = 10 -" = -0.98 0.2 + 10 0.2 = 10 
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- -8-2 0.82 0.2 = -8 - 10[E)1]u 0.2 10 0.2 =ý> [E)ju 
]L ]L -3.8 0.2 = 10[E)2 0.2 +4 => 
[02 
0.2 = 10 -0-38 
0.2 = -2 - 
10[E)210U2 =* [0210U - -2*2 - -0.22 .2 10 
lo[äl]L 2+ 
[Ö, ]L -12.8 0.2 = 0.13 =* 0.2 = 10 = -1.28 
0.2 = -11 - 10[Öl]ou => [Öl]oý = -1151-2 = -1.12 .2 .20 
Substituting these values in the input-output relations we get the final output, 
the details of which are explained step by step below. 
Input units: 
Unit 1: Oll -": V1110121 IX11]OU21 --'ý [1*11 1*91 
Unit 2: 012 : --[Xl2]OL2) [X121OU21 -": [2.1,2.9] 
Hidden units: 
L [Wll]L ]L L 
0 Unit 1: [Net, 110.2 02 
IX111OU2 + [W12 02 
[X121 
2+ 02 
= (-2.8) x 1.9 + 0.2 x 2.1 - 0.98 
= -5.32 + 0.42 - 0.98 
= -5.88 
[Net,, ]' -`ý IW111U IX111012 + [Wl2]U [X121U + [E)1jU 0.2 0.2 0.2 0.2 0.2 
= (-1.2) x 1.1 + 1.8 x 2.9 - 0.82 
= -1.32 + 5.22 - 0.82 
= 3.08 
[f [Net,, ]', f [Netll]u] and hh 
(Net) =1 (5.73) 1+ e-Net 
Thus substituting the interval [-5.88,3.08] in the above equation we get 
61, = [f (-22), f (13)] =: ý, 61, = [0.0027,0.9561] 
] LO [W ]L Unit 2: [Net12 2= 21]OL 2 [Xl 1] LO 2+ [W22 ] OL 2 [X1210.2 + [92 0.2 
= 2.2 x 1.1 + (-1.8) x 2.9 - 0.38 
= 2.42 - 5.22 - 0.38 
= -3.18 
[Netll]u --: -- [W211U [Xll]U + [W221U [X12 ]L 2+ [E)2]U 0.2 0.2 0.2 0.2 0.0.2 
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= 3.8 x 1.9 + (-0.2) x 2.1 - 0.22 
= 7.22 - 0.42 - 0.22 
= 6.58 
Again using equation (36), we get [[01210.21 [01210U21 = [f (-3.18), f (6.58)] 
=: ý [[612112) [6121U I= [0.0399,0.9986] 0.0.2 
Output units: [Netl, ]L [fV ]L ]L ]L [(5]L 02 =10.2 
[(5111OU2 + P12 0-2 
(612 
0-2 + 0.2 
= (-2.8) x 0.9561 + 4.2 x 0.0399 - 1.28 
= -2.6771 + 0.1676 - 1.28 
= -3.7895 
[Netll]u = [17Vl]u A, ]L 2+ [TIV121U [6121U + [6]U 0.2 0.2 0.0.2 0.2 0.2 
= (-1.2) x 0.0027 + 5.8 x 0.9986 - 1.12 
= -0.0032 + 5.7919 - 1.12 
= 4.6687 
implies final output 11011IL2,10111U I "': [f (-3.7895), f (4.6687)] 0.0.2 
[[01, ]L U 
0.2)[01110 21 "= [0.0221,0.9907] 
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Thus we can see how the input-output relations change when we use fuzzy weights. 
The difference in results between the Type 2 and Type 4 fuzzy neural network 
is very clear. With the crisp weights the two input intervals for h=0.2 were 
mapped to [0.5806,0.9638] while with the fuzzy weights they are mapped to a 
much broader interval ([0.0221,0.9907]) i. e. the uncertainty now is much greater 
because we have introduced uncertainty also in the rules (expressed by the use of 
the fuzzy weights). 
5.7 Learning for fuzzy neural networks 
In the learning process a set of pairs of input and output patterns are presented 
to the system. Each input vector produces its own output vector which is then 
compared with the desired or target vector. If there is no difference between 
them, then no learning takes place, but if there is a difference then the weights 
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are changed in order to reduce the difference[81]. With the use of cost function 
the learning of the fuzzy neural network is measure as explained below. 
5.7.1 Cost function 
Let Tpk = (TpliTp2 s ..... Tp,, O) be the no-dimensional fuzzy target vector corre- 
sponding to the fuzzy input vector Xp. The cost function Epkh for the h-level sets 
of the fuzzy output OpA, from the k-th output unit and the corresponding fuzzy 
target Tpk is given by 
riL Epkh 
-': -- -- + Eu (5.74) pkh pkh 
where L [OPA: ]L)2 
EpLkh =h 
([Tpklh 
2h 
(5.75) 
U)2 
EpUkh = h([TPk]hU 2 
[Opklh 
(5.76) 
The cost function in equation (5.74) is the sum of the square errors for the lower 
limits and the upper limits of the h-level sets, respectively. These squared errors 
are weighted by the values of h. Thus the square errors for a large value of h have 
a large effect on learning in the fuzzified neural network. Some researchers [35] 
do not use the weighting by h because they value the fitting for small h as much 
as large h. However, we adopt it here to obtain a good fit of fuzzy output to the 
fuzzy target for large values of h. The cost function for the h-level sets of the 
fuzzy output vector Opk and the fuzzy target vector TpA,, which can be summed 
up over the no output units of a fuzzified neural network is defined as 
no 
Eph E Epkh 
k=l 
no 
Lu -L L EJEýpkh + Eýpkhj 
k=l 
no ([T 
PkIL _ 
[Opk]L)2 
pkjU - 
[OpkjUý 
hh'hh (5.77) 
k=l 
Ih 
2+ 
OT 
21 
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The purpose of learning is to minimise the cost function. This is done using 
the back propagation learning algorithm and this process is carried out until the 
minimum value or the desired value of the cost function is obtained. 
5.7.2 Learning algorithm 
The learning algorithm is driven by the cost function defined in the previous 
section. The idea of the learning algorithm is to calculate an error each time 
the neural network is presented with a training vector and to perform a gradient 
descent on the error considered as a function of the weights. There will be a 
gradient or slope for each weight. The derivative of the error measure with respect 
to each weight (- OE "') is proportional to the weight change (AtZVkj) dictated by afvkj 
the delta rule, with negative constant of proportionality [81]: 
aEph 
oc AiV-A; j (5.78) 7 YWki 
We use the chain rule to write the derivative as the product of two parts, namely 
the derivative of the error with respect to the output and the derivative of the 
output with respect to the weight: 
Mph 
-": 
Mph 190pk (5.79) TWkj OOpk 1917% 
The first part gives us the effect of error changing with the output of the k th 
unit (Opk) and the second part expresses the effect of changes in weight to the 
output. The explicit derivation of this term for the fuzzy neural network under 
consideration is given later. Thus the rule for changing weights is given by the 
gradient descent method Le we minimise the quadratic error function by using 
an iteration process given by 
0 Lph 
(5.80) AlVkj(t + 1) -": -77ý17% + CfAt7Vkj(t) 
where At-vkj is the change to be made to the weight from the jth to the kth unit, 
t indexes the presentation number, 77 is the learning rate and a is the momentum. 
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The larger the value of 77 the larger the changes in weight. However, this leads 
to oscillations. In order to damp the oscillations, the momentum term with 
coefficient a is included. 
Weight updating for Type 2 
Equation (5.99) can be rewritten for the updating of weightS t7vkj and wjj for Type 
2 fuzzy neural network as 
l4j(t + 1) - l4j(t) = _17OEph + a[t7Vkj(t) - t7Vkj(t 017% 
wji(t + 1) _ wji(t) = _77OEph + CI[Wji(t) _ Wji(t (5.82) owjj 
Before performing the necessary differentiations, we look at some basic derivative 
rules which are being used in the rest of this section. The derivative of f (x) 
function given by equation (5.34) is: 
df d11 
dx Tx 1+ e-ll 
e-m 
+ e-z)2 
+ e-' - 
+ e--t)2 
+ e-3 
+ e---)2 + e-, z)2 
11 
-i-+ -e-x + e---)2 
=f (X) - 
(f (X»2 
=fW (1 -f W) (5.83) 
For example 
0[0 kjL Ph 
]L 
(using equations (5.49) and (5.50)) O[Netpk]lh7 9[Netpk h+ e-[NetPAI h 
[0 
k]L(l _ 
[Opk]L) 
Phh 
(5.84) 
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The back propagation algorithm is used to update the weights. There are two 
case for the weights updating from output to hidden layer since these weights 
do not depend on the other weights where as for weight updating between the 
input to hidden there are 4 cases since these weights also depend on the weights 
between the output and hidden layer. 
Type 2: Output to hidden 
Case 1: If ýVkj ýý' 0: 
a no IL - [0 k]L)2 Mph E 
[Tpk 
hPh+ 
1917% k=l 
121 
,9 no ([Tpk]Uh - 
[Opk]Uhr 
(using equation (5.77)) E- 
1917% k=l 
12 
no 19 ([T pk]L - 
]L)2 IL IL 
h 
[Opk 
h 
O[Opk 
h 
D[Netpk 
h+ 
IL JL k=l 19[Opk h2 O[Netpk h 017% 
no U)2 I 
19 
([Tpk]U 
- 
[Opkl O[Opk]U O[Netpk]U hhhh (5.85) 
k=l 19[Opk]hU 2J 9[Netpk]hu 1917% 
1 
Using the branches of equations (5.50) and (5-51) for t7Vkj ýý 0 we obtain: 
no ([T , OEph pk]L _ (Opk]Lr [0 ]L hh 
]L [N,, PA. ]L pj 
+ 
aZkj 19[Opk 2 
5-[Netpk]Lh 
+ e- hh k=l h 
19 
no a ([T U)2 pk]hU - [Opklh 
hI 
lopilul 
lu h 
k=l 19[Opk]hU 2 a[Netpk]U + e-[NetPh h 
(5.86) 
Then using equation (5.83) 
no OEph 
1: L ]L)[0 
k]L(l [0 k]L)[0 ]LI 
(([Tpklh [Opk 
hphph pj h ýýWkj 
k=l 
no 
U) 1([Tpklh [Opklh U(l U)[Opilh U U)[OPklh [OPklh 
k=l 
no Mph f _6PL u ul j [Opj]L kh h- 
6pkh[OPilh (5.87) 
OtVkj 
k=l 
where 
JL ]L ]L)[0 k]L(l _ 
[o 
k]L) p'Lkh -'-: 
([Tpk 
h- 
[Opk 
hphPh (5.88) 
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and 
ju 
pkh -= 
([TPk]hU 
- 
(OPk]hU)[OPk]hU(l 
- 
PAID (5.89) 
Case 2: If 17Vkj < 0: 
no IL _ 
[0 
k]L)2 Mph 19 E 
([Tpk 
hPh+ 
i9l7vkj' 
TW7 -ki 
k=1121 
a no ([TPA; lh' - [OPkl'h )2 (using equation (5.77)) E12 l9Z7Vkj k=l 
II 
no IL ]L)2 ]L IL 
E1 19 IL 
(ITPk 
h 
[Opk 
h 19[Opk h a[NetPk h+ 
a[Opk 2 a[Netpk]L alb k=l hIh kj 
no U)2 
E 19 
([Tpk]Uh - 
[Opklh 191OPk]Uh O[Netpkluh 
k=l 
I 
a[Opk]hU 2 a[Netpk]u 19? bkj 
Ih 
no 
]L 
_ 
]L)[0 k]L(l 
[0 
k]L)[0 
Ul 
-EI(ITPk h 
[Opk 
hPhPh pj]h 
k=l 
no 
E 
(([Tpk]hU 
- 
[Opk]Uh)[Opk]hU(l [Opk]hU) 
Pj h 
k=l 
no 
U- 6U [Opj]L -6pLkh[OPilh pAkh h (5.90) 
k=l 
Type 2: Hidden to Input 
Case 1: If t7vkj '2: 0 and wji > 0: 
Mph 19 ýý f 
(ITPk]Lh' - 
[OPkllh') 2+ 
19wji 
ý-wjj,, ý- 1- 2 k=l 
1 
19 ýý f 
([TPk]Uh 
- 
[Opk]Uh )2 
(using equation (5.77)) I--, I-2 , 9wji k=l 
no ([T PAJL _ [0 k]L)2 IhPh 1! 05Pk 
h2 k=l 
0[0 kjL 
IL 
19[o 
]L IL 
ph 9[NetPk h pj h 9[NetPi h+ 
i9[Netpk ]L a[O pj ]L a[Netpj]L aWj, hhh 
no I [Opk]U)2 19 ([Tpkl Uh -h 
ý[Opk! Uh 2 
49[Opk]Uh a[Netpk]hU a[Opj]hU a[Netpj]uh 
a[Netpk]hU 19[OPjlUh a[Netpj]hu awji 
(5.91) 
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Using the appropriate branches of equations (5.47), (5.48), (5.50) and (5.51) we 
obtain: 
Mph no 19[oPjllh' [0 ]L 
- Eg pk]L [0 kjL) 
h 
__2[Opk]L 17Vkj awji JhPh O[Netpk]L O[Netpj ]L Pi h k=l hh 
no 
U U) 
O[Opk]hU 
- E([TPklh [OPklh - 17vj; j u [Opi]u 
(5.92) 
k=l 
O[Netpk]hu O[Netpjlh 
Next we use equation(5.83) to obtain: 
OEph no 1([T 
pk]L 
]L)[0 A; 
]L(l ]L) 
awji h- 
[Opk 
hph 
[Opk 
h 
17Vkj[OPjllhj(l - 
[OPjllh')IoPillhI 
no 
1: (([TPk]hU 
- 
[OPk]hU)IOPk]hU(l 
- 
[OPk]hU) 
k=l 
u 
t7Vkj [OPil 
Uh (1 
- 
[OPil D [OPil 
h (5.93) 
Finally we make use of the definition for JL pkh and 
SpUkh given by (5.88) and (5.89) 
to derive: 
Mph no 
'L - [0 ]L(l ]L) [0 L Vkj h 
[0 
hh 
(9wji 
Jpkh' 
pj pj P, 
]LI 
k=l 
no 
u fjpkh'17Vkj[oPjlhU(l 
- 
loPilhU)[OPi]Uhl (5.94) 
k=l 
Case 2: If ýV'kj ý! 0 and wji < 0: 
Mph no I ([Tp'klh - 
[OPA: lh'r I+ 
E Owp Tw ji k=l 2 
f ([TPk]Uh - [Opk]Uh )2 (using equation (5.77)) -, 1-7- 1- 2 Owis k=l 
I 
no Ia IL L)2 
E pk h 
[Opklh 
Opký h 
J. ([T 
2 k=l ýOpk hI 
19[opk 
IL i9[Netpk]L j9[O pj IL c9[Netpj]L hhhh+ 
]L 19[o 
]L 
,9 
[Netpk 
h pj O[Netpj]L IgWj, hh 
no 
19 
([Tpk]hU [opk]Uh)2 
EI -Pklh 
k=l 
510 
a[Opk]u 9[Netpk]U i9[Opj]u 9[Netpj]u hhhh 
, O[Netpk]Uh 19[OPjlhU O[Netpj]uh 9wji 
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no 
p [0 [Opj]L)[Op, ]Ul L k=l 
f 3vkhl4i 
Pj hhh 
no 
L- ]U)[0 ]LI fju fVkj[OPjlhU(l _ 
[0 
pj h pi h pkh 
- (5.95) 
k=l 
Case 3: If 27Vkj <0 and wji > 0: 
Mph a no (ITPkl'h - [OPkl'h)' 
,EI--2+ Owji Owji 
k=l 
f ([T pk]U - [0 k]U)2 
Owjj 
h2Ph (using equation (5.77)) 
k=l 
I 
no ]L)2 
19 (ITP k 
I'hr' [Opk 
h 
kl=: l 
ý[-Opklh 
0[0 kjL 
IL 
ph 
O[Netpk 
h iO[Opj]u O[Netpj]u 
]L 
hh+ 
O[NetPk h O[Opjlhu O[Netpj]hu 9wji 
no [Opk]U)2 
E 19 
([Tpk]Uh 
-h 
k=l 191OPk]hU 2 
0[0 ]L ]L IO[Opk]Uh O[Netpk]hU pj h O[Netpj h 
O[Netpk]hU 0[0 
pj 
]L 
i9[Netpj]L aWj, hh 
no 
J. LA; 
h! Vkj[Opj]U(l - 
[Opj]U)[Opi]Ul j8p 
hhh 
k=l 
no 
- 
1: [0 ]L(l 
k=l 
f Jpkhl7 
pj _ [Opj]L)[Opi]L (5.96) 
U V'kj hhh 
Case 4: If t7vkj <0 and wji < 0: 
Mph 9 no (ITPA; lh' - 
[OPkl'h)' 
.E -- 
I+ 
(9wji lowji kt 
12 
af ([T pk]U - 
[0 
k]U)2 
awjj' 
h2Ph (using equation (5.77)) 
k=l 
I 
no I ]L ]L)2 
19 ([Tpk h 
[Opk 
h 
kE=l 
2ý10ýPl 
h2 
lg[opk]L IL h 
O[Netpk O[Opj]u O[Netpj]u 
]L 
hhh+ 
, 9[Netpk O[Opj]u O[Netpj]u Owjj hhh 
no U)2 1 
19 
(ITPk]hU 
- 
[Opklh 
-IOPk]hU 2 
19[OPk]Uh O[Netpk]hU 0[0 pj 
]L O[lVetpj IL 
hh 
O[NetpA; ]u O[Opj]L O[Netpj]L OWj, 
hhh 
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no 
p = -E [Opj]U)[OpilLI 
fL U(l 6r)khwkj[Opj]h 
hh 
k=l 
no 
[0 ]L(l ]L)[0 ]Uj u_ [0 
-E 
(6pkht7vkj 
pj h pj h pi h (5.97) 
k=l 
Weight updating for Type 4 
Let us assume that the membership function of fuzzy weight Wkj is defined by s 
1 -2 parameters, and write 
(t7Vkjj WkjI -") t7" ). For example, for a triangularly shaped Vkj 
membership function, we have three parameters (tZill , t7v', iv-1) which are defined kj kj kj 
in Figure 5.7a. For a trapezoidal membership function, we have four parame- 
4) ters (61 t7Vkj which are defined in Figure 5.7b. The back-propagation kj I W! j) Wij I 
-vc 
w 
............................ 
N 
................. 
.................. Iv 
u u 
w 
kj vL IV u 
'ýýkj 
E%i Ih [%i Ih 
(a) 
, V2 `3 
ki 
............................ .......... 
h 
................... 
b 
kh 
IV IV 0wIIIw4 
ki v IV u 
b 
Ilkilb 
Figure 5.7: (a)Triangular fuzzy weight 17Vkj: (b) Trapezoidal fuzzy weight 17Vkj 
algorithm is applied to each parameter of the fuzzy weight for updating. If we 
consider the triangular membership function of the fuzzy weight as defined above, 
then the three parameters are updated using the rule 
iV-L (t + 1) _ kj t7VL 
(t) 
-770EPh kj 
191-VL 
+ Ce[iV-L (t) kj _ VL 
(t 17 ki _ 1)] (5.98) 
kj 
t7vc (t + 1) - ki 
Uph 
t-vc (t) -77 kj 8 7 c 
+ ciý'a vc (t) - kj tz vc (t - 1)] (5.99) ki t vk j 
Uph 
vu (t) - i- 
U 
w- 
U (t + 1) - t7vu (t) = -77 + aji v kj kj kj kj i9t7v u 
(t 1)] (5.100) 
k j 
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For any type of membership function of the fuzzy weight, the h-level of the fuzzy 
17V 17V weight say 17Vkj, is given by [[17Vkj]l,, [17Vkj]u] where [ kj]' and [ kj]u are the lower hhhh 
and upper limits of the h-level set of the fuzzy weight TIVkj respectively, (see Fig- 
ure 5.7). Thus, the equations for updating the weights can be rewritten to take 
into consideration the h-levels: 
t7 _71 
Vkj I Lh Mph 10[fVkj]hU 
iv-L (t + 1) VL (t) = 
Mph 19 [17 
kj]U 1917VL 
ki kj O[fV jjL 1917VL 
+ 
a[fv -1 
+ 
kh ki h ki 
a [t7VL (t) _ iV-L (t _ 1)] kj kj (5.101) 
t7VkCj(t + l)- t7vkIj(t) 
Mph 19[17vkjllh' 
-77 + 
19[Wkj]hC '917VkCj 
a[t7VkCj(t) - 'VkCj(t - 1A 
Mph 
49[fvkj]hU 
19[17 Vkj]Uh + 
197'VkCj 
(5.102) 
7 
IVL 
Mph (9[lvkj]Lh OEph 19[wkj]Uh 
17VU (t + 1) kj kj -77 + -1 + 
19[fVkj]U C9'7V-U a17V kUj h ki 19[fvkj]hU 
a[t7vkuj(t) - t7vkuj(t - 1)] (5.103) 
OEM OE 
Where , and -"ýPh are the derivatives with respect to the lower and upper fVk JI hL' OVIIAW 
17V 
rV 17V h limits of the h-level set of the fuzzy weight kj, respectively. OrVC kj kj 
j9[fVA; JIL 
Ih'7 U &[j7VjjjU 
OfVkUj 
h O[fVkl 
) 
81fVI'JIh 
and in equations (5.101) to (5.103)have to be cal- "Ll &VIC OWU kj kj kj 
culated from the relationship between the h-level set of the fuzzy weight Wkj 
and its parameters, when a particular shape of the fuzzy weight is given. As an 
example, we give the relationship between the h-level set of the triangular fuzzy 
(t7VL , t7VC , iV-U weights Wkj and its parameters kj kj kj 
L= 17VL [fvkjlh kj X (1 - h) + iv-kcj xh 
[17Vkj]uh 
= t7vkcj xh+ t7vkuj x (1 - h) 
(5.104) 
(5.105) 
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On differentiating the above two equations with respect to each parameter we get 
19[Wkj]Lh 
1917VL 
1-h (5.106) 
kj 
19[17vkjlLh 
Ot7v c 
h (5.107) 
k j 
8[17 Vkj]Lh 
=0 (5.108) 
z kuj 
IýVkjff 19[ h 
017VL =0 
(5.109) 
kj 
0[fVkj]hU 
Oz7V C h (5.110) 
k j 
0 [tVkj I Uh 
8z7V U 1-h (5.111) 
k j 
Thus on substituting the above values in equations (5.101) to (5.103) we get 
Mph 
[t7VL b t7vL (t + 1) - t7vL (t) = -77 (1-h) +a WL (t (5.112) ki ki [W j]L 
ki kj 
119 
khI 
übc (t + 1) - übc (t) = _, O 
t OEph 
h+ '9E Ph hl kj kj 0[J7V ]L o[17 kj h Vkj]Uh 
+a[t7vkcj(t) - rVki(t - 1)1 
C 
t7vkuj(t + 1) - t7VkUj(t) = -77 
Mph 
(1 - h) + a[t7vkuj(t) - t7vkuj(t - 1)] (5.114) 
1 
O[Wkj]hU 
I 
In the above example we assumed a triangular fuzzy weight. However, any type 
(shape) of fuzzy weight may be used. In general, each parameter of the fuzzy 
weight Wkj is adjusted using the following rule between the jth hidden unit and 
the kth output unit: 
.q 
0[17 Mph 19[17 
17 
vkjllj Vkj]Uh 
Vq (t + jV . 
(t) 
f DEph 
h+ 
vq a[fVkj, U ag Vq ki kj 
13[fVkj? 
h 
87Z 
kj h kj 
a [iV-q (t) _, gq (t kj v kj 
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Between the jth hidden unit and the ith input unit the following updating rule 
is used: 
Wjqi (t + 1) _ Wjqi 
(t) 
-77 
Mph O[Wjil'hE' 
+ 19Eph 
O[Wji]hU 
+ 
fa[Wjil'h 
19Wj'i 191wjilhu awji 
C, [ qi (t) _ Wjqi 
(t 
_ 1) 
] 
wj (5.116) 
Where q identifies the parameter. The derivative terms in the above equation 
show how the error signals for the h-level set propagate to the O-level of the 
a[- L ýU fuzzy weight fVkj to change W- kLj and W- kuj. The derivative terms 
WhIll- 'D(Wkl]- Ofv4q $ Otbq, $ 
hi ki 
Is h 
a[fV. i]U 
and ,ýI 
in equation (5.115) and the corresponding terms in equation awj, i Wili 
(5.116) have to be calculated depending on the shape of the fuzzY weight and on 
the relationship between the h-level set of the fuzzy weight and its parameters. 
The other derivative terms in the above equations can be calculated without 
the specification of a particular shape of the fuzzy weight. The derivative terms 
OEM OEh OE h Mph 
aý Wh i I'h'- , O[fVA; j]hU and . 9[wj, ], u are calculated 
from the input-output relations 
given by equations (5.55) - (5.61) as explained in the following. 
Type 4: Output to hidden 
Case 1: If [Wkj]rh' *:?: 0: 
jIL 
OEph no 
h4 ]L 
19-- E EpLkh (using equation (5.77)) O[Wkj 19[1ý; kj h k=l 
no ([T ]L _ 
[Opý; ]L)2 ]L IL 
=E pk 
hh IO[Opk h 
O[Netpk 
h 
, [O"]k 
Ih 
P, , 
]L 19[W j]L k=l 2 
O[Netpk 
hkh 
(5.117) 
Using the branches of equations (5.60) and (5.61) for [fVkj]" >0 we obtain: h- 
OEph no 
[T L 19 [OpjlL pk]h ]L 
J-h( [Opk 
h) O[Netpk]L [Netpk Lh 19[Wkjllh' k=l h 
11 
+ e- 
Ih 
(5.118) 
Then using equation (5.83): 
Mph no 
([T f 
-h pk]L _ 
[Opk]L) IL(l 
_ 
[0 
k]L)[0 
ILI 
O[W ]L Ejhh 
[Opk 
hph pj h 
kj h k=l 
no 
1 [0 ]L 
p pj 
hl (5.119) I-sLkh h k=l 
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If [Wkj]L < 0: Case 2: h 
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no 
ilL 
Mph Epkh (using equation (5.77)) 
19[Wkjllh' 19[Wkj h 
lk=l 
no QTpk IL - 
[Opk]L)2 IL IL 9 Ih. hh 19[opk h O[Netpk h 
2 c9[Netpk]L lg[Wkj]L k=l 
IhhI 
no 
IL ]L) 19 
1-h([Tpk 
h- 
[Opk 
h ]L LI 
lopilhul 
k=l 
a[Netpk h+ e-['etPhIh 
no 
L_ ]L)[0 A: ]L(l 
]L)[0 ]Ul 1: f-h([Tpklh [Opk 
hph 
[OPk 
h pj h 
k=l 
no 
L 
-Jpkh[Opj]uhl 
(5.120) 1: 1h 
k=l 
Case 3: If [Wkjluh ý! 
Mph no U (using equation (5.77)) I' EEpkh 
19PkiTh 191W 'llu 
I 
k=l kj hI 
no _ 
jopkIU)2 I 9[Opklu O[Netpk]u 
hhhh cl 
-7 
lh('Tpklu 
2j O[Netpk]hU 19[Wkj]Uh k=l 
ýýAkTh 
no 
1: U- [Opklu) 
91 
[Opilul 
k=l 
1-h([TPA; 
lh 
h O[Netpk], u + e-['etJ'k]hU 
h 
no 1-h([Tp,; Iu 
- 
[Opk]U)[Opk]U(l - 
[Opk]U)[Opj]Ul 
hhhhh 
k=l 
no f-3pukh[Opjluhl (5.121) 
h 
k=l 
Case 4: If [Wkj]hu < 0: 
Mph 19 
-f 
ýý 
EU (using equation (5.77)) - 12., pkhl 19[wkiff W-ki I 
ýh, 
k=l h 
no [Opý; ]U)2 Thh 19[OPk]Uh O[Netpk]Uh 9 jh([ Pk]U 
2 O[Netpkluh a[Wkj]uh k=l 
11 
no I 19 1 [0 pj ILI E -h([Tpklu - 
[Opk]U) 
O[Netpj; lu 1+ e-IN"tPklh k=l h 
no U(l U) [0 ]LI f-h([Tpklh 
- 
[OPklh 
h 
U U) Ad 
h 
[Opklh 
pj 
k=l 
no 
J_jU [0 . ]Lh 
(5.122) 
pkh P) h 
k=l 
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Type 4: Hidden to Input 
If [W j, ]L > 0: Case 1: h 
Mph a no 
j, ]L 
lEpkh + Epkhl (using equation (5.77)) 
IU 
O[W 
h 101W jilh k=l 
no IL ]L)2 ([Tpk h- [Opk h h+ 5[Wj, ]L hL ý: h k=l, [WAj] h-0 2 
U)2 [OPklh 
Lh 
([Tpk] hu 
a[W, ] jh k=l, [ ]U<o kJ h 2 
no 9 ([T pk]L _ [Opk]L)2 ýh Ihh [0 AJL Wki ]L::. o 19 Ph k= h- 2 
0[0 k]L ]L Ph i9[NetPk h 
0[0 IL ]L 
Pj h O[NetPi h 
, 9[Netpk]L O[Opj]L hh 
+ O[Netpj]L lg[Wj, ]L hhI 
no 
E 
aU T [0 ]U)2 
hAh 
Ih ([ 
Pk]u - 
]U<o k 1, [ = 
Whi 
h 
191OPklh 2 
O[Opk]u O[Netpk]u 
hh O[Opj]L i9[Netpj]L hh 
e[NetpA, ]u O[Opj]L 
hh 
]L a[W, ]L O[Netpj 
.jhI 
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(5.123) 
Using the appropriate branches of equations (5.58), (5-59), (5.60) and (5.61) we 
obtain: 
OEph no 
[T fh( 
PkIL _ 
[0 
pk]L)[Opk]L(l _ 
[Opk]L) 
[ -Wii 
]L 
hhhh 
k=l, WkJ h>0 
[W 
kj]L[O 
]L(l 
_ 
[0 ]L)[0 ]L 
h pj h pj h Pi h 
no 
fh([TpA; ]u 
- 
[Opk]U)[Opk]U(l [Opk]U)l 
hhhh 
k=l, [Wkj]u<o h 
[W 
kj]U[Opj]L(l _ 
[Opj]L)[0 ]L 
hhh Pi h 
Next using equation (5.83): 
OEph no 
[W 
no 
kj]L + 
j, ]L 
hjpLk 
hh5 plulk h 8[w 
h k=l, [Wkj]L>o 
h[Wkj]U 
Ih- 
k=l, [Wkjlhl<O 
[0 ]L(l 
_ 
[0 ]L)[0 ]L 
pj h pj h pi h 
(5.124) 
JAL [o ]L)[0 ]L 
phj 
[OPil 
h 
(1 
Pj h Pi h (5.125) 
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where 
no no 
j'A L [W L kj]L + A=E Up u kj]U (5.126) p kh h hJp(kh[W h 
k=l, [Wkj]L>o k=l, [Whj]u<o h-h 
Case 2: If [Wji]' < 0: h 
Mph a no 
(using equation (5.77)) O[W ' ýrW ý. 1ýý 
E 
(EpLk 
h+ 
EpUk 
h 
j, 
]L 
h 
alwjijh 
k =l 
no 
49 
LE 
IL 
- 
[0 k]L)2 h 
([Tpk hPh+ 
lg[W, 
] 
jh k=l, [Wkj]hLý: 0 2 
a- no 
LE 
h 
([Tpk]Uh 
- 
[OPk]Uh )2 
a[W, ] jh k=l, [Whj]u<o h 2 
no a 
L 
IL IL)2 [Tpk 
h- 
[Opk 
h Ih-( I 
g ]L>o 
[OpL. 
h k=l, IWO h- 
k] 2 
19[Opk]L O[Netpk 
]L 
hh 0[0 ]L O[Netpj]L pj hh 
]L 0[0 IL 
, 9[Netpk h pj h 
+ 
i9[Netpj]L a[Wj, ]L hhI 
no 9U - [0 A; ]U)2 ([T Ph Ih pk]Uh 
]U<o k=l, [Wkj h 
5[UPklh 
2 
19[Opk]Uh 9[Netpk]hU 19[o pj 
]L O[Netpj]L 
hh 
, O[Netpk]Uh 19[o pj 
]L 
h O[Netpj]L a[Wj, ]L hhI 
no 
pk h ([T I 
]L 
_ 
[Opk]L)[OPA; ]L(l ]L) 
hhh 
[Opk 
h 
k=l, [Whj]L>o h- 
kj]L[O ]L(l _ 
[Opj]L)[OPIUI [W 
h pj hhh 
no 
E fh([Tpk]hU 
- [Opk]hU)[OPk]hU(l - PAID 
k=l, [Wkj]hU<O 
[W kj]U[Opj]L(l _ [Opj]L)[0 JUJ hhh pi h 
no no 
h [W j]L + lu JpLk hkh hJpukh[Wki h 
hz, ý: k=l, [Wkj]h -0 
k=l, [Wkj]hu<O 
[0 ]L(l _ [0 
]L)[0 ]U 
Pj h pj h Pi h 
_ýA 
[Opj]L(l 
_ 
[o ]L)[0 ]U 
phj h pj h Pi h (5.127) 
Case 3: If [Wji] hu ': 2: 
OEph no 
1: (EpLkh + EpUkhl (using equation (5.77)) 
19[Wji]hU Olwjiih k=l, 
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no IL L)2 aEh ([Tpk h- [OPklh + 
'9[wji]Uh k=l ]L<o 
2 
llwhJ h 
no 
h 
([Tpk]Uh - 
[Opk]Uh )2 
5[Wji]hU 
k=l, [Wkj]u>o 
2 
h- 
no ([T 
PkIL _ 
[Opk]L)2 I-9 Ih. 
hhI 
JL<O 
5[OPPk]Lh 
2 k=l, lwl'J h 
19[0 pk]L i9[Netpk]L 19[Opj]u O[Netpj]u hhhh 
]L 
+ 5[NetPk 
h 19[OPjlhU D[Netpj]u 
O[Wjj]U hhI 
no [Opkl U)2 
k=l, [ 
E 
]huý: O 
ýIoPkffh 
Ih (ITPk) Uh 
2h 
Whi 
h- 
191OPk]hU 
u 
19[Opj]u i9[Netpj]u , O[Netpklh hh 
ý[Netpkff 
19[OPjlhU i9[Netpj]u 9[Wji]u hh 
no 
L IL) fh([Tpklh [Opk 
h 
[Opk 
h 
[Opk 
h 
k=l, [Wkj]L<o h 
[Wj]L[o ]U(, 
_[o 
IU)[0 IUJ 
kh pj h pj h pi h 
no 
h([Tpk]hU - 
[Opk]hU)[Opk]hU(l 
- 
[Opk]U) 
h 
k=l'1Whj1hUý-: 0 
[Wkj]Uh[Opj]hU(l 
- 
[Opj]Uh)[Opi]hUl 
no no 
8pkh[Wkill h8pk 
h 
hL 
h' +Uh 
[Wkjl U 
h" ju, ý: k=l, [Wij]h <0 k=l, [Wkj]h -0 
[ U(l U Opilh - 
(OPilUh)[Opilh 
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_jB 
[Opj]U(l 
_ 
[Opj]U)[op, ]U 
phj hhh (5.128) 
where 
no no 
jpB [W j]L +u IU hj 
hJpLk 
hkh 
hJpkh[Wkilh (5.129) 
k=l, [Wkj]L<o k=l, [Wkj]U>O hh- 
Case 4: If [Wjil' < 0: h 
Mph no LU 
TV- E 
fEpkh + Epkhl (using equation (5.77)) 
19[wji]Uh 
WPM 
k=l 
([T a pk]L [0 k]L)2 
O[Wji]hU 
L<O 
h2+ 
k="[ kAh 
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a 
U 
1 
h([TPklh' - 
[OPA; lh')' 1 
a[Wji]h 
k=lll kj]huý: O 
2 
no 9- E ([T IL _ U)2 Ih pk h lOPk]h I 
k=l, [ ]L<o 
ýIoPklhk 
Whi h 
2 
]L 
'9[Opk]Uh i9[NetPk h 
0[0 ]U 
Pj h 
a[Netpk]L O[Opj]U hh 9[Netpj]u 9[Wji]u 
+ 
hhI 
h 
lOPk]Uh no 19 Ih ([Tpk]U )2 E 
k=l, [ ]U>o 
ý10P)klh 
WO 
h- 
2 
O[Opk]U O[Netpk]U hh 9[Opj]u O[Netpjlu hh 
O[Netpk]hU 9[Opj]u h O[Netpj]u O[Wji]u hhI 
no 
PA; [T E fh( IL JL)[O k]L(l ]L) h [Opk hph [Opk h 
k=l, [Wkj]L<O h 
[Wj]L[o JU(1_[o ]U)[0 ]LI 
kh Pj h pj h Pi h 
no 
h([Tpk]u - 
[Opk]U) [Opk]U(l 
- 
(Opk]U) 
hhhh 
k=ll1Wkj1hUý-: 0 
[Wkj]hU[OPjlhU(l 
- 
[Opj]hU)[Opi]hLI 
no no 
L+ hjpLkh[w U hJpLLkhlwkjlh u kilh 
lk="[WkJlhL<o 
k=ll1Whj1hUý-: 0 
L [OPilhU(l 
- 
[OPilhU)[OPilh 
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J -B 
uuL 
plhj 
OPi 
h 
OPi 
h) 
OPil 
h (5.130) 
5.7.3 The Algorithm 
Let us say that we have m input-output pairs (Xp, Tp), p=1,2, ... ' m of the fuzzy 
vectors as training data and n values for h (i. e. hl, h2s .... 
h,, ) are used for learning 
by the fuzzy neural network. That is, n values if h are employed for measuring 
the difference between the fuzzy output Opk and fuzzy target Tpk in the cost func- 
tion defined by equation (5.77). The learning algorithm consists of the following 
steps: 
Step 1: Initialise the fuzzy weights and the fuzzy biases. 
Step 2: Repeat the following procedure for p=1,2 . ..... m 
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Forward calculation: Calculate the h-level set of the fuzzy output vector Opk 
corresponding to the fuzzy input vector Xp. 
Back-propagation: Update the fuzzy weights and fuzzy biases using the cost func- 
tion Eph given by equation (5.77) and equations (5.115) and (5.116). 
Step 3: If a prespecified stopping condition is not satisfied, go to Step 1. 
5.8 Conclusions 
From the different fuzzy neural networks discussed above, the fuzzy neural net- 
work proposed by Ishibuchi et al [37] seems appropriate to our problem. This 
network has been successfully applied to other problems, like design of industrial 
roofs [78], risk of desertification of a burnt forest [3] and also in evaluating slope 
stability [69]. The unique feature which this particular fuzzy neural network has 
is that fuzzy numbers (intervals) are propagated through the neural network in- 
stead of membership functions of the input parameters so that the network learns 
the relationship between input and the output membership functions. Next, we 
apply this network to calculate the landslide warning scores, the details of which 
are given in the next chapter. 
Chapter 6 
Application of a Fuzzy neural 
network to Landslide Warning 
6.1 Introduction 
In chapter 4 we saw how to fuzzify the parameters that affect landslides and 
how to combine them according to the rules supplied by the experts to create 
a warning score. However, the rules supplied by the experts should not always 
be considered as absolute truths and unquestionable. Indeed, during the process 
of this project the rules were often modified by the experts. In this chapter we 
build a fuzzy neural network to deal with the problem. No attempt is made to 
implement the rules of the experts directly. Instead, we give to the network all 
relevant factors that aggravate landslides and train it to respond with a certain 
value of membership to the class "high warning" (worst score). So, in this chapter 
we explain how to adapt the fuzzy neural network defined in chapter 5 to produce 
landslide warning maps. The inputs to this model are the same as the inputs to 
the expert system. We use the intervals corresponding to the various levels of the 
values of the membership functions of the input parameters to train the network, 
so that they are mapped to a fuzzy target output. However, our first task is to 
find a way to define this fuzzy target output using the dependences the experts 
expressed by their rules. Once this target output is defined, the rules of the 
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6.2. Defining the Fuzzy Target Output 161 
experts are not used any further. The neural network takes over the task to map 
raw input values to this fuzzy output. 
6.2 Deflning the Fuzzy Target Output 
Equation (4.11) for landslide warning (crisp approach) is now used to define the 
fuzzy target output. As we have to propagate intervals through the network, we 
want to use this equation to perform interval arithmetic so that the intervals of 
uncertainty in the input factors are translated to an interval of uncertainty in 
the output score. Interval arithmetic has some very simple rules of propagation 
through arithmetic operations, which were summarised in section 5.5. However, 
formula (4.11) contains a threshold operation expressed by the use of function 
u(x). There is no obvious way of propagating an interval through this function. 
So, for the purpose of performing interval arithmetic, we replace the unit step 
function u(x) in equation (4.11) with the sigmoid function: 
+1 e--- 
Then equation (4.11) takes the form: 
Landslide Warning [sll, slu] xf [CLUI, CLUu] + [Ral, Rau] + [PS1, PSu] 
+[1 -f [[CLUI, CLUu] + [Ral, Rau] + [PSI, PSufl x 
[Erl, Eru]} 
(6.2) 
where [sII, slu] are the lower and upper limits of the slope score interval, [CLU1, CLUu] 
are the lower and upper limits of the change of landuse score interval, [Ral, Rau] 
are the lower and upper limits of the rainfall score interval, [PSI, PSuj are the 
lower and upper limits of the permanent scatterers score interval, and [Erl, Eru] 
are the lower and upper limits of the earthquake score interval, respectively. We 
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know how to propagate an interval through this function and so we have a mech- 
anism to translate intervals of the input parameters to output score intervals. 
The next issue is to create the intervals of each parameter we wish to use as 
input, using an appropriately defined membership function. Since we want to 
propagate (and produce) score intervals through equation (6.2), we must treat 
each factor that enters this equation as a score which indicates by how much the 
classified pixel belongs to the class "high warning". The only exception is slope 
which is not exactly a score but a moderating factor which in the crisp case takes 
value either 0 or 1 and in the fuzzy case takes values between 0 and 1. We know 
that if it is 1, it contributes to landslide warning. So, for this factor we create 
the membership function shown in Figure 6.1. Note that the input (horizontal 
axis) is the "score" of parameter slope (equivalent to its membership to the class 
"steep slope") and output (vertical axis) its membership to class "high warning". 
The factor "land use change" could supply a score of +1,0 or -1. So for this 
factor we defined the membership to class "high warning" as shown in Figure 
6.2. The remaining factors, namely rainfall, earthquake and permanent scatterers 
contribute with a score either 0 or -1. So the membership functions of these 
scores to the class "high warning" are defined as shown in Figures 6.3-6.5. 
The intervals of these level sets are used in formula (6.2) in order to calculate the 
level sets to the class "high warning" by propagating them through the formula 
using the rules of section 5.5. The output membership function computed this 
way is shown in Figure 6.6. 
To give a clear idea on the interval arithmetic we use to calculate the output, we 
give here an example: 
Consider that we have to define the fuzzy output for h=0.4. We read the interval 
values of the membership functions of the various parameters at h=0.4 (i. e. mem- 
bership function value read on the ver#cal axes of Figures 6.1-6.5) and calculate 
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the fuzzy warning score as: 
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Landslide Warning = [0.4,1] xf [-1,0.2] + [-1, -0.4] + [-1, -0.4] 
[1 -ff [-1,0.2] + [-1, -0.4] + [-1, -0.4]1] x [-I, -0.4]} 
= [0.4,1] x J[-3, -0-6] + [1 - [0.047,0.354]] x [-1, -0-4]1 
= [0.4,1] x J[-3, -0.6] + [-0.953, -0.258]1 
= [0.4,1] x [-3.95, -0.585] 
= [-3.95, -0.34] (6.3) 
Thus, the fuzzy output at h=0.4 is [-3-95, -0.34]. We can calculate the fuzzy 
output for other h in a similar way. 
The level sets we compute constitute the fuzzy target output. The fuzzy neural 
network is to be trained to map the fuzzy input parameters (not their scores) to 
the fuzzy target output, the details of which are discussed next. 
Figure 6.1: Membership function of slope score to the class high warning 
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Figure 6.2: Membership function of change of land use score to the class high 
warning 
Figure 6.3: Membership function of rainfall score to the class high warning 
6.3 Fuzzy neural network 
The fuzzy neural network is designed according to the model defined in chapter 
5. Before arriving at the final design presented here many other models were 
proposed, one of them had been presented in [651 but had to be discarded due to 
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Figure 6.4: Membership function of permanent scatterers score to the class high 
warning 
Figure 6.5: Membership function of earthquake score to the class high warning 
unavailability of the data. The fuzzy neural network consists of 7 input units (i), 
7 hidden units (j) and one output unit (k). Figure 6.7 shows a schematic diagram 
of the fuzzy neural network used in this study. The 7 input nodes correspond 
to the number of parameters used. Since the output will be membership to 
the "high warning" class, we use as input parameters all those that tend to 
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Figure 6.6: Membership function score of class high warning 
cause a landslide. For example, for factor "rainfall", we use the membership 
function to class "above average" (shown in Figure 4.4) because it is when it 
is above average that rainfall contributes to the creation of a landslide. In a 
similar way, for factor "permanent scatterers" we use the membership function 
to class "moving" (shown in Figure 4.5) because only when they move to they 
indicate an imminent landslide. For slope the membership function to "steep 
slope" shown in Figure 4.1 is used. We use one node to input the distance from 
the crown of an old nearby landslide (shown in Figure 4.3) and two nodes for 
the distance from the epicentre of a recent earthquake, one for each of the two 
possible relevant membership functions, shown in Figure 4.6. The last of the 7 
nodes is used for land use change. This factor is not numeric. However it comes 
in three categories: changes that favour a landslide; changes that are indifferent 
to landslides and changes that help avoid landslides. So for this factor we use 
the membership function shown in Figure 6.2. The use of this function allows us 
to create the level sets which we shall propagate through the neural network in 
order to train it. In practice, the input variable will be discrete, taking one of the 
three possible values, namely favouring landslide change (-1), indifferent change 
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(0) and against landslides (+1). 
The hidden layer of the network consist of 7 neurons as well. The output is a 
single neuron, the values of which will indicate the membership of the region to 
class "high warning". The fuzzy neural network is a fully connected network and 
the connection weights and the biases are crisp numbers. 
Now we are ready to train the neural network by propagating the h-level sets 
defined from the membership function of the raw input parameters we identified 
here. 
6.3.1 M-aining Phase 
The training phase proposed in this study is quite different from the traditional 
approaches. While training the network most of the authors [69] [7] [55] adopt the 
training method in which some percentage of the pixels belonging study area is 
used. And some times in order to get appropriate results more regression training 
is required in which almost 50% of the pixels are used for training. But in the 
present study we are not trying to match the patterns in parameters leading to 
landslides but all possible combinations are proposed to be used. So instead of 
training the network with specific patterns, the procedure involves maximising 
the membership functions (formula) defined for all the parameters. 
In the training phase we present the h-level sets of the input parameters to the 
fuzzy neural network and map them to the h-level sets of the fuzzy output, which 
in our case is the membership function to the class "high warning". We fixed 
the h-level sets for six values, namely 0,0.2,0.4,0.6,0.8 and 1. The weights 
and biases for the network were initially given random values. The values of 77 
and a were fixed to be 0.5 and 0.8 respectively, after trial and error. The actual 
output from the network was compared with the target output for every h-level 
and using the back propagation algorithm described in chapter 5 the weights 
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and biases were adjusted to reduce the error. Figure 6.8 shows the actual fuzzy 
output after 100 and 40,000 training iterations, respectively. Figure 6.9 shows 
Rainfall (abow avi 
Femanent Scarterers (mo, 
Slope ( 
Wýing 
Earthquake 
Earthquake 
Change of 1ý 
Figure 6.7: Fuzzy neural network 
Figure 6.8: Fuzzy Output after 100 and 40,000 iterations 
the decrease in total squared error with increase in number of iterations. 
tnput Units Hidden Units 
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Figure 6.9: Total squared error during training of the fuzzy neural network 
6.3.2 Testing Phase and Results 
Once the network has been trained, I use it to create warning maps for land- 
slides. We give as input the attributes of each pixel and we obtain as output its 
membership to class "high warning". We assess the accuracy of these results by 
checking whether the actual landslide occurred among the X% pixels with the 
highest membership function to class "high warning". We create 16 landslide 
warning maps, the results of which are given in Table 6.1. We make a compar- 
ison of results of the fuzzy neural network with the other two approaches used 
in this thesis by plotting the number of recorded landslides versus X% of the 
pixels with the highest warning values. It can be seen from Figure 6.10 that 13 
landslides could be predicted within the 5% pixels with the highest values of the 
membership function to class "high warning". The resulting fuzzy warning maps 
are shown in Figures 6.11-6.24. These maps represent the membership function 
to class high warning ranging from 0 to 1, and show superimposed the polygon 
of the corresponding landslide. 
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Figure 6.10: Comparison between the Crisp, Fuzzy and Fuzzy neural network 
approaches 
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Figure 6.11: Fuzzy warning map for March 1994. The polygon of the real landslide 
is superimposed. 
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Figure 6.12: Fuzzy warning map for October 1994. The polygon of the real land- 
slide is superimposed. 
6.4 Conclusions and discussion 
Figure 6.10 shows that the fuzzy neural network we designed gave better results 
than the previous two approaches in this thesis. Though the fuzzy neural net- 
work did not use explicitly the expert rules, it could be trained to predict the 
landslides with more specificity. Some of the errors in the prediction might have 
been caused by two other factors, beyond our control: 
1) The data had been geocoded using a large scale which might cause significant 
local errors. 
2) The dates of some landslides were not accurately specified, creating an ambi- 
guity as to which rainfall map, for example, should be used. 
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Figure 6.13: Fuzzy warning map for August 1995. The polygon of the real landslide 
is superimposed. 
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Figure 6.14: Fuzzy warning map for November 1995. The polygon of the real 
landslide is superimposed. 
6.4. Conclusions and discussion 174 
4L 
a I . 
.I.? I. ? ?p ow . .. I I 
kf 
010 
Figure 6.15: Fuzzy warning map for March 1996. The polygon of the real landslide 
is superimposed. 
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Figure 6.16: Fuzzy warning map for April 1996. The polygon of the real landslide 
is superimposed. 
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Figure 6.17: Fuzzy warning map for October 1996. The polygon of the real land- 
slide is superimposed. 
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Figure 6.18: Fuzzy warning map for February 1997. The polygon of the real 
landslide is superimposed. 
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Figure 6.19: Fuzzy warning map for May 1997. The polygon of the real landslide 
is superimposed. 
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Figure 6.20: Puzzy warning map for October 1997. The polygon of the real land- 
slide is superimposed. 
6.4. Conclusions and discussion 177 
1 
, 
10 
Figure 6.21: Fuzzy warning map for April 1998. The polygons of the real landslides 
are superimposed. 
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Figure 6.22: Fuzzy warning map for June 1998. The polygon of the real landslide 
is superimposed. 
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Figure 6.23: Fuzzy warning map for January 1999. The polygon of the real land- 
slide is superimposed. 
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Figure 6.24: Fuzzy warning map for April 2000. The polygon of the real landslide 
is superimposed. 
Chapter 7 
Conclusions and future work 
7.1 Summary and Conclusions 
In this thesis a unique method which would consider both permanent and change- 
able (differential) influencing factors for creating landslide warning maps is pro- 
posed. Rom the permanent factors, namely geology and history of landslides, 
the severity of landslide maps which express the severity of the event should the 
event happen was created. From the changeable factors, namely change of land 
use, moving permanent scatterers, rainfall and earthquake, the landslide warning 
maps was created. Finally, by invoking the psychophysical law of Weber-Fechner 
the above two maps were combined to produce the landslide alert maps. An ex- 
pert system for creating these three types of map was designed and tested against 
16 landslides that occurred in the recent years in the area of Caramanico Terme, 
Italy. The result produced by this expert system was considered acceptable for 
the regional scale with 50% of the test landslides predicted within 5% pixels with 
the worst score and 69% within 10% of the pixels with the worst score. 
It was thought that taking into consideration the cumulative effect of change of 
land use over several years might improve the results. However the results were 
not better than the previous ones. This method predicted only 38% of the test 
landslides within 10% of the pixels with the worst score. So, this was abandoned 
179 
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for the rest of the thesis. The alert maps produced could not be tested against 
any records because no records existed concerning the severity of the damage 
caused and the magnitude of each event. So, also for the rest of the thesis no 
severity or alert maps were considered. I concentrated on producing improved 
warning maps. 
The main drawback of the crisp approach was that it used values of the input 
parameters which contained errors and uncertainties that were ignored. So pro- 
ceeded with the use of a fuzzy approach to improve the system. 
The fuzzy approach which takes into consideration the errors and uncertainties 
in the data has been very effective. This was evident from the improved results. 
At the first instance, the formula used to produce the crisp warning scores was 
modified to introduce the fuzzy membership functions of the input parameters. 
Using this approach 75% of the test landslides were predicted within 5% and 
10% of the pixels with the worst score. This fuzzy system designed was not too 
complicated either in theory or in application. 
Even though we considered the errors and the uncertainties in the input parame- 
ters, there was still ambiguity in the expert's rules. To resolve this problem, the 
use of a fuzzy neural network was considered. The fuzzy neural network designed 
for this specific study did improve the results compared with the crisp and fuzzy 
formula approach. The fuzzy neural network predicted 81% of the test landslides 
within 5% and 10% of the pixels with worst score. The relative importance of 
each input parameter was given by the weights of the network rather than the 
expert rules. Though training of a fuzzy neural network is a tedious process, once 
the network is trained it is quite efficient. 
Overall the best method to create landslide warning map was considered to be 
the fuzzy formula approach which uses the fuzzified formula of the expert rules. 
The main reason for this conclusion is that this approach is very flexible so that 
we can add or remove any input parameters which are considered relevant or 
1. Summary and Conclusions 181 
irrelevant to landslide studies by just changing the formula used to calculate the 
fuzzy warning scores. This flexibility is not possible in the case of the fuzzy neural 
network even though it produced better results. If any input parameter had to 
be include or exclude in the fuzzy neural network, the whole architecture of the 
neural network had to be modified and trained over again. And this was a time 
consuming process. Also the running time for the fuzzy formula approach was 
much less than that of the fuzzy neural network. 
Table 7.1 compares the prediction rates of landslide of our three systems with 
those of other studies found in the literature. This table shows that our results 
are comparable with other published results. Most of the authors in Table 7.1 
Authors I Approach I Number of 
landslides 
Percentage of 
prediction 
Chung and Fabbri [18) Fuzzy 97 72 
Ercanoglu and 
Gokceoglu [25] Fuzzy 57 93 
Arora et al[7] Neural network 53 80 
Moreiras [64] Phenomenological 200 83 
Present Crisp 16 50 
Present Fuzzy formula 16 75 
Present Fuzzy Neural Network 16 81 
Table 7.1: Comparison of % of prediction of these three systems with 
existing models 
predicted the results in terms of percentage of area belonging to class high warning 
and the number of landslides predicted in that class. For example Ercanoglu 
and Gokceoglu say that 53 out of 57 landslides fall under high and very high 
susceptible zones with the area of high and very high susceptible zones being 29 
km' and 24 km 2, respectively. 
However these models have to be applied to other study areas to check their 
generalisation capability. 
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7.2 Future work 
The approaches used in this thesis seem to have great potential for future studies 
as we have not reached a dead end of the road but a junction. There are still 
many questions to be answered: " Is there any way to represent the reliability 
of the expert rules used? ", "Which other ways of combining the fuzzy input 
parameters may be used? ", "Is there any method of training the fuzzy neural 
network other than the back-propagation algorithm? ". One possible answer to 
the first question is the use of certainty factors (CF) which can be added to the 
expert rules [10][73]. A certainty factor is used to express how accurate, truthful 
or reliable the judgement can be and is based on measures of belief or disbelief of 
a hypothesis given the evidence. We can calculate the CF associated with each 
input layer and then combine them. The fuzzy neural network investigated in 
this thesis can also be modified to learn the expert rules and also include the 
certainty factor associated with each rule. The certainty factor can be used as 
the weight of the rule. So, the cost function defined in equation (5.77) could be 
modified for this purpose. There is evidence in the literature that such a model 
can handle conflict in evidence very well [73][42][411. In addition, recently the 
back-propagation algorithm could be replaced by a genetic algorithm [83][40] so 
it would also be very interesting to see how this can be used in our problem. There 
are of course other types of fuzzy neural networks like min - max fuzzy neural 
networks and, self-organising fuzzy neural networks which could be investigated 
using the available set of expert rules and data. 
In the fuzzy approach we used mathematical addition, multiplication to combine 
the fuzzy input parameters. Instead we could have used other fuzzy operators 
like min, max, algebraic product, algebraic sum, and other aggregation operators 
like T-norms and T-conorms. 
Another method identified to deal with uncertainty and "lack of specificity" con- 
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ditions in the expert rules is the fuzzy Dempster-Shafer approach. The Dempster- 
Shafer theory, also known as the theory of belief function, is a generalisation of 
the Bayesian theory of subjective probability. We have to obtain the degree of 
belief (using a belief function) for one question from subjective probabilities for 
a related question and combine the belief function using Dempster's rule of com- 
bination. Thus we can evaluate the belief in evidence using the two approaches. 
Finally, in both our fuzzy approaches the geology of a region was totally ignored. 
This was because the experts had given us information concerning only the sever- 
ity of the possible event rather than the influence of geology in causing an event. 
In a future study the geological factors may be included as input factors of the 
fuzzy neural network. 
Appendix A 
List of Publications 
Some portions of the work from this thesis are published and presented. They 
are: 
9 Kavitha Muthu and Maria Petrou (2002), "Approaches to Landslide Hazard 
Mapping", Technical Report- VSSP-TR-2/2002, University of Surrey. 
* Kavitha Muthu and Maria Petrou (2004), "A tutorial on fuzzy neural net- 
works", Technical Report- VSSP-TR-2/2004, University of Surrey. 
9 Kavitha Muthu and Maria Petrou (2004), "Landslide Hazard Mapping us- 
ing GIS and a fuzzy neural networY', 11th SPIE International Symposium 
on Remote Sensing, September 13-16, Gran Canaria, Spain. 
o Kavitha Muthu and Maria Petrou (2005), "An expert system for landslide 
warning and alert maps", IEEE Transactions on Geoscience and Remote 
Sensing [submitted]. 
e Kavitha Muthu, Maria Petrou, Cristina Tarantino and Palma Blonda (2006), 
"A fuzzy approach to landslide warning map creation", IEEE TYansactions 
on Geoscience and Remote Sensing [in preperation]. 
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