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Table des notations
Nous utiliserons les notations suivantes tout au long du travail :
llΩ(X,χ) Ensemble des points de X qui sont semi-localement simplement χ-abrasifs
Ω Sous-ensemble ouvert de Rn
Λ Ensemble des noeuds MLS ( y compris le bord)
C0(Ω) Ensemble des fonctions continues jusqu'au bord
NP Cardinal de l'ensemble
p Entier naturel correpondant au degré de reproduction
Λd Ensemble des noeuds situés sur ∂Ω
Λi Ensemble des noeuds situés dans Ω
ψI et i Fonctions de forme
uex solution exacte d'un problème issu de la physique
ui désignera une valeur à approximer. Ce sera soit une valeur analytique :u
ex(xi)
soit une valeur obtenue numériquement : unum(xi)
uapp Approximation MLS obtenue à partir des ui
uappnum Approximation MLS obtenue à partir des valeurs nodales numériques
uappex Approximation MLS obtenue à partir des valeurs exactes. W ou w ou φ Fonc-
tion noyau
a Coeﬃcient de dilatation
ρ Taille du support
T Solution issue du problème de l'équation de la chaleur
∆t Pas de temps pour les simulations
C.F.L. Condition de Courant-Friedrichs-Levy
h raﬃnement
V(x) Voisinage du point x
M (x) Matrice moment évaluée en x
A Matrice de collocation pour les fonctions de forme
B Matrice contenant les modes propres dominants pour la P.O.D.
λmax Valeur propre associée au mode propre dominant issu de la POD
V Espace de dimension ﬁnie des fonctions déﬁnies sur Λ
Lp(Ω)Ensemble des fonctions de puissance p intégrable sur le domaine Ω
M nombre de pas de temps sur un intervalle de temps
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1.1 Les méthodes sans maillage
Actuellement, le domaine de l'ingéniérie physique va vers un besoin croissant
d'outils de simulation et fabrication assistés par ordinateur. Des techniques de si-
mulation numérique basées sur des développements analytiques souvent importants,
sont mises en oeuvre au sein de ces outils. Le but de ces outils peut être de résoudre
de manière approchée, des équations issues de la physique : les équations hyperbo-
liques du premier ordre comme l'équation de transport, des équations hyperboliques
du second ordre comme l'équation des ondes, ou des équations paraboliques comme
l'équation de la chaleur pour citer des exemples importants. De nos jours, la tech-
nique la plus mise en oeuvre au sein des codes industriels est la méthode des éléments
ﬁnis (FEM)[15]. La méthode des éléments ﬁnis utilise dans son procédé, un maillage.
Il s'agit principalement de découper le domaine d'étude en de petites parties. L'ap-
proximation éléments ﬁnis dépend de ce maillage. Dans certains problèmes issus des
équations de la physique, comme dans le cas des problèmes en grandes transfor-
mations, le maillage est amené à être modiﬁé complètement. Le problème qui se
pose alors est le transfert eﬃcace vers les nouveux noeuds du nouveau maillage des
valeurs. Les méthodes sans maillage se proposent notamment de pallier en bonne
partie à ce type de problème, et cela est dû à la facilité de remailler dynamiquement.
C'est dans les années 60-70 que les méthodes sans maillage sont nées. C'est la mé-
thode SPH qui devient la première méthode sans maillage. Une des forces majeures
de cette méthode est sa capacité à fournir des fonctions de forme ayant des pro-
priétés de régularité hautement intéréssantes. Typiquement, en méthode FEM, les
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fonctions chapeaux classiques sont H1, mais ne sont pas dérivables. Ainsi, on peut
se permettre d'introduire cette approxmimation dans la formulation forte de notre
équation alors que l'on ne peut se permettre de dériver en tout point l'approximation
FEM.Ces méthodes sont particulièrement adaptées au traitement des problèmes de
ﬁssuration, d'adaptativité et de grandes transformations. Plusieurs méthodes ont
été développées telles que la 'Smooth Particle Hydrodynamics (SPH)[31][44][30][21],
la diﬀuse element method (DEM)[54],l'Element Free Galerkin (EFG)[8][5][6]. Ces
méthodes ont été développées de manière progressive, répondant à des besoins de la
physique. En particulier, la méthode SPH fut la première de ces méthodes, elle fut
développée sous l'impulsion de Monaghan en 1977. Plus tard en 1991, c'est Nayroles,
Touzot Et Villon qui mirent au point la méthode aujourd'hui appelée MLS(moving
least square) qui est l'objet de cette thèse. Une des forces de cette méthode étant que
une fois les fonctions de forme obtenues, il est possible, en résolution, de les dériver
de manière exacte. Pour notre part, nous allons tenter d'apporter une contribution
à la compréhension de cette méthode MLS et en donner un certain nombre d'appli-
cations, dans le contexte plus précis de la collocation par points, et les résultats en
régime transitoire étant donnés pour le cas d'une équation hyperbolique du premier
ordre : l'équation de la chaleur.
1.2 Organisation du mémoire
Pour répondre à la problématique donnée, nous allons : dans la première partie,
présenter la méthode MLS
-Ensuite nous allons déﬁnir les normes dans lesquels nous allons eﬀectuer nos simu-
lations numériques.
-Après cela, nous allons présenter les diﬀérentes méthodes de résolution numériques
-Puis, nous allons aborder le cas de la convergence en résolution dans le contexte de
l'équation de Laplace.
Après, il va être question du cas particulier des fonctions à dérivées discontinues,
avec en particulier un résultat de convergence sur le cas de fonctions assez régulières
Cp. Nous montrons également que dans le cas où la base est enrichie par une fonc-
tion Heaviside pondérée par un monôme de degré adapté, le taux de convergence
est rendu oprimal.
-Dans le chapitre suivant, nous aborderons l'étude temporelle de l'équation de la
chaleur, dans le cadre de la méthode de collocation. Des résultats de simulation se-
ront donnés. Nous verrons que contrairement au cas des éléments ﬁnis, nous aurons
une condition de stabiblité à vériﬁer.
-La partie suivante va être consacré à la réduction de modèles. Après avoir rappelé
le principe de la méthode, nous allons mettre en oeuvez numériquement la méthode
POD appliquée à l'équation de la chaleur. Après l'avoir fait, nous prouvons la conver-
gence de cette méthode. A ce stade, on n'a pas encore enrichi la base.
-Dans le chapitre suivant, nous nous proposons d'enrichir la base de reproduction
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à l'aide des modes propres obtenus par la POD et nous proposons également de
donner des justiﬁcations analytiques.
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2.1 Introduction à la méthode MLS
Actuellement de nombreuses méthodes utilisant le principe de la méthode élé-
ments ﬁnis sont mises en oeuvre. La naissance des méthodes sans maillage et en
particulier de la méthode MLS est venue résoudre un certain nombre de problèmes
dans le cas de problèmes en grande transformation par exemple. Nous allons ci-après
rappeler la déﬁnition de la méthode MLS, objet de notre thèse. Ensuite, nous allons
rappeler le théorème fondamental de Weierstrass qui sous-tend les méthodes sans
maillage. Ensuite, nous déﬁnissons la fonctionnelle qui nous permet par minimisa-
tion d'obtenir l'approximation MLS. Nous évoquons la propriété fondamentale de
consistance des méthodes sans maillage. Enﬁn, nous représentons un exemple de
fonction de forme.
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2.2 Déﬁnition de l'approximation MLS
Dans le préambule de cette thèse, nous avons rappelé un certain de méthodes
de la gamme des méthodes sans maillages(meshless methods ou meshfree methods).
Notre thèse porte sur une d'entre elles plus précisément. C'est la méthode MLS,
qui signiﬁe `Moving Least Square', ce qui de manière littérale signiﬁe, moindres
carrés mobiles. Nous allons avant de présenter cette méthode, rappeler un théorème
fondamental, qui est un théorème d'approximation. C'est le théorème de Weierstrass.
C'est le théorème sous-jacent aux méthodes sans maillage.
2.3 Rappel du théorème de Weierstrass
Théorème 1. (Rappel) Soit K un compact et f une fonction continue de K dans
R, alors ∃(Pn)n∈N qui converge uniformément vers f .
On rappelle par ailleurs qu'une suite de fonctions converge uniformément si et
seulement si :
lim
n−→+∞
‖Pn − f‖∞ = 0 (2.1)
2.4 Déﬁnition de l'approximation MLS locale
MLS signiﬁe Moving Least Square(moindre carrés mobiles). Le principe est de
construire, localement, une approximation, puis de faire en sorte que cette approxi-
mation, soit, en norme L2 discrète par exemple, la meilleure possible. Elle n'interpole
pas à priori les valeurs exactes, mais elle les approxime, contrairement à une inter-
polation polynomiale classique où par exemple, on interpole n + 1 valeurs exactes
par un polynôme de degré n.
∀x, et en ayant en tête le théorème de Weierstrass, nous deﬁnissons une fonction v
dans une boule de centre x et de rayon ρ = ah :
v(x, y) =
p∑
j=0
aj(x)
(
x− y
ah
)j
= P T
(
x− y
ah
)
a(x) (2.2)
Cette fonction v est une somme de monômes de degré echelonné, pondérés par des
coeﬃcients aj dont on cherche la valeur localement.
W est la fonction noyau choisie.
Λ = xi(1≤i≤NP ) est l'ensemble des noeuds MLS de discrétisation.
Λb = xi(1≤i≤NP ) est l'ensemble des noeuds MLS de discrétisation placés sur le bord.
Λi = xi(1≤i≤NP ) est l'ensemble des noeuds MLS de discrétisation à l'intérieur.
Ainsi :
Λ = ΛbΛi (2.3)
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De manière générale, l'approximation MLS est fournie après minimisation de la
fonctionnelle MLS ([61]). Cette fonctionnelle est déﬁnie par :
J(a) =
1
2
∑
j∈V (x)
W (xj, x) (v(x,xj)− uj)2 (2.4)
=
1
2
aTA(x)a−BT (x)a+ reste (2.5)
où le reste ne dépend pas de a. La famille des réèls uj à approximer, pourra désigner,
selon le contexte où la valeurs analytique u(xj) ou la valeur obtenue numériquement
au point xj, u
num(xj). Nous insistons sur cette diﬀérence car nos travaux vont es-
sentiellement porter sur la collocation. A cet eﬀet, les valeurs à approximer uiseront
des valeurs nodales obtenues soit de manière analytiques uex(xi), soit des valeurs
obtenues numériquement unum(xi).
A(x) =
∑
j∈V (x)
W (xj,x)P (
x− xj
ah
)P (
x− xj
ah
)T = P W PT (2.6)
A(x) est appelée matrice moment MLS.
B(x) =
∑
j∈V (x)
W (xj,x)ujP (
x− xj
ah
) = P W U (2.7)
P =

1 1 1 . . . 1
x− x1 x− x2 x− x3 . . . x− xNP
...
...
...
...
...
(x− x1)p (x− x2)p (x− x3)p . . . . . . (x− xNP )p
 (2.8)
W = diag

w(x− x1) 0 0 . . . 0
0 w(x− x2) 0 . . . 0
...
...
...
...
...
0 . . . . . . . . . . . . w(x− xNP )
 (2.9)
U =

u1
u2
...
uNP
 (2.10)
Selon le contexte, U désignera soit :
U exΛ =

uex(x1)
uex(x2)
...
uex(xNP )
 UnumΛ =

unum(x1)
unum(x2)
...
unum(xNP )
 (2.11)
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W est la fonction noyau choisie. C'est une pseudo-fenêtre qui vient précisément
localiser l'approximation dans la boule déﬁnie auparavant. Dans ces conditions, V (x)
désigne le sous-ensemble d'indices associés aux noeuds dont les supports contiennent
le point x. Des études plus poussées sur la topologie des nuages de point pour les
meshless methods ont été menées dans [63] par exemple.
Déﬁnition 1. (déﬁnition de la connectivité d'un point x) On appelle connectivité
d'un point x, l'ensemble des noeuds dont le support contient le point x. On la note
V (x). Dans notre travail, nous appelerons cet ensemble un voisinage de x.
En général, on fait une hypothèse pour dire que :
∀x ∈ Ω, Nmin ≤ card(V (x)) ≤ Nmax (2.12)
ce qui veut dire que le cardinal d'une connectivité est un entier borné uniformément
et
2.5 Condition d'optimalité
Après avoir présenté la fonctionnelle à minimiser, nous présentons la condition
nécéssaire d'optimalité de la fonctionnelle J, qui est :
A a = B (2.13)
Démonstration. En eﬀet, on rappelle que la dérivéé directionnelle dans la direction
δa s'écrit
J(a+ tδa)− J(a)
t
=
1
2t
((a+ tδa)A(a+ tδa)− (a)A(a)) (2.14)
=
[
aTAδa−BT δa]+ o(t) (2.15)
L'optimalité de la fonctionnelle J implique que :
J(a+ tδa)− J(a)
t
= 0 ∀δa (2.16)
Nous travaillons dans un espace vectoriel de dimension ﬁnie donc
J ′(a)δa = 0 ∀δa ⇒ Aa(x) = B (2.17)
Une fois a(x) obtenu, on donne la déﬁnition de l'approximation MLS. L'idée est
de faire tendre le y contenu dans la boule vers x :
uapp(x) = lim
y→x
v(x, y) = P T (0)a(x) (2.18)
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donc l'approximation s'écrit
uapp(x) = P T (0)a(x) (2.19)
= P T (x)A−1(x)B(x) (2.20)
= P T (0)A−1(x)
∑
j∈V (x)
W (xj,x)ujP (
xj − x
ρ
) (2.21)
=
∑
j∈V (x)
ujψj(x) (2.22)
où les ψi sont appelées fonctions de forme MLS et s'écrivent
ψi(x) = W (x,xi)P
T (0)A−1(x)P (
xi − x
ah
) (2.23)
2.6 Dérivées diﬀuses et dérivées classiques des fonc-
tions de forme
Nous consacrons ce paragraphe à un rappel important concernant les dérivées
des fonctions de forme. En eﬀet, nous allons essentiellement considérer deux modes
de dérivée des fonctions de forme, les dérivées au sens classique et les dérivées que
l'on appelle dérivées diﬀuses.
2.6.1 Dérivées classiques
Les dérivées classiques des fonctions de forme MLS sont obtenues, comme leur
nom l'indique, par une dérivée au sens habituel des fonctions de forme une fois que
l'on a fait tendre y vers x.
2.6.2 Dérivées diﬀuses
Pour obtenir les dérivées diﬀuses, on construit d'abord le système d'optimalité
sur la fonction(pas encore dérivée). Une fois a obtenu, on obtient l'approximation
locale, qui dépend encore de y et x.
v(x, y) =
p∑
j=0
aj(x)
(
x− y
ah
)j
= P T
(
x− y
ah
)
a(x) (2.24)
Avant de faire tendre y vers x, on dérive cette fonction par rapport à y. Et enﬁn on
fait tendre y vers x. Ceci fournit enﬁn les dérivées diﬀuses des fonctions de forme.
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2.7 Propriétés de reproduction des fonctions de forme
MLS
Les méthodes sans maillage dont fait partie la méthode MLS, possèdent une
propriété que l'on appelle reproduction ou consistance : si on introduit dans la base
des monômes de degré échelonné jusque l'ordre p, alors en sortie l'approximiation
obtenue, reproduit ces mêmes monômes. Ceci s'écrit :
NP∑
I=1
xkIψI(x) = x
k (2.25)
Nous allons donner une preuve matricielle, compacte de cette propriété, qui est
une des grandes forces de la méthode MLS.
Démonstration. r représente le rayon de support. r = a ∗ h où h désigne la distance
entre 2 noeuds, et a un coeﬃcient supérieur au degré de reproduction p.
NP∑
i=1
ψiP (
xi − x
r
) =
NP∑
i=1
P T (0)M−1(x)P (
xi − x
r
)P (
xi − x
r
)φ(
x− xi
r
) (2.26)
=
NP∑
i=1
P (
xi − x
r
)P T (
xi − x
r
)M−1(x)φ(
x− xi
r
)P T (0) (2.27)
puisque la matrice moment est symétrique. Or
M(x) =
NP∑
i=1
P (
xi − x
r
)P T (
xi − x
r
)φ(
x− xi
r
) (2.28)
donc
NP∑
i=1
ψiP (
xi − x
r
) = P T (0) (2.29)
Pierre Villon dans ([61]) montre le lien entre cette forme discrète de la fonction-
nelle à traiter et une hypothétique forme continue qui serait :
F (x) =
∫
Ω
(uapp(x, y)− uex(y))2 φ(x− y)dy (2.30)
Remarque : Etant donné que justement nous cherchons les valeurs u(xi), c'est-à-
dire, numériquement aux noeuds, nous allons donc considérer que les u(xi) seront
exactement égaux aux valeurs nodales obtenues numériquement. Cela va avoir une
grande importance pour la suite car cela va nous permettre de modiﬁer la preuve
existant sur la convergence en résolution de l'approximation MLS vers la solution
exacte. Cela va permettre de mieux comprendre l'implémentation de la méthode
dans des cas classiques.
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2.8 Une propriété de la matrice moment
Théorème 2. Si p est le degré de reproduction, M (x) est la matrice moment, et
H(x) est vecteur de reproduction,
λmin(M(x)) ≤ 1
p+ 1
NP∑
i=1
‖H(x− xi)‖2φ(x− xi) ≤ ‖M(x)‖2 (2.31)
1
p+ 1
NP∑
i=1
‖H(x− xi)‖2φ(x− xi) ≤ ‖M(x)‖2 ≤
NP∑
i=1
‖H(x− xi)‖2φ(x− xi) (2.32)
Démonstration.
M (x) =
∑
i
H(x− xi)H(x− xi)Tφ(x− xi) (2.33)
Cette matrice est symetrique, déﬁnie positive grâce à la condition d' inversibilité
NP ≥ P + 1. Par conséquent,
‖M (x)‖2 = max
i
λ(M (x)) = (2.34)
Grâce au théoreme des quotients de Rayleygh,
max
i
λ(M (x)) = max
x∈RNP
∑
i
[
HTx
]2
φ(x− xi)
‖x‖2 (2.35)
min
i
λ(M (x)) = min
x∈RNP
∑
i
[
HTx
]2
φ(x− xi)
‖x‖2 (2.36)
Donc,
max
i
λ(M (x)) ≥
∑
i
[
HTy
]2
φ(x− xi)
‖y‖2 ∀y (2.37)
En particulier, pour chaque vecteur de la base canonique,
‖M (x)‖2 ≥
∑
i
(
x− xi
ah
)2k
φ(x− xi) ≥
∑
i
φ(x− xi) (2.38)
donc
(p+ 1)‖M (x)‖2 ≥
∑
i
p∑
k=0
(
x− xi
ah
)2k
φ(x− xi) (2.39)
‖M (x)‖2 ≥ 1
p+ 1
∑
i
p∑
k=0
(
x− xi
ah
)2k
φ(x− xi) (2.40)
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2.9 Représentation des fonctions de forme NP=10
Pour avoir une idée de la forme que peuvent revêtir ces fonctions de forme, nous
allons nous placer dans le cas 1-D sur le segment [0, 1], en degré de consistance
linéaire. Nous prenons pour fonction noyau la fonction cubique spline.
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2.10 Représentation des derivées des fonctions de
forme NP=10
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Chapitre 3
Les diﬀérents types de convergence
et rappels de convergence dans le
contexte MLS
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3.1 Introduction
Si on considère un espace de fonctions par exemple, ou d'autres espaces, on sait
que l'on peut considérer diverses types de norme aﬁn de mesurer des erreurs ou des
quantités diﬀérentes. Dans le contexte des MLS, nous aurons également un certain
nombre de normes diﬀérentes selon le contexte à considérer. Rappelons en eﬀet que
l'approximation MLS s'écrit
uapp(x) =
∑
xi∈V (x)
uiψi(x) (3.1)
ui signiﬁera soit les valeurs nodales obtenues numériquement u
num(xi), soit les va-
leurs analytiques uex(xi) au noeud MLS considéré. Nous allons dans une première
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partie présenter un certain nombre de normes sur le domaine d'évaluation, et dans
une seconde partie, nous allons présenter des normes évaluées nodalement(sur les
ui).
3.2 Norme sur l'erreur d'approximation dans le do-
maine d'évaluation
Une fois les fonctions de forme obtenues, et les unum(xi) ou les u
ex(xi) obtenus,
nous pouvons évaluer l'approximation sur tout le domaine grâce à la multiplication
par ces fonctions de forme. Plus on mettra de noeuds, et plus l'erreur d'approxima-
tion sera petite. Numériquement, on génère un domaine d'évaluation plus ﬁn que le
domaine nodal. On appelle ce domaine d'évaluation Ωev. Nous l'introduisons, car,
ne pouvant calculer les intégrales de manière exacte, nous les calculons de manière
discrète. La discrétisation des intégrales pourra se fera sur ce domaine Ωev ou sur le
domaine nodal Ωi selon les besoins. Essentiellement, nous allons considérer la norme
inﬁnie et la norme L2.
3.2.1 La norme inﬁnie
La norme inﬁnie considérée est la norme inﬁnie des fonctions. Elle est déﬁnie
par :
‖uapp − uex‖∞ = sup
Ωev
|uapp − uex| (3.2)
La norme discrète est déﬁnie sur le domaine d'évaluation par :
‖UappΛev − U exΛev‖∞ = sup
Ωev
|uapp(xev)− uex(xev)| (3.3)
3.2.2 La norme L2
Théoriquement, la norme L2 est déﬁnie par :
‖uapp − uex‖22 =
∫
Ω
|uapp − uex|2dΩ (3.4)
De manière discrète, en 2-D, si hev désigne le raﬃnement en espace sur le domaine
d'évaluation
‖UappΛev − U exΛev‖2 = h2ev
∑
xev∈Ωev
(uapp − uex)2(xev) (3.5)
hev désignant le raﬃnement en espace sur le domaine d'évaluation.
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3.3 Norme sur l'erreur nodale numérique
Si l'on se réfère à la littérature, dans le contexte de la méthode MLS traitée
en collocation, on se rend compte qu'en général, il est très peu question de faire
des mesures d'erreur sur les unum(xi). Dans ces travaux, nous allons être amenés à
consacrer une partie importante de notre exposé à expliquer le comportement de
l'erreur sur unum(xi) précisément. En fait, au lieu de multiplier par les fonctions
de forme, on peut également déﬁnir une norme sur les valeurs nodales ui obtenues
numériquement. Par conséquent, nous déﬁnissons également deux normes L∞ et L2
sur ces valeurs que l'on veut comparer avec les valeurs analytiques.
3.3.1 Norme L∞
‖UnumΛ − U exΛ ‖∞ = sup
1≤i≤NP
|unum(xi)− uex(xi)| (3.6)
où unum(xi) désigne la valeur obtenue numériquement et u
ex(xi) désigne la valeur
analytique.
3.3.2 Norme L2
‖UnumΛ − U exΛ ‖2 =
NP∑
i=1
(unum(xi)− uex(xi))2 (3.7)
3.4 Convergence dans le cas d'une solution de classe
Cp+1
L'approximation MLS, uapp, une fois construite, en supposant d'abord les valeurs
nodales connues, peut être comparée à la solution exacte uex. Pierre Villon a déjà
abordé ce sujet dans sa thèse[61]. Nous développons ce qu'il en est dans le cas 1-D,
aﬁn de simpliﬁer la preuve et de mettre en oeuvre de manière complète les diverses
arguments de la preuve. Nous supposons également que le degré de reproduction est
p, que la taille des supports vaut r.
Nous rappelons ces quelques théorèmes classiques de convergence puisqu'ils vont
nous être utiles, ainsi que leur preuves, par la suite pour le traitement de certains
problèmes ayant des solutions avec discontinuité. Ils vont également être utiles pour
la collocation, mais également pour les preuves concernant la POD(proper orthogo-
nal decomposition).
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Théorème 3.
‖uappex − uex‖L∞(J0,LK) ≤ M(‖u
ex(p+1)‖)
(p+ 1)!
rp+1 (3.8)
et
‖uappex − uex‖L2(J0,LK) ≤ M(‖u
ex(p+1)‖)
(p+ 1)!
rp+1 (3.9)
En dérivant uex−uapp, on obtient un reste d'ordre p, donc en norme H1, on obtient
un reste d'ordre p.
‖uappex − uex‖H1(J0,LK) ≤ M(‖u
ex(p+1)‖)
p!
rp (3.10)
Avant d'entamer la démonstration, nous allons rappeler une déﬁnition :
Déﬁnition 2. On parlera de consistance ou de degré de reproduction à l'ordre p
lorsque
NP∑
i=1
ψi(x)x
k
i = x
k ∀k ∈ J0, pK (3.11)
Démonstration. D'abord nous mettons en oeuvre l'hypothèse de partition de l'unité
NP∑
i=1
ψi(x) = 1 (3.12)
alors on a
uex(x)− uappex (x) = uex(x)−
NP∑
i=1
uex(xi)ψi(x) (3.13)
uex(x)− uappex (x) =
NP∑
i=1
(uex(x)− uex(xi))ψi(x) (3.14)
On injecte alors, à l'instar de la démonstration de Pierre Villon dans sa thèse d'état,
le développement de Taylor Lagrange avec reste intégrale de uex autour de x. Encore
une fois, on rappelle que l'on se place dans le cas 1-D pour simpliﬁer les expressions.
uex(x)− uappex (x) =
NP∑
i=1
(
−
k∑
j=1
uex(j)(x)
(xi − x)j
j!
−
∫ xi
x
uex(p+1)(t)
(xi − t)p
p!
dt
)
ψi(x)
(3.15)
=−
NP∑
i=1
(
k∑
j=1
uex(j)(x)
(xi − x)j
j!
)
−
NP∑
i=1
∫ xi
x
uex(p+1)(t)
(xi − t)p
p!
dtψi(x)
(3.16)
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On peut alors intervertir les deux sommes du premier terme du membre de droite :
NP∑
i=1
k∑
j=0
uex(j)(x)
(xi − x)j
j!
ψi(x) =
k∑
j=0
uex(j)(x)
j!
(
NP∑
i=1
(xi − x)jψi(x)
)
(3.17)
On peut alors utiliser les conditions de reproduction à l'ordre p qui sont :
NP∑
i=1
ψi(x)x
k
i = x
k ∀k ∈ J0, pK (3.18)
ou de manière équivalente :
NP∑
i=1
ψi(x)
(
xi − x
r
)k
= 0 ∀k ∈ J0, pK (3.19)
Les conditions de reproduction à l'ordre p permettent de dire que :
k∑
j=0
uex(j)(x)
j!
(
NP∑
i=1
(xi − x)jψi(x)
)
= 0 (3.20)
et donc de réduire l' expression de l'erreur à
uappex (x)− uex(x) =
NP∑
i=1
∫ xi
x
uex(p+1)(t)
(xi − t)p
p!
dtψi(x) (3.21)
En utilisant le fait que uex ∈ Cp+1(J0, 1K), donc que la dérivée (p+1)ème est continue
donc bornée sur tout compact on obtient que
|uappex (x)− uex(x)| ≤
M
p!
NP∑
i=1
(∫ xi
x
|xi − t|pdt
)
ψi(x) (3.22)
L'intégration polynomiale donne alors
|uappex (x)− uex(x)| ≤
M
(p+ 1)!
NP∑
i=1
|x− xi|p+1ψi(x) (3.23)
Avec un rayon de support maximum de valeur r, les fonctions de forme sont nulles
dès que le point d'évaluation est dehors du support. Il faut donc, pour avoir une
contribution non nulle d'un noeud xi que
|xi − x| ≤ r (3.24)
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Ceci étant précisé,
|uappex (x)− uex(x)| ≤
M
(p+ 1)!
rp+1∀x ∈ J0, LK (3.25)
donc
‖uappex − uex‖L∞(J0,LK) ≤ M(p+ 1)rp+1 (3.26)
et
‖uappex − uex‖L2(J0,LK) ≤ M(p+ 1)!rp+1 (3.27)
En dérivant uex− uappex , on obtient un reste d'ordre p, donc en norme H1, on obtient
un reste d'ordre p.
‖uappex − uex‖H1(J0,LK) ≤ Mp! rp (3.28)
Théorème 4. Rappel En supposant seulement uex ∈ Hp+1, et non plus de classe
Cp+1, on obtient que
‖uappex − uex‖L2(J0,LK) ≤ Crp+ 12 |uex|Hp+1(0,L) (3.29)
Démonstration.
uappex (x)− uex(x) =
NP∑
i=1
∫ xi
x
uex(p+1)(t)
(xi − t)p
p!
dtψi(x) (3.30)
En utilisant le fait que uex ∈ Hp+1(J0, 1K), nous pouvons utliser l'inégalité de Cauchy-
Schwartz pour majorer la dérivée p+ 1 ième de u,
|uappex (x)− uex(x)| ≤
NP∑
i=1
∫ xi
x
|uex(p+1)(t)(xi − t)
p
p!
ψi(x)|dt (3.31)
En considérant maintenant que chaque intégrale est orientée, puisque nous avons
pris la valeur absolue,
|uappex (x)− uex(x)| ≤
NP∑
i=1
(∫ xi
x
|uex(p+1)(t)|2dt
)1/2(∫ xi
x
|xi − t|2pdt
)1/2
|ψi(x)|
(3.32)
Comme les fonctions de forme sont à support compact, nous avons encore une fois,
ψi(x) = 0 pour |x− xi| > r = ah (3.33)
Par conséquent,
|uappex (x)− uex(x)| ≤ Chp+
1
2‖uex(p+1)‖L2 ≤ Chp+ 12‖uex‖Hp+1 (3.34)
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Actuellement, nous connaissons les dérivées exactes des fonctions forme, cepen-
dant nous ne sommes pas en mesure de calculer de manière exacte les intégrales des
fonctions de forme, les matrices de masse, les matrices de raideur, contrairement
au cas des éléments ﬁnis. C'est un problème ouvert. En eﬀet, dans la méthode des
éléments ﬁnis, les fonctions de forme étant polynomiales, elles sont intégrables de
manière exacte. En général, dans le cas des éléments ﬁnis, on arrive même à obtenir
des matrices symétriques qui ont des propriétés spectrales très intéréssantes, rendant
les calculs rapides.
En méthode sans maillage, les fonctions de forme sont des fractions polynomiales
en général. Les propriétés des matrices de système ne sont donc plus si simples à
exhiber. Etant donné ce fait, il est important de consacrer une partie aux diverses
méthodes de résolution classiquement mises en oeuvre puis de nous focaliser sur la
méthode de collocation par points qui sera celle sur laquelle nos exemples numé-
riques seront basés. Essentiellement il va être question dans cette thèse de méthode
de Galerkin et de méthode de collocation par points.
4.1 Méthode de Galerkin
Dans cette méthode, on considère le sous-espace de dimension ﬁnie engendré par
les fonctions de forme. On sait qu'il n'est pas inclu dans H10 puisque les fonctions
de forme n'ont aucune raison de s'annuler sur les bords du domaine. On considère
notre problème physique avec ses condtions limites et on le teste avec les fonctions
de forme. Par exemple, avec l'équation de la chaleur. Soit le problème de Laplace
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donné par : {
−∆uex = f
uex(∂Ω) = u∂Ω
(4.1)
On introduit dans cette équation l'approximation MLS et on teste cette équation
avec les NP fonctions de forme, ce qui donne après intégration par parties :
∫
Ω
ψ1(x)dΩ
∫
Ω
ψ1ψ2dΩ . . .
∫
Ω
ψ1ψNPdΩ
...
... . . .
...∫
Ω
ψNPψ1dΩ
∫
Ω
ψNPψ2dΩ . . .
∫
Ω
ψNPψNPdΩ

 u
num(x1)
...
unum(xNP )
 =
 ∫Ω ψ1fdΩ∫
Ω
ψ2fdΩ∫
Ω
ψNPfdΩ

(4.2)
C'est précisément ce système que l'on résoud numériquement. On voit qu'il y a, à
priori une imprécision puisque l'on a évoqué l'intégration par parties, donc il devrait
y avoir un terme de bord, mais dans nos expériences, on néglige en général le terme
dû aux bords. En fait, si on fait une analyse pointue de l'erreur, on se rend compte
qu'elle se comporte de manière assez étrange si l'on impose les conditions limites en
modiﬁant les lignes associées de la matrice du système. En particulier, on n'obtient
pas une pente de p+1 lorsque le degré de reproduction est p. En fait, pour bien faire,
on peut passer par une méthode bien maîtrisée actuellement :c'est la méthode de
pénalisation. Sonia Fernandez-Mendez et Antonio Huerta[58] ont fait une synthèse
de la méthode de Nietsche, la méthode des Lagrange et la méthode de pénalisation.
Dernièrement, des travaux de Cho, Song et Choi[33], prouvent que sous certaines
conditions d'intégration sur le bord du domaine, il est possible d'obtenir le taux de
convergence théoriquement obtenu pour un degré de consistance de p, et cela en
imposant les conditions de limites essentielles par la méthode de pénalisation, alors
que les conditions de limites naturelles sont imposées par l'intégration par parties.
4.2 Méthode de collocation par points
Pour un opérateur L et une source f , nous emploierons le terme méthode de
collocation par points pour désigner la résolution de l'équation aux noeuds de dis-
crétisation MLS en espace. Les fonctions de forme, nommées ψi sont elles-mêmes
construites sur ces noeuds. Ceci revient encore à dire que l'on evalue la formulation
forte aux noeuds à partir desquels nous eﬀectuons la minimisation MLS. En d'autres
termes, on veut résoudre le système : Lψ1(x1) Lψ2(x1) . . . LψNP (x1)... ... . . . ...
Lψ1(xNP ) Lψ2(xNP ) . . . LψNP (xNP )

 u
num(x1)
...
unum(xNP )
 =
 f(x1)...
f(xNP )

25
(4.3)
Il y a un certain nombre de désavantages de la résolution par laméthode de col-
location par points. Dans le contexte des méthodes sans maillage : dans le cas de
l'équation de Laplace par exemple, il faut pour la collocation utiliser une base de
reproduction au moins quadratique, alors qu'une base linéaire suﬃt pour la méthode
de Galerkin. De plus, en méthode par collocation, la matrice du système n'est en
général pas symétrique, alors, qu'elle l'est si on résoud par Galerkin en négligeant le
terme dû aux eﬀets de bord.
Nous verrons plus précisément, dans le chapitre sur le convergence en résolution
dans le cas de l'opérateur Laplacien, deux méthodes pour imposer les conditions
limites.
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5.1 Introduction
Dans la majorité des travaux récents sur la méthode MLS, c'est ponctuellement
que l'on trouve des développements analytiques sur la convergence en résolution par
collocation de la méthode. La plupart des travaux qui traitent de convergence de la
méthode considèrent que les valeurs MLS-nodales sont connues de manière exacte.
Dans le but d'aider au traitement analytique de la convergence en résolution, nous
allons dans cette partie, d'abord rappeler dans cette partie ce en quoi consiste la mé-
thode variationnelle dans le cadre de la méthode MLS. Pour ce qui est d'imposer les
conditions limites dans le cadre de cette méthode, nous allons évoquer la méthode
de pénalisation. Dans la dernière partie, nous allons tenter de prouver un résul-
tat de convergence dans le cadre de l'équation de Poisson(opérateur en espace :le
Laplacien). Nous allons donc nous placer, dans cette partie dans le contexte de la
résolution par la méthode de collocation.
En méthode de Galerkin, de nombreux travaux déjà plus ou moins récents, donnent
des estimations de convergence de la solution approchée vers la solution exacte. Par
contre, en méthode de collocation, les résultats sont, à notre connaissance plutôt
rares en méthode MLS, d'où l'intérêt de cette contribution.
5.2 Cas de la résolution par méthode de Galerkin
Pour ﬁxer les idées, nous allons considérer pour exemple, le problème de Poisson :
−∆uex = f sur Ω (5.1)
avec la condition de Dirichlet :
uex = g sur Γ (5.2)
Dans cette partie, nous allons parler de la formulation variationnelle de l'équation
de Poisson. Nous résolvons donc le problème approché :
−
NP∑
i=1
unum(xi)∆N i = f sur Ω (5.3)
avec les conditions limite uex(∂Ω) = g. En résolution par la méthode de Galerkin,
on teste la formulation contre des fonctions appartenant à un espace de fonctions.
On choisit pour cela l'espace vectoriel des fonctions de forme, qui comme on le sait,
n'est pas inclus dans H10 (Ω) et on aboutit à∫
Ω
−
NP∑
j=1
unum(xj)∆NjNi =
∫
Ω
fNi sur Ω (5.4)
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Par la formule de Green-Ostrogradsky, on aboutit au système à résoudre :
NP∑
j=1
(∫
Ω
Ni,xNj,x −
∫
Γ
dNi
dn
.NjdΓ
)
unum(xj) =
∫
Ω
fNi ∀i ∈ J1, NP K (5.5)
A priori, on est donc ramené au système suivant à résoudre :
KUnumΛ = F (5.6)
où
Kij =
∫
Ω
NiNj −
∫
Γ
dNi
dn
.NjdΓ (5.7)
Fi =
∫
Ω
fNi (5.8)
En général, les fonctions de forme choisies, n'étant pas interpolantes, mais ap-
proximantes, elles ne sont pas dans H10 (Ω) comme le sont les fonctions de base
élément ﬁnis. C'est aussi une des diﬀérences fondamentales entre les méthodes sans
maillage et la méthode FEM.
En général, on eﬀectue les simulations en éliminant le terme :∫
Γ
dNi
dn
.NjdΓ.On peut imposer numériquement que la valeur de l'approximation ou
que la valeur nodale prenne la valeur voulue. Mais on sait numériquement que la
valeur obtenue entre 2 noeuds n'est pas représentative de la solution réèlle. Le com-
portement est même assez chaotique. En fait, le problème réside dans l'imposition
des conditions limites. Actuellement, les problèmes sont bien résolus par 3 méthodes
principalement : la méthode des multiplicateurs de Lagrange, la méthode par péna-
lité et la méthode Nietsche. Nous rappelons succintement la méthode par pénalisa-
tion car c'est elle qui semble avoir le potentiel le plus prometteur.
5.3 La méthode de pénalisation
La méthode la plus eﬃcace d'imposition des conditions limites essentielles semble
être la méthode par pénalité. Mais de manière empirique, nous observons que sans
imposer de manière assez consistante les condtions limites, nous ne parvenons pas à
observer de convergence numériquement. Ces 3 méthodes permettent elles d'obtenir
une convergence. Huerta, Babushka, Brezzi, ont établi de nombreux résultats.[58].
Par ailleurs, le problème de l'imposition des conditions limites a été résolu recémment
dans un article très intéréssant dû à choy et al.[33]. Une preuve théorique y est en
eﬀet donnée sur les conditions à respecter pour pouvoir imposer les conditions limites
essentielles. Cette article est très important dans le contexte qui nous intéresse, à
savoir celui des méthodes sans maillage puisque contrairement aux éléments ﬁnis,
les fonctions de forme n'ont aucune raison de s'annuler sur les bords du domaine
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alors que c'est le cas en éléments ﬁnis. Et c'est un challenge de pouvoir imposer les
conditions limites essentielles de manière consistante. Nous rappelons ici comment
mettre en oeuvre la méthode par pénalisation dans le cadre de l'équation de Poisson
en formulation variationnelle. Considérons le problème :
∆uex(x) = f(x) ∈ Ω (5.9)
où uex est l'inconnue, f une fonction source donnée sur le domaine Ω. Les conditions
limites sont données sur le bord global ∂Ω = ∂Ωg ∪ ∂Ωm. On suppose que l'on a :
uex = ud sur ∂Ωg (5.10)
n.∇uex = un sur ∂Ωm (5.11)
où ∂Ωg est la frontière essentielle, c'est-à-dire celle où l'on impose la condition limite
essentielle et ∂Ωm est la frontière naturelle, c'est-à-dire celle où l'on impose la condi-
tion limite naturelle. ud et un sont les potentiels et ﬂux normaux respectivement et
n désigne le vecteur normal à la frontière. Comme vu plus haut, la fonctionnelle
variationnelle pour l'équation de Poisson peut être écrite :
Π(v) =
1
2
(∫
Ω
∇v∇vdV
)
−
∫
Ω
vfdV −
∫
∂Ωm
vun (5.12)
et résoudre le problème revient à minimiser la fonctionnelle sous la contrainte :
v = ud sur ∂Ωg. La méthode de pénalité permet de changer le problème de mi-
nimisation contraint en un problème de minimisation non contraint en ajoutant
une fonctionnelle de pénalité.βQ(v)/2 à la fonctionnelle préxédemment citée,Π. La
nouvelle fonctionnelle s'écrit alors :
Πp(v) = Π(v) +
α
2
∫
∂Ωd
(v − ud)2dS (5.13)
On appelle uapp(α)(x) la fonction qui minimise Πp. Alors le système à résoudre
devient : (∫
Ω
∇v∇uapp(α)dV
)
+ β
∫
∂Ωg
vuapp(α)dS (5.14)
=
∫
Ω
vfdV +
∫
∂Ωm
vundS + α
∫
∂Ωg
vuddS ∀v (5.15)
Nous pourrons maintenant prendre n'importequelle fonction de l'espace engendré
par les fonctions de forme malgré le fait que nous n'ayons pas interpolation des
fonctions de forme puisque le travail d'imposition des conditions limites essentielles
a été fait. En supposant maintenant
uapp(α)(x) = ΨTUα (5.16)
v(x) = ΨTv (5.17)
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le système à résoudre devient :
(K +Kp)Uα = F + F p (5.18)
où
K =
∫
Ω
BBTdV, Kp = α
(∫
∂Ωd
ΨΨdS
)
(5.19)
F =
∫
Ω
ΨfdV +
∫
∂Ωm
ΨundS, Fp
(∫
∂Ωd
ud
)
(5.20)
Il s'agit alors de bien choisir le paramètre de pénalité et comme l'ont montré Cho et
al. de faire en sorte que le nombre de contraintes imposées sur les noeuds du bord
ne soit pas supérieur au nombre de points d'intégration.
5.4 Convergence en résolution dans le cadre de la
collocation
5.4.1 Introduction
Après avoir présenté succintement, comme rappel, le cas de la simulation de
l'équation de Laplace, traitée par la méthode de Galerkin, avec condition de Diri-
chlet imposée par la méthode de pénalisation, nous abordons dans cette section le
traitement de cette même équation par la méthode de collocation par points. Nous
avons rappelé le principe de cette méthode dans une section précédente.
5.4.2 Conditions limites sur l'approximation MLS
Rappelons d'abord que l'approximation MLS (moindre carrés mobiles) va s'écrire :
uapp(x) =
NP∑
I=1
uiψI(x) (5.21)
Quand on introduit cette fonction dans l'équation à résoudre, il faut alors imposer les
conditions limites. Supposons qu'il s'agisse d'une condition de Dirichlet(condition
limite essentielle). Nous avons alors deux possibilités pour imposer les conditions
limites. Soit, nous pouvons imposer les conditions de Dirichlet sur les ui associés
aux noeuds MLS présents sur le bord. La deuxième possibilité est d'imposer que
uapp elle-même soit égale à la valeur voulue. La diﬀérence entre ces deux procédés
est que la matrice du système à inverser aura, sur les lignes associées aux bord, des
coeﬃcients diﬀérents selon la méthode utilisée. Dans la première méthode, chaque
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ligne associée à un noeud du bord s'écrira remplie de 0 excepté sur la colonne ayant
pour indice, l'indice du noeud associé au bord. Ce coeﬃcient sera 1.
1 0 . . . 0
Lψ1(xi) Lψ2(xi) . . . LψNP (xi)
...
...
...
...
0 0 1 0
...
...
...
...
 (5.22)
Dans la deuxième méthode, la ligne sera remplie par les valeurs prises par les
NP fonctions de forme sur le noeud associé au bord.
ψ1(xd1) ψ2(xd1) . . . ψNP (xd1)
Lψ1(xi) Lψ2(xi) . . . LψNP (xi)
...
...
...
...
ψ1(xdk) ψ2(xdk) . . . ψNP (xdk)
...
...
...
...
 (5.23)
5.4.3 Estimation d'erreur entre la solution obtenue en réso-
lution et la solution analytique
Dans une section précédente, nous avons rappelé l'estimation de convergence ob-
tenue en supposant connues les valeurs nodales de manière exacte. Numériquement,
nous n'avons aucune raison de les connaître de manière exacte. Pourtant, il semble
qu'en collocation par points sur les noeuds MLS, et en considérant une norme eucli-
dienne, sur ces noeuds, on retrouve le même taux de convergence que dans le cas où
les valeurs nodales sont supposées connues de manière exacte. Evidemment l'erreur
est un peu plus grande comme le montre l'estimation suivante :
Proposition 1. Si uappnum est l'approximation MLS obtenue en résolution, p le degré
de consistance, h le raﬃnement :
|uex(x)− uappnum(x)| ≤
(
C(‖uex(p+1)‖) h
p+1
p+ 1!
+ sup
i
∣∣∣uex(xi)− unum(xi)∣∣∣) NP∑
i=1
∣∣∣ψi(x)∣∣∣
(5.24)
Démonstration. Numériquement, nous savons que l'on obtient unum(xi). Nous cher-
chons précisément à mesurer uex−uappnum dans une une norme que l'on va déterminer.
uex(x)−uappnum(x) = (uex(x)− uex(xi))+(uex(xi)− unum(xi))+(unum(xi)− uappnum(x))
(5.25)
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Cette égalité est vraie pour tout xi dans Λ. On multiplie alors cette égalité par ψi et
l'on somme ensuite sur i. Le membre de gauche se traite simplement par la condition
de partition de l'unité :
NP∑
i=1
ψi(x) (u
ex(x)− uappnum(x)) = uex(x)− uappnum(x) (5.26)
Le premier terme du membre de droite est justement le terme que l'on retrouve
majoré dans la thèse de Pierre Villon, dans les articles de Liu,etc... On sait d'après
le rappel vu précédemment que :
|uex(x)−
NP∑
i=1
uex(xi)ψi(x)| ≤ C(‖uex(p+1)‖)hp+1 (5.27)
La seconde quantité du membre de droite, s'écrit :
NP∑
i=1
(uex(xi)− unum(xi))ψi(x) (5.28)
La troisièmes quantité se traite simplement par utilisation de la partition de l'unité
et en revenant à la déﬁnition de uapp :
NP∑
i=1
ψi(x) (u
num(xi)− uappnum(x)) = 0 (5.29)
donc :
|uex(x)− uappnum(x)| ≤ C(‖uex(p+1)‖)
hp+1
p+ 1!
+
∣∣∣NP∑
i=1
(uex(xi)− unum(xi))ψi(x)
∣∣∣ (5.30)
|uex(x)− uappnum(x)| ≤
(
C(‖uex(p+1)‖) h
p+1
p+ 1!
+ sup
i
∣∣∣uex(xi)− unum(xi)∣∣∣) NP∑
i=1
∣∣∣ψi(x)∣∣∣
(5.31)
Nous voyons donc que nous avons ici un premier résultat de convergence en
résolution. L'amplitude de l'erreur est la somme du terme obtenu si l'on suppose
les valeurs nodales connues de manières exacte et d'un autre terme, qui dépend des
valeurs obtenues en résolution.
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5.5 Estimation du terme supi
∣∣∣uex(xi)− unum(xi)∣∣∣
Aﬁn de pouvoir obtenir un résultat de convergence plus intéréssant encore, en
tout point du domaine, nous allons chercher à majorer supi
∣∣∣uex(xi)− unum(xi)∣∣∣, ce
qui constitue, en fait, l'objet de ce chapitre. En particulier, nous cherchons une borne
dépendant de h pour ce terme. Avant de continuer, nous donnons une déﬁnition.
Déﬁnition 3. (déﬁnition du reste nodal) Ici, nous allons appeler reste nodal, ou
reste évalué nodalement, le reste évalué aux noeuds de discrétisation MLS.
Une première remarque importante est que ce terme que nous voulons désormais
majorer, dépend des valeurs unum(xi). Ces valeurs sont celles obtenues en résolu-
tion. Elles dépendent donc de la matrice du système, qui elles-même dépendent des
dérivées seconde des fonctions de forme. Elles dépendent donc de h. Il nous reste à
préciser cette dépendance. En fait, par la suite, nous allons nous focaliser sur deux
manières de prouver cette dépendance. Dans la première, nous allons nous baser sur
une démonstration récemment publiée, et utilisant le principe du maximum discret
pour l'opérateur Laplacien, pour en proposer une modiﬁcation et ainsi améliorer le
résultat de convergence. Dans la seconde démonstration, nous n'allons pas utiliser
explicitement le principe du maximum discret, et pourtant nous allons aboutir à ce
résultat.
5.5.1 Estimation du terme supi
∣∣∣uex(xi) − unum(xi)∣∣∣ sous l'hy-
poyhèse du principe du maximum discret
Etat de l'art et quelques rappels
Des recherches récentes datant du début de nos investigations dûes à Liu et Kim
([19]) montrent, que si l'on considère les dérivées diﬀuses des fonctions de forme,
pour une fonction noyau particulière, et ceci dans le cadre de l'équation de Poisson
en 2-D, on peut majorer, sans garantie d'optimalité, le reste nodal à l'intérieur de
la somme. Ce terme est dépendant des données sur l'opérateur discrétisé.
Déﬁnition 4. (Espace de Hölder de puissance 0 < α ≤ 1) L'espace Cs,α(Ω) repré-
sente l'espace de Hölder de puissannce 0 < α ≤ 1 muni de la norme
‖v‖Cs,α(Ω) = max
0≤|β|
sup
x∈Ω
|Dβv(x)|+ max
0≤|β|≤s
sup
x,y∈Ω,x6=y
|Dbetav(x)−Dβv(y)|
|x− y|α (5.32)
Liu et Kim ont montré, que dans le cadre des méthodes sans maillage, en utili-
sant le principe du maximum discret pour l'opérateur Laplacien, que :
34
Théorème 5. (Rappel) Soit uex ∈ C0(Ω)∩Cs,α(Ω) la solution classique du problème
de Poisson avec donnée de Dirichlet et UnumΛ la solution nodale du problème de
Poisson en résolution(numériquement) sur l'ensemble de noeuds Λ correspondant à
Ω. En imposant les conditions de Dirichlet sur UnumΛ , on a :
‖U exΛ − UnumΛ ‖∞ ≤ Chs−2 (5.33)
Corollaire 1. Pour une fonction solution de classe Cp+1 notamment, nous avons
s = p+ 1 donc
s− 2 = p+ 1− 2 = p− 1 (5.34)
Numériquement, on constate que si l'on considère par exemple le problème, sur
Ω = [0, 1] ∗ [0, 1], en espace, en prenant dans chaque dimension 12,15,20,25,30,32,37
noeuds : {
∆uex = f(x)
uex(∂Ω) = g
(5.35)
avec pour solution analytique
uex(x, y) = cos(3x) + cos(3y) (5.36)
nous avons alors un taux de convergence meilleur que celui annoncé dans le résultat
de Liu et Kim. En eﬀet, Liu et Kim, eux-mêmes dans l'exemple qu'ils traitent dans
leur article, obtiennent, en utilisant les dérivées diﬀuses, pour un degré de reproduc-
tion de 2, une pente de 2 alors que la théorie dit que l'on devrait obtenir 1 en 2-D.
Nous avons également mené un test préliminaire pour solution analytique :
uex(x) = cos(x) (5.37)
et nous obtenons 2.3 .
Pour la fonction uex(x) = x3, mesurons l'erreur sur les noeuds obtenue en collocation
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Nous allons donc chercher à expliquer ces pentes obtenues. Ici nous allons nous
remettre dans le contexte de l'article de Kim et Liu. Pour cela, nous allons rappeler
les principales notations utilisées dans cet article. Cela va nous servir juste après aﬁn
de proposer une modiﬁcation de la démonstration. Nous allons également rappeler
succintement ce en quoi consiste le principe du maximum discret.
Déﬁnition 5. (triplet propre) Soit Ω,Λ, ρ le triplet constitué d'un domaine, un
ensemble de noeuds distribués sur Ω. Le triplet Ω,Λ, ρ est dit propre si la matrice
moment Mρx(xi) est inversible pour chaque noeud intérieur xi ∈ Λ ∩ Ω sous la
fonction de dilatation ρx.
On rappelle que C(Ω) est l'espace des fonctions continues jusqu'au bord de Ω.
On rappelle également qu'une semi-norme est déﬁnie par :
Déﬁnition 6. (déﬁnition d'une semi-norme) Une semi-norme sur E est une appli-
cation N de E dans l'ensemble des réèls positifs vériﬁant les axiomes dits d'homo-
généïté et de sous-additivité. Ils s'expriment de la manière suivante :
-homogénéïté :
∀(λ, x) ∈ R× E,N(λ · x) (5.38)
-sous-additivité :
∀(x, y) ∈ E2, N(x+ y) ≤ N(x) +N(y) (5.39)
La propriété manquante pour que cette application ait le statut de norme, est la
propriété de séparation :
∀x ∈ E,N(x) = 0⇒ x = 0 (5.40)
On appelle V l'espace de dimension ﬁnie des fonctions déﬁnies sur Λ. Cet espace est
aussi appelé espace des solutions nodales si V est muni de la semi-norme suivante :
‖v‖∞,A = max
xK∈A
|vK | (5.41)
pour v ∈ V et A un sous-ensemble non vide de Λ. Dans le cas où A = Λ, cette
semi-norme devient une norme.On notera :
Λ(xk) = Λρxk (xk) = {xj ∈ Λ | xj ∈ Bρxk} (5.42)
Si l'application i : C(Ω)→ V est déﬁnie telle que, pour tout u ∈ C(Ω),
i(u)(xi) = u(xi) pour tout xi ∈ Λ (5.43)
alors l'opérateur Laplacien de collocation ∆ρ peut être déﬁni de V dans V telle que
si v ∈ V ,
(Λρv)(xi) =
∑
xj∈Λ
v(xj)ψ
∆
j (xi) pour tout xi ∈ Λ (5.44)
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où la fonction ψ∆j (xi) est appelé par Liu [19] fonction de forme Laplacien pour ﬁxer
les idées et est déﬁnie par :
ψ∆j (xi) = ψ
[(2,0)]
j (xi) + ψ
[(0,2)]
j (xi) (5.45)
Déﬁnition 7. principe du maximum discret pour l'opérateur Laplacien en collo-
cation ∆ρ(rappel de déﬁnition) Supposons le triplet propre donné (Ω,Λ, ρ) donné.
Nous dirons que l'opérateur Laplacien discret ∆ρ vériﬁe le principe du maximum
discret au noeud xi ∈ Λ si la condition (∆ρv)(xi) ≥ 0 pour v ∈ V implique que
soit vi < maxxk∈Λ(xi)\{xi} vk, soit vk = vi pour tout xk ∈ Λ(xi). On dit également
que l'opérateur ∆ρ satisfait le principe du maximum discret sur un sous-ensemble
A ⊂ Λ si il satisfait le principe du maximum discret à tous les noeuds dans A.
Liu et Kim ont montré que pour 2 types de conﬁguration de noeuds, l'opérateur
laplacien vériﬁe le principe du maximum. Ils ont également montré le lemme suivant
pour l'opérateur laplacien meshfree :
Lemme 1. Soit (Ω,Λ, ρ) un triplet propre. Supposons que l'opérateur ∆ρ satisfait
le principe du maximum sur un sous-ensemble A ⊂ Λ, alors nous avons l'inégalité :
max
xj∈A
vj ≤ max
xk∈A∗\A
vk (5.46)
Ils obtiennent ainsi une estimation à priori pour l'opérateur Laplacien :
Théorème 6. Soit (Ω,Λ, ρ) un triplet propre. Supposons que l'opérateur Laplacien
sans maillage discret satisfait la principe du maximum pour un sous-ensemble A ⊂
Λ. Alors, nous avons l'estimation suivante :
‖v‖∞,A ≤ C(A)‖∆ρv‖∞,A + ‖v‖∞,A∗\A pour v ∈ V (5.47)
où
C(A) = min x∗ max
xL∈A∗\A
1
4
‖xL − x∗‖2 (5.48)
Nous pensons qu'en modiﬁant la démonstration, nous pouvons obtenir un autre
résultat de convergence. Nous proposons de montrer que :
Théorème 7.
‖v‖∞,A ≤ h
2
4
‖∆ρv‖∞,A + ‖v‖∞,A∗\A pour v ∈ V (5.49)
Démonstration. Pour cela, nous allons reprendre la démonstration de Liu et Kim[19],
que nous allons modiﬁer : Soit v ∈ V une fonction de l'espace des fonctions nodales
sur Λ. En écrivant la déﬁnition de l'opérateur meshfree Laplacien en collocation,
nous avons :
(∆ρ)(xk) =
∑
xj∈∆
vjψ
∆
j (xk), xk ∈ A (5.50)
37
Nous avons évidemment :
−‖∆ρv‖∞,A ≤ (∆ρ)(xk) ≤ ‖∆ρv‖∞,A pour tout xk ∈ A (5.51)
On a
i
(
1
4
‖x− x∗‖2
)
(xj) =
1
4
‖xj − x∗‖2 (5.52)
En utilisant maintenant les propriétés de reproduction des méthodes sans maillage,
nous avons
1
4
‖x− x∗‖2 =
∑
xj∈Λ
1
4
‖xj − x∗‖2ψj(x) (5.53)
donc
1 = ∆
(
1
4
‖x− x∗‖2
)
=
∑
xj∈Λ
1
4
‖xj − x∗‖2ψ∆j (x) (5.54)
‖∆ρv‖∞,A =
∑
xj∈Λ
‖∆ρv‖∞,A1
4
‖xj − x∗‖2ψ∆j (x) (5.55)
Ceci est en particulier vrai quelque soit x = xk
‖∆ρv‖∞,A =
∑
xj∈Λ
‖∆ρv‖∞,A1
4
‖xj − x∗‖2ψ∆j (xk) (5.56)
On en déduit : ∑
xj∈Λ
[
vj +
(
‖∆ρv‖∞,A1
4
‖xj − x∗‖2
)]
ψ∆j (xk) ≥ 0 (5.57)
∑
xj∈Λ
[
−vj +
(
‖∆ρv‖∞,A1
4
‖xj − x∗‖2
)]
ψ∆j (xk) ≥ 0 (5.58)
De même on prend x∗ = xk∑
xj∈Λ
[
vj +
(
‖∆ρv‖∞,A1
4
‖xj − xk‖2
)]
ψ∆j (xk) ≥ 0 (5.59)
∑
xj∈Λ
[
−vj +
(
‖∆ρv‖∞,A1
4
‖xj − xk‖2
)]
ψ∆j (xk) ≥ 0 (5.60)
La condition de support compact impose donc :
‖xj − xk‖ ≤ Ch (5.61)
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Grâce au principe du maximum, au lemme, et aux deux inégalités obtenues, nous
pouvons conclure que :
vk ≤ max
xl∈A∗\A,‖xl−xk‖≤Ch
(
vl +
(
‖∆ρv‖∞,A1
4
‖xl − xk‖2
))
(5.62)
− vk ≤ max
xl∈A∗\A,‖xl−xk‖≤Ch
(
−vl +
(
‖∆ρv‖∞,A1
4
‖xl − xk‖2
))
(5.63)
Ceci étant vrai pour tout xk, on a :
|vk| ≤ max
xl∈A∗\A,‖xl−xk‖≤Ch
|vl|+ max
xl∈A∗\A,‖xl−xk‖≤Ch
(
‖∆ρv‖∞,A1
4
‖xl − xk‖2
)
(5.64)
|vk| ≤ max
xl∈A∗\A
|vl|+ h
2
4
‖∆ρv‖∞,A (5.65)
Le théorème énoncé par Liu et Kim deviendrait donc :
Théorème 8. Soit (Ω,Λ, ρx) un triplet permettant de vériﬁer le principe du maxi-
mum discret. Supposons que u ∈ C0(Ω)∩Cs,α(Ω) est la solution du problème continu
de Poisson avec condition de Dirichlet et uh ∈ V est la solution nodale du problème
de Poisson discret sur l'ensemble de noeuds Λ correspondant à Ω. Si Λ∩Ω est l'en-
semble des noeuds intérieurs de Λ, alors nous avons l'estimation d'erreur suivante :
‖U exΛ − UnumΛ ‖∞,Λ∩Ω ≤ Khs‖uex‖Cs,α (5.66)
remarque : Ceci explique pourquoi dans l'exemple qu'il traite, Liu n'obtient pas
la pente attendue. En eﬀet, il considère que la fonction solution du problème de
Poisson est, dans son cas :
uex(x, y) = ex+y−1
∣∣∣x− 1
2
∣∣∣ (x− 1
2
)2
(5.67)
En appliquant l'opérateur Laplacien au sens des distributions de Laurent-Schwartz,
on retrouve en eﬀet que :
f(x, y) = 2
∣∣∣x− 1
2
∣∣∣ex+y−1(x2 + 2x+ 7
4
)
(5.68)
En dérivant une troisième fois, on voit que la dérivée troisième n'est pas continue.
En fait, cette fonction est dans l'ensemble C2,1. Non seulement, cette fonction a une
régularité plus faible que celle énoncée dans le théorème dans l'article, mais la pente
que Liu trouve (2) correspond justement à l'entier s = 2, ce qui conﬁrme le résultat
énoncé.
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5.5.2 Résultat de convergence sans l'hypothèse du maximum
discret
Après avoir rappelé le contexte d'application du principe du maximum discret
pour l'équation de la chaleur, nous avons obtenu une estimation de convergence
de la quantité convoitée supi
∣∣∣uex(xi) − unum(xi)∣∣∣. Nous avons cherché une autre
démonstration, peut-être un peu plus direct et accessible que celle de Liu.
Théorème 9. Sans faire d'hypothèse supplémentaires sur l'opérateur Laplacien me-
shfree, en collocation, en particulier, sans supposer que cette opérateur vériﬁe le
principe du maximum discret, on peut montrer le même résultat de convergence en
résolution.
Démonstration. Si on se place en résolution du problème de poisson par exemple :{
∆uex = f(x)
uex(∂Ω) = g
(5.69)
on a en collocation, que
KhUnumΛ = fΛ (5.70)
où
UnumΛ,i = unum(xi) (5.71)
où dans ce contexte, en 2-D par exemple :
Khi,j = ψ
∆
j (xi) (5.72)
qui est la matrice de collocation des dérivées secondes des fonctions de forme évaluée
aux points de collocation. UnumΛ est la solution, dépendant de h, du système. Et fΛ
est la source considérée aux points de collocation. Ainsi,
UnumΛ = K−1h fΛ (5.73)
On réordonne maintenant les composantes du vecteur UnumΛ :
UnumΛ =
[ UnumΛiUnumΛb
]
(5.74)
où UnumΛi est associé aux noeuds de Λi et UnumΛb est associé aux noeuds de Λb.[
Kii Kib
Kbi Kbb
] [ UnumΛiUnumΛb
]
=
[
f i
f b
]
(5.75)
oùKii est la sous-matrice de collocation des dérivées seconde des fonctions de forme
obtenue en ne conservant que les lignes où la solution est inconnue ainsi que les
colonnes associées aux inconnues.Kic est la sous-matrice de collocation des dérivées
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seconde des fonctions de forme obtenue en ne conservant que les lignes où la solution
est inconnue ainsi que les colonnes associées aux noeuds où la solution est connue.
Le nombre de lignes de ce système est NP −card(Λb).Pour les conditions aux bords,
on a : [
Ci Cb
] [ UnumΛiUnumΛb
]
=
[
gΛb
]
(5.76)
Le nombre de lignes de ce système est card(Λb). gΛb est le terme de Dirichlet évalué
sur Λb. En ne gardant maintenant uniquement que la première ligne dans (5.75), on
a avec(5.76) :
KiiUnumΛi +KibUnumΛb = f i (5.77)
CiUnumΛi +CbUnumΛb = gΛb (5.78)
Donc :
UnumΛb = C−1b (gΛb −CiUnumΛi ) (5.79)
et ﬁnalement,
KiiUnumΛi +KibC−1b (gΛb −CiUnumΛi ) = f i (5.80)
donc ﬁnalement le vecteur des inconnues nodales est obtenu par résolution du sys-
tème :
(Kii −KibC−1b Ci)UnumΛi = f i −KibC−1b gΛb (5.81)
En tenant compte du système au bord :[
Kii −KibC−1b Ci 0
0 1
] [ UnumΛiUnumΛb
]
=
[
f i −KibC−1b gΛbUnumΛb
]
(5.82)
On pose,
Kih = Kii −KibC−1b Ci (5.83)
On sait que :
UnumΛi = Kih
−1
((∆uex)Λi −KibgΛb) (5.84)
On peut maintenant écrire :
UnumΛi − U exΛi = Kih
−1 (
(∆uex)Λi −KibC−1b gΛb −KihU exΛi
)
(5.85)
donc :
UnumΛi − U exΛi = Kih
−1 (
(∆uex)Λi −KibC−1b gΛb −KiiU exΛi +KibC−1b CiU exΛi
)
(5.86)
Comme nous choisissons d'imposer, dans nos simulations les conditions limites sur
UnumΛb , nous avons Ci = 0 et Cb = Id. Ceci entraîne,
UnumΛb = U exΛb = gΛb (5.87)
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En particulier,
‖UnumΛi − U exΛi‖ ≤ ‖Kih
−1‖‖(∆uex)Λi −KibU exΛb −KiiU exΛi‖ (5.88)
Par ailleurs, si on considère en particulier la norme inﬁnie, on a :
‖UnumΛi − U exΛi‖∞ ≤ ‖Kih
−1‖∞‖(∆uex)Λi −KibU exΛb −KiiU exΛi‖∞ (5.89)
et on sait que :
‖Kih−1‖∞ = max
1≤i≤NP
NP∑
j=1
|(Kih−1)ij| (5.90)
En particulier,
(Kih
−1
)ij = h
2Lh (5.91)
où Lh est une matrice adimensionnée. On renomme pour des questions de notation :
Kh = Lh (5.92)
Si donc u est une fonction de classe Cp+1(Ω), les conditions de consistance jusque
l'ordre 2, et la formule de Taylor-Lagrange avec reste intégral appliquée au Laplacien,
nous permet d'écrire :
‖(∆uex)Λi −KibU exΛb −KiiU exΛi‖∞ ≤ C‖u‖Cp+1hp−1 (5.93)
Finalement,
‖UnumΛi − U exΛi‖∞ ≤ ‖Kih
−1‖∞‖(∆uex)Λi −KibU exΛb −KiiU exΛi‖∞ (5.94)
≤ Ch2hp−1 (5.95)
≤ chp+1‖uex‖Cp+1 (5.96)
5.5.3 Estimation sur l'approximation complète
Après avoir estimé le terme ‖UnumΛi − U exΛi‖∞, on peut de même, obtenir une
estimation sur l'approximation en x. En eﬀet, en utilisant la condition de partition
de l'unité
uappnum(x)− uex(x) =
NP∑
i=1
(unum(xi)− uex(x))ψi(x) (5.97)
On introduit dans la somme uex(xi).
uappnum(x)−uex(x) =
NP∑
i=1
(unum(xi)−uex(xi))ψi(x)+
NP∑
i=1
(uex(xi)−uex(x))ψi(x) (5.98)
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On utilise l'inégalité triangulaire :
∣∣∣uappnum(x)− uex(x)∣∣∣ ≤ NP∑
i=1
∣∣∣unum(xi)− uex(xi)∣∣∣|ψi(x)|+ ∣∣∣NP∑
i=1
(uex(xi)− uex(x))ψi(x)
∣∣∣
(5.99)
Sur Λd, on impose les conditions limites nodalement, ce qui permet d'écrire :
∀xi ∈ Λd, unum(i) = uex(xi) (5.100)
donc :
NP∑
i=1,i∈Λd
(∣∣∣unum(i)− uex(xi)∣∣∣)|ψi(x)| = 0 (5.101)
En utilisant ce qui vient d'être fait dans le paragraphe précédent, il reste :
∣∣∣unum(x)− uex(x)∣∣∣ ≤(‖UnumΛi − U exΛi‖∞ + C(‖uex,(p+1)‖∞)hs) NP∑
i=1,i∈Λi
∣∣∣ψi(x)∣∣∣
(5.102)
Nous avons donc obtenu une nouvelle inégalité dans le cadre du traitement de pro-
blèmes numériques par la collocation. Non seulement, nous avons obtenu une in-
égalité portant sur l'erreur nodale en résolution, pour l'équation de Laplace avec
une condition de Dirichlet. Mais en plus, nous sommes également parvenus à allier
le résultat existant de convergence dans le cas où les valeus exactes sont supposées
connues avec le cas où les valeurs sont obtenues en résulation. De même, sous les
hypothèses que l'opérateur de collocation vériﬁe le principe du maximum discret,
Liu et Kim obtiennent en dérivée diﬀuse :
max
xj∈Λ0
|uhJ − u(xj)| ≤ C(Λ0) max
xj∈Λ0
∑
xj∈Λ(xi)
|Cij||ψ∆j (xi)|+ max
xj∈Λ0∗\Λ0
|uhj − u(xj)| (5.103)
où, en supposant le degré de reproduction quadratique, on a :
cij = −
∑
|β|=s
1
β!
∫ 1
0
(1− τ)s−1Dβu(xi + τ(xj − xi))dτ(xj − xi)β (5.104)
En faisant des tests numériques, on voit que en prenant une fonction noyau cu-
bique spline non suﬃsamment régulière, les tests de convergence ne permettent pas
de conclure à une convergence. En changeant la fonction noyau et en prenant en
particulier une exponentielle, on obtient la convergence voulue.
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5.6 Tests de convergence en collocation
Aﬁn de justiﬁer les résultats précédemment annoncés, nous avons eﬀectué des
tests sur des diverses fonctions. Voici des résultats de tests de convergence pour la
collocation par points en résolution. Nous avons en parallèle également eﬀectué des
tests en utilisant les dérivées diﬀuses. Voici un tableau récapitulatif des résultats
obtenus
5.6.1 Premier exemple de fonction
Pour la fonction :
u(x, y) = ex sin(y) (5.105)
En dérivée vraie,
3 2.6 2.2 2.9
3 2.6 2.1 3
N N fem fem
Ui Uapp ui Uapp
En dérivée diﬀuse
2.9 2.6 2.8 2.7
3.2 2.5 2.9 2.9
N N fem fem
Ui Uapp ui Uapp
5.6.2 Deuxième exemple de fonction
Pour la fonction :
u(x, y) = cos(x) + cos(y) (5.106)
En dérivée vraie,
2.7 2.7 2.7 2.7
2.8 2.8 2.8 2.8
N N fem fem
Ui Uapp ui Uapp
En dérivée diﬀuse,
1.9 1.9 1.9 1.9
1.8 1.8 1.8 1.8
N N fem fem
Ui Uapp ui Uapp
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5.6.3 Troisième exemple de fonction
Pour la fonction :
u(x, y) = x3 (5.107)
En dérivée vraie,
3 2.6 2.5 2.8
3 2.9 2.6 2.9
N N fem fem
Ui Uapp ui Uapp
En dérivée diﬀuse
2.7 2.4 2.4 2.7
2.9 2.6 2.5 2.9
N N fem fem
Ui Uapp ui Uapp
5.6.4 Quatrième exemple de fonction
Pour la fonction :
u(x, y) = cos(x) ∗ cos(y) (5.108)
En dérivée vraie,
2.7 2.8 2.7 3
2.8 2.9 2.7 3.2
N N fem fem
Ui Uapp ui Uapp
En dérivée diﬀuse,
2.2 1.9 1.9 2.1
2 1.9 1.8 2
N N fem fem
Ui Uapp ui Uapp
5.6.5 Commentaires sur les résultats obtenus numériquement
On constate qu'en dérivée diﬀuse, on obtient dans de nombreux cas, une chute
de la pente de convergence de 1 unité, alors que la dérivée vraie des fonctions de
forme semble, dans tous les cas, conﬁrmer les résultats analytiques.
5.7 Perspectives
Il serait intéréssant d'analsyer ce qu'il se passe numériquement dans le cas d'une
somme d'opérateurs linéaires. Nous intuitons que le résultat serait identique. Le
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passage à la non-linéariré serait aussi intéréssant étant donnés les développements
théoriques dans ce domaine.
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Chapitre 6
Cas de discontinuité
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6.1 Introduction
Dans certains problèmes de physique, la solution peut être continue, mais avec
par exemple sa dérivée première présentant une discontinuité, ou une de ses autres
dérivées. Ceci entraîne qu'au niveau des tests de convergence, on observe dans le
cadre de la collocation, en tout cas, une chute du taux. Il peut être intéréssant dans
des problèmes de la physique de chercher à obtenir la pente optimale de manière à
diminuer l'erreur. Nous constatons qu'en enrichissant la base de manière adaptée,
on retrouve le taux de convergence normalement obtenu. Nous proposons ici de
donner des résultats et des développents analytiques de ce qui peut être observé et
justiﬁer l'intérêt d'introduire ces enrichissements adaptés dans la base, permettant
de réhausser le taux de convergence.
6.2 Convergence de la méthode en présence d'une
discontinuité sur la première dérivée
Proposition 2. Pour une base de reproduction au moins linéaire, l'approximation
MLS associée à une fonction, de degré 2 par morceaux, présentant une discontinuité
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sur sa dérivée, converge à l'ordre 1.
Démonstration. Supposons que d'un côté de la frontière, qui en 1-D sera noté xd, la
solution s'écrive ax2 + bx+ e et que de l'autre côté, la solution s'écrive cx2 + dx+ f .
Et plaçons nous par exemple pour x < xd (le cas x > xd doit s'en déduire de manière
symétrique) : x < xd :
uex(x)− uappex (x) = ax2 + bx+ e−
NP∑
i=1
uex(xi)ψ(x) (6.1)
Nous décomposons la somme pour les noeuds se situant avant la frontière et ceux
se situant après :
uex(x)−uappex (x) = ax2 + bx+ e−
NP∑
i=1,xi<xd
uex1 (xi)ψi(x)−
NP∑
i=1,xi≥xd
uex2 (xi)ψi(x) (6.2)
Comme la solution est considérée quadratique de chaque côté du lieu de disconti-
nuité, on prend :
uex1 (x) = ax
2 + bx+ e (6.3)
uex2 (x) = cx
2 + dx+ f (6.4)
Alors
uex(x)− uappex (x) = ax2 + bx+ e−
∑
xi<xd
(
ax2i + bxi + e
)
ψi(x)−∑
xi≥xd
(
cx2i + dxi + f
)
ψi(x)
(6.5)
En supposant que la reproduction soit sur des polynômes de degré 1 au moins, on a
alors ∑
xi<xd
xiψi(x) +
∑
xi≥xd
xiψi(x) = x (6.6)
uex(x)−uappex (x) = ax2+(b−d)
∑
xi≥xd
xiψi(x)+e−
∑
xi<xd
(
ax2i + e
)
ψi(x)−
∑
xi≥xd
(
cx2i + f
)
ψi(x)
(6.7)
Par ailleurs, la condition de continuité à la frontière nous permet d'écrire :
ax2d + bxd + e = cx
2
d + dxd + f (6.8)
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La condition de partition de l'unité permet d'écrire
uex(x)−uappex (x) = ax2+(b−d)
∑
xi≥xd
xiψi(x)+
∑
xi≥xd
(e−f)ψi(x)−
∑
xi<xd
ax2iψi(x)−
∑
xi≥xd
cx2iψi(x)
(6.9)
d'où, en utilisant que xi = (xi−xd)+xd dans la deuxième et les 2 dernières sommes,
uex(x)− uappex (x) = ax2 + (b− d)
∑
xi≥xd
(xi − xd)ψi(x) + (b− d)
∑
xi≥xd
xdψi(x) +
∑
xi≥xd
(e− f)ψi(x)−∑
xi<xd
a (xi − xd)2 ψi(x)− 2
∑
xi<xd
axd(xi − xd)ψi(x)− ax2d
∑
xi<xd
ψi(x)−∑
xi≥xd
c(xi − xd)2ψi(x)− 2
∑
xi≥xd
cxd(xi − xd)ψi(x)− cx2d
∑
xi≥xd
ψi(x)
(6.10)
La condition de continuité permet alors de réduire la somme de la 3ème et 4ème
somme.
uex(x)− uappex (x) = ax2 + (b− d)
∑
xi≥xd
(xi − xd)ψi(x) + (c− a)x2d
∑
xi≥xd
ψi(x)−∑
xi<xd
a (xi − xd)2 ψi(x)− 2
∑
xi<xd
axd(xi − xd)ψi(x)− ax2d(1−
∑
xi≥xd
ψi(x))−∑
xi>=xd
c(xi − xd)2ψi(x)− 2
∑
xi>=xd
cxd(xi − xd)ψi(x)− cx2d
∑
xi≥xd
ψi(x)
(6.11)
La somme du 3ème, 6ème et 9ème terme permet de réduire à :
uex(x)− uappex (x) = ax2 + (b− d)
∑
xi≥xd
(xi − xd)ψi(x)− ax2d−∑
xi<xd
a (xi − xd)2 ψi(x)− 2(axd(x− xd)−
∑
xi≥xd
axd(xi − xd)ψi(x))−∑
xi≥xd
c(xi − xd)2ψi(x)− 2
∑
xi≥xd
cxd(xi − xd)ψi(x)
(6.12)
La somme du 1er, 3ème, et 5ème terme donne (x− xd)2.
uex(x)− uappex (x) = a(x− xd)2 + (b− d)
∑
xi≥xd
(xi − xd)ψi(x)−∑
xi<xd
a (xi − xd)2 ψi(x) + 2
∑
xi≥xd
axd(xi − xd)ψi(x)−∑
xi≥xd
c(xi − xd)2ψi(x)− 2
∑
xi≥xd
cxd(xi − xd)ψi(x)
(6.13)
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La somme du 4ème et 6ème terme donne :
uex(x)− uappex (x) = a(x− xd)2 + (b− d)
∑
xi≥xd
(xi − xd)ψi(x)−∑
xi<xd
a (xi − xd)2 ψi(x) + 2
∑
xi≥xd
(a− c)xd(xi − xd)ψi(x)−∑
xi≥xd
c(xi − xd)2ψi(x)
(6.14)
Le 2ème et le 4ème se factorisent par xi − xd dans la sommation.
uex(x)− uappex (x) = a(x− xd)2−∑
xi<xd
a (xi − xd)2 ψi(x) +
∑
xi≥xd
(2(a− c)xd + (b− d)) (xi − xd)ψi(x)−∑
xi≥xd
c(xi − xd)2ψi(x)
(6.15)
On retranche au second terme
∑
xi<xd
a (xi − xd)2 ψi(x), et on l'ajoute au dernier
terme, ce qui donne
uex(x)− uappex (x) = a(x− xd)2 −
∑
xi
a (xi − xd)2 ψi(x)
+
∑
xi≥xd
(2(a− c)xd + (b− d)) (xi − xd)ψi(x) +
∑
xi≥xd
(a− c)(xi − xd)2ψi(x)
(6.16)
ce qui permet, compte tenu de l'hypothèse x < xd et du fait que les deux dernières
sommes portent sur les noeuds tels que xi ≥ xd, (d'où en particulier, x < xd ≤ xi),
d'écrire l'estimation
|uex(x)−uappex (x)| ≤ C(|a(x−xd)2−
∑
xi
a (xi − xd)2 ψi(x)|+|2(a−c)xd+(b−d)|h+|a−c|h2)
(6.17)
ou encore
|uex(x)−uappex (x)| ≤ C(|a(x−xd)2−
∑
xi
a (xi − xd)2 ψi(x)|+|(u1−u2)(xd)|h+|a−c|h2)
(6.18)
Nous obtenons une estimation presque identique de l'autre côté de la frontière d'où
‖uex(x)− uappex (x)‖∞ ≤ C(Mh2 + |2(a− c)xd + (b− d)|h+ |a− c|h2) (6.19)
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Que la base choisie soit de degré 1 ou 2, la solution, déﬁnie par morceaux, converge
au pire, à l'ordre 1.e type de situation se produit en mécanique des solides pour
modéliser la diﬀusion de la chaleur dans deux matériaux liés et de conductivité
diﬀérente. Les solutions de l'équation de Poisson sont des polynômes de degré 2
de chaque côté. Jean Trunzler[60] a dans sa thèse traité numériquement de tels
exemples.
6.3 Généralisation à une dérivée quelconque de dé-
rivation
6.3.1 Un lemme
Aﬁn de généraliser ce résultat à des fonctions ayant des dérivées discontinuité
d'ordre plus élevé, nous introduisons un lemme :
Lemme 2. En introduisant maintenant dans la base une distribution du type rampe,
nous avons : ∑
xi≥xd
(xi − xd)ψi(x) = 0 (6.20)
De même, en introduisant dans la base H(x)xk, nous avons :∑
xi≥xd
(xi − xd)kψi(x) = 0 (6.21)
Démonstration. Nous obtenons une matrice moment diﬀérente et une condition de
reproduction supplémentaire :
NP∑
i=1
((xi − xd)H(xi − xd)− (x− xd)H(x− xd))ψi(x) = 0 (6.22)
donc, pour le cas x < xd, ∑
xi≥xd
(xi − xd)ψi(x) = 0 (6.23)
De même, ∑
xi≥xd
(xi − xd)kψi(x) = 0 (6.24)
De même, de l'autre côté de la discontinuité. Par conséquent dans la somme,
ne restent plus que les deux termes d'ordre 2, ce qui explique les simulations de
Pierre Joyot, Francisco Chinesta, Jean Trunzler, pour l'article présenté à Bonn en
2004 [35]. Le terme d'ordre 2 restant s'annule également en enrichissant la base avec
(x− xd)2H(x− xd). C'est pourquoi on obtient une erreur nulle en ajoutant dans la
base les polynômes de degré 2.
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6.3.2 Généralisation du résultat de convergence
Supposons que la solution soit égale à f0 avant la frontière (f0 ∈ Cp+1([a, xd]) et
à f1 après la frontière (f1 ∈ Cp+1([xd, b])) et supposons que la base de reproduction
soit de degré p. On pose :
R.I.(f, x, y) =
∫ y
x
f (p+1)(t)
(y − t)p
p!
dt (6.25)
où l'élément surligné désignera le paramètre dans l'intégrale.
Lemme 3.
|
∑
xi
R.I.(f0, xi, x)−
∑
xi≥xd
R.I.(f1, xi, xd)| ≤Mhp+1 (6.26)
Démonstration. Dans le cas 1-D, on se place pour x ≤ xd Comme les fonctions f (p+1)0
et f
(p+1)
1 sont bornées, puisqu'elles sont continues sur [a, xd](respectivement [xd, b]),
on peut écrire grâce à l'inégalité triangulaire∣∣∣∑
xi
R.I.(f0, xi, x)−
∑
xi≥xd
R.I.(f1, xd, xi)
∣∣∣ ≤ |∑
xi
R.I.(f0, xi, x)|+|
∑
xi≥xd
R.I.(f1, xd, xi)|
(6.27)
Or, puisque les fonctions de forme sont aussi bornées et sont non nulles, ainsi que
leurs dérivées là où |x− xi| ≤ a ∗ h, on a après intégration
|
∑
xi
R.I.(f0, xi, x)| ≤ C
∑
xi
|xi − x|p+1|ψi(x)| (6.28)
De même,
|
∑
xi>xd
R.I.(f1, xd, xi)| ≤ C
∑
xi>xd
|xi − x|p+1|ψi(x)| (6.29)
Or dans le cas x ≤ xd < xi, on a
|xd − xi| ≤ |x− xi| ≤ a ∗ h (6.30)
d'où l'inégalité voulue. Le problème se résoud de manière similaire de l'autre côté
de l'interface.
Proposition 3. Supposons que la base soit enrichie des fonctions Heaviside pondé-
rées par des monômes, alors on retrouve le taux de convergence pour une fonction
sans discontinuité sur ses dérivées
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Démonstration. Plaçons-nous à nouveau dans le cas x ≤ xd.
uex(x)− uappex (x) = f0(x)−
∑
xi≤xd
f0(xi)ψi(x)−
∑
xi>xd
f1(xi)ψi(x) (6.31)
Supposons que la fonctions f0 soit dérivable à gauche en la discontinuité en xd et la
fonction f1 dérivable à droite. Alors pour les noeuds se situant à gauche (respecti-
vement pour les noeuds se situant à droite), on développe à gauche(respectivement
à droite) par développement limité. On obtient :
uex(x)− uappex (x) = f0(x)−
∑
xi≤xd
(
p∑
k=0
f
(k)
0 (xd)
(xi − xd)k
k!
ψi(x) +R.I.(f0, xd, xi)ψi(x)
)
−
∑
xi>xd
(
p∑
k=0
f
(k)
1 (xd)
(xi − xd)k
k!
ψi(x) +R.I.(f1, xd, xi)ψi(x)
)
(6.32)
En utilisant le fait que,
(x−xd)k =
NP∑
I=1
(xi−xd)kψi(x) =
∑
xi≤xd
(xi−xd)kψi(x)+
∑
xi≥xd
(xi−xk)kψi(x) pour k ≤ p
(6.33)
on a,
uex(x)− uappex (x) = f0(x)−
p∑
k=0
f
(k)
0 (xd)
(x− xd)k
k!
−
∑
xi≤xd
R.I.(f0, xd, xi)ψi(x)
−
∑
xi>xd
R.I.(f1, xd, xi)ψi(x) +
∑
xi≥xd
p∑
k=0
(f
(k)
0 (xd)− f (k)1 (xd))
(xi − xd)k
k!
ψi(x)
(6.34)
uex(x)− uappex (x) =
∑
xi>xd
p∑
k=0
(f
(k)
0 (xd)− f (k)1 (xd))
(xi − xd)k
k!
ψi(x)+∑
xi≤xd
R.I.(f0, xi, x)ψi(x)−
∑
xi>xd
R.I.(f1, xd, xi)ψi(x)
(6.35)
Intervertissons les deux sommes
uex(x)− uappex (x) =
p∑
k=0
(f
(k)
0 (xd)− f (k)1 (xd))
∑
xi>xd
(xi − xd)k
k!
ψi(x)+∑
xi
R.I.(f0, xi, x)ψi(x)−
∑
xi>xd
R.I.(f1, xd, xi)ψi(x)
(6.36)
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Soit k0 le plus petit k tel que f
(k0)
0 (xd) 6= f (k0)1 (xd). En ajoutant à la base les fonctions
d'enrichissement (x−xd)k0H(x−xd), (x−xd)k0+1H(x−xd), . . . , (x−xd)pH(x−xd),
les sommes pour x < xd dépendant des noeuds après l'interface, s'annulent une par
une grâce au lemme : ∑
xi≥xd
(xi − xd)k0ψi(x) = 0 (6.37)∑
xi≥xd
(xi − xd)k0+1ψi(x) = 0 (6.38)
... (6.39)∑
xi≥xd
(xi − xd)pψi(x) = 0 (6.40)
Quant aux restes intégraux :∑
xi
R.I.(f0, xi, x)−
∑
xi≥xd
R.I.(f1, xd, xi) (6.41)
comme les fonctions f
(p+1)
0 et f
(p+1)
1 sont bornées, on retouve que∣∣∣∑
xi
R.I.(f0, xi, x)−
∑
xi>xd
R.I.(f1, xd, xi)
∣∣∣ ≤Mhp+1 (6.42)
et on retrouve l'ordre de convergence du cas d'une fonction de classe Cp+1 sur tout
le domaine 1-D.
Les fonctions d'enrichissement ont donc pour eﬀet de découpler le problème dû
à la discontinuité.
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Etude temporelle de l'équation de la
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7.1 Introduction
Jusque maintenant, la plupart des résultats de convergence que nous avons énon-
cés sont donnés dans le cadre de solutions analytiques ne dépendant pas du temps.
Maintenant, pour un opérateur particulier, nous allons nous placer dans le cadre de
la collocation. Et nous allons faire intervenir le temps. Donc nous allons eﬀectuer
une simulation en temps. Pour illustrer nos propos, nous allons traiter l'équation
de la chaleur. La plupart des travaux et articles qui traitent des méthodes sans
maillage ne prennent pas en général, en compte, la dimension temporelle. Nous pen-
sons qu'il s'agit d'une contribution originale, et nous verrons qu'elle soulève, des
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questions fondamentales liées à l'explosion des schémas par exemple, questions qui
ne se poseraient pas en éléments ﬁnis.
7.2 Discrétisation de l'équation de la chaleur
Ainsi nous allons traiter ici l'équation de la thermique et donner un résultat de
convergence en collocation pour cet opérateur en particulier.
Considérons l'équation : {
∂tu−∆u = f
u(t = 0) = u0
(7.1)
Discrétisons en temps par la méthode impicite des diﬀérences ﬁnies, et par méthode
sans maillage en espace. Alors nous réécrivons le système à résoudre de manière
discrète :
(A−Bdt)Un+1 = AUn + fn+1dt (7.2)
où
Aij = ψj(xi) (7.3)
et
Bij = ∆ψj(xi) (7.4)
7.3 Etude de l'erreur dans le cadre de la méthode
MLS, en collocation
7.3.1 Ecriture du reste par réccurence
Alors si :
Rn+1 = U
n+1 − Uan(tn+1) (7.5)
on a :
Rn+1 = (A−Bdt)−1[AUn + fn+1dt]− Uan(tn+1) (7.6)
= (A−Bdt)−1[AUn + ∂tu(., tn+1)−∆u(., tn+1)dt] (7.7)
− Uan(tn+1) (7.8)
= (A−Bdt)−1[AUn + dt ∗ ∂tu(., tn+1) (7.9)
− dt ∗∆u(., tn+1)dt− (A−Bdt)Uan(tn+1)] (7.10)
Par développememnt limité de Uan(tn+1), on a :
Uan(t
n+1) = Uan(t
n) + dtU ′an(t
n) +
dt2
2
U (2)an (t
n) + ◦(dt2) (7.11)
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Rn+1 = (A−Bdt)−1[ARn + dt(BUan(tn+1)−∆u(., tn+1)) (7.12)
dt ∗ ∂tu(., tn+1)− dtAU ′an(tn)−
dt2
2
U (2)an (t
n) + ◦(dt2)] (7.13)
De même,
U ′an(t
n+1) = U ′an(t
n) + dtU (2)an (t
n) + ◦(dt) (7.14)
donc
Rn+1 = (A−Bad dt
h2
)−1[ARn + dt(BUan(tn+1)−∆u(., tn+1)) (7.15)
+ dt ∗ (∂tu(., tn)− AU ′an(tn)) +
dt2
2
U (2)an (t
n) + ◦(dt2)] (7.16)
Rn+1 = (I − A−1Bad dt
h2
)−1Rn + (A−Bad dt
h2
)−1[dt(BUan(tn+1)−∆u(., tn+1))
(7.17)
+ dt ∗ (∂tu(., tn)− AU ′an(tn)) +
dt2
2
U (2)an (t
n) + ◦(dt2)] (7.18)
Rn+1 = (I − A−1Bad dt
h2
)−1Rn + (I − A−1Bad dt
h2
)−1A−1[dt(BUan(tn+1)−∆u(., tn+1))
(7.19)
+ dt ∗ (∂tu(., tn)− AU ′an(tn)) +
dt2
2
U (2)an (t
n) + ◦(dt2)] (7.20)
Posons,
F = (I − A−1Bad dt
h2
)−1 (7.21)
Par réccurence,
Rn+1 = F
n+1R0 +
n+2∑
k=1
F kA−1[dt(BUan(tn+2−k)−∆u(., tn+2−k)) (7.22)
+ dt ∗ (∂tu(., tn+1−k)− AU ′an(tn+1−k)) +
dt2
2
U (2)an (t
n+1−k) + ◦(dt2)] (7.23)
On pose
α(Uan, dt, k) = dt(BUan(t
n+2−k)−∆u(., tn+2−k)) (7.24)
β(Uan, dt, k) = dt ∗ (∂tu(., tn+1−k)− AU ′an(tn+1−k)) (7.25)
η(Uan, dt
2, k) =
dt2
2
U (2)an (t
n+1−k) + ◦(dt2) (7.26)
donc
Rn+1 = F
n+1R0 +
n+2∑
k=1
F kA−1[α(Uan, dt, k) + β(Uan, dt, k) + η(Uan, dt2, k)] (7.27)
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7.4 Etude de stabilité dans le cadre de la méthode
MLS, en collocation
Contrairement au cas de la méthode par diﬀérences ﬁnies, où l'on se retrouve
à devoir inverser une matrice symétrique déﬁnie positive, ici la matrice F n'a au-
cune raison d'être symétrique. On constate même que cette matrice a des valeurs
propres à partie imaginaire non nulle. Par ailleurs, nous savons que toute matrice
est tridiagonalisable dans C. Nous pouvons donc tout de même écrire :
F k = PT kP−1 (7.28)
où
T =

1
1−dtλ1(A−1B) 0 . . . 0
a21
1
1−λ2(A−1B) . . . 0
...
...
. . .
...
aNP1 aNP2 . . .
1
1−λNP (A−1B)
 (7.29)
On sait que :
‖F n‖ ≤ ‖F‖n (7.30)
Or
‖α(Uan, dt, k)‖∞ ≤ sup
k
‖α(Uan, dt, k)‖∞ ≤ Chp−1dt‖u‖L∞([0,T ],Hp+1) (7.31)
‖β(Uan, dt, k)‖∞ ≤ sup
k
‖β(Uan, dt, k)‖∞ ≤ Chp+1dt‖∂tu‖L∞([0,T ],Hp+1) (7.32)
‖η(Uan, dt2, k)‖ ≤ Cdt2 (7.33)
donc
‖Rn+1‖ = ‖F n+1‖‖R0‖+ ‖A−1‖[Chp−1dt‖u‖L∞([0,T ],Hp+1)+ (7.34)
Chp+1dt‖∂tu‖L∞([0,T ],Hp+1) + η(Uan, dt2, k)]
n+2∑
k=1
‖F k‖ (7.35)
donc
‖Rn+1‖ = ‖F n+1‖‖R0‖+ ‖F‖‖A−1‖[Chp−1dt‖u‖L∞([0,T ],Hp+1)+ (7.36)
Chp+1dt‖∂tu‖L∞([0,T ],Hp+1) + η(Uan, dt2, k)]
n+1∑
k=0
‖F k‖ (7.37)
Pour h assez petit,
‖F‖ ≤ Ch
2
dt
(7.38)
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Finalement,
‖Rn+1‖ = ‖F n+1‖‖R0‖+ C‖A−1‖[hp+1‖u‖L∞([0,T ],Hp+1)+ (7.39)
hp+3‖∂tu‖L∞([0,T ],Hp+1) + Cdt]
n+1∑
k=0
‖F k‖ (7.40)
On a donné plus haut une expression de T k. Et on voit que le reste est constitué
de 2 termes. Pour que le premier tende vers 0 quand n devient grand, il faut soit
que R0 = 0, ce qui est possible à imposer numériquement, soit il faut que le terme
en facteur ‖F n+1‖tende vers 0. Si on revient à l'expression de F k, on a :
F k = PT kP−1 (7.41)
donc
‖F k‖ ≤ C(P )‖T k‖ (7.42)
où
C(P ) = ‖P‖‖P−1‖ (7.43)
désigne le conditionnemment de la matrice de passage. La condition ‖F n+1‖ peut
être imposé en prenant pour condition suﬃsante :
lim
k→+∞
‖T k‖ = 0 (7.44)
T k =

(
1
1−dtλ1(A−1B)
)k
0 . . . 0
a21,k
(
1
1−dtλ2(A−1B)
)k
. . . 0
...
...
. . .
...
aNP1,k aNP2,k . . .
(
1
1−dtλNP (A−1B)
)k

(7.45)
cela signiﬁe que l'on doit nécéssairement avoir :∣∣∣ 1
1− dtλi(A−1B)
∣∣∣ < 1 (7.46)
ce qui constitue une condition de stabilité en quelque sorte soit :
dt > 2 sup
Re(λi)
|λi|2 si λi ∈ Sp
+ (7.47)
où Sp+ désigne les valeurs propres à partie réèlle positive. Par ailleurs, on constate
de manière agréable que si toutes les valeurs propres de cette matrice sont à partie
réèlle négative, on retrouve une inconditionnelle stabilité. On note :
D(u, dt, h) = C‖A−1‖[hp+1‖u‖L∞([0,T ],Hp+1) + hp+3‖∂tu‖L∞([0,T ],Hp+1) + Cdt] (7.48)
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donc
‖Rn+1‖ = ‖F n+1‖‖R0‖+D(u, dt, h)
n+1∑
k=0
‖F k‖ (7.49)
D'après les propriétés sur les séries,
La série
∑
k
‖F k‖ converge⇒ lim
k→+∞
‖F k‖ = 0 (7.50)
ce qui conﬁrme la condition de stabilité déjà énoncée, et en fait une condition né-
céssaire :
dt > 2 sup
Re(λi)
|λi|2 si λi ∈ Sp
+ (7.51)
7.5 Résultats numériques
Ceci explique pourquoi dans nos tests pour un dt trop grand et un degré de
reproduction de 2, le taux de convergence chute de 3 à 2. Voici un exemple de test
numérique : Pour la solution analytique,
u(x, y, t) = tcos(x)cos(y) (7.52)
Avec ND=11, soit en 2-D sur le carré [0, 1]× [0, 1], NP = 121 sur 3 secondes, avec
tmax
M
, M = 10, 100, 1000. Avec M = 10000, il y a explosion.
Avec M = 10,
Avec M = 100,
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Avec M = 1000,
7.6 Remarque sur la condition de stabilité
Nous faisons maintenant une remarque qualitative très importante. Nous nous
aperçevons qu'en collocation, dans le cas d'un schéma implicite, en méthodes sans
maillage MLS, nous avons une condition de non-explosion, alors que si nous avions
traité l'équation de la chaleur par une formulation implicte en diﬀérences ﬁnies
pures, nous avons stabilité de manière inconditionelle. En eﬀet, si on considère la
discrétisation du problème de la chaleur en 1-D, avec un schéma d'Euler implicite,
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nous obtenons le schéma suivant :
un+1j − unj
∆t
=
un+1j+1 − 2un+1j + un+1j−1
∆x2
+ fn+1
u0j = u0(xj)donnée : condition initiale
un0 = u
n
M = 0∀n : conditions aux limites de Dirichlet homogènes
(7.53)
alors l'analyse de stabilité du schéma nous conduit au résultat suivant :
(I +
∆t
dx2
A)Un+1 = Un + ∆tfn+1 (7.54)
où A est la matrice tridiagonale symétrique tenant compte de l'imposition des cond-
tions limites et initiales.
A =

2 −1 0 . . . 0
−1 2 −1 . . . 0
. . . . . . . . .
0
. . . . . . . . . −1
0 . . . . . . −1 2
 (7.55)
Les valeurs propres étant strictement positives et strictement inférieures à 1 pour
tout k, ceci entraîne la stabilité inconditionnelle (quels que soient ∆t et ∆x) du
schéma implicite. Il est donc intéréssant de constater, que dans le cas de la résolution
numérique de l'équation de la chaleur en méthode sans maillage, nous perdons en
condition de stabilité ce que nous gagnons à éviter de passer en formulation Galerkin.
7.7 Estimation d'erreur sur l'approximation
Nous proposons maintenant une estimation de l'erreur d'approximation numé-
rique en espace et temps mais après multiplication des données nodales par les fonc-
tions de forme, et cela dans notre exemple de l'équation de la chaleur en formulation
implicite. Nous avons :
AUn+1 = dtBUn+1 + AUn + dtfn+1 (7.56)
donc
AUn+1 − U(tn+1) = dtBUn+1 + AUn + fn+1dt− U(tn+1) (7.57)
Or
fn+1 = ∂tu(., t
n+1)−∆u(., tn+1) (7.58)
Le dévellopement limité de U entre tn+1 et tn donne
U(tn+1) = U(tn) + dtU ′(tn) +
dt2
2
U (2)(tn) + ◦(dt2) (7.59)
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AUn+1−U(tn+1) = AUn − U(tn) + dtBUn+1 + fn+1dt− dt ∗ U ′(tn) (7.60)
− dt
2
2
U (2)(tn) + ◦(dt2) (7.61)
= AUn − U(tn) + dt(BUn+1 −∆u(., tn+1)) + dt
2
2
U (2)(tn) + ◦(dt2) (7.62)
= AU0 − U(t0) +
n+1∑
k=1
dt(BUk+1 −∆u(., tk+1)) + dt
2
2
U (2)(tk) + ◦(dt2)
(7.63)
donc
‖AUn+1−U(tn+1)‖ ≤ ‖AU0−U(t0)‖+ dt
h2
hp+1‖u‖L∞([0,T ],Hp+1)+C(T, U (2))dt (7.64)
Or nous avons isolé l'hypothèse de stabilité :
dt > 2 sup
Re(λi)
|λi|2 si λi ∈ Sp
+ (7.65)
Par adimensionnement par rapport à h, ceci revient à écrire
dt
h2
≥ C (7.66)
Si on impose la condition initiale sur l'approximation complète,
‖AUn+1 − U(tn+1)‖ ≤ ‖u‖L∞([0,T ],Hp+1)hp+1 + C(T, U (2))dt (7.67)
7.8 Exemple numérique
Par exemple, avec la fonction :
u(x, y, t) = sin(t)cos(x) + cos(t)cos(y) (7.68)
Nous travaillons sur une seconde, avec 1000 pas de temps, et un test sur 8,10,12,15,17,19
noeuds.
C'est ce qui explique que pour dt trop grand, on n'observe plus de pente.
Nous constatons également numériquement l'adéquation entre le dt à utiliser pour
ne pas avoir explosion. Nous eﬀectuons dans cette partie , nos tests en norme inﬁni,
donc nous devons considérer la norme matricielle. Nous rappelons que
‖A‖∞ = sup
i
NP∑
j=1
|Aij| (7.69)
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7.9 Conclusion
Ainsi, dans cette partie, nous avons traité l'équation de la chaleur avec condi-
tions initiales. A cet eﬀet, nous avons utilisé un schéma implicite en temps, et une
discrétisation MLS en espace. Alors, qu'en diﬀérences ﬁnies pures, on obtient un
système inconditionnellement stable, ceci n'est pas le cas par la méthode MLS. En
fait dt ne peut passer en dessous d'une certaine valeur critique qui dépend dépend
des matrices de collocation des fonctions de forme et des Laplacien des fonctions de
forme dans ce cas. Par ailleurs, nous avons donné, dans le cadre de la collocation
par points des estimations que l'on ne trouve pas forcément dans la littérature.
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8.1 Introduction
La décomposition orthogonale propre (POD) et la méthode MLS vont être étu-
diées maintenant conjointement pour analyser numériquement l'équation de la cha-
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leur transitoire en discrétisant en temps par schéma de diﬀérences ﬁnies. Une dé-
composition orthogonale propre (POD) couplée avec la méthode des snapshots est
utilisée pour générer une solution réduite dont chaque terme est le produit d'une
fonction en temps par une fonction en espace. En combinant les 2 approches ci-
tées avec une procédure de collocation, nous aboutissons à un système d'optimalité
un peu diﬀérent du système d'optimalité qui permet d'aboutir à l'approximation
moindre carrés mobiles classiques. Un estimateur d'erreur entre la solution obtenue
après réduction de modèle et la solution analytique, est obtenu, et cela dans le cadre
d'un schéma de discrétisation en temps de type diﬀérences ﬁnies pour une solution.
La décomposition orthogonale propre (POD), aussi connue sous le nom de déve-
loppement de Karhunène-Loève en analyse du signal et reconnaissance de forme
est une technique donnant une puissante approximation pour représenter un ﬂux
avec un nombre réduit de degrés de liberté, c'est-à-dire avec un modèle de dimen-
sions réduites. La technique a été originellement proposée indépendamment par
Kosambi[18],Loève[47], et Karhunen[37]. Les modèles de faible dimension mènent
à une vaste réduction en termes de degrés de liberté en capturant les dynamiques
essentielles du processus sans perte signiﬁcative de précision. Un rappel complet
de cette technique est fourni dans [49]. La méthode fournit un outil utile pour ap-
proximer eﬃcacement une large quantité de données. A partir de cette méthode,
nous obtenons une base orthogonale pour la représentation de données données en
un certain sens d'optimalité moindres carrés. En plus d'être optimal au sens des
moindres carrés, POD a la propriété d'utiliser une décomposition qui ne dépend pas
des données, et qui ne suppose aucune connaissance à priori du processus enployé
pour générer les données. La méthode a aussi été utilisée dans les applications aux
ﬂux par Lumley[48]. Cette méthode peut être utilisée avec la méthode des snap-
shots pour générer des modèles eﬃcaces de faible dimension pour le contrôle et
l'analyse des systèmes gouvernés par des EDP's. La technique des snapshots a été
introduite par Sirovich[39]. Elle consiste en un ensemble de clichés de la solution
numériquement obtenue, évaluée à des instants diﬀérents et donc déterminés déter-
minés à partir de l'évolution en temps du modèle complet.
Nous allons exploiter la méthode statistique de décomposition orthogonale propre
décrite dans [9] pour mener les calculs. Dans le contexte des éléments ﬁnis, F.
Chinesta, and al. ont prouvé que la méthode est très eﬃcace dans les articles
[13],[17],[1],[14],[3]
.
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8.2 Opérateur et équation de Fredholm
Nous supposons que l'évolution d'un certain champ de température, de pression
ou autre grandeur est connue. Dans nos applications, le champ sera exprimé sous
forme discrète, aux noeuds d'un maillage en espace et aux instants tm. Ainsi, soit
= (x, tn) une variable spatio-temporelle. Nous considérons que
T (xi, t
m) = Tm(xi) = T
m
i (t
m = m∆t) (8.1)
Ainsi nous pouvous écrire Tm pour désigner le vecteur contenant la température
nodalement aux Nt instants t
m sur un domaine spatial Ω. Le problème à résoudre
consiste donc à extraire de ces champs considérés comme aléatoires, un mode do-
minant (encore appelé structure cohérente). D'après Lumley (1967), une structure
cohérente correspond à une fonction déterministe la mieux corrélée en moyenne aux
réalisations Tm. En d'autres termes, nous recherchons une fonction Φ qui possède au
sens des moindres carrés, la plus grande projection sur les observations, c'est-à-dire
qui maximise la quantité |(T, φ)|2. Or, puisque nous cherchons uniquement à tester
le parallélisme des fonctions Φ avec les observations, la dépendance de l'amplitude
de Φ doit être supprimée. Une manière de le faire est de normaliser à 1, l'amplitude
des fonctions Φ. Par conséquent, il est naturel de s'intérésser à un espace de fonc-
tions Φ pour lequel le produit scalaire existe. Un choix naturel est donc d'imposer
à Φ d'appartenir à l'espace des fonctions de carré intégrable sur D = Ω × R+, soit
L2(D). Finalement, dans le but d'introduire les statistiques relatives à l'ensemble
des observations, nous allons chercher à maximiser l'expression :
〈|(T,Φ)|2〉
‖Φ‖2 (8.2)
sous un certaine moyenne (ici temporelle) notée ici 〈·〉. Par conséquent, d'un point
de vue mathématique, la fonction Φ correspond à la solution du problème d'optimi-
sation avec contraintes suivant :
max
ψ∈L2(Ω)
〈|(T, ψ)|2〉
‖ψ‖2 =
〈|(T,Φ)|2〉
‖Φ‖2 (8.3)
avec
(Φ,Φ) = ‖Φ‖2 = 1 (8.4)
où (·) et ‖ ‖ représentent respectivement le produit scalaire canonique sur L2 et
la norme associée. Nous allons maintenant déﬁnir un opérateur, associée à ce pro-
blème, et nous allons nous aperçevoir que c'est en fait l'opérateur de Fredholm. Ceci
va permettre de faire le lien avec le problème de maximisation, qui pourra se refor-
muler sous forme d'un problème aux valeurs propres. Pour cela nous introduisons
l'opérateur :
A : L2(Ω)→ L2(Ω) (8.5)
67
déﬁni par :
A : φ→ 〈(T, φ)T 〉 (8.6)
Ainsi le problème de maximisation se ramène à la maximisation du quotient de
Rayleigh déﬁni par :
R(Φ) = (AΦ,Φ)‖Φ‖2 (8.7)
On a donc :
Aφ(x) = 〈(T, φ)T 〉 =
∫
Ω
∫ T
0
T (x, t)T (y, t)φ(y)dtdy (8.8)
=
∫
Ω
k(x, y)φ(y)dy (8.9)
avec
k(X, Y ) =
∫ T
0
T (X, t)T (Y, t)dt (8.10)
On sait alors d'après la théorie spectrale que si k ∈ L2(Ω× Ω), A est un opérateur
de Hilbert Schmidt. Par ailleurs, on sait que :
Proposition 4. (Rappel) Les opérateurs de Hlibert-Schmidt sont compacts.
donc A est un opérateur compact. De plus,
∀v ∈ L2(Ω), (v,Av)L2(Ω) ≥ 0 (8.11)
En eﬀet,∫
Ω
v(x)
(∫
Ω
k(x, y)v(y)dy
)
dx =
∫ T
0
(∫
Ω
k(x, t)v(x)dx
)2
dt (8.12)
Enﬁn on sait que A est auto-adjoint. Alors d'après le théorème spectral pour les opé-
rateurs auto-adjoints compacts, dit aussi théorème de Hilbert-Schmidt, il existe une
famille orthonormale dénombrable dans L2(Ω), en0≤n<N+1, N ∈ N
⋃
+∞, constituée
de vecteurs propres de A, tels que Aen = λnen où la famille (|λn| = λn)0≤n<N+1 est
décroissante. Avec la base orthonormale obtenue, on sait que l'on peut écrire :
T (x, t) =
+∞∑
i=1
ai(t)φi(x) (8.13)
De plus,
Lemme 4.
〈an, am〉 = λnδn,m (8.14)
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Démonstration.
an(t) = (u(x, t), φn) (8.15)
am(t) = (u(x, t), φm) (8.16)
〈an, am〉 =
∫ T
0
(u(x, t), φn)(u(x, t), φm)dt (8.17)
Toujours en invoquant le théorème de Fubini,
〈an, am〉 =
((∫ T
0
(u(x, t), φn)u(x, t)dt
)
, φm
)
(8.18)
= (Aφn, φm) = (λnφn, φm) = λnδn,m (8.19)
Autrement dit, la famille des (am) est une famille orthogonale.
8.3 Discrétisation
En passant du cas continu, au cas discret, la quantité à maximiser devient :
α =
∑M
m=1
[∑N
i=1 φ(xi)T
m(xi)
]2
∑N
i=1(φ(xi))
2
(8.20)
et il faut determiner les vecteurs φ qui vériﬁent cette maximisation.Nous donnons
maintenant deux déﬁnitions que nous allons utiliser juste après :
Déﬁnition 8. La matrice de corrélation de 2 points est donnée par :
cij =
M∑
m=1
Tm(xi)T
m(xj)⇔ c =
M∑
m=1
Tm(Tm)T (8.21)
Par ailleurs, nous déﬁnissons la matrice contenant l'histoire du champ :
Déﬁnition 9.
Q =

T 11 T
2
1 . . . T
M
1
T 12 T
2
2 . . . T
M
2
...
...
. . .
...
T 1N T
2
N . . . T
M
N
 (8.22)
C'est cette matrice, qui est communément appelée matrice des snapshots. Les
snapshots sont des clichés pris du système à des instants diﬀérents. On peut alors
écrire :
C = QQT (8.23)
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8.3.1 Condition nécéssaire de maximisation de α
Lemme 5.
α est maximum ⇒ ∃φ 6= 0, , C φ = αφ (8.24)
Démonstration. La maximisation conduit à chercher la condition nécéssaire d'annu-
lation de la dérivée de Fréchet de α. Ceci s'exprime de la manière suivante :
N∑
j=1
∂α
∂(φ(xj))
φ˜(xj) = 0 ∀φ˜ (8.25)
où
S =
N∑
i=1
(φ(xi))
2 (8.26)
et
(φ, Tm) =
N∑
i=1
(φ(xi), T
m(xi)) (8.27)
N∑
j=1
∑M
m=1 2
[∑N
i=1 φ(xi)T
m(xi)
]
Tm(xj)S − 2
∑M
m=1
[∑N
i=1 φ(xi)T
m(xi)
]2
(φ(xj))
(
∑N
i=1(φ(xi))
2)2
φ˜(xj) = 0
(8.28)
c'est-à-dire
N∑
j=1
φ˜(xj)
M∑
m=1
[
N∑
i=1
φ(xi)T
m(xi)
]
Tm(xj)S =
N∑
j=1
M∑
m=1
[
N∑
i=1
φ(xi)T
m(xi)
]2
(φ(xj))φ˜(xj)
(8.29)
M∑
m=1
[
N∑
j=1
φ˜(xj)T
m(xj)
][
N∑
i=1
φ(xi)T
m(xi)
]
S =
M∑
m=1
[
N∑
i=1
φ(xi)T
m(xi)
]2 N∑
j=1
φ(xj)φ˜(xj)
(8.30)
Divisant les 2 membres par
∑N
i=1(φ(xi))
2, nous obtenons
M∑
m=1
[
N∑
j=1
φ˜(xj)T
m(xj)
][
N∑
i=1
φ(xi)T
m(xi)
]
= α
N∑
j=1
φ(xj)φ˜(xj) (8.31)
ce qui peut être exprimé comme
N∑
i=1
{
N∑
j=1
[
M∑
m=1
Tm(xi)T
m(xj)φ(xi)
]
φ˜(xj)} = α
N∑
j=1
φ(xj)φ˜(xj) (8.32)
Nous déﬁnissons le vecteur φ tel que sa i-composante est φ(xi). La dernière équation
devient :
φTC φ˜ = αφT φ˜ ∀φ˜⇒ C φ = αφ (8.33)
⇒ C φ = αφ (8.34)
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8.3.2 Propriété de la matrice C
Comme la matrice C, le théorème spectrale dans le cas discret nous dit que cette
matrice peut être mise sous forme d'une matrice diagonale dans une base orthonor-
mée. Soit λ1, . . . , λN les valeurs propres associées aux vecteurs propres φ1, φ2, . . . , φN .
Elles sont toutes positives car C est une matrice positive. Soit n le cardinal de l'en-
semble des valeurs propres dominantes. Empiriquement, on sait que n est beaucoup
plus petit que NP . Ainsi, nous déﬁnissons la matrice des vecteurs propres associés
aux valeurs propres dominates : B = [φ
1
, φ
2
, . . . , φ
n
]
φ1(x1) φ2(x1) . . . φn(x1)
φ1(x2) φ2(x2) . . . φn(x2)
...
...
. . .
...
φ1(xN) φ2(xN) . . . φn(xN)
 (8.35)
8.4 Mise en oeuvre numérique de la POD
Le système linéaire résultant de la discrétisation du modèle peut s'écrire :
G Tm+1 = Hm (8.36)
En tenant compte du fait que l'approximation que nous introduisons dans la formu-
lation forte est l'approximation MLS, on peut réécrire le modèle de l'équation de la
chaleur, qui sera pour les modèles non stationnaires l'un des seuls modèles que nous
traitons. Ainsi :
(A[ψI ]− dt(A[∂xxψI ] + A[∂yyψI ]))T n+1 = A[ψI ]T n + f(tn+1)dt (8.37)
On impose alors les conditions initiales et aux bords.Soit :
G = A[ψI ]− (A[∂xxψI ] + A[∂yyψI ])dt (8.38)
Une fois la première simulation eﬀectuée, ayant obtenu les modes propres dominants,
nous pouvons réécrire nodalement que :
Tm =
n∑
i=1
ζmi φi = B ζ
m (8.39)
où ζ est inconnu. Il résulte de cela que l'équation discrétisée peut se réécrire :
G Tm = Hm−1 (8.40)
G B ζm = Hm−1 (8.41)
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Plus précisément, dans notre cas, nous avons :
G B ζm+1 = A B ζm + f(tn+1) ∗ dt (8.42)
On mutiplie alors par BT pour obtenir le système carré :
BTGB ζm+1 = BTA B ζm +BTf(tm+1) ∗ dt (8.43)
Comme on peut le voir, le fait d'avoir obtenu les modes propres dominants nous
permet, dans une seconde étape, de mener une simulation de taille réduite. Ceci a
l'avantage d'être bien plus rapide. En fait, on peut se demander pourquoi multiplier
par la matrice BT puisque la matrice BTGB n'est pas symétrique.
8.5 Expression de la MLS-approximation prenant
en compte la décomposition orthogonale propre
Dans cette section, nous appelons :ζapp la fonction approximante obtenue à partir
des ζm, avec m ∈ J0, E( T
dt
)K dans la phase qui suit l'obtention des modes propres.
Pour ces fonctions en temps, le pas de discrétisation est dt. En réécrivant les in-
connues nodales comme combinaison linéaire des modes propres dominants, nous
avons :
Proposition 5.
uapp(x, t) =
n∑
i=1
ζappi (t)φ
app,MLS
i (x) (8.44)
Démonstration. Comme les n premiers modes sont dominants, nous gardons les
premiers dans l'approximation et nous considérons que les valeurs à approximer
peuvent être réécrites :
u2(xk, t) =
n∑
i=1
ζappi (t)φi(xk) = ζ
m φi (8.45)
où
ζappi (t) =
M∑
k=1
Nk(t)ζnumi (t
k) (8.46)
avec ζnui approximation MLS des ζ
num
i (t
k) obtenus numériquement. Ainsi en in-
troduisant cette expression de la solution obtenue numériquement dans la nouvelle
fonctionnelle à minimiser avec NP noeuds :
K(a(x, t)) =
1
2
NP∑
j=1
(v(x,xj, t)− u2(xj, t))2 φ(x− xj) (8.47)
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et en supposant encore que la solution approchée est une combinaison linéaire de
monômes, nous déduisons que le système d' optimalité est :
M(x)a(t, x) =
NP∑
k=1
n∑
i=1
ζappi (t)φi(xk)P (
xk − x
r
)w(
xk − x
r
) (8.48)
=
n∑
i=1
ζappi (t)
NP∑
k=1
φi(xk)P (
xk − x
r
)w(
xk − x
r
) (8.49)
où le vecteur de reproduction est le vecteur de monômes. Ainsi,
uapp(t, x) = P T (0)M−1
n∑
i=1
ζappi (t)
NP∑
k=1
φi(xk)P (
xk − x
r
)w(
xk − x
r
) (8.50)
=
n∑
i=1
ζappi (t)
NP∑
k=1
φi(xk)P
T (0)M−1P (
xk − x
r
)w(
xk − x
r
) (8.51)
=
n∑
i=1
ζappi (t)
NP∑
k=1
φi(xk)ψk(x) (8.52)
=
n∑
i=1
ζappi (t)φ
app,MLS
i (x) (8.53)
Nous avons ﬁnalement :
uapp(t, x) =
n∑
i=1
ζappi (t)φ
app,MLS
i (x) (8.54)
8.6 Justiﬁcation du point de vue énérgétique, ana-
lyse de convergence après Reduction de Mo-
dèles
Nous nous plaçons ici dans le cadre de fonctions en temps et espace dont on sait
qu'elles sont orthogonales entre elles, que ce soit en temps ou en espace.
(ai/aj)t = λiδij (8.55)
(φi/φj)x = δij (8.56)
Nous désignons par ()t le produit scalaire en temps et ()x le produit scalaire en
espace.
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Théorème 10. Si p est le degré de reproduction, n le cardinal de l'ensemble des
plus hautes valeurs propres, δt le pas de temps de la discrétisation par diﬀérences
ﬁnies (pour notre simulation par schéma d'Euler implicite par exemple), le pas de
temps de la simulation à postériori, h le raﬁnnement. On suppose que n ∈ N , alors
‖T app(x, t)−T (x, t)‖2L[0,T ]∗L2(Ω) ≤ C
(
δt2 + dt2(q+1)
)
+C1(n) max
j
(λj)h
2(p+1)+2
∞∑
j=n+1
λj
(8.57)
Démonstration.
T app(x, t)− T (x, t) =
n∑
j=1
ζappj (t)φ
app,MLS
j (x)−
∞∑
j=1
ζj(t)φj(x) (8.58)
=
n∑
j=1
(ζappj (t)− ζj(t))φapp,MLSj (x) (8.59)
+
n∑
j=1
ζj(t)(φ
app,MLS
j (x)− φj(x))−
∞∑
j=M+1
ζj(t)φj(x) (8.60)
= θ1(x, t) + θ2(x, t) + θ3(x, t) (8.61)
avec
θ1(x, t) =
n∑
j=1
(ζappj (t)− ζj(t))φapp,MLSj (x) (8.62)
θ2(x, t) =
n∑
j=1
ζj(t)(φ
app,MLS
j (x)− φj(x)) (8.63)
θ3(x, t) = −
∞∑
j=n+1
ζj(t)φj(x) (8.64)
Désormais M = n. Cette notation sera plus explicite pour numéroter les modes
propres dominants.
‖T app(x, t)− T (x, t)‖2L[0,T ]∗L2(Ω) =
∫ T
0
∫
Ω
(T app(x, t)− T (x, t))2 dΩdt (8.65)
‖T app(x, t)− T (x, t)‖2L[0,T ]∗L2(Ω) ≤ 2
∫ T
0
∫
Ω
(
θ21(x, t) + θ
2
2(x, t) + θ
2
3(x, t)
)
dΩdt
(8.66)
‖T app(x, t)− T (x, t)‖2L[0,T ]∗L2(Ω) ≤ Θ1(δt) + Θ2(M,h, dt) + Θ3(M) (8.67)
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où grâce au théorème de Fubini,on a :
Θ1(δt) = 2
∫ T
0
∫
Ω
θ21(x, t)dΩdt ≤ 2
n∑
j=1
∫ T
0
(ζappj (t)− ζj(t))2dt
∫
Ω
φ2
app,MLS
j (x)dΩ
(8.68)
Θ2(M,h, dt) = 2
∫ T
0
∫
Ω
θ22(x, t)dΩdt ≤ 2
n∑
j=1
∫ T
0
ζ2j (t)dt
∫
Ω
(φapp,MLSj (x)− φj(x))2dΩ
(8.69)
Θ3(M) = 2
∫ T
0
∫
Ω
θ23(x, t)dΩdt ≤ 2
∞∑
j=n+1
∫ T
0
ζ2j (t)dt
∫
Ω
φ2j(x)dΩ (8.70)
Grâce au lemme 2, nous avons :
∀i,
∫ T
0
ζ2i (s)ds = λi (8.71)
Grâce au théorème de décomposition spectrale de A, nous avons :
∀i, j ∈ J1, NP K∫
Ω
φi(x)φj(x)dΩ = δij (8.72)
En particulier,
∀i ∈ J1, NP K,∫
Ω
φ2i (x)dΩ = 1 (8.73)
Donc
‖T app(x, t)− T (x, t)‖2L[0,T ]∗L2(Ω) ≤ Θ1(δt) + Θ2(M,h, dt) + Θ3(M) (8.74)
où on renommé Θ1(δt),Θ2(M,h, dt),Θ3(M).
Θ1(δt, h,M) = 2
n∑
j=1
∫ T
0
(ζappj (t)− ζj(t))2dt
∫
Ω
φ2
app,MLS
j (x)dΩ (8.75)
Θ2(h,M) = C1 ∗
n∑
j=1
λj‖φappj (x)− φj(x)‖2L2 (8.76)
Θ3(M) = 2
∞∑
j=n+1
λj (8.77)
8.6.1 Estimation de Θ1
Enﬁn ,
‖ζappi (t)− ζvraii (t)‖2L2(0,T ) ≤
∫ T
0
∣∣∣∑
k
ζappi (tk)N
k(t)−
∑
k
ζvraii,MLS(t
k)Nk(t)
∣∣∣2dt+
(8.78)∣∣∣ζvraiMLS − ζvrai∣∣∣2 (8.79)
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‖ζappi (t)− ζvraii (t)‖2L2(0,T ) ≤
∫ T
0
(∑
k
∣∣∣ζappi (tk)− ζvraii,MLS(tk)∣∣∣2
)
N2k (t)dt+ (8.80)∣∣∣ζvraiMLS − ζvrai∣∣∣2 (8.81)
Etant donné que nous discrétisons en temps par la méthode d'Euler, nous rappelons
un théorème de convergence de la méthode d'Euler en 1-D,
Théorème 11. Soit Ω un ouvert de R2, f : Ω → R, et (0, U0) ∈ Ω. On suppose
que f est de classe C1 et lipschitzienne par rapport à la deuxième variable, i.e. qu'il
existe L > 0 tel que
∀(t, r), (t, r′) ∈ Ω, |f(t, r)− f(t, r′)| ≤ |r − r′| (8.82)
On suppose enﬁn que le problème de Cauchy
y′(t) = f(t, y(t)), y(0) = u0 (8.83)
a une solution u (nécessairement unique) sur un intervalle [0,T], où T > 0. On ﬁxe
h > 0 et y0 ∈ R de sorte que (0, y0) ∈ Ω, et on pose :
ym+1 = ym + δtf(tm+1, ym+1) où tm = mδt (8.84)
Alors : (i) si y0 − u0 et h sont assez petits, les ym sont bien déﬁnis tant que 0 ≤
m ≤ T
h
; (ii)il existe (C,D > 0) ne dépendant pas que de Ω, fet T tel que :
∀0 ≤ m ≤ T
h
, |ym − y(tm)|leqC|y0 − u0|+Dδt (8.85)
Suite de la preuve : On a donc :
‖ζappi (t)− ζvraii (t)‖2L2(0,T ) ≤ Cδt2
∫ T
0
∑
k
N2k (t)dt+ (8.86)∣∣∣ζvraiMLS − ζvrai∣∣∣2 (8.87)
Les Nk étant des fonctions de forme en temps, elles sont à support compact et C2,∫ T
0
∑
k
N2k (t)dt ≤ C2(T ) (8.88)
donc
‖ζappi (t)− ζvraii (t)‖2L2(0,T ) ≤ Cδt2 +
∣∣∣ζvraiMLS − ζvrai∣∣∣2 (8.89)
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Soit q le degré de reproduction des fonctions de forme en temps,∣∣∣ζvraiMLS − ζvrai∣∣∣2 ≤ C(ζ)δt2(q+1) (8.90)
donc
‖ζappi (t)− ζvraii (t)‖2L2(0,T ) ≤ C(ζ)
(
δt2 + dt2(q+1)
)
(8.91)
Il s'en suit :
Θ1(δt, h,M) ≤
(
δt2 + dt2(q+1)
)( n∑
j=1
C(ζj)
)∫
Ω
φ2
app,MLS
j (x)dΩ (8.92)
Etant donné que la suite des φapp,MLSj converge en norme L
2 et que n < ∞, on a
donc : ∫
Ω
φ2
app,MLS
j (x)dΩ ≤ C1 (8.93)
donc,
Θ1(δt, h, n) ≤ C(n)
(
δt2 + dt2(q+1)
)
(8.94)
8.6.2 Estimation de Θ2
Θ2(h,M) ≤ C1 max
j
(λj)
n∑
j=1
‖φappj (x)− φj(x)‖2L2 (8.95)
≤ C1(n) max
j
(λj)h
2(p+1) (8.96)
Par ailleurs, nous pouvons également majorer le deuxième terme de la borne.
Remarque importante : nous remarquons que ce terme, tient compte de l'approxima-
tion MLS issue du calcul des valeurs approchées nodales φi(xk). Ces valeurs sont des
valeurs numériques , non analytiques. L'intérêt de bien comprendre ce qu'il se passe
dans le cadre de la collocation pour des topologies simples de maillage, nous per-
met d'utiliser un résultat de convergence sur la collocation. En eﬀet, on sait d'après
des résultats traités dans les chapitres précédents, que le taux de convergence est le
même que celui associée à la consistance en supposant que les valeurs nodales sont
égales aux valeurs analytiques.
8.7 CONVERGENCE
Nous avons donc obtenu l'inégalité suivante pour mesurer l'erreur entre la so-
lution analytique et l'approximation approchée obtenue après obtention des modes
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propres de la POD :
‖T app(x, t)−T (x, t)‖2L[0,T ]∗L2(Ω) ≤ C
(
δt2 + dt2(q+1)
)
+C1(n) max
j
(λj)h
2(p+1)+2
∞∑
j=n+1
λj
(8.97)
Nous allons maintenant détailler les raisons pour lesquelles les deux membres peuvent
être rendus aussi petits que nécéssaires.
8.7.1 Estimation de Θ3
Nous avons le troisième terme suivant :
Θ3(n) = 2
∞∑
j=n+1
λj (8.98)
C'est la somme des valeurs propres associées aux modes propres les moins dominants.
Donc, par exemple, pour une solution à variables séparables, c'est une somme de
termes nuls. Pour une fonction qui n'est pas nécésairement à variables séparables,
soit  > 0. On choisit n tel que Θ3 <

3
(8.99)
Il nous faudrait donc pouvoir faire tendre ce terme vers 0. Ceci est équivalent au
fait que la série suivante soit convergente :
∞∑
j=1
λj (8.100)
Or à priori, il n'y aucune raison pour que la série de valeurs spectrales associée à un
opérateur soit convergente. Dans des cas simples, cela peut fonctionner. Par exemple,
si la solution du problème possède un nombre ﬁni de termes à variables séparables,
cela pourra fonctionner. En fait, dans le cas d'une fonction non séparable, la série
considérée pouvant comporter un nombre inﬁni de termes, elle n'a aucune raison de
converger. Mais elle peut malgré tout comporter un nombre de termes dominants
au sens de la POD. Ceci peut expliquer les pentes chaotiques obtenues lorsqu'il est
question de fonctions non séparables.
8.7.2 Θ2
On choisit alors h assez petit tel que Nddl ≥ n et tel que Θ2 < 3
8.7.3 Θ1
On choisit δt ≤ dt pour que soit assez petit ‖ζappi (t) − ζvraii (t)‖2L2(0,T ) pour que
Θ1 ≤ 3
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8.8 Resultats numériques
Nous considérons l'équation de la chaleur avec conditions de Dirichlet :{
∂u(x,t)
∂t
− ∂2u(x,t)
∂x2
= (3t2 + pi2t3)(cos(pix) + cos(piy))
u(∂Ω, t) = t3(cos(pix) + cos(piy))
(8.101)
La solution analytique sur le domaine [0, 1][˙0, 1] est :
u(x, y) = t3(cos(pix) + cos(piy)) (8.102)
Nous traitons le problème avec une fonctionnelle implémentant 8,10,12,15,17 noeuds
dans chaque axe en deux dimensions. L'étude est menée pour un degré polynomial
quadratique et la fonction noyau est déﬁnie par une cubique spline de classe C2. Par
exemple :
φ(x) = 0 si |x| > 1 (8.103)
φ(x) = −4x2 + 4x3 + 2
3
si |x| ≤ 1
2
(8.104)
φ(x) = −4x+ 4x2 − 4
3
x3 +
4
3
sinon (8.105)
Le rayon de dilatation vaut :
ρ = a ∗ h (8.106)
où a est le coeﬃcient de dilatation. On travaille sur tmax =1.0 s. Nous eﬀectuons
l'étude M = 1000 pas en temps. Donc, nous avons dt = tmax/M . Dans un premier
temps, nous implémentons une simulation complète de l'équation de la chaleur en
2-Dimensions.
8.8.1 Première simulation complète utilisant la méthode des
diﬀerences ﬁnies en temps et la collocation-MLS en es-
pace
Nous représentons ici le champ de température en ﬁn de simulation, pour NP=8,
la solution analytique :
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Ensuite nous représentons la convergence avant la réduction de modèle :
-1.25 -1.20 -1.15 -1.10 -1.05 -1.00 -0.95 -0.90 -0.85 -0.80
-8.0
-7.5
-7.0
-6.5
-6.0
-5.5
direct 6.137163
8.8.2 Resultats numériques de réduction de modèle
Ensuite, nous extrayons de cette simulation les modes propres liés aux plus
grandes valeurs propres de la matrice ainsi obtenue C = Q QT . Le critère per-
mettant de conserver les plus grandes valeurs propres est par exemple :
λmax(C)
λi(C)
≤ 106 (8.107)
A partir de ces modes, nous menons une nouvelle simulation, telle que la taille
du système à inverser à chaque étape, est maintenant beaucoup plus petite. Nous
voyons que la précision est très proche de la précision obtenue avant réduction de
modele dans le contexte MLS alors que la taille du système est beaucoup plus petite
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n. L'idée de cette méthode est qu'elle prend en compte les snapshots (clichés pris
au cours de la simulation à des intervalles de temps de δt. Plus précisément, nous
notons qu'après la première simulation, il y a un seul mode propre obtenu, mode
propre lié à l'unique valeur propre dominante de la matrice de corrélation.
8.8.3 Analyse de l'erreur et convergence après réduction de
Modèle
-1.25 -1.20 -1.15 -1.10 -1.05 -1.00 -0.95 -0.90 -0.85 -0.80
-8.0
-7.5
-7.0
-6.5
-6.0
-5.5
KL 6.137207
On the same ﬁgure,
-1.25 -1.20 -1.15 -1.10 -1.05 -1.00 -0.95 -0.90 -0.85 -0.80
-8.0
-7.5
-7.0
-6.5
-6.0
-5.5
direct 6.137163
KL 6.137207
Ensuite, nous évaluons la diﬀérence entre l'approximation obtenue avant Karhunène-
Loève et après Karhunène-Loève.
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-1.25 -1.20 -1.15 -1.10 -1.05 -1.00 -0.95 -0.90 -0.85 -0.80
-16
-14
-12
-10
-8
-6
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direct 6.137163
KL 6.137207
diff 8.383299
De même pour la fonction qui a, en plus, ses 2 modes propres orthogonaux :
u(x, y, t) = t3cos(pix) + cos(t)cos(piy) (8.108)
on obtient :
-1.4 -1.3 -1.2 -1.1 -1.0 -0.9
-9.0
-8.5
-8.0
-7.5
-7.0
-6.5
-6.0
-5.5
-5.0
direct 6.758688
KL 6.720184
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Chapitre 9
Enrichissement de la base par les
modes propres issus de la POD
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9.1 Introduction
Dans un problème à plus de deux variables, même en supposant que la solution
analytique ne soit pas séparable, on peut toujours décomposer la solution sous forme
d'une somme inﬁnie de produits de fonctions. Dans un problème transitoire comme
l'équation de la chaleur, il en est de même. La POD fournit une approximation qui
est la somme de produits de fonctions en temps par des fonctions en espace, sans
que ces fonctions en temps ou espace ne soient nécéssairement séparables. Pour un
instant donné, on a donc la somme de produits de fonctions en espace pondérés par
des coeﬃcients. C'est cela même qui incite à injecter dans la base de reproduction
MLS, à t donné, les fonctions en espace obtenues à l'issu de la POD. On peut dire
que cette base restera une base MLS une fois enrichie, puisque les modes propres sont
obtenus nodalement et que pour obtenir une vraie fonction évaluable en tout point
du domaine, les valeurs nodales vont être multipliées par les fonctions de forme. En
fait, dans le cadre de la méthode des éléments ﬁnis, cette méthode a été menée avec
succèes par Chinesta and al. dans [13][1][14]. Mais cette étude n'avait pas été menée
dans le cadre des méthodes sans maillage. Très recemment, Aquino Wilkins et al.
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a mené avec succès cette étude dans le cadre d'une des méthodes sans maillage, la
méthode GFEM.
Ainsi si on prend une base de reproduction en 2-D, où p = 2, et que l'on considère
que pour eﬀectuer une seconde simulation à priori, on va garder 1 modes propres
par exemple, alors la nouvelle base va comporter
(
p+2
p
)
+ 1 fonctions soit 7 fonctions
au lieu de 6. Rappelons qu'habituellement, la fonctionnelle à minimiser est :
Jx(a) =
1
2
∑
j∈V (x)
W (xj, x) (v(x,xj)− unum(xj))2 (9.1)
=
1
2
aTA(x)a−BT (x)a+ reste (9.2)
où le reste ne dépend pas de a. En considérant maintenant que l'on introduit le
temps : a dépend maintenant du temps. En eﬀet, dans ce cas, cette fonctionnelle
est déﬁnie par :
Jx(a, t) =
1
2
∑
j∈V (x)
W (xj, x) (v(x,xj, t)− unum(xj, t))2 (9.3)
=
1
2
aT (x, t)A(x)a(x, t)−BT (x, t)a(x, t) + reste (9.4)
où le reste ne dépend pas de a avec cette fois,
v(x, y, t) =
p∑
j=0
aj(x, t)
(
x− y
ah
)j
+
n∑
j=1
aj(x, t)(φ
num
j (x)− φnumj (y)) (9.5)
Si la base est enrichie, la matrice moment est un peu plus grande, et donc le vecteur
a, qui, dans le cas d'un problème transitoire dépend de t, est donc de taille un peu
plus grande aussi. A ce niveau, on peut pour bien comprendre déﬁnir une norme L2,
globale en temps et locale en espace. Cette norme est déﬁnie par :
1
2
∫ T
0
∫
y∈Ω
(v(x, y, t)− u(x, t))2φ(x− y)dydt (9.6)
ce qui donne sous forme discrétisée :
Jx(a) =
∑
m
1
2
∑
j∈V (x)
W (xj, x) (v(x,xj, t
m)− unum(xj, tm))2 (9.7)
=
∑
m
1
2
aT (x, tm)A(x)a(x, tm)−BT (x)a(x, tm) + reste(tm) (9.8)
Une condition suﬃsante de minimisation de cette norme espace-temps est la mini-
misation à chaque instant, du terme temporel dans la somme :
1
2
aT (x, tm)A(x)a(x, tm)−BT (x)a(x, tm) + reste(tm) (9.9)
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9.2 Enrichissement sans augmentation de h
Nous allons considérer essentiellement deux méthodes d'enrichissement de la
base. La première technique d'enrichissement consistera à enrichir la base mais
sans augmenter dans le deuxième simulation la taille de h. La base sera unique-
ment constituée de la partition de l'unité et des approximations MLS nécéssaires.
La deuxième technique d'enrichissement, va elle mettre l'accent sur l'intérêt d'enri-
chir la base aﬁn de diminuer la taille du système à résoudre. En fait, nous avions
déjà vu, dans le chapitre précédent, un moyen de diminuer la taille du système à
résoudre sans enrichir la base. Cela consistait à réécrire les inconnues nodales sous
forme d'une combinaison linéaire des modes propres dominants. Ainsi, nous parve-
nions à réduire la taille du système à résoudre en gardant la même erreur. Ici la
seconde technique consiste à enrichir la base tout en diiminuant la taille du système
à nouveau. Par contre, il n'y a pas multiplication par la matrice inverse de la matrice
des modes propres, ce qui évite une perte d'information, puisque cette matrice n'est
pas en général carrée.
9.2.1 Enrichissement de la base par une approximation MLS
des modes propres
Dans des problèmes transitoires, le temps de calcul peut être très important si
l'on désire modéliser ce qu'il se passe sur des échelles de temps très longues comme
nous l'avons déjà dit. Si on suppose que la solution est séparable, une idée pour
diminuer le temps de calcul de manière drastique pourrait être d'eﬀectuer une dé-
composition orthogonale propre sur une très petite échèlle de temps, quitte à utiliser
un nuage de point important. Ainsi pour les pas de temps suivant, il ne resterait plus
qu'à calculer les modes en temps. D'où l'intérêt d'éventuellement de pousser l'ap-
proximation de ce modes propres dominants avec un nuage de noeuds assez dense,
un grand nombre de pas de temps durant un temps court. Pour illustrer cette idée,
on considère un problème donné :{
∂u(x,t)
∂t
− ∂2u(x,t)
∂x2
= (3t2 + pi2t3)(cos(pix) + cos(piy))
u(∂Ω, t) = t3(cos(pix) + cos(piy))
(9.10)
La solution analytique sur le domaine [0, 1][˙0, 1] est :
u(x, y) = t3(cos(pix) + cos(piy)) (9.11)
Ici, nous eﬀectuons une simulation à priori sur l'équation de la chaleur puis nous en
eﬀectuons une autre en prenant comme base de reproduction une base constituée de
la partition de l'unité et d'une fonction d'enrichissement qui est une approximation
MLS du mode propre obtenu par POD. Avant POD,
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On eﬀectue, à partir de la simulation obtenue, une POD sur les données. Puis on
réﬀectue une simulation sur le domaine temporel complet en tenant compte des
modes propres dominants(dans notre cas, 1 seul) :
9.3 Résultats numériques après augmentation de h
On considère maintenant la solution analytique,
u(x, y, t) = tcos(x)cos(y) (9.12)
mais avec ND=5, soit en 2-D sur le carré [0, 1] × [0, 1], NP = 100 sur 3 secondes,
avec tmax
M
, M = 10, 100, 1000. Avec M = 10000, il y a explosion. On représente
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ici le reste en ﬁn de simulation exactement dans les mêmes conditions que dans la
précédente simulation sans enrichissement de la base, excepté que cette fois-ci, la
base est enrichie. Sans enrichissement, le reste est beaucoup plus élevée.
Evidemment du point de vue du temps de traitement, c'est très intéréssant puisqu'on
se rend compte qu'avec beaucoup moins de temps en résolution, on obtient un reste
quasiment identique. En particulier, en résolution, la matrice à inverser dans chaque
étape, est bien plus petite.
9.4 Considération de convergence
En fait, nous intuitons que le fait d'introduire une information dans la base sur
la solution doit aider à l'eﬃcacité de la méthode. A partir de là, nous souhaitons
pouvoir diminuer la taille du système à résoudre. Sur des tests, nous allons voir que
c'est la cas. Avant tout, nous allons présenter un résultat préliminaire assez général :
Lemme 6. Si f e est une fonction d'enrichissement ajoutée à la base de reproduction
MLS, p le degré de reproduction, alors :
NP∑
I=1
ψI(x)
∫ xi
x
(xi − s)p
p!
f e(p+1)(s)ds = 0 (9.13)
Démonstration. En eﬀet, par un classique développement de Taylor entre xi et x de
f e, on a :
f e(xi) = f
e(x) +
∑
k
(xi − x)k
k!
(f e)(p)(x) +
∫ xi
x
(xi − s)p
p!
(f e)(p+1)(s)ds (9.14)
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On mutliplie cette égalité par ψI et on somme sur I :
NP∑
I=1
f e(xi)ψI = f
e(x)
NP∑
I=1
ψI(x) +
NP∑
I=1
p∑
k=1
(xi − x)k
k!
ψI(x)f
e(p)(x)+ (9.15)
NP∑
I=1
ψI(x)
∫ xi
x
(xi − s)p
p!
f e(p+1)(s)ds (9.16)
Grâce aux conditions de reproduction polynomiales,
NP∑
I=1
p∑
k=1
(xi − x)k
k!
ψI(x)f
e(p)(x) =
p∑
k=1
NP∑
I=1
(xi − x)k
k!
ψI(x)f
e(p)(x) = 0 (9.17)
donc
NP∑
I=1
f e(xi)ψI = f
e(x) +
NP∑
I=1
ψI(x)
∫ xi
x
(xi − s)p
p!
f e(p+1)(s)ds (9.18)
Comme f e est dans la base,
NP∑
I=1
f e(xi)ψI = f
e(x) (9.19)
d'où
NP∑
I=1
ψI(x)
∫ xi
x
(xi − s)p
p!
f e(p+1)(s)ds = 0 (9.20)
ce qui constitue le résultat annoncé.
Ainsi, si on considère une famille de fonctions d'enrichissement f e1 , f
e
2 , . . . , f
e
n, par
linéarité, nous avons de même que :
NP∑
I=1
ψI(x)
∫ xi
x
(xi − s)p
p!
n∑
k=1
αkf
e
k
(p+1)(s)ds = 0(9.21)
Si maintenant, on considère le schéma de preuve de Pierre Villon, à savoir, le schéma
de convergence en consistance, on sait que l'on a :
uMLS,consi(x)− u(x) =
NP∑
I=1
ψI(x)
∫ xI
x
(xi − t)p
p!
u(p+1)(t)dt (9.22)
En combinant (9.25) et (9.21), on obtient par linéarité
uMLS,consi(x)− u(x) =
NP∑
I=1
ψI(x)
∫ xI
x
(xi − t)p
p!
(u−
n∑
k=1
αkf
e
k)
(p+1)(t)dt (9.23)
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En passant à la norme dans ce résultat, on a :
‖uMLS,consi(x)−u(x)‖∞ = ‖(u−
n∑
k=1
αkf
e
k)
(p+1)‖∞
NP∑
I=1
ψI(x)|
∫ xI
x
(xi − t)p
p!
|dt (9.24)
ou encore
‖uMLS,consi(x)− u(x)‖∞ ≤ C‖(u−
n∑
k=1
αkf
e
k)
(p+1)‖∞hp+1 (9.25)
Ce résultat est intéréssant car il donne une estimation de convergence sur la
solution en sachant que l'on ajouté des fonctions d'enrichissement à la base. Par
ailleurs, il montre que malgré une diminution du nombre de noeuds, c'est-à-dire
une augmentation de h, on peut obtenir un reste assez petit pourvu que le terme
C‖(u−∑nk=1 αkf ek)(p+1)‖∞ le soit aussi.
Récemment, dans la méthode GFEM, Aquino Wilkins a prouvé qu'en augmentant le
nombre de degré de libertés, on obtient une bonne approximation après diminution
du nombre de noeuds. Notons φnum1 , φ
num
2 , . . . , φ
num
n les fonctions d'enrichissement
que l'on introduit dans la base. Notons h1 le raﬃnement dans la phase de simulation
préliminaire. Augmenter le nombre de degrés de liberté sur les noeuds signiﬁe que
la fonctionnelle est modiﬁée et on prend en GFEM :
Jx(a, t) =
1
2
∑
j∈V (x)
W (xj, x)
(
v(x,xj, t)−
(
unum(xj, t)− P Tenraenr
))2
(9.26)
=
1
2
aT (x, t)A(x)a(x, t)−BT (x, t)a(x, t) + reste (9.27)
On appelle toujours φnumi les fonctions d'enrichissement discrétisées. On sait que
‖φi − φnumi ‖ ≤ i ≤ Chp+11 (9.28)
En fait,Wilkins a montré qu'après augmentation du nombre de degrés de libertés, il
obtient l'inégalité :
‖u− uappenr‖ ≤ min{C1(
∑
i
2i )
1
2 , C2h
p+1
MLS‖u‖Hp+1} (9.29)
Du point de vue de la résolution, cela entraîne une augmentation de la taille du
système à résoudre. En MLS, cas dans lequel nous travaillons, il n'y a pas d'augmen-
tation de la taille du système. Pour notre part, nous n'augmentons pas le nombre de
degrés de libertés, mais nous enrichissons la base de reproduction. Donc on reprend
la fonctionnelle déﬁnie classiquement, par contre la matrice moment est modiﬁée.
Plus précisément, sa taille est agrandie et évidemment, à priori, il faut adapter la
notion d'étude de convergence à notre situation.
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Si on fait le lien avec ce qui a été vu dans les chapitres précédents, la fonction
suivante, obtenue précédemment :
uapp(x, t) =
n∑
i=1
ζnui (t)φ
app,MLS
i (x) (9.30)
peut être vue comme la fonction d'enrichissement ajoutée à l'approximation poly-
nomiale. Plus précisément, c'est :
uapp(x, t) =
n∑
i=1
ζnui (t)(φ
app,MLS
i (y)− φapp,MLSi (x)) (9.31)
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10.1 Conclusion
Dans ce travail de thèse, nous nous sommes donc souhaité apporter une contri-
bution analytique à l'ensemble des méthodes sans maillage. En particulier, nous
nous sommes focalisés sur la méthode MLS, un de ces méthodes. Après en avoir
succintement rappelé, les principales assises théoriques, nous nous avons cherché à
l'appliquer à des problèmes de la physique. En particulier, pour l'application à des
problèmes concrets, nous nous sommes placés dans le cadre de la méthode de collo-
cation par points.
Il a fallu ensuite déﬁnir les diﬀérents types de convergence traités et les diféérentes
méthodes classiquement mises en oeuvre.
Ensuite nous avons donné un résultat de convergence en résolution pour l'opérateur
Laplacien, dans le cadre de l'équation de Poisson.
Dans le but de traiter les problèmes présentant une discontinuité sur une dérivée,
nous avons prouvé, qu'en introduisant des fonctions d'enrichissement bien choisies
dans la base, il est possible d'obtenir le taux de convergence obtenu sans disco-
ninuité. Les tests eﬀectués sur des problèmes de conduction thermique en régime
stationnaire et transitoire dans la thèse de Jean Trunzler avaient permis de valider
cette méthode d'enrichissement.
Aﬁn de réduire la taille des systèmes de résolution, nous avons mis en oeuvre une
méthode parmi les méthodes de réduction de modèle, c'est la méthode POD(proper
orthogonal decomposition). Elle nous a permis de conﬁrmer et montrer que les modes
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propres principaux sont bien les modes propres dominants du point de vue de la
norme espace-temps.
Dans la dernière partie de notre travail, nous avons mis en oeuvre une nouvelle
méthode d'enrichissement dans le cadre de la méthode MLS. A savoir que nous
avons eﬀectué une POD sur un problème puis introduit comme enrichissement des
approximations MLS des modes propres dominants obtenus. Ceci permet dans une
seconde simulation de réduire le nombre de noeuds dans chaque dimension, et donc
de réduire la taille du système à inverser de manière importante. Nous avons donné
des pistes de réﬂexion pour mieux comprendre ce phénomène et nous avons fait
le parallèle avec des résultats récemment obtenus par Wilkins dans le cadre de la
méthode GFEM en méthode de Galerkin.
10.2 Perspectives
A l'issu de ce travail de thèse, nous nous rendons compte que de nombreuses
questions restent encore ouvertes, que ce soit sur les fondements de la méthode ou
bien que cela concerne ses applications. En particulier, lorsque nous nous plaçons
dans le contexte de la résolution, les matrices de masse et raideur sont loin d'avoir
livré tous leurs secrets. En particulier, le calcul explicite des termes de cette matrice
reste un problème ouvert, contrairement à l'intégration des fonctions de forme élé-
ment ﬁni, calcul qui ne pose pas de problème.
Par ailleurs, nous n'avons pas de valeur exacte de la norme de la matrice moment.
Dans ce travail, nous en avons donné un minorant.
Mieux, le calcul de l'intégrale d'une fonction de forme reste un problème ouvert.
Par ailleurs, nous avons donné un résolution, dans le cadre de l'opérateur Laplacien,
des résultats de convergence. Maintenant, il faudrait pouvoir adapter ces résultats
de convergence en résolution à d'autres opérateurs que le Laplacien
En particulier, pour l'instant, nous ne savons pas pourquoi en résolution, dans cer-
tains cas, le taux de convergence de l'approximation numérique chute à 2 en dérivée
diﬀuse , pour un degré de consistance de 2 alors qu'il est maintenant à 3 en dérivée
vraie en général.
Une autre question qu'il serait intéréssant de traiter serait de voir s'il ne serait pas
possible d'imposer en amont les conditions limites, c'est-à-dire au moment de la
déﬁnition de l'approximation MLS.
Du point de vue de la convergence, les pentes obtenues sont liés à la convergence
faible
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