Abstract. Certain matrix relationships play an important role in optimality conditions and algorithms for nonlinear and semidefinite programming. Let H be an n × n symmetric matrix, A an m × n matrix, and Z a basis for the null space of A. (In a typical optimization context, H is the Hessian of a smooth function and A is the Jacobian of a set of constraints.) When the reduced Hessian Z T HZ is positive definite, augmented Lagrangian methods rely on the known existence of a finiteρ ≥ 0 such that, for all ρ >ρ, the augmented Hessian H + ρA T A is positive definite. In this note we analyze the case when Z T HZ is positive semidefinite, i.e., singularity is allowed, and show that the situation is more complicated. In particular, we give a simple necessary and sufficient condition for the existence of a finiteρ so that H + ρA T A is positive semidefinite for ρ ≥ρ. A corollary of our result is that if H is nonsingular and indefinite while Z T HZ is positive semidefinite and singular, no suchρ exists.
Introduction. Augmented Lagrangian methods, proposed independently in the late 1960s by Hestenes
and Powell [18] , convert a constrained optimization problem into an unconstrained problem by adding a quadratic penalty term to the Lagrangian function. In contrast to classical quadratic penalty methods, the penalty parameter need not become infinite if the solution of the constrained problem satisfies standard sufficient optimality conditions. This crucial property is a consequence of the following well-known theorem, first quoted by Finsler in 1937 [8] . Proofs can be found in many textbooks; see, for example, [9, 10, 17] . ( We also prove this result as part of Theorem 4.2, below.) In the context of constrained optimization, H is the Hessian of a smooth function and A is the Jacobian matrix of a set of constraints. The matrix Z T HZ is usually referred to as the reduced Hessian; we shall call H + ρA T A the augmented Hessian. In this note we consider the augmented Hessian when Z T HZ is positive semidefinite and thus is allowed to be singular. It is natural to conjecture that in this case there always exists a finiteρ such that for all ρ ≥ρ, H +ρA T A is positive semidefinite, but we show by example that this is not true. We also give a precise characterization of when such a finiteρ exists. A corollary of our result is that when H is nonsingular and indefinite but Z T HZ is positive semidefinite and singular, no suchρ exists. The results in this paper are closely connected with the theory of augmented Lagrangian methods for constrained nonlinear programming, and are of interest in other areas of optimization as well. In particular, recent work on semidefinite programming (SDP) has made it possible to directly solve optimization problems involving a semidefiniteness condition on a matrix H(x) which is itself a linear function of a vector x of real variables. Such problems are relevant in systems theory, structural optimization, eigenvalue optimization, and combinatorial optimization; see, for example, [2] and [19] . The constraint that H(x) is semidefinite on the null space of a given matrix A can arise in SDP formulations, and in such a case it might be tempting to "reformulate" the constraint as semidefiniteness of H(x) + ρA T A, where ρ is an additional variable. Our result shows that this reformulation is not in general valid. In fact, our interest in the topic arose from an SDP application of this type; see [3] .
Related work and applications.
In continuous optimization, necessary conditions for optimality typically involve semidefiniteness of certain symmetric matrices. In particular, positive semidefiniteness of Z T HZ is necessary for existence of a minimizer of the quadratic form HZ are also important in studying generalized convexity of twice-differentiable functions on affine subspaces; see [7] .
Conditions characterizing semidefiniteness have been studied in linear algebra and matrix theory for decades; see [5] for a selection of references. In analyzing the quadratic form x T Hx restricted to the null space of A, [6] shows how the inertia of Z T HZ is related to that of the bordered matrix A complete analysis of the properties of the quadratic form x T Hx restricted to a general subspace is given in the unifying paper of Maddocks [15] , which presents a wide array of inertia theorems that specialize results originally proved in an infinitedimensional setting [14] . In analyzing stability of KdV multisolitons, where the infinite-dimensional analogues of A and H have the special property that the null space of A contains the null space of H, Lemma 2.3 of [14] gives a sharp lower bound for a penalty parameter that ensures positive semidefiniteness of the augmented Hessian when the reduced Hessian is positive semidefinite.
K is sometimes symmetrically partitioned as
The following theorem, first proved in [1] (see also [4] ), plays a central role in our analysis.
Theorem 3.1. The symmetric matrix K, partitioned as in (3.1), is positive semidefinite if and only if the following three conditions hold:
where K † 11 is the Moore-Penrose pseudoinverse of K 11 . In addition to Theorem 3.1, we use the following well-known results.
Result 3 
with eigenvalues ρ ± ρ 2 + 1. Hence H + ρA T A is indefinite for any finite value of ρ. In the next two subsections, we develop a general approach that leads to a theorem covering both the positive semidefinite case and the (known) positive definite case.
Preliminaries.
To simplify the analysis, we assume that A has full rank, but analogous results can be obtained without this restriction; see the end of section 4.2. By definition of Z and our assumption that A has full rank, the matrix (A T , Z) is nonsingular. Let H ρ be defined as
We write the eigensystem of Z By analogy with (4.2), we defineH ρ as 
The main theorem.
We are now ready for our main result. Condition (c) from Lemma 4.1 appears in the theorem, but condition (a) or (b) from that lemma could be used instead. For completeness we also restate and prove Theorem 1.1. Proof. According to (4.4), positive semidefiniteness of the augmented Hessian follows from that ofH ρ of (4.3). To determine whetherH ρ is positive semidefinite, we need to check the three necessary and sufficient conditions of Theorem 3.1, where
Condition (i), that K 11 0, is obviously satisfied because Φ is positive definite or empty.
To check condition (ii), we observe that the null space of K 11 consists of all vectors u satisfying Φ 0 0 0
where u 1 has dimension n V and u 2 has dimension n U . All vectors in the null space of K
Clearly, an arbitrary vector (0, u 2 )
T from the null space of K 11 will not lie in the null space of K T from the null space of K 11 satisfies (4.6). To satisfy condition (iii) of Theorem 3.1, we need to show that the generalized Schur complement
is positive semidefinite. If Φ is nonempty, K is given by
where (4.8) includes the Moore-Penrose pseudoinverse of K 11 . Let
where α > 0 because A has independent rows and φ > 0 because Φ is positive definite. Applying Results 1, 2, and 3 to (4.9), we obtain The augmented Hessian is given by 
