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Abstract
This paper is concerned with a discrete-time mean-field stochastic linear-quadratic
optimal control problem arose from financial application. Through matrix dynam-
ical optimization method, a group of linear feedback controls is investigated. The
problem is then reformulated as an operator stochastic linear-quadratic optimal
control problem by a sequence of bounded linear operators over Hilbert space, the
optimal control with six algebraic Riccati difference equations is obtained by back-
ward induction. The two above approaches are proved to be coincided by the clas-
sical method of completing the square. Finally, after discussing the solution of the
problem under multidimensional noises, a financial application example is given.
1 Introduction
In this paper, we consider a discrete time stochastic linear-quadratic optimal control
problem of mean-field type. Here the terms ‘mean-field’ and ‘linear-quadratic’ refer
to a dynamic model exhibiting macroscopic behaviour of an attractive mean-field
interaction and linear stochastic systems with quadratic performance criterion, re-
spectively. In the combination of these two issue, the investigation of classical mean-
field SDE problem can be traced back to 1960s, when McKean [37] first discusses
a similar connection between a series of Markov processes and certain non-linear
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parabolic equations. Then, many scientific results are emerging. Dawson [22] inves-
tigates the dynamics and fluctuations of mean-field system in the critical condition
by adopting approach based on the Papanicolaou et al.’s [45] theory for Markov
processes. Dawson and Ga¨rtner [23] examine the conversion from the large devia-
tions from the McKean-Vlasov limit to a generalization of the theory of Freidlin
and Wentzell [27]. Ga¨rtner [28] systematically give research results for a system of
diffusions in a domain range of Rd with long-range weak interaction.Similar issues
can refer to [16,20,9]. Buckdahn et al. [10] study a special approximation by solution
of some decoupled forward-backward equation and find out the convergence speed,
and later, they investigate such problem under a more general framework [11].
In theoretical research, the field of stochastic optimal control has made great
progress. Rockafellar and Wets [46] consider some generalized stochastic linear-
quadratic optimal control problems in discrete time. In a discrete-time system, Ric-
cati difference equation plays an important role in the synthesis of the optimal
control. Beghi and D’alessandro [5] derive the optimal control for a discrete-time
linear-quadratic problem with control-dependent noise. Moore et al. [39] consider
some partially observed stochastic models where the stochastic disturbances de-
pend on both the states and the controls. Ait Rami et al. [1] extend Beghi and
D’alessandro’s result through allowing the weighting matrices in the cost functional
are indefinite. Huang et al. [32] discuss the problem with an infinite horizon, in
which the concepts of stochastic stabilizability and exact observability are intro-
duced. Attention is also focused on the solution of optimal control with mean-field
terms. By introducing the mean terms to the cost functional, the variations of the
state process and the control process can be minimized so that they are not too sen-
sitive to random events [50]. Andersson et al. [2] study this problem with functional
depend coefficients under the assumption of convex action space, which assumption
is consensus in further research. Du et al. [24] obtain an existence of the solution and
a theorem of comparison for one dimensional mean-field backward stochastic differ-
ential equations. Yong [50] considers the deterministic coefficient continuous-time
mean-field stochastic differential equations with linear-quadratic optimal control
problem. Elliott et al. [26] discuss a discrete-time model for obtaining the opti-
mal control with different methodology for solving the problem that necessary and
sufficient conditions for the solvability of the problem are presented.For recent re-
search, this problem is extended in two aspects: with indefinite weight matrices
in the cost functional and with an infinite horizon, respectively [41,42,43,44]. Sun
and Yong [47] demonstrate that the non-emptiness of the admissible control set for
all initial state is equivalent to the L2-stabilizability of the control system by con-
cerning continuous-time model in an infinite horizon with constant coefficient. Li
et al. systematically summarize their recent research results for a linear mean-field
stochastic differential equation with a quadratic cost functional, included in [35].
On other mean-field type control problems, readers may refer to literature such
as [12,2,6,38]. On the other hand, mean-field game is also an area closely related
to mean-field theory. Huang et al. [31] decompose a class of stochastic games into
optimal controls problems and designate the Nash certainty equivalence principle
as property of solvability. Bensoussan et al. [7] study the unique existence of an
equilibrium strategies of linear-quadratic MFGs by adjoint equation method. For
relevant literatures, readers can refer to [4,6,14,15,29].
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Stochastic optimal control theory is widely applied in varies practical problems since
Wonham’s work in 1968 [48]. The development of mathematical mean-field stochas-
tic linear-quadratic optimal control theory has greatly promoted the research of
applications in recent works. Zhou and Yin [52] study a continuous-time regime-
switching model for portfolio selection, where a Markov chain modulated diffusion
formulation is used to model the problem. Xie and Wang [49] investigate mean-
variance portfolio selection problems by using general stochastic control technique,
where an incomplete market is studied with correlative multiple risky assets and a
liability according to a Brownian motion with drift. By adopting the techniques of
[52], Chen et al. [17] investigate the feasibility, obtain the optimal strategy, delin-
eate the efficient frontier, and establish the associated mutual fund theorem over
a continuous-time Markov regime-switching model. Cui et al. [18] propose a new
mean-field framework that provides a more efficient modelling tool and accurate so-
lution to solve sustainability problems.Dang et al. [21] consider Markowitz’s problem
through method of transforming the problem into an equivalent one with bankruptcy
prohibition but without portfolio constraints and then treat by martingale theory.
Literatures can be referred to [19,30,51,53].
The problem studied in this paper arises from a practical problem in finance. Ex-
isting research works in financial applications only consider the investment entity’s
equity assets, and there is no debt. In order to adapt practical application, the
system state is adjusted to two linear stochastic difference equations with several
cost functional affected variables. Under a series of necessary and sufficient con-
ditions, the obtained Ricatti equations of the adjusted model are provided and a
more general frame from mean-field linear-quadratic controls theory to financial
applications.
The remainder of the paper is organized as follows. In Section 2, we give the for-
mulation for the problem. Preliminaries for the analyses are presented in Section 3.
In Section 4, the closed-loop optimal control is obtained and then it is represented
via Riccati equations. Some financial applications of the problem are presented in
Section 5. The paper is then concluded in Section 6.
2 Problem Formulation
Let N be a positive integer. The system equation is the following set of linear
stochastic difference equations with k ∈ {0, 1, 2, · · · , N − 1} ≡ N,


xk+1 = (Akxk + A¯kExk +Bkuk + B¯kEuk)
+(Ckxk + C¯kExk +Dkuk + D¯kEuk)wk,
yk+1 = (Fkyk + F¯kEyk) + (Gkyk + G¯kEyk)vk,
x0 = ζ
x, y0 = ζ
y,
(1)
3
where xk, yk ∈ R
n. Ak, A¯k, Ck, C¯k, Fk, F¯k, Gk, G¯k ∈ R
n×n, and Bk, B¯k,Dk, D¯k ∈
R
n×m are given deterministic matrices. E is the expectation operator. Denote the
set {0, 1, 2, · · · , N} by N¯. In (1), {xk, k ∈ N¯} and {yk, k ∈ N¯} are the state processes
and {uk ∈ R
m, k ∈ N} is a control process. {wk, vk, k ∈ N} are defined on probability
space (Ω,F , P ), represent the stochastic distribution for the two state processes, and
are assumed to be martingale difference sequences
E[wk+1|Fk] = 0, E[(wk+1)
2|Fk] = 1, E[vk+1|Fk] = 0,
E[(vk+1)
2|Fk] = 1, E[wk+1vk+1|Fk] = ρ,
(2)
where Fk is the σ-algebra generated by {ζ
x, wl, l = 0, 1, · · · , k} and {ζ
y, vl, l =
0, 1, · · · , k}. The cost functional associated with (1) is
J(ζx, ζy, u) =
N−1∑
k=0
E
(
(xk − yk)
TQk(xk − yk) + u
T
kRkuk
+E(xk − yk)
T Q¯kE(xk − yk) + (Euk)
T R¯kEuk
)
+E
(
(xN − yN )
TQN (xN − yN )
)
+E(xN − yN)
T Q¯NE(xN − yN ),
(3)
where Qk, Q¯k, k ∈ N¯ and Rk, R¯k, k ∈ N are deterministic symmetric matrices with
appropriate dimensions. We introduce the following admissible control set of u =
(u0, u1, · · · , uN−1)
Uad ≡
{
u
∣∣ uk ∈ Rm, is Fk-measurable, E|uk|2 <∞} .
The optimal control problem considered in this paper is then stated as follows:
Problem (MF-LQ). For any given square-integrable initial values ζx and ζy, find
uo ∈ Uad such that
J(ζx, ζy, uo) = inf
u∈Uad
J(ζx, ζy, u). (4)
We then call uo an optimal control for Problem (MF-LQ).
3 Preliminaries
In this section, we convert Problem (MF-LQ) to a quadratic optimization problem
in Hilbert space. After a series of statements of standard notation and definition, we
4
give necessary and sufficient conditions for the solvability of the Problem (MF-LQ).
Firstly, some spaces are introduced as follows: for k ∈ N¯,
Zk = L
2
Fk
(Rn) =
{
ξ : Ω 7→ Rn
∣∣∣∣∣ ξ is Fk-measurable,E|ξ|2 <∞
}
,
Z[0, k] =
{
(z0, ..., zk)
∣∣∣∣∣ zk ∈ Zk, is Fk-measurable,∑k
l=0 E|zl|
2 <∞
}
,
and for l ∈ N,
Ul = L
2
Fl
(Rm) =
{
η : Ω 7→ Rm
∣∣∣∣∣ η is Fl-measurable,E|η|2 <∞
}
.
Here, Zk, Ul and Z[0, k] are Hilbert spaces. There are two cases of the domain and
range of expectation operator: E maps Zk to R
n or Ul to R
m [26]. Therefore, the
notation E and adjoint operator E∗ may differ from place to place. Let H = Zk,Ul.
For illustration, we now use EH and E
∗
H to emphasize H. E and E
∗ may appear in
the form of MEH and E
∗
HNEH′ where M , N are matrices with appropriate dimen-
sions and H, H′ can be different. To simplify the expressions in this paper, A¯Ez,
B¯Eu, E∗Q¯Ez, E∗L¯Eu, E∗R¯Eu are used to denote A¯EZk(z), B¯EUk(u), E
∗
Zk
Q¯EZk(z),
E
∗
Zk
L¯EUk(u), E
∗
Uk
R¯EUk(u), respectively. Here, z ∈ Zk, u ∈ Uk, A¯, Q¯ ∈ R
n×n,
B¯, L¯ ∈ Rn×m, R¯ ∈ Rm×m. We then give the following notion.
Definition 3.1 (i). Problem (MF-LQ) is said to be finite for ζx and ζy if
inf
u∈Uad
J(ζx, ζy, u) > −∞.
Problem (MF-LQ) is said to be finite if it is finite for any ζx and ζy.
(ii). Problem is said to be uniquely solvable for ζx and ζy if there exists a unique
uo ∈ Uad such that (4) holds for ζ
x and ζy. Problem (MF-LQ) is said to be uniquely
solvable for any ζx and ζy.
We express the system states explicitly in terms of k. Let


Φ¯(k, l) =
k∏
i=l
(Ai + A¯i), k ≥ l,
Φ¯(k, l) = I, k < l,
Φ(k, l) =
k∏
i=l
(Ai + wiCi), k ≥ l,
Φ(k, l) = I, k < l.
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and


Ξ¯(k, l) =
k∏
i=l
(Fi + F¯i), k ≥ l,
Ξ¯(k, l) = I, k < l,
Ξ(k, l) =
k∏
i=l
(Fi + viGi), k ≥ l,
Ξ(k, l) = I, k < l.
Define the following operators on ζx, ζy ∈ Z0, u ∈ Uad for k ∈ N¯:


Γk(ζ
x) = Φ(k − 1, 0)ζx,
Γ¯k(ζ
x) =
∑k−1
l=1
(
Φ(k − 1, l)(A¯l−1 + wl−1C¯l−1)
·Φ¯(l − 2, 0)Eζx
)
,
Ψk(ζ
y) = Ξ(k − 1, 0)ζy ,
Ψ¯k(ζ
y) =
∑k−1
l=1
(
Ξ(k − 1, l)(F¯l−1 + vl−1G¯l−1)
·Ξ¯(l − 2, 0)Eζy
)
,
Lk(u) =
∑k−1
l=1 Φ(k − 1, l)(Bl−1 + wl−1Dl−1)ul−1
+(Bk−1 + wk−1Dk−1uk−1),
L¯k(u) =
∑k−1
l=1 Φ(k − 1, l + 1)(A¯l−1 +wl−1C¯l−1)
·
∑l−1
i=1 Φ¯(l − 2, i)(Bi−1 + B¯i−1)Eui−1
+
∑k−1
l=1 Φ(k − 1, l)(B¯l−1 + wl−1D¯l−1)Eul−1
+(B¯k−1 + wk−1D¯k−1)Euk−1,
where

 Γk, Γ¯k,Ψk, Ψ¯k : Z0 7→ Z[0, k], k ∈ N¯,Lk, L¯k : Uad 7→ Z[0, k], k ∈ N¯,
are linear and bounded. Then the system states can be expressed as

 xk = Γk(ζ
x) + Γ¯k(ζ
x) + Lk(u) + L¯k(u)
yk = Ψk(ζ
y) + Ψ¯k(ζ
y).
The cost functional J(ζx, ζy, u) has the following form of usual inner products
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J =
N−1∑
k=0
(
〈Qkxk, xk〉 − 2〈Qkxk, yk〉+ 〈Qkyk, yk〉
+〈Q¯Exk,Exk〉 − 2〈Q¯kExk,Eyk〉+ 〈Q¯kEyk,Eyk〉
+〈Rkuk, uk〉+ 〈R¯kEuk,Euk〉
)
+ 〈QNxN , xN 〉
−2〈QNxN , yN 〉+ 〈QNyN , yN 〉+ 〈Q¯ExN ,ExN 〉
−2〈Q¯NExN ,EyN 〉+ 〈Q¯NEyN ,EyN 〉,
that is
J(ζx, ζy, u) =
N−1∑
k=0
(〈
Qk
(
Γk(ζ
x) + Γ¯k(ζ
x) + Lk(u)
+L¯k(u)
)
,
(
Γk(ζ
x) + Γ¯k(ζ
x) + Lk(u) + L¯k(u)
)〉
−2
〈
Qk
(
Γk(ζ
x) + Γ¯k(ζ
x) + Lk(u) + L¯k(u)
)
,(
Ψk(ζ
y) + Ψ¯k(ζ
y)
)〉
+
〈
Qk
(
Ψk(ζ
y) + Ψ¯k(ζ
y)
)
,(
Ψk(ζ
y) + Ψ¯k(ζ
y)
)〉
+
〈
Q¯E
(
Γkζ
x + Γ¯ζx
+Lk(u) + L¯k(u)
)
,E
(
Γ(ζx) + Γ¯N (ζ
x) + Lk(u)
+L¯k(u)
)〉
− 2
〈
Q¯kE
(
Γk(ζ
x) + Γ¯k(ζ
x) + Lk(u)
+L¯k(u)
)
,E
(
Ψk(ζ
y) + Ψ¯k(ζ
y))
〉
+
〈
Q¯kE(Ψk(ζ
y)
+Ψ¯k(ζ
y)
)
,E
(
Ψk(ζ
y) + Ψ¯k(ζ
y)
)〉
+ 〈Rkuk, uk
〉
+
〈
R¯kEuk,Euk
〉)
+
〈
QN
(
ΓN (ζ
x) + Γ¯N (ζ
x)
+LN(u) + L¯N (u)
)
,
(
ΓN (ζ
x) + Γ¯N (ζ
x) + LN (u)
+L¯N(u)
)〉
− 2
〈
QN
(
ΓN (ζ
x) + Γ¯N (ζ
x) + LN (u)
+L¯N(u)
)
,
(
ΨN (ζ
y) + Ψ¯N (ζ
y))
〉
+
〈
QN (ΨN (ζ
y)
+Ψ¯N(ζ
y)
)
,
(
ΨN (ζ
y) + Ψ¯N (ζ
y)
)〉
+
〈
Q¯NE
(
ΓNζ
x
+Γ¯Nζ
x + LN (u) + L¯N (u)
)
,E
(
ΓN (ζ
x) + Γ¯N (ζ
x)
+LN(u) + L¯N (u)
)〉
− 2
〈
Q¯NE
(
ΓN (ζ
x) + Γ¯N (ζ
x)
+LN(u) + L¯N (u)
)
,E
(
ΨN(ζ
y) + Ψ¯N (ζ
y)
)〉
+
〈
Q¯NE
(
ΨN (ζ
y) + Ψ¯N (ζ
y)
)
,E
(
ΨN (ζ
y) + Ψ¯N (ζ
y)
)〉
= 2〈Θ1u, ζ
x〉+ 〈Θ2u, u〉+ 2〈Θ3u, ζ
y〉+ 〈Λ1ζ
x, ζx〉
+2〈Λ2ζ
x, ζy〉+ 〈Λ3ζ
y, ζy〉.
(5)
Recall that 〈Qkxk, yk〉 denotes E(y
T
kQkxk) with similar meanings for related nota-
tion. Here,
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Θ1 =
N∑
k=0
(
(Γk + Γ¯k)
∗Qk(Lk + L¯k)
+(Γk + Γ¯k)
∗
E
∗Q¯kE(Lk + L¯k)
)
,
Θ2 =
N−1∑
k=0
(
Rk + E
∗R¯kE+ (Lk + L¯k)
∗Qk(Lk + L¯k)
+(Lk + L¯k)
∗
E
∗Q¯kE(Lk + L¯k)
)
+(LN + L¯N )
∗QN (LN + L¯N )
+(LN + L¯N )
∗
E
∗Q¯NE(LN + L¯N ),
Θ3 =
N∑
k=0
(
(Ψk + Ψ¯k)
∗Qk(Lk + L¯k)
+(Ψk + Ψ¯k)
∗
E
∗Q¯kE(Lk + L¯k)
)
,
Λ1 =
N∑
k=0
(
(Γk + Γ¯k)
∗Qk(Γk + Γ¯k)
+(Γk + Γ¯k)
∗
E
∗Q¯kE(Γk + Γ¯k)
)
,
Λ2 = −
N∑
k=0
(
(Ψk + Ψ¯k)
∗Qk(Γk + Γ¯k)
+(Ψk + Ψ¯k)
∗
E
∗Q¯kE(Γk + Γ¯k)
)
,
Λ3 =
N∑
k=0
(
(Ψk + Ψ¯k)
∗Qk(Ψk + Ψ¯k)
+(Ψk + Ψ¯k)
∗
E
∗Q¯kE(Ψk + Ψ¯k)
)
.
Note that in this paper we use numerator layout for matrices calculus, i.e., for any
matrix Y , ∂
∂Y
Tr(AYB) = BA if AY B is meaningful. We then have the following
result.
Proposition 3.1 (i). If J(ζx, ζy, u) has a minimum, then
Θ2 ≥ 0.
(ii). Problem (MF-LQ) is (uniquely) solvable if and only if Θ2 ≥ 0 and there exists
a (unique) u such that
uTΘ2 + x
TΘ1 + y
TΘ3 = 0.
(iii). If Θ2 > 0, then for any ζ
x and ζy, J(ζx, ζy, u) admits a pathwise unique
minimizer uo given by
uok = −
(
Θ−12 (Θ
∗
1ζ
x +Θ∗3ζ
y)
)
(k), k ∈ N. (6)
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In addition, if
Qk, Qk + Q¯k ≥ 0, k ∈ N¯, Rk, Rk + R¯k > 0, k ∈ N, (7)
then Θ2 > 0.
Proof. The proofs of (i), (ii) and the first part of (iii) are well known and therefore
omitted here [39,50]. We now prove the second part of (iii). From (7), for k ∈ N¯, we
have
(Lk + L¯k)
∗Qk(Lk + L¯k)
+(Lk + L¯k)
∗
E
∗Q¯kE(Lk + L¯k) ≥ 0.
Also,
〈Rkuk, uk〉+ 〈R¯kEuk,Euk〉
= E
[
uTkRkuk + (Euk)
T R¯kEuk
]
= E
[
(uk − Euk)
TRk(uk − Euk)
]
+(Euk)
T (Rk + R¯k)Euk > 0, k ∈ N
for any non-zero u ∈ Uad, which implies Θ2 > 0. This completes the proof. 
4 Closed-loop Optimal Control via Riccati Equations
In this section, we first find the optimal control within the class of linear state
feedback controls by using matrix minimum principle. Secondly, several sequences
of bounded linear operators are presented and problem (MF-LQ) is reformulated
as an operator stochastic linear-quadratic optimal control problem. We then find
the optimal control via Riccati equations. Finally, we show that the two above ap-
proaches employed for solving Problem (MF-LQ) coincide by completing the square.
4.1 Linear Feedback Control
The linear feedback controls a linear functional of the system states, which gives
the control based on the current system states. Suppose that a control having the
following form is in used:
uk = L
x
kxk + L¯
x
kExk + L
y
kyk + L¯
y
kEyk, k ∈ N, (8)
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where Lxk, L¯
x
k, L
y
k, L¯
y
k ∈ R
m×n. Under (8), the closed-loop system (1) becomes


xk+1 = Akxk + A¯kExk +Bk(L
x
kxk + L¯
x
kExk + L
y
kyk
+L¯ykEyk) + B¯k
[
(Lxk + L¯
x
k)Exk + (L
y
k + L¯
y
k)Eyk
]
+
{
Ckxk + C¯kExk +Dk(L
x
kxk + L¯
x
kExk + L
y
kyk
+L¯ykEyk) + D¯k
[
(Lxk + L¯
x
k)Exk + (L
y
k + L¯
y
k)Eyk
]}
wk,
yk+1 = (Fkyk + F¯kEyk) + (Gkyk + G¯kEyk)vk,
x0 = ζ
x, y0 = ζ
y,
(9)
and the cost functional (3) may be represented as
J(ζx, ζy, u)
=
N−1∑
k=0
E
(
(xk − yk)
TQk(xk − yk) + E(xk − yk)
T Q¯kE
·(xk − yk) + (L
x
kxk + L¯
x
kExk + L
y
kyk + L¯
y
kEyk)
TRk
·(Lxkxk + L¯
x
kExk + L
y
kyk + L¯
y
kEyk) +
(
(Lxk + L¯
x
k)Exk
+(Lyk + L¯
y
k)Eyk
)T
R¯k
(
(Lxk + L¯
x
k)Exk + (L
y
k + L¯
y
k)Eyk
))
+E
(
(xN − yN )
TQN (xN − yN )
)
+E(xN − yN)
T Q¯NE(xN − yN )
=
N−1∑
k=0
{
Tr
[
Qk
(
E(xkx
T
k )− E(xky
T
k )− E(ykx
T
k ) + E(yky
T
k )
)]
+Tr
[
Q¯k
(
ExkEx
T
k − ExkEy
T
k − EykEx
T
k + EykEy
T
k
)]
+Tr
[
(Lxk)
TRkL
x
kE(xkx
T
k ) +
(
(Lxk)
TRkL¯
x
k + (L¯
x
k)
TRkL
x
k
+(L¯xk)
TRkL¯
x
k
)
ExkEx
T
k
]
+ Tr
[
(Lxk)
TRkL
y
kE(ykx
T
k )
+
(
(Lxk)
TRkL¯
y
k + (L¯
x
k)
TRkL
y
k + (L¯
x
k)
TRkL¯
y
k
)
EykEx
T
k
]
+Tr
[
(Lyk)
TRkL
x
kE(xky
T
k ) +
(
(Lyk)
TRkL¯
x
k + (L¯
y
k)
TRkL
x
k
+(L¯yk)
TRkL¯
x
k
)
ExkEy
T
k
]
+ Tr
[
(Lyk)
TRkL
y
kE(yky
T
k )
+
(
(Lyk)
TRkL¯
y
k + (L¯
y
k)
TRkL
y
k + (L¯
y
k)
TRkL¯
y
k
)
EykEy
T
k
]
+Tr
[
(Lxk + L¯
x
k)
T R¯k(L
x
k + L¯
x
k
)
ExkEx
T
k + (L
x
k + L¯
x
k)
T
·R¯k(L
y
k + L¯
y
k
)
EykEx
T
k
]
+ Tr
[
(Lyk + L¯
y
k)
T R¯k(L
x
k + L¯
x
k
)
·ExkEy
T
k + (L
y
k + L¯
y
k)
T R¯k(L
y
k + L¯
y
k
)
EykEy
T
k
]}
+Tr
[
QN
(
E(xNx
T
N )− E(xNy
T
N )− E(yNx
T
N ) + E(yNy
T
N )
)]
+Tr
[
Q¯N
(
ExNEx
T
N − ExNEy
T
N − EyNEx
T
N + EyNEy
T
N
)]
.
(10)
10
From the form (8) of the control, we may view {(Lxk , L¯
x
k, L
y
k, L¯
y
k), k ∈ N} as the
new control input. Also (10) reminds us that E
(
xkx
T
k
)
, Exk(Exk)
T , E
(
xky
T
k
)
,
Exk(Eyk)
T , E
(
yky
T
k
)
and Eyk(Eyk)
T may be considered as the new system states.
Write Xk = E
(
xkx
T
k
)
, X¯k = Exk(Exk)
T , XYk = E
(
xky
T
k
)
, X¯Y k = Exk(Eyk)
T ,
Yk = E
(
yky
T
k
)
and Y¯k = Eyk(Eyk)
T . Then by (9), we have
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

Xk+1 = (Ak +BkL
x
k)Xk(Ak +BkL
x
k)
T +
[
A¯k +BkL¯
x
k
+B¯k(L
x
k + L¯
x
k)
]
X¯k
[
A¯k +BkL¯
x
k + B¯k(L
x
k + L¯
x
k)
]T
+(Ak +BkL
x
k)X¯k
[
A¯k +BkL¯
x
k + B¯k(L
x
k + L¯
x
k)
]T
+
[
A¯k +BkL¯
x
k + B¯k(L
x
k + L¯
x
k)
]
X¯k(Ak +BkL
x
k)
T
+(Ak +BkL
x
k)XYk(BkL
y
k)
T +
[
A¯k +BkL¯
x
k
+B¯k(L
x
k + L¯
x
k)
]
X¯Y k
[
BkL¯
y
k + B¯k(L
y
k + L¯
y
k)
]T
+(Ak +BkL
x
k)X¯Y k
[
BkL¯
y
k + B¯k(L
y
k + L¯
y
k)
]T
+
[
A¯k +BkL¯
x
k + B¯k(L
x
k + L¯
x
k)
]
X¯Y k(BkL
y
k)
T
+(BkL
y
k)(XYk)
T (Ak +BkL
x
k)
T +
[
BkL¯
y
k + B¯k
·(Lyk + L¯
y
k)
]
(X¯Y k)
T
[
A¯k +BkL¯
x
k + B¯k(L
x
k + L¯
x
k)
]T
+(BkL
y
k)(X¯Y k)
T
[
A¯k +BkL¯
x
k + B¯k(L
x
k + L¯
x
k)
]T
+
[
BkL¯
y
k + B¯k(L
y
k + L¯
y
k)
]
(X¯Y k)
T (Ak +BkL
x
k)
T
+(BkL
y
k)Yk(BkL
y
k)
T +
[
BkL¯
y
k + B¯k(L
y
k + L¯
y
k)
]
·Y¯k
[
BkL¯
y
k + B¯k(L
y
k + L¯
y
k)
]T
+ (BkL
y
k)Y¯k
[
BkL¯
y
k
+B¯k(L
y
k + L¯
y
k)
]T
+
[
BkL¯
y
k + B¯k(L
y
k + L¯
y
k)
]
Y¯k(BkL
y
k)
T
+(Ck +DkL
x
k)Xk(Ck +DkL
x
k)
T +
[
C¯k +DkL¯
x
k
+D¯k(L
x
k + L¯
x
k)
]
X¯k
[
C¯k +DkL¯
x
k + D¯k(L
x
k + L¯
x
k)
]T
+(Ck +DkL
x
k)X¯k
[
C¯k +DkL¯
x
k + D¯k(L
x
k + L¯
x
k)
]T
+
[
C¯k +DkL¯
x
k + D¯k(L
x
k + L¯
x
k)
]
X¯k(Ck +DkL
x
k)
T
+(Ck +DkL
x
k)XYk(DkL
y
k)
T +
[
C¯k +DkL¯
x
k
+D¯k(L
x
k + L¯
x
k)
]
X¯Y k
[
DkL¯
y
k + D¯k(L
y
k + L¯
y
k)
]T
+(Ck +DkL
x
k)X¯Y k
[
DkL¯
y
k + D¯k(L
y
k + L¯
y
k)
]T
+
[
C¯k +DkL¯
x
k + D¯k(L
x
k + L¯
x
k)
]
X¯Y k(DkL
y
k)
T
+(DkL
y
k)(XYk)
T (Ck +DkL
x
k)
T +
[
DkL¯
y
k + D¯k
·(Lyk + L¯
y
k)
]
(X¯Y k)
T
[
C¯k +DkL¯
x
k + D¯k(L
x
k + L¯
x
k)
]T
+(DkL
y
k)(X¯Y k)
T
[
C¯k +DkL¯
x
k + D¯k(L
x
k + L¯
x
k)
]T
+
[
DkL¯
y
k + D¯k(L
y
k + L¯
y
k)
]
(X¯Y k)
T (Ck +DkL
x
k)
T
+(DkL
y
k)Yk(DkL
y
k)
T +
[
DkL¯
y
k + D¯k(L
y
k + L¯
y
k)
]
·Y¯k
[
DkL¯
y
k + D¯k(L
y
k + L¯
y
k)
]T
+ (DkL
y
k)Y¯k
[
DkL¯
y
k
+D¯k(L
y
k + L¯
y
k)
]T
+
[
DkL¯
y
k + D¯k(L
y
k + L¯
y
k)
]
Y¯k(DkL
y
k)
T
≡ Xk(L
x
k, L¯
x
k, L
y
k, L¯
y
k),
X0 = E[ζ
x(ζx)T ].
(11)
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

X¯k+1 =
[
Ak + A¯k + (Bk + B¯k)(L
x
k + L¯
x
k)
]
X¯k
·
[
Ak + A¯k + (Bk + B¯k)(L
x
k + L¯
x
k)
]T
+
[
Ak + A¯k
+(Bk + B¯k)(L
x
k + L¯
x
k)
]
X¯Y k
[
(Bk + B¯k)(L
y
k + L¯
y
k)
]T
+
[
(Bk + B¯k)(L
y
k + L¯
y
k)
]
(X¯Y k)
T
[
Ak + A¯k
+(Bk + B¯k)(L
x
k + L¯
x
k)
]T
+
[
(Bk + B¯k)(L
y
k + L¯
y
k)
]
·Y¯k
[
(Bk + B¯k)(L
y
k + L¯
y
k)
]T
≡ X¯k(L
x
k, L¯
x
k, L
y
k, L¯
y
k),
X¯0 = Eζ
x
(
Eζx
)T
,
(12)


XYk+1 = (Ak +BkL
x
k)XYkF
T
k +
[
A¯k +BkL¯
x
k + B¯k
·(Lxk + L¯
x
k)
]
X¯Y kF¯
T
k + (Ak +BkL
x
k)X¯Y kF¯
T
k
+
[
A¯k +BkL¯
x
k + B¯k(L
x
k + L¯
x
k)
]
X¯Y kF
T
k + (BkL
y
k)
·YkF
T
k + (BkL
y
k)Y¯kF¯
T
k +
[
BkL¯
y
k + B¯k(L
y
k + L¯
y
k)
]
·Y¯kF
T
k +
[
BkL¯
y
k + B¯k(L
y
k + L¯
y
k)
]
Y¯kF¯
T
k + ρ
{
(Ck
+DkL
x
k)XYkG
T
k +
[
C¯k +DkL¯
x
k + D¯k(L
x
k + L¯
x
k)
]
·X¯Y kG¯
T
k +
[
C¯k +DkL¯
x
k + D¯k(L
x
k + L¯
x
k)
]
X¯Y kG
T
k
+(Ck +DkL
x
k)X¯Y kG¯
T
k + (DkL
y
k)YkG
T
k
+(DkL
y
k)Y¯kG¯
T
k +
[
DkL¯
y
k + D¯k(L
y
k + L¯
y
k)
]
Y¯kG
T
k
+
[
DkL¯
y
k + D¯k(L
y
k + L¯
y
k)
]
Y¯kG¯
T
k
}
≡ XYk(L
x
k , L¯
x
k, L
y
k, L¯
y
k),
XY0 = E
[
ζx(ζy)T
]
,
(13)


X¯Y k+1 =
[
(Ak + A¯k) + (Bk + B¯k)(L
x
k + L¯
x
k)
]
X¯Y k
·(Fk + F¯k)
T +
[
(Bk + B¯k)(L
y
k + L¯
y
k)
]
Y¯k(Fk + F¯k)
T
≡ X¯Yk(L
x
k , L¯
x
k, L
y
k, L¯
y
k),
X¯Y 0 = Eζ
x
(
Eζy
)T
,
(14)
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

Yk+1 = FkYkF
T
k + FkY¯kF¯
T
k + F¯kY¯kF
T
k + F¯kY¯kF¯
T
k
+GkYkG
T
k +GkY¯kG¯
T
k + G¯kY¯kG
T
k + G¯kY¯kG¯
T
k
≡ Y¯k,
Y0 = E[ζ
y(ζy)T ],
(15)


Y¯k+1 = (Fk + F¯k)Y¯k(Fk + F¯k)
T
≡ Y¯k,
Y¯0 = Eζ
y
(
Eζy
)T
.
(16)
In terms of X, X¯, XY , X¯Y , Y and Y¯ , J(ζx, ζy, u) with u defined in (8) may be
represented as
J(ζx, ζy, u)
=
N−1∑
k=0
{
Tr
[
Qk
(
Xk −XYk − (XYk)
T + Yk
)]
+Tr
[
Q¯k
(
X¯k − X¯Y k − (X¯Y k)
T + Y¯k
)]
+Tr
[
(Lxk)
TRkL
x
kXk +
(
(Lxk)
TRkL¯
x
k + (L¯
x
k)
TRkL
x
k
+(L¯xk)
TRkL¯
x
k
)
X¯k
]
+ Tr
[
(Lxk)
TRkL
y
k(XYk)
T
+
(
(Lxk)
TRkL¯
y
k + (L¯
x
k)
TRkL
y
k + (L¯
x
k)
TRkL¯
y
k
)
(X¯Y k)
T
]
+Tr
[
(Lyk)
TRkL
x
kXYk +
(
(Lyk)
TRkL¯
x
k + (L¯
y
k)
TRkL
x
k
+(L¯yk)
TRkL¯
x
k
)
X¯Y k
]
+ Tr
[
(Lyk)
TRkL
y
kYk
+
(
(Lyk)
TRkL¯
y
k + (L¯
y
k)
TRkL
y
k + (L¯
y
k)
TRkL¯
y
k
)
Y¯k
]
+Tr
[
(Lxk + L¯
x
k)
T R¯k(L
x
k + L¯
x
k
)
X¯k + (L
x
k + L¯
x
k)
T
·R¯k(L
y
k + L¯
y
k
)
(X¯Y k)
T
]
+ Tr
[
(Lyk + L¯
y
k)
T R¯k
·(Lxk + L¯
x
k
)
X¯Y k + (L
y
k + L¯
y
k)
T R¯k(L
y
k + L¯
y
k
)
Y¯k
]}
+Tr
[
QN
(
XN −XYN − (XYN )
T + YN
)]
+Tr
[
Q¯N
(
X¯N − X¯Y N − (X¯Y N )
T + Y¯N
)]
≡ J (X0, X¯0,XY0, X¯Y 0, Y0, Y¯0,L),
(17)
where L ≡ {(Lxk, L¯
x
k , L
y
k, L¯
y
k), k ∈ N}. Therefore, Problem (MF-LQ) is equivalent to
the following problem:
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

min
Lx
k
,L¯x
k
,L
y
k
,L¯
y
k
∈Rm×n,k∈N
J (X0, X¯0,XY0, X¯Y 0, Y0, Y¯0,L),
subject to (11)–(16).
(18)
Clearly, this is a matrix dynamical optimization problem. A natural way to deal
with this class of problems is by the matrix minimum principle [3]. Following the
framework above, we can obtain the optimal control of form (8). Define the optimal
feedback gains Lok = (L
xo
k , L
yo
k , L¯
xo
k , L¯
yo
k ), k ∈ N. We first introduce some notation
and then present the result.
Let


W¯
(1)
k = Rk +B
T
k P
x
k+1Bk +D
T
k P
x
k+1Dk,
W¯
(2)
k = Rk + R¯k + (Bk + B¯k)
T (P xk+1 + P¯
x
k+1)
·(Bk + B¯k) + (Dk + D¯k)
TP xk+1(Dk + D¯k),
H¯
(1)
k = A
T
k P
x
k+1Bk + C
T
k P
x
k+1Dk,
H¯
(2)
k = (Ak + A¯k)
T (P xk+1 + P¯
x
k+1)(Bk + B¯k)
+(Ck + C¯k)
TP xk+1(Dk + D¯k),
H¯
(3)
k = F
T
k P
xy
k+1Bk + ρG
T
k P
xy
k+1Dk,
H¯
(4)
k = (Fk + F¯k)
T (P xyk+1 + P¯
xy
k+1)(Bk + B¯k)
+ρ(Gk + G¯k)
TP
xy
k+1(Dk + D¯k),
(19)
with


P xk = Qk + (L
xo
k )
TRkL
xo
k + (Ak +BkL
xo
k )
TP xk+1(Ak
+BkL
xo
k ) + (Ck +DkL
xo
k )
TP xk+1(Ck +DkL
xo
k ),
P xN = QN ,
(20)
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

P¯ xk = Q¯k + (L
xo
k )
TRkL¯
xo
k + (L¯
xo
k )
TRkL
xo
k
+(L¯xok )
TRkL¯
xo
k + (L
xo
k + L¯
xo
k )
T R¯k(L
xo
k + L¯
xo
k )
+(Ak +BkL
xo
k )
TP xk+1
[
A¯k +BkL¯
xo
k + B¯k(L
xo
k + L¯
xo
k )
]
+
[
A¯k +BkL¯
xo
k + B¯k(L
xo
k + L¯
xo
k )
]T
P xk+1(Ak +BkL
xo
k )
+
[
A¯k +BkL¯
xo
k + B¯k(L
xo
k + L¯
xo
k )
]T
P xk+1
[
A¯k +BkL¯
xo
k
+B¯k(L
xo
k + L¯
xo
k )
]
+
[
Ak + A¯k + (Bk + B¯k)(L
xo
k
+L¯xok )
]T
P¯ xk+1
[
Ak + A¯k + (Bk + B¯k)(L
xo
k + L¯
xo
k )
]
+(Ck +DkL
xo
k )
TP xk+1
[
C¯k +DkL¯
xo
k + D¯k(L
xo
k + L¯
xo
k )
]
+
[
C¯k +DkL¯
xo
k + D¯k(L
xo
k + L¯
xo
k )
]T
P xk+1(Ck +DkL
xo
k )
+
[
C¯k +DkL¯
xo
k + D¯k(L
xo
k + L¯
xo
k )
]T
P xk+1
[
C¯k +DkL¯
xo
k
+D¯k(L
xo
k + L¯
xo
k )
]
,
P¯ xN = Q¯N ,
(21)


P
xy
k = −Qk + (L
yo
k )
TRkL
xo
k + (BkL
yo
k )
TP xk+1
·(Ak +BkL
xo
k ) + (DkL
yo
k )
TP xk+1(Ck +DkL
xo
k )
+F Tk P
xy
k+1(Ak +BkL
xo
k ) + ρG
T
k P
xy
k+1(Ck +DkL
xo
k ),
P
xy
N = −QN ,
(22)
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
P¯
xy
k = −Q¯k + (L
yo
k )
TRkL¯
xo
k + (L¯
yo
k )
TRkL
xo
k
+(L¯yok )
TRkL¯
xo
k + (L
yo
k + L¯
yo
k )
T R¯k(L
xo
k + L¯
xo
k )
+
[
BkL¯
yo
k + B¯k(L
yo
k + L¯
yo
k )
]T
P xk+1(Ak +BkL
xo
k )
+(BkL
yo
k )
TP xk+1
[
A¯k +BkL¯
xo
k + B¯k(L
xo
k + L¯
xo
k )
]
+
[
BkL¯
yo
k + B¯k(L
yo
k + L¯
yo
k )
]T
P xk+1
[
A¯k +BkL¯
xo
k
+B¯k(L
xo
k + L¯
xo
k )
]
+
[
(Bk + B¯k)(L
yo
k + L¯
yo
k )
]T
·P¯ xk+1
[
(Ak + A¯k) + (Bk + B¯k)(L
xo
k + L¯
xo
k )
]
+
[
DkL¯
yo
k + D¯k(L
yo
k + L¯
yo
k )
]T
P xk+1(Ck +DkL
xo
k )
+(DkL
yo
k )
TP xk+1
[
C¯k +DkL¯
xo
k + D¯k(L
xo
k + L¯
xo
k )
]
+
[
DkL¯
yo
k + D¯k(L
yo
k + L¯
yo
k )
]T
P xk+1
[
C¯k +DkL¯
xo
k
+D¯k(L
xo
k + L¯
xo
k )
]
+ F Tk P
xy
k+1
[
A¯k +BkL¯
xo
k + B¯k(L
xo
k
+L¯xok )
]
+ F¯ Tk P
xy
k+1
[
Ak + A¯k + (Bk + B¯k)(L
xo
k + L¯
xo
k )
]
+(Fk + F¯k)
T P¯
xy
k+1
[
Ak + A¯+ (Bk + B¯k)(L
xo
k + L¯
xo
k )
]
+ρGTk P
xy
k+1
[
C¯k +DkL¯
xo
k + D¯k(L
xo
k + L¯
xo
k )
]
+ρG¯Tk P
xy
k+1
[
Ck + C¯k + (Dk + D¯k)(L
xo
k + L¯
xo
k )
]
,
P¯
xy
N = −QN ,
(23)


P
y
k = Qk + (L
yo
k )
TRkL
yo
k + (BkL
yo
k )
TP xk+1BkL
yo
k
+(DkL
yo
k )
TP xk+1DkL
yo
k + F
T
k P
xy
k+1BkL
yo
k
+ρGTk P
xy
k+1DkL
yo
k + (BkL
yo
k )
T (P xyk+1)
TFk
+ρ(DkL
yo
k )
T (P xyk+1)
TGk + F
T
k P
y
k+1Fk +G
T
k P
y
k+1Gk,
P
y
N = QN ,
(24)
and
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

P¯
y
k = Q¯k + (L
yo
k )
TRkL¯
yo
k + (L¯
yo
k )
TRkL
yo
k
+(L¯yok )
TRkL¯
yo
k + (L
yo
k + L¯
yo
k )
T R¯k(L
yo
k + L¯
yo
k )
+(BkL
yo
k )
TP xk+1
[
BkL¯
yo
k + B¯k(L
yo
k + L¯
yo
k )
]
+
[
BkL¯
yo
k + B¯k(L
yo
k + L¯
yo
k )
]T
P xk+1BkL
yo
k +
[
BkL¯
yo
k
+B¯k(L
yo
k + L¯
yo
k )
]T
P xk+1
[
BkL¯
yo
k + B¯k(L
yo
k + L¯
yo
k )
]
+
[
(Bk + B¯k)(L
yo
k + L¯
yo
k )
]T
P¯ xk+1
[
(Bk + B¯k)(L
yo
k
+L¯yok )
]
+ (DkL
yo
k )
TP xk+1
[
DkL¯
yo
k + D¯k(L
yo
k + L¯
yo
k )
]
+
[
DkL¯
yo
k + D¯k(L
yo
k + L¯
yo
k )
]T
P xk+1DkL
xo
k +
[
DkL¯
yo
k
+D¯k(L
yo
k + L¯
yo
k )
]T
P xk+1
[
DkL¯
yo
k + D¯k(L
yo
k + L¯
yo
k )
]
+F Tk P
xy
k+1
[
BkL¯
yo
k + B¯k(Lk + L¯
yo
k )
]
+F¯ Tk P
xy
k+1
[
(Bk + B¯k)(L
yo
k + L¯
yo
k )
]
+(Fk + F¯k)
T P¯
xy
k+1
[
(Bk + B¯k)(L
yo
k + L¯
yo
k )
]
+ρGTk P
xy
k+1
[
DkL¯
yo
k + D¯k(Lk + L¯
yo
k )
]
+ρG¯Tk P
xy
k+1
[
(Dk + D¯k)(L
yo
k + L¯
yo
k )
]
+
[
BkL¯
yo
k + B¯k(Lk + L¯
yo
k )
]T
(P xyk+1)
TFk
+
[
(Bk + B¯k)(L
yo
k + L¯
yo
k )
]T
(P xyk+1)
T F¯k
+
[
(Bk + B¯k)(L
yo
k + L¯
yo
k )
]T
(P¯ xyk+1)
T (Fk + F¯k)
+ρ
[
DkL¯
yo
k + D¯k(Lk + L¯
yo
k )
]T
(P xyk+1)
TGk
+ρ
[
(Dk + D¯k)(L
yo
k + L¯
yo
k )
]T
(P xyk+1)
T G¯k
+F Tk P
y
k+1F¯k + F¯
T
k P
y
k+1Fk + F¯
T
k P
y
k+1F¯k
+(Fk + F¯k)
T P¯
y
k+1(Fk + F¯k)
+GTk P
y
k+1G¯k + G¯
T
k P
y
k+1Gk + G¯
T
k P
y
k+1G¯k,
P¯
y
N = Q¯N .
(25)
The optimal control can be obtained by the following theorem.
Theorem 4.1 For Problem (MF-LQ), under the condition
Qk, Qk + Q¯k ≥ 0, k ∈ N¯, Rk, Rk + R¯k > 0, k ∈ N, (26)
the unique optimal control within the class of controls of form (8) is
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uok =
[
− (W¯
(1)
k )
−1(H¯
(1)
k )
T
]
xk +
[
− (W¯
(2)
k )
−1(H¯
(2)
k )
T
+(W¯
(1)
k )
−1(H¯
(1)
k )
T
]
Exk +
[
− (W¯
(1)
k )
−1(H¯
(3)
k )
T
]
yk
+
[
− (W¯
(2)
k )
−1(H¯
(4)
k )
T + (W¯
(1)
k )
−1(H¯
(3)
k )
T
]
Eyk,
≡ Lxok xk + L¯
xo
k Exk + L
yo
k yk + L¯
yo
k Eyk, k ∈ N,
(27)
with the property
P xk , P
x
k + P¯
x
k ≥ 0, k ∈ N¯. (28)
Proof. See the Appendix.
Remark 4.1 Taking expectation on the optimal control (27) gives
Euok = −(W¯
(2)
k )
−1(H¯
(2)
k )
TExk − (W¯
(2)
k )
−1(H¯
(4)
k )
TEyk.
We combine (27) with the expected system state equation, that is


Exk+1 = (Ak + A¯k)Exk + (Bk + B¯k)Euk
=
[
Ak + A¯k − (Bk + B¯k)(W¯
(2)
k )
−1(H¯
(2)
k )
T
]
Exk
+
[
− (Bk + B¯k)(W¯
(2)
k )
−1(H¯
(4)
k )
T
]
Eyk
≡ NkExk +MkEyk,
Eyk+1 = (Fk + F¯k)Eyk
≡ OkEyk,
Ex0 = Eζ
x, Ey0 = Eζ
y.
Therefore, the relative open-loop expected system is


Exk+1 =
k∏
i=1
NiEζ
x +
∑k
i=0
k∏
j=i+1
NjMi
i−1∏
j=1
OjEζ
y,
Eyk+1 =
k∏
i=1
OiEζ
y,
(29)
and hence the optimal control is given by
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uok =
[
− (W¯
(1)
k )
−1(H¯
(1)
k )
T
]
xk +
[
− (W¯
(2)
k )
−1(H¯
(2)
k )
T
+(W¯
(1)
k )
−1(H¯
(1)
k )
T
]
·
[ k∏
i=1
NiEζ
x +
k∑
i=0
k∏
j=i+1
NjMi
i−1∏
j=1
OjEζ
y
]
+
[
− (W¯
(1)
k )
−1(H¯
(3)
k )
T
]
yk
+
[
− (W¯
(2)
k )
−1(H¯
(4)
k )
T + (W¯
(1)
k )
−1(H¯
(3)
k )
T
]
·
k∏
i=1
OiEζ
y.
It is easy to realize the control rules if xk, yk and the distributions of ζ
x, ζy are
available. We remark that the distributions of xk and yk are not needed.
4.2 Operator Linear-quadratic Problem
In this subsection, the optimal control via operator linear-quadratic theory shall be
derived. Firstly, we reformulate the discrete-time operator LQ problem. A linear
controlled system in abstract form rewritten from (1) is


xk+1 = (Akxk + Bkuk) + (Ckxk +Dkuk)wk,
yk+1 = Fkyk + Gkykvk,
x0 = ζ
x, y0 = ζ
y,
(30)
with several sequences of operators


Akz = Akz + A¯kEz,
Ckz = Ckz + C¯kEz,
Fkz = Fkz + F¯kEz,
Gkz = Gkz + G¯kEz,
Bku = Bku+ B¯kEu,
Dku = Dku+ D¯kEu,
(31)
where z ∈ Zk, u ∈ Uk, Ak,Ck,Fk,Gk are from Zk to Zk and Bk, Dk are from Uk to
Uk, k ∈ N. Furthermore, the performance functional in the form of inner products
(5) has been presented in previous section. We now define operators

Qkz = (Qk + E
∗Q¯kE)z, z ∈ Zk, k ∈ N¯,
Rku = (Rk + E
∗R¯kE)u, u ∈ Uk, k ∈ N.
(32)
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Recall that E
[
yTk (Qk + E
∗Q¯kE)xk
]
= 〈Qkxk, yk〉 with similar meanings for related
notation. Hence,
J(ζx, ζy, u) =
N−1∑
k=0
(
〈Qkxk, xk〉 − 2〈Qkxk, yk〉
+〈Qkyk, yk〉+ 〈Rkuk, uk〉
)
+ 〈QNxN , xN 〉
−2〈QNxN , yN 〉+ 〈QNyN , yN 〉.
(33)
Problem (MF-LQ) in abstract form can be represented as

Minimize (33),subject to u ∈ Uad, with (x., y., u.), satisfying (30). (34)
We then use u∗ to represent the optimal control for Problem (MF-LQ) in abstract
form.
Next, we shall solve the problem above. Suppose we have a sequence of self-adjoint
linear operators
{
Pxk : Zk 7→ Zk; k ∈ N¯
}
,
{
Pyk : Zk 7→ Zk; k ∈ N¯
}
and linear oper-
ator
{
Pxyk : Zk 7→ Zk; k ∈ N¯
}
determined by


PxkZl ≡ {P
x
k z | z ∈ Zl} ⊆ Zl, l ≤ k,
Pxyk Zl ≡
{
Pxyk z | z ∈ Zl
}
⊆ Zl, l ≤ k,
PykZl ≡
{
Pyk z | z ∈ Zl
}
⊆ Zl, l ≤ k.
where Zl ⊆ Zk, l ≤ k. Clearly,
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〈Pxk+1xk+1, xk+1〉
=
〈
Pxk+1
[
(Akxk + Bkuk) + (Ckxk +Dkuk)wk
]
,[
(Akxk + Bkuk) + (Ckxk +Dkuk)wk
]〉
= E
[
(Akxk + Bkuk)
TPxk+1(Akxk + Bkuk)
+((Ckxk +Dkuk)wk)
TPxk+1(Akxk + Bkuk)
]
+E
[
(Akxk + Bkuk)
TPxk+1(Ckxk +Dkuk)wk
+((Ckxk +Dkuk)wk)
TPxk+1(Ckxk +Dkuk)wk
]
= E
[
(Akxk + Bkuk)
TPxk+1(Akxk + Bkuk)
]
+E
[
(Ckxk +Dkuk)
TPxk+1(Ckxk +Dkuk)
]
=
〈
Pxk+1(Akxk + Bkuk), (Akxk + Bkuk)〉
+〈Pxk+1(Ckxk +Dkuk), (Ckxk +Dkuk)
〉
,
(35)
〈Pxyk+1xk+1, yk+1〉 =
〈
Pxyk+1
[
(Akxk + Bkuk)
+(Ckxk +Dkuk)wk
]
,
[
Fkyk + Gkykvk
]〉
= E
[
(Fkyk)
TPxyk+1(Akxk + Bkuk)
+(Gkykvk)
TPxyk+1(Akxk + Bkuk)
]
+E
[
(Fkyk)
TPxyk+1(Ckxk + Ckuk)wk
+(Gkykvk)
TPxyk+1(Ckxk +Dkuk)wk
]
= E
[
(Fkyk)
TPxyk+1(Akxk + Bkuk)
]
+ρE
[
(Gkyk)
TPxyk+1(Ckxk +Dkuk)
]
=
〈
Pxyk+1(Akxk + Bkuk),Fkyk〉
+ρ〈Pxyk+1(Ckxk +Dkuk),Gkyk
〉
,
(36)
〈Pyk+1yk+1, yk+1〉
=
〈
Pyk+1(Fkyk + Gkykvk), (Fkyk + Gkykvk)
〉
= E
[
(Fkyk)
TPyk+1Fkyk + (Gkykvk)
TPyk+1Fkyk
]
+E
[
(Fkyk)
TPyk+1Gkykvk + (Gkykvk)
TPyk+1Gkykvk
]
= E
[
(Fkyk)
TPyk+1Fkyk
]
+ E
[
(Gkyk)
TPyk+1Gkyk
]
=
〈
Pyk+1Fkyk,Fkyk〉+ 〈P
y
k+1Gkyk,Gkyk
〉
.
(37)
We now consider the problem by backward recursion with only k ∈ {N − 1, N}. By
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(35)–(37), we have
〈PxNxN , xN 〉 =
〈
PxN (AN−1xk + BN−1uN−1),
(AN−1xN−1 + BN−1uN−1)
〉
+
〈
PxN (CN−1xN−1
+DN−1uN−1), (CN−1xN−1 +DN−1uN−1)
〉
,
〈PxyN xN , yN 〉
=
〈
PxyN (AN−1xN−1 + BN−1uN−1),FN−1yN−1
〉
+ρ
〈
PxyN (CN−1xN−1 +DN−1uN−1),GN−1yN−1
〉
,
〈PyNyN , yN 〉 =
〈
PyNFN−1yN−1,FN−1yN−1
〉
+
〈
PyNGN−1yN−1,GN−1yN−1
〉
.
(38)
Let PxN ,−P
xy
N , P
y
N = QN . By taking (38) into J
N
N−1, we have
JNN−1(xN−1, yN−1, u)
= 〈QN−1xN−1, xN−1〉 − 2〈QN−1xN−1, yN−1〉
+〈QN−1yN−1, yN−1〉+ 〈RN−1uN−1, uN−1〉
+〈QNxN , xN 〉 − 2〈QNxN , yN 〉+ 〈QNyN , yN 〉
= 〈QN−1xN−1, xN−1〉 − 2〈QN−1xN−1, yN−1〉
+〈QN−1yN−1, yN−1〉+ 〈RN−1uN−1, uN−1〉
+
〈
PxN (AN−1xN−1 + BN−1uN−1),
(AN−1xN−1 + BN−1uN−1)
〉
+
〈
PxN (CN−1xN−1
+DN−1uN−1), (CN−1xN−1 +DN−1uN−1)
〉
+2
〈
PxyN (AN−1xN−1 + BN−1uN−1),FN−1yN−1
〉
+2ρ
〈
PxyN (CN−1xN−1 +DN−1uN−1),GN−1yN−1
〉
+
〈
PyNFN−1yN−1,FN−1yN−1
〉
+
〈
PyNGN−1yN−1,GN−1yN−1
〉
= 2〈Θ1,N−1uN−1, xN−1〉+ 〈Θ2,N−1uN−1, uN−1〉
+2〈Θ3,N−1uN−1, yN−1〉+ 〈Λ1,N−1xN−1, xN−1〉
+2〈Λ2,N−1xN−1, yN−1〉+ 〈Λ3,N−1yN−1, yN−1〉,
(39)
where
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

Θ1,N−1 = A
T
N−1P
x
NBN−1 + C
T
N−1P
x
NDN−1,
Θ2,N−1 = RN−1 + B
T
N−1P
x
NBN−1 +D
T
N−1P
x
NDN−1,
Θ3,N−1 = F
T
N−1P
xy
N BN−1 + ρG
T
N−1P
xy
N DN−1,
Λ1,N−1 = QN−1 +A
T
N−1P
x
NAN−1 + C
T
N−1P
x
NCN−1,
Λ2,N−1 = −QN−1 + F
T
N−1P
xy
N AN−1 + ρG
T
N−1P
xy
N CN−1,
Λ3,N−1 = QN−1 + F
T
N−1P
y
NFN−1 + G
T
N−1P
y
NGN−1.
(40)
If Θ2,N−1 is positive definite and self-adjoint, (39) can then be rewritten as
JNN−1(xN−1, yN−1, u)
=
〈
(Λ1,N−1 −Θ1,N−1Θ
−1
2,N−1Θ
∗
1,N−1)xN−1, xN−1
〉
+2
〈
(Λ2,N−1 −Θ3,N−1Θ
−1
2,N−1Θ
∗
1,N−1)xN−1, yN−1
〉
+
〈
(Λ3,N−1 −Θ3,N−1Θ
−1
2,N−1Θ
∗
3,N−1)yN−1, yN−1
〉
+
〈
Θ2,N−1(uN−1 +Θ
−1
2,N−1Θ
∗
1,N−1xN−1 +Θ
−1
2,N−1Θ
∗
3,N−1
·yN−1), (uN−1 +Θ
−1
2,N−1Θ
∗
1,N−1xN−1 +Θ
−1
2,N−1Θ
∗
3,N−1yN−1)
〉
.
(41)
Let


PxN−1 = Λ1,N−1 −Θ1,N−1Θ
−1
2,N−1Θ
∗
1,N−1,
PxyN−1 = Λ2,N−1 −Θ3,N−1Θ
−1
2,N−1Θ
∗
1,N−1,
PyN−1 = Λ3,N−1 −Θ3,N−1Θ
−1
2,N−1Θ
∗
3,N−1,
(42)
and the cost functional (41) may achieve its minimum if we select
u∗N−1 = −Θ
−1
2,N−1Θ
∗
1,N−1xN−1 −Θ
−1
2,N−1Θ
∗
3,N−1yN−1, (43)
where the minimum is
JNN−1(xN−1, yN−1, u
∗) = 〈PxN−1xN−1, xN−1〉
+2〈PxyN−1xN−1, yN−1〉+ 〈P
y
N−1xN−1, xN−1〉.
(44)
For this, we reach to the following lemma, which gives a compact form of PxN−1,
PxyN−1 and P
y
N−1.
Lemma 4.1 If
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QN−1, QN−1 + Q¯N−1 ≥ 0, QN , QN + Q¯N ≥ 0,
RN−1, RN−1 + R¯N−1 > 0,
(45)
then PxN−1, P
xy
N−1, P
y
N−1 defined in (38) have the following form


PxN−1 = (I − E
∗)SxN−1(I − E) + E
∗T xN−1E,
PxyN−1 = (I − E
∗)SxyN−1(I − E) + E
∗T
xy
N−1E,
PyN−1 = (I − E
∗)SyN−1(I − E) + E
∗T
y
N−1E.
(46)
where


SxN−1 = QN−1 +A
T
N−1QNAN−1 + C
T
N−1QNCN−1
−H
(1)
N−1(W
(1)
N−1)
−1(H
(1)
N−1)
T ,
T xN−1 = QN−1 + Q¯N−1 + (AN−1 + A¯N−1)
T (QN + Q¯N )
·(AN−1 + A¯N−1) + (CN−1 + C¯N−1)
TQN
·(CN−1 + C¯N−1)−H
(2)
N−1(W
(2)
N−1)
−1(H
(2)
N−1)
T ,
S
xy
N−1 = −QN−1 + F
T
N−1QNAN−1 + ρG
T
N−1QNCN−1
−H
(3)
N−1(W
(1)
N−1)
−1(H
(1)
N−1)
T ,
T
xy
N−1 = −QN−1 − Q¯N−1 + (FN−1 + F¯N−1)
T (QN + Q¯N )
·(AN−1 + A¯N−1) + ρ(GN−1 + G¯N−1)
TQN
·(CN−1 + C¯N−1)−H
(4)
N−1(W
(2)
N−1)
−1(H
(2)
N−1)
T ,
S
y
N−1 = QN−1 + F
T
N−1QNFN−1 +G
T
N−1QNGN−1
−H
(3)
N−1(W
(1)
N−1)
−1(H
(3)
N−1)
T ,
T
y
N−1 = QN−1 + Q¯N−1 + (FN−1 + F¯N−1)
T (QN + Q¯N )
·(FN−1 + F¯N−1) + (GN−1 + G¯N−1)
TQN
·(GN−1 + G¯N−1)−H
(4)
N−1(W
(2)
N−1)
−1(H
(4)
N−1)
T ,
SxN = QN , T
x
N = QN + Q¯N , S
xy
N = −QN ,
T
xy
N = −QN − Q¯N , S
y
N = QN , T
y
N = QN + Q¯N .
with
25


W
(1)
N−1 = RN−1 +B
T
N−1QNBN−1 +D
T
N−1QNDN−1,
W
(2)
N−1 = RN−1 + R¯N−1 + (BN−1 + B¯N−1)
T (QN + Q¯N )
·(BN−1 + B¯N−1) + (DN−1 + D¯N−1)
TQN (DN−1 + D¯N−1),
H
(1)
N−1 = A
T
N−1QNBN−1 + C
T
N−1QNDN−1,
H
(2)
N−1 = (AN−1 + A¯N−1)
T (QN + Q¯N )(BN−1 + B¯N−1)
+(CN−1 + C¯N−1)
TQN (DN−1 + D¯N−1),
H
(3)
N−1 = F
T
N−1QNBN−1 + ρG
T
N−1QNDN−1,
H
(4)
N−1 = (FN−1 + F¯N−1)
T (QN + Q¯N )(BN−1 + B¯N−1)
+ρ(GN−1 + G¯N−1)
TQN (DN−1 + D¯N−1),
Proof. See the Appendix.
We now express the optimal control using Riccati difference equations by the fol-
lowing theorem.
Theorem 4.2 Let
Qk, Qk + Q¯k ≥ 0, , k ∈ N¯, Rk, Rk + R¯k > 0, (47)
and introduce Riccati equations


Sxk = Qk +A
T
k S
x
k+1Ak + C
T
k S
x
k+1Ck
−H
(1)
k (W
(1)
k )
−1(H
(1)
k )
T ,
T xk = Qk + Q¯k + (Ak + A¯k)
TT xk+1(Ak + A¯k) + (Ck
+C¯k)
TSxk+1(Ck + C¯k)−H
(2)
k (W
(2)
k )
−1(H
(2)
k )
T ,
S
xy
k = −Qk + F
T
k S
xy
k+1Ak + ρG
T
k S
xy
k+1Ck
−H
(3)
k (W
(1)
k )
−1(H
(1)
k )
T ,
T
xy
k = −Qk − Q¯k + (Fk + F¯k)
TT
xy
k+1(Ak + A¯k) + ρ(Gk
+G¯k)
TS
xy
k+1(Ck + C¯k)−H
(4)
k (W
(2)
k )
−1(H
(2)
k )
T ,
S
y
k = Qk + F
T
k S
y
k+1Fk +G
T
k S
y
k+1Gk
−H
(3)
k (W
(1)
k )
−1(H
(3)
k )
T ,
T
y
k = Qk + Q¯k + (Fk + F¯k)
TT
y
k+1(Fk + F¯k) + (Gk
+G¯k)
TS
y
k+1(Gk + G¯k)−H
(4)
k (W
(2)
k )
−1(H
(4)
k )
T ,
SxN = QN , T
x
N = QN + Q¯N , S
xy
N = −QN ,
T
xy
N = −QN − Q¯N , S
y
N = QN , T
y
N = QN + Q¯N .
(48)
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with


W
(1)
k = Rk +B
T
k S
x
k+1Bk +D
T
k S
x
k+1Dk,
W
(2)
k = Rk + R¯k + (Bk + B¯k)
TT xk+1(Bk + B¯k)
+(Dk + D¯k)
TSxk+1(Dk + D¯k),
H
(1)
k = A
T
k S
x
k+1Bk + C
T
k S
x
k+1Dk,
H
(2)
k = (Ak + A¯k)
TT xk+1(Bk + B¯k)
+(Ck + C¯k)
TSxk+1(Dk + D¯k),
H
(3)
k = F
T
k S
xy
k+1Bk + ρG
T
k S
xy
k+1Dk,
H
(4)
k = (Fk + F¯k)
TT
xy
k+1(Bk + B¯k)
+ρ(Gk + G¯k)
TS
xy
k+1(Dk + D¯k).
(49)
The unique optimal control for Problem (MF-LQ) is
u∗k = −(W
(1)
k )
−1(H
(1)
k )
T (xk − Exk)
−(W
(2)
k )
−1(H
(2)
k )
T
Exk − (W
(1)
k )
−1(H
(3)
k )
T (yk − Eyk)
−(W
(2)
k )
−1(H
(4)
k )
T
Eyk, k ∈ N.
(50)
Proof. See the Appendix.
4.3 Optimal Control via Completing the Square
In the previous subsections, we present two methods to solve the Problem (MF-
LQ) and obtain the optimal controls. In this subsection, we shall show that controls
obtained in last two subsections coincide, for which the extension of classical method
of completing the square of LQ problem will be used. Firstly, (20)–(25) can be
transformed to
P xk = Qk +A
T
k P
x
k+1Ak + C
T
k P
x
k+1Ck
+(Lxok )
T
(
Rk +B
T
k P
x
k+1Bk +D
T
k P
x
k+1Dk
)
Lxok
+(Lxok )
T
(
BTk P
x
k+1Ak +D
T
k P
x
k+1Ck
)
+
(
ATk P
x
k+1Bk + C
T
k P
x
k+1Dk
)
Lxok
= Qk +A
T
k P
x
k+1Ak + C
T
k P
x
k+1Ck − H¯
(1)
k (W¯
(1)
k )
−1(H¯
(1)
k )
T ,
(51)
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P xk + P¯
x
k = Qk + Q¯k + (Ck + C¯k)
TP xk+1(Ck + C¯k)
+(Ak + A¯k)
T (P xk+1 + P¯
x
k+1)(Ak + A¯k) + (L
xo
k + L¯
xo
k )
T
·
[
Rk + R¯k + (Bk + B¯k)
T (P xk+1 + P¯
x
k+1)(Bk + B¯k)
+(Dk + D¯k)
TP xk+1(Dk + D¯k)
]
(Lxok + L¯
xo
k )
+(Lxok + L¯
xo
k )
T
[
(Dk + D¯k)
TP xk+1(Ck + C¯k)
+(Bk + B¯k)
T (P xk+1 + P¯
x
k+1)(Ak + A¯k)
]
+
[
(Ak + A¯)
T (P xk+1 + P¯
x
k+1)(Bk + B¯k)
+(Ck + C¯k)
TP xk+1(Dk + D¯k)
]
(Lxok + L¯
xo
k )
= Qk + Q¯k + (Ak + A¯k)
T (P xk+1 + P¯
x
k+1)(Ak + A¯k)
+(Ck + C¯k)
TP xk+1(Ck + C¯k)− H¯
(2)
k (W¯
(2)
k )
−1(H¯
(2)
k )
T ,
(52)
P
xy
k = −Qk + F
T
k P
xy
k+1Ak + ρG
T
k P
xy
k+1Ck
+(Lyok )
T
(
Rk +B
T
k P
x
k+1Bk +D
T
k P
x
k+1Dk
)
Lxok
+(Lyok )
T
(
BTk P
x
k+1Ak +D
T
k P
x
k+1Ck
)
+
(
F Tk P
xy
k+1Bk + ρG
T
k P
xy
k+1Dk
)
Lxok
= −Qk + F
T
k P
xy
k+1Ak + ρG
T
k P
xy
k+1Ck − H¯
(3)
k (W¯
(1)
k )
−1(H¯
(1)
k )
T ,
(53)
P
xy
k + P¯
xy
k = −Qk − Q¯k + ρ(Gk + G¯k)
TP
xy
k+1(Ck + C¯k)
+(Fk + F¯k)
T (P xyk+1 + P¯
xy
k+1)(Ak + A¯k) + (L
yo
k + L¯
yo
k )
T
·
[
Rk + R¯k + (Bk + B¯k)
T (P xk+1 + P¯
x
k+1)(Bk + B¯k)
+(Dk + D¯k)P
x
k+1(Dk + D¯k)
]
(Lxok + L¯
xo
k )
+(Lyok + L¯
yo
k )
T
[
(Dk + D¯k)
TP xk+1(Ck + C¯k)
+(Bk + B¯k)
T (P xk+1 + P¯
x
k+1)(Ak + A¯k)
]
+
[
(Fk + F¯ )
T (P xyk+1 + P¯
xy
k+1)(Bk + B¯k)
+ρ(Gk + G¯k)
TP
xy
k+1(Dk + D¯k)
]
(Lxok + L¯
xo
k )
= −Qk − Q¯k + (Fk + F¯k)
T (P xyk+1 + P¯
xy
k+1)(Ak + A¯k)
+ρ(Gk + G¯k)
TP
xy
k+1(Ck + C¯k)− H¯
(4)
k (W¯
(2)
k )
−1(H¯
(2)
k )
T ,
(54)
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P
y
k = Qk + F
T
k P
y
k+1Fk +G
T
k P
y
k+1Gk
+(Lyok )
T
(
Rk +B
T
k P
x
k+1Bk +D
T
k P
x
k+1Dk
)
L
yo
k
+(Lyok )
T
[
BTk (P
xy
k+1)
TFk + ρD
T
k (P
xy
k+1)
TGk
]
+
(
F Tk P
xy
k+1Bk + ρG
T
k P
xy
k+1Dk
)
L
yo
k
= Qk + F
T
k P
y
k+1Fk +G
T
k P
y
k+1Gk − H¯
(3)
k (W¯
(1)
k )
−1(H¯
(3)
k )
T ,
(55)
P
y
k + P¯
y
k = Qk + Q¯k + (Gk + G¯k)
TP
y
k+1(Gk + G¯k)
+(Fk + F¯k)
T (P yk+1 + P¯
y
k+1)(Fk + F¯k) + (L
yo
k + L¯
yo
k )
T
·
[
Rk + R¯k + (Bk + B¯k)
T (P xk+1 + P¯
x
k+1)(Bk + B¯k)
+(Dk + D¯k)
TP xk+1(Dk + D¯k)
]
(Lyok + L¯
yo
k )
+(Lyok + L¯
yo
k )
T
[
ρ(Dk + D¯k)
T (P xyk+1)
T (Gk + G¯k)
+(Bk + B¯k)
T (P xyk+1 + P¯
xy
k+1)
T (Fk + F¯k)
]
+
[
(Fk + F¯ )
T (P xyk+1 + P¯
xy
k+1)(Bk + B¯k)
+ρ(Gk + G¯k)
TP
xy
k+1(Dk + D¯k)
]
(Lyok + L¯
yo
k )
= Qk + Q¯k + (Fk + F¯k)
T (P yk+1 + P¯
y
k+1)(Fk + F¯k)
+(Gk + G¯k)
TP
y
k+1(Gk + G¯k)− H¯
(4)
k (W¯
(2)
k )
−1(H¯
(4)
k )
T .
(56)
Notice that the boundary conditions, (51)–(56) are those of (48) with


W¯
(1)
k =W
(1)
k , W¯
(2)
k =W
(2)
k , H¯
(1)
k = H
(1)
k ,
H¯
(2)
k = H
(2)
k , H¯
(3)
k = H
(3)
k , H¯
(4)
k = H
(4)
k , k ∈ N,
P xk = S
x
k , P
x
k + P¯
x
k = T
x
k , P
xy
k = S
xy
k ,
P
xy
k + P¯
xy
k = T
xy
k , P
y
k = S
y
k , P
y
k + P¯
y
k = T
y
k , k ∈ N¯.
Thus, the results (20)–(25) of Theorem 4.1 and Riccati equations
(48) of Theorem 4.2 coincide. Next, we consider taking representations
{Exk, Eyk} , {xk − Exk, yk − Eyk} into J(ζ
x, ζy, u) directly to deal with
Problem (MF-LQ). Then the system state (1) can be separated into two:


Exk+1 = (Ak + A¯k)Exk + (Bk + B¯k)Euk,
Eyk+1 = (Fk + F¯k)Eyk,
Ex0 = Eζ
x, Ey0 = Eζ
y,
and
29


xk+1 − Exk+1 =
[
Ak(xk − Exk) +Bk(uk − Euk)
]
+
[
Ck(xk − Exk) + (Ck + C¯k)Exk
+Dk(uk − Euk) + (Dk + D¯k)Euk
]
wk,
yk+1 − Eyk+1 = Fk(yk − Eyk)
+
[
Gk(yk − Eyk) + (Gk + G¯k)Eyk
]
vk,
x0 − Ex0 = ζ
x − Eζx, y0 − Ey0 = ζ
x − Eζy.
The optimal control (8) in Theorem 4.1 is equivalent to
uk = L
x
k(xk − Exk) + (L
x
k + L¯
x
k)Exk
+Lyk(yk − Eyk) + (L
y
k + L¯
y
k)Eyk, k ∈ N.
To proceed, six sequences of symmetric matrices
{
Sxk , k ∈ N¯
}
,
{
T xk , k ∈ N¯
}
,{
S
xy
k , k ∈ N¯
}
,
{
T
xy
k , k ∈ N¯
}
,
{
S
y
k , k ∈ N¯
}
and
{
T
y
k , k ∈ N¯
}
, which are (48), are in-
troduced to complete the square by the classical method. Thus, the cost functional
can be expressed as
J(ζx, ζy, u)
=
N−1∑
k=0
E
[
(xk − Exk)
TQk(xk − Exk) + (Exk)
T (Qk + Q¯k)Exk
−2(yk − Eyk)
TQk(xk − Exk)− 2(Eyk)
T (Qk + Q¯k)Exk
+(yk − Eyk)
TQk(yk − Eyk) + (Eyk)
T (Qk + Q¯k)Eyk
+(uk − Euk)
TRk(uk − Euk) + (Euk)
T (Rk + R¯k)Euk
]
+E
[
(xN − ExN)
TQN (xN − ExN ) + (ExN )
T (QN + Q¯N )ExN
−2(yN − EyN )
TQN (xN − ExN)− 2(EyN )
T (QN + Q¯N )ExN
+(yN − EyN)
TQN (yN − EyN) + (EyN)
T (QN + Q¯N )EyN
]
=
N−1∑
k=0
∆k + E
[
(ζx − Eζx)TSx0 (ζ
x − Eζx) + (Eζx)TT x0 Eζ
x
+2(ζy − Eζy)TSxy0 (ζ
x − Eζx) + 2(Eζy)TT xy0 Eζ
x
+(ζy − Eζy)TSy0 (ζ
y − Eζy) + (Eζy)TT y0 Eζ
y
]
,
where
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∆k = E
[
(xk − Exk)
TQk(xk − Exk) + (xk+1 − Exk+1)
T
·Sxk+1(xk+1 − Exk+1)− (xk − Exk)
TSxk (xk − Exk)
−2(yk − Eyk)
TQk(xk − Exk) + 2(yk+1 − Eyk+1)
T
·Sxyk+1(xk+1 − Exk+1)− 2(yk − Eyk)
TS
xy
k (xk − Exk)
+(yk − Eyk)
TQk(yk − Eyk) + (yk+1 − Eyk+1)
TS
y
k+1
·(yk+1 − Eyk+1)− (yk − Eyk)
TS
y
k(yk − Eyk)
+(Exk)
T (Qk + Q¯k)Exk + (Exk+1)
TT xk+1Exk+1
−2(Eyk)
T (Qk + Q¯k)Exk + 2(Eyk+1)
TT
xy
k+1Exk+1
+(Eyk)
T (Qk + Q¯k)Eyk + (Eyk+1)
TT
y
k+1Eyk+1
−(Exk)
TT xk Exk − 2(Eyk)
TT
xy
k Exk − (Eyk)
TT
y
kEyk
+(uk − Euk)
TRk(uk − Euk) + (Euk)
T (Rk + R¯k)Euk
]
= E
[
(xk − Exk)
T
(
Qk +A
T
k S
x
k+1Ak + C
T
k S
x
k+1Ck
−H¯
(1)
k (W¯
(1)
k )
−1(H¯
(1)
k )
T − Sxk
)
(xk − Exk)
+2(yk − Eyk)
T
(
−Qk + F
T
k S
xy
k+1Ak + ρG
T
k S
xy
k+1Ck
−H¯
(3)
k (W¯
(1)
k )
−1(H¯
(1)
k )
T − Sxyk
)
(xk − Exk)
+(yk − Eyk)
T
(
Qk + F
T
k S
y
k+1Fk +G
T
k S
y
k+1Gk
−H¯
(3)
k (W¯
(1)
k )
−1(H¯
(3)
k )
T − Syk
)
(yk − Eyk)
+(Exk)
T
(
Qk + Q¯k + (Ak + A¯k)
TT xk+1(Ak + A¯k) + (Ck
+C¯k)
TSxk+1(Ck + C¯k)− H¯
(2)
k (W¯
(2)
k )
−1(H¯
(2)
k )
T − T xk
)
Exk
+2(Eyk)
T
(
−Qk − Q¯k + (Fk + F¯k)
TT
xy
k+1(Ak + A¯k) + ρ(Gk
+G¯k)
TS
xy
k+1(Ck + C¯k)− H¯
(4)
k (W¯
(2)
k )
−1(H¯
(2)
k )
T − T xyk
)
Exk
+(Eyk)
T
(
Qk + Q¯k + (Fk + F¯k)
TT
y
k+1(Fk + F¯k) + (Gk
+G¯k)
TS
y
k+1(Gk + G¯k)− H¯
(4)
k (W¯
(2)
k )
−1(H¯
(4)
k )
T − T yk
)
Eyk
+
(
uk − Euk + (W
(1)
k )
−1(H
(1)
k )
T (xk − Exk) + (W
(1)
k )
−1
·(H
(3)
k )
T (yk − Eyk)
)T
W
(1)
k
(
uk − Euk + (W
(1)
k )
−1(H
(1)
k )
T
·(xk − Exk) + (W
(1)
k )
−1(H
(3)
k )
T (yk − Eyk)
)
+
(
Euk
+(W
(2)
k )
−1(H
(2)
k )
T
Exk +W
(2)
k )
−1(H
(4)
k )
T
Eyk
)T
W
(2)
k
·
(
Euk + (W
(2)
k )
−1(H
(2)
k )
T
Exk + (W
(2)
k )
−1(H
(4)
k )
T
Eyk
)]
can be reduced to
31
∆k = E
[(
uk − Euk + (W
(1)
k )
−1(H
(1)
k )
T (xk − Exk) + (W
(1)
k )
−1
·(H
(3)
k )
T (y − Eyk)
)T
W
(1)
k
(
uk − Euk + (W
(1)
k )
−1(H
(1)
k )
T
·(xk − Exk) + (W
(1)
k )
−1(H
(3)
k )
T (yk − Eyk)
)
+
(
Euk
+(W
(2)
k )
−1(H
(2)
k )
T
Exk +W
(2)
k )
−1(H
(4)
k )
T
Eyk
)T
W
(2)
k
·
(
Euk + (W
(2)
k )
−1(H
(2)
k )
T
Exk + (W
(2)
k )
−1(H
(4)
k )
T
Eyk
)]
.
Consequently,
J(ζx, ζy, u) =
N−1∑
k=0
E
[(
uk − Euk + (W
(1)
k )
−1(H
(1)
k )
T
·(xk − Exk) + (W
(1)
k )
−1(H
(3)
k )
T (yk − Eyk)
)T
W
(1)
k
·
(
uk − Euk + (W
(1)
k )
−1(H
(1)
k )
T (xk − Exk) + (W
(1)
k )
−1
·(H
(3)
k )
T (yk − Eyk)
)
+
(
Euk + (W
(2)
k )
−1(H
(2)
k )
T
Exk
+(W
(2)
k )
−1(H
(4)
k )
T
Eyk
)T
W
(2)
k
(
Euk + (W
(2)
k )
−1
·(H
(2)
k )
T
Exk + (W
(2)
k )
−1(H
(4)
k )
T
Eyk
)]
+E
[
(ζx − Eζx)TSx0 (ζ
x − Ex0) + (Eζ
x)TT x0 Eζ
x
+2(ζy − Eζy)TSxy0 (ζ
x − Eζx) + 2(Eζy)TT xy0 Eζ
x
+(ζy − Eζy)TSy0 (ζ
y − Eζy) + (Eζy)TT y0 Eζ
y
]
.
Let
u¯k = −(W
(1)
k )
−1(H
(1)
k )
T (xk − Exk)− (W
(2)
k )
−1
·(H
(2)
k )
T
Exk − (W
(1)
k )
−1(H
(3)
k )
T (yk − Eyk)
−(W
(2)
k )
−1(H
(4)
k )
T
Eyk,
for each k ∈ N, which is equivalent to


u¯k − Eu¯k = −(W
(1)
k )
−1(H
(1)
k )
T (xk − Exk)
−(W
(1)
k )
−1(H
(3)
k )
T (yk − Eyk),
Eu¯k = −(W
(2)
k )
−1(H
(2)
k )
T
Exk − (W
(2)
k )
−1(H
(4)
k )
T
Eyk.
We have
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J(ζx, ζy, u¯) = E
[
(ζx − Eζx)TSx0 (ζ
x − Eζx) + (Eζx)TT x0 Eζ
x
+2(ζy − Eζy)TSxy0 (ζ
x − Eζx) + 2(Eζy)TT xy0 Eζ
x
+(ζy − Eζy)TSy0 (ζ
y − Eζy) + (Eζy)TT y0 Eζ
y]
≤ J(ζx, ζy, u)
for any u = (u0, ..., uN−1) with uk ∈ Uk. The above optimal strategy coincides with
the result (50) of Theorem 4.2.
Remark 4.2 In fact, we can extend Theorem 4.2 to the case with multidimensional
noises. Specifically, consider the following system equations for k ∈ N:


xk+1 = (Akxk + A¯kExk +Bkuk + B¯kEuk)
+
∑m
i=1(C
i
kxk + C¯
i
kExk +D
i
kuk + D¯
i
kEuk)w
i
k,
yk+1 = (Fkyk + F¯kEyk) +
∑m
i=1(G
i
kyk + G¯
i
kEyk)v
i
k,
x0 = ζ
x, y0 = ζ
y.
(57)
Here,
{
wk = (w
1
k, ..., w
m
k )
T , k = 0, 1, ..., N − 1
}
and{
vk = (v
1
k, ..., v
m
k )
T , k = 0, 1, ..., N − 1
}
are vector-valued martingale difference
sequences defined on a probability space (Ω,F , P ) in the sense that
E
[
wk+1|Fk
]
= E
[
vk+1|Fk
]
= 0, E
[
wk+1w
T
k+1|Fk
]
= αk+1,
E
[
vk+1v
T
k+1|Fk
]
= βk+1, E
[
wk+1v
T
k+1|Fk
]
= γk+1,
(58)
where αk+1 = (α
ij
k+1)m×m, βk+1 = (β
ij
k+1)m×m, γk+1 = (γ
ij
k+1)m×m are determin-
istic positive semi-definite matrices. Recall that Fk is the σ-algebra generated by
{ζx, wl, l = 0, 1, · · · , k}, {ζ
y, vl, l = 0, 1, · · · , k}. By taking expectations in both
sides of (57), we get


Exk+1 = (Ak + A¯k)Exk + (Bk + B¯k)Euk,
Eyk+1 = (Fk + F¯k)Eyk,
Ex0 = Eζ
x,Ey0 = Eζ
y.
Therefore,
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

xk+1 − Exk+1 = Ak(xk − Exk) +Bk(uk − Euk)
+
∑n
i=1
[
Cik(xk − Exk) + (C
i
k + C¯
i
k)Exk
+Dik(uk − Euk) + (D
i
k + D¯
i
k)Exk
]
wik,
yk+1 − Eyk+1 = Fk(yk − Eyk) +
∑n
i=1G
i
k(yk − Eyk)v
i
k,
x0 − Ex0 = ζ
x − Eζx, y0 − Ey0 = ζ
y − Eζy.
(59)
Similar to Theorem 4.2, we have the following results.
Theorem 4.3 The Riccati equations corresponding to (57) and cost functional (3)
are


Sxk = Qk +A
T
k S
x
k+1Ak +
∑n
i,j=1 α
ij
k (C
i
k)
TSxk+1C
j
k
−H
(1)
k (W
(1)
k )
−1(H
(1)
k )
T ,
T xk = Qk + Q¯k + (Ak + A¯k)
TT xk+1(Ak + A¯k)
+
∑n
i,j=1 α
ij
k (C
i
k + C¯
i
k)
TSxk+1(C
j
k + C¯
j
k)
−H
(2)
k (W
(2)
k )
−1(H
(2)
k )
T ,
S
xy
k = −Qk + F
T
k S
xy
k+1Ak +
∑n
i,j=1 γ
ij
k (G
i
k)
TS
xy
k+1C
j
k
−H
(3)
k (W
(1)
k )
−1(H
(1)
k )
T ,
T
xy
k = −Qk − Q¯k + (Fk + F¯k)
TT
xy
k+1(Ak + A¯k)
+
∑n
i,j=1 γ
ij
k (G
i
k + G¯
i
k)
TS
xy
k+1(C
j
k + C¯
j
k)
−H
(4)
k (W
(2)
k )
−1(H
(2)
k )
T ,
S
y
k = Qk + F
T
k S
y
k+1Fk +
∑n
i,j=1 β
ij
k (G
i
k)
TS
y
k+1G
j
k
−H
(3)
k (W
(1)
k )
−1(H
(3)
k )
T ,
T
y
k = Qk + Q¯k + (Fk + F¯k)
TT
y
k+1(Fk + F¯k)
+
∑n
i,j=1 β
ij
k (G
i
k + G¯
i
k)
TS
y
k+1(G
j
k + G¯
j
k)
−H
(4)
k (W
(2)
k )
−1(H
(4)
k )
T ,
SxN = QN , T
x
N = QN + Q¯N , S
xy
N = −QN ,
T
xy
N = −QN − Q¯N , S
y
N = QN , T
y
N = QN + Q¯N ,
(60)
with
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

W
(1)
k = Rk +B
T
k S
x
k+1Bk +
∑n
i,j=1 α
ij
k (D
i
k)
TSxk+1D
j
k,
W
(2)
k = Rk + R¯k + (Bk + B¯k)
TT xk+1(Bk + B¯k)
+
∑n
i,j=1 α
ij
k (D
i
k + D¯
i
k)
TSxk+1(D
j
k + D¯
j
k),
H
(1)
k = A
T
k S
x
k+1Bk +
∑n
i,j=1 α
ij
k (C
i
k)
TSxk+1D
j
k,
H
(2)
k = (Ak + A¯k)
TT xk+1(Bk + B¯k)
+
∑n
i,j=1 α
ij
k (C
i
k + C¯
i
k)
TSxk+1(D
j
k + D¯
j
k),
H
(3)
k = F
T
k S
xy
k+1Bk +
∑n
i,j=1 γ
ij
k (G
i
k)
TS
xy
k+1D
j
k,
H
(4)
k = (Fk + F¯k)
TT
xy
k+1(Bk + B¯k)
+
∑n
i,j=1 γ
ij
k (G
i
k + G¯
i
k)
TS
xy
k+1(D
j
k + D¯
j
k).
(61)
Under conditions
Qk, Qk + Q¯k ≥ 0, k ∈ N¯, Rk, Rk + R¯k > 0, k ∈ N, (62)
the unique optimal control for Problem (MF-LQ) is
u∗k = −(W
(1)
k )
−1(H
(1)
k )
T (xk − Exk)− (W
(2)
k )
−1
·(H
(2)
k )
T
Exk − (W
(1)
k )
−1(H
(3)
k )
T (yk − Eyk)
−(W
(2)
k )
−1(H
(4)
k )
T
Eyk, k ∈ N.
(63)
Proof. The proof of above is a straightforward extension of that of Theorem 4.2 and
hence omitted here. 
5 An Example
Basing upon the general theory in previous sections, in this section, we consider
an example extended from financial application in asset-liability management with
numerical results.
5.1 Example Setting
Suppose a investment market and a loan market consisting of m risky investment
acceptable assets, one risk-free asset and one loan product within a time horizon
N . Let Bk = (B
1
k, ..., B
m
k ) be the row vector of random excess returns of the m
risky assets, ak and fk are given return of the risk-free asset and repayment of loan
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at time period k. We assume that vectors Bk, k = 0, 1, ..., N − 1 are statistically
independent and the only information known about the random excess return vector
Bk is its first two moments: its mean E(Bk) and covariance Cov(Bk).
Let xk and yk be the total asset and liability at the beginning of the k-th period,
respectively. Let uik, i = 1, 2, ...,m, be the amount invested in the i-th risky asset at
period k. The system combined with assets and liabilities at the beginning of the
(k + 1)-th period is given by


xk+1 = akxk +Bkuk,
yk+1 = fkyk,
x0 = ζ
x, y0 = ζ
y,
(64)
We shall transform (64) into the form of (57), by which the general theory in above
sections works. Define


Dik = (0, ..., 0, 1, 0, ..., 0),where 1 is the ith entry,
wik = B
i
k − E(B
i
k), wk = (w
1
k, w
2
k, ..., w
m
k )
T ,
i = 1, ...,m, k = 1, ..., N − 1.
These lead to


xk+1 = akxk + EBkuk +
∑m
i=1D
i
kukw
i
k,
yk+1 = fkyk.
x0 = ζ
x, y0 = ζ
y.
(65)
Clearly, xk, yk ∈ R, k ∈ N. ak, fk ∈ R and EBk,D
i
k ∈ R
1×m are deterministic. By
taking expectation of the system state, we have


Exk+1 = akExk + EBkEuk,
Eyk+1 = fkEyk,
Ex0 = Eζ
x, Ey0 = Eζ
y.
Hence,
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

xk+1 − Exk+1 = ak(xk − Exk) + EBk(uk − Euk)
+
∑m
i=1D
i
kukw
i
k,
yk+1 − Eyk+1 = fk(yk − Eyk).
x0 = ζ
x, y0 = ζ
y.
(66)
Define F ′k by the information set at the beginning of period k which is generated by
{ζx, wl, l = 0, 1, ..., k}. Recall that wk is a martingale difference sequence defined on
a probability space (Ω,F , P ), where E
[
wk+1w
T
k+1|F
′
k
]
= αk+1 = Cov(Bk+1). The
cost functional (an extension of variance function) associated with (64) is
J(ζx, ζy, u) =
N−1∑
k=0
E
(
uTkRkuk
)
+ E
(
qN (xN − yN)
2
)
+q¯N
(
E(xN − yN )
)2
,
(67)
where qN , q¯N , Rk, R¯k, k ∈ N are deterministic symmetric matrices with appropriate
dimensions. In this paper, we consider the case where short-selling of stock is al-
lowed, i.e., uik, i = 1, ..., k, could take values in R. Hence, the admissible policy set
of u = (u0, u1, · · · , uN−1) in this section
Uad ≡
{
u
∣∣ uk ∈ Rm, is F ′k-measurable ,E|uk|2 <∞} .
Problem (MF-LQ) extended from asset-liability management is represented as fol-
lows:
Problem (MF-AL). For any given square-integrable initial values ζx and ζy, find
uo ∈ Uad such that
J(ζx, ζy, uo) = inf
u∈Uad
J(ζx, ζy, u). (68)
We then call uo an optimal control for Problem (MF-AL).
To proceed, we recall the following lemma [25].
Lemma 5.1 Let M ∈ Rn×n, c ∈ Rn. If c ∈ Range(M), then
(M ± ccT )† =M −
M †ccTM †
cTM †c
.
The optimal strategy can be obtained by the following theorem.
Theorem 5.1 Suppose that
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Rk > 0, k ∈ N, qN , qN + q¯N ≥ 0. (69)
The unique optimal strategy for Problem (MF-AL) is given by
uok = −(W
(1)
k )
−1(H
(1)
k )
T (xk − Exk)− (W
(2)
k )
−1
·(H
(2)
k )
T
Exk − (W
(1)
k )
−1(H
(3)
k )
T (yk − Eyk)
−(W
(2)
k )
−1(H
(4)
k )
T
Eyk, k ∈ N.
(70)
where


W
(1)
k = Rk + S
x
k+1E(B
T
k Bk),
W
(2)
k = Rk + T
x
k+1EB
T
k EBk + S
x
k+1Cov(rk),
H
(1)
k = akS
x
k+1EBk,
H
(2)
k = akT
x
k+1EBk,
H
(3)
k = fkS
xy
k+1EBk,
H
(4)
k = fkT
xy
k+1EBk,
(71)
and


Sxk = a
2
kS
x
k+1
[
1− Sxk+1EBk
(
Rk + S
x
k+1E(B
T
k Bk)
)−1
EBTk
]
,
T xk = a
2
kT
x
k+1
[
1− T xk+1EBk
(
Rk + T
x
k+1EB
T
k EBk
+Sxk+1Cov(Bk)
)−1
EBTk
]
,
S
xy
k = akfkS
xy
k+1
[
1− Sxk+1EBk
(
Rk + S
x
k+1E(B
T
k Bk)
)−1
EBTk
]
,
T
xy
k = akfkT
xy
k+1
[
1− T xk+1EBk
(
Rk + T
x
k+1EB
T
k EBk
+Sxk+1Cov(Bk)
)−1
EBTk
]
,
S
y
k = f
2
k
[
S
y
k+1 − (S
xy
k+1)
2
EBk
(
Rk + S
x
k+1E(B
T
k Bk)
)−1
EBTk
]
,
T
y
k = f
2
k
[
T
y
k+1 − (T
xy
k+1)
2
EBk
(
Rk + T
x
k+1EB
T
k EBk
+Sxk+1Cov(Bk)
)−1
EBTk
]
,
SxN = qN , T
x
N = qN + q¯N , S
xy
N = −qN ,
T
xy
N = −qN − q¯N , S
y
N = qN , T
y
N = qN + q¯N .
(72)
Under the optimal strategy (70), the optimal solution of cost functional is
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J(ζx, ζy, uo)
= E
[
Sx0 (ζ
x − Eζx)2 + T x0 (Eζ
x)2 + 2Sxy0 (ζ
x − Eζx)
·(ζy − Eζy) + T xy0 Eζ
x
Eζy + Sy0 (ζ
y − Eζy)2 + T y0 (Eζ
y)2
]
,
(73)
and its related expectation of system state in N -th period is
E(xN − yN )
=
N−1∏
k=1
NkEζ
x +
(∑N−1
k=0
N−1∏
j=k+1
NjMk
k−1∏
j=1
fk −
N−1∏
k=1
fk
)
Eζy
(74)
with

Nk = ak
(
1− T xk+1EBk(W
(2)
k )
−1
EBTk
)
,
Mk = −fkT
xy
k+1EBk(W
(2)
k )
−1
EBTk .
Proof. Due to the Theorem 4.3, we have the following Riccati equations:


Sxk = a
2
kS
x
k+1 −H
(1)
k (W
(1)
k )
−1(H
(1)
k )
T ,
T xk = a
2
kT
x
k+1 −H
(2)
k (W
(2)
k )
−1(H
(2)
k )
T ,
S
xy
k = akfkS
xy
k+1 −H
(3)
k (W
(1)
k )
−1(H
(1)
k )
T ,
T
xy
k = akfkT
xy
k+1 −H
(4)
k (W
(2)
k )
−1(H
(2)
k )
T ,
S
y
k = f
2
kS
y
k+1 −H
(3)
k (W
(1)
k )
−1(H
(3)
k )
T ,
T
y
k = f
2
kT
y
k+1 −H
(4)
k (W
(2)
k )
−1(H
(4)
k )
T ,
SxN = qN , T
x
N = qN + q¯N , S
xy
N = −qN ,
T
xy
N = −qN − q¯N , S
y
N = qN , T
y
N = qN + q¯N .
(75)
Here,
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

W
(1)
k = Rk + EB
T
k S
x
k+1EBk +
n∑
i=1
m∑
j=1
α
ij
k (D
i
k)
TSxk+1D
j
k
= Rk + S
x
k+1E(B
T
k Bk),
W
(2)
k = Rk + EB
T
k T
x
k+1EBk +
m∑
i=1
m∑
j=1
α
ij
k (D
i
k)
TSxk+1D
j
k
= Rk + T
x
k+1EB
T
k EBk + S
x
k+1Cov(Bk),
H
(1)
k = akS
x
k+1EBk,
H
(2)
k = akT
x
k+1EBk,
H
(3)
k = fkS
xy
k+1EBk,
H
(4)
k = fkT
xy
k+1EBk.
Then, we should derive Sxk , T
x
k ≥ 0 for k ∈ N¯. Under condition (69), we have
Rk > 0 and S
x
N , T
x
N ≥ 0. Therefore, based on Lemma 5.1,
SxN−1 = a
2
N−1S
x
N
[
1− SxNEBN−1
(
RN−1
+SxNE(B
T
N−1BN−1)
)−1
EBTN−1
]
= a2N−1S
x
N
[
1− SxNEBN−1
(
RN−1 + S
x
NCov(BN−1)
+SxNEB
T
N−1EBN−1)
)−1
EBTN−1
]
=
1
1 + SxNEBN−1
(
RN−1 + SxNCov(BN−1)
)−1
EBTN−1
≥ 0,
and
T xN−1 = a
2
N−1T
x
N
[
1− T xNEBN−1
(
RN−1
+T xNEB
T
N−1EBN−1 + S
x
NCov(BN−1)
)−1
EBTN−1
]
= a2N−1T
x
N
[
1− T xNEBN−1
(
RN−1 + S
x
NCov(BN−1)
+T xNEB
T
N−1EBN−1
)−1
EBTN−1
]
=
1
1 + T xNEBN−1
(
RN−1 + S
x
NCov(BN−1)
)−1
EBTN−1
≥ 0.
By induction, Sxk , T
x
k ≥ 0 are satisfied. Finally, Based on the content of subsection
4.3, we have
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J(ζx, ζy, u)
=
N−1∑
k=0
E
[(
uk − Euk + (W
(1)
k )
−1(H
(1)
k )
T (xk − Exk)
+(W
(1)
k )
−1(H
(3)
k )
T (yk − Eyk)
)T
W
(1)
k
(
uk − Euk + (W
(1)
k )
−1
·(H
(1)
k )
T (xk − Exk) + (W
(1)
k )
−1(H
(3)
k )
T (yk − Eyk)
)
+
(
Euk + (W
(2)
k )
−1(H
(2)
k )
T
Exk + (W
(2)
k )
−1(H
(4)
k )
T
Eyk
)T
·W
(2)
k
(
Euk + (W
(2)
k )
−1(H
(2)
k )
T
Exk + (W
(2)
k )
−1(H
(4)
k )
T
Eyk
)]
+E
[
Sx0 (ζ
x − Eζx)2 + T x0 (Eζ
x)2 + 2Sxy0 (ζ
x − Eζx)
·(ζy − Eζy) + 2T xy0 Eζ
x
Eζy + Sy0 (ζ
y − Eζy)2 + T y0 (Eζ
y)2
]
.
Therefore, under the optimal strategy (70), J(ζx, ζy, u) reach to the minimum.
By simple calculation, we obtain (74) from Remark 4.1. This completes the proof. 
5.2 Numerical Results
Consider a 3-period numerical example. Coefficients are given as follows:
ak = 0.5, fk = 0.6, EBk =
(
0.2, 0.3, 0.4
)
, Rk = I, R¯k = 0, q3 = 1, q¯3 = −1,
Cov(rk) =

 1 0.2 0.30.2 1 0.6
0.3 0.6 1

 .
By simple calculation, we have
EBTk EBk =

0.040 0.060 0.0800.060 0.090 0.120
0.080 0.120 0.160


E(BTk Bk) =

1.040 0.260 0.3800.260 1.090 0.720
0.380 0.720 1.160

 .
Based on Theorem 5.1, the Riccati solutions for Sk and Tk for k = 0, 1, 2, 3 are given
by
Sx3 = 1, S
xy
3 = −1, S
y
3 = 1,
Sx2 = 0.2260, S
xy
2 = −0.2712, S
y
2 = 0.3254,
Sx1 = 0.0540, S
xy
1 = −0.0777, S
y
1 = 0.1119,
Sx0 = 0.0133, S
xy
0 = −0.0230, S
y
0 = 0.0397
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and T xk = T
xy
k = T
y
k = 0, which lead Nk = ak and Mk = 0. We also obtain the
optimal control, that is uok = O
x
k(xk − Exk) +O
y
k(yk − Eyk), k = 0, 1, 2, where
Ox2 =
(
− 0.0300 − 0.0429 − 0.0730
)
,
O
y
2 =
(
0.0359 0.0515 0.0876
)
,
Ox1 =
(
− 0.0150 − 0.0223 − 0.0319
)
,
O
y
1 =
(
0.0216 0.0321 0.0460
)
,
Ox0 =
(
− 0.0048 − 0.0072 − 0.0098
)
,
O
y
0 =
(
0.0069 0.0104 0.0141
)
.
6 Conclusion
In this paper, we formulate the Problem (MF-LQ) and give necessary and sufficient
conditions for the solvability of problem. Two approaches, dynamical optimization
by matrix minimum principle and operator linear-quadratic method, are investi-
gated to derived the optimal control, where six Riccati equations is obtained con-
comitantly. The solution of these two approaches are derived to be coincided through
method of completing the square. Also, after concerning with the solution of this
problem under multidimensional noise assumption, we give an financial application
with numerical results. For future research, we may study a model with relaxation of
conditions such as indefinite mean-field stochastic linear-quadratic optimal control
problem and may also expend the problem from finite horizon to infinite, where the
stability of system should be considered first.
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Appendix
Proof of Theorem 4.1.
Proof. From Proposition 3.1, we know that Problem (MF-LQ) admits a unique
minimizer under condition (26). Thus, the optimal control uniquely exists. We now
introduce the Lagrangian function associated with Problem (18),
L =
N−1∑
k=0
Lk + Tr
[
QN
(
XN −XYN − (XYN )
T + YN
)]
+Tr
[
Q¯N
(
X¯N − X¯Y N − (X¯Y N )
T + Y¯N
)]
=
N−1∑
k=0
Lk + Tr




QN
Q¯N
−2QN
−2Q¯N
QN
Q¯N


T



XN
X¯N
XYN
X¯Y N
YN
Y¯N




,
(76)
where
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Lk = Tr
[
Qk
(
Xk −XYk − (XYk)
T + Yk
)]
+Tr
[
Q¯k
(
X¯k − X¯Y k − (X¯Y k)
T + Y¯k
)]
+Tr
[
(Lxk)
TRkL
x
kXk +
(
(Lxk)
TRkL¯
x
k + (L¯
x
k)
TRkL
x
k
+(L¯xk)
TRkL¯
x
k
)
X¯k
]
+ Tr
[
(Lxk)
TRkL
y
k(XYk)
T
+
(
(Lxk)
TRkL¯
y
k + (L¯
x
k)
TRkL
y
k + (L¯
x
k)
TRkL¯
y
k
)
(X¯Y k)
T
]
+Tr
[
(Lyk)
TRkL
x
kXYk +
(
(Lyk)
TRkL¯
x
k + (L¯
y
k)
TRkL
x
k
+(L¯yk)
TRkL¯
x
k
)
X¯Y k
]
+ Tr
[
(Lyk)
TRkL
y
kYk
+
(
(Lyk)
TRkL¯
y
k + (L¯
y
k)
TRkL
y
k + (L¯
y
k)
TRkL¯
y
k
)
Y¯k
]
+Tr
[
(Lxk + L¯
x
k)
T R¯k(L
x
k + L¯
x
k
)
X¯k + (L
x
k + L¯
x
k)
T R¯k
·(Lyk + L¯
y
k
)
(X¯Y k)
T
]
+ Tr
[
(Lyk + L¯
y
k)
T R¯k(L
x
k + L¯
x
k
)
·X¯Y k + (L
y
k + L¯
y
k)
T R¯k(L
y
k + L¯
y
k
)
Y¯k
]
+Tr




P xk+1
P¯ xk+1
2P xyk+1
2P¯ xyk+1
P
y
k+1
P¯
y
k+1


T



Xk(L
x
k, L¯
x
k, L
y
k, L¯
y
k)−Xk+1
X¯k(L
x
k, L¯
x
k, L
y
k, L¯
y
k)− X¯k+1
XYk(L
x
k, L¯
x
k, L
y
k, L¯
y
k)−XYk+1
X¯Yk(L
x
k, L¯
x
k, L
y
k, L¯
y
k)− X¯Y k+1
Yk − Yk+1
Y¯k − Y¯k+1




,
(77)
and P xk+1 P¯
x
k+1 P
xy
k+1 P¯
xy
k+1 P
y
k+1 P¯
y
k+1, k ∈ N are the Lagrangian multipliers. Denote
Pk+1 =
(
P xk+1 P¯
x
k+1 2P
xy
k+1 2P¯
xy
k+1 P
y
k+1 P¯
y
k+1
)
and Xk =
(
Xk X¯k XYk X¯Y k Yk Y¯k
)
.
Clearly, by the matrix minimum principle [3], the optimal feedback gains Lok and
Lagrangian multipliers Pk satisfy the following first-order necessary conditions


∂Lk
∂Lok
= 0, Pk =
∂Lk
∂Xk
, k ∈ N,
PN =
(
QN Q¯N − 2QN − 2Q¯ QN Q¯N
)
,
i.e.,


∂Lk
∂Lxok
= 0,
∂Lk
∂L¯xok
= 0,
∂Lk
∂L
yo
k
= 0,
∂Lk
∂L¯
yo
k
= 0,
P xk =
∂Lk
∂Xk
, P¯ xk =
∂Lk
∂X¯k
, P
xy
k =
1
2
∂Lk
∂XY k
,
P¯
xy
k =
1
2
∂Lk
∂X¯Y k
, P
y
k =
∂Lk
∂Yk
, P¯
y
k =
∂Lk
∂Y¯k
, k ∈ N
P xN = QN , P¯
x
N = Q¯N , P
xy
N = −QN ,
P¯
xy
N = −Q¯N , P
y
N = QN , P¯
y
N = Q¯N .
(78)
Now, we shall calculate several gradient matrices. Firstly, we have
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∂Lk
∂Lxk
= 2Xk
[
(Lxk)
T (Rk +B
T
k P
x
k+1Bk +D
T
k P
x
k+1Dk)
+ATk P
x
k+1Bk + C
T
k P
x
k+1Dk
]
+ 2X¯k
{
(L¯xk)
T
[
Rk + R¯k
+2XYk
[
(Lyk)
T (Rk +B
T
k P
x
k+1Bk +D
T
k P
x
k+1Dk)
+F Tk P
xy
k+1Bk + ρG
T
k P
xy
k+1Dk
]
+ 2X¯Y k
{
(L¯yk)
T
[
Rk + R¯k
+(Bk + B¯k)
T (P xk+1 + P¯
x
k+1)(Bk + B¯k)
+(Dk + D¯k)
TP xk+1(Dk + D¯k)
]
+ (Lyk)
T [R¯k
+(Bk + B¯k)
T (P xk+1 + P¯
x
k+1)(Bk + B¯k)−B
T
k P
x
k+1Bk
+(Dk + D¯k)
TP xk+1(Dk + D¯k)−D
T
k P
x
k+1Dk
]
+(Fk + F¯k)
T (P xyk+1 + P¯
xy
k+1)(Bk + B¯k)− F
T
k P
xy
k+1Bk
+ρ(Gk + G¯k)
TP
xy
k+1(Dk + D¯k)− ρG
T
k P
xy
k+1Dk
}
= 2(Xk − X¯k)
(
(Lxk)
T W¯
(1)
k + H¯
(1)
k
)
+2X¯k
(
(Lxk + L¯
x
k)
T W¯
(2)
k + H¯
(2)
k
)
+2(XYk − X¯Y k)
(
(Lyk)
T W¯
(1)
k + H¯
(3)
k
)
+2X¯Y k
(
(Lyk + L¯
y
k)
T W¯
(2)
k + H¯
(4)
k
)
,
(79)
∂Lk
∂L¯xk
= 2X¯k
{
(Lxk + L¯
x
k)
T
[
Rk + R¯k
+(Bk + B¯k)
T (P xk+1 + P¯
x
k+1)(Bk + B¯k)
+(Dk + D¯k)
TP xk+1(Dk + D¯k)
]
+(Ak + A¯k)
T (P xk+1 + P¯
x
k+1)(Bk + B¯k)
+(Ck + C¯k)
TP xk+1(Dk + D¯k)
}
+2X¯Y k
{
(Lyk + L¯
y
k)
T
[
Rk + R¯k
+(Bk + B¯k)
T (P xk+1 + P¯
x
k+1)(Bk + B¯k)
+(Dk + D¯k)
TP xk+1(Dk + D¯k)
]
+(Fk + F¯k)
T (P xyk+1 + P¯
xy
k+1)(Bk + B¯k)
+ρ(Gk + G¯k)
TP
xy
k+1(Dk + D¯k)
}
= 2X¯k
(
(Lxk + L¯
x
k)
T W¯
(2)
k + H¯
(2)
k
)
+2X¯Y k
(
(Lyk + L¯
y
k)
T W¯
(2)
k + H¯
(4)
k
)
,
(80)
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∂Lk
∂L
y
k
= 2Yk
[
(Lyk)
T (Rk +B
T
k P
x
k+1Bk +D
T
k P
x
k+1Dk)
+F Tk P
xy
k+1Bk + ρG
T
k P
xy
k+1Dk
]
+ 2Y¯k
{
(L¯yk)
T
[
Rk + R¯k
+(Bk + B¯k)
T (P xk+1 + P¯
x
k+1)(Bk + B¯k)
+(Dk + D¯k)
TP xk+1(Dk + D¯k)
]
+ (Lyk)
T
[
R¯k
+(Bk + B¯k)
T (P xk+1 + P¯
x
k+1)(Bk + B¯k)−B
T
k P
x
k+1Bk
+(Dk + D¯k)
TP xk+1(Dk + D¯k)
T −DTk P
x
k+1Dk
]
+(Fk + F¯k)
T (P xyk+1 + P¯
xy
k+1)(Bk + B¯k)− F
T
k P
xy
k+1Bk
+ρ(Gk + G¯k)
TP
xy
k+1(Dk + D¯k)− ρG
T
k P
xy
k+1Dk
}
+2(XYk)
T
[
(Lxk)
T (Rk +B
T
k P
x
k+1Bk +D
T
k P
x
k+1Dk)
+ATP xk+1Bk + C
T
k P
x
k+1Dk
]
+ 2(X¯Y k)
T
{
(L¯xk)
T
[
Rk + R¯k
+(Bk + B¯k)
T (P xk+1 + P¯
x
k+1)(Bk + B¯k)
+(Dk + D¯k)
TP xk+1(Dk + D¯k)
]
+ (Lxk)
T
[
R¯k
+(Bk + B¯k)
T (P xk+1 + P¯
x
k+1)(Bk + B¯k)−B
T
k P
x
k+1Bk
+(Dk + D¯k)
TP xk+1(Dk + D¯k)−D
T
k P
x
k+1Dk
]
+(Ak + A¯k)
T (P xk+1 + P¯k+1)(Bk + B¯k)−A
T
k P
x
k+1Bk
+(Ck + C¯k)
TP xk+1(Dk + D¯k)k − C
T
k P
x
k+1Dk
}
= 2(Yk − Y¯k)
(
(Lyk)
T W¯
(1)
k + H¯
(3)
k
)
+2Y¯k
((
L
y
k + L¯
y
k
)T
W¯
(2)
k + H¯
(4)
k
)
+2(XYk − X¯Y k)
T
(
(Lxk)
T W¯
(1)
k + H¯
(1)
k
)
+2(X¯Y k)
T
(
(Lxk + L¯
x
k)
T W¯
(2)
k + H¯
(2)
k
)
,
(81)
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∂Lk
∂L¯
y
k
= 2Y¯k{(L
y
k + L¯
y
k)
T [Rk + R¯k
+(Bk + B¯k)
T (P xk+1 + P¯
x
k+1)(Bk + B¯k)
+(Dk + D¯k)
TP xk+1(Dk + D¯k)
]
+(Fk + F¯k)
T (P xyk+1 + P¯
xy
k+1)(Bk + B¯k)
+ρ(Gk + G¯k)
TP
xy
k+1(Dk + D¯k)
}
+2(X¯Y k)
T {(L¯xk + L
x
k)
T
[
Rk + R¯k
+(Bk + B¯k)
T (P xk+1 + P¯
x
k+1)(Bk + B¯k)
+(Dk + D¯k)
TP xk+1(Dk + D¯k)
]
+(Ak + A¯k)
T (P xk+1 + P¯
x
k+1)(Bk + B¯k)
+(Ck + C¯k)
TP xk+1(Dk + D¯k)
}
= 2Y¯k
(
(Lyk + L¯
y
k)
T W¯
(2)
k + H¯
(4)
k
)
+(X¯Y k)
T
(
(Lxk + L¯
x
k)
T W¯
(2)
k + H¯
(2)
k
)
.
(82)
Here, W¯
(i)
k , i = 1, 2, H¯
(j)
k , j = 1, 2, 3, 4, are defined in (19). Combining (79)–(82),
Lxok , L¯
xo
k , L
yo
k and L¯
yo
k must satisfy


(Xk − X¯k)
(
(Lxk)
T W¯
(1)
k + H¯
(1)
k
)
+X¯k
(
(Lxk + L¯
x
k)
T W¯
(2)
k + H¯
(2)
k
)
+(XYk − X¯Y k)
(
(Lyk)
T W¯
(1)
k + H¯
(3)
k
)
+X¯Y k
(
(Lyk + L¯
y
k)
T W¯
(2)
k + H¯
(4)
k
)
= 0,
X¯k
(
(Lxk + L¯
x
k)
T W¯
(2)
k + H¯
(2)
k
)
+X¯Y k
(
(Lyk + L¯
y
k)
T W¯
(2)
k + H¯
(4)
k
)
= 0,
(Yk − Y¯k)
(
(Lyk)
T W¯
(1)
k + H¯
(3)
k
)
+Y¯k
(
(Lyk + L¯
y
k)
T W¯
(2)
k + H¯
(4)
k
)
+(XYk − X¯Y k)
T
(
(Lxk)
T W¯
(1)
k + H¯
(1)
k
)
+(X¯Y k)
T
(
(Lxk + L¯
x
k)
T W¯
(2)
k + H¯
(2)
k
)
= 0,
Y¯k
(
(Lyk + L¯
y
k)
T W¯
(2)
k + H¯
(4)
k
)
+(X¯Y k)
T
(
(Lxk + L¯
x
k)
T W¯
(2)
k + H¯
(2)
k
)
= 0.
(83)
Note that (83) holds for any initial values X0 − X¯0, X¯0,XY0 − X¯Y 0, X¯Y 0, Y0− Y¯0
and Y¯0. Hence, (83) reduces to
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

(Lxk)
T W¯
(1)
k + H¯
(1)
k = 0,
(Lxk + L¯
x
k)
T W¯
(2)
k + H¯
(2)
k = 0,
(Lyk)
T W¯
(1)
k + H¯
(3)
k = 0,
(Lyk + L¯
y
k)
T W¯
(2)
k + H¯
(4)
k = 0,
(84)
which is obtained by letting coefficients be zero in (83). Clearly, we obtain the
optimal feedback gains within the class of controls (8)


Lxok = −(W¯
(1)
k )
−1(H¯
(1)
k )
T ,
L¯xok = −(W¯
(2)
k )
−1(H¯
(2)
k )
T + (W¯
(1)
k )
−1(H¯
(1)
k )
T ,
L
yo
k = −(W¯
(1)
k )
−1(H¯
(3)
k )
T ,
L¯
yo
k = −(W¯
(2)
k )
−1(H¯
(4)
k )
T + (W¯
(1)
k )
−1(H¯
(3)
k )
T .
We now derive the equations that P xk , P¯
x
k , P
xy
k , P¯
xy
k , P
y
k , P¯
y
k satisfy. By (78), we
have
P xk =
∂Lk
∂Xk
∣∣∣
Lx
k
=Lxo
k
= Qk + (L
xo
k )
TRkL
xo
k + (Ak +BkL
xo
k )
TP xk+1(Ak
+BkL
xo
k ) + (Ck +DkL
xo
k )
TP xk+1(Ck +DkL
xo
k ),
P¯ xk =
∂Lk
∂X¯k
∣∣∣
Lx
k
=Lxo
k
,L¯x
k
=L¯xo
k
= Q¯k + (L
xo
k )
TRkL¯
xo
k + (L¯
xo
k )
TRkL
xo
k
+(L¯xok )
TRkL¯
xo
k + (L
xo
k + L¯
xo
k )
T R¯k(L
xo
k + L¯
xo
k )
+(Ak +BkL
xo
k )
TP xk+1
[
A¯k +BkL¯
xo
k + B¯k(L
xo
k + L¯
xo
k )
]
+
[
A¯k +BkL¯
xo
k + B¯k(L
xo
k + L¯
xo
k )
]T
P xk+1(Ak +BkL
xo
k )
+
[
A¯k +BkL¯
xo
k + B¯k(L
xo
k + L¯
xo
k )
]T
P xk+1
[
A¯k +BkL¯
xo
k
+B¯k(L
xo
k + L¯
xo
k )
]
+
[
Ak + A¯k + (Bk + B¯k)(L
xo
k
+L¯xok )
]T
P¯ xk+1
[
Ak + A¯k + (Bk + B¯k)(L
xo
k + L¯
xo
k )
]
+(Ck +DkL
xo
k )
TP xk+1
[
C¯k +DkL¯
xo
k + D¯k(L
xo
k + L¯
xo
k )
]
+
[
C¯k +DkL¯
xo
k + D¯k(L
xo
k + L¯
xo
k )
]T
P xk+1(Ck +DkL
xo
k )
+
[
C¯k +DkL¯
xo
k + D¯k(L
xo
k + L¯
xo
k )
]T
P xk+1
[
C¯k +DkL¯
xo
k
+D¯k(L
xo
k + L¯
xo
k )
]
,
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P
xy
k =
1
2
∂Lk
∂XYk
∣∣∣
Lx
k
=Lxo
k
,L
y
k
=Lyo
k
= −Qk + (L
yo
k )
TRkL
xo
k + (BkL
yo
k )
TP xk+1
·(Ak +BkL
xo
k ) + (DkL
yo
k )
TP xk+1(Ck +DkL
xo
k )
+F Tk P
xy
k+1(Ak +BkL
xo
k ) + ρG
T
k P
xy
k+1(Ck +DkL
xo
k ),
P¯
xy
k =
1
2
∂Lk
∂X¯Y k
∣∣∣
Lx
k
=Lxo
k
,L¯x
k
=L¯xo
k
,L
y
k
=Lyo
k
,L¯
y
k
=L¯yo
k
= −Q¯k + (L
yo
k )
TRkL¯
xo
k + (L¯
yo
k )
TRkL
xo
k
+(L¯yok )
TRkL¯
xo
k + (L
yo
k + L¯
yo
k )
T R¯k(L
xo
k + L¯
xo
k )
+
[
BkL¯
yo
k + B¯k(L
yo
k + L¯
yo
k )
]T
P xk+1(Ak +BkL
xo
k )
+(BkL
yo
k )
TP xk+1
[
A¯k +BkL¯
xo
k + B¯k(L
xo
k + L¯
xo
k )
]
+
[
BkL¯
yo
k + B¯k(L
yo
k + L¯
yo
k )
]T
P xk+1
[
A¯k +BkL¯
xo
k
+B¯k(L
xo
k + L¯
xo
k )
]
+
[
(Bk + B¯k)(L
yo
k + L¯
yo
k )
]T
·P¯ xk+1
[
(Ak + A¯k) + (Bk + B¯k)(L
xo
k + L¯
xo
k )
]
+
[
DkL¯
yo
k + D¯k(L
yo
k + L¯
yo
k )
]T
P xk+1(Ck +DkL
xo
k )
+(DkL
yo
k )
TP xk+1
[
C¯k +DkL¯
xo
k + D¯k(L
xo
k + L¯
xo
k )
]
+
[
DkL¯
yo
k + D¯k(L
yo
k + L¯
yo
k )
]T
P xk+1
[
C¯k +DkL¯
xo
k
+D¯k(L
xo
k + L¯
xo
k )
]
+ F Tk P
xy
k+1
[
A¯k +BkL¯
xo
k + B¯k(L
xo
k
+L¯xok )
]
+ F¯ Tk P
xy
k+1
[
Ak + A¯k + (Bk + B¯k)(L
xo
k + L¯
xo
k )
]
+(Fk + F¯k)
T P¯
xy
k+1
[
Ak + A¯+ (Bk + B¯k)(L
xo
k + L¯
xo
k )
]
+ρGTk P
xy
k+1
[
C¯k +DkL¯
xo
k + D¯k(L
xo
k + L¯
xo
k )
]
+ρG¯Tk P
xy
k+1
[
Ck + C¯k + (Dk + D¯k)(L
xo
k + L¯
xo
k )
]
,
P
y
k =
∂Lk
∂Yk
∣∣∣
L
y
k
=Lyo
k
= Qk + (L
yo
k )
TRkL
yo
k + (BkL
yo
k )
TP xk+1BkL
yo
k
+(DkL
yo
k )
TP xk+1DkL
yo
k + F
T
k P
xy
k+1BkL
yo
k
+ρGTk P
xy
k+1DkL
yo
k + (BkL
yo
k )
T (P xyk+1)
TFk
+ρ(DkL
yo
k )
T (P xyk+1)
TGk + F
T
k P
y
k+1Fk +G
T
k P
y
k+1Gk,
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P¯
y
k =
∂Lk
∂Y¯k
∣∣∣
L
y
k
=Lyo
k
,L¯
y
k
=L¯yo
k
= Q¯k + (L
yo
k )
TRkL¯
yo
k + (L¯
yo
k )
TRkL
yo
k
+(L¯yok )
TRkL¯
yo
k + (L
yo
k + L¯
yo
k )
T R¯k(L
yo
k + L¯
yo
k )
+(BkL
yo
k )
TP xk+1
[
BkL¯
yo
k + B¯k(L
yo
k + L¯
yo
k )
]
+
[
BkL¯
yo
k + B¯k(L
yo
k + L¯
yo
k )
]T
P xk+1BkL
yo
k +
[
BkL¯
yo
k
+B¯k(L
yo
k + L¯
yo
k )
]T
P xk+1
[
BkL¯
yo
k + B¯k(L
yo
k + L¯
yo
k )
]
+
[
(Bk + B¯k)(L
yo
k + L¯
yo
k )
]T
P¯ xk+1
[
(Bk + B¯k)(L
yo
k
+L¯yok )
]
+ (DkL
yo
k )
TP xk+1
[
DkL¯
yo
k + D¯k(L
yo
k + L¯
yo
k )
]
+
[
DkL¯
yo
k + D¯k(L
yo
k + L¯
yo
k )
]T
P xk+1DkL
xo
k +
[
DkL¯
yo
k
+D¯k(L
yo
k + L¯
yo
k )
]T
P xk+1
[
DkL¯
yo
k + D¯k(L
yo
k + L¯
yo
k )
]
+F Tk P
xy
k+1
[
BkL¯
yo
k + B¯k(Lk + L¯
yo
k )
]
+F¯ Tk P
xy
k+1
[
(Bk + B¯k)(L
yo
k + L¯
yo
k )
]
+(Fk + F¯k)
T P¯
xy
k+1
[
(Bk + B¯k)(L
yo
k + L¯
yo
k )
]
+ρGTk P
xy
k+1
[
DkL¯
yo
k + D¯k(Lk + L¯
yo
k )
]
+ρG¯Tk P
xy
k+1
[
(Dk + D¯k)(L
yo
k + L¯
yo
k )
]
+
[
BkL¯
yo
k + B¯k(Lk + L¯
yo
k )
]T
(P xyk+1)
TFk
+
[
(Bk + B¯k)(L
yo
k + L¯
yo
k )
]T
(P xyk+1)
T F¯k
+
[
(Bk + B¯k)(L
yo
k + L¯
yo
k )
]T
(P¯ xyk+1)
T (Fk + F¯k)
+ρ
[
DkL¯
yo
k + D¯k(Lk + L¯
yo
k )
]T
(P xyk+1)
TGk
+ρ
[
(Dk + D¯k)(L
yo
k + L¯
yo
k )
]T
(P xyk+1)
T G¯k
+F Tk P
y
k+1F¯k + F¯
T
k P
y
k+1Fk + F¯
T
k P
y
k+1F¯k
+(Fk + F¯k)
T P¯
y
k+1(Fk + F¯k)
+GTk P
y
k+1G¯k + G¯
T
k P
y
k+1Gk + G¯
T
k P
y
k+1G¯k,
which are (20)–(25). The final step is to assure that for any k ∈ N¯, P xk , P
x
k +P¯
x
k ≥ 0.
We prove this by backward induction. Clearly, P xN , P
x
N + P¯
x
N ≥ 0 by definition. For
k = N − 1, P xN−1 is positive semi-definite and
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P xN−1 + P¯
x
N−1 = QN−1 + Q¯N−1 + (L
xo
N−1 + L¯
xo
N−1)
TRN−1
·(LxoN−1 + L¯
xo
N−1) +
[
AN−1 + A¯N−1 + (BN−1 + B¯N−1)
·(LxoN−1 + L¯
xo
N−1)
]T
(P xN + P¯
x
N )
[
AN−1 + A¯N−1 + (BN−1
+B¯N−1)(L
xo
N−1 + L¯
xo
N−1)
]
+
[
CN−1 + C¯N−1 + (DN−1
+D¯N−1)(L
xo
N−1 + L¯
xo
N−1)
]T
P xN
[
CN−1 + C¯N−1 + (DN−1
+D¯N−1)(L
xo
N−1 + L¯
xo
N−1)
]
≥ 0.
After simple calculation, we have
JNN−1(xN−1, yN−1, u
o)
= E
(
(xN−1 − yN−1)
TQN−1(xN−1 − yN−1)
)
+(E(xN−1 − yN−1))
T Q¯N−1E(xN−1 − yN−1)
+E
(
uTN−1RN−1uN−1
)
+ (EuN−1)
T R¯N−1EuN−1
+E
(
(xN − yN )
TQN (xN − yN )
)
+(E(xN − yN ))
T Q¯NE(xN − yN )
= E
(
xTN−1P
x
N−1xN−1
)
+
(
ExN−1
)T
P¯ xN−1ExN−1
+2E
(
yTN−1P
xy
N−1xN−1
)
+ 2
(
EyN−1
)T
P¯
xy
N−1ExN−1
+E
(
yTN−1P
y
N−1yN−1
)
+
(
EyN−1
)T
P¯
y
N−1EyN−1.
We can easily induce that P xk , P
x
k + P¯
x
k ≥ 0. Note that
JNk (xk, yk, u
o|{k,k+1,··· ,N−1})
= E
(
(xk − yk)
TQk(xk − yk)
)
+ (uok)
TRku
o
k
+E(xk − yk)
T Q¯kE(xk − yk) + (Eu
o
k)
T R¯kEu
o
k
+JNk+1(xk+1, yk+1, u
o|{k+1,k+2,··· ,N−1}).
This completes the proof. 
Proof of Lemma 4.1.
Proof. We now reformulate equations (31) and (32) in terms of E, I − E as follows
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

Akz =
[
Ak(I − E) + (Ak + A¯k)E
]
z,
Ckz =
[
Ck(I − E) + (Ck + C¯k)E
]
z,
Fkz =
[
Fk(I − E) + (Fk + F¯k)E
]
z,
Gkz =
[
Gk(I − E) + (Gk + G¯k)E
]
z,
Bku =
[
Bk(I − E) + (Bk + B¯k)E
]
u,
Dku =
[
Dk(I − E) + (Dk + D¯k)E
]
u,
and

Qkz =
[
(I − E∗)Qk(I − E) + E
∗(Qk + Q¯k)E
]
z,
Rku =
[
(I − E∗)Rk(I − E) + E
∗(Rk + R¯k)E
]
u.
Obviously, from (31)–(40), we have
Θ2,N−1 = RN−1 + B
T
N−1P
x
NBN−1 +D
T
N−1P
x
NDN−1
= (I − E∗)
[
RN−1 +B
T
N−1QNBN−1 +D
T
N−1QNDN−1
]
·(I − E) + E∗
[
RN−1 + R¯N−1 + (BN−1 + B¯N−1)
T
·(QN + Q¯N )(BN−1 + B¯N−1) + (DN−1 + D¯N−1)
T
·QN (DN−1 + D¯N−1)
]
E
= (I − E∗)W
(1)
N−1(I − E) + E
∗W
(2)
N−1E.
(85)
Similarly,


Θ1,N−1 = (I − E
∗)H
(1)
N−1(I − E) + E
∗H
(2)
N−1E,
Θ2,N−1 = (I − E
∗)W
(1)
N−1(I − E) + E
∗W
(2)
N−1E,
Θ3,N−1 = (I − E
∗)H
(3)
N−1(I − E) + E
∗H
(4)
N−1E,
(86)
and
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

Λ1,N−1 = (I − E
∗)
(
QN−1 +A
T
N−1QNAN−1
+CTN−1QNCN−1
)
(I − E) + E∗
[
QN−1 + Q¯N−1
+(AN−1 + A¯N−1)
T (QN + Q¯N )(AN−1 + A¯N−1)
+(CN−1 + C¯N−1)
TQN (CN−1 + C¯N−1)
]
E,
Λ2,N−1 = (I − E
∗)
(
−QN−1 + F
T
N−1QNAN−1
+ρGTN−1QNCN−1
)
(I − E) + E∗
[
−QN−1 − Q¯N−1
+(FN−1 + F¯N−1)
T (QN + Q¯N )(AN−1 + A¯N−1)
+ρ(GN−1 + G¯N−1)
TQN (CN−1 + C¯N−1)
]
E,
Λ3,N−1 = (I − E
∗)
(
QN−1 + F
T
N−1QNFN−1
+GTN−1QNGN−1
)
(I − E) + E∗
[
QN−1 + Q¯N−1
+(FN−1 + F¯N−1)
T (QN + Q¯N )(FN−1 + F¯N−1)
+(GN−1 + G¯N−1)
TQN (GN−1 + G¯N−1)
]
E.
(87)
To proceed, we need Θ−12,N−1. Under condition (45), P
x
N ≥ 0 and
〈RN−1uN−1, uN−1〉
= E(uTN−1RN−1uN−1) + (EuN−1)
T R¯N−1EuN−1
= E
[
(uN−1 − EuN−1)
TRN−1(uN−1 − EuN−1)
]
+(EuN−1)
T (RN−1 + R¯N−1)EuN−1
≥ λ
(N−1)
1 E|uN−1 − EuN−1|
2
m + λ
(N−1)
2 |EuN−1|
2
m
= λ
(N−1)
1
(
E|uN−1|
2
m − |EuN−1|
2
m
)
+ λ
(N−1)
2 |EuN−1|
2
m
≥ λ(N−1)
(
E|uN−1|
2
m − |EuN−1|
2
m + |EuN−1|
2
m
)
= λ(N−1)‖uN−1‖
2
m.
(88)
Here | · |m denotes the norm in R
m; λ
(N−1)
1 , λ
(N−1)
2 are the smallest eigenvalues of
matrices RN−1 and RN−1+R¯N−1, respectively, and λ
(N−1) = min
{
λ
(N−1)
1 , λ
(N−1)
2
}
;
‖ · ‖m is the norm induced by inner product in UN−1. Hence, Θ2,N−1 must be
positive definite and self-adjoint. So far, (42)–(44) are established. Furthermore,
the technique of operator pseudo-inverse is used to compute Θ−12,N−1[26,8].
Clearly, (I − E)(I − E)† =
(
I 0
0 0
)
, EE† =
(
0 0
0 I
)
and
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
 (I − E)(I − E)
† + EE† = I,
E(I − E)† = 0, (I − E)E† = 0.
From (86) and (87), we have
Θ−12,N−1 = (RN−1 + B
T
N−1P
x
NBN−1 +D
T
N−1P
x
NDN−1)
−1
= (I − E)†(W
(1)
N−1)
−1(I − E∗)† + E†(W
(2)
N−1)
−1(E∗)†.
(89)
In fact,
[
(I − E∗)W
(1)
N−1(I − E) + E
∗W
(2)
N−1E
]
·
[
(I − E)†(W
(1)
N−1)
−1(I − E∗)† + E†(W
(2)
N−1)
−1(E∗)†
]
= (I − E∗)(I − E)(I − E)†(I − E∗)† + E∗EE†(E∗)†
= I.
By simple calculation,
PxN−1 = Λ1,N−1 −Θ1,N−1Θ
−1
2,N−1Θ
∗
1,N−1
= (I − E∗)
[
QN−1 +A
T
N−1QNAN−1 + C
T
N−1QNCN−1
−H
(1)
N−1(W
(1)
N−1)
−1(H
(1)
N−1)
T
]
(I − E) + E∗
[
QN−1
+Q¯N−1 + (AN−1 + A¯N−1)
T (QN + Q¯N )(AN−1
+A¯N−1) + (CN−1 + C¯N−1)
TQN (CN−1 + C¯N−1)
−H
(2)
N−1(W
(2)
N−1)
−1(H
(2)
N−1)
T
]
E,
(90)
PxyN−1 = Λ2,N−1 −Θ3,N−1Θ
−1
2,N−1Θ
∗
1,N−1
= (I − E∗)
[
−QN−1 + F
T
N−1QNAN−1 + ρG
T
N−1QNCN−1
−H
(3)
N−1(W
(1)
N−1)
−1(H
(1)
N−1)
T
]
(I − E) + E∗
[
−QN−1
−Q¯N−1 + (FN−1 + F¯N−1)
T (QN + Q¯N )(AN−1
+A¯N−1) + ρ(GN−1 + G¯N−1)
TQN (CN−1 + C¯N−1)
−H
(4)
N−1(W
(2)
N−1)
−1(H
(2)
N−1)
T
]
E,
(91)
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PyN−1 = Λ3,N−1 −Θ3,N−1Θ
−1
2,N−1Θ
∗
3,N−1
= (I − E∗)
[
QN−1 + F
T
N−1QNFN−1 +G
T
N−1QNGN−1
−H
(3)
N−1(W
(1)
N−1)
−1(H
(3)
N−1)
T
]
(I − E) + E∗
[
QN−1
+Q¯N−1 + (FN−1 + F¯N−1)
T (QN + Q¯N )(FN−1
+F¯N−1) + (GN−1 + G¯N−1)
TQN (GN−1 + G¯N−1)
−H
(4)
N−1(W
(2)
N−1)
−1(H
(4)
N−1)
T
]
E,
(92)
which are (46). Hence, we can easily derive that PxN−1 is positive definite. This
completes the proof. 
Proof of Theorem 4.2.
Proof. Suppose that Pxk+1 ≥ 0. By combining (35)–(37), we get
〈Pxk+1xk+1, xk+1〉 = 〈P
x
k+1(Akxk + Bkuk), (Akxk + Bkuk)〉
+〈Pxk+1(Ckxk +Dkuk), (Ckxk +Dkuk)〉,
〈Pxyk+1xk+1, yk+1〉 = 〈P
xy
k+1(Akxk + Bkuk),Fkyk〉
+ρ〈Pxyk+1(Ckxk +Dkuk),Gkyk〉,
〈Pyk+1yk+1, yk+1〉 = 〈P
y
k+1Fkyk,Fkyk〉+ 〈P
y
k+1Gkyk,Gkyk, 〉.
And we may isolate the following term from (33) in terms of k:
〈Qkxk, xk〉 − 2〈Qkxk, yk〉+ 〈Qkyk, yk〉+ 〈Rkuk, uk〉
+〈Pxk+1xk+1, xk+1〉 − 2〈P
xy
k+1xk+1, yk+1〉+ 〈P
y
k+1yk+1, yk+1〉
= 2〈Θ1,kuk, xk〉+ 〈Θ2,kuk, uk〉+ 2〈Θ3,kuk, yk〉
+〈Λ1,kxk, xk〉+ 2〈Λ2,kxk, yk〉+ 〈Λ3,kyk, yk〉
=
〈
(Λ1,k −Θ1,kΘ
−1
2,kΘ
∗
1,k)xk, xk
〉
+ 2
〈
(Λ2,k −Θ3,kΘ
−1
2,k
·Θ∗1,k)xk, yk
〉
+
〈
(Λ3,k −Θ3,kΘ
−1
2,kΘ
∗
3,k)yk, yk
〉
+
〈
Θ2,k(uk +Θ
−1
2,kΘ
∗
1,kxk +Θ
−1
2,kΘ
∗
3,kyk),
(uk +Θ
−1
2,kΘ
∗
1,kxk +Θ
−1
2,kΘ
∗
3,kyk)
〉
,
where
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

Θ1,k = A
T
kP
x
k+1Bk + C
T
k P
x
k+1Dk
= (I − E∗)H
(1)
k (I − E) + E
∗H
(2)
k E,
Θ2,k = Rk + B
T
k P
x
k+1Bk +D
T
k P
x
k+1Dk
= (I − E∗)W
(1)
k (I − E) + E
∗W
(2)
k E,
Θ3,k = F
T
k P
xy
k+1Bk + ρG
T
k P
xy
k+1Dk
= (I − E∗)H
(3)
k (I − E) + E
∗H
(4)
k E,
(93)


Λ1,k = Qk +A
T
kP
x
k+1Ak + C
T
k P
x
k+1Ck
= (I − E∗)
(
Qk +A
T
k S
x
k+1Ak +C
T
k S
x
k+1Ck
)
(I − E)
+E∗
[
Qk + Q¯k + (Ak + A¯k)
TT xk+1(Ak + A¯k)
+(Ck + C¯k)
TSxk+1(Ck + C¯k)
]
E,
Λ2,k = −Qk + F
T
k P
xy
k+1Ak + ρG
T
k P
xy
k+1Ck
= (I − E∗)
(
−Qk + F
T
k S
xy
k+1Ak + ρG
T
k S
xy
k+1Ck
)
(I − E)
+E∗
[
−Qk − Q¯k + (Fk + F¯k)
TT
xy
k+1(Ak + A¯k)
+ρ(Gk + G¯k)
TS
xy
k+1(Ck + C¯k)
]
E,
Λ3,k = Qk +F
T
k P
y
k+1Fk + G
T
k P
y
k+1Gk
= (I − E∗)
(
Qk + F
T
k S
y
k+1Fk +G
T
k S
y
k+1Gk
)
(I − E)
+E∗
[
Qk + Q¯k + (Fk + F¯k)
TT
y
k+1(Fk + F¯k)
+(Gk + G¯k)
TS
y
k+1(Gk + G¯k)
]
E.
(94)
Similar to (88), we have a positive-definite and self-adjoint Θ2,k under condition
(47) and hence
Θ−12,k = (I − E)
†(W
(1)
k )
−1(I − E∗)† + E†(W
(2)
k )
−1(E∗)†.
Let


Pxk = Λ1,k −Θ1,kΘ
−1
2,kΘ
∗
1,k
= (I − E∗)Sxk (I − E) + E
∗T xk E,
Pxyk = Λ2,k −Θ3,kΘ
−1
2,kΘ
∗
1,k
= (I − E∗)Sxyk (I − E) + E
∗T
xy
k E,
Pyk = Λ3,k −Θ3,kΘ
−1
2,kΘ
∗
3,k
= (I − E∗)Syk(I − E) + E
∗T
y
kE.
(95)
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Then, in a backward recursion,
JNk (xk, yk, u
o|{k,k+1,··· ,N−1})
= 〈Pxkxk, xk〉+ 2〈P
xy
k xk, yk〉+ 〈P
y
kxk, xk〉
+
N−1∑
i=k
〈
Θ2,i(ui +Θ
−1
2,iΘ
∗
1,ixi +Θ
−1
2,iΘ
∗
3,iyi),
(ui +Θ
−1
2,iΘ
∗
1,ixi +Θ
−1
2,iΘ
∗
3,iyi)
〉
.
(96)
We can prove Pxk ≥ 0 by induction. Consequently,
J(ζx, ζy, uo) = 〈Px0 x0, x0〉+ 2〈P
xy
0 x0, y0〉+ 〈P
y
0x0, x0〉
+
N−1∑
k=0
〈
Θ2,k(uk +Θ
−1
2,kΘ
∗
1,kxk +Θ
−1
2,kΘ
∗
3,kyk),
(uk +Θ
−1
2,kΘ
∗
1,kxk +Θ
−1
2,kΘ
∗
3,kyk)
〉
,
and the optimal control
u∗k = −Θ
−1
2,kΘ
∗
1,kxk −Θ
−1
2,kΘ
∗
3,kyk
= −(I − E)†(W
(1)
k )
−1(H
(1)
k )
T (xk − Exk)
−E†(W
(2)
k )
−1(H
(2)
k )
T
Exk
−(I − E)†(W
(1)
k )
−1(H
(3)
k )
T (yk − Eyk)
−E†(W
(2)
k )
−1(H
(4)
k )
T
Eyk, k ∈ N,
which is (8) by computing u∗k = (I + E)u
∗
k + Eu
∗
k. This completes the proof. 
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