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Abstract
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then show how they are connected with two parameters of Dedekind eta-function, theta-function ϕ,
and the Ramanujan–Weber class invariants. Explicit formulas for determining values of the theta-
function ψ are derived, and several examples will be given. In addition, we give some applications
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We begin this section by introducing Ramanujan’s definition of his general theta-
function. For |ab| < 1, define
f (a, b) :=
∞∑
n=−∞
an(n+1)/2bn(n−1)/2. (1.1)
We also introduce three theta-functions that play central roles. In [3, p. 36, Entry 22], they
are defined by, for q = e2πiz,
ψ(q) := f (q, q3)= ∞∑
n=0
qn(n+1)/2 = (q
2;q2)∞
(q;q2)∞ =: q
−1/8θ2
(
0, q1/2
)
, (1.2)
ϕ(q) := f (q, q) =
∞∑
n=−∞
qn
2 = (−q;q
2)∞(q2;q2)∞
(q;q2)∞(−q2;q2)∞ =: θ3(0, q), (1.3)
and
f (−q) := f (−q,−q2)= ∞∑
n=−∞
(−1)nqn(3n−1)/2
= (q;q)∞ =: q−1/24η(z), (1.4)
where Im z > 0, η(z) denotes the Dedekind eta-function, and θ2 and θ3 are theta-functions
of Jacobi [2, p. 509] and (a;q)∞ is defined by
(a;q)∞ :=
∞∏
n=0
(
1 − aqn)
for |q| < 1. The Jacobi triple product identity [3, p. 35, Entry 19] is used to obtain the third
equality of Eq. (1.4).
In this paper, we introduce two parameterizations lk,n and l′k,n of the theta-function ψ
for any positive real numbers n and k. We then show how they are connected with two
parameters of the Dedekind eta-function [22], theta-function ϕ [23], and the Ramanujan–
Weber class invariants. Explicit formulas for determining values of the theta-function ψ
are derived, and several examples will be given.
Ramanujan derived 23 beautiful theta-function identities [4, p. 192, pp. 204–237], which
are certain types of modular equations. We found more than 70 of certain types of modular
equations, and some of them are given in [19–21]. There are many definitions of a modular
equation in the literature. We now give the definition of a modular equation that Ramanujan
employed and the one that we shall use in the sequel. First, the complete elliptic integral
of the first kind K(k) is defined by
K(k) :=
π/2∫
dθ√
1 − k2 sin2 θ
= π
2
∞∑
n=0
( 12 )
2
n
(n!)2 k
2n0
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2 2
F1
(
1
2
,
1
2
;1; k2
)
= π
2
ϕ2
(
e−π
K ′
K
)
, (1.5)
where 2F1 denotes the ordinary or Gaussian hypergeometric function, 0 < k < 1, K ′ =
K(k′), where k′ := √1 − k2, and
(α)n = α(α + 1) · · · (α + n− 1)
for each nonnegative integer n. The number k is called the modulus of K and k′ is called
the complementary modulus.
Let K,K ′,L, and L′ denote complete elliptic integrals of the first kind associated with
the moduli k, k′, l, and l′, respectively, where 0 < k, l < 1. Suppose that
L′
L
= nK
′
K
(1.6)
holds for some positive integer n. A relation between k and l induced by (1.6) is called
a modular equation of degree n.
If we set
q = exp
(
−π K
′
K
)
and q ′ = exp
(
−π L
′
L
)
,
we see that (1.6) is equivalent to the relation qn = q ′. Thus, a modular equation can be
viewed as an identity involving theta-functions at the arguments q and qn. Let K ′
K
= √m
and K = K[√m]. Then once K is known for any given m it is comparatively simple to find
K for n
√
m where n is a positive integer, using the modular equation of degree n. Indeed
K[n√m] = algebraic number ×K[√m]. Hence the value of k when m is square-free is of
interest.
Above definition of modular equation is the one used by Ramanujan, but we emphasize
that there are several definitions of a modular equation in the literature. For example, see
the books by Rankin [14, p. 118] and Schoeneberg [15, pp. 141–142] for other definitions
of a modular equation.
Ramanujan also established many “mixed” degrees modular equations in which four
distinct moduli appear.
Let n = n1n2, where n1 and n2 are positive integers, each exceeding one. Let k, l1,
l2, and l3 be the moduli associated with the complete elliptic integrals of the first kind
K, L1, L2, and L3, respectively, where 0 < k, l1, l2, l3 < 1. And let their complementary
moduli be associated with the complete elliptic integrals of the first kind K ′, L′1, L′2,
and L′3, respectively. Suppose that
L′1
L1
= n1 K
′
K
,
L′2
L2
= n2 K
′
K
, and
L′3
L3
= nK
′
K
. (1.7)
Then a mixed modular equation of degree n, or a modular equation of composite degree n,
is a relation between k, l1, l2, and l3 that is implied by (1.7).
Next we introduce the Ramanujan–Weber class invariants. For q = e−π√n, where n is
a positive real number, define the two class invariants Gn and gn by
Gn = 2−1/4q−1/24χ(q) and gn = 2−1/4q−1/24χ(−q), (1.8)
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χ(q) = (−q;q2)∞. (1.9)
In the notation of Weber [18], Gn := 2−1/4f (√−n) and gn := 2−1/4f1(√−n). If Q(ω) is
the algebraic number field generated by the complex quadratic integer ω, such that {1,ω} is
a basis for the algebraic integral domain, which is also called the maximal order of Q(ω),
then the absolute class field of Q(ω) is generated by the modular invariant j (ω), which
Weber calls a class invariant. It is well known that gn and Gn are algebraic and frequently
units ([5, p. 184], [8, p. 214]).
We now introduce the definitions of rk,n, r ′k,n, hk,n, and h′k,n from [22,23]. For all posi-
tive real numbers n and k, define rk,n by
rk,n := f (−q)
k1/4q(k−1)/24f (−qk) =
η(i
√
n/k)
k1/4η(i
√
nk)
, (1.10)
where q = e−2π√n/k , define r ′k,n by
r ′k,n :=
f (q)
k1/4q(k−1)/24f (qk)
= η(
1+i√n/k
2 )
k1/4η( 1+i
√
nk
2 )
, (1.11)
where q = e−π√n/k , define hk,n by
hk,n := ϕ(q)
k1/4ϕ(qk)
= θ3(0, i
√
n/k)
k1/4θ3(0, i
√
nk)
, (1.12)
where q = e−π√n/k , and define h′k,n by
h′k,n :=
ϕ(−q)
k1/4ϕ(−qk) =
θ3(0,1 + 2i√n/k)
k1/4θ3(0,1 + 2i
√
nk)
, (1.13)
where q = e−2π√n/k . We found more than 800 values of rk,n and r ′k,n in [22] by using eta-
function identities and the properties of the two parametrizations. Using them, we derived
some new values for Gn and gn in [22].
In Section 2, we introduce two parameters lk,n and l′k,n involving theta-functions ψ(q)
for any positive real numbers k and n. We then establish some properties of these parame-
ters.
In Section 3, we establish relations among lk,n, l′k,n, rk,n, r ′k,n, hk,n, h′k,n and the class
invariants.
In Section 4, we establish some formulas for lk,n and l′k,n by using Ramanujan’s theta-
function identities. We then show how we can use them to determine some explicit values
of lk,n and l′k,n. In addition, we find many values of lk,n and l′k,n by using the relations in
Section 3 and the values of rk,n and r ′k,n in [22]. The techniques are similar to that of Yi
[22,23]. We give some values of them which needed in this paper.
In Section 5, we offer explicit formulas for ψ(−e−nπ ) and ψ(e−nπ ) for any positive
real numbers n. We then give some examples for the explicit values for them.
In the final section, we give some applications of the parameters hk,n, h′k,n, lk,n, and l′k,n
for the famous Rogers–Ramanujan continued fraction R(q), Ramanujan’s cubic continued
fraction G(q), and the modular j -invariant.
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In this section, we introduce two useful parameterizations lk,n and l′k,n of theta-
function ψ for all positive real numbers k and n. We then establish some of their properties.
Definition 2.1. For any positive real numbers k and n, we define lk,n and l′k,n by
lk,n := ψ(−q)
k1/4q(k−1)/8ψ(−qk) =
θ2(0, 1+i
√
n/k
2 )
k1/4θ2(0, 1+i
√
nk
2 )
(2.1)
and
l′k,n :=
ψ(q)
k1/4q(k−1)/8ψ(qk)
= θ2(0, i
√
n/k)
k1/4θ2(0, i
√
nk)
, (2.2)
where q = e−π√n/k .
For the proofs of the following theorems in this section, we introduce the transformation
formula for ψ .
Lemma 2.2. It is assumed that a and b are such that the modulus of each exponential
argument below is less than 1. If ab = π2, then
e−a/8a1/4ψ
(−e−a)= e−b/8b1/4ψ(−e−b). (2.3)
Proof. By using
e−a/12 4
√
af
(−e−2a)= e−b/12 4√bf (−e−2b)
and
ea/24χ
(
e−a
)= eb/24χ(e−b)
in [3, p. 43, Entry 27(iii)(v)] and
ψ(−q) = f (−q
2)
χ(q)
[3, p. 39, Entry 24(iii)], we complete the proof. 
See [1] for an alternative proof for Lemma 2.2.
In particular, if a = π/√n for any real number n, then, from (2.3), we have
ψ(−e−π/√n)
ψ(−e−π√n) = n
1/4e−π(n−1)/(8
√
n). (2.4)
Theorem 2.3. For all positive real numbers k and n,
(i) lk,1 = 1,
(ii) l
k, 1
n
= l−1k,n, and
(iii) lk,n = ln,k.
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lk,1 = ψ(−e
−π/√k)
k1/4e−π
√
1/k(k−1)/8ψ(−e−π√k) = 1.
We now use the definition of lk,n and replace n in (2.4) by k/n and nk, respectively, to find
lk,nlk, 1
n
= 1.
Using again the definition of lk,n and (2.4) with n replaced by k/n, we find that
lk,n
ln,k
= 1.
So we complete the proof. 
Remark 2.4. If we use the definitions of ψ(q) and lk,n, then we notice that lk,n increases
as n increases when k > 1. From (i) of Theorem 2.3, we note that lk,n > 1 for all n > 1
if k > 1.
Lemma 2.5. For all positive real numbers k,m, and n,
lk, n
m
= lmk,nl−1nk,m.
Proof. By using the definition of lk,n, we find that
lmk,nl
−1
nk,m =
ψ(−e−π√n/mk)(nk)1/4e−π(
√
nmk−√m/nk)/8ψ(−e−π
√
nmk )
(mk)1/4e−π(
√
nmk−√n/mk )/8ψ(−e−π√nmk )ψ(−e−π√m/nk )
= l m
n
, 1
k
.
We then use (ii) and (iii) of Theorem 2.3 to complete the proof. 
Theorem 2.6. For all positive real numbers a, b, c, and d ,
l a
b
, c
d
= lad,bc
lac,bd
.
Proof. By using Theorem 2.3(iii) and Lemma 2.5, we deduce that, for all positive real
numbers a, b, and n,
l a
b
,n = la,bnl−1b,an. (2.5)
By using (2.5), Theorem 2.3(iii), and Lemma 2.5, we find that
l a
b
, c
d
= l
a, bc
d
l−1
b, ac
d
= (lad,bcl−1abc,d)(lbd,acl−1abc,d)−1 = lad,bclac,bd .
So we complete the proof. 
Corollary 2.7. For all positive real numbers k and n,
lk2,n = lk,nklk, nk .
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lk2,n =
lk, n
k
l
kn, 1
k
.
By using (ii) and (iii) of Theorem 2.3, we complete the proof. 
Corollary 2.8. For all positive real numbers a and b,
(i) l a
b
, a
b
= lb,bla, a
b2
,
(ii) la,al
a, b
2
a
= lb,bl
b, a
2
b
, and
(iii) la,alb,a2b = lb,bla,ab2 .
Proof. Let a and b be any positive real numbers. By using Theorems 2.3(ii) and 2.6, we
find that
l a
b
, a
b
= l a
b
, 1
b/a
= lb,bl−1
a, b
2
a
= lb,bla, a
b2
. (2.6)
Thus we prove (i). Similarly, we find that
l b
a
, b
a
= la,al−1
b, a
2
b
. (2.7)
From (2.6), (2.7), and Theorem 2.3(ii), we derive (ii). Now it remains to show (iii). By
using (i) and Lemma 2.5, we find that
l a
b
, a
b
= lb,bla, a
b2
= lb,blab2,al−1a2,b2 . (2.8)
Similarly, we find that
l b
a
, b
a
= la,alb, b
a2
= la,alba2,bl−1b2,a2 . (2.9)
From (2.8), (2.9), and Theorem 2.3(ii) and (iii), we complete the proof of (iii). 
Theorem 2.9. For all positive real numbers k, a, b, c, and d , with ab = cd ,
la,blkc,kd = lka,kblc,d .
Proof. From the definition of hk,n, we find that, for all positive real numbers k, a, b, c,
and d ,
lka,kbl
−1
a,b =
ψ(−e−π
√
ab)
k1/4e−π
√
ab(k−1)/8ψ(−e−πk√ab) (2.10)
and
lkc,kd l
−1
c,d =
ψ(−e−π
√
cd)
k1/4e−π
√
cd(k−1)/8ψ(−e−πk√cd) . (2.11)
The result follows from (2.10), (2.11), and the hypothesis ab = cd . 
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lnp,np = ln,np2 lp,p.
Proof. The result follows immediately from Theorem 2.3(i) and (iii), and Theorem 2.9
with a = p2, b = 1, c = d = p, and k = n. 
3. Relations among l, l′, and parametrization for f and ϕ
In this section, we state relations among l, l′, r , r ′, h and h′. We then can determine
the values of lk,n and l′k,n by using known values of rk,n and r ′k,n in [22]. We give some
examples of them which we found.
Theorem 3.1. Let k and n be any positive real numbers. Then
(i) lk,n = (rk,n)
2
r ′k,n
and
(ii) l′k,n =
r2, nk2
r2, n2k
rk,n.
Proof. (i) Let q = e−π√n/k . From [3, p. 39, Entry 24 (iii)], we have
ψ(−q) = f (−q
2)
χ(q)
. (3.1)
Using (3.1) and the definitions of lk,n and rk,n, we find that
lk,n = ψ(−q)
k1/4q(k−1)/8ψ(−qk) =
f (−q2)χ(qk)
k1/4q(k−1)/8χ(q)f (−q2k) =
χ(qk)
χ(q)q(k−1)/24
rk,n.
Using the definition of Gn in (1.8) and Theorem 3.1 in [22], we deduce that
lk,n = Gnk
Gn/k
rk,n = (rk,n)
2
r ′k,n
. (3.2)
So we complete the proof of (i).
(ii) Similarly, let q = e−π√n/k . Using (3.1) and the definitions of l′k,n, rk,n, and gn, we
find that
l′k,n =
ψ(q)
k1/4q(k−1)/8ψ(qk)
= f (−q
2)χ(−qk)
k1/4q(k−1)/8χ(−q)f (−q2k)
= χ(−q
k)
χ(−q)q(k−1)/24 rk,n =
gnk
gn/k
rk,n, (3.3)
which, upon using gn = r2, n2 in Theorem 3.3(i) [22], proves (ii). 
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(i) l′1,k = 1,
(ii) l′k,1 = r4,k, and
(iii) l′k,2 = (r2,k)3.
Proof. Using the definition of l′k,n, we complete the proof (i). For part (ii), using The-
orem 3.1(ii) with n = 1 and Theorem 2.3(i) and (ii) for any positive real number k, we
have
l′k,1 = r2, n2 r2,2n.
Then the result follows directly from rk2,n = rk,nkrk, n
k
with k = 2 in [22, Corollary 2.6].
For part (iii), using Theorem 3.1(ii) with n = 2 and Theorem 2.3(ii) for any positive real
number k, we have
l′k,2 =
r2,k
r2, 1
k
r2,k = (r2,k)3. 
Applying [22, Theorem 2.2(i) and (iii)], [22, Corollary 2.2(i)], and the values of r4,k ,
r2,k , and s4 [19,22] to Corollary 3.2, we give some values of l′k,1 and l′k,2 for n = 1,2, . . . ,6
and some square number n. Using the values and properties of rk,n, we can derive many
values of l′k,1 and l′k,2 for any positive real number k.
Theorem 3.3. For every positive real number k, we have
(i) l′1,1 = r4,1 = 1,
(ii) l′2,1 =
ψ(e−π/
√
2)
21/4e−π/8
√
2ψ(e−π
√
2)
= r4,2 = r2,4 = 21/8
(
1 + √2 )1/8,
(iii) l′3,1 =
ψ(e−π/
√
3)
31/4e−π/4
√
3ψ(e−π
√
3)
= r4,3 = r3,4 =
√√
3+1√
2
,
(iv) l′4,1 =
ψ(e−π/2)
21/2e−3π/16ψ(e−2π )
= r4,4 = 25/16
(
1 + √2 )1/4,
(v) l′5,1 =
ψ(e−π/
√
5)
51/4e−π/2
√
5ψ(e−π
√
5)
= s1/64 =
(
1 + √5 + √2
√
1 + √5
2
)1/2
,
(vi) l′6,1 =
ψ(e−π/
√
6)
61/4e−5π/8
√
6ψ(e−π
√
6)
= r4,6 = r2,12r2,3
= (1 + √2 )9/24(2(1 + √2 + √6 ))1/8,
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ψ(e−π/3)
31/2e−π/3ψ(e−3π )
= r4,9 = r2,18r2, 92
= (1 +
√
3 )1/3(1 + √3 + √2 33/4)2/3
2
,
(viii) l′16,1 =
ψ(e−π/4)
41/2e−15π/24ψ(e−4π )
= r4,16 = r2,32r2,8
= 25/16(1 + √2 )3/8(16 + 15 21/4 + 12√2 + 9 23/4)1/8, and
(ix) l′25,1 =
ψ(e−π/5)
51/2e−3π/5ψ(e−5π )
= r4,25 = r25,4 = J4 =
4√5 + 1
4√5 − 1 .
Theorem 3.4. For every positive real number k, we have
(i) l′1,2 = (r2,1)3 = 1,
(ii) l′2,2 =
ψ(e−π )
21/4e−π/8ψ(e−2π )
= (r2,2)3 = 23/8,
(iii) l′3,2 =
ψ(e−π
√
2/3)
31/4e−π/2
√
6ψ(e−π
√
6)
= (r2,3)3 =
(
1 + √2 )1/2,
(iv) l′4,2 =
ψ(e−π/
√
2)
21/2e−3π/8
√
2ψ(e−2
√
2π )
= (r2,4)3 = 23/8
(
1 + √2 )3/8,
(v) l′5,2 =
ψ(e−π
√
2/5)
51/4e−π/2
√
10ψ(e−π
√
10)
= (r2,5)3 =
(
1 + √5
2
)3/2
,
(vi) l′6,2 =
ψ(e−π/
√
3)
61/4e−5π/8
√
3ψ(e−2
√
3π )
= (r2,6)3 = 21/8
(
1 + √3 )3/4,
(vii) l′7,2 =
ψ(e−π
√
2/7)
71/4e−3π/2
√
14ψ(e−π
√
14)
=
(√
2 + 1 +
√
2
√
2 − 1
2
)3/2
,
(viii) l′8,2 =
ψ(e−π/2)
23/4e−7π/16ψ(e−4π )
= (r2,8)3 = 29/16
(
1 + √2 )3/4,
(ix) l′9,2 =
ψ(e−π
√
2/3)
31/2e−π
√
2/3ψ(e−3
√
2π )
= (r2,9)3 =
√
2 + √3,
(x) l′16,2 =
ψ(e−π
√
2/4)
2e−15
√
2π/32ψ(e−4
√
2π )
= (r2,16)3
= 23/8(1 + √2 )3/4(4 +√2 + 10√2 )3/8,
(xi) l′25,2 =
ψ(e−π
√
2/5)
51/2e−3
√
2π/5ψ(e−5
√
2π )
= (r2,25)3
=
(
a + b +√a2 + b2 − 2/3 )3
,
2
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(√
5 +
√
3 0
9
)1/3
and b =
(√
5 −
√
3 0
9
)1/3
, and
(xii) l′36,2 =
ψ(e−π
√
2/6)
61/2e−35
√
2π/48ψ(e−6
√
2π )
= (r2,36)3
= {2(1 + 35
√
2 − 28√3)}3/8
(
√
3 − √2 )2 .
From the proof of Theorem 3.1, we have the following relations among the parameters
and the class invariants Gn and gn.
Corollary 3.5. For all positive real numbers k and n, we have
(i) lk,n = Gnk
Gn/k
rk,n and
(ii) l′k,n =
gnk
gn/k
rk,n.
From Corollary 3.3 in [23] and Corollary 3.5, we have the following relations.
Corollary 3.6. For all positive real numbers k and n, we have
(i) lk,n =
rk,nr
′
k,n
hk,n
and
(ii) l′k,n =
rk,nr
′
k,n
h′k,n
.
With k = n in Corollary 3.5, we have the following result.
Corollary 3.7. For every positive real number n, we have
(i) ln,n = Gn2rn,n and
(ii) l′n,n = 21/8gn2rn,n = 21/8r2, n22
rn,n.
Proof. (i) With k = n in Corollary 3.5(i) and using G1 = 1, we complete the proof.
(ii) Letting k = n in Corollary 3.5(ii) and using gn = r2, n2 from [22, Theorem 3.3(i)],
[22, Theorem 2.5(ii)], and the value r2,2 = 21/8 from [22, Theorem 5.2(i)], we complete
the proof of (ii). 
4. Theta-function ψ identities and evaluations of lk,n and l′k,n
In this section, we show how we can evaluate explicit values of lk,n and l′k,n for any real
numbers of k and n by using the theta-function identities or known values of rk,n and r ′ .k,n
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sequel. Ramanujan discovered 23 P -Q modular equations [4, p. 192, pp. 204–237]. See
Section 1 for the definition of a modular equation. One of them for the theta-function ψ is
the following one.
Theorem 4.1. [4, p. 233, Entry 66] Let
P = ψ(q)
q1/2ψ(q5)
and Q = ψ(q
3)
q3/2ψ(q15)
.
Then
PQ+ 5
PQ
=
(
Q
P
)2
+ 3
(
Q
P
)
+ 3
(
P
Q
)
−
(
P
Q
)2
.
Also we give some identities for the theta-function ψ . We then use them for evaluating
some values of lk,n and l′k,n. We can use this method to other theta-function identities for
evaluating the values of theta-functions.
Theorem 4.2. [3, p. 345, Entry 1]
(i)
(
1 + ψ(−q
1/3)
q1/3ψ(−q3)
)3
= 1 + ψ
4(−q)
qψ4(−q3) and
(ii)
(
1 + 3q ψ(−q
9)
ψ(−q)
)3
= 1 + 9q ψ
4(−q3)
ψ4(−q) .
We now use the definitions of lk,n and l′k,n and the theta-function identities to derive the
following theorems.
Theorem 4.3. For any positive real number n, we have
(i)
√
5
(
l5,nl5,9n + 1
l5,nl5,9n
)
=
(
l5,9n
l5,n
)2
−
(
l5,9n
l5,n
)−2
− 3
{(
l5,9n
l5,n
)
+
(
l5,9n
l5,n
)−1}
and
(ii)
√
5
(
l′5,nl′5,9n +
1
l′5,nl′5,9n
)
=
(
l′5,9n
l′5,n
)2
−
(
l′5,9n
l′5,n
)−2
+ 3
{(
l′5,9n
l′5,n
)
+
(
l′5,9n
l′5,n
)−1}
.
Proof. Replacing q by −q in Theorem 4.1 and using the definition of lk,n, we complete
the proof of (i). Part (ii) follows directly from Theorem 4.1 and the definition of l′k,n. 
Remark 4.4. Theorem 4.3 implies that if we know l5,n, then we can compute l5,9n or l5,n/9
and that if we know l′ , then we can compute l′ or l′ .5,n 5,9n 5,n/9
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(i)
(
1 + √3l3,nl3,9n
)3 = 1 + 3(l3,9n)4,
(ii)
(
1 − √3l′3,nl′3,9n
)3 = 1 − 3(l′3,9n)4,
(iii)
(
1 +
√
3
l3,nl3,9n
)3
= 1 + 3
(l3,9n)4
, and
(iv)
(
1 −
√
3
l′3,nl′3,9n
)3
= 1 − 3
(l′3,9n)4
.
Proof. Parts (i) and (iii) follow directly from Theorem 4.2 and the definition of lk,n with
k = 3. Replacing q by −q in Theorem 4.2 and using the definition of l′k,n with k = 3, we
complete the proof of (ii) and (iv). 
Remark 4.6. Theorem 4.5 implies that if we know l3,n, then we can compute l3,9n or l3,n/9
and that if we know l′3,n, then we can compute l′3,9n or l′3,n/9.
Next we show how we can evaluate explicit values of lk,n and l′k,n for any real numbers
of k and n by using the theta-function identities and then we give some explicit values
for them. We found more than 800 values of rk,n and r ′k,n in [22] by using eta-function
identities and the properties of the two parametrizations, rk,n and r ′k,n. Using them and the
properties of lk,n and l′k,n in Section 2, we show how we can derive some values for lk,n
and l′k,n.
First we show how we can drive the values for l3,n and l′3,n by using Theorem 4.5. Using
this method, we find many values for lk,n and l′k,n. We give some examples.
Theorem 4.7. We have
(i) l3,3 = ψ(−e
−π)
31/4e−π/4ψ(−e−3π ) =
(
2
√
3 + 3)1/4 = 31/8
√√
3 + 1
21/4
,
(ii) l
3, 13
= ψ(−e
−π/3)
31/4e−π/12ψ(−e−π ) =
(
2
√
3 − 3
3
)1/4
=
√√
3 − 1
21/431/8
,
(iii) l3,9 = ψ(−e
−√3π )
31/4e−
√
3π/4ψ(−e−3√3π ) =
1√
3
(
1 + 2 3√2 + 3√4 )=
√
3
3√4 − 1 , and
(iv) l3, 19 =
ψ(−e−π/3
√
3)
31/4e−π/12
√
3ψ(−e−π/√3) =
4√4 − 1√
3
.
Proof. For (i) and (ii), letting n = 13 in Theorem 4.5(i) and using the identity l3, 13 = l
−1
3,3
from Theorem 2.3(ii) with k = n = 3, we find that(
1 + √3 )3 = 1 + 3l4 .3,3
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l3,3 =
(
2
√
3 + 3)1/4 = 31/8(2 + √3 )1/4 = 31/8(
√
3 + 1)1/2
21/4
.
So we complete the proof of (i). Using (i) and the identity l3, 13 = l
−1
3,3 again, we prove (ii).
For proofs of (iii) and (iv), letting n = 1 in Theorem 4.5(i) and using the value l3,1 = 1
from Theorem 2.3(i), we find that(
1 + √3l3,9
)3 = 1 + 3l43,9. (4.1)
Expanding left side of (4.1) and rearranging terms, we deduce that
3l3,9
(
l33,9 −
√
3l23,9 − 3l3,9 −
√
3
)= 0.
Since l3,9 has a positive real value, l3,9 = 1√3 (1 + 2
3√2 + 3√4 ) =
√
3
3√4−1 . So we complete
the proof of (iii). Using (iii) and the fact l
3, 19
= l−13,9, we prove (iv). 
Letting n = 3 in Theorem 4.5(i) and using value l3,3 in Theorem 4.7, we find l3,27.
Finding l3,27 by using the relation of l, l′, r , r ′, and known values r, r ′ in [22] is easier
than by using Theorem 4.5. We will show that later.
Next we show how we can drive the values for l5,n and l′5,n by using Theorem 4.3.
Theorem 4.8. We have
(i) l5,3 = ψ(−e
−π√3/5)
51/4e−
√
15π/10ψ(−e−√15π ) =
(
17
√
5 + 38)1/6,
(ii) l5, 13 =
ψ(−e−π/
√
15)
51/4e−π/2
√
15ψ(−e−π√15/3) =
(
17
√
5 − 38)1/6,
(iii) l5,9 = ψ(−e
−3π/√5)
51/4e−3
√
5π/10ψ(−e−3√5π ) =
√
3 + 1√
5 − √3 , and
(iv) l5, 19 =
ψ(−e−π/3
√
5)
51/4e−π/6
√
5ψ(−e−√5π/3) =
√
5 − √3√
3 + 1 .
Proof. To prove (iii) and (iv), letting n = 1 in Theorem 4.3(i), using the value l5,1 = 1, and
setting A = l5,9 + l−15,9, we find that
√
5A = A
(
l5,9 − 1
l5,9
)
− 3A.
Rearranging terms, we deduce that
A
(
l5,9 − 1
l5,9
− 3 − √5
)
= 0.
Since A has a positive real value, divide both sides by A and multiply both sides by l5,9 to
find that l2 − (3 + √5 )l5,9 − 1 = 0. Solving for l5,9 and using the fact from Remark 2.45,9
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= l5,9 in Theorem 2.3(ii), we
prove (ii). 
Using known values of rk,n and r ′k,n and their relations with lk,n and l′k,n in Section 3,
we find further values of lk,n and l′k,n. We give some useful values of them when n and k
are primes or squares.
Theorem 4.9. We have
(i) l2,2 = ψ(−e
−π )
21/4e−π/8ψ(−e−2π ) = 2
−1/16(1 + √2 )1/4,
(ii) l2,3 = ψ(−e
−π√3/2)
21/4e−
√
6π/16ψ(−e−√6π ) =
(√
2 + √3 )1/4,
(iii) l2,4 = ψ(−e
−π√2)
21/4e−
√
2π/8ψ(−e−2
√
2π )
= (1 + √2 )1/8(4 +√2 + 10√2 )1/8,
(iv) l3,2 = ψ(−e
−π√2/3)
31/4e−
√
6π/12ψ(−e−√6π ) =
(√
2 + √3 )1/4,
(v) l3,5 = ψ(−e
−π√5/3)
31/4e−
√
15π/12ψ(−e−√15π ) =
(
1 + √5
2
)2/3
,
(vi) l3,7 = ψ(−e
−π√7/3)
31/4e−
√
21π/12ψ(−e−
√
21π )
= (2 + √3 )1/4(
√
3 + √7
2
)3/4
,
(vii) l3,13 = ψ(−e
−π√13/3)
31/4e−
√
39π/12ψ(−e−√39π ) =
(
√
11 + √13 +
√
3 + √13)2
23/2(
√
5 + √13 +
√√
13 − 3)
,
(viii) l3,25 = ψ(−e
−5π/√3)
31/4e−5
√
3π/12ψ(−e−5√3π )
=
(
1 + 3√10 +
√
5 + 2 3√10 + 3
√
102
)2
2(1 + √5) ,
(ix) l3,49 = ψ(−e
−7π/√3)
31/4e−7
√
3π/12ψ(−e−7√3π )
= 3 +
3√22 3√7 + 3√2 3√72 +
√
49 + 13 3√22 3√7 + 8 3√2 3√72
2
√
3
,
(x) l5,3 = ψ(−e
−π√3/5)
51/4e−
√
15π/10ψ(−e−√15π ) =
(
1 + √5
2
)2/3
,
(xi) l5,5 = ψ(−e
−π )
51/4e−π/2ψ(−e−5π ) = 5
1/4
(√
5 + 1
2
)3/2
,
(xii) l5,9 = ψ(−e
−3π/√5)
51/4e−3
√
5π/10ψ(−e−3√5π ) =
1 + √3√
5 − √3 , and
(xiii) l7,3 = ψ(−e
−π√3/7)
71/4e−6
√
21π/56ψ(−e−
√
21π )
= (2 + √3 )1/4(
√
3 + √7
2
)3/4
.
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argument by using values of rk,n and r ′k,n in [22]. For part (i), applying r2,2 = 21/8 and
r ′2,2 = 25/16(
√
2 − 1)1/4 from [22, Theorems 5.2(i) and 6.7(ii)] to Theorem 3.1, we find
that
l2,2 = (r2,2)
2
r ′2,2
= 2−1/16(1 + √2 )1/4.
To prove (x), applying r5,5 =
√
5+√5
2 and r
′
5,5 =
√
5−√5
2 from [22, Theorems 6.4(ii)
and 6.7(iv)] to Theorem 3.1, we find that
l5,5 = (r5,5)
2
r ′5,5
= 5 +
√
5√
2
√
5 − √5
=
√
5(
√
5 + 1)√
2 · 51/4
√√
5 − 1
= 51/4
(√
5 + 1
2
)3/2
,
which complete the proof of (x). 
Theorem 4.10. We have
(i) l′2,3 =
ψ(e−π
√
3/2)
21/4e−
√
6π/16ψ(e−
√
6π )
=
√
1 + √2
(
2
−1 + 2√3 + √6
)1/8
,
(ii) l′2,4 =
ψ(e−π
√
2)
21/4e−
√
2π/8ψ(e−2
√
2π )
= 21/4(1 + √2 )1/4,
(iii) l′2,8 =
ψ(e−2π )
21/4e−π/4ψ(e−4π )
= 21/4
√
1 + √2,
(iv) l′2,9 =
ψ(e−3π/
√
2)
21/4e−3
√
2π/16ψ(e−3
√
2π )
= (√3 + √2 )( 2−1 + 35√2 + 28√3
)1/8
,
(v) l′2,16 =
ψ(e−4π/
√
2)
21/4e−
√
2π/4ψ(e−4
√
2π )
= 21/8(1 + √2 )3/8(4 +√2 + 10√2 )1/4,
(vi) l′2,36 =
ψ(e−6π/
√
2)
21/4e−3
√
2π/8ψ(e−6
√
2π )
= (√3 + √2 )(2 + 70√2 − 56√3 )1/4,
(vii) l′3,2 =
ψ(e−π
√
2/3)
31/4e−
√
6π/12ψ(e−
√
6π )
=
√
1 + √2,
(viii) l′3,3 =
ψ(e−π )
31/4e−π/4ψ(e−3π )
= 3
1/8
√
1 + √2 4√3 + √3√
2
,
(ix) l′3,4 =
ψ(e−2π/
√
3)
31/4e−
√
3π/6ψ(e−2
√
3π )
= 1 +
√
3√
2
,
(x) l′3,9 =
ψ(e−π
√
3)
31/4e−
√
3π/4ψ(e−3
√
3π )
= 3
1/6(1 − √3 + 22/3√3)1/3
21/12(21/3 − 1)2/3(1 + √3)1/6 ,
(xi) l′5,4 =
ψ(e−2π/
√
5)
51/4e−π/
√
5ψ(e−2
√
5π )
= 1
2
(1 + √5)1/4
√
(
√
2 +
√
1 + √5)(1 + √5 +
√
2(1 + √5 ),
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ψ(e−π )
51/4e−π/2ψ(e−5π )
= 1
2
( 4√5 + 1)√5 + √5, and
(xiii) l′7,4 =
ψ(e−2π/
√
7)
71/4e−3π/2ψ(e−2
√
7π )
= 3 +
√
7√
2
.
5. Explicit formulas for ψ(e−nπ ) and ψ(−e−nπ )
In this section we first prove explicit formulas for the theta-functions ψ(e−nπ ) and
ψ(−e−nπ ) for any positive real number n and then we give some examples.
Lemma 5.1. Let a = π1/4
Γ ( 34 )
. Then
(i) ψ
(
e−π
)= a2−5/8eπ/8 and
(ii) ψ
(−e−π )= a2−3/4eπ/8.
Proof. For a proof of (i), see Entries 1(xi) in Chapter 35 of [5, p. 325]. We complete the
proof of (ii) by using Entry 24(iii) in [3, Chapter 16] and Entry 2(ii), (viii) in [5, Chap-
ter 35]. 
Next is the main theorem of this section.
Theorem 5.2. For every positive real number n, we have
(i) ψ
(
e−nπ
)= aenπ/8
25/8n1/4l′n,n
= ae
nπ/8
23/4n1/4r
2, n22
rn,n
and
(ii) ψ
(−e−nπ )= aenπ/8
23/4n1/4ln,n
= ae
nπ/8
23/4n1/4Gn2rn,n
.
Proof. We use the definitions of ln,n and l′n,n, Lemma 5.1, and Corollary 3.7 to complete
the proofs of (i) and (ii). 
Corollary 5.3. For every positive real number n,
(i) ψ
(
e−π/n
)= an1/4eπ/8nr2,2n2
23/4rn,n
and
(ii) ψ
(−e−π/n)= an1/4eπ/8n
23/4ln,n
= an
1/4eπ/8n
23/4Gn2rn,n
.
Proof. Replacing n by 1
n
in Theorem 5.2(i) and using r
k, 1
n
= r−1k,n and rn,n = r 1
n
, 1
n
in [22],
we complete the proof of (i). From Corollary 2.8(i) and Theorem 2.3(i) and (iii), we have
l 1 , 1 = ln,nl1, 1 = ln,nl 1 ,1 = ln,n.
n n n2 n2
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n
, 1
n
, rn,n = r 1
n
, 1
n
[22], and G1/n = Gn [11, p. 23] to Theorem 5.2,
we immediately obtain the result of (ii). 
First, we give some values of ln,n and l′n,n, and then we use these values to determine
some values of theta-function ψ . Using values of rn,n, r ′n,n, and Gn in [22], Theorem 3.1,
and Corollary 3.7, we find the values of ln,n and l′n,n. We give some values of them which
we use in this paper in the following theorem.
Theorem 5.4. We have
(i) l1,1 = 1,
(ii) l2,2 = 2−1/16
(
1 + √2 )1/4,
(iii) l3,3 =
(
2
√
3 + 3)1/4,
(iv) l4,4 = 21/16
(
1 + √2 )1/2(9 · 21/4 + 4√2 − 3 · 23/4)1/8,
(v) l5,5 = 51/4
(√
5 + 1
2
)3/2
, and
(vi) l6,6 = 3
1/8(1 + √3 + √2 · 33/4)2/3(2 − 3√2 + 3 · 31/4 + 33/4)1/3
245/48(
√
2 − 1)1/12(√3 − 1)5/6 .
Proof. Part (i) follows directly from Theorem 2.3(i). For part (ii) and (v), we use Theo-
rem 4.9(i) and (x), respectively. For parts (iii), we use Theorems 4.7(i).
To prove (iv), using r4,4 = 25/16(
√
2 + 1)1/4 and r ′4,4 = 2
9/16
(9 21/4+4√2−3 23/4)1/8 from
[22, Theorems 6.4(ii) and 6.7(iii)] to Theorem 3.1, we find that
l4,4 = (r4,4)
2
r ′4,4
= 21/16(1 + √2 )1/2(9 · 21/4 + 4√2 − 3 · 23/4)1/8.
So we complete the proof of (v).
To prove (vi), using
r6,6 = 3
1/8
√
1 + √3(1 + √3 + √2 · 33/4)1/3
213/24
and
r ′6,6 =
211/1631/8(
√
2 − 1)1/12(√3 + 1)1/6
(2 − 3√2 + 3 · 31/4 + 33/4)1/3
from [22, Theorems 6.4(iii) and 6.7(v)] to Theorem 3.1, we prove (vi). 
Theorem 5.5. We have
(i) l′1,1 = 1,
(ii) l′ = 23/8,2,2
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31/8
√
1 + √2 4√3 + √3√
2
,
(iv) l′4,4 = 25/8
√
1 + √2,
(v) l′5,5 =
1
2
( 4√5 + 1)√5 + √5, and
(vi) l′6,6 = 2−7/831/8
(√
3 + 1)5/6(1 + √3 + √2 · 33/4)2/3.
Proof. For parts (i) and (ii), use Theorems 3.3(i) and 3.4(ii), respectively. Next we give
proofs of (iii) and (iv) only, because the other values follow by the same argument by using
values of rk,n in [22].
For the proof of (iii) and (iv), using
r3,3 = 3
1/8(1 + √3)1/6
21/12
, r2,9/2 = (1 +
√
3 + √2 31/4)1/2
213/24(1 + √3)1/6 ,
r4,4 = 25/16(1 +
√
2 )1/4, and r2,8 = 23/16(1 +
√
2 )1/4 from [22] to Corollary 3.7(ii), we
find that
l′3,3 = 21/8r2,9/2r3,3 =
31/8
√
1 + √2 4√3 + √3√
2
and
l′4,4 = 21/8r2,8r4,4 = 25/8
√
1 + √2.
Thus we complete the proof of (iii) and (iv). 
Applying the values of Theorem 5.4 to Theorem 5.2(ii), we have the following results.
Theorem 5.6. Let a = π1/4
Γ ( 34 )
. Then we have
(i) ψ
(−e−π )= a2−3/4eπ/8,
(ii) ψ
(−e−2π )= a2−15/16eπ/4(√2 − 1)1/4,
(iii) ψ
(−e−3π )= a2−3/43−1/2e3π/8(2√3 − 3)1/4,
(iv) ψ
(−e−4π )= aeπ/2
√√
2 − 1
221/16(9 4
√
2 + 4√2 − 3 4√23)1/8 ,
(v) ψ
(−e−5π )= a23/4e5π/8√
5(1 + √5)3/2 , and
(vi) ψ
(−e−6π )= a2−1/163−3/8e3π/4(
√
2 − 1)1/12(√3 − 1)5/6
(1 + √3 + √2 · 33/4)2/3(2 − 3√2 + 3 · 31/4 + 33/4)1/3 .
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of l′n,n, we find values of ψ(e−nπ ) for any positive real numbers n. Using the values of
Theorem 5.5 in Theorem 5.2(i), we have the following results.
Theorem 5.7. We have
(i) ψ
(
e−π
)= a2−5/8eπ/8,
(ii) ψ
(
e−2π
)= aeπ/42−5/4,
(iii) ψ
(
e−3π
)= ae3π/8
21/833/8
√
1 + √2 4√3 + √3
,
(iv) ψ
(
e−4π
)= a2−7/4eπ/2√√2 − 1,
(v) ψ
(
e−5π
)= a23/8e5π/8
(
4√5 + 1)
√
5
√
5 + 5
, and
(vi) ψ
(
e−6π
)= ae3π/4
33/8(
√
3 + 1)5/6(1 + √3 + √2 · 33/4)2/3 .
6. Some applications of the parameters hk,n, h′k,n, lk,n, and l
′
k,n
In this section, we give some applications of the parameters hk,n, h′k,n, lk,n, and l′k,n
for the famous Rogers–Ramanujan continued fraction R(q), Ramanujan’s cubic continued
fraction G(q), and the modular j -invariant.
The Rogers–Ramanujan continued fraction R(q) is defined, for |q| < 1, by
R(q) := q
1/5
1 +
q
1 +
q2
1 +
q3
1 + · · · = q
1/5 f (−q,−q4)
f (−q2,−q3) . (6.1)
Also we define
S(q) := −R(−q).
In his first letter to Hardy [11, pp. xxvii], Ramanujan gave the first non-elementary evalu-
ations of R(q) and S(q), namely,
R
(
e−2π
)=
√
5 + √5
2
−
√
5 + 1
2
and
S
(
e−π
)=
√
5 − √5
2
−
√
5 − 1
2
.
In his second letter to Hardy [11, pp. xxviii], Ramanujan further asserted the value of
R
(
e−2π
√
5)=
√
5
1 + (53/4(
√
5−1 )5/2 − 1)1/5
−
√
5 + 1
2
.2
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tablished those values. Ramanujan recorded other values for R(q) and S(q) in his first
notebook [12] and in his “lost notebook” [13]. Several of these results were proved by
Ramanathan [10] by using Kronecker’s limit formula, and he also established further eval-
uations not claimed by Ramanujan. Berndt et al. [6] derived the first general formulas for
the explicit evaluations of R(e−2π
√
n) and S(e−π
√
n) for positive rational numbers n in
terms of Ramanujan–Weber class invariants. Also they [6] proved that, for any rational
number n, R(e−π
√
n ) and S(e−π
√
n ) are units. The author [19] established two theorems
for evaluating R(e−2π
√
n) and S(e−π
√
n) for positive real numbers n by using eta-function
identities. By using these theorems, we can find simple proofs for some known values and
new values for R(e−2π
√
n) and S(e−π
√
n) for positive real numbers n.
We find general formulas for R(e−π
√
n) and S(e−π
√
n) in terms of hk,n and lk,n.
Theorem 6.1. For any real numbers n, we have
(i)
1
R(e−2π
√
n)
− 1 −R(e−2π√n)= √5h225,nl425,n,
(ii)
1
R5(e−2π
√
n/5)
− 11 − R5(e−2π√n/5)= 5√5h25,nl45,n,
(iii)
1
S(e−π
√
n)
+ 1 − S(e−π√n)= √5h425,nl225,n, and
(iv)
1
S5(e−π
√
n/5)
+ 11 − S5(e−π√n/5)= 5√5h45,nl25,n.
Proof. For the proof of this theorem, we first recall the following relations discovered by
Ramanujan [3, p. 267, (11.5) and (11.6)], and proved by Watson [16], namely,
1
R(q)
− 1 −R(q) = f (−q
1/5)
q1/5f (−q5) (6.2)
and
1
R5(q)
− 11 − R5(q) = f
6(−q)
qf 6(−q5) . (6.3)
Replacing q by −q , we have
1
S(q)
+ 1 − S(q) = f (q
1/5)
q1/5f (q5)
(6.4)
and
1
S5(q)
+ 11 − S5(q) = f
6(q)
qf 6(q5)
. (6.5)
By using the definition of rk,n [23, Theorem 3.1(i)], and Theorem 3.1(i) to (6.2), we com-
plete the proof of (i). Similarly we can prove (ii)–(iv) by using the definitions of rk,n and
r ′ [23, Theorem 3.1(i)], and Theorem 3.1(i) to (6.3)–(6.5), respectively. k,n
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tion, Ramanujan’s cubic continued fraction, for |q| < 1,
G(q) := q
1/3
1 +
q + q2
1 +
q2 + q4
1 +
q3 + q6
1 + · · · =
q1/3χ(−q)
χ3(−q3) . (6.6)
For every positive rational number n
G
(
e−π
√
n
)= gn√
2g39n
(6.7)
and
G
(−e−π√n)= − Gn√
2G39n
. (6.8)
Also he claimed that there are many results for G(q) which are analogous to those for R(q).
Motivated by Ramanujan’s claim, Chan [9] discovered some new identities, which per-
haps are the identities to which Ramanujan vaguely referred, and established relations
between G(q) and the three continued fractions G(q), G(q2), and G(q3). Berndt et al. [7]
have found general formulas for G(e−π
√
n) and G(−e−π√n) in terms of class invari-
ants.
We now find general formulas for G(e−π
√
n) and G(−e−π√n) in terms of hk,n, h′k,n,
lk,n, and l′k,n.
Theorem 6.2. For any real numbers n, we have
(i) G
(
e−π
√
n
)= 1√
3l′9,n − 1
,
(ii) G3
(
e−π
√
n/3)= 1
3(l′3,n)4 − 1
,
(iii) G
(
e−2π
√
n
)= 1 −
√
3h′9,n
2
,
(iv) G
(−e−π√n)= −1√
3l9,n + 1
,
(v) G3
(−e−π√n/3)= −1
3(l3,n)4 + 1 , and
(vi) G
(−e−π√n)= 1 −
√
3h9,n
2
.
Proof. From Entry 1(i) [3, p. 345], we have
1 + 1
G(q3)
= ψ(q)
q ψ(q9)
and 1 + 1
G3(q)
= ψ
4(q)
qψ4(q3)
. (6.9)
Using the definition of l′ to (6.9), we complete the proofs of (i) and (ii).k,n
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2G
(
q3
)= 1 − ϕ(−q)
ϕ(−q9) . (6.10)
Using the definition of h′k,n to (6.10), we complete the proof of (iii).
Replacing q by −q in (6.9) and using the definition of lk,n, we complete the proofs
of (iv) and (v).
The result of (vi) follows directly by replacing q by −q in (6.10) and using the definition
of hk,n. 
We can apply these parameters for other applications like the modular j -invariant.
The invariants J (τ) and j (τ ), for τ ∈ H := {τ : Im τ > 0}, are defined by
J (τ) := g
3
2(τ )
Δ(τ)
and j (τ ) := 1728J (τ),
where
Δ(τ) = g32(τ )− 27g23(τ ) =
1728M3(q)
M3(q)−N2(q) ,
g2(τ ) = 60
∞∑
m,n=−∞
(m,n) =(0,0)
(mτ + n)−4 = 4π
4
3
M(q),
and
g3(τ ) = 140
∞∑
m,n=−∞
(m,n) =(0,0)
(mτ + n)−6 = 8π
6
27
N(q),
for q = exp(2πiτ). Here M(q) and N(q) are the Eisenstein series defined by
M(q) := 1 + 240
∞∑
n=1
n3qn
1 − qn
and
N(q) := 1 − 504
∞∑
n=1
n5qn
1 − qn .
In his third notebook, at the top of [13, p. 392], Ramanujan defined a function J := Jn by
Jn = 1 − 16αn(1 − αn)8{4αn(1 − αn)}1/3 , (6.11)
where n is a natural number. For 15 values of n with n ≡ 3 (mod 4), Ramanujan indicates
the corresponding values for Jn.
We find general formulas for Jn in terms of h′ and l′ .k,n k,n
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Jn = 132
(
l′2,2n
h′2, n2
)8/3{
1 − 28
(h′2, n2
l′2,2n
)8}
for every positive real number n.
Proof. By using Theorem 3.1(ii) with k = 2 and replacing n by 2n, we find that
l′2,2n =
r22,2n
r2, n2
. (6.12)
Also by using [23, Theorem 3.1(ii)] with k = 2 and replacing n by n2 , we have that
h′2, n2 =
r22, n2
r2,2n
. (6.13)
Now the result follows immediately from [22, Theorem 7.2.1] by using (6.12) and (6.13). 
We still work for finding more applications of these parameters.
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