With the increasing demand of location-based services, Wi-Fi based localization has attracted great interest because it provides ubiquitous access in indoor environments. In this paper, we propose CiFi, deep convolutional neural networks (DCNN) for indoor localization with commodity 5GHz WiFi. Leveraging a modified device driver, we extract phase data of channel state information (CSI), which is used to estimate the angle of arrival (AoA). We then create estimated AoA images as input to a DCNN, to train the weights in the offline phase. The location of mobile device is predicted based using the trained DCNN and new CSI AoA images. We implement the proposed CiFi system with commodity Wi-Fi devices in the 5GHz band and verify its performance with extensive experiments in two representative indoor environments.
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INTRODUCTION
T HE rapid development of mobile devices and wireless techniques has promoted many location-based services, such as indoor tracking, robot navigation, health sensing, and activity recognition [1] , [2] , [3] , [4] , [5] . Many such applications require accurately determining the location of a mobile device indoors. Because of the complex wireless propagation in indoor environments, including shadow fading, multipath propagation, and blockage, indoor localization with wireless signals is a challenging problem that has attracted considerable research efforts. In particular, indoor fingerprinting based on Wi-Fi signals has become a research hot-spot, which first builds a database with measurements of Wi-Fi signals in the offline phase, and then determines the location of a mobile device by matching the newly received Wi-Fi data with that stored in the database.
Many Wi-Fi based fingerprinting systems use received signal strength (RSS) as fingerprint, largely because it is easy to obtain (e.g., from a smartphone or laptop) and has low requirements on hardware. The first such work, termed Radar, is to leverage RSS-based fingerprinting with a deterministic method for location estimation [6] . To improve localization accuracy, Horus, another RSS-based fingerprinting scheme, employs a probabilistic method based on K-nearest-neighbor (KNN) [7] . Other RSS-based systems employ various machine learning techniques for improved performance, such as neural networks, support vector machine, and compressive sensing [8] . RSS based fingerprinting has two main shortcomings that limit their performance [9] . First, RSS values for a given location are usually not stable for continuously received packets, due to the complex propagation environment. Second, RSS values only provide coarse channel information.
Recently, open-source device drivers for several Wi-Fi network interface cards (NIC), such as the Intel Wi-Fi Link 5300 NIC [10] and the Atheros AR9580 chipset [11] , provide an interface to extract channel state information (CSI) for each received packet. Unlike RSS, CSI represents fine-grained channel information, including subcarrierlevel channel measurements in orthogonal frequency division multiplexing (OFDM) systems. Moreover, CSI can capture the multipath effect, and is relatively more stable for a given location. Several indoor fingerprinting systems based on CSI have been proposed for better performance. For instance, FIFS [12] leverages the weighted average of CSI amplitudes over three antennas, while DeepFi [13] , [14] exploits the 90 CSI amplitudes from all the subcarriers at all the three antennas with a deep autoencoder network. To address the firmware problem for phase information in the 2.4 GHz band, Phaser [15] first uses CSI phase for angle of arrival (AoA) estimation with 5 GHz Wi-Fi and shows that phase difference is stable with an Intel 5300 NIC.
In this paper, we propose to exploit phase difference data with 5 GHz Wi-Fi to estimate AoA, which is then used for indoor localization. Estimated AoA values for a given location are relatively more stable due to the stability of phase difference data. Thus AoA estimation is highly robust for complex indoor environments. For example, when Wi-Fi signal is blocked by, e.g., chairs or computers, the CSI amplitudes will be strongly weakened. However, the estimated AoA remains the same. Furthermore, we employ the deep convolutional neural network (DCNN) [16] to train the AoA data from all the training locations as a supervised learning. DCNN is a powerful deep learning technique that has been successfully applied for image recognition [17] , human activity recognition [18] , [19] and social networks [20] . Specifically, we create AoA images based on a large number of received packets as input to the DCNN. The proposed method is to exploit the time-frequency feature of AoA data for improving localization performance. Moreover, since DCNN is a supervised method, it only requires to train one group of weights for all the training data with related labels, which is different with our prior work DeepFi that requires training weights for every training location [13] , [14] . Thus, the the storage requirement can be greatly reduced.
In particular, we present CiFi, a deep Convolutional neural networks (DCNN) based scheme for indoor localization with commodity 5 GHz WiFi. In CiFi, we first obtain 90 CSI data from the three antennas for every received packet from the modified Intel 5300 firmware, and extract the phase information. Then, we compute two sets of CSI data, each including 30 phase differences, from antennas 1 and 2, and from antennas 2 and 3, respectively. The phase difference data is used to estimate AoA. Next, CiFi uses the estimated AoA values from 960 received packets to construct 16 images with size 60 Â 60. These images are then used as input to a DCNN for weight training. For offline training, we use all the constructed images from all training locations to train the DCNN, which consists of a convolutional layer, a subsampling layer, and a fully-connected layer. For the convolutional layer, we obtain the feature map and extract time-space features for AoA images. The mean pooling function is implemented in the subsampling layer to reduce training time. We use the squared error loss function based on back propagation (BP) for weight training. In the online stage, we propose a probabilistic method to predict the location of the mobile device based on the trained DCNN and the new CSI AoA images received from the device.
The main contributions of this paper are summarized as follows.
We theoretically and experimentally verify the feasibility of exploiting AoA values of CSI data for indoor localization. In particular, we derive a model for measured phase and analyze phase errors. We prove that phase difference is stable, and can be used to estimate AoA. This is also the first work to employ DCNN for indoor localization. We use estimated AoA image from CSI data as input to the DCNN. By executing four convolutional and subsampling layers, CiFi can automatically extract the features of the estimated AoA image, to obtain training weights with the BP algorithm. Furthermore, we implement DCNN training algorithm for CSI images. In the online phase, we present a probabilistic method for location estimation. We implement the proposed CiFi system with commodity 5 GHz Wi-Fi, and verify its performance in two representative indoor environments with extensive experiments. The results show that CiFi achieves better location accuracy than three existing schemes. Moreover, the impact of various system parameters on CiFi performance is evaluated. In the remainder of this paper, we provide the preliminaries in Section 2. We present the CiFi design in Section 3 and performance evaluation in Section 4. Related work is discussed in Section 5. Section 6 concludes this paper.
PRELIMINARIES
Channel State Information Preliminaries
The physical layer (PHY) of Wi-Fi systems, such as IEEE 802.11 a/g/n, is based on OFDM. With OFDM, the wireless channel is partitioned into orthogonal subcarriers, each of which is a narrowband flat fading channel. Data is transmitted over these subcarriers, aiming to mitigate frequency selective fading in indoor environments with multiple paths. Recently, OFDM is not only used for wireless communications, but also for wireless sensing and localization. From the device driver of off-the-shelf NICs, such as the Intel 5300 NIC [10] and the Atheros AR9390 chipset [11] , we can obtain CSI that represents fine-grained PHY information and provides indoor channel characteristics including shadow fading and multipath effects.
For a Wi-Fi link, each antenna of the receiver with the Intel 5300 NIC can provide CSI values from 30 out of the 56 subcarriers for a 20 MHz or 40 MHz channel. Let H i denote the CSI value of subcarrier i, which is a complex value defined as
where jH i j and ff H i are the amplitude response and phase response of subcarrier i, respectively. To improve indoor localization accuracy, we employ phase difference information between two adjacent antennas, instead of amplitude information as in [13] , [14] , as the feature for indoor localization.
Phase Difference Information
In this section, we show that the phase difference values between two adjacent antennas are stable for consecutively received packets. From the Intel 5300 NIC, we can extract CSI phase data, which is usually random and cannot be directly used for indoor localization. This randomness stems from the unsynchronized time and frequency of the transmitter and receiver NICs as well as environment noise. To remove the randomness, two effective methods have been proposed for CSI phase calibration. The first is to implement a linear transformation of the coarse phase values [21] , [22] , [23] . The second is to leverage the phase difference between two adjacent antennas. This approach has been adopted for 2.4 GHz Wi-Fi in [24] . However, the approach in [24] is to measure the average of phase difference and then remove it, and the proposed scheme is for LOS identification, which requires further steps to obtain an indoor localization solution. Furthermore, in our recent work BiLoc [25] , we present a comparison study and show that the 5GHz band has much better performance than the 2.4 GHz band for CSI based indoor localization.
To validate the stability of measured phase difference, we first model the measured phase of subcarrier i as [11] , [26] , [27] , [28] ff b
where ff H i is the true phase, m i is the index of subcarrier i, b is the initial phase offset of the phase-locked loop (PLL), Z is the measurement environment noise, p , s , and c are phase errors due to packet boundary detection (PBD), the sampling frequency offset (SFO), and central frequency offset (CFO), respectively [26] , [27] , [28] , given by
where Dt is the packet boundary detection delay, N is the FFT size, T 0 and T are the sampling periods at the receiver and the transmitter, respectively, T u is the length of the data symbol, T s is the total length of the data symbol and the guard interval, n is the sampling time offset for current packet, Df is the center frequency difference between the transmitter and receiver. Because the device driver only provides CSI data, we do not know the values of Dt, T 0 ÀT T , n, Df, and b in (2) and (3) . Further, p , s , and c vary over time because different packets have different Dt and n. Therefore, the measured phase is not a good indicator for the true phase.
Fortunately, the measured phase difference is more stable, which can be employed for indoor localization. The three antennas (radios) are on the same NIC, thus having the same down-converter frequency and the same system clock. Therefore, the measured phase differences on subcarrier i from different antennas have the same frequency difference, packet detection delay, and sampling period [15] . The measured phase difference on subcarrier i is given by
where D ff H i is the true phase difference of subcarrier i, Db is the unknown difference in phase offsets, which is a constant [15] , and DZ is the noise difference. We can see from (4) that D ff b H i is more stable because the random items Dt, Df, and n are removed.
For example, in the polar coordinate system, Fig. 1 presents a comparison between phase differences (marked as red dots) and phases from a single antenna (marked as blue crosses) of subcarrier 25 for 960 received packets. We can see that the single antenna phase values nearly follow a uniform distribution between 0 and 360 degree. However, the phase difference values of the same subcarrier basically focus on a sector between 130 and 170 .
After obtaining the measured phase difference, we compute the estimated AoA as
where d is the distance between two adjacent antennas and is the wavelength. In our experiments, we set d ¼ 0:5, while the estimated AoA is in ½0; p. Because the measured phase difference is relatively more stable, the estimated AoA is also more stable, which can thus be leveraged for precise indoor localization.
CSI Image Construction
The Intel 5300 NIC provides readings on 30 subcarriers from each of the three antennas. Then, we compute two sets of CSI data, including 30 phase differences between antennas 1 and 2, and 30 phase differences between antennas 2 and 3. Thus, 60 estimated AoA values for each received packet can be obtained using (5) . We take 960 packet samples for every training location, and construct 16 images with size 60 Â 60 based on the estimated AoA values. Each image consists of 60 packets (row) and the corresponding 60 estimated AoA values for each packet (column). For example, Fig. 2 shows the CSI images for three different locations. Note that three CSI images have different data distributions, which can be used as fingerprints for indoor localization. In CiFi, the constructed images will be used to train the DCNN. [25] . CiFi employs CSI images for two reasons. First, the estimated AoA values are highly stable for a given location. When Wi-Fi signal is blocked by a wall or chair, the CSI amplitudes will be strongly weakened, which affects the localization accuracy. However, the estimated AoA values are more robust if the transmission distance is not changed. Second, the constructed CSI image can leverage all subcarrier information from all received packets, which contains rich time and frequency features of the channel.
THE CIFI SYSTEM
CiFi System Architecture
The CiFi procedure includes two stages: offline training and online location predication. In the offline phase, the constructed images from all locations are used to train a DCNN. This method is quite different from traditional fingerprinting based methods, where measurement data is stored for every training location; either the measured raw data or learned features are stored as fingerprints. However, our CiFi system only trains one group of weights for all the training locations, which is analogous to classification or regression in machine learning. The proposed method can not only decrease the amount of stored data, but also improve the robustness of the system. In the online phase, we employ an enhanced probabilistic approach for location estimation based on the constructed images of newly received CSI data.
Offline Training
The DCNN incorporates several convolutional and subsampling layers as well as one or more fully connected layers. It exploits local correlations by sharing the same weights between neurons of adjacent layers, thus reducing the training time. DCNN can also obtain local dependency and scale invariant features from input data. More important, it can extract more abstract representations of the input image data from lower layers to higher layers in the hierarchical architecture, with strengthened feature extraction of CSI AoA data. We introduce three main components of DCNN in the following.
The convolutional layer can extract feature maps within local regions in the previous layer's feature maps with linear convolutional filters followed by nonlinear activation functions. Denote u l i as the ith feature map in layer l, defined as
where sðtÞ ¼ 1 1þexpðÀtÞ is the sigmoid function, b l i is the bias of the ith feature map in layer l, S lÀ1 is the set of feature maps in layer ðl À 1Þ that connect to the current feature map, w l im is the convolutional kernel to generate the ith feature map in layer l, which is the same for different m due to local weights sharing. The convolution operation can obtain the shift-invariance of input data and extract robust features. Then, the activation function sðtÞ is used to avoid obtaining trivial linear combinations of input data.
The subsampling layer or the pooling layer is to reduce the resolution of the feature maps by downsampling over a local neighborhood in the feature maps of the previous layer. It is invariant to distortions in the inputs. The feature maps in the previous layer are pooled over a local temporal neighborhood by the mean pooling function, as
where G l j is the set of pooling region for the jth value in feature map i in layer l, which is identical for all i (so the index i is omitted for brevity), u l ik is the kth value of feature map i in layer l. Other methods such as the sum or max pooling function can be also used in this stage to reduce training time.
The fully-connected layer consists of a basic neural network with one hidden layer to train the output data of the convolutional and subsampling layers. A loss function is employed to measure the difference between true location label and output data of the DCNN. By minimizing the values of the loss function with the BP algorithm, we can update the convolutional weights with the stochastic gradient descent (SGD) method. In the proposed DCNN, we use the squared error loss function, which is defined as
where K is the number of training locations, y i is the true label of location i, and o i is the DCNN output for location i. Fig. 4 illustrates CSI data training with the DCNN. To obtain input AoA images, we first estimate AoA value for each of the 960 received packets as in (5) . Then, we construct 16 images, each with size 60 Â 60, out of the 960 AoA values. The images are convenient for the DCNN to process in its convolution and subsampling layers. For each input image in the first convolutional and subsampling layer, we employ 32 convolutional filters with size 5 Â 5 to obtain the same number of feature maps with size 56 Â 56. To reduce training data and guarantee the invariance of feature maps, the same number of feature maps with size 28 Â 28 can be obtained by subsampling with size 2 Â 2. Then, by implementing other three convolutional and subsampling layers as in Fig. 4 , we can obtain 16 feature maps with size 1 Â 1. Finally, we obtain the forward output results and then combine the labels of training data, which can be used to update the training weights such as the convolutional filers using the loss function with the BP algorithm. if the current layer is a convolution layer then 10
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The pseudocode for offline training of CiFi is presented in Algorithms 1 and 2. The inputs to Algorithm 1 are CSI images from all training locations, location labels, Max_epoch and learning rate. First, we randomly initiate all weights and biases (step 3). Then, for each epoch, we randomly select a mini-batch from CSI images from all training locations, which are fed into the DCNN defined by the network architecture (step 5). In the proposed CiFi system, the first layer and the last layer are the input layer and the output layer, respectively. From the second layer, the input data is processed by the convolutional layer and down sampling layer sequentially (step 8-16). The outputs of the last third layer are compressed as the inputs to the fully-connected layer (step Fig. 4 . CSI data training using the DCNN (C. and S. indicate convolutional and subsampling, respectively). [18] [19] . Based on the outputs of the fully-connected layer and location labels, the loss function is used to measure the difference between true location label and output data of DCNN (step 21). After forward propagation, the errors between network outputs and labels are used as inputs to the BP algorithm to train the DCNN.
The pseudocode for the DCNN BP Algorithm is presented in Algorithm 2. We calculate the values of delta for every layer and convolutional kernel, which are used to update weights and biases. First, the errors are calculated as the difference between outputs of the neural network and labels, which are for computing delta in layer L À 1 (step 2). Because the inputs to the fully connected layer are compressed data from the previous layer in forward propagation, its shape should be restored in the DCNN BP algorithm (step 4). To obtain the delta values for the current layer, if the current layer is a sub-sampling layer, the weights of the later layer are rotated 180 degrees and convoluted with the delta values from the later layer (step 10). Specifically, connected to the feature maps in the current layer, only kernels from the later layer are calculated in this step. When the current layer is a convolutional layer, the delta values for the later layer are upsampled by the Kronecker product (step 15). Then, the delta values for the current layer are obtained by the element-wise product between the upsampled delta values and derivatives of the sigmoid function (step 18). We define the values of scale as the quotient of the size of feature maps in the previous layer and the current layer. Depending on the delta values of each layer, the training weights are updated (step [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] . The learning rate a controls the speed of adjusting the weights of the DCNN. We will examine its impact in Section 4. The mean gradient over the mini-batch is calculated because a random mini-batch from CSI images from all training locations is fed into the DCNN in each epoch.
Online Algorithm
In the online phase, we adopt a probabilistic method to predict the location of the mobile device, using the trained DCNN and newly received CSI AoA images from the mobile device. Let M denote the number of images from one location, and o ij be the prediction output of the DCNN for location i using image j. We obtain a matrix O O as the output of the DCNN for K training locations using the M images, given by 
where s ij is the location index of the ith largest output of image j. Every element of matrix S S belongs to the set of location indexes f1; 2; . . . ; Kg. The R largest location indexes are obtained by computing the frequencies of all location indexes in matrix S S. Moreover, the weight of the location i index can be computed by averaging all the selected outputs for the location i index, denoted as p i . The position of the mobile device is estimated as a weighted average of the R selected locations, aŝ
where l i is the ith training location. We set R ¼ 2 in our experiments for better localization performance.
EXPERIMENTAL STUDY
Experiment Configuration
We utilize a Dell desktop computer and a Dell laptop as access point and mobile device, respectively. Both devices are equipped with an Intel 5300 NIC. The operating system is Ubuntu desktop 14.04 LTS OS. We set the PHY parameters as QPSK modulation and 1/2 coding rate for the OFDM system. We set the access point in the monitor model and the distance between its two adjacent antennas is d ¼ 2:68 cm, i.e., a half wavelength for 5 GHz Wi-Fi on channel 116. The mobile device is set in the injection model with one antenna. Using the packet injection technique with LORCON version 1, we can extract 5 GHz CSI data from the receiver NIC. We compare CiFi with three representative approaches, including DeepFi [13] , [14] , FIFS [12] , and Horus [7] . To guarantee a fair comparison, we use the same CSI dataset in the 5 GHz band for estimating the position of the mobile device. We experiment with the four schemes in the following two indoor environments.
Computer Laboratory: This is a 6 Â 9 m 2 computer laboratory in the Broun Hall in the Auburn University campus. The indoor space is a cluttered environment with many desktop computers, chairs, and tables, which block most of the LOS paths. The floor plan is shown in Fig. 5 . We use 15 training locations (marked as red squares) and 15 test locations (marked as green dots). The access point is put at the center of the room. We set the distance between two adjacent training locations to 1.8 m, and obtain CSI data from 1000 packets for each training position and test position.
Corridor: This is a long corridor in Broun Hall with dimension 2.4 Â 24 m 2 . As shown in Fig. 6 , we place the access point at one end on the floor. The LOS path is the dominant component in this scenario. We use 10 training locations (red squares) and 10 test locations (green dots) along a straight line. The distance between two adjacent training locations is also 1.8 m. We extract 5 GHz CSI data from 1000 packets for each training and test location. CiFi utilizes AoA estimation, which is more stable and robust in complex indoor environments, compared to RSS or CSI amplitude used in the benchmark methods. We use the standard offline training in DCNN, where its computation time greatly depends on the deep learning software used. Because some operations such as convolution can be implemented using tensors in Tensorflow, the computation speed can be greatly accelerated. Since more test packets are used to construct AoA images in the online phase, the mean execution time of CiFi is the highest among all the schemes. The mean execution time of CiFi for the computer laboratory and corridor cases are 0.5496 s and 0.6484 s, respectively, which, however, are still sufficient for realtime indoor localization. Fig. 8 presents the cumulative distribution function (CDF) of distance errors of the four schemes in the computer laboratory case. For this environment with complex multipaths, CiFi can utilize the unique multiple path features for location estimation. CiFi has 40 percent of the test locations having an error less than or equal to 1 m, while that for the other schemes is 30 percent. We also find that about 87 percent of the test locations for CiFi have an error under 3 m, while the percentage of test locations having a smaller error than 3 m are 73, 60, and 52 percent for DeepFi, FIFS, and Horus, respectively. Thus, CiFi achieves the best performance in this experiment. This is because, when the magnitude of wireless signal is always influenced by obstacles such as computers in the laboratory environment, the estimated AoA values of CiFi are more robust to the indoor multipath environment, which results in smaller localization errors. Fig. 9 presents the CDF of localization errors in the corridor environment. We can see that the maximum error for CiFi is 4.8 m, while that for the other schemes is more than 8 m. This validates that the CiFi system is more robust than the other three schemes. Moreover, about 60 percent of the test locations for CiFi and DeepFi have an error under 3 m, while it is 40 percent for FIFS and Horus. CiFi achieves a close localization performance to that of DeepFi in this scenario, while both outperform the other two schemes. However, unlike DeepFi, the proposed CiFi system does not require to build up a database for every training location, thus greatly reducing the storage requirement.
Accuracy of Location Estimation
Impact of Various System Parameters
Impact of Number of Training Packets
To evaluate the effect of training packets, we construct training CSI images with different numbers of packets. From each received packet, we can extract 30 phase values from 30 subcarriers on each antenna. In the proposed CiFi system, the size of a CSI image is 60 Â 60, which consists of 60 AoA values estimated by two antenna pairs (in columns) from 60 received packets (in rows). When the number of packets is smaller than 60, estimated AoA values can be duplicated until the image is completely filled. Fig. 10 shows the mean localization errors for different numbers of packets in the laboratory and corridor experiments. We evaluate the performance of CiFi with five training datasets that each contains training images constructed by a different number of received packets. We find the distance error decreases as the number of packets is increased in both scenarios. The minimum distance error, i.e., 2.386 m in the corridor cases and 1.788 m in the lab case, are achieved when 60 packets are used to generate a training image. Apparently more AoA information contributes to improved precision. We choose 60 packets in all other experiments to balance between accuracy and complexity.
Impact of Number of Training Images
To study the impact of the number of training images, we create five datasets, which contain different numbers of images for each training location, in the two indoor environments. For the sake of fairness, 60 AoA values estimated from two antenna pairs are used to generate CSI images in all the datasets. We set the packet transmit rate to 1000 Hz, which guarantees 16 images be generated within 1 second. Fig. 11 illustrates the mean localization errors for different number of training images in the laboratory and corridor experiments. As the number of images per training location is decreased, the mean localization error increases. When 16 images are generated for each training location, the mean distance errors reach 1.788 m and 2.386 m in the lab and corridor experiments, respectively. The largest distance errors are 2.781 m and 3.282 m in the lab and corridor cases, respectively, which are acceptable for many location-based services. In other words, our CiFi system can not only achieve a better performance with a larger input dataset but also achieve an acceptable precision with a limited number of training images. 
Impact of Antenna Pairs
Since Intel Wi-Fi Wireless Link 5300 has three antennas and the CSI data could be collected from all three antennas for each received packet, we construct three datasets to study the impact of different antenna pairs. For each packet, 30 AoA values could be estimated from 30 subcarriers of each antenna pair. Similarly, we also construct a training image with the size of 60 Â 60. If only one antenna pair is used, the image of estimated AoA values is duplicated and concatenated together, i.e., a 30 Â 60 image is generated first with 60 packets collected from an antenna pair, and then the image is duplicated and concatenated with itself to generate a 60 Â 60 image. Fig. 12 presents the mean localization errors for different antenna pairs in the laboratory and corridor experiments. It is obvious that the best localization precisions are achieved in both cases when CSI AoA values from all antennas are leveraged to construct training images. Furthermore, we notice that our CiFi system performs well even when input images are produced by one antenna pair. The highest distance errors in the lab and corridor are 2.507 m and 2.972 m, respectively, where antenna 2 and 3 are leveraged to generate training images.
Impact of Learning Rate a
We next design a specific experiment by setting different learning rates to evaluate their effect on localization precision. In the experiment, the number of epochs is set to 1200 to guarantee fairness. Fig. 13 illustrates the mean errors for increased a in the laboratory and corridor experiments. As the learning rate is increased from 0.1 to 0.5, the minimum distance errors for both scenarios are obtained when the learning rate is 0.5. After that, the mean distance error goes up with the increase of a. Basically, a low learning rate may not allow the DCNN to converge within 1200 epochs. However, for a higher leaning rate such as 0.7 or 0.9, the DCNN could not reach the best convergence point because the BP algorithm hops back and forth over the valley repeatedly. For CiFi, the training time does not jeopardize user experience in the offline stage. Thus, in order to reach the lowest distance error, the learning rate is set to 0.5 for both scenarios.
Impact of Candidate Locations R
In the proposed CiFi system, we propose a greedy method to select R candidate locations and then use their weighted average as the estimated location. In our experiment, we find that most of the correct location predictions are always included in the top five outputs of the DCNN. Thus, to improve localization precision, only the top five outputs are leveraged for location estimation in CiFi. Fig. 14 shows the mean localization errors for increased R in the laboratory and corridor experiments. When the value of R is 2, the errors are the lowest in both scenarios. Thus, we set R to 2 in CiFi. Furthermore, with increased R, the mean distance error becomes only slightly larger, which means that CiFi is robust with respect to R. Fig. 15 presents the mean localization errors for different gaps between adjacent training locations in the corridor experiment. The mean distance error reaches the lowest value 2.3863 m when the interval is 1.8m. The mean error keeps going up as the gap is further increased. It can be seen that the training location gap has a significant impact on the localization performance. When the gap becomes small, CSI data collected from the training locations and testing locations become more similar. As a result, it is difficult for DCNN to make a precise prediction. In fact, the distance error does not increase significantly because of the small gaps. On the other hand, when the gap becomes larger, the CSI data collected from training locations vary widely. Thus, the testing data could be matched with the correct training location more easily. However, a large gap contributes to more built-in error. Thus, there is a trade-off between built-in error and prediction precision.
RELATED WORK
Indoor localization is an essential part of many applications and a well-studied problem [29] , [30] . We discuss two types of indoor localization technologies related to the proposed CiFi system in this section, i.e., Fingerprinting-based and AOA-based techniques.
Fingerprinting based indoor localization uses different kinds of fingerprints such as WiFi [31] , magnetism [32] , light [31] , FM radio [33] , acoustic signals [34] , and RFID [35] . WiFi is widely used because of its ubiquitous availability and low hardware requirement. The first work based on WiFi is RADAR [6] , which establishes fingerprints with RSS using one or more access points and uses a deterministic method for location estimation. Based on RSS, a probabilistic method is proposed in the Horus system to improve indoor localization accuracy [7] . On the other hand, CSI based fingerprinting can mitigate the instability of RSS values, thus enhancing the localization performance. FIFS is the first fingerprinting localization system using CSI amplitudes [12] . Other schemes are also proposed based on multilevel discrete wavelet transform [36] , fusion between CSI amplitude and magnetic [37] , and CSI-based time-reversal fingerprinting [38] . To improve accuracy, three different indoor localization systems, i.e., DeepFi [14] , PhaseFi [23] , and BiLoc [25] , are proposed by employing a deep autoencoder network with CSI amplitude, CSI calibrated phase, and bimodal CSI values, respectively. These three deep learning based methods require training CSI weights for every training location. Moreover, they do not consider CSI image features. The proposed CiFi method with DCNN is a supervised learning method, which can not only reduce the amount of stored data, but also increase the robustness of the localization system.
AoA-based indoor localization is to estimate the incoming angles with multiple antennas and then apply triangulation to localize. Even though this method achieves a high accuracy, the number of antennas that is available at mobile devices limits the performance of such systems. For example, CUPID [39] uses the MUSIC algorithm [40] to achieve a mean error of about 20 with three antennas. To improve the resolution of antenna array, more antennas are required [41] . Recently, researchers propose many novel ideas to overcome the limit of the number of antennas. WiDeo [42] and ROArray [43] leverage sparse recovery to retrieve ToA and AoA, instead of only estimating AoA. Also, SpotFi achieves a high accuracy using MUSIC with signal smoothing and multiple subcarrer values [44] . IndoTrack proposes a Doppler-AoA method to combine Doppler velocity and AoA spectrum information to jointly estimate the absolute trajectory [45] . Even though AoA based approaches achieve high precision, they are usually computationally expensive and may not be practical for real-time applications.
CONCLUSIONS
In this paper, we proposed CiFi, a DCNN based fingerprinting system for indoor localization with 5 GHz Wi-Fi. We theoretically and experimentally verified the feasibility of using AoA values for indoor localization. We then presented the CiFi system, which first formed AoA images to train the DCNN, and then used newly received AoA images to estimate the location of the mobile device. Through extensive experiments, we demonstrated the superior performance of the proposed CiFi system.
