Researchers have long viewed patterns of species association as key to understanding the processes that structure communities. Community-level tests of species association have received the most attention; however, pairwise species associations may offer greater opportunity for linking patterns to specific mechanisms. Although several tests of pairwise association have been developed, there remain gaps in our understanding of their performance. Consequently, it is unclear whether these methods reliably detect patterns of association, or if any one method is superior. We maximized association patterns for single species pairs in synthetic community matrices and examined how accurately five pairwise association tests found that pair, while not finding others (i.e. type I and II error rates). All tests are more likely to miss patterns of association than to falsely detect them. When we maximized association for a species pair that included one or more rare or common species, tests were frequently unable to identify that pair as significantly associated. Consequently, these tests are best suited for identifying significant associations between pairs of species that occur in an intermediate number of samples; for such pairs, three of the five tests considered here detected 100% of the pairs for which we maximized associations.
Introduction
The ability to reliably detect and quantify significant associations between species -also called co-occurrence patterns -represents an important step towards determining how species interact, how their spatial distributions are influenced by changes in biotic and abiotic factors, and how these processes ultimately shape communities (Keddy 2001) . Several methods have been developed to identify significant association patterns between pairs of species , Araújo et al. 2011a , Veech 2013 , Cazelles et al. 2016 and to overcome some of the statistical challenges associated with running multiple pairwise tests (Sfenthourakis et al. 2004, Gotelli and . However, the pairwise methods have not received the same level of scrutiny as the community level co-occurrence tests , Fayle and Manica 2010 , Lavender et al. 2016 . While some of the authors of pairwise tests evaluated the performance of their methods, e.g., Veech (2013) , , and Sfenthourakis et al. (2004) , each researcher approached evaluation in a distinct way, making comparisons of performance impossible. Additionally, gaps remain. For example, while Veech (2013) pointed out that analyses should not be conducted on rare species, no evaluation has thoroughly examined the degree to which rarity impacts these tests, and none have examined the analogous problem that may exist for very common species. As such, no test has been identified as superior, and it is not clear whether tests perform well on different combinations of rare, intermediately abundant, and common species. In spite of these limitations, several of these tests have been adopted by researchers to answer ecological questions (e.g., Morales-Castilla et al. 2015 , Carbonell et al. 2017 , Spickett et al. 2017 , Hervé et al. 2017 , Balasingham et al. 2018 . Our ability to interpret their results, and any future results based on these tests, requires us to have a better understanding of the efficacy of the approaches used. A richer understanding of how each of the tests performs will also allow us to identify the best method available.
We evaluated the performance of five methods for detecting pairwise associations using synthetic presenceabsence matrices with biologically realistic richness and incidence distributions , Fayle and Manica 2010 , Lavender et al. 2016 . In these synthetic matrices we maximized the association (positive or negative) for a single species pair (i.e., increased the effect size of the association) to test how well each of the pairwise methods correctly identified these maximized associations. We also varied the incidence of species (i.e., the number of samples a species is found in) that were part of the maximized pairs to determine if the tests are sensitive to species relative commonness. This approach allowed us to: 1) examine whether available pairwise tests of species association have acceptable type I and II error rates, and 2) determine which of the tests performed best overall. Our results provide guidance for researchers to choose the most appropriate pairwise association tests but also clearly indicate that tests only perform well for pairs of species that are both intermediately abundant (i.e., neither rare nor common).
Methods

Matrix Generation
For our analyses we generated 10,000 presence-absence matrices, in which each row is a species and each column is a site. In each of the presence-absence matrices, we maximized the effect size for either a single positive species association or a single negative species association giving us 5,000 matrices for each class of association pattern. We generated matrices of r = 50 species and c = 25 sites and matrices of r = {25, 50, 75} species and c = 100 sites. This allowed us to determine whether test performances were negatively impacted when presence-absence matrices contained fewer samples as well as the influence of species number on each of the methods. Because the results were similar for all matrix sizes, we focused here on a single, medium matrix size. We present and discuss the results of the 50 × 100 matrices but include the results for the other matrices as supplementary material (see Appendix S2: Figure S1 for the results). The use of r = 50 resulted in 1,225 species pairs per matrix ( ( − 1)/2). The number of sites in which each species occurred was determined by randomly sampling from a log-normal distribution. Values were rounded to integers and constrained so that they were greater than zero and less than or equal to c. We used the log-normal distribution because it best represents incidence distributions expected across a broad range of taxonomic groups (Magurran 2004 , McGill et al. 2007 ) and has been used in similar evaluations (Fayle and Manica 2010 , Ulrich and Gotelli 2012 , Lavender et al. 2016 . Matrices were constructed so that all sites contained at least one species and all species occurred in at least one site (i.e., there were no empty rows or columns).
Adding association patterns to matrices
In deciding on a method of adding patterns of association we considered two options. One was to create individual pairs of species and add patterns of association at random. Individual pairs would then be combined to create communities of the desired size. This approach is similar to the method used by Veech (2013) . The second option was to create communities of the target size selecting a single pair at random to add pattern to. Because we were interested in testing a suite of pairwise methods, three of which required community matrices in order to perform null model analyses, and one that used marginal totals to calculate probabilities of co-occurrence, we chose to work with communities versus pairs of species, focusing on a single species pair within the community. While this resulted in a highly skewed ratio of random to non-random associations (only 1 in every 1,225 pairs having maximal pattern), we could easily account for this in calculating type II error rates by only counting undetected pairs that we knew had maximal pattern.
Maximizing the association pattern (effect size) for a single pair of species within a larger community matrix was relatively straightforward. For negatively associated pairs, the target species were made to occur apart as much as possible, and for positively associated species, the pair was made to occur together as much as possible. The ability of each of the tests to identify these particular species pairs is the clearest test of how well each pairwise method works under ideal conditions (i.e., without any noise with respect to the focal species pair). When determining the error rates (type II specifically) we focused only on the focal species pairs that we maximized association for because there was no way of knowing if non-focal species pairs contained significant pattern or not. Any non-focal pairs that the tests found to be significantly associated counted towards a type I error; however, we acknowledge that some of the pairs may in fact be significantly associated. Statistically speaking, the type I error and its associated α value assume that there will be some significant results by random chance (i.e., 5% or less). Ultimately, this had no impact on our type II error rate determination.
Maximizing negative association patterns was achieved by shifting the occurrences of each member of the focal species pair in opposite directions within the matrix so that the number of negative associations was maximal (Appendix S1: Figure S1 ). The process of maximizing positive associations was similar except that each species of the focal pair was shifted in the same direction (Appendix S1: Figure  S1 ). We verified that our method of maximizing association did not significantly alter association patterns between the focal species and other species in the community (see Appendix S3 for methodological details and results).
We also determined whether species incidence influenced the ability of the different association tests to identify a pair as significantly associated. To examine this, we maximized association for pairs of species with common, intermediate and rare incidences, and tested metric performance. For each randomly generated community matrix, species were assigned to one of three bins according to incidence. The bins consisted of: a) rare species that occurred in 0 to 33% of the sites (low); b) intermediately incident species that occurred in 33% to 66% of sites (med); and c) common species that occurred in 66% to 100% of the sites (high). Two bins were selected at random with replacement and a single species was selected from each of the chosen bins at random without replacement. In this process, a single bin could be selected for both species. In this case we ensured that there was a minimum of two species within the bin. If there was only a single species or no species in the bin, another bin was chosen at random. In communities with lognormally distributed species occurrences, rare species are far more common in the community matrix. As a result, sampling species from the community matrix through uniform random sampling results in a bias towards selecting rare species. Binning species by incidence ensured a more balanced sample for each of the six possible combinations of species incidence (i.e., low-low, low-med, low-high, medmed, med-high, high-high).
Pairwise tests
We selected pairwise tests to include in our analysis based on a review of the literature. We looked for methodological papers, research papers that carried out evaluations of species pairwise co-occurrence patterns, and for papers that cited any of the methodological papers we found. This resulted in a total of seven pairwise tests: three Bayes methods from , the modified null modelling approach of Sfenthourakis et al's. (2004) , Veech's (2013) probabilistic method, Araújo et al's (Araújo et al. 2011b ) probabilistic method, and Cazelles et al's (2016) probabilistic method. Of the methods found, we excluded two from our analyses. From we excluded the sequential Bonferroni correction (BY) method as it was too conservative in their analyses and was not a recommended method of detecting pairwise cooccurrence patterns. We also excluded Cazelles et al's (2016) method from the study as we felt it was an extension of the pairwise probabilistic methods of Araújo et al. (Araújo et al. 2011b ) aimed at detecting patterns of association between more than two species. Multi-way species interactions are intriguing, but are beyond the scope of this comparison.
This resulted in our evaluating two classes of pairwise association tests: pairwise null models, and pairwise probabilistic methods (Appendix S1: Table S1 ). Pairwise null models operate in a similar manner to the communitylevel null models; however, instead of calculating a community wide metric of association, a metric is calculated for each species pair within the community. The matrix is then shuffled as in the community-level tests and the pairwise tests re-run. The matrix is shuffled repeatedly (typically thousands of times) to build sample distributions for each species pair. In contrast, the pairwise probabilistic tests derive some probability of occurrence based on marginal totals of the matrix (Araújo et al. 2011a) , or combinatorics calculation based on each species incidence (Veech 2013 ). Appendix S1: Table S1 summarizes the pairwise tests that we used in our analyses. Veech (2013) noted that rare species are unlikely to be significantly associated, and introduced a 'threshold' for including species in analyses. The idea behind the threshold setting is to exclude pairs of species based on an a priori assessment of how likely they are to co-occur. If they are expected to co-occur less than once then they are excluded from testing. We did not apply the threshold for Veech's (2013) method, which allowed us to evaluate the ability of each of the five methods to identify pairs of species when members of maximally associated pairs were rare, intermediately abundant, or common. This allowed us to further explore the issue that Veech (2013) identified, and whether additional thresholding guidelines are required for these tests. Our comparison also allowed us to test whether some tests performed better than others when rare and/or common species were part of significant associations.
Type I error rate determination
Type II error rate determination
Type II error rates measure the frequency of "false negative" results and were determined by calculating the proportion of pairs with pattern added (f) that the test did not detect as significantly associated (fnot-sig). In our case f equalled 5,000. We calculated the type II error rate across all matrices as the proportion of pairs to which signal was added that tests failed to identify as significantly associated: = −
Noise tolerance tests
Because we tested species pairs that were maximally cooccurring (positively or negatively), it remained unclear how well each test worked when the pattern was not maximized (or when the effect size was not maximal). It is likely that in natural conditions, where observed associations may be influenced by several factors, association patterns will be characterized by some degree of noise (i.e., the effect size is reduced from a maximal value). To test how robust methods are to noise, we used the same process described above to create and maximize association patterns for species pairs. We focused on intermediately incident pairs of species because we anticipated that tests would perform best for this group. For this analysis, we incrementally added noise to the focal pair; with each incremental addition of noise, we reran the tests to determine the point at which the tests no longer identified the species pair as non-randomly associated. To add noise, we selected one species from the focal pair and swapped a single incidence (1) with a nonincident site (0). We only selected incidences that were involved in the pattern of association being tested. For example, if the pair had been maximized for negative association then we only selected sites where the other species was non-incident (0). The incidence was then moved to a site so that it was positively associated (or negatively, depending on the direction of the original association) with the other species. This process is illustrated in Appendix S1: Figure S2 . Because we used matrices with 100 sites and intermediately incident species pairs, we incrementally added noise 25 times. After 25 noise additions, the number of positive and negative associations for that species pair was, on average, equal. The amount of noise added was quantified as the proportion of incremental additions out of the maximum of 25.
Statistical analyses were carried out in R 3.4.0 (R Core Team 2017). Matrix creation and each of the pairwise tests were coded in the Scala programing language (Scala 2.11.12) and where possible, each test has been validated against the original program and/or published test matrices to ensure that our code accurately represented published methods. We have provided a sample matrix with pairwise test results to allow for the comparison / validation by others along with the code and R scripts used in this project (Supplementary material: DataS1.zip, DataS2.zip & DataS3.zip).
Results
Type I error rates (false positives)
Negative associations
Type I error rates for patterns of pairwise negative association tests, regardless of species incidences, were all less than 0.01 with most type I error rates falling between 0.01 and 0.001. Araújo et al.'s (2011a) method had a type I error rate of less than 0.001 (Figure 1; Appendix S2: Table  S1 ). The two Bayes methods had the lowest type I error rates (≈ 0.0) across all incidence classes (Figure 1; Appendix S2: Table S1 ).
Positive associations
The type I error rates for the pairwise positive association tests were higher than for the negative association tests and ranged in value from 0.0 to 0.999. Veech's (2013) methods had error rates ranging from 0.0133 to 0.0137. The type I error rate for Sfenthourakis et al.'s (2004) method was between 0.0141 and 0.0145. Araújo et al.'s (2011a) method had the poorest performance with type I error rates of 0.999 for all species incidence classes (Figure 1; Appendix S2: Table S2 ). Again, the two Bayes methods had the lowest type I error rates across all incidence classes with values never exceeding 0.0006 (Figure 1; Appendix S2: Table S2 ).
Type II error rates (false negatives)
Negative associations
For patterns of negative association, Veech's (2013) , Sfenthourakis et al.'s (2004) and Araújo et al.'s (2011a) methods had similar patterns of type II error rates with respect to species incidence; although Sfenthourakis et al.'s (2004) and Veech's (2013) methods both performed better than Araújo et al.'s (2011a) in all but the med-med incidence class in which case they all had type II error rates of zero ( Figure 1 ; Appendix S2: Table S1 ). When both species were intermediately incident, the best type II error rates (< 5%) were obtained using Veech's (2013), Sfenthourakis et al.'s (2004) and Araújo et al.'s (2011a) methods respectively (med-med; Figure 1 ; Appendix S2: Table S1 ). Combinations of intermediate and high incidence (med-high; Figure 1 ) had "acceptable" (Cohen 1992 ) type II error rates of 20% or less with Veech's (2013) and Sfenthourakis et al.'s (2004) methods (Appendix S2: Table S1 ). Type II error rates remained above 20% for all other species incidence patterns (low-low, low-med, low-high, high-high; Figure 1 ). The Bayes methods had the poorest/highest type II error rates (≈ 1.0), regardless of the incidence class ( Figure 1 ; Appendix S2: Table S1 ).
Positive associations
As with negative associations, the best type II error rates were observed when both species were intermediately incident (med-med; Figure 1 ). The Bayes methods consistently failed to detect the maximized species pairs regardless of incidence. Type II error rates for Veech's (2013) , Sfenthourakis et al.'s (2004) and Araújo et al.'s (2011a) methods were less than 0.01 when incidence was high for both species (Figure 1 ; Appendix S2: Table  S2 ). Araújo et al.'s (2011a) method was able to detect greater than 90% of the focal pairs as positively associated for all species incidence classes (type II error rate ≈ 0.0; Appendix S2: Table S2 ); however, as already noted, the associated type I error rates where extremely poor. Detection of positive versus negative patterns when both species incidences were low was better for Veech's (2013) and Sfenthourakis et al.'s (2004) methods; however, type II error rates for positive associations remained above 20% for these methods (Figure 1 ; Appendix S2: Table S2 ).
Noise addition tests
When noise was added to either the negatively or positively associated med-med (optimally) incident species pairs, Veech's (2013) , Sfenthourakis et al.'s (2004) and Araújo et al.'s (2011a) methods all performed very well (type I error rates and type II error rates) up to the addition of 40% noise (Figure 2) . Between 40% and 60% noise addition, the type II error rate for Araújo et al.'s (2011a) method decreased to approximately 0.50; however, the type I error rate remained excellent at < 0.001 (Figure 2) . At more than 60% noise, detection rates were low for all three methods (< 0.50, Figure 2 ).
Discussion
All five of the association tests have type I error rates of less than 0.01 for patterns of negative association. Similarly, all but Araújo et al.'s (2011a) method had acceptable type I error rates (α<0.05) for patterns of positive association (Figure 1 ). However, pairwise tests of association vary considerably in type II error rate. The two Bayes methods consistently failed to detect pairs with maximal patterns of association (positive or negative). In general and in order of descending performance, Veech's (2013) and Sfenthourakis et al.'s (2004) methods are capable of detecting existing patterns of association between species pairs, but only when both are intermediately incident (med-med). Veech's (2013) and Sfenthourakis et al.'s (2004) methods also perform well under optimal conditions of incidence and are able to detect patterns of association containing up to 40% noise (Figure 2 ). Sfenthourakis et al.'s (2004) and Veech's (2013) methods are also able to detect patterns of association between intermediate-common (medhigh) species pairs with type II error rates below 20%, a rate generally considered acceptable (Cohen 1992) (Figure 1 ). However, these tests were conducted under relatively optimal conditions: maximized signal, no noise, and with many samples (100). Reducing the sample number degraded the performance of these methods for the intermediatecommon (med-high) species pairs along with all other incidence relationships (Appendix S2).
Our findings for the performance of Veech's (2013) probabilistic method differ from his own evaluations. While Veech (2013) found that his pairwise method performed well, our results indicate that this is only the case for intermediately incident species. This difference almost certainly stems from the fact that the species incidences in his study were mostly intermediate in value (Veech 2013) . In spite of this difference, our evaluations find that Veech's (2013) probabilistic method performed best overall, followed by Sfenthourakis et al.'s (2004) pairwise null model approach and then (for negative associations only) Araújo et al.'s (2011) pairwise method.
Putting type I error rates in context
Type I error rates, or the probability of obtaining false positive results, were low (less than 0.01 for negative associations and less than 0.05 for positive associations) for all of the methods tested with the exception of Araújo et al.'s (2011a) method and positive associations (>> 0.05). To put these error rates into an ecological context, consider that a community consisting of 50 species has 1,225 species pair combinations. Because all of the methods have error rates below 0.01 for patterns of negative association, the expected number of false positives, on average, is 12 or less. An error rate of 0.01 may, however, be a critical problem if the number of significantly associated species in a focal system is small relative to the number of species. For example, if the results of a pairwise association test for a 50 species community revealed between zero and 24 significantly associated pairs, 50% or more of these pairs could be false (1,225 pairs times a 0.01 error rate equals 12 false positives). As such, in order to have confidence that pairs identified by the test are real, the number of species identified should greatly exceed what is expected by random chance. That is, the probability that identified pairs are real, improves as the number of pairs identified increases. Ultimately, tests of negative association are more likely to miss patterns than they are to falsely detect them.
Type I error rates for positive association patterns are not as robust with Sfenthourakis et al.'s (2004) and Veech's (2013) methods having similar type I error rates (0.05 to 0.01). Araújo et al.'s (2011a) method produced type I error rates of 0.99 and the two Bayes methods (Gotelli and Ulrich 2010) again had type I error rates of less than 0.001 with extremely high type II error rates (≈ 1.0, Figure 1 ; Appendix S2: Table S2 ). It should be noted that Araújo et al.'s method (2011a) is not a pairwise method per se but part of a larger co-occurrence network analysis (step 3 of 4) with a focus on positive associations. Our results suggest that step 3 of Araújo et al.'s (2011) method could be improved by using another pairwise method (e.g., Veech's).
Conclusions and recommendations
Three key points are demonstrated by our work: 1) overall the type I error rates for the pairwise methods are low; 2) in spite of this, false positives may be proportionately high when a test matrix contains only a small number of significantly associated pairs; 3) type II error rates are high when one or more species in a pair is either rare or common, although for two methods, type II error rates are high regardless Several prescriptions emerge from this work that can assist researchers in making decisions about which association test to use, and what kinds of questions can and cannot be addressed using these association tests. First, researchers should avoid including in association tests, not just rare species, as noted by Veech (2013) , but also very common species. We do not prescribe a particular level of rarity or commonness to exclude from tests, although our results should give general guidance to researchers. Second, we recommend the use of Veech's (2013) or Sfenthourakis et al.'s (2004) pairwise methods to detect either positive or negative associations between species pairs, as they are consistently the top performing methods regardless of the association pattern being tested for (i.e.. positive or negative). Of course, they should be used to examine species pairs that are both of intermediate incidence. Third, even when using these two methods, researchers should be cautious when tests reveal a relatively small number of significantly associated pairs of species. While type I error rates for tests are relatively low, they are high enough that when tests reveal only a small number of significant associations, confidence that an identified pair is not a false positive is lower. Finally, while these tests can be used effectively to identify pairs of significantly associated species, when they are of intermediate incidence, they should not be used to compare the number of significantly associated species pairs across different communities or treatments. Differences between these may be more reflective of differences in the number of species that are intermediately incident in each community or treatment, or more generally in the incidence distributions in each, which we have shown influence error rates.
Finally, we re-iterate Gotelli and Ulrich's (2010 p. 14) comment that "perhaps it is asking too much of a statistical analysis to reveal biologically meaningful pairwise associations with no other information than a binary presence-absence matrix." It is clear from our analyses that binary presence-absence matrices are sufficient for detecting non-random associations between pairs of intermediately incident species. However, given that rare species are the most common class of species in communities with lognormal incidence distributions, it is important that researchers are able to detect non-random patterns of association for rare species (at least when one species is uncommon). Additional information, beyond simple binary presence-absence data, will be needed to test for biologically meaningful associations between, for example, a rare and a common species. Additional data would also be required to determine whether two common species are significantly positively associated. New methods, or new combinations of existing methods are required to facilitate the detection of such associations, which may be biologically important in natural communities. Appendix S1 Table S1 . Summary of the different pairwise methods tested. Name and source Notes Probabilistic methods Araújo_2011 Probability based on the frequency of incidence in the community. Dependent on the number of species present as well as the number of sites. The probability of finding species a at any given site is = where Na is the number sites that a occurs in and
A is the size of the community matrix, = × where N is the total number of sites and M is the number of species. The probability of species a and b being found at the same site is then & = Veech_2013 (Veech 2013) Probability based on the frequency of incidence among sites independent of the number of species in the community. The probability of two species occurring exactly j times based on the binomial distribution is: = ( , ) × ( − , 2 − ) × ( − 2 , 1 − ) ( , 2 ) × ( , 1 ) N is the total number of sites, N1 is the number of sites that species 1 occurs in, N2 is the number of sites that species 2 occurs in and j is the number of sites that species 1 and 2 co-occur in.
Null model
BayesCL: Bayes CL criterion The details of each of these methods are extensive, beyond the scope of this paper and are better explained in the cited papers. All three methods were tested using the SIM2 and SIM9 null model algorithms (see for details of each algorithm). The SIM2 algorithm shuffles species incidences among samples while keeping the total number of incidences constant. All sites are equiprobable and the probability of incidence in any sample is 1/C, where C is the number of samples (matrix columns). The SIM9 algorithm shuffles species among samples while keeping both the row and column sums constant. The probability of species incidence at any site cannot be calculated.
BayesM: Bayes mean-based criterion Sfenth_2004 ) Figure S1 . Method of maximizing species association patterns. For a given species pair maximization consisted of shifting or sorting the species incidences in either the same direction or in opposite direction. For maximal negative association patterns, each species was shifted in the opposite direction (as represented by the arrows). For maximal positive associations each species was shifted in the same direction. 
