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Abstract
In this paper, the global existence and the large time behavior of smooth solutions to the initial
boundary value problem for the multi-dimensional energy transport model are studied. It is also
proved that the solutions of the problem converge to an isothermal drift–diffusion model as energy
relaxation time τ goes to 0 by compactness argument with the help of energy estimates and entropy
inequality.
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In recent years, a class of strongly coupled parabolic systems with cross diffusion terms
were derived from applied science. In real applications, due to more information included,
such class of cross diffusion models describe the phenomena more clearly than the classical
weakly coupled diffusion systems. But very few theoretical results have been obtained up
to now. It is well known that if the system is not weakly coupled, no general theory like the
results in [15] can be used directly. In fact, the structure is completely different from the
weakly coupled case so that the usual method including the maximum principle and the
regularity theory for parabolic equations cannot be used.
In the present paper, we will study a system, i.e. energy transport model, derived from
semiconductor simulations. For more details of the energy transport model, we refer to
[1,2,8,13,14,17]. The energy transport model is a degenerate quasi-linear cross diffusion
parabolic system with principal part in divergence form. The common form of the energy
transport model is governed by the system
∂
∂t
ρ(µ,T ) + divJ1 = 0,
∂
∂t
U(µ,T ) + divJ2 = ∇V · J1 + W(µ,T ) in Ω,
λ2∆V = ρ − C(x), (1.1)
with
J1 = −L11
(
∇
(
µ
T
)
− ∇V
T
)
− L12∇
(
− 1
T
)
,
J2 = −L21
(
∇
(
µ
T
)
− ∇V
T
)
− L22∇
(
− 1
T
)
, (1.2)
where the parameters µ and T are chemical potential of the electrons and the electron
temperature respectively, V is the electrostatic potential, ρ(µ,T ) is the electron density,
U(µ,T ) is the density of the internal energy, W(µ,T ) is the energy relaxation term sat-
isfying W(µ,T )(T − T0)  0, where the positive constant T0 is the lattice temperature,
J1 is the carrier flux density, J2 is the energy flux density, or heat flux, L is the diffusion
matrix, λ is the scaled Debye length, and C(x) is the doping profile which represents the
background of the device. The expressions for ρ, U , L and W are constitutive relations.
Various forms, corresponding to different models, are found in the literature.
In a parabolic band structure, the relations for ρ(µ,T ) and U(µ,T ) derived from the
Boltzmann statistics are
ρ(µ,T ) = T 32 exp
{
µ
T
}
, U(µ,T ) = 3
2
ρT . (1.3)
Several authors have recently studied stationary energy transport models [4,6,10] and
have obtained useful results. For the transient case, the first results on the existence of a
weak solution and its large time behavior for a more general parabolic system were ob-
tained by P. Degond et al. [7]. They employed semidiscretization in time and entropy func-
tion under the physically motivated Dirichlet–Neumann boundary conditions and initial
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when the coefficient matrix L depends merely on x. However, in both [7] and [12] it is re-
quired that L is uniformly positive definite. However the situation in which the coefficient
matrix is only positive definite may arise in physics.
One of the most commonly used model in real applications which discussed in [3,13],
with coefficient matrix L and W as
L = µ0ρ
(
1 32T
3
2T
15
4 T
2
)
, (1.4)
W(µ,T ) = 3
2
ρ
T0 − T
τ
, (1.5)
is the system for which the diffusion matrix is only positive definite without the uniformity,
where µ0 is the mobility constant, τ is the energy relaxation time.
L. Chen et al. [5] have studied the existence and uniqueness of W 2,12 (Qτ ) solution for
this energy transport model. For the system (1.1)–(1.5) in 1D case, the global existence and
large time behavior of the solutions were obtained by Y. Li and L. Chen in [16].
The macroscopic models derived from semiconductor simulations contain three classes:
hydrodynamic models, energy transport models and drift–diffusion models [14]. Each of
them has its own advantage. For instance, drift–diffusion models are easy to be analyzed
mathematically, but are not able to describe the temperature effects which are important in
applications. The hydrodynamic models have the property of hyperbolic systems, which
include more information (conservation law of mass, balance laws of momentum and
energy), but are hard to be analyzed. The energy transport models, which combine the con-
servation of mass and balance of energy, represent a reasonable compromise. Theoretically
drift–diffusion models and energy transport models can both be derived from hydrody-
namic models by different scale of relaxation limits [9]. A natural question is whether there
are some relations between the energy transport models and the drift–diffusion models.
The first part of this paper is to establish the global existence and asymptotic behavior of
the solutions for (1.1)–(1.5) in multi-dimension when the initial data is around an isother-
mal stationary solution. In the second part we first give an a priori estimates for any smooth
solution, without any restriction on the initial data, by entropy inequality. This result will
be used in our second result: To prove that the solutions obtained in the first part converge
to a solution of the isothermal drift–diffusion model as τ goes to 0. As far as we know, this
is the first result on discussing of the relation between the energy transport model and the
drift–diffusion model by energy relaxation time limit.
Without loss of generality, we suppose that λ = µ0 = 1, and set E = ρT . Then the
model (1.1)–(1.5) can be rewritten as the following form in which the unknowns are ρ, E
and E = ∇V :

ρt + div(j1) = 0,
Et + div(j2) = 23E · j1 − E−T0ρτ ,
j1 = ρ2E E − ∇ρ,
j2 = ρE − ∇E,
divE = ρ − C(x),
(1.6)
with the initial data
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where Qt = Ω × (0, t), Ω ∈ R3, is a bounded uniformly cone domain which satisfies the
requirement in Sobolev embedding theorem.
The Neumann boundary conditions which we will consider are
∇ρ · γ |∂Ω = ∇E · γ |∂Ω = E · γ |∂Ω = 0, (1.8)
where γ is the unit outer normal vector to ∂Ω .
The energy relaxation time τ is a positive constant for which we assume that
0 < τ  τ0.
We consider a typical stationary solution (N , T0N , E¯ = ∇V) for (1.6)–(1.8). The cor-
responding stationary problem is{∇N − N
T0
∇V = 0, x ∈ Ω,
∆V =N − C(x), x ∈ Ω, (1.9)
with boundary condition
∇V · γ |∂Ω = 0. (1.10)
For the global existence and asymptotic behavior, we obtain
Theorem 1.1. Suppose 0 < C  C(x) C¯, ρ(x,0) ∈ H 2(Ω), E(x,0) ∈ H 2(Ω). For any
fixed τ > 0, if there exists a suitably small constant δ1 > 0 such that∥∥ρ(·,0) −N (·)∥∥
H 2 +
∥∥E(·,0) − T0N (·)∥∥H 2 + (C¯ − C ) δ1,
then the problem (1.6)–(1.8) has a unique solution (ρ,E,E) in Ω × [0,∞) satisfying∥∥ρ(·, t) −N (·)∥∥
H 2 +
∥∥E(·, t) − T0N (·)∥∥H 2 + ∥∥E(·, t) − E¯(·)∥∥H 3
 c0
(∥∥ρ(·,0) −N (·)∥∥
H 2 +
∥∥E(·,0) − T0N (·)∥∥H 2) exp (−a1t),
for some positive constants c0 and a1 depending on τ .
For the energy relaxation time limit problem as τ → 0, we have the following theorem
for one space dimensional case.
Theorem 1.2. Under the assumptions of Theorem 1.1, if (ρτ ,Eτ ,Eτ ) is the sequence of
solutions of (3.18)–(3.20), then there exists (ρ,E,E) with E = T0ρ, such that, as τ → 0,
ρτ → ρ strongly in L2(0, t;C1,α(Ω)),
Eτ → E strongly in L2(0, t;Cα(Ω)),
Eτ 2 → E2 strongly in L2(0, t;Lp(Ω)),
Eτ → E strongly in (L2(0, t;C2,α(Ω))∩ C(0, T ;C1,α(Ω)))3,
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drift–diffusion equation:{
∂tρ + div( ρT0 E − ∇ρ) = 0,
divE = ρ − C(x),
in the sense of distributions.
2. Global existence and large time behavior
2.1. Isothermal stationary solution
In this section, we shall get some estimates to the isothermal stationary solution. We
consider the corresponding stationary problem (1.9)–(1.10) to obtain the following theo-
rem.
Theorem 2.1. Assume that 0 < C  C(x) C¯ and C ∈ L∞(Ω), then the problem (1.9)–
(1.10) has a solution (N ,V), for which the following estimates hold:
0 < C N (x) C¯, x ∈ Ω, (2.1)
c V(x) c¯, x ∈ Ω, (2.2)∣∣∆V(x)∣∣, ∣∣∇V(x)∣∣, ∣∣∇N (x)∣∣,∥∥∆N (x)∥∥
L2  c1δ0, x ∈ Ω, (2.3)
where δ0 = (C¯ − C ), c1 is a positive constant and c, c¯ are constants.
Proof. We will only prove the inequality (2.3). The discussion on the existence for the
stationary solution and the inequalities (2.1) and (2.2) can be found in [4].
Multiplying (1.9)2 by (V − V¯) with V¯ = 1|Ω|
∫
Ω
V(x) dx, and integrating the result
over Ω , we have, with the help of integration by parts whenever it is necessary,∫
Ω
|∇V|2 dx 
∫
Ω
(N − C)(V − V¯) dx  

∫
Ω
|V − V¯|2 dx + 1
4

∫
Ω
|N − C|2 dx
 1
2
∫
Ω
|∇V|2 dx + c2δ20,
where 
 = 12 and the Hölder inequality and the Poincaré inequality have been used. Then
we have∫
Ω
|∇V|2 dx  2c2δ20 . (2.4)
From (1.9)2 and (2.1), we can directly obtain, for all x ∈ Ω , that∣∣∆V(x)∣∣ c3δ0. (2.5)
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for all x ∈ Ω . From the above inequality and (1.9)1, it implies for all x ∈ Ω ,∣∣∇N (x)∣∣ c6δ0.
Taking the divergence of (1.9)1 with respect to x, and integrating it over Ω , with the
help of (1.9)2, (2.1) and the above inequalities, we can show that∫
Ω
|∆N |2 dx =
∫
Ω
N 2
T 40
(|∇V|2 + T0∆V)2 dx
 c7
∫
Ω
(|∆V|2 + |∇V|2)dx  c8δ20, (2.6)
where ci , i = 1, . . . ,8, are generic positive constants which depend on the domain Ω . 
2.2. The local existence of solution
For any fixed τ , we will prove the local existence of the solution by Banach fixed point
theorem in this section. For simplicity, we only give a sketch on this standard argument.
Theorem 2.2. Assume that C(x) ∈ L∞(Ω), (ρ0(x),E0(x)) ∈ H 2(Ω) with (ρ0(x),E0(x))
2D > 0, D is a positive constant. Then for any fixed τ > 0, there exists a T1 > 0, such that
(1.6)–(1.8) has a unique smooth solution (ρ(x, t),E(x, t)) satisfying(
ρ(x, t),E(x, t)) ∈ L∞([0, T1);H 2(Ω)),(
ρt (x, t),Et (x, t)
) ∈ L∞([0, T1);L2(Ω)).
Set M0 ≡ ‖ρ0‖2H 2 + ‖E0‖2H 2 . We consider the following space:
D :=
{
(ρ,E) | sup
0tT1
(‖ρ‖2
H 2 + ‖E‖2H 2 + ‖ρt‖2L2 + ‖Et‖2L2
)
M,
M > M0, ρ,E D
}
, (2.7)
where M and D are positive constants. We use the metric
∣∣∣∣∣∣(ρ,E)∣∣∣∣∣∣= sup
0tT1
(‖ρ‖2
L2 + ‖E‖2L2
)+
T1∫
0
(∥∥ρ(·, t)∥∥2
H 1 +
∥∥E(·, t)∥∥2
H 1
)
dt. (2.8)
Define a mapping F : (ρ,E) ∈D→ (u, v) in the following way. First, for any fixed ρ,
we solve the problem{
∆V = ρ − C(x), x ∈ Ω,
∇V · γ | = 0, (2.9)∂Ω
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ut − ∆u + 2ρE E · ∇u −
ρ2
E2 E · ∇v +
ρu
E divE = 0, (2.10)
vt − ∆v + v
τ
+ 5
3
E · ∇u +
(
divE − 2ρ
3EE · E −
T0
τ
)
u = 0, (2.11)
∇u · γ |∂Ω = ∇v · γ |∂Ω = 0, (2.12)
u(x,0) = ρI (x), v(x,0) = EI (x), (2.13)
where (x, t) ∈ (Ω × [0, T )). The solvability can be found in [15].
Thus, we have the following lemmas.
Lemma 2.3. Assume that C(x) ∈ L∞(Ω), (ρI (x),EI (x)) ∈ H 2(Ω) with (ρI (x),EI (x))
2D , D > 0 is a constant. Then there exists a T1 > 0 such that F maps D into itself.
Remark 2.4. For any given (ρ,E) ∈ D, from the theory of linear parabolic system, we
only need to prove that (u, v) ∈D. By Sobolev embedding theorem, L∞(0, T1;L2(Ω)) ∩
L2(0, T1;H 1(Ω)) ↪→ L10/3(0, T1;L10/3(Ω)). Thus we get (ρ,E) ∈ W 2,13 (QT1). From the
result W 2,13 (QT1) ↪→ Cα(QT1) with 0 < α < 12 (see [11]), we have (ρ,E) ∈ Cα(QT1).
Then Lemma 2.3 can be established by using energy estimates.
Lemma 2.5. Assume that C(x) ∈ L∞(Ω), (ρI (x),EI (x)) ∈ H 2(Ω) with (ρI (x),EI (x))
2D > 0. Then there exists a T1 > 0, such that |||(δu, δv)||| 12 |||(δρ, δE)|||. Namely the mapF :D→D is a contraction with metric (2.8).
The proof of Theorem 2.2. By the Banach fixed point theorem and with the help of Lem-
mas 2.3 and 2.5, we can show that there exists a small T1 > 0, such that there exists exactly
one fixed point (ρ,E) with (ρ,E) = F(ρ,E) in the corresponding space D, and the fixed
point is the unique solution of (2.10)–(2.13). 
2.3. Asymptotic behavior of smooth solution
Let (ρ, E , E) be a solution to (1.6)–(1.8), and set ψ = V −V , ϕ = ρ−N , f = E−T0N ,
where (N ,V) is a solution to (1.9)–(1.10). To prove Theorem 1.1, we first establish the
following a priori estimate.
Lemma 2.6. For any fixed τ > 0, if there exists sufficiently small constant δ0, such that for
any T > 0,
sup
0tT
(∥∥ϕ(·, t)∥∥
H 2 +
∥∥f (·, t)∥∥
H 2
)+ (C¯ − C ) δ0, (2.14)
then it holds∥∥ϕ(·, t)∥∥2
H 2 +
∥∥f (·, t)∥∥2
H 2  c
(∥∥ϕ(·,0)∥∥2
H 2 +
∥∥f (·,0)∥∥
H 2
)
exp(−a1t), (2.15)
for any t ∈ [0, T ], where a1 and c are dependent on τ .
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∇ψ · γ |∂Ω = ∇ϕ · γ |∂Ω = ∇f · γ |∂Ω = 0. (2.16)
By using (1.6) and (1.9), we have the following equations for ϕ and f :
ϕt − ∆ϕ + N
2
f + T0N ϕ +
(2f + T0N )N
(f + T0N )2 ∇N · ∇ψ −
N 2
(f + T0N )2 ∇ψ · ∇f
+ div
(
(ϕ + 2N )(∇ψ + ∇V)
f + T0N ϕ −
N∇V
T0(f + T0N )f
)
= 0. (2.17)
ft − ∆f + f
τ
+ 5
3
(∇ψ + ∇V) · ∇ϕ +
(
ϕ + ∆V +N − T0
τ
)
ϕ + ∇N · ∇ψ
− 2
3
(∇ψ + ∇V)
(
(ϕ +N )2
f + T0N ∇ψ +
(ϕ + 2N )∇V
f + T0N ϕ −
N∇V
T0(f + T0N )f
)
= 0.
(2.18)
From (1.6)3, we obtain that ∆ψ = ϕ. Multiplying it by (ψ − ψ¯), where ψ¯ is the mean
value of ψ in Ω , and using the integration by parts with the help of (2.16) and Poincaré
inequality, we deduce∫
Ω
|∇ψ |2 dx O(1)
∫
Ω
ϕ2 dx. (2.19)
Then taking gradient to the equation ∆ψ = ϕ, and noting (2.14), we have the following
estimates:∫
Ω
|Diψ |2 dx O(1)δ0, i = 1,2,3, ∀t ∈ [0, T ].
The above estimates and (2.14) give, with the help of Sobolev embedding theorem, that
sup
0tT
(|∇ψ |, |ϕ|, |f |)O(1)δ0. (2.20)
Multiplying (2.17) by ϕ, integrating the result over Ω , and making the integration by
parts with the help of (2.16) and (1.10) whenever necessary, we have
1
2
d
dt
∫
Ω
ϕ2 dx +
∫
Ω
(
|∇ϕ|2 + N
2
f + T0N ϕ
2
)
dx
= −
∫
Ω
(2f + T0N )N
(f + T0N )2 ϕ∇N · ∇ψ dx
+
∫
Ω
{
(ϕ + 2N )
f + T0N ϕ∇V · ∇ϕ −
N
T0(f + T0N )f∇V · ∇ϕ
}
dx
+
∫
Ω
N 2
(f + T0N )2 ϕ∇ψ · ∇f dx +
∫
Ω
(ϕ + 2N )
f + T0N ϕ∇ψ · ∇ϕ dx
= I1 + I2 + I3.
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∫
Ω
(|∇ϕ|2+
ϕ2 +f 2) dx by using the Gagliardo–Nirenberg inequality, Hölder inequality and the small-
ness of δ0. Using (2.16) and integration by parts, we estimate the first term of I3 as follows:∫
Ω
N 2
(f + T0N )2 ϕ∇ψ · ∇f dx
= −
∫
Ω
N 2
(f + T0N )2 f∇ψ · ∇ϕ dx −
∫
Ω
N 2
(f + T0N )2 f ϕ∆ψ dx
−
∫
Ω
2N
(f + T0N )2 f ϕ∇ψ · ∇N dx
+
∫
Ω
2N 2
(f + T0N )3 f ϕ∇ψ · (∇f + T0∇N ) dx,
which with the choosing 2δ0  T0C, implies∫
Ω
N 2
(f + T0N )2 ϕ∇ψ · ∇f dx O(δ0)
∫
Ω
(|∇ϕ|2 + ϕ2 + f 2)dx.
Then we are able to show that
1
2
d
dt
∫
Ω
ϕ2 dx +
∫
Ω
(|∇ϕ|2 + c1ϕ2)dx O(δ0)
∫
Ω
(|∇ϕ|2 + f 2 + ϕ2)dx, (2.21)
where c1 = C
2
2T0C¯
> 0.
Multiplying (2.18) by τf and integrating it over Ω , we obtain
1
2
d
dt
∫
Ω
τf 2 dx +
∫
Ω
(
τ |∇f |2 + f 2)dx
= −τ
∫
Ω
{
5
3
(∇ψ + ∇V) · ∇ϕf + (ϕ + ∆V)ϕf + ∇N · ∇ψf
}
dx
−
∫
Ω
(τN − T0)ϕf dx
+ τ
∫
Ω
2
3
(∇ψ + ∇V) ·
(
(ϕ +N )2
f + T0N ∇ψf +
(ϕ + 2N )∇V
f + T0N ϕf
− N∇V
T0(f + T0N )f
2
)
dx
= I4 + I5 + I6,
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∫
Ω
(|∇ϕ|2 + ϕ2 + f 2) dx, due to the smallness
of (2.3) and (2.20). By using Hölder inequality, we get
I5 = −
∫
Ω
(τN − T0)ϕf dx  14
∫
Ω
f 2 dx + c2(1 + τ 2)
∫
Ω
ϕ2 dx,
where c2 = (C¯ + T0)2 > 0. Then we have
1
2
d
dt
∫
Ω
τf 2 dx +
∫
Ω
(
τ |∇f |2 + 3
4
f 2
)
dx
O(δ0)τ
∫
Ω
(|∇ϕ|2 + ϕ2 + f 2)dx + c2(1 + τ 2)
∫
Ω
ϕ2 dx. (2.22)
Multiplying (2.21) by (1 + c2
c1
(1 + τ)) and adding it to (2.22), we conclude by choosing
δ0 suitable small, that
d
dt
∫
Ω
[
(1 + τ)ϕ2 + τf 2]dx + ∫
Ω
[
(1 + τ)|∇ϕ|2 + τ |∇f |2]dx + a1
∫
Ω
(ϕ2 + f 2) dx
 0, (2.23)
where a1 = min( 32 ,2c1) > 0.
Taking the gradient of (2.17) with respect to x, multiplying it by ∇ϕ, and then inte-
grating the result over Ω and making the integration by parts with the help of (2.16), we
obtain
1
2
d
dt
∫
Ω
|∇ϕ|2 dx +
∫
Ω
(
|∆ϕ|2 + N
2
f + T0N |∇ϕ|
2
)
dx
= −
∫
Ω
∇ϕ · ∇
( N 2
f + T0N
)
ϕ dx
+
∫
Ω
{
(2f + T0N )N
(f + T0N )2 ∇N · ∇ψ −
N 2
(f + T0N )2 ∇ψ · ∇f
}
∆ϕ dx
+
∫
Ω
div
{
(∇ψ + ∇V)(ϕ + 2N )
f + T0N ϕ −
N∇V
T0(f + T0N )f
}
∆ϕ dx
= I7 + I8 + I9.
By the smallness of (2.3), (2.20) and using (2.19), I8 can be bounded by O(δ0)
∫
Ω
(|∇ϕ|2 +
|∇f |2 + ϕ2) dx, and I7 and I9 can be estimated as follows:
I7 = −
∫
Ω
{
2Nϕ
f + T0N ∇N · ∇ϕ −
N 2ϕ
(f + T0N )2 (∇ϕ · ∇f + T0∇ϕ · ∇N )
}
dx
O(δ0)
∫ (|∇ϕ|2 + |∇f |2 + ϕ2 + f 2)dx,
Ω
606 L. Chen et al. / J. Math. Anal. Appl. 312 (2005) 596–619I9 =
∫
Ω
{
2(ϕ +N )
f + T0N (∇ψ + ∇V) · ∇ϕ
+ 2∇N · (∇ψ + ∇V) + (ϕ + ∆V)(ϕ + 2N )
f + T0N ϕ
− N
T0(f + T0N )∇V · ∇f −
(∇ψ + ∇V)(ϕ + 2N )
(f + T0N )2 (T0∇N + ∇f )ϕ
+ N∇V
T0(f + T0N )2 (T0∇N + ∇f )f −
N∆V + ∇V · ∇N
T0(f + T0N ) f
}
∆ϕ dx
=
∫
Ω
{
2(ϕ +N )
f + T0N ∇ψ · ∇ϕ +
(ϕ + ∆V)(ϕ + 2N )
f + T0N ϕ −
N∆V
T0(f + T0N )f
}
∆ϕ dx
+
∫
Ω
{
2(ϕ +N )
f + T0N ∇V · ∇ϕ −
N
T0(f + T0N )∇V · ∇f
}
∆ϕ dx
+
∫
Ω
{
2∇N · (∇ψ + ∇V)
f + T0N ϕ −
(∇ψ + ∇V)(ϕ + 2N )
(f + T0N )2 (T0∇N + ∇f )ϕ
}
∆ϕ dx
+
∫
Ω
{ N∇V
T0(f + T0N )2 (T0∇N + ∇f )f −
∇V · ∇N
T0(f + T0N )f
}
∆ϕ dx
O(δ0)
∫
Ω
(|∆ϕ|2 + |∇ϕ|2 + |∇f |2 + ϕ2 + f 2)dx.
Thus we have the following estimate for ∇ϕ:
1
2
d
dt
∫
Ω
|∇ϕ|2 dx +
∫
Ω
(|∆ϕ|2 + c1|∇ϕ|2)dx
O(δ0)
∫
Ω
(|∆ϕ|2 + |∇ϕ|2 + |∇f |2 + ϕ2 + f 2)dx. (2.24)
Taking the gradient of (2.18), multiplying it by τ∇f , integrating the result over Ω , and
using the integration by parts and the smallness of |f |, |ϕ|, |∇ψ | and (2.3), similar to the
estimates of before, one gets
1
2
d
dt
∫
Ω
τ |∇f |2 dx +
∫
Ω
(
τ |∆f |2 + |∇f |2)dx
= −τ
∫
Ω
2
3
(∇ψ + ∇V) ·
{
(ϕ +N )2
f + T0N ∇ψ +
(ϕ + 2N )∇V
f + T0N ϕ
− N∇V f
}
∆f dxT0(f + T0N )
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∫
Ω
{
5
3
(∇ψ + ∇V) · ∇ϕ + (ϕ + ∆V)ϕ + ∇N · ∇ψ
}
∆f dx
+
∫
Ω
(τN − T0)ϕ∆f dx
= −τ
∫
Ω
{
2
3
(ϕ +N )2
f + T0N ∇ψ · ∇ψ +
5
3
∇ψ · ∇ϕ + (ϕ + ∆V)ϕ
}
∆f dx
− τ
∫
Ω
2
3
(∇ψ + ∇V) ·
{
(ϕ + 2N )∇V
f + T0N ϕ −
N∇V
T0(f + T0N )f
}
∆f dx
− τ
∫
Ω
{
2
3
(ϕ +N )2
f + T0N ∇V · ∇ψ − ∇N · ∇ψ
}
∆f dx
+
∫
Ω
(τN − T0)ϕ∆f dx (2.25)
O(δ0)τ
∫
Ω
(|∆f |2 + |∇f |2 + |∇ϕ|2 + f 2 + ϕ2)dx
+ 1
4
∫
Ω
|∇f |2 dx + c2(1 + τ 2)
∫
Ω
|∇ϕ|2 dx, (2.26)
where the last integral on the left-hand side of (2.25) can be controlled by∫
Ω
(τN − T0)ϕ∆f dx = −τ
∫
Ω
∇N · ∇f ϕ dx −
∫
Ω
(τN − T0)∇ϕ · ∇f dx
O(δ0)τ
∫
Ω
(|∇f |2 + ϕ2)dx + 1
4
∫
Ω
|∇f |2 dx + c2(1 + τ 2)
∫
Ω
|∇ϕ|2 dx.
Multiplying (2.24) by (1+ c2
c1
(1+τ)), adding it to (2.26), and choosing δ0 small enough
and combining with (2.23), we obtain the following estimate:
d
dt
∫
Ω
[
(1 + τ)(|∇ϕ|2 + ϕ2)+ τ(|∇f |2 + f 2)]dx
+
∫
Ω
[
(1 + τ)(|∆ϕ|2 + |∇ϕ|2)+ τ(|∆f |2 + |∇f |2)]dx
+ a1
∫
Ω
(|∇ϕ|2 + ϕ2 + |∇f |2 + f 2)dx  0. (2.27)
Now we turn to estimate the higher order derivatives.
From (1.6)3, we have ∆ψt = ϕt . Then by (2.16), we get ∇ψt · γ |∂Ω = 0, and similar to
the former discussion, we obtain that
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Ω
|∇ψt |2 dx 
1∫
0
ϕ2t dx. (2.28)
Differentiating (2.17) with respect to t , we get
ϕtt − ∆ϕt + N
2
f + T0N ϕt −
N 2ϕ
(f + T0N )2 ft +
(2f + T0N )N
(f + T0N )2 ∇N · ∇ψt
− N
2
(f + T0N )2 (∇ψ · ∇ft + ∇f · ∇ψt) −
2Nf∇N · ∇ψ
(f + T0N )3 ft
+ 2N
2
(f + T0N )3 ∇ψ · ∇fft
+ div
{
(∇ψ + ∇V)(ϕ + 2N )
f + T0N ϕ −
N∇V
T0(f + T0N )f
}
t
= 0. (2.29)
Multiplying (2.29) by ϕt , integrating it over Ω , and using the fact ∇ϕt ·γ |∂Ω = 0, it follows
that
1
2
d
dt
∫
Ω
ϕ2t dx +
∫
Ω
(
|∇ϕt |2 + N
2
f + T0N ϕ
2
t
)
dx = I10 + I11 + I12. (2.30)
By the smallness of |f |, |ϕ|, |∇ψ |, and (2.3), with the help of (2.28), we obtain the fol-
lowing estimates:
I10 =
∫
Ω
{ N 2ϕ
(f + T0N )2 ft −
(2f + T0N )N
(f + T0N )2 ∇N · ∇ψt
− 2N∇N · ∇ψ
(f + T0N )3 fft +
N 2
(f + T0N )2 ∇ψ · ∇ft
}
ϕt dx
O(δ0)
∫
Ω
(|∇ϕt |2 + ϕ2t + f 2t )dx,
I11 =
∫
Ω
{ N 2
(f + T0N )2 ∇f · ∇ψt +
2N 2
(f + T0N )3 ∇ψ · ∇fft
}
ϕt dx
O(δ0)
∫
Ω
(|∇ϕt |2 + |∇ft |2 + f 2t + ϕ2t )dx,
where the last term of I10 is treated similarly to I3, and we only need to deal with the two
terms in I11, by using the Gagliardo–Nirenberg inequality and (2.14), as follows:∫
Ω
N 2
(f + T0N )2 ∇f · ∇ψtϕt dx O(1)‖∇f ‖L2‖∇ψt‖L4‖ϕt‖L4
O(δ0)
∫ (|∇ϕt |2 + ϕ2t )dx,
Ω
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Ω
2N 2
(f + T0N )3 ∇ψ · ∇fftϕt dx O(δ0)‖ft‖L2‖∇f ‖L4‖ϕt‖L4
O(δ0)
∫
Ω
(|∇ϕt |2 + ϕ2t + f 2t )dx.
The part I12 in (2.30) is estimated by
I12 =
∫
Ω
{
(∇ψ + ∇V)(ϕ + 2N )
f + T0N ϕ −
N∇V
T0(f + T0N )f
}
t
∇ϕt dx
=
∫
Ω
{
2(∇ψ + ∇V)(ϕ +N )
f + T0N ϕt +
(ϕ + 2N )ϕ
f + T0N ∇ψt
− N
2∇V
(f + T0N )2 ft −
(∇ψ + ∇V)(ϕ + 2N )
(f + T0N )2 ϕft
}
· ∇ϕt dx
O(δ0)
∫
Ω
(|∇ϕt |2 + ϕ2t + f 2t )dx.
Thus we can get the following estimate for ϕt :
1
2
d
dt
∫
Ω
ϕ2t dx +
∫
Ω
(|∇ϕt |2 + c1ϕ2t )dx O(δ0)
∫
Ω
(|∇ϕt |2 + ϕ2t + f 2t )dx. (2.31)
Differentiating (2.18) with respect to t , we obtain
ftt − ∆ft + ft
τ
+ 5
3
(∇ψ + ∇V) · ∇ϕt + (2ϕ + ∆V)ϕt +
(
5
3
∇ϕ + ∇N
)
· ∇ψt
+
(
N − T0
τ
)
ϕt − 23 (∇ψ + ∇V) ·
{
(ϕ +N )2
f + T0N ∇ψt +
2(ϕ +N )(∇ψ + ∇V)
f + T0N ϕt
− N
2∇V
(f + T0N )2 ft −
(ϕ +N )2
(f + T0N )2 ∇ψft −
(ϕ + 2N )∇V
(f + T0N )2 ϕft
}
− 2
3
{
(ϕ +N )2
f + T0N ∇ψ +
(ϕ + 2N )∇N
f + T0N ϕ −
N∇V
T0(f + T0N )f
}
· ∇ψt = 0. (2.32)
Multiplying (2.32) by τft , integrating it over Ω , and noting ∇ft · γ |∂Ω = 0 and (2.28), it
can be shown that
1
2
d
dt
∫
Ω
τf 2t dx +
∫
Ω
(
τ |∇ft |2 + f 2t
)
dx = I13 + I14 + I15 + I16 + I17,
where
I13 = τ
∫
Ω
{
5
3
∇ψ · ∇ϕt + (2ϕ + ∆V)ϕt + 53∇ϕ · ∇ψt
− 2 (ϕ +N )
2
∇ψ · ∇ψt
}
ft dx3 f + T0N
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∫
Ω
2
3
∇ψ ·
{
(ϕ +N )2
f + T0N ∇ψt +
2(ϕ +N )
f + T0N ∇ψϕt
− (ϕ +N )
2
(f + T0N )2 ∇ψft
}
ft dx,
I14 = τ
∫
Ω
{
5
3
∇V · ∇ϕt + ∇N · ∇ψt
}
ft dx
− τ
∫
Ω
2
3
{
(ϕ + 2N )∇N
f + T0N ϕ −
N∇V
T0(f + T0N )f
}
· ∇ψtft dx,
I15 = −τ
∫
Ω
2
3
∇V ·
{
(ϕ +N )2
f + T0N ∇ψt +
2(ϕ +N )(∇ψ + ∇V)
f + T0N ϕt
− N
2∇V
(f + T0N )2 ft −
(ϕ +N )2
(f + T0N )2 ∇ψft −
(ϕ + 2N )∇V
(f + T0N )2 ϕft
}
ft dx,
I16 = −τ
∫
Ω
2
3
∇ψ · ∇V
{
2(ϕ +N )
f + T0N ϕt −
N 2
(f + T0N )2 ft −
(ϕ + 2N )
(f + T0N )2 ϕft
}
ft dx,
I17 = −
∫
Ω
(τN − T0)ϕtft dx.
By the smallness of (2.3), (2.20), due to the Gagliardo–Nirenberg inequality and Hölder
inequality, Ii , i = 13, . . . ,17, can be governed by
I13 O(δ0)τ
∫
Ω
(|∇ϕt |2 + ϕ2t + f 2t )dx,
I14 O(δ0)τ
∫
Ω
(|∇ϕt |2 + ϕ2t + f 2t )dx,
I15 O(δ0)τ
∫
Ω
(|∇ϕt |2 + ϕ2t + f 2t )dx,
I16 O(δ0)τ
∫
Ω
(
ϕ2t + f 2t
)
dx,
I17 
1
4
∫
Ω
f 2t dx + c2(1 + τ 2)
∫
Ω
ϕ2t dx.
From the above inequalities, it gives
1
2
d
dt
∫
τf 2t dx +
∫ (
τ |∇ft |2 + 34f
2
t
)
dxΩ Ω
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∫
Ω
(|∇ϕt |2 + ϕ2t + f 2t )dx + c2(1 + τ 2)
∫
Ω
ϕ2t dx. (2.33)
Multiplying (2.31) by (1 + c2
c1
(1 + τ)), adding it to (2.33), and choosing δ0 suitable small,
we obtain
d
dt
∫
Ω
[
(1 + τ)ϕ2t + τf 2t
]
dx +
∫
Ω
[
(1 + τ)|∇ϕt |2 + τ |∇ft |2
]
dx
+ a1
∫
Ω
(
ϕ2t + f 2t
)
dx  0. (2.34)
Combining (2.27) with (2.34), we obtain the following estimate:
d
dt
∫
Ω
[
(1 + τ)(ϕ2t + |∇ϕ|2 + ϕ2)+ τ(f 2t + |∇f |2 + f 2)]dx
+
∫
Ω
[
(1 + τ)(|∇ϕt |2 + |∆ϕ|2 + |∇ϕ|2)+ τ(|∇ft |2 + |∆f |2 + |∇f |2)]dx
+ a1
∫
Ω
(
ϕ2t + f 2t + |∇ϕ|2 + |∇f |2 + ϕ2 + f 2
)
dx  0. (2.35)
Integrating (2.35) from 0 to t with respect to t , we get
(1 + τ)
∫
Ω
(
ϕ2t + |∇ϕ|2 + ϕ2
)
dx + (1 + τ)
t∫
0
∫
Ω
(|∇ϕt |2 + |∆ϕ|2 + |∇ϕ|2)dx ds
+ τ
∫
Ω
(
f 2t + |∇f |2 + f 2
)
dx + τ
t∫
0
∫
Ω
(|∇ft |2 + |∆f |2 + |∇f |2)dx ds
+ a1
t∫
0
∫
Ω
(
ϕ2t + f 2t + |∇ϕ|2 + |∇f |2 + ϕ2 + f 2
)
dx ds
 c0(1 + τ)
(∥∥ϕ(·,0)∥∥2
H 2 +
∥∥f (·,0)∥∥2
H 2
)
, (2.36)
where c0 is a positive constant independent of τ .
From Eqs. (2.17) and (2.18), we can get the estimate for ∆ϕ and ∆f ,∫
Ω
(|∆ϕ|2 + |∆f |2)dx O(1)∫
Ω
(
ϕ2t + |∇ϕ|2 + f 2t + |∇f |2
)
dx
+ O(1)
(
1 + 1
τ
)∫
Ω
(ϕ2 + f 2) dx.  (2.37)
Remark 2.7. By the standard argument, Theorem 1.1 can be proved with the help of The-
orem 2.2 and Lemma 2.6.
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3.1. A priori estimates for arbitrary large initial data
In this section, we will first get more a priori estimates on the system (1.6) for arbitrary
large initial data. We rewrite (1.6) in the following form, where the unknowns are ρ, T
and V :
ρt − div
(
∇ρ − ρ
T
∇V
)
= 0, (3.1)
(ρT )t − div
(∇(ρT ) − ρ∇V )= −2
3
∇V ·
(
∇ρ − ρ
T
∇V
)
− (T − T0)ρ
τ
, (3.2)
∆V = ρ − C(x). (3.3)
Theorem 3.1. If (ρ,T ) is a smooth positive solution to the problem (3.1)–(3.3), (1.7)–(1.8),
then we have the following a priori estimate:
η(t) +
t∫
0
∫
Ω
[
3ρ
2T 2
|∇T |2 +
(∇ρ√
ρ
−
√
ρ
T
∇V
)2 ]
dx dt  η(0), (3.4)
where
η(t) =
∫
Ω
[
ρ lnρ − 5
2
ρ + η0 + 32ρ
(
T
T0
− lnT
)
+ 1
T0
|∇V |2
]
dx, (3.5)
η0 = e 52 is a positive constant, and the following quantities are bounded by the initial
entropy η(0), |Ω| and T0 (uniformly in τ ),
‖ρ‖L∞(0,∞;L1(Ω)), ‖ρT ‖L∞(0,∞;L1(Ω)), ‖∇V ‖L∞(0,∞;L2(Ω)).
Remark 3.2. This entropy estimates also hold for mixed Dirichlet and Neumann boundary
problem.
Remark 3.3. To prove the relaxation time limit, we only need the bounds of
‖ρ‖L∞(0,∞;L1(Ω)), ‖ρT ‖L∞(0,∞;L1(Ω)) and ‖∇V ‖L∞(0,∞;L2(Ω)).
In fact, by entropy inequality and certain technical calculations, we can also get some
estimates for the currents J1 and J2, which would be helpful in getting the existence for
large data.
Proof. First we will show the entropy inequality (3.4). Multiplying (3.1) by ln ρ
T 3/2
− 1
T0
V
and making the integration by parts, we have
t∫ ∫ [
ρt
(
lnρ − 3
2
lnT − 1
T0
V
)]
dx dt0 Ω
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t∫
0
∫
Ω
(
∇ρ − ρ
T
∇V
)
· ∇
[
ln
ρ
T
3
2
− 1
T0
V
]
dx dt = 0. (3.6)
We denote the two integrals as I1 and I2. By ρt = ∆Vt , which can be obtained from (3.3),
we have
I1 =
t∫
0
∫
Ω
[
(ρ lnρ)t − ρt − 32 (ρ lnT )t +
3
2
ρ
T
Tt + 1
T0
(|∇V |2)
t
]
dx dt
= η1(t) +
t∫
0
∫
Ω
3
2
ρ
T
Tt dx dt − η1(0), (3.7)
where
η1(t) =
∫
Ω
[
ρ lnρ − ρ + η0 − 32ρ lnT +
1
T0
|∇V |2
]
dx.
The calculation on I2 shows
I2 =
t∫
0
∫
Ω
(
∇ρ − ρ
T
∇V
)
·
(∇ρ
ρ
− 3
2T
∇T − 1
T0
∇V
)
dx dt
=
t∫
0
∫
Ω
[ |∇ρ|2
ρ
− ∇ρ · ∇V
T
− 3∇ρ · ∇T
2T
+ 3ρ∇T · ∇V
2T 2
− ∇ρ · ∇V
T0
+ ρ|∇V |
2
T0T
]
dx dt. (3.8)
Multiplying (3.2) by (− 32T ) − (− 32T0 ), we have
t∫
0
∫
Ω
3
2
(ρT )t
[(
− 1
T
)
−
(
− 1
T0
)]
dx dt
+
t∫
0
∫
Ω
3
2
(∇(ρT ) − ρ∇V ) · ∇(− 1
T
)
dx dt
+
t∫
0
∫
Ω
[
∇V ·
(
∇ρ − ρ
T
∇V
)(
1
T0
− 1
T
)]
dx dt
− 3
2τ
t∫ ∫
ρ(T0 − T )
(
1
T0
− 1
T
)
dx dt = 0. (3.9)0 Ω
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as follows:
I3 =
t∫
0
∫
Ω
[
−3
2
ρt − 32
ρ
T
Tt + 32
1
T0
(ρT )t
]
dx dt
= η2(t) −
t∫
0
∫
Ω
3
2
ρ
T
Tt dx dt − η2(0), (3.10)
where
η2(t) =
∫
Ω
[
−3
2
ρ + 3
2T0
ρT
]
dx.
Since − 3ρ2τ (T0 − T )( 1T0 − 1T ) 0 for a nonnegative solution, we have
I4 + I5 
t∫
0
∫
Ω
[
3
2
∇T
T 2
(∇(ρT ) − ρ∇V )+ ∇V ·(∇ρ − ρ
T
∇V
)(
1
T0
− 1
T
)]
dx dt
=
t∫
0
∫
Ω
[
3ρ
2T 2
|∇T |2 + 3∇ρ · ∇T
2T
− 3ρ∇T · ∇V
2T 2
+ ρ
T 2
|∇V |2 − ∇ρ · ∇V
T
− ρ|∇V |
2
T0T
+ ∇V · ∇ρ
T0
]
dx dt. (3.11)
Combined (3.6) to (3.9) together, with the calculation in (3.7), (3.8), (3.10) and (3.11), we
have, for η(t) = η1(t) + η2(t), that
η(t) +
t∫
0
∫
Ω
[
3ρ
2T 2
|∇T |2 + |∇ρ|
2
ρ
− 2∇ρ · ∇V
T
+ ρ
T 2
|∇V |2
]
dx dt  η(0).
This gives the entropy inequality (3.4).
Let E(t) be the part of the entropy which does not contain the electric potential part, i.e.
E(t) = η(t) −
∫
Ω
1
T0
|∇V |2 dx,
then E(t)  η(0) for all t  0. We can use the fundamental inequality T
T0
− lnT  1 −
lnT0  0 for any T > 0, where, without loss of generality, we assume 0 < T0  1, and the
one ρ lnρ − 52ρ + η0  0 for any ρ > 0, to get some estimates on ρ from the entropy. This
gives that
ρ ∈ L∞(0,∞;L1(Ω)), ∇V ∈ L∞(0,∞;L2(Ω)). (3.12)
Then from the a priori estimates obtained above, we have
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Ω
3
2
ρ
(
T
T0
− lnT
)
dx  C. (3.13)
On the other hand, by T2T0 − lnT  1 − ln(2T0), it holds that∫
Ω
3
2
ρ
(
T
T0
− lnT
)
dx =
∫
Ω
3
2
ρ
(
T
2T0
+ T
2T0
− lnT
)
dx

∫
Ω
3ρT
4T0
dx +
∫
Ω
3
2
(
1 − ln(2T0)
)
ρ dx. (3.14)
Thus by (3.12)–(3.14), we have
ρT ∈ L∞(0,∞;L1(Ω)). (3.15)
In the following, we get further estimates from the boundedness of E(t) in another point
of view, i.e. the convex property of the entropy functional. Let u1 = ln ρT 3/2 , u2 = − 1T ,
E(t) =
∫
Ω
[
ρ ln
ρ
T
3
2
+ 3
2
ρT
(
− 1
T
+ 1
T0
)
− ρ + T
3
2
0
]
dx
=
∫
Ω
[
(−u2)− 32 eu1u1 + 32 (−u2)
− 52 eu1
(
u2 + 1
T0
)
−
(
(−u2)− 32 eu1 − T
3
2
0
)]
dx

∫
Ω
[
u1, u2 + 1
T0
][
(−u2)− 32 eu1 32 (−u2)−
5
2 eu1
3
2 (−u2)−
5
2 eu1 154 (−u2)−
7
2 eu1
][
u1
u2 + 1T0
]
dx
=
∫
Ω
[
u1, u2 + 1
T0
][
ρ 32ρT
3
2ρT
15
4 ρT
2
][
u1
u2 + 1T0
]
dx
=
∫
Ω
[
1
4
ρu21 +
3
4
ρ
(
T
T0
− 1
)2
+ 3ρ
(
1
2
u1 + T
(
u2 + 1
T0
))2 ]
dx
=
∫
Ω
[
1
4
ρu21 +
3
4T 20
ρ(T − T0)2 + 3ρ
(
1
2
u1 + T − T0
T0
)2 ]
dx, (3.16)
where we have used the convexity of functional F(u1, u2) = (−u2)− 32 eu1 . It follows from
(3.16) and (3.4) that
√
ρ T ∈ L∞(0,∞;L2(Ω)).  (3.17)
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Now we go to obtain the convergence to drift–diffusion model for one-dimensional
case. This restriction is caused by the Sobolev compact embedding theorem. We consider
the solution (ρ,E,E) to (1.6)–(1.8). For any fixed τ and t , we introduce the following
variables:
ρτ (x, t) = ρ(x, t), Eτ (x, t) = E(x, t),
T τ (x, t) = T (x, t), Eτ (x, t) = E(x, t),
which satisfy
ρτt + div jτ1 = 0, j τ1 =
(ρτ )2
Eτ E
τ − ∇ρτ , (3.18)
τEτt + τ div jτ2 = τ
2
3
Eτ · jτ1 − (Eτ − T0ρτ ), j τ2 = ρτEτ − ∇Eτ , (3.19)
divEτ = ρτ − C(x). (3.20)
By using (2.3) and (2.36), we obtain the following estimates uniformly in τ :
ρτt ∈ L2
(
0, t;H 1(Ω)), ρτ ∈ L∞(0, t;H 1(Ω))∩ L2(0, t;H 2(Ω)),
Eτt ∈ L2
(
0, t;L2(Ω)), Eτ ∈ L2(0, t;H 1(Ω)). (3.21)
From the above estimates and (3.17), with the help of the compact embedding of H 1, it
holds that
‖Eτ‖L∞(0,t;L2(Ω))  ‖
√
ρτ T τ‖L∞(0,t;L2(Ω)) · ‖
√
ρτ‖L∞(Qt )
by the interpolation inequality.
From the Aubin’s lemma [18] on compactness, we have
L2
(
0, t;H 2(Ω))∩ H 1(0, t;H 1(Ω)) ↪→ L2(0, t;C1,α(Ω)),
for α ∈ (0, 12 ). Then as τ → 0, for a subsequence of ρτ ,
ρτ → ρ strongly in L2(0, t;C1,α(Ω))∩ C(0, t;Cα(Ω)),
ρτ ⇀ ρ weakly in L2
(
0, t;H 2(Ω)).
Similarly, we obtain, for a subsequence of Eτ ,
Eτ → E strongly in L2(0, t;Cα(Ω)),
Eτ ⇀ E weakly in L2(0, t;H 1(Ω)).
By elliptic theory, we obtain the boundedness of Eτ in (L∞(0, t;H 2(Ω)) ∩ L2(0, t;
H 3(Ω)) ∩ H 1(0, t;H 2(Ω)))3 uniformly in τ , and for a subsequence
Eτ → E strongly in (L2(0, t;C2,α(Ω))∩ C(0, t;C1,α(Ω)))3.
Denote Wτ = Eτ 2. Then we have
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‖Wτt ‖L2(0,t;L1(Ω))  2‖Eτ‖L∞(0,t;L2(Ω)) · ‖Eτt ‖L2(Qt ).
Thus it yields thatWτ ∈ L2(0, t;W 1,1(Ω))∩H 1(0, t;L1(Ω)) uniformly in τ . By Aubin’s
lemma, we obtain for a subsequence
Eτ 2 → E2 strongly in L2(0, t;Lp(Ω)), for 1 p < ∞.
For the positive solutions, (3.18)–(3.19) are equivalent to the following equations:
(Eτ )2ρτt − Eτ div
(Eτ∇ρτ − (ρτ )2Eτ )+ [Eτ∇ρτ − (ρτ )2Eτ ] · ∇Eτ = 0, (3.22)
τEτEτt − τEτ div(∇Eτ − ρτEτ ) + τ
2
3
Eτ · [Eτ∇ρτ − (ρτ )2Eτ ]+ Eτ (Eτ − T0ρτ )
= 0. (3.23)
On the one hand, as τ → 0, we get, for all φ ∈ C∞0 (Qt ), that
τ
t∫
0
∫
Ω
EτEτt φ dx dt  τ‖Eτ‖L2(Qt )‖Eτt ‖L2(Qt )‖φ‖L∞(Qt )  C0τ → 0,
τ
t∫
0
∫
Ω
(∇Eτ − ρτEτ ) · ∇(Eτ φ) dx dt
= τ
t∫
0
∫
Ω
(|∇Eτ |2φ − ρτEτ · ∇Eτ φ − ρτEτEτ · ∇φ − Eτ 2∆φ)dx dt
 τ
(‖∇Eτ‖2
L2(Qt )
‖φ‖L∞(Qt ) + ‖φ‖L∞(Qt )‖Eτ‖L∞(Qt )‖∇Eτ‖L2(Qt )‖ρτ‖L2(Qt )
+ ‖∇φ‖L∞(Qt )‖Eτ‖L∞(Qt )‖Eτ‖L2(Qt )‖ρτ‖L2(Qt ) + ‖Eτ‖2L2(Qt )‖∆φ‖L∞(Qt )
)
 C0τ → 0,
2τ
3
t∫
0
∫
Ω
[Eτ∇ρτ − (ρτ )2Eτ ] · Eτφ dx dt
 τ
(‖Eτ‖L∞(Qt )‖φ‖L∞(Qt )‖Eτ‖L2(Qt )‖∇ρτ‖L2(Qt )
+ ‖Eτ‖L∞(Qt )‖φ‖L∞(Qt )‖ρτ‖2L2(Qt )
)
 C0τ → 0,
where the positive constant C0 is independent of τ .
On the other hand, by the above convergence, we have
t∫ ∫
Eτ 2ρτt φ dx dt →
t∫ ∫
E2ρtφ dx dt,0 Ω 0 Ω
618 L. Chen et al. / J. Math. Anal. Appl. 312 (2005) 596–619t∫
0
∫
Ω
ρτ
2
Eτ · ∇Eτ φ dx dt →
t∫
0
∫
Ω
ρ2E · ∇Eφ dx dt,
t∫
0
∫
Ω
ρτ
2EτEτ · ∇φ dx dt →
t∫
0
∫
Ω
ρ2EE · ∇φ dx dt,
t∫
0
∫
Ω
Eτ 2∆ρτφ dx dt →
t∫
0
∫
Ω
E2∆ρφ dx dt,
for all φ ∈ C∞0 (Qt ) as τ → 0.
From (3.20), (3.22) and (3.23), we have
t∫
0
∫
Ω
Eτ 2ρτt φ dx dt −
t∫
0
∫
Ω
ρτ
2
Eτ · (2∇Eτ φ + Eτ∇φ)dx dt
−
t∫
0
∫
Ω
Eτ 2∆ρτφ dx dt = 0,
τ
t∫
0
∫
Ω
EτEτt φ dx dt + τ
t∫
0
∫
Ω
(∇Eτ − ρτEτ ) · ∇(Eτ φ) dx dt
+ τ
t∫
0
∫
Ω
2
3
[Eτ∇ρτ − (ρτ )2Eτ ] · Eτφ dx dt +
t∫
0
∫
Ω
Eτ (Eτ − T0ρτ )φ dx dt = 0,
−
t∫
0
∫
Ω
Eτ · ∇φ dx dt =
t∫
0
∫
Ω
(
ρτ − C(x))φ dx dt,
for (x, t) ∈ (Qt ) and for all φ ∈ C∞0 (Qt ).
Let τ → 0. Then we obtain
t∫
0
∫
Ω
E2ρtφ dx dt −
t∫
0
∫
Ω
ρ2E · (2∇Eφ + E∇φ)dx dt −
t∫
0
∫
Ω
E2∆ρφ dx dt = 0,
−
t∫
0
∫
Ω
E(E − T0ρ)φ dx dt = 0,
−
t∫
0
∫
Ω
E · ∇φ dx dt =
t∫
0
∫
Ω
(
ρ − C(x))φ dx dt,
for all φ ∈ C∞0 (Qt ). From the second equality, we have E = T0ρ. Then we can prove
Theorem 1.2.
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Eτ ∈ L∞(0, t;H 1(Ω)).
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