This paper presents, models and evaluates EH-DQ (Energy Harvesting-aware Distributed Queuing), a novel MAC protocol that combines Distributed Queuing (DQ) with Energy Harvesting (EH) to address data collection applications in industrial scenarios using long-range and low-power wireless communication technologies. We model the MAC protocol operation using a Markov chain and evaluate its ability to successfully transmit data without depleting the energy stored at the enddevices. In particular, we compare the performance and energy consumption of EH-DQ with that of TDMA (Time Division Multiple Access), which provides an upper limit in terms of data delivery, and EH-RDFSA (EH-aware Reservation Dynamic Frame Slotted-ALOHA), which is an improved variation of FSA (Frame Slotted ALOHA). To evaluate the performance of these protocols we use two performance metrics: the delivery ratio and the time efficiency. The delivery ratio measures the ability to successfully transmit data without depleting the energy reserves, whereas the time efficiency measures the amount of data that can be transmitted in a certain amount of time. Results show that EH-DQ and TDMA perform close to the optimum in terms of data delivery, and both outperform EH-RDFSA in terms of data delivery and time efficiency. Compared to TDMA, the time efficiency of EH-DQ is insensitive to the amount of harvested energy, making it more suitable for energy-constrained applications. Moreover, compared to TDMA, EH-DQ does not require updated network information to maintain a collision-free schedule, making it suitable for very dynamic networks.
INTRODUCTION
Distributed data collection is an important use case in the upcoming fourth Industrial revolution, as new information will need to be extracted from equipment or machines deployed within cities and factories in order to automate or optimize processes. In a distributed data collection application a gateway periodically requests data from end devices and, upon request, all end devices reply with their presence and the latest information available. Such networks are dynamic in nature and are formed by hundreds or thousands of devices, which are typically powered using batteries and communicate with the gateway using long-range and low-power wireless communication technologies.
A root cause of energy expenditure in such scenarios can be traced back to the MAC (Medium Access Control) layer [1] , which coordinates the access to the wireless channel and determines when the radio transceivers are powered on to transmit, listen, or receive. There are two complementary strategies to prolong the network lifetime: i) reduce the energy consumption devoted to communications by means of reducing packet collisions, packet overhearing, idle listening and protocol overhead [2] , [3] , and ii) use energy harvesting systems that collect the needed energy from the environment [4] , [5] .
Motivated by this need, in this paper we focus on data collection scenarios where hundreds or thousands of end-devices, equipped with energyharvesters, periodically transmit a burst of data packets upon request from a gateway. In such scenarios, a simple Time Division Multiple Access (TDMA) scheme would allow every end-device to transmit without collisions. However, this would come at the cost of requiring an updated knowledge of the network topology in order to maintain a collision-free schedule. In terms of delay and energy consumption, this may be an expensive procedure in highly dense networks. Contrarily, random access protocols do not require topology knowledge and their simplicity makes them ideal for simple and lowcost end-devices, but the effects of collisions increase energy expenditure reduce the network reliability.
An alternative to deterministic and random access protocols to improve the performance of the network and the energy consumption of end nodes is Distributed Queuing (DQ). DQ ensures collision-free data transmissions and offers a near optimum performance independent of the traffic load and the number of end-devices in the network, completely avoiding congestion regardless of how intense is the data traffic offered to the network and the traffic pattern generated. The collision of data packets is avoided by separating access requests from the transmission of data. DQ dedicates a very short contention window for access requests where the contention is resolved using a tree-splitting algorithm [6] . Previous works related to DQ have analyzed throughput in steady-state assuming that the end-devices generate data packets following a random Poisson distribution. Under this type of traffic, DQ achieves maximum throughput when only 3 access request slots per frame are used, regardless of the number of contending end-devices.
However, to the best of our knowledge, the design and analysis of a MAC protocol based on DQ for wireless networks with energy-harvesting has never received attention. Despite the use of energy harvesting may ideally provide infinite lifetime from the energy perspective, it may not guarantee fully continuous operation due to the high variability and unpredictability of the energy harvesting process. Hence, an end-device may enter temporarily in energy shortage when the energy available is not enough for the operation of the end-device. This fact needs to be considered for the design of an energy-efficient MAC protocol based on DQ which also take the energy-harvesting process into account. This is the main motivation for the work presented in this paper, which is an extension of the work presented in [7] and [8] , and aims to fill this gap with the following contributions:
we propose Energy Harvesting-aware Distributed
Queuing (EH-DQ), a MAC protocol that combines the Distributed Queuing (DQ) access technology with Energy Harvesting (EH). EH-DQ is suitable for data collection networks where each end-device is equipped with an energy harvester and generates messages which have to be fragmented into small data packets to be transmitted along the wireless channel. In EH-DQ, the enddevices only become active to transmit data if the energy available is above a predefined threshold. 2. through the use of a Markov chain model and assuming an ideal wireless channel, we analyze the evolution of the energy available in the end-devices using EH-DQ and derive closedform equations to evaluate its performance in terms of data delivery ratio (DDR) and time efficiency. The DDR measures the ability of the MAC protocol to successfully transmit data to the gateway without depleting the energy reserves of the end-devices, and the time efficiency measures the amount of data that can be transmitted in a certain amount of time. 3. we compare the performance of EH-DQ with that of the upper-bound of an ideal TDMA protocol, and with the performance of the EH-RDFSA protocol, which is based on the Dynamic Frame Slotted-ALOHA protocol typically used in data collection networks.
The remainder of this paper is organized as follows. In Section 2, we present the related work to MAC protocols and energy harvesting. In Section 3, we describe the system model. In Section 4, we summarize the operation of the EH-DQ, EH-RDFSA and TDMA protocols. In Section 5, we describe the energy consumption model of EH-DQ. In Section 6, we describe the performance metrics. In Section 7, we present the analysis of the performance metrics. Section 8 is devoted to evaluate the performance of EH-DQ and validate the accuracy of the analysis through comprehensive computer-based simulations. The performance of EH-DQ, EH-RDFSA and TDMA are also compared in Section 8. Finally, Section 9 concludes the paper.
RELATED WORK
In this section, we present the related work, which includes an overview of Distributed Queuing, Energy Harvesting-Aware MAC protocols and, finally, the Energy Harvesting process.
Distributed Queuing
DQ was first introduced as DQ Random Access protocol (DQRAP) [9] for cable TV distribution, and later adapted to different communication networks; to wired centralized networks (Extended DQRAP [10] , Prioritized DQRAP [11] ), satellite communications with long propagation delays (Interleaved DQRAP [12] ), code-division multiple access for 3G cellular networks (DQRAP/CDMA [13] ), Wireless Local Area Networks (DQCA [14] ), cooperative communications (DQCOOP [15] ), wireless ad hoc networks (DQMAN [16] ), and body area networks (DQBAN [17] ).
More recently, the work in [18, 19] proposes an energy model of DQ for data collection scenarios. The model is later validated experimentally in [20] , which demonstrates that DQ can indeed provide a network performance that is independent of traffic load and the number of end-devices in the network. Finally, in [21] the authors demonstrate the use of DQ for active RFID networks operating in the 433 MHz band. Both theoretical and experimental results show that DQ can also reduce energy consumption in more than 80% with respect to FSA.
Energy Harvesting-Aware MAC Protocols
The majority of work related to MAC protocols with energy harvesting focuses on slotted-ALOHA [22] , Carrier Sense-Multiple Access (CSMA) [23] and Dynamic Frame Slotted-ALOHA (DFSA) [24] . In particular, the FSA and DFSA protocols have been proposed in the past [25, 26, 27] for data collection scenarios with energy harvesting where each end-device has just one data packet to transmit per request to the gateway. Results show that DFSA outperforms FSA in terms of delay when it is optimally configured, i.e., the frame length is adjusted to the number of contenders in every frame.
More recently, the Energy Harvesting-aware Reservation DFSA protocol (EH-RDFSA) was proposed by the authors in [28] to improve the performance of DFSA when the end-devices generate messages fragmented into small packets. Results show that EH-RDFSA outperforms DFSA by letting end-devices reserve the channel, thus avoiding the need to compete for the channel for each newly generated fragment of the same message. Unfortunately, in order to minimize the probability of collision, all these variants of slotted-ALOHA require to adapt dynamically the frame length by estimating the number of contending end-devices, which may be difficult in highly dense networks where the end-devices may fall eventually in energy shortage.
Energy Harvesting process
Regarding the analytical modeling of the energy harvesting process, several research works have used different probability distributions to model energy sources. The work in [29] shows that no single probability distribution can fit all the empirical datasets of solar energy. The work in [30] shows that piezoeletric energy can be modeled by the generalized Markovian model, while solar energy can be modeled by a stationary Markovian model. The work in [31] proposes an analytical model in which the energy harvested in a time slot (of several seconds or minutes) is a random variable D. For mathematical tractability, the authors assume that D takes one of M discrete values [d1, ..., dM ] with probability [p1, ..., pM ]. In this work, we use the approach of [31] and consider a probability distribution of the discrete exponential families (e.g., binomial, geometric) to model the energy harvested in a time interval TR.
SYSTEM MODEL
In this section, we present the system model, which encompasses the network topology and the data generation, as well as the process that end-devices follow to harvest, store and consume energy.
Network and Data Model
We consider a wireless network in star topology formed by one coordinator (or gateway) and n end-devices in the communication range of the coordinator, as shown in Figure 1 . Each end-device is equipped with a radio-transceiver, a micro-controller, several sensors, an energy harvester and an energy storage device (ESD). As depicted in Figure 2 , the coordinator gathers data (e.g., measurements) from the end-devices by initiating periodic Data Collection Rounds (DCR). Each DCR starts when the coordinator broadcasts a Request for Data (RFD) packet, once every TR seconds. In the k-th DCR, each end-device has a number l(k) of new data packets ready to be transmitted to the coordinator. The data process l(k) can be modeled as a discrete random variable with probability mass function pj = Pr {l(k) = j} with j ∈ {1, 2, ...}. The value of l(k) is considered to be identically and independently distributed (i.i.d.) over all end-devices and DCRs. We assume that the data packets have a common and constant length.
At the beginning of the k-th DCR, an end-device enters into active mode to transmit data if the energy available in its ESD is above a predefined energy threshold. Otherwise, the end-device remains in sleep mode waiting for the next DCR. In the example of Figure 2 , end-devices 1, 2, and 4 have enough energy to become active in the k-th DCR, while end-device 3 remains in sleep mode. In the (k + 1)-th DCR, enddevices 2, 3, and 4 become active, while end-device 1 remains in sleep mode.
In this section, we describe the MAC protocols considered: TDMA, EH-RDFSA [28] , and the EH-DQ protocol proposed in this paper.
The k-th DCR is formed by a sequence of F k frames where each end-device in active mode transmits data to the coordinator according to the rules of the adopted MAC protocol. The coordinator broadcasts a feedback packet (FBP) or beacon at the end of each frame to enable the synchronization of the active end-devices and to inform about the number of slots of the next frame depending on the MAC layer. An active end-device attempts to transmit its l(k) data packets, one-by-one sequentially in time, as long as it has enough energy in its ESD. During the k-th DCR, an end-device enters into sleep mode when it either succeeds in transmitting the last of the l(k) data packets or falls in energy shortage. Therefore, the k-th DCR finishes when all the active end-devices have entered into sleep mode. We assume that the duration TC (k) of the k-th DCR is much shorter than the time TR between any two consecutive DCRs (i.e., TC (k) TR for all k) to ensure that successive DCRs do not overlap.
We consider that if an end-device fails to transmit one or more data packets due to energy shortage in any given DCR, those data packets are discarded and they are not transmitted in subsequent DCRs. This scenario represents very well applications where a number of sensors is transmitting data and some packets can be lost or not transmitted without seriously affecting the application. Just as an example, a meter reader in a smart grid may fail to transmit one reading of the energy consumption, even though the next reading will implicitly include this information. Therefore, no retransmission of a failed data packet would be needed.
In order to focus the study on the performance of the MAC layer, we assume that all packets are always transmitted without errors induced by the wireless channel. We assume that there is no capture effect, i.e., when two or more data packets collide, none of the packets involved in the collision can be decoded by the coordinator. The inclusion of transmission errors and capture effect constitutes part of our future work.
Energy Storage Model
The amount of energy stored in the ESD of an enddevice can be modeled as a random variable which depends on the harvested energy and the energy consumed by the end-device throughout the DCRs. The energy stored in the ESD of the i-th end-device is denoted by EESD,i ∈ {0, 1δ, 2δ, ..., N δ}, where δ [Joule] is referred to as energy unit, and N is the normalized capacity of the ESD. The end-device enters into active mode if the energy in its ESD at the beginning of the k-th DCR, denoted by EESD,i(k), is above a certain energy threshold E thr = ε thr δ, with ε thr ∈ {0, 1, 2, ..., N − 1}. The probability that an end-device can take part in the k-th DCR is called activation probability, denoted by pactive(k), which can be expressed as
The energy threshold ε th must be selected so as to maximize performance.
Energy Harvesting Model
The energy harvester of the i-th end-device captures an amount of energy, denoted by EH,i(k), for the time interval TR between any two consecutive DCRs (k − 1)-th and k-th, which can be expressed as
where PH,i(t) is the instantaneous electrical power delivered by the energy harvester. The harvested energy EH,i(k) has been modeled as a discrete random variable with a probability mass function qj = Pr {EH,i(k) = jδ} with j ∈ {0, 1, 2, ..., NH } energy units, which depends on the characteristics of the energy source and NH is the maximum number of energy units that can be captured by the energy harvester. EH,i(k) is considered to be i.i.d. with regard to other end-devices and DCRs.
The energy harvesting rate, denoted by EH , is defined as the average harvested energy of an enddevice during the time TR between the beginning of two consecutive DCRs, which can be expressed as
We assume that the dynamics of the energy harvesting process is slower than the contention process in a DCR. Therefore, we consider that the amount of energy that is harvested within the duration Tc(k) of the k-th contention process is negligible with respect to EH,i(k), and it is not immediately available to be used during the contention process. Consequently, all the harvested energy EH,i(k) is ready to be used by an end-device at the beginning of the k-th DCR.
Energy Consumption Model
Regarding energy consumption, the end-devices can be in four different modes of operation: (i) transmitting a packet; (ii) receiving; (iii) standby, or (iv) sleeping. The associated power consumption are ρtx, ρrx, ρ stby , or ρ sleep , respectively. We assume that the energy required to switch between sleep and active modes (i.e., transmitting, receiving) is negligible. In sleep mode, the radio interface is fully disabled, and thus, the end-devices consume the lowest power consumption.
In Section 5, we use the power consumption levels to formulate the analytical expressions required to compute the energy consumed by an end-device in a given frame by accounting for the energy used in all the communication phases (where the end-device is transmitting, in standby or receiving) depending on the type of frame.
MEDIUM ACCESS CONTROL PROTOCOLS
Time Division Multiple Access (TDMA)
In TDMA, each frame is composed of a fixed number mR of reserved slots that is equal to the number n of end-devices in the network. Each slot is allocated to one end-device. An end-device that becomes active in the k-th DCR will transmit its l(k) data packets in its reserved slot in l(k) successive frames (one packet per frame) as long as the end-device has enough energy. The coordinator responds with an acknowledgment packet (ACK) to each data packet decoded successfully within the same slot where the data packet has been transmitted. The coordinator broadcasts a feedback packet (FBP) or beacon at the end of each frame to enable the synchronization of the active end-devices.
Energy Harvesting-aware Reservation Dynamic FSA (EH-RDFSA)
In EH-RDFSA, each frame is composed of a variable number mR of reserved slots and mC contention slots. The number of reserved slots in the first frame is always 0. An end-device that becomes active in the kth DCR randomly selects one of the contention slots in every frame to transmit the first of its data packets. A contention slot can be in one of three states: empty, if no packet has been transmitted in that slot; success, if only one packet has been transmitted; or collision, if more than one end-device has transmitted in that slot. When an end-device succeeds in transmitting the first packet in a given frame, one reserved slot will be allocated to the end-device for subsequent frames. The coordinator informs the end-device about the specific reserved slot with an ACK transmitted within the same slot where the data packet was transmitted. Then, the end-device transmits its other l(k) − 1 data packets in the reserved slot (one packet per frame) as long as it has enough energy. The coordinator responds with an ACK to each data packet decoded successfully in each slot. A reserved slot is released either once an end-device has transmitted all its data packets or enters in energy shortage. The header of every data packet includes a flag that indicates whether it is the last packet of the sequence of l(k) packets to be transmitted in this DCR, and one field which informs about the energy available in the end-device. This information is used by the coordinator to calculate the number mR of reserved slots in the next frame. In order to minimize TC (k), the coordinator adjusts the value of mC to be equal to the number of active end-devices that contend to transmit their first data packet. The coordinator broadcasts a FBP at the end of each frame to inform about the values of mR and mC for the next frame.
Energy Harvesting-aware Distributed Queuing (EH-DQ)
EH-DQ is the MAC protocol proposed in this work.
In EH-DQ, the active end-devices request access to the channel in a short contention window at the beginning of each frame, thus confining collisions to a specific part of the frame. Collisions are resolved by using a treesplitting algorithm [6] that organizes the end-devices into sub-groups to reduce the probability of collision per transmission attempt. When an end-device succeeds in transmitting its access request, it waits for its turn to transmit data in collision-free slots. Each frame of EH-DQ is divided in three parts as shown in Figure 3 : (i) m contention slots devoted to the transmission of access request (ARS) packets, (ii) one collision-free slot for the transmission of a data packet, and (iii) a feedback packet (FBP). A guard time called Inter Frame Space (IFS) is left between reception and transmission modes to compensate propagation and processing delays and the time required to switch the radio transceivers between reception and transmission. Every active end-device randomly selects one of the contention slots in every frame to transmit an ARS. Each ARS only contains one field (e.g., 1 byte) that indicates the number of data packets that must be transmitted by an end-device, i.e., the number lR of collision-free slots to be reserved, which depends on the energy available in the end-device. Note that the ARS does not need to identify the end-device. Depending on whether the ARS collides or is successfully decoded by the coordinator, an end-device is queued into one of two logical and distributed queues:
1) The end-devices that have collided in a given contention slot when transmitting their ARS are queued into the Collision Resolution Queue (CRQ), sharing the same position in the queue. Note that after every frame, at most m new entries enter into the CRQ, being each one associated to each of the collisions that occurred in the last contention window. The length of the CRQ and the position of the end-devices in the CRQ is updated by executing the tree-splitting algorithm represented in Figure 4 .a. Each node of the tree represents a frame of m contention slots (m=3 in the example), and the number in each contention slot denotes the number of enddevices that transmit an ARS in that slot. In every level of the tree, an end-device transmits its ARS in only one frame until it succeeds in one level or enters in energy shortage. The algorithm works as follows. At frame 1, all the active end-devices contend. If two or more enddevices collide in a slot, a new frame is assigned only to the end-devices that caused the collision in order to reattempt access, and they are queued into the CRQ. Therefore, if there are k slots with collision in one frame of level d, then k new frames are scheduled in level d + 1, and k sub-groups of end-devices are queued into the CRQ. Once an end-device has entered in the CRQ, it will re-transmit its ARS in a given frame only if it has enough energy in its ESD and it occupies the first position in the CRQ; otherwise, the end-device enters in sleep mode and waits until it reaches the first position of the CRQ.
2) The end-devices that succeed in transmitting their ARS are queued into the Data Transmission Queue (DTQ). In principle, any queue discipline could be used to this end. For example, devices could enter into the DTQ following the same chronological order of the contention slots. Contrarily to the CRQ, in this case, every position of the DTQ is occupied by just one enddevice. Indeed, an end-device occupies a number of positions in the DTQ that is equal to the number lR of collision-free data slots reserved by the end-device for this particular DCR. When an end-device reaches the first position of the DTQ, it transmits its data packets in the collision-free slot of successive frames.
The CRQ and DTQ are represented at each enddevice by 2 integer numbers per queue representing: 1) the position of the end-device in the queue, and 2) the total length of the queue. The length of the CRQ represents the number of sub-groups of enddevices waiting to re-transmit an ARS. The length of the DTQ represents the total number of collision-free slots reserved by the end-devices that have succeeded in transmitting their ARS and wait for their first collisionfree slot.
The coordinator updates the length of the CRQ and DTQ at the end of each frame according to the following rules: 1) the length of the CRQ is incremented by the number of contention slots with collision; 2) if the CRQ was not empty in the previous frame, then its length is decremented by one; 3) the length of the DTQ is incremented by the total number of collision-free slots reserved in each frame; and 4) if the DTQ was not empty in the previous frame, then its length is decremented by one.
The coordinator broadcasts in every FBP: (i) the length of the CRQ (2 bytes); (ii) the length of the DTQ (2 bytes); and (iii) the state of the m contention slots (empty, success, or collision) and the number of collision-free slots reserved in every slot with one successful ARS (1 byte per contention slot). Using the information of the FBP, an end-device that transmitted an ARS can compute its position in the CRQ if it collides, or its position in the DTQ if it succeeds. The positions in the CRQ and DTQ are always decremented by one at the end of each frame. Therefore, the enddevices only receive the FBP in those frames where they transmit either an ARS or a data packet, and they enter into sleep mode in those frames where they do not transmit either ARS or data, in order to save energy. Figure 4 shows an example of the operation of EH-DQ. The contents of the slots and the lengths of the CRQ and DTQ in every frame are shown in Figure 4 .a. The contents of both queues are shown in Figure 4 .b. At frame 1, all the end-devices (d1 to d6) transmit an ARS: d1, d2 and d3 collide in slot 1; d4 succeeds in slot 2; d5 and d6 collide in slot 3. Thus, d1, d2 and d3 enter in the first position of the CRQ; d4 enters in the first position of the DTQ reserving 1 collision-free slot; d5 and d6 enter in the second position of the CRQ. At frame 2, d4 transmits its data packet (because it occupies the first position of the DTQ), and d1, d2 and d3 transmit an ARS (because they occupy the first position of the CRQ): d1 and d2 collide and enter in the CRQ again; d3 succeeds and enters in the DTQ reserving 2 collision-free slots; d5 and d6 move to the first position of the CRQ. At frame 3, d5 and d6 transmit an ARS, collide, and enter in the second position of the CRQ again; d1 and d2 move to the first position of the CRQ; and d3 transmits its first data packet. At frame 4, d3 transmits its second data packet; d1 and d2 transmit an ARS, succeed, and enter in the DTQ reserving 1 collision-free slot each; and d5 and d6 move to the first position of the CRQ. The process continues until the end of the DCR.
ENERGY CONSUMPTION MODEL USING EH-DQ
In EH-DQ, every time that an end-device transmits an ARS in a certain frame of a DCR, it consumes a constant amount of energy, denoted by EARS [Joule], which accounts for the energy used in the following communication phases: (i) the end-device transmits the ARS in 1 contention slot, (ii) it remains in standby mode in the other m − 1 contention slots and in the collisionfree slot, and (iii) it receives the FBP. Then, EARS can be formulated as
where TARS, T data and TF BP are the duration of a contention slot, a collision-free slot, and the time of transmission of a FBP, respectively; and ρtx, ρrx and ρ stby are the power consumption in transmission, reception and standby mode, respectively. Every time that an end-device transmits one data packet in a certain frame of a DCR, it consumes a constant amount of energy, denoted by E data [Joule], which accounts for the energy used in the following communication phases: (i) the end-device remains in standby mode in m contention slots, (ii) it transmits data in the collision-free slot, and (iii) it receives the FBP. Then, E data can be formulated as
We assume that the energy consumed by an enddevice in those frames where it is in sleep mode is negligible. For convenience, we normalize these energy consumption to EARS = 1δ and E data ≈ Kδ, where K is a positive integer number. Therefore, an end-device consumes 1 and K energy units δ when it transmits an ARS or a data packet in a frame, respectively.
PERFORMANCE METRICS
The data delivery ratio (DDR) is defined as the ratio between the number of data packets that are successfully transmitted to the coordinator in the k-th DCR, and the number of data packets ready to be transmitted at the beginning of the DCR. The DDR measures the ability of the MAC protocol to successfully deliver long data messages fragmented in small packets from the end-devices to the coordinator in every DCR without depleting their ESD.
The time efficiency is defined as the ratio between the duration of all the data packets successfully transmitted to the coordinator in the k-th DCR, and the time TC (k) required to complete the DCR. This value measures the probability that one slot allocated by the MAC layer during a DCR is successfully used. Therefore, the time efficiency is an indicator of the data collection rate, which can be obtained by dividing the time efficiency by the duration of a slot.
Due to the fluctuations of the harvested energy, the limited capacity of the ESDs, and collisions, both DDR and time efficiency may be lower than 1. Since the use of energy harvesters potentially allows for perpetual operation, it is interesting to analyze the performance metrics when the system is in steady-state, i.e., for a DCR with large index k.
ANALYSIS OF PERFORMANCE METRICS
In order to derive an analytic model to compute the DDR and the time efficiency in steady-state for EH-DQ, we need to evaluate the steady-state probability distribution of the energy available in the ESDs at the beginning of a DCR, which depends on the energy harvesting process, the random slot selection in every frame, the tree splitting process, and the number of data packets transmitted by each end-device in previous DCRs.
Given that the number of end-devices that contend in every frame depends on the energy available in the ESD at each end-device, deriving the exact steady-state probability distribution is not an easy task. However, if we adjust the value of the energy threshold ε th (1) to guarantee that all the end-devices that become active (n1) in a DCR will have enough energy to contend in a certain number of levels, assuming that the number of end-devices that fall in energy shortage in a DCR is negligible, we can consider that the probability that an end-device succeeds in transmitting an ARS packet in one frame of any level of the contention tree basically depends on the value of n1, the number of slots per frame, and the level number where the device contents. Consequently, we can evaluate the steady-state probability distribution of the energy available in the ESDs by analyzing the evolution of the energy of a single ESD, which is an approximation that neglects the interactions among the ESDs of different end-devices. In this section, we derive an analytic model for EH-DQ to compute the DDR and the time efficiency in steady-state. To this end, in Section 7.1 we first propose a discrete-time Markov chain model to analyze the evolution of the energy available in the ESD of a given end-device. In Section 7.2, we derive the probability that an end-device succeeds in transmitting an ARS packet in one frame of a DCR. Finally, we derive in Section 7.3 the steady-state probability distribution of the energy available in the ESDs at the beginning of a DCR, we formulate the DDR in Section 7.4 and the time efficiency in Section 7.5.
Markov Chain Model
The evolution of the energy available in the ESD of an end-device can be modeled with the discrete-time Markov chain shown in Figure 5 . Each state in the chain is defined by {e(t), d(t)}, where e(t) ∈ {0, 1, ..., N } is a stochastic process that represents the number of energy units δ available in the ESD at time t; and d(t) ∈ {0, 1, ..., N − K} is a stochastic process that represents that either an end-device is in sleep mode when d(t) = 0, or the level number in the contention tree where an end-device transmits an ARS when d(t) ∈ {1, ..., N − K}. Recall that in every level of the tree, an end-device transmits an ARS in only one frame. Note that the state transitions in the Markov chain do not occur at fixed time intervals.
The Markov chain is characterized by a transition matrix P = [pij], where each element pij is the one-step transition probability defined as An end-device that has successfully transmitted all its data packets or entered in energy shortage in a DCR, remains in sleep mode (i.e., in a state with di = 0) until the next DCR starts. At the beginning of a DCR, the number εH of energy units harvested in the last TR interval is added to the energy in the ESD, i.e., ej = ei + εH . Then, if the number of energy units available in the ESD is above the threshold ε th , i.e., ej ∈ {ε th + 1, ..., N }, the state of the end-device changes from sleep (ei, 0) to active mode (ej, 1). Otherwise, if the number ej of energy units in the ESD is below or equal to ε th , the end-device makes a transition from state (ei, 0) to state (ej, 0) and remains in sleep mode. The transition probability from state (ei, 0) to any state (ej, dj) at the beginning of a DCR can be expressed as where qε H is the probability that an end-device harvests a number εH of energy units, being εH = ej − ei with ei ≤ ej.
Once an end-device becomes active at the beginning of a DCR, it will transmit an ARS packet in one frame of every successive level of the contention tree until either it succeeds or its ESD falls below (1 + K) energy units. Recall that an end-device consumes 1 energy unit when transmits an ARS, and K energy units when transmits a data packet.
If the end-device does not succeed in transmitting an ARS in one frame of level di ∈ {1, ..., N − K}, it can make two possible transitions: (i) to state (ei − 1, di + 1), if the end-device has enough energy to re-transmit an ARS in the next level and to transmit one or more data packets, i.e., ei ∈ {2 + K, ..., N }; or (ii) to state (K, 0), if the end-device has not enough energy to re-transmit an ARS and a data packet, i.e., ei = 1 + K.
Once an end-device succeeds in transmitting an ARS in one frame of level di, which happens with probability 
2), the enddevice will transmit a number l ∈ {1, 2, ..., lmax} of data packets in the collision-free slot of subsequent frames. The maximum value lmax is limited by the energy available in the ESD, i.e., lmax = e i −1 K . Thus, the end-device makes the following transitions from state (ei, di): (i) to states (ei − 1 − lK, 0) with probability p s,d · p l for l ∈ {1, 2, ..., lmax − 1}, or (ii) to state (ei − 1 − lmaxK, 0) with probability p s,d · 1 − lmax−1 l=1 p l for l ∈ {lmax, ..., L}, where p l is the probability that an end-device has a number l ∈ {1, 2, ..., L} of data packets ready to transmit at the beginning of a DCR. Consequently, the transition probability from state (ei, di) to state (ej, dj) with di ∈ {1, 2, ..., N − K} can be formulated as in Equation (9).
Probability of Success in one Frame
The probability that an end-device succeeds in transmitting an ARS packet in one frame of level d ∈ {1, 2, ..., N − K}, denoted by p s,d , can be expressed as
where m is the number slots per frame and n d is the number of end-devices which contend in one frame of level d.
In the first frame of a steady-state DCR, i.e., in level d = 1, the number n1 of end-devices that contend is equal to the average number of end-devices that become active, which can be expressed as n1 = n · p SS active , where n is the total number of end-devices and p SS active is the activation probability in steady-state, i.e., for large index k of DCR, defined as
We can assume that all the end-devices that become active in a steady-state DCR will have enough energy to contend until they succeed in transmitting an ARS. Note that this can be guaranteed by properly adjusting the value of the threshold ε th . Under this assumption, the value of n d for d > 1 can be derived as follows. First, the probability that k of n d end-devices transmit in the same slot of a frame, denoted by ps(k), can be calculated as
and the average number of empty, success, and collision slots in that frame can be calculated as S The probability that an end-device succeeds in transmitting an ARS in one frame of every level of the contention tree (10) is represented in Figure 6a . It has been evaluated with m ∈ {3, 10}, n ∈ {10 · m, 100 · m}, p SS active = 1, and considering that all the end-devices that become active in a DCR have enough energy to contend until they succeed in transmitting their ARS packet in the DCR regardless of the energy harvesting rate and the capacity of the ESDs. Results show a tight match between analytic and simulated results. As it could be expected, the value of p s,d is close to 0 for low values of d, especially when the number m of slots is low and the number n of end-devices is high.
In order to set an appropriate value for the threshold ε th which minimizes the probability that an enddevice enters in energy shortage before it succeeds in transmitting an ARS, it is necessary to calculate the average number of frames where an end-device has to contend until it succeeds, denoted by E [d], which can be expressed as
The value of E [d] is represented in Figure 6b as a function of the number of end-devices. It has been evaluated by considering m ∈ {5, 10, 20}. As it could be expected, the value of E 
if (1 ≤ l < lmax) and (ej = ei − 1 − Kl) and (dj = 0) and n. For example, for a network of 1000 end-devices, the minimum energy threshold must be close to 5, 4, or 3 energy units when m is 5, 10, or 20 slots, respectively.
Steady-State Probability Distributions
As it can be observed in Figure 5 , when p d > 0 for d ∈ {1, 2, ..., N − K}, q0 > 0 and q1 > 0, the Markov chain is aperiodic and any state of the Markov chain can be reached from any other state with nonzero probability, and therefore the Markov chain is irreducible [32] . Since the Markov chain is irreducible and aperiodic, and thus ergodic, it admits a unique steady-state probability distribution [32] , denoted by π = [π e,d ], which can be expressed as
and satisfies that
where P is the transition matrix and I is the identity matrix. Equation (16) can be solved for π by calculating the eigenvector of P that corresponds to an eigenvalue equal to 1. The steady-state probability distribution π is equal to the eigenvector with its elements normalized to sum one. Recall that the transition matrix P depends on p s,d (10) , which also depends on p SS active (11) . On the other hand, p SS active can be expressed from the steady-state probability distribution of the energy available in the ESD at the beginning of a DCR, denoted by π B = π Note that all the values of π B are zero for d ∈ {2, ..., N − K}. This is due to the fact that at the beginning of a DCR an end-device can only reach either states (e, 0) with e ∈ {0, 1, ..., ε th } or (e, 1) with e ∈ {ε th + 1, ..., N }. Since an end-device is in sleep mode before a DCR starts, π B can be expressed as
where
is the steady-state probability distribution conditioned on being in sleep mode, which 
Finally, we compute the steady-state probability distributions as follows. Firstly, we build the transition matrix P by setting the steady-state activation probability to a test value of 0, i.e., p SS active−test = 0. Secondly, we solve equations (16), (19) , and (18) to calculate π, π S , and π B , respectively. Thirdly, we compute the analytic value of p SS active (17) by using π B . And finally, we check the relative error between the test and analytic values of the activation probability. These steps are repeated iteratively by increasing p SS active−test until the error is below 0.1%, which indicates that it satisfies (16), (19) and (18), and the results obtained for π, π S , and π B are correct.
Data Delivery Ratio
Once the steady-state probability distribution π B of the energy available in the ESD at the beginning of a DCR is computed, we can formulate the expression to calculate the data delivery ratio in steady-state for EH-DQ as follows
where E [NS] is the average number of data packets that are successfully transmitted to the coordinator in a DCR, E [NR] is the average number of packets ready to be transmitted at the beginning of the DCR, and E [N d (l)] is the average number of packets successfully transmitted by an end-device when it has l ∈ {1, 2, ..., L} packets ready at the beginning of the DCR, which can be expressed as Recall that an end-device which enters in active mode re-transmits an ARS packet in subsequent frames until it is successfully decoded by the coordinator. Then, the end-device transmits a number lR of data packets which depends on the number l of packets ready, the amount of energy e available at the beginning of the DCR, and the level number d where the ARS succeeds, i.e., lR = min l, e−d K .
Time Efficiency
The time efficiency for EH-DQ, denoted by t, can be formulated as where E [NE] is the average number of frames with the collision-free slot empty, i.e., frames which do not contain data. Since every active end-device transmits a number lR ≥ 1 of data packets, we can assume that once an end-device has first succeeded in transmitting an ARS in a given frame, every frame until the end of the DCR contains data. Therefore, E [NE] can be approximated as the average number of frames where an end-device contends until it succeeds, i.e.,
, the expression of t can be approximated as
where recall that TARS, T data and TF BP are the duration of a contention slot, a collision-free slot, and the time of transmission of a FBP, respectively.
PERFORMANCE EVALUATION
In this section, we evaluate the performance of EH-DQ, in terms of the DDR and the time efficiency, and compare it with the performance of TDMA and EH-RDFSA. While in the theoretical model of EH-DQ the steady-state probability distribution of the energy in the ESDs is calculated by analyzing the evolution of the energy of a single ESD, which is an approximation of the actual model, the simulation does not neglect the interactions among the ESDs of different end-devices.
In the following sections, we first describe the considered scenario, and then discuss the numerical results to show how the performance is influenced by the energy threshold, the number of contention slots, and the energy harvesting rate.
Scenario
We consider a wireless network formed by 1 coordinator and a large number n = 1000 of end-devices. Each end-device periodically acquires measurements from a set of sensors and generates L = 5 data packets to be transmitted to the coordinator in every DCR. Each data packet has a payload of 114 bytes. At the end of each frame of EH-DQ, the coordinator broadcasts a FBP with a payload of 24 bytes that informs about the length of the CRQ and the DTQ, the status of the contention slots, and the number of collision-free slots reserved in every contention slot. All the packets are composed of a physical layer preamble, a MAC header, a payload and a cyclic redundancy code (CRC) of 2 bytes.
The system parameters used to evaluate the performance are summarized in Table I . They have been selected according to the IEEE 802.15.4 standard [33] and from the specifications of the CC2520 radio transceiver [34] . The values of energy consumption have been computed by using the energy consumption model described in Section 5. In particular, the energy consumed by an end-device when transmits an ARS packet in one frame, EARS = 1δ = 143 µJoule, has been calculated from Equation (4) , and the energy consumed by an end-device when transmits a data packet in one frame, E data = 4δ, has been calculated from Equation (6) .
Each end-device includes an energy harvester and an ESD with N = 40 energy units δ of capacity. We assume that the energy harvested by an end-device in a DCR follows a binomial distribution with probability mass function
for j ∈ {0, 1, 2, ..., NH }, where NH = 40 is the maximum number of energy units that can be captured and EH ∈ [0, ..., NH ] is the average number of energy units harvested per DCR, i.e., the energy harvesting rate.
Results for EH-DQ have been obtained analytically and through computer-based simulations using MAT-LAB * . The results of 1000 simulation samples have been averaged for each test case. The tight match between analytic and simulation results validate the accuracy of the analytic model proposed in Section 7.
In TDMA and EH-RDFSA, we consider that an enddevice consumes K = 4 energy units δ when transmits a data packet in one frame. We consider an ideal EH-RDFSA where the number of contenders per frame is perfectly estimated and the number of contention slots is adjusted in every frame to be equal to the number of end-devices that contend in order to transmit their first data packet, i.e., ρ = 1. Results for TDMA and EH-RDFSA have been obtained through computer-based simulations. * The MATLAB simulation source code is available from the authors upon request. Please contact the corresponding author in case you are interested in obtaining it to reproduce the paper results and/or extend the simulations. 
Energy Threshold
The DDR and the time efficiency for EH-DQ, EH-RDFSA and TDMA are represented in Figure 7a and Figure 7b , respectively, as a function of the energy threshold ε thr by considering EH ∈ {10, 20} and m ∈ {3, 10}, where m is the number of contention slots in one frame of EH-DQ. As it can be observed, the value of the DDR for EH-DQ, EH-RDFSA and TDMA increases with the energy harvesting rate. Indeed, the higher the number of energy units available in the ESDs, the higher the number of end-devices that become active in a DCR and the higher the number of possible packet transmissions.
Recall that an end-device becomes active at the beginning of a DCR if the energy available in its ESD is above ε thr energy units, and in EH-DQ an end-device consumes 1 energy unit when it transmits an ARS, and K = 4 energy units when it transmits a data packet. As shown in Figure 6b , the average number of frames in which an end-device has to contend until succeeds in transmitting an ARS, E [d] (14) , is close to 5, 4, or 3 frames when n = 1000 and m is 5, 10, or 20 slots, respectively. Therefore, an end-device consumes an average of E [d] energy units in the transmission of ARS packets. Consequently, an end-device will need at least an energy level of ε thr E [d] + KL in its ESD at the beginning of a DCR in order to maximize the DDR. As it can be observed in Figure 7a , the optimum value of ε thr that maximizes the DDR for EH-DQ is within 20-25 energy units when m is 3 or 10 slots, n = 1000 end-devices, and L = 5 data packets.
The DDR for EH-RDFSA increases with the energy threshold, but much more slightly than in EH-DQ. This is due to the fact that in EH-RDFSA, since we consider that the number of contention slots per frame is adjusted to be equal to the number of end-devices that contend in every frame, the probability that an end-device succeeds in a given frame of EH-RDFSA is approximately constant (≈ 0.36) for all the frames. However, as it can be observed in Figure 6a , in EH-DQ the probability that an end-device succeeds in transmitting an ARS is very low in the first levels of the contention tree and then it increases above 0.36 when the level number increases. For example, when m = 10 slots and n = 10 · m end-devices, the probability that While the DDR for EH-DQ and EH-RDFSA increases with the energy threshold until it reaches its maximum value, results show that the DDR for TDMA does not increase with the energy threshold. This is due to the fact that in TDMA there is no energy waste in collisions and thus the DDR for TDMA only depends on the energy harvesting rate.
Finally, as it can be observed in Figure 7a , the DDR for EH-DQ, EH-RDFSA and TDMA decays dramatically when the energy threshold increases above a certain value. Indeed, when the energy threshold is too high, the activation probability decreases, thus reducing the DDR.
As it can be observed in Figure 7b , the time efficiency for EH-DQ decreases as the number m of contention slots increases. This is due to the fact that once all the end-devices have succeeded in transmitting their ARS, the higher the number of contention slots per frame, the higher the overhead and the time wasted in the DCR. In addition, as it could be expected according to Equation (23) , the time efficiency for EH-DQ is insensitive to the energy harvesting rate and the energy threshold.
In contrast, the time efficiency for TDMA decreases as the energy threshold increases. This is due to the fact that the higher the energy threshold, the lower the number of end-devices that become active in a DCR, the higher the number of empty slots, and thus the lower the time efficiency. The time efficiency for TDMA increases as the energy harvesting rate increases. Indeed, the higher the energy harvesting rate, the higher the energy available in the ESDs at the beginning of a DCR, and the higher the number of possible packet transmissions per end-device. Consequently, the probability that one slot in every frame of TDMA contains one successful data packet increases with the energy harvesting rate.
Similarly, the time efficiency using EH-RDFSA increases with the energy harvesting rate and the energy threshold. Indeed, the probability that one reserved slot in every frame of EH-RDFSA contains one successful data packet increases with the energy available in the ESDs at the beginning of a DCR.
Number of Contention Slots
The DDR and the time efficiency of EH-DQ are represented in Figure 8a and Figure 8b , respectively, as a function of the number m of contention slots (from 2 to 20 slots) by considering EH ∈ {5, 10, 20, 30} and ε thr = 20, which is a value of the energy threshold close to the one that maximizes the DDR and the time efficiency for EH-DQ, EH-RDFSA and TDMA, as it can be observed in Figure 7a and Figure 7b . Recall that in EH-RDFSA the number of contention slots per frame is adjusted to be equal to the number of contenders in every frame, and in TDMA the number of slots is equal to the total number of end-devices in the network.
Results show that the DDR for EH-DQ increases when the number of contention slots per frame increases. Indeed, the higher the number of contention slots, the lower the probability that an ARS collides in a given frame, and the lower the energy wasted in retransmissions, thus increasing the DDR.
The DDR for EH-DQ and EH-RDFSA increases with the energy harvesting rate. Indeed, the higher the number of energy units available in the ESDs, the higher the number of end-devices that become active in a DCR and the higher the number of possible packet retransmissions.
As it can be observed in Figure 8a , EH-DQ can outperform EH-RDFSA in terms of DDR, for any energy harvesting rate, if the number of slots per frame in EH-DQ is properly adjusted. For example, if n = 1000 and EH ∈ {5, 10, 20, 30}, then the value of m in EH-DQ must be equal or greater than 3 slots.
As it can be observed in Figure 8b , the time efficiency for EH-DQ is maximized for 2-3 contention slots, t ≈ 0.80, and it is degraded as the number of contention slots per frame increases. Indeed, the higher the number of contention slots, the higher the time wasted in every frame once all the end-devices have succeeded in transmitting their ARS, thus reducing the time efficiency. In addition, EH-DQ can outperform EH-RDFSA and TDMA in terms of time efficiency if the number of contention slots is low, and the time efficiency for EH-DQ is very similar for different energy harvesting rates.
There is a trade-off between DDR and time efficiency for EH-DQ. When the number of contention slots per frame increases, more end-devices can eventually succeed in transmitting ARS packets to the coordinator in a DCR, thus increasing the DDR, at the cost of reducing the time efficiency and the data collection rate. However, as it can be observed in Figure 8a , with low (e.g., 5) and high (e.g., 30) energy harvesting rates, EH-DQ can be configured with a very low number of contention slots (e.g., m = 3), at almost no cost in the DDR, and increase the time efficiency to a certain value close to the maximum. However, with intermediate energy harvesting rates (e.g., between 10 and 20 energy units), EH-DQ must be configured with a number of contention slots per frame which depends on the harvesting rate.
Energy Harvesting Rate
The DDR and the time efficiency for EH-DQ, EH-RDFSA and TDMA are represented in Figure 9b and Figure 9a , respectively, as a function of the energy harvesting rate EH by considering m ∈ {3, 10} and ε thr = 20, which is a value of the energy threshold close to the one that maximizes the DDR and the time efficiency for EH-DQ, EH-RDFSA and TDMA, as it can be observed in Figure 7a and Figure 7b . The value of the DDR increases almost linearly with EH for EH-DQ, EH-RDFSA, and TDMA. Indeed, the higher the energy available in an ESD at the beginning of a DCR, the higher the number of possible packet transmissions and thus the value of the DDR. As it could be expected, TDMA yields a value of DDR equal to 1 when EH ≥ 4L = 20 energy units. Indeed, since there are no collisions in TDMA, its performance is only limited by the amount of harvested energy and the capacity of the ESD. Note that ideal TDMA could be considered as the upper bound for random access protocols in terms of absence of collisions. In EH-RDFSA, however, the value of the DDR is close to EH-DQ allows that the ARS packets can be eventually transmitted with a finite number of re-transmissions. Results show that EH-DQ with m = 10 requires lower energy harvesting rate than EH-RDFSA to get the same DDR. For example, while EH-RDFSA requires EH = 30 energy units to obtain DDR = 0.95 with L = 5, EH-DQ requires EH = 23, which means a reduction of 23% in energy harvesting rate. Consequently, EH-DQ allows reducing the total time between consecutive DCRs and thus increases the network throughput with respect to EH-RDFSA.
As it can be observed in Figure 9a , the time efficiency for TDMA increases with EH and tends to its maximum value when EH > 4L. Indeed, the higher the energy harvesting rate, the higher the energy available in the ESDs at the beginning of a DCR, and the higher the number of possible packet transmissions per enddevice. Consequently, the probability that one slot in every frame of TDMA contains one successful data packet increases with EH . In EH-RDFSA, the time efficiency increases slightly with EH . Contrarily, the time efficiency of EH-DQ is insensitive to the energy harvesting rate.
While the time efficiency in TDMA increases linearly up to 0.9, which indicates that every slot contains one successful data packet, the maximum time efficiency in EH-RDFSA is 0.7, and it is 0.72 and 0.45 in EH-DQ with m = 3 and m = 10 number of contention slots, respectively. Indeed, while in TDMA each enddevice transmits in its reserved slot, in EH-RDFSA and EH-DQ the end-devices have to contend until they succeed in transmitting their first data packet and the ARS, respectively, with the consequent waste of time in contention slots.
When the energy harvesting rate is below a certain threshold, the time efficiency in EH-DQ is greater than in TDMA. As it can be observed in Figure 9a , EH-DQ outperforms TDMA when EH < 3L. Indeed, while the number of slots per frame in TDMA is constant, equal to the total number of end-devices in the network regardless of the number of active end-devices, every frame in EH-DQ contains a very short contention window and 1 collision-free slot reserved for a specific end-device, thus leading to higher time efficiency.
CONCLUSIONS
In this paper, we have proposed a new MAC protocol, named Energy Harvesting-aware Distributed Queuing Access (EH-DQ), for data collection networks where each end-device is equipped with an energy harvester and generates messages which are fragmented into small data packets to be transmitted to a gateway. We have considered the data delivery ratio (DDR) and the time efficiency as performance metrics. We have modeled the operation of EH-DQ with a discrete-time Markov chain to analyze the evolution of the energy availability and to calculate the performance metrics. We have compared the performance of EH-DQ with the EHaware Reservation Dynamic Frame Slotted-ALOHA (EH-RDFSA) and the upper-bound performance of an ideal TDMA protocol. Results show that the DDR increases with the energy harvesting rate for all cases. EH-DQ and TDMA provide the maximum DDR = 1, and both outperform EH-RDFSA in terms of DDR and time efficiency. While the time efficiency of TDMA increases with the energy harvesting rate, the time efficiency of EH-DQ is insensitive to the harvesting rate. EH-DQ outperforms TDMA in terms of the time efficiency in a certain range of the energy harvesting rate which depends on the number of data packets to be transmitted by each end-device. Furthermore, while EH-RDFSA requires to estimate the number of contenders in each frame to adapt the frame length dynamically, EH-DQ uses a short and fixed frame length. In addition, while TDMA requires to update the knowledge of the network topology to maintain a collision-free schedule, EH-DQ does not require topology knowledge, thus reducing overhead and energy consumption. Taking that into account, we believe that EH-DQ is an interesting alternative for data collection scenarios with energy harvesting. Future work aims at including transmission errors and capture effect in the analysis presented in this paper.
