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closed fields of characteristic zero, 
Fix an algebraically closed field of characteristic zero and let G be its geometry of 
transcendence degree one extensions. Let X be a set of points of G. We show that X extends to 
a projective subgeometry of G exactly if the partial derivatives of the polynomials inducing 
dependence on its elements satisfy certain separability conditions. This analysis produces a 
concrete representation of the coordinatizing fields of maximal projective subgeometries of G. 
1. Introduction 
Fix algebraically closed fields k < K and let G(K/k) be the geometry of 
algebraically closed subfields of K containing k with transcendence degree one 
over k. It has been known for some time that any projective subgeometry of 
G(K/k) is Desarguesian, hence coordinatizable by a skew field. In [2], Evans and 
Hrushovski determine which projective geometries are subgeometries of G(K/k) 
by characterizing their coordinatizing skew fields as (sub-skew-fields of) divisible 
closures of the rings of morphisms of one-dimensional, connected algebraic 
groups definable over k. This characterization, together with the existing 
complete analysis of connected, one-dimensional algebraic groups, produces, for 
each algebraically closed field k, a list of the skew fields that coordinatize 
projective subgeometries of some G(K/k). 
The proofs given in [2] are highly nonconstructive, relying on the Hrushovski- 
Weil Theorem and Poizat’s elimination of imaginaries. It is natural to ask 
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whether there is some elementary characterization of the subsets of G(K/k) that 
generate projective geometries. More specifically, given a set of points of 
G(K/R), and by this, I mean given a set of generic representatives of the points 
in the set, and sufficient polynomial relations among those generics to induce the 
dependence among the points in G(K/k), can one determine whether that set of 
points extends to a projective geometry and, if so, produce the coordinatizing 
skew field? 
As noted by Evans and Hrushovski, the work of Ash and Rosenthal in [l] 
provides a starting point in the characteristic zero case: Using only elementary 
model theory (compactness arguments), Ash and Rosenthal show that the 
transcendence degree of the intersection of two algebraically closed fields (of 
characteristic zero) can be calculated from the partial derivatives of any set of 
polynomials inducing their mutual dependence. This calculation provides an 
effectively computable necessary condition for projectivity on any pair of lines of 
a subgeometry of G(K/k). 
In this paper, we show that the totality of the necessary conditions on pairs of 
lines given in 3.18 combines to produce a single separability condition on the 
relevant partial derivatives that is both necessary and sufficient for projectivity of 
the generated subgeometry. A representation of the coordinatizing field as a 
subfield of k falls quite naturally out of the analysis (see Corollary 2.22). This 
analysis is again model-theoretically elementary, and is self-contained: It assumes 
neither the results of [2], nor the older result that projective subgeometries of any 
G(K/k) (no matter the characteristic of k) are Desarguesian. 
The results here are special to the characteristic zero case, since the necessary 
correspondence between the transcendence degree of a field and linear dimension 
of the space of derivations that annihilate it breaks down in prime characteristic. 
(There are ‘too many’ derivations in the prime characteristic case). The problem 
of finding a useful analogue of derivations in the prime characteristic case is an 
old one. 
A note on the Appendix: Section 3.2 of the Appendix is meant to lay out in 
concise fashion the basic definitions, facts and computational tricks from linear 
algebra and the theory of derivations (including the main result of [l]) required to 
get started on a study of G(K/k). Though the material is mostly quite 
elementary, and most of its appears in the literature, I have found no source that 
collects it at just the level of generality (and with the right model-theoretic slant) 
appropriate for this study. 
Section 3.3 of the Appendix introduces the lattice L(K/k) of algebraically 
closed subfields of K extending k, together with the associated geometry G(K/k) 
on its atoms, and the lattice of subspaces of the K-vector space of derivations on 
K that annihilate k. The most general results of Section 3.2 are recast quite 
compactly as statements about the lattice map taking elements of L(KIk) to their 
annihilators. The reader unfamiliar with geometric lattices and combinatorial 
geometries may wish to consult, e.g., [3], for background. 
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2. Projective subgeometries of G(K/k) 
2.1. Preliminaries 
Fix an algebraically closed field k of characteristic zero and an algebraically 
closed extension K of k with 3 sz t.d.(K/k) < w. All notions associated with 
algebraic dependence are to be taken over k. 
We use the following notation, which can all be found in the Appendix, along 
with basic facts about the defined notions. 
l If (and only if) al,...,a, are independent elements of K - k, we write 
(4, . . . , a,) for the algebraic closure of k U {a,, . . . , a,} in K. 
l G(K/k) denotes both the set {(a): a E K - k} and the geometry induced on 
this set by algebraic dependence. More generally, if k <H < K, then G(H/k) 
denotes the subgeometry {(a): a E H - k}. 
l (L(KIk), n, v) d enotes the lattice of algebraically closed extensions of k in 
K. Note that G(K/k) is the atom set of L(KIk). 
l $3 denotes the K-vector space of derivations of K that annihilate k. If A c_ K, 
then 9(H) is the set of elements of 9 that annihilate A. Thus, 9 = 9(k). 
l If D, E E 9, then [D, E] denotes the commutator D 0 E - Eo D E 9. Note 
that, together with [. , ~1, 9 forms a Lie algebra over k. 
l If V and W are subspaces of 9, then V v W denotes the subspace of 9 
spanned by V U W. 
There are several reasonable definitions of subgeometry. In this paper, a 
subgeometry of G(K/k) is a subset S of G(K/k) having the property that if (a), 
(b), (c)y (d) ES and (a, b) fl (c, d) = (e), then (e) ES. In particular, sub- 
geometries need not be convex. The subgeometry generated by a set X is the 
smallest subgeometry containing X. We call a subgeometry modular 
(respectively, projective) if it is a modular (respectively, projective) geometry 
under the dependence inherited from G(K/k). (The notions of modular and 
projective geometry are reviewed in 3.3 of the Appendix.) 
Finally, we introduce, for the sake of brevity, the following nonstandard 
definition: We say that a subset X of G is extendibly modular if there is a 
projective subgeometry of G containing X. We write “p,, . . . , p,, is extendibly 
modular” in favor of “{p, , . . . , pn} is extendibly modular” when IZ is finite. In 
this language, the main aim of this paper is to determine what subsets of G(K/k) 
are extendibly modular. 
Note that if cl(X) has dimension at least 3 and X is sufficiently rich that the 
subgeometry generated by X is directly irreducible, then X is extendibly modular 
exactly if the subgeometry it generates is projective. In particular, if X is a set of 
three or more collinear points (whence X is modular as a subgeometry of 
G(K/k)), then X is extendibly modular if and only if for some (any) point a not 
on the line determined by X and some point b collinear with a and an element of 
X, the plane generated by {a, b} U X is extendibly modular (hence, projective, 
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since it is directly irreducible). Any independent subset of G(K/k) is, of course, 
extendibly modular. We shall see that not all collinear triples are extendibly 
modular. 
We begin in Section 2.2, by considering the case t.d.(K/k) = 3. The generaliza- 
tion of the analysis to higher dimensions is easy and will be presented, without 
proof, as Section 2.3. 
2.2. The case t.d.(K/k) = 3 
Assume that t.d.(K/k) = 3. We write G = G(KIk) and L = L(K/k). Through- 
out, x, y and z will denote independent elements of K - k. Thus, K = (x, y, z). 
Partial derivatives, unless otherwise noted, will always be taken with respect to 
the transcendence basis x, y, z for K. 
In order that a subset S of G generate a projective plane, we must have, for all 
distinct (x1), (x2), (x3), (x4) E S, that (x1, x2) rl (x3, x4) is again an element of G, 
i.e., is not equal to k. We begin by laying out a description of when this is the 
case. 
We shall need certain less common definitions and known results from the 
Appendix. We restate them here in the context t.d.(K/k) = 3, where they 
become simpler. 
The general definition of specialization becomes the following: If w E 
(x, Y, 2) - (Y) and P E k, we say that u is a P-specialization of w at z if u 
annihilates the ideal {Q(W, p): Q E (x, y)[W, Z] and Q(w, z) =O}, i.e., if 
P(u, /3) = 0, where P(W, Z) is a minimal polynomial for whz over (x, y). 
Lemmas 3.20, 3.2, and 3.23, respectively, simplify as follows: 
Lemma 2.1. Zf w E (x, y, z), then 9(w, z) = (w&, - w,&>. 
Lemma 2.2. Zf u, v E (x, y), u, v $ (x) U(y), then (u) = (v) exactly if u,/u, = 
v,Iv,. 
Lemma 2.3. Let w E (x, y, z) - (2). Then for almost every 6 E k, there is a 
/3-specialization u of w at z such that: 
(1) u $ k. 
(2) If QW, X, Y, Z) is a minimal polynomial for w “X "y h~ over k, then 
Q,W> X, Y, P> f 0. 
Proposition 3.24 becomes 
Proposition 2.4. Let w E (x, y, z), w $ (x, z) U (y). The following are equivalent: 
(1) (x, Y) n (2, w) f k. 
(2) 9(x, Y) v 9(z, W) = 9((-5 Y) n (2, w)). 
(3) 9(x, y) v 9(z, w) is Lie. 
(4) wJw, E (x, Y). 
(5) For almost every /3 E k, 
(x7 Y) l-l (z, w) = (a). 
(6) For some p E k, there is a 
(u). 
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there is a P-specialization u of w at z with 
P-speciahzation u of w at z with (x, y) II (z, w) = 
We shall also need the following two lemmas. 
Lemma 2.5. Zf w =(x, y, z), w 4 (x, z) U (y) and (u) = (x, y) f~ (z, w), then 
u,Iu, = w,Iw,. 
Proof. Since u E (z, w) and u 4 (z), we have (z, w) = (z, u), whence, by Lemma 
2.1, (w&, - w,&) = 9( z, w) = 9(z, U) = (u&, - u,DZ). Then since wy # 0, 
we have u~/u, = w,/w,, as desired. Cl 
Lemma 2.6. Zf s E (x, y), t E (y, z) and (s * t)y = 0 (i.e., s . t E (x, z)), then there 
are x’ E (x), y E (y), and i E (z) such that s =x/y and t = y/Z. 
Proof. If s . t = 0, the result is trivial, so suppose not. Let Q(s, Y, X) and 
P(T, Y, 2) be minimal polynomials over k for shy “X and t”y “z, respectively. 
Now y satisfies the formula 3S, T q( Y, S, T) over (x, z), where 
q(Y, S, T) is Q(.!?, Y, x) = 0 A P(T, Y, z) = 0 A s . t = S . T. 
Since y is independent from (x, z), almost every p E k satisfies 3S, T q(S, T, Y). 
Choose such a /I, and let 2 E (x) and jj E (y) be such that &x’, I, p) holds. Since 
s.t=f.yands.t#O, we havef/s=tlZ. Nowi/s~(x,y) and t/ZE(y,z), so 
~JS = t/z E (y). Set jj = 21s = t/i. Then s = j/Z and t = Z/g, as desired. 0 
We now have the tools necessary to characterize extendible modularity of a set 
of coplanar points. We start with the smallest case. 
Theorem 2.7. Let w E (x, y, z), with w,, wy and w, all nonzero. The following are 
equivalent : 
(1) (x), (y), (z), (w) is extendibly modular. 
(2) At least two of (x, y) fl (z, w), (y, z) fl (x, w) and (x, z) fl (y, w) are not 
equal to k. 
(3) None of (x, y) fl (z, w), (y, z) n (x, w) and (x, z) fl (y, w) is equal to k. 
(4) There are x E (x), y E (y), and Z E (z) with 
-=E and w, - WY=!! 
wy F ( 
whence 5 = x 
w, i -1 w, i’ 
Proof. (1) 3 (2) is trivial. 
(2) + (3). Without loss of generality, suppose that (x, y) rl (z, w) #k and 
(y, z) n (x, w) # k; say, (x, y) fl (z, w) = (u) and (y, z) tl (x, w) = (v). Then by 
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Proposition 2.5, 
4 wx -=- 3 _ WY and --. 
UY WY vz wz 
Since 
(xt u) n (2, u) = (w) f k, 
and by Lemma 2.1, 
9(x, v) = (vyDz - v,D,) = 
9(z, u) = ( UxDy - U,D,) = (z Dy - z&), 
by (1) j (3) of Proposition 2.4 (with X”V”Z”U replacing x”y”z”w), we have 
vzDy-Dz,~Dy-~x 
UY UY I( E ~Dy-Dz,u”Dy_Dx . UY UY > 
Keeping in mind the fact that v,Iv, E (y, z) and u,/u, E (x, y), we easily calculate 
‘Dy-Dz,;Dy-Dx]=(;(~),-;(~),).Dy. 
VY 
It is clear, upon inspection, that 
Thus, we must have 
:(;)y-;(;)y=o> 
whence 
Thus, w,/w, E (x, z), whence (x, z) rl (y, w) f k, by (4) 3 (1) of Proposition 2.4. 
(3) * (4). SUPP ose that none of the three intersections is equal to k. By 
(1) 3 (4) of Proposition 2.4, 
ZE (y, z) and 
z 
z E (x, 2). 
But K/W, = (wxlwy) . (wy/wz), so by Lemma 2.6, there are f E (x), y E (y) and 
Z E (z) with w,/w, = Z/y and w,/w, = y/Z. 
(4)+ (1). Suppose that Z E (x), y E (y) and Z E (z), with w,/w, = g/y and 
WY/w, = y/Z. In particular, we have w~/w,E(x,~) and w,/w, l (y, z), so by 
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(4) 3 (1) of Proposition 2.4, there are u E (x, y) and u E (y, z) with 
Note that 
(w) = (u, z) r-l (v, x) = ((u) v (z)) t-l ((v) v (x)), 
so (w) is in the subplane generated by (x), (y), (z), (u), (v). We show that this 
plane is projective. 
Let E, = (l/x’)Dx, E2 = (lljj)D, and E3 = (l/S)Dz. Then 
g(x) = (E,, J%), g(y) = (E,, J%), g(z) = (E,, &), 
g(u) = ‘,E, - &, G), g(v) = (-6, & - G)r 
and we have [Ei, Ei] = 0 for all i and i. 
Now suppose that A is any set of points whose annihilators are all of the form 
(a,Er + @z + Q%, b,E, + b&z + b&r where the aj’s and hi’s all lie in some 
subfield k’ of k. Then the annihilator of any line containing two points of A is the 
intersection of two such objects, hence has the form (cr E, + c2E2 + c3E3), with 
the ci’S again in k’. By Proposition 2.4, two such lines, say NI and N2, with 
annihilators (aI El + u2E2 + a&,) and (b, El + b2E, + b,E3), intersect in a 
point if [alEI + u,E2 + usE3, b,E, + bzE, + b3E3] = 0 and [b,E, + b2Ez + b,E3, 
u,E, + uzE2 + u,E,] = 0. But this is immediate, since [E,, E,] = 0 for all i and i. 
Thus, N, and N2 intersect in a point, and the annihilator of that point is again of 
the form (alEI + u2E2 + asEx, bIE, + b,EZ + b3E3), where the ai’s and hi’s all 
lie in k’, so we have preserved the inductive hypothesis. Thus, every two lines of 
the subplane generated by (x), (y), (z), (u), (v) intersect in a point, i.e., the 
subplane is projective. El 
Chasing implications in Proposition 2.4 and Theorem 2.7 easily gives the 
following corollary. 
Corollary 2.8. Let u E(X, y), u $ (x) U (y) and v E (y, z), v $ (y) U(z). The 
folio wing are equivalent: 
(1) (x), (y), (z), (u), (v) is extendibly modular. 
(2) There are i E (x), p E (y) and f E (z) such that 
4 -=r and -‘y=,v 
UY Y 21, 5' 
(3) There Is w E (x, y, z) such that 
--=s und w, WY=!5 
WY UY WZ v*. 
(4) There are w E (x, y, z), a specialization u’ of w at z and a specialization v’ 
of w at x with (u’) = (u) and (v’) = (v). 
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Note that by Corollary 2.8, extendible modularity of (x), (y), (z), (u), (v) 
imposes conditions not only on the relationship between the partial derivatives of 
u and those of v with respect to X, y and z, but on the partials of u (respectively, 
ZJ) with respect to x and y (respectively y and z) themselves. To wit, in order for 
the triple (x), (y), (u) to be extendibly modular, some v E (y, z) must exist with 
(x), (y), (z), (u), (v) extendibly modular, whence u,/u,, = Z/j? for some f E (x) 
and 2 E (y). In fact, the converse also holds. 
Proposition 2.9. Let u E (x, y), u 4 (x) U (y). Then (x), (y), (u) is extendibly 
modular if and only if there are R E (x) and jj E (y) with u,Iu, = Z/p. 
Proof. Necessity was shown in the preceding remark. For the converse, suppose 
such 2 and Y exist. Let p : (x, y)* (z, y) b e any isomorphism fixing (y) pointwise 
and mapping x ++ z. Let u = p(u). Then 
21 E (Y, z), 216 (Y) u (2) 
and since u,/u,, is a rational (over k) function of x, y and u, 
where Z = p(Z) E (2). By (2)+(l) of Corollary 2.8, (x), (y), (z), (u), (v) is 
extendibly modular, whence so is (x), (y), (u). 0 
Example. Let u =x * y. Then u,/u, = y/x, so (x), (y), (u) is extendibly modular. 
In particular, (x), (Y), (z), (x *y), (y * z> g enerates the projective plane 
{(x” . Y” + zk): n, m, k E Z not all zero}. 
Example. Let u =x2 + xy. Then it is easily checked that v,/v, = (2~ + y)/x 
cannot be written as a product of an element of (x) and an element of (y), so (x), 
(y), (v) is not extendibly modular. 
Remark. Since both extendibly modular and non-extendibly modular triples 
exist, we have nonhomogeneity of G over collinear triples, in the following sense: 
Suppose that (x), (Y), (u) and (x), (Y), ( v are collinear triples, with (x), (y), ) 
(u) extendibly modular and (x), (y), (v) not. Each triple is, in fact, a 
subgeometry of G, and the two are isomorphic (by any bijection) as sub- 
geometries. However, there can be no automorphism of G that extends an 
isomorphism of the two triples, since the first triple is contained in a projective 
plane of G and the second is not. We will see below that, in fact, G is not even 
homogeneous over extendibly modular triples in the sense just discussed. 
Now consider an arbitrary subset W of G. When is W extendibly modular? 
Theorem 2.7 provides a test for the extendible modularity of four-tuples from W, 
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but the union of extendibly modular sets need not be extendibly modular. We 
begin by providing an answer in the simplest situation. 
Suppose that ul, uz E (x, Y), ul, u2 $ (x) U (Y) with (x), (Y), (~1)~ (~2) exten- 
dibly modular. Then there is a projective plane containing (x), (u,), (u2), (y) and 
(2). Let (v) G (y, 2) b e in this plane. Then there are pi, jji and Zi, for i = 1, 2, with 
Necessarily, F,/Z, = y.JZ,, whence, since y and z are independent, we must have 
that JJ = constant .yz. Choosing (w) c (x, z) in the plane, we must also have 
f, = constant . i2. We have shown the following. 
Proposition 2.10. For i = 1, 2, let ui E (x, y), ui @ (x) U (y), with {(x), (Y), (UI), 
(uJ} extendibly modular. Then there are 2 E (x), 9 E (y) nonzero and elements a1 
and (~2 of k, with (ui),/(ui), = ai(z/_P). 
Now the proof of (4) 3 (1) of Theorem 2.7 did not use the fact that the 
coefficients of the E, in the bases for the annihilators were in Z, but only that they 
were in k. So the proof easily extends to give necessity in the next proposition. 
Sufficiency is easily deduced from Proposition 2.10. 
Proposition 2.11. Let U c G((x, y)lk) - {(x), (Y)) and V E G((Y, z)lk) - 
((~1, @)I. Then {(xl, (~1, C-z)> U UU V is extendibly modular if and only if there 
are f E (x), y E (y), 5 E (z) nonzero and cq,,/3,,~kforeachu~LJandv~Vwith 
-=a;: and u, 
UY Y 
The most general case, which follows, must be written somewhat less nicely to 
allow for the possiblity of some partials vanishing. A moment’s examination, 
however, shows that the result is really equivalent to Proposition 2.11. 
Corollary 2.12. Let W E G. Then {(x), (y), (z)} U W is extendibly modular if and 
only if there are Z E (x), y E (y), Z E (z), all nonzero, and a,,,, f3,,,, y,+,, 6, E k for 
each (w) E W, with cu, and pw not both zero and yw and 6, not both zero such that 
Combining necessity in Proposition 2.9 with necessity in Proposition 2.11, we 
also have 
Corollary 2.13. Let U E G((x, y)lk) - {(x), (y)}. Then {(x), (y)} U U is exten- 
dibly modular if and only if there are A? E (x), j E (y) nonzero and elements cu,, E k 
for u E U, all nonzero, with u,IuY = cu,(Z/j). 
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We will use the following lemma from geometry. 
Lemma 2.14. If (P, cl) is a projective plane with independence basis {a, b, c} and 
d a fourth point of P collinear with b and c, then P is generated, as a geometry, by 
&(a, b) U {c, d}. 
Proposition 2.15. Zf u E (x, y), u 4 (x) U (y) and (u), (x), (y) is extendibly 
modular, then there is a maximal projective plane containing (u), (x) and (y). 
Moreover, any two such planes contain exactly the same points of G((x, y)/k), 
namely, the elements of {(x)} U U, where 
(t):tE(x,y), t$(x)U(y)and 30;Ek$=U” . 
Y UY I 
Proof. It follows from Corollary 2.13 that {(x)} U U is a maximal extendibly 
modular subset of G((x, y)/k) containing (x), (y) and (u). By Lemma 2.14, any 
projective plane containing such a set is maximal projective. Moreover, by 
Corollary 2.12, if X z {(x), (y), (u)} is extendibly modular, then so is X U U, so 
any maximal projective plane containing (x), (y) and (u) also contains U. 0 
Corollary 2.16. Let w E (x, y, z) with w,, wy, w, # 0, w,Iw, =fly and w,,Iw, = 
y/Z for some nonzero A? E (x), y E (y) and Z E (z). 
(1) There is a unique maximal projective plane containing (x), (y), (z) and (w), 
namely, the plane generated by 
{(w), (z)} U {(t): t E (x, y) and ~CX, p E k, a. p #O 
with a*y.tX-p.Z.ty=O}. 
(2) The set 
is a field, and coordinatizes this maximal plane. 
Proof. Let (u) = (x, y) fl (z, w), (v) = (y, z) n (x, w) and 
U={(t):tE(x,y) and3q/3Ek, E.P#O 
with a . y . t, - p .x . ty = O}. 
By Proposition 2.11, U U {(v), (z)} is extendibly modular. Let M be the 
projective plane it generates. By Proposition 2.15, M is maximal projective. 
Moreover, if P is any other maximal projective plane containing (x), (y), (z), (u) 
and (v), then by Proposition 2.15 again, U c P, whence M G P. Since (u) and (v) 
are in the plane generated by (x), (y), (z) and (w), this proves (1). We now 
prove (2). 
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Note that 
F= SEk:3tE(n,Y)with~=S.f 





Let E, = (l/Z)DX, E, = (l/Y)D, and E, = (l/Z)D,. Since A4 is generated by 
U U {(v), (z)}, the sublattice L, of L that M generates is also generated by 
Uu l(u), (2)). Now 
= i( a& - BE,, E, >I U {E, - Ey, Ex). LY.BEF 
Since E,, E,, E, are linearly independent, then, we have that 9[L,] is 
exactly the lattice of subspaces generated by {(CUE, + PE, + YE,)}~,~,~~~ But 
(LM, n, v) = (~[Lwl~ v, fl) by the map H H 9(H), and (9[LM], v, fl) = 
(wLM1, n, v). iJ 
Having accomplished our main goals of characterizing projective planes in G 
and their coordinatizing fields, we now present some results about G made easy 
by the analysis. 
Example. Set u =x + y. Then u,/u, = 1, so the maximal extendibly modular 
subset of G((x, y)lk) containing (x), (y) and (u) is W = {(v): v,.v, E k} U {(AT)}. 
Now for each (Y E k, v = LY * x + y satisfies v,/v, = (Y, whence (v) E W. So the 
coordinatizing field for any maximal projective plane containing (x), (y) and (u) 
is k, and 
W={((u 
or, more prettily, 
x +Y): a E k) u i(x)), 
W = {(a! . x + /3 . y): a; p E k, a; /3 not both zero}. 
Example. Set u =x * y. Then u,/u, = y/x, so the maximal extendibly modular 
subset of G((x, y)lk) containing (x), (y) and (u) is W = {(v): v,Iv,, E k} U {(x)}. 
For any n, m E Z, with m #O, v =.x” * y” satisfies v,/v, = (n/m) . (y/x), whence 
(v) E W. In fact, the elements just described constitute all of W: By Corollary 
2.18 below, if there is v E (x, y) with v,/v, = a. (y/x), then there is such a v in 
k(x, y). It is a result of elementary computations, in this case, that (Y must be 
rational. Thus, 
W = {(x” . y”): n, m E k, n . m # 0} 
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and the coordinatizing field of any maximal projective plane containing (x), (y) 
and (u) is the field of rational numbers. 
We mentioned earlier in the section that G is not homogeneous even over 
extendibly modular triples. The two preceding examples justify this claim: The 
triple (x), (y), (X + y) extends in G to a projective plane coordinatized by all of 
k. The triple (x), (y), (x . y) d oes not. Hence, no automorphism of G can map 
{(x)9 (Y), (x +y)> to {(x)9 (Y), (x *Y)>. 
Immediately, we also have that G is not homogeneous over isomorphic 
projective subplanes: Let P+ be the plane generated by {(x), (y), (z), (X +y f 
z)} and P. the plane generated by {(x), (y), (z), (x * y . z)}. The two planes are 
isomorphic as geometries, both being coordinatized by the rationals. But P+ 
extends to a projective plane coordinatized by all of k, namely, the plane 
{(Cr~x+p~y+y.z): a, /I, y E k not all zero}, while P. is maximal projective. 
Thus, no isomorphism of P+ and P. extends to an automorphism of G. 
In the next lemma, (x), (y), ( u 1s not necessarily extendibly modular. ) . 
Lemma 2.17. Suppose that u E (x, y), u $ (x) U (y), F is a subfield of (x, y) and 
P(U)=ao+alU+...+a,-,U”-’ + U” is a minimal polynomial for u over F. If 
(a&, (ai),, E F and u,/u, E F then aO, . . . , a,,_, E (u) and there is n Cm with 
(a,) = (u). 
Proof. Since P(u) = 0, we may write 
5 = (a& + (a,)& + * * . + b?z-lL~m-l 
uy (a& + (a&4 + * * * + (am-l)yum-l . 
Set 
Q(U) = (a& + (aJxU + . . . + (u,,-~)~U”-~ 
-: [(a& + (a&U + * - * + (am-l)yU~-‘]. 
The polynomial Q(U) E F[ U] has degree at most m - 1, and Q(u) = 0. By 
minimality of P, then, Q(U) = 0. Setting each coefficient of Q to zero, we get, for 
each i, that 
O = (ai)x - t (ai)y, i.e., 0 = (u~)~u~ - ~,(a~)~. 
But this means precisely that t.d.,(ai, u) -=c 2 for each i, i.e., ao, . . . , a,,_, E (u). 
Since u $ k, at least one of the ai, say a,, is not in k. Then (a,) = (u). q 
In the following statement, k(x, y) denotes the subfield of (x, y) generated by 
k U {x, Y>. 
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Corollary 2.18. Zf u,/u, E k(.x, y), then there is v E k(x, y) with (v) = (u). 
Proof. Let F = k(x, y) in Lemma 2.17. q 
Corollary 2.19. Let u E (x, y) with u,lu, = x/y’. Let 
R(U;X,X, Y, Y)=aO+alU+... + a,_, U”-’ + U” E k(X, X, Y, Y)[U] 
be such that R( U; x, 2, y, y) is a minimal polynomial for u over k(x, 2, y, y). Then 
for any m with a, $ k, uzi E (a,,,) for all i < n, whence (u) = (a,). 
Proof. Since aiE k(x,y, 5, I), 2 E(X) and YE(Y), we have (u,)~, (ai)y E 
k(x, y, x’, 9) for each i. Also, u,Iu, = iljj E k(x, y, 2, 9). Apply Lemma 2.17 with 
F = k(x, y, 2, y). 0 
Corollary 2.20. If (x), (y), (u) is extendibly modular, with u,/u, = Z/y, then there 
is v E k(x, y, x’, y) with (v) = (u). 
Less strongly, and more familiarly, we have 
Corollary 2.21. lf X, Y, U E G is an extendibly modular, collinear triple, then 
there are x, y, u E K, with (x) =X, (y) = Y, (u) = U such that x E dcl(Y U U), 
y E dcl(X U U) and u E dcl(X U Y). 
Remark. Corollary 2.21 is not, of course, news, as a more general result is one of 
the lemmas used to prove Hrushovski’s group configuration theorem for arbitrary 
regular types. In the general case, however, one has no explicit representation of 
x as an element of dcl(Y U U) (and symmetrically) such as that produced by 
Lemma 2.17 and its corollaries. 
2.3. Arbitrary transcendence degree 
We now state the promised generalization of the results in transcendence 
degree three to arbitrary transcendence degree. 
Corollary 2.22. Let W E G(KIk), with (x,), . . , (x,,) a maximal independent 
subset of W. 
(1) W is extendibly modular if and only if there are xl, . . , i,,, elements of 
(x1), . . . f (x”), respectively, each nonzero, such that for each (w) E W and each 
pair i, j c n, there are (Y and p not both zero, so that 
(2) If W is extendibly modular, then W is contained in a maximal projective 
subgeometry of dimension n. For any i, j such that there is (w) E W with 
wx,, w+ # 0, any such maximal projective geometry is coordinatized by { cx E 
k: 3t E (xi, x,) t,,/t, = (u(ai/5)}, where xi and xi are us found in (1). 
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The proof of Corollary 2.22 from the results in transcendence degree three is a 
long, but straightforward exercise, which we omit. Uniqueness holds in part (2), 
of course, for sufficiently rich W, e.g., for W containing a (w) with w,, # 0 for all 
i. The conditions for extendible modularity of W are somewhat less nice in terms 
of an arbitrary transcendence basis for K (as opposed to an extension of the X of 
Corollary 2.22), but can be got by applying an appropriate linear transformation 
to R,, . . . , ox,, Dy,, . . . , Dy,, where i”J is any extension of X to a transcen- 
dence basis for all of K. 
3. Appendix: Some background in Lie algebras of derivations on fields 
3.1. Introduction 
In Section 3.2, we collect basic facts about derivations on characteristic zero 
fields. In Section 3.3, we interpret the map H ++ 9(H) as a lattice map from fields 
to subspaces of 9. Throughout, k is a fixed algebraically closed field of 
characteristic zero and K a fixed algebraically closed extension of k with finite 
transcendence degree N> 3 over k. All notions associated with algebraic 
dependence will be taken over k. From a model-theoretic point of view, we work 
in the language of fields plus a constant for each element of k, and algebraicity is 
model-theoretic algebraicity. 
We write acl(X) for the algebraic closure in K of X and t.d.(X) for the 
transcendence degree of acl(X). If (and only if) y,, . . . , y, E K - k are algebrai- 
cally independent, we write (y,, . . . , yn) for acl(y,, . . _ , y,). 
3.2. Basics 
If Y,, . . . ) x are indeterminates over k and P(Y, , . . . , Y,) E k[Y, , . . . , Y,], we 
write P,(Yi, . . . , Y,) for the formal partial derivative of P(Yi, . . . , Y,) with 
respect to Y, again, an element of k[Y,,. . . , Y,]. 
Let u E (xi, . . . , x,) with P(U, Xi, . . . , X,) a minimal polynomial for u^X 
over k. Then P,(u, xi, . . . , x,) # 0. We define (relative to xi, . . . , x,) 
u,, = - 
&,,(u, Xl, . . . 2 %I) 
Pu(u, Xl, . . . , &I) . 
In fact, P(U, Xi, . . . , X,) may be replaced in the equation above by any element 
Q<u, XI, . . . , X,) of k[U, X,, . . . , X,] satisfying 
l Q<w XI, . . . ,.L) = 0, 
l Q&u, ~1, . . . , 4 + 0. 
Note that although the definition of u,,, . . . , u,~ depended on xi, . . . , x,, if 
Xl, . . . 9 %+I is any algebraically independent set extending x1, . . . , x,, then so 
long as u E (x1, . . . , x,), the definitions of u,,, . . . , uxn relative to the smaller and 
the larger sets do not conflict. 
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If Ui, . . . , u, E (x1, . . . ) x,) (the ui not necessarily algebraically independent), 
we denote the Jacobian matrix of u,, . . . , u, with respect to xi, . . . , x, by 
M(u,, . . . , u,;xI, . . . , x,). That is, 
M(u,, . . . ) u,;x,, . . )X,) = (t;;i;; j jj y?J. 
Proofs of the next two lemmas can be found in [4,111.7]. Corollary 3.3 follows 
immediately from Lemma 3.2 by writing out the definitions of the (v,),,. 
Lemma 3.1. 1f (2) = (y) then 44(x; 7) and M(y; X) are inverses of one another. 
Lemma 3.2. Zf v,, . . . , II, E (z,, . . . , z,), then 
t.d.(v,, . . . , u,) = rk,(M(v,, . . . , v,; zl, . . . , z,J). 
Corollary 3.3. Let vl, . . . , 21, e (q, . . . , 2,) and let P’(V,, Z1, . . . , Z,) E 
k[&, 21,. . . , Z,] be such that P’(v;, 2) = 0 and Ph(vi, 2) # 0 for i = 1, . . . , m. 
Then z1 is independent exactly if V “2 satisfies the formula (over k) given by 
In fact, the formula of Corollary 3.3 can be generalized in an obvious fashion to 
provide, in the characteristic zero case, a quick, easy proof of the following truth 
about algebraically closed fields of arbitrary characteristic. 
Corollary 3.4. Let t be a transcendence basis for K and fix m, n s N. There is a 
formula q(Xl, . . . , X,) over k U {z,, . . . , zN} satisfying the following: For any 
Xl,. . . , x, E K with the degree of a minimal polynomial for xihZ over k at most m 
for i = 1, . . . , n, q(xl, . . . , x,) holds if and only if x1, . . . , x, are independent 
(over k). 
A function D : K-+ K is said to be a derivation on K if for all a, b E K, 
l D(a + b) = D(a) + D(b), and 
l D(a . b) = a - D(b) + D(a). 6. 
We denote by 9 the set of derivations of K that annihilate k, that is, whose 
kernels contain k. The set 9 forms a vector space over K under the natural 
addition and scalar multiplication on functions from K to K. We use ‘0’ both for 
the zero of the field k and for the zero of the vector space 9, i.e., the zero 
function on K. 
Although 9 will occasionally be regarded as a vector space over some subfield 
of K, in the main, we will be interested in it as a vector space over K. If not 
further modified, ‘subspace’, ‘dimension’, ‘basis’, ‘linearly independent’ and 
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related terms, when applied to subsets of 9, should be taken to mean ‘K-vector 
subspace’, ‘dimension over K’ and so on. 
If A, B c 9, V and W are subspaces of 9 and H is a subfield of K, we use the 
following notation: 
l (A)H is the sub-H-vector space of 9 spanned by A; we write (A) for (A)K. 
l VvW=(VUW) 
l dim(A/ B) is the dimension of the subspace (A U B ) over the subspace (B ) ; 
dim(A) is dim(A/O). 
Proposition 3.5. Let u E (x1, . . . , &I, D E 9 and P( U, X1, . . . , X,) E 
k[U, X1,. . . , X,,] be such that 
P(u, x1, . . . ,x,)=0 and PU(u,xl,. . . ,x,)#O. 
Then 
Proof. Apply D to the equation P(u, xi, . . . , xN) = 0. Cl 
Corollary 3.6. If D, E E 9 and D and E agree on a transcendence basis for K, 
then D = E. 
Fix a transcendence basis x1, . . . , xN for K. Relative to this basis, we define 
Dlz:K-,K by u++u,,. 
It is easily verified that the D_ are elements of 9. By Corollary 3.6, Dxi is the 
unique element of 9 satisfying 
l Oxi = 1, 
l D,,(xj) = 0 (i Zj). 
Note. The expressions D, and u, have meaning only in the context of a specified 
basis containing X. Whenever we use these expressions, the basis relative to which 
they are defined will be evident. We favor D, over the more common a/& for 
the sake of readability. 
Using the definitions of D,, and u,<, Proposition 3.5 may be restated as follows: 
Corollary 3.7. Zf K = (x1, . . . , xN) and D E 9, then D = Ci D(xi)D,,. 
Corollary 3.8. If K = (x1, . . . , x,,,), then 9 = (D,,, . . . , Ox,). 
Lemma 3.9. If K = (x1, . . . , xN), then D,,, . . . , Ox, are linearly independent 
over K. 
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Proof. Suppose that a,, . . . , uN E K are such that a,D,, + . . . + uNDx, = 0. Then 
for i = 1, . . . , N, we have 
O=(ulD,,+-- * +U,ox,)(x;)=u~o*,(x,)+~. . +u,D,,(x;) 
= UiDx,(Xi) = Ujs 0 
Corollary 3.10. dim(a) = t.d.(K). 
If D, E E 9, then so is the commutator 
[D, E]=DoE-EoD, 
where 0 denotes composition of functions. The commutator operation is a bilinear 
form on 9 when 9 is regarded as a vector space over k, whence 9 also has the 
structure of a Lie algebra over k. (Note that the commutator operation is not 
bilinear over K, as will become obvious further on.) For A c 9 and X E K, we 
make the following definitions: 
l ker(A), the kernel of A, is {x E K: D(x) = 0 for all D E A}. 
l 9(X), the unnihilutor of X, is {D E 9: D(x) = 0 for all x E X}; thus, 
9 = 9(k). 
l Z(A) is the smallest Lie subalgebra of 9 containing A. 
Note that in case A is a subspace of 9, so is Z’(A), and Z(A) is the closure of A 
under commutators. 
Lemma 3.11. Let X c K. Then 
(1) 9(X) = g(acl(X)); and 
(2) 9(X) is a subspuce of 9. Moreover, 9(X) = 3(9(X)), i.e., 9 is a Lie 
subalgebra of 9. 
Lemma 3.12. Let A c 9. 
(1) ker(A) = ker((A)) = ker(Z’(A)). 
(2) ker(A) is an ulgebruicully closed subfield of K. 
Fix, for the moment, a transcendence basis x1, . . . , xN for K. For any 
i,j,IE{l,. . .) N}, we have D,, 0 Dx, (x1) = 0 (since D.&q) is either 1 or 0), 
whence also [D,,, Ox,](q) = 0. Thus, by Corollary 3.6, we have 
Lemma 3.13. For any transcendence basis x1, . . . , x,,, for K, [D,,, Ox,] = 0 (i, j = 
1 f . . . 9 W 
Now let a, b E K. Then 
[aox,, bD,,] = uD,, 0 bD,, - bD,, ouDxz 
= u(Dx,(b)Dx, + bDx, o Dx,) - b(Dx,(u)Dx, + uDx, o Dx,) 
= u(b),Dx, - b(u),Dx, + ub[Dx,, Dx,l 
= Q4,Dx, - Wx,Dx,. 
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Bilinearity of [ * , *] now gives us the following computation: 
Lemma3.14. Zfq,. . . ,uN,bl,. . . ,bNeK=(xl,. . . ,xN), then 
[x aiDx,7 C bjDx,] = C (C taitbj), - bituj),))Dx,. 
I i j i 
Proposition 3.15. Let x,, . . . , xN be a transcendence basis for K. Then for 
i=l,..., N, the following hold: 
(1) WR,, . . . , &) = (xi+l, . . . , x,v). 
(2) wx,, . * * , Xi> = (D&+,, . . . , RN>. 
Corollary 3.16. Zf H s G < K then t.d.(G/H) = dim(g(H)/B(G)). 
Proof. Let X”jj”Z be a transcendence basis for K such that H = (X) and 
G = (i, jj). Apply the second part of Proposition 3.15. 0 
The proof of the next proposition is trivial. 
Proposition 3.17. If H and G are ulgebruicully closed subfields of K, then 
(1) B(acl(H U G)) = 9(H) n’3(G) and 
(2) 9(H n G) 2 22(H) v 9(G). 
Equality does not generally hold in the second part of Proposition 3.17, as the 
following example demonstrates. 
Example. Suppose that K = (x, y, z), H =(x, y) and G = (z, xz +y). Then 
H fI G = k, so 9(H fl G) = 9(k) = 9, while 
g(H) v 9(G) = (Dz) v (Ox -zD,) = (D,, D, - ~0,). 
The next theorem is the first nonelementary result of this section, and is due to 
Ash and Rosenthal (see [l]). 
Theorem 3.18. Zf H and G are algebraically closed subfields of K, then 
9(H n G) = 2(9(H) v 9(G)). 
Corollary 3.19. Zf H and G are algebraically closed subfields of K, then 
9(H n G) = 9(H) v 9(G) if and only if 9(H) v 9(G) is a Lie subalgebra of 9. 
We refer the reader to [l] for a proof of 3.18. We shall, however, present 
below a proof of an expanded version of Corollary 3.19 (see Proposition 3.24 
below), which, together with the lemmas preceding it, contains the key notions of 
the proof of 3.18. 
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Although by the second part of Proposition 3.15, extending a transcendence 
basis y,,...,y, for a subfield H to a transcendence basis 
Yl, . . . Y y,,,, 21,. ’ . , ZN-, for K over k provides a basis for 9(H) (namely, 
D *,, . . . > Dz,_,) in terms of y,, . . . , y,, zl, . . . , +,_,, we shall need bases for 
annihilators written in terms of some previously fixed transcendence basis for K. 
The following lemma provides such bases. 
Lemma 3.20. Suppose K = (XI, . * . , XI, z/, . . . , G, y,, . . . > Yk) and H= 
(u,, . . . , uI, y,, . . . , yk), with zl, . . . , z,, ul, . . . , ut, y,, . . . , yk algebraically in- 
dependent over k. Then det M(ii; X) # 0 and 
i 
’ det M(ii;xl, . . . , Xi-1, hi, xi+,, . . . , XI) 
Dz< - c det M(ti; X) 
Dx,: i = 1, . . . , r 
j=l 
is a basis for 9(H). 
The basis for 9(H) given in Lemma 3.20 is found by applying the transforma- 
tion M(jj,“j?“f; f”jj^z)-’ = M(f”y”t; U”j”Z) to a basis for 9(H) written in 
terms of the transcendence basis U”J”Z to get one written in terms of X”J”Z, 
noting that the D,, terms vanish, and diagonalizing relative to D,,, . . . , Dz,. 
However, the truth of the lemma may be verified by simply noting that 
l I + k + r = N = t.d.(ti^j^f) = rk(M(C”Y^i; X”Y”5)) = rk(M(E; X)) + k + r, 
whence rk(M(ti; 2)) = I; 
l the r derivations given annihilate each ui and y, (whence their span is 
contained in 9(H)) and are independent (whence their span has dimension 
r = dim 9(H)). 
Note that if S is any subspace of 9 with dimension m and X is any 
transcendence basis for K, then by diagonalizing, with respect to {Ox: x E X}, 
any basis for S, one finds an ordering x1, . . . , xN of the elements of X and 
El,. . . , Em E (Ran,+,, . . . 7 Ox,) such that {Ox, + El, . . . , D,, + Em} forms a 
basis for S over K. We shall refer to such a basis as being diagonal (with respect 
to X). 
Lemma 3.21. Let S be a sub-K-vector space of 9. The following are equivalent: 
(1) S is a Lie subalgebra of 9. 
(2) If B is any diagonal basis for S, then [b, c] = 0 for any b, c E B. 
(3) There exists a basis B for S with [b, c] = 0 for any b, c E B. 
The proofs of (2) + (3) and (3) + (1) are trivial. For (1) + (2), suppose that S is 
a Lie subalgebra of 9, (x1, . . . , xN) = K and D,, + E,, _ . . , D,, + E, forms a 
diagonal basis for S. Since S is Lie, for each i, j, [Ox, + Ei, Dxi + E,] E S. Also, 
[Dx, + Ei, Dx, + Ej] E (ox,,,+, , . . . , ox,). But S n ( Dx,,+,, . . . , D,,) = (0). Thus, 
[Ox, + Ei, Do, + Ej] = 0. 
256 K. L. Holland 
Lemma 3.22. Suppose that K = (x,, . . . , x,, zl, . . . , zm) and W is a Lie subal- 
gebra of (D,:i=l,. . . ,m). Then (D,,:i=l,. . . ,n) v W is Lie ifand only if 
Whasabasisin (D,,:i=l,..., rn)(?,. 
Proof. Suppose that W has a basis in (D,: i = 1, . . . , rn)(+ Then W has a 
diagonal basis B in (D,: i = 1, . . . , m)(,). By Lemma 3.21, [a, b] =0 for all 
a, b E B. Moreover, since (u),; = 0 for any u E (Z), it is easily seen that [D,,, b] = 0 
for i = 1, . . . , n and bEB. Then {D,,, . . . , D,,} U B is a basis for (D,: i = 
1 , * . . 7 m)(,)v W, on which [e, -1 vanishes. By Lemma 3.21, again, (Ox,: i = 
1 7 * . . , n) v W is a Lie subalgebra. 
For the converse, suppose that (Ox!: i = 1, . . . , n) v W is Lie. Let B’ G 
(Dz,: i = 1, . . . , m) be a diagonal basis for W. Then {Ox,, . . . , Ox,} U B’ is a 
diagonal basis for (D,: i = 1, . . . , n) v W, and [. , -1 is trivial on this basis, by 
Lemma 3.21. But if E E (D,,: i = 1, . . . , m), and [D,,, E] = 0, then E E (D,: i = 
1 , * . . 9 m)(,,, ,,..., i,,..., x.). Thus, B’c(D,:i=l,. . . ,m)(,,. q 
Suppose that ct, E (X, 1) - (jr), with G independent. Let I c (_%)[w, F] be the 
ideal of polynomials over (j) annihilated by rVA^y. For 0 from k with IpI = 1~1, we 
shall call a sequence ii of elements of (a) with (til = IWl a &specialization of W at y 
if ii annihilates {Q(@‘-, 6): Q E Z}. 
Lemma 3.23. Let w E (2, y)-(y), with w independent. Then for almost every 
p E k with ]pI = lyl there is a P-specialization ii of w at J such that the following 
hold. 
(1) ii is independent. 
(2) Lf Q’(K x, y> is a minimal polynomial for wi”..?y over k, then 
Q’w,(y, X, fi) is a minimal polynomial for ~~“2 over k. 
Proof. Let I be as given in the definition of specialization. By Noetherianity, we 
can find n and PI, . . . , P, in (f)[w, Y] such that I = (PI, . . . , P,). 
Now let Q’(w, x, P) be a minimal polynomial for Wi^X^y over k. By Corollary 
3.3, ti”j satisfies the following formula ~7@‘, v) over (X). 
Q~(W, F): Ylal,. . . , a, 
Also, for i = 1, . . . , m, wjAj satisfies Q’&,(Wi, X, 7) # 0. Then G”y satisfies the 
formula I/@, Y) over (z), where 
q(WJ P): q(G’p Y) A /) QiW,(Wi, 2, y) # 0 A /\ q(Wp P) = 0. 
i 
So jr satisfies ElI$’ ~(w, 7). Since jr”2 is independent and I$ is a formula over (?), 
for almost every fl E k, fl satisfies gw q(I?‘, p). Fix such a 6, and find ii such that 
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*(L-i, p) holds. A ny such rTi s a ~-specialization of I+ at 9, since I$(& 6) = 0 for all 
j. Also, since Qi(ui, f, 6) I= 0, and Qi,(ui, X, fi) St0 for each i, satisfaction of 
&ii, j?) ensures independence of a, by Corollary 3.3. Cl 
Proposition 3.24. Let H and G be algebraically closed sub~eids of K, with 
H = (;I;) and G = (9, @). The foilo~ing are equivalent: 
(1) H and G are independent over H fi G. 
(2) 9(H) v 9(G) = d(H n G). 
(3) g(H) v g(G) is a Lie subalbegra of 9. 
(4) There is a basis for S(G) in (Ox<: i),,,. 
(5) For almost every B in k, there if a ~-specialization of @ at 1 sat~fy~ng 
H R G = (U). 
(6) For some fl in k, there is a ~-specializutio~ ii of G at 7 satisfying 
HnG=(C). 
The implications (2) 3 (3), (5) 3 (6) and (6) + (1) of Proposition 3.24 are 
triviafities. Equivalence of (3) and (4) is immediate from Lemma 3.22. We prove 
(1) =$ (2) and (4) =9 (5). 
Proof of (1) 3 (2). Suppose H and G to be independent over H fl G, that is, 
suppose that t.d.(G/H fl G) = t.d.(H U G/H). Then dim(g(H n G)/~(G)) = 
t.d.(G/H n G) = t.d.(H U G/H) = dim(~(H)/~(~ U G)) = dim(~(H)/~~H) fl 
9(G)) = dim(~(H) v ~(G)/~(G~). S ince S(H) v 9(G) c 9(H 6-3 G), then, we 
have SB(H n 6) = B(H) v B(G). c1 
Proof of (4)+(5). Let ,8 and ii satisfy (1) and (2) of Lemma 3.23. Suppose we 
have a basis for 9(G) in (Dxi: i),,,, say 9(G) = (Cj a$J,,:j = 1, . . . , n) for 
some aij E (2). Then @“jj annihilates the polynomials Xi a,Q@&, X, r) E 
(_$)[vV,, P] for each i and 1, where Q’(M$, x, E) is a minimal polynomial for 
~~~“.?‘jj for each y from t+. Since ii is a P-specialization of tl, at y, then, U”b also 
annihilates these polynomials. Since Q’&(z+, X, 6) #0, we have 
So, since Z:i a,Qij (aI, 2, p> = 0, we have also I$ aji(ur), = 0 for each i and 1. 
Thus, B(G) G 9(l?), whence (tl) c G. Then, counting transcendence degrees, we 
must have G = ty, it) = (j, 6), whence it is immediate, since rl E H, that H n 
G = (2). q 
3.3. Lattices, geometries and the map H ++ 9(H) 
We assume that the reader is familiar with the basic vocabulary of lattices and 
(combinatorial) geometries. Nowever, certain notions associated with geometries, 
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such as dimension and subgeometry, have two or more variants in the literature, 
so we shall fix our language as follows, letting (G, cl) be an arbitrary geometry of 
finite dimension (in any of the common senses of dimension). 
l We use ‘point of G’ both for an element g of G and for the closed set {g}. A 
line of G is the closure of two independent points, a plane, the closure of three 
independent points. 
l The dimension of a subset S of G, denoted dim(S), is the cardinality of a 
maximal independent subset of cl(S). Thus, in particular, points have dimension 
one (rather than zero), lines, dimension two, and planes, dimension three. 
l By a subgeometry of G, we mean a subset S of G satisfying e E S, whenever 
a, 6, c, d ES and cl(a, 6) fl cl(b, c) = {e}. (Thus, subgeometries, in our sense, 
need not be convex.) 
l The subgeometry generated by a subset X of G is the smallest subgeometry of 
G containing X. 
l We say that G is directly irreducible if G is not the disjoint union of 
subgeometries X and Y with dim(G) = dim(X) + dim(Y). 
Recall that a geometry is modular if for any closed X and Y of G, 
dim(X U Y/X) = dim(Y/X fl Y). 
l We say that G is projective if G is directly irreducible, modular, and of 
dimension at least three. 
Now we turn to the geometries, and their associated lattices, of particular 
interest to us. Until we begin speaking of the space of derivations, K can be taken 
as having any characteristic. We denote by L(K/k) the set of algebraically closed 
extensions of k in K. The partial order of inclusion induces a lattice structure on 
L(K/k), with infimum given by intersection, and supremum, which we denote by 
‘v’, given by algebraic closure (in K) of union. The lattice (L(K/k), fl, v) is, in 
fact, geometric, with height given by transcendence degree. 
We denote by G(K/k) the set of atoms of L(K/k). Said otherwise, 
G(K/k) = {acl(x): x E K - k}. 
The algebraic closure operator ‘acl’ on subsets of K induces an operator ‘cl’ on 
the subsets of G(KIk) given by 
a E cl(X) if and only if a s acl(lJ X). 
Equivalently, 
a E cl(X) if and only if a 6 V X in L(KIk). 
The structure (G(K/k), cl) is a geometry, with dimension of a subset given by 
transcendence degree of its union. We note the following basic relationships. 
l (Z,(K/k), n, v) is isomorphic to the lattice of closed sets of (G, cl) by the 
mapx-{uEG:uQxinL(KIk)}. 
l A subset of G(K/k) is a subgeometry exactly if it is the atom set of a 
sublattice of L(K/k). The subgeometry generated by a subset X of G(KIk) is the 
atom set of the sublattice of L(K/k) generated by X. 
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l A subgeometry S of G(K/k) . 1s modular (respectively, directly irreducible) 
exactly if the sublattice of L(KIk) it generates a modular (respectively, directly 
irreducible). 
Thus, we have the following equivalence: 
l The projective subgeometries of G(K/R) are exactly those subsets of 
G(K/k) that are atom sets of modular, directly irreducible sublattices of L(K/R) 
of height at least three. (Note. The term ‘projective lattice’ is reserved in the 
literature for a related, but different, notion.) 
Remark. The geometry (G(K/k), cl) and the lattice (L(K/k), fl, v) encode 
precisely the same information about K, so one can, in theory, express any 
statement about K equally well in geometric terms or in lattice-theoretic terms. In 
practice, however, statements easily expressed in one of these languages are often 
quite awkward in the other. In particular, there are several natural and 
convenient strong notions of sublattice of a geometric lattice that are difficult to 
describe in purely geometric language. It is useful, then, to have some facility 
with both sorts of structure. 
Let Y denote the collection of subspaces of 9. Then (Y, f’, v) is a modular, 
directly irreducible geometric lattice with height given by linear dimension. We 
note that such a lattice is self-dual, i.e., that (9, n, v) = (Y, v, fl). (In general, 
if (L, A, v) is a lattice, then so is (L, v, A); however, the two need not be 
isomorphic.) 
Now let .Yz = .Z[Y] E 9. Equivalently, y;F is the collection of subspaces of 9 
that are Lie subalgebras of 22. For V,, V, E YY, denote 2f(VI v V,) by V, I- V,. 
Then (YY, fl, U) is the lattice induced on Y” by inclusion. It is not a sublattice of 
(9, n, v), since V, v V, = 2Y(VI v VJ does not hold, in general, on Sp,. Further, 
the lattice (yip, fl, U) is neither geometric, nor modular (though its dual is 
geometric). Together, Corollary 3.16, Proposition 3.17 and Theorem 3.18 say 
exactly the following. 
Proposition 3.25. The map 9:(L(KIk), (7, v)-+(Y, v, n) is a height and join 
preserving injection. Moreover, regarded a.~ a map into (YY, Ll, n), it is a lattice 
embedding. 
Now 9 : (L(K/k), f--I, v)+ (9, v, rl) is not a lattice embedding. However, 9 
does embed certain sublattices of (L(K/k), n, v) in (9, v, n). Let us say that a 
sublattice L of L(K/k) is strongly modular in L(K/k) if for any HI, H, E L, 
dim(H, U HJH,) = dim(H,/H, fl H,), that is, if any two elements of L are 
independent (w.r.t. acl) over their intersection. Strong modularity clearly implies 
modularity. The converse is easily false (e.g. set L = {k, (x, y, z), (x, y), 
(z, x . z + y)}). Corollary 3.19 can be recast as follows: 
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Corollary 3.26. Let L be a sublattice of (L(K/k), n, v). The following are 
equivalent: 
(1) L is strongly modular in L(KIk). 
(4 9:(L, n, v)+(X v, n) is lattice embedding. 
Note that in case L has height (in L(K/k)) at most 3, strong modularity is 
equivalent to modularity. In this case, Corollary 3.19 carries the full strength of 
Theorem 3.18. In particular, a (directly irreducible) subplane P of G(K/k) is 
projective exactly if the map 5.2 embeds the sublattice it generates in (.Y, v , fl). 
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