Let (M, ρ) be a compact metric space and f : M → M an expansive homeomorphism. We define Lyapunov exponents Λ(f, µ) max and λ(f, µ) min for an f -invariant measure µ. When Λ(f, µ) max > 0 and λ(f, µ) min < 0 can be interpreted as a weak form of hyperbolicity for f . We prove that if M is a Peano space then there is γ > 0 such that Λ(f, µ) max > γ and λ(f, µ) min < −γ. We also show that the hypothesis that M is a Peano space is necessary to obtain the maximal Lyapunov exponent positive and the minimal Lyapunov exponent negative. Moreover we define Lyapunov exponents for K, a compact f -invariant subset of M and prove that if the maximal Lyapunov exponent of K is negative then K is an attractor. When f is a diffeomorphism on a compact manifold, these Lyapunov exponents coincide with the usual ones.
Introduction
In the study of differentiable dynamics an indication of chaos is given by the so called Lyapunov exponents or characteristic exponents. Their use in Physics was initially based on the following considerations which in fact goes in the opposite direction: trying to ensure stability of motions. Let the differential equationẋ = F (x) define an autonomous dynamical system where F : Ω ⊂ IR n → IR n is C 1 and Ω is open. For x 0 ∈ Ω consider the solution ϕ(t, x 0 ) of the initial value problem ẋ = F (x)
Assume that all solutions of (1) with initial condition x 1 in a neighborhood of x 0 do exist for t ∈ [0, +∞). An experimenter will probably have an error in the measurements for initial data slightly altered and the initial data will be x 1 = x 0 +y instead of x 0 where y is the error in the measurement that is supposed small. The dynamical behavior of the nearby solution can be described approximately by the linearization ofẋ = F (x), that is, by the linear system of differential equationsẏ = DF x (ϕ(t, x 0 ))y where ϕ(t, x 0 ) is supposed to be the "correct" solution. If for all small y the solution ϕ(t, y) of the systemẏ = DF x (ϕ(t, x 0 ))y tends to zero when t → +∞ then this is seen as an indication of (asymptotic) stability of the motion. A way to capture this is given by the limit χ x 0 (y) = lim t→+∞ 1 t log( ϕ(t, y) ) whenever this limit exists. In this case, this limit gives information about exponential convergence (if χ x 0 (y) < 0 for all y small) or divergence (total instability if χ x 0 (y) > 0 for all y small) of trajectories with respect to the initial data problem. If the limit does not exist we instead can consider the lim sup if we want to capture by this means any kind of exponential divergence.
In the discrete case, i.e., t = n ∈ Z Z, when a C 1 -dynamical system is given by a differentiable map f : M → M where M is a compact smooth manifold, the Lyapunov exponent is given for x ∈ M and v ∈ T x M by χ(x, v) = lim sup n→∞ 1 n log( Df n x (v) ). Here v takes the place of the "error" y via the inverse of the exponential map exp x :
One problem with this approach is that in various situations we cannot assume that the system given by f is differentiable and therefore the computations roughly described above have no sense. Moreover in several cases an experimenter has a collection of data indicating that the map f is continuous and even differentiable, but has not enough data to obtain an approximation of the differential map Df . So it seems of interest to introduce some kind of Lyapunov exponents for the case of a continuous dynamical system. This has been done by Barreira and Silva ([BS] ) for continuous maps f : IR n → IR n , and by Kifer ([Kif] ) for the case f : X → X where X is a compact metric space. We will address the problem of defining Lyapunov exponents for an expansive homeomorphism f on a compact metric space (X, dist) using similar techniques as those developed in [BS, Kif] . Under certain conditions about the topology of the space X where f acts we obtain that the Lyapunov exponents are different from zero, indicating that f presents a chaotic dynamics.
2 Lyapunov exponents for expansive homeomorphisms.
Let f : M → M be a homeomorphism defined on a compact metric space (M, dist). Following [Kif] we define maximal and minimal Lyapunov exponents with respect to the distance dist : M × M → IR for a homeomorphism f . Assume M has no isolated points.
Let N ∈ IN and define
For n ∈ Z Z, δ > 0 and x ∈ M define
and
Remark 2.1. Note that A δ (x, n) and a δ (x, n) can be interpreted as the maximal, respectively the minimal distortion of f on B * x (δ, N ). Let µ be a Borel f -invariant probability measure and assume that there is ε 0 > 0 such that for all 0 < δ < ε 0 it holds that
In this case we define
and for n < 0
The following result is proved in [Kif, Theorem 1] .
Theorem 2.1. For x ∈ M µ a.e. it holds that the limits
Since we are assuming that (2) is valid and A δ (x, n) decreases when δ decreases to zero the limit Λ + (x) = lim δ→0 Λ + δ (x) exists . Analogously since a δ (x, n) increases when δ decreases the limit λ + (x) = lim δ→0 λ + δ (x) exists . Similarly, for µ a.e., there exist Λ − (x) and λ − (x). Thus we introduce the following definition Definition 2.1. We define the Lyapunov exponents for f at x ∈ M by
and similarly for Λ − (x) and λ − (x). As proved above these quantities exist µ a.e. and are f -invariant.
Next we compute these Lyapunov exponents for an expansive homeomorphism. To do so, let us recall that a homeomorphism f : X → X, X a compact metric space, is expansive if there exists α > 0 such that for all x, y ∈ X if x = y then there is n ∈ Z Z such that dist(f n (x), f n (y)) > α. We will obtain those Lyapunov exponents with respect to a hyperbolic metric adapted to the expansive homeomorphism, given by [Ft, Theorem 5 .1]:
Theorem 2.2. Let f : M → M be an expansive homeomorphism of the compact metric space (M, dist). Then there exists a metric d : M × M → IR on M , defining the same topology as dist, and numbers k > 1, ε 0 > 0 such that:
Moreover, both f and f −1 are Lipschitz for d.
Remark 2.3. The existence of an expansive homeomorphism on M implies that the topological dimension of M is finite, see [Ma] .
To define Λ ± (x) and λ ± (x) for x ∈ M , we need to show that condition (2) is fulfilled. To this end, we first verify the following Lemma 2.4. Let µ be a Borel probability measure invariant by f : M → M . If f is expansive and d is the distance defined by Theorem 2.2 then
Proof. By Theorem 2.2 f and f −1 are Lipschitz with respect to the metric d, i.e., there is a constant K > 1 such that
From the last inequality it follows that ∀ x, y ∈ M, x = y,
≤ K |n| for all n ∈ Z Z. Hence log(|A δ (x, n)|) ≤ |n| log(K) for all δ > 0, x ∈ M and n ∈ Z Z. Therefore
Moreover since
and µ is f -invariant we also have that
The proof is complete.
Note that Lemma 2.4 and Theorem 2.1 imply that for any f -invariant measure µ the numbers Λ + (x), λ + (x), Λ − (x), λ − (x) do exist µ a.e. and are f invariant.
Recall that M is a Peano space if it is connected, locally connected compact metric space. Next we give a positive lower bound of Λ + (x) and a negative lower bound of λ + (x) for an expansive homeomorphism f : M → M defined on a compact Peano space. As remarked above this can be interpreted as a weak kind of hyperbolicity condition.
Theorem 2.5. Let (M, d) be a compact connected and locally connected metric space. Let f : M → M be an expansive homeomorphism and γ = log(k) where k > 1 is the constant given by Theorem 2.2. Then for all x ∈ M it holds Λ + (x) ≥ γ and λ + (x) ≤ −γ.
Proof. Given a point x ∈ M there is y ∈ M \{x} close to x such that d(f (x), f (y)) ≥ kd(x, y) where d(·, ·) is the distance given by Theorem 2.2. Otherwise, by the mentioned theorem, for some δ > 0 and every point y ∈ B(x, δ) we have d(f (x), f (y)) < kd(x, y) and therefore for all y ∈ B(x, δ) it holds that d(f −1 (x), f −1 (y) ≥ kd(x, y). Thus B(f −1 (x), δ) ⊂ f −1 (B(x, δ) ). Moreover we also have for all y ∈ B(f −1 (x), δ) that d(f −2 (x), f −1 (y)) ≥ kd(f −1 (x), y). For we already know that for every point z
. By induction we obtain a sequence of balls B(f −n (x), δ) such that for all y ∈ B(f −n (x), δ) we have d(f −n−1 (x), f −1 (y)) ≥ kd(f −n (x), y). Let z be an α-limit point of the sequence {f −n (x)}. Then z is a Lyapunov stable point of f contradicting that there are no such points if f : M → M is expansive and M is compact connected and locally connected, see [Le, Proposition 2.7] . Hence, for every δ > 0 there is y ∈ B(x, δ)\{x} such that d(f (x), f (y)) ≥ kd(x, y).
Given n > 0 let δ > 0 be so small that in B * x (δ, n) = {y ∈ M \ {x} : d(f j (x), f j (y)) ≤ δ ∀ j = 0, 1, . . . , n} we have d(f j (x)f j (y)) ≤ ε 0 for all j = 1, 2 . . . , n where ε 0 > 0 is given by Theorem 2.2. As a consequence of the previous paragraph there is a point y ∈ B * x (δ, n)
Since this is valid for any small δ > 0, letting δ → 0 we obtain that Λ + (x) ≥ γ and λ + (x) ≤ −γ finishing the proof.
Remark 2.6. When f : M → M is a diffeomorphism on a compact manifold these Lyapunov exponents coincides with the usual ones, see [BS, Kif] .
Next we construct an example, inspired in [RR] , of an expansive homeomorphism defined on a compact connected metric space exhibiting Lyapunov stable points, showing that the hypothesis of locally connectedness can not be negligible in Theorem 2.5.
Theorem 2.7. The hypotheses of local connectedness cannot be negligible in Theorem 2.5.
Proof. Let f A : T 2 → T 2 be the Anosov map in the two-torus T 2 induced by the matrix A = 2 3 3 5 . Let p the fixed point of f A corresponding to the origin and v p , be an eigenvector associated to the smallest eigenvalue λ = 7−3 √ 5 2 < 1 of A. Fix, for instance,
. Since the coordinates of v p are not rational numbers the natural projection of {tv p , t ∈ IR} into T 2 is dense in T 2 and corresponds to the stable manifold W s (p) of the fixed point p.
Identify IR 2 with the plane Oxy and consider the point q = (0, 0, ǫ) with 0 < ǫ < 1.
Observe that v p = 1,
2 , 0 is parallel to Oxy. Let γ ⊂ IR 3 be the curve given by the equation
Then γ is asymptotic to the straight line of IR 3 given by {(0, 0, 0) + tv p , t ∈ IR} ⊂ Oxy.
Define an extension A of A to Oxy ∪ γ in the following way: for points (x, y, 0) ∈ Oxy we define A(x, y, 0) = A(x, y) and for γ we define A(γ(t)) = λtv p + (0, 0,
A has the inverse A −1 for points (x, y, 0) and for points in γ given by
Observe that γ(0) = q = A(γ(0)). On its turn, factoring out the integer lattice Z Z ×Z Z ×{0} in IR 3 , we get a homeomorphism f : T 2 ∪ H → T 2 ∪ H where H is the image of γ on the quotient space. As H is a copy of W s (p) and for t → ∞ the distance of γ(t) to Oxy goes to 0, H is a curve asymptotic to T 2 , we obtain that X = T 2 ∪ H is compact and connected. We then define a dynamics in X in the following way: in T 2 is the dynamics induced by A and in H is the dynamics of W s (p). It turns out that this dynamics in X is expansive. But the points in H are stable. In particular, so is the point q, implying that q has a unique Lyapunov exponent (as it occurs for any point of H), which is strictly less than zero, finishing the proof.
3
Compact invariant subsets.
In this section we extend the definition of Lyapunov exponents for compact f -invariant sets of a homeomorphism defined on a Peano space. The goal is to proof that if the maximal Lyapunov exponent of K, a compact invariant set, is strictly negative then K is an attractor. Let M be a (non trivial) compact Peano space and f : M → M a homeomorphism. For A ⊂ M , A = ∅, and x ∈ M we define dist(x, A) = inf{dist(x, y) : y ∈ A}.
Let us also define
Therefore letting Y (δ, K, n) = log(A δ (K, n)) we obtain a subadditive function and there is the limit Λ + (K, δ) of
Thus, we introduce the definition below.
Definition 3.1. Let f : M → M be an expansive homeomorphism defined on a Peano space M . Given a compact, f -invariant set K ⊂ M , we define the Lyapunov exponents of
and similarly for Λ − (K) and λ − (K).
As for the case of a point x ∈ M it can be proved that
Proof. Indeed, we have that
Given a compact invariant set K ⊂ M , we say that K is an attractor if there is a neighborhood U of K such that if y ∈ U then lim n→+∞ dist(f n (y), K) = 0. Analously, K is a repeller if y ∈ U then lim n→−∞ dist(f n (y), K) = 0.
Theorem 3.2. Let M be a compact Peano space and K ⊂ M be an invariant compact set. If Λ + (K) < 0 then K is an attractor. Analogously if λ − (K) > 0 then K is a repeller.
Proof. Since Λ + (K) = lim δ→0 Λ + (K, δ) < 0 there is δ 0 > 0 such that for all 0 < δ ≤ δ 0 , Λ + (K, δ) < 2 3 Λ + (K) < 0. Since lim n→+∞ 1 n log(A δ (K, n)) = Λ + (K, δ) there is n 0 ∈ IN such that for all n ≥ n 0 = n 0 (δ 0 ), 1 n log(A δ 0 (K, n)) < 1 2 Λ + (K) < 0. A fortiori, for all n ≥ n 0 and 0 < δ ≤ δ 0 , 1 n log(A δ (K, n)) < 1 2 Λ + (K) too. Let us denote −γ = 1 2 Λ + (K). Choose δ 0 > δ 1 > 0 such that if dist(y, K) < δ 1 then dist(f j (y), K) < δ 0 for all j = 0, 1, 2, . . . , n 0 . Finally let U = {y ∈ M : dist(y, K) < δ 1 }. If y ∈ U , since 1 n log(A δ (K, n)) = 1 n log sup
we have that dist(K,f n (y)) dist(K,y)
< e −γn . But dist(y, K) < δ 1 < δ 0 and so dist(K, f n (y)) < e −γn δ 0 < δ 0 for all n ≥ n 0 and we can apply induction. Thus dist(K, f n (y)) tends to zero when n → +∞ and K is an attractor.
The proof that λ − (K) > 0 implies that K is a repeller is similar.
