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Background
During the past few decades, there have been many studies conducted to evaluate the 
comparative performance of differential item functioning (DIF) methods under vari-
ous conditions. These conditions, for example, include small and unbalanced sample 
size between groups (Woods 2009), short tests (Paek and Wilson 2011), various levels 
of DIF contamination (Finch 2005), multilevel data (French and Finch 2010), violation of 
the normality assumption of latent traits (Woods 2011), and violation of the unidimen-
sionality assumption (Lee et  al. 2009). Among these conditions, violation of the local 
independence assumption has gained more attention recently, especially for large-scale 
assessments where local independence assumption is often violated. For example, the 
Trends in International Mathematics and Science Study (TIMSS) collected data from 
more than 60 countries worldwide in year 2011. Data collected from such an assess-
ment, which consist of subdomains of a specific subject (e.g., algebra in the mathematics 
Abstract 
Background: The current study compared four differential item functioning (DIF) 
methods to examine their performancesin terms of accounting for dual dependency 
(i.e., person and item clustering effects) simultaneously by a simulation study, which is 
not sufficiently studied under the current DIF literature. The four methods compared 
are logistic regression accounting neither person nor item clustering effect, hierarchical 
logistic regression accounting for person clustering effect, the testlet model account-
ing for the item clustering effect, and the multilevel testlet model accounting for both 
person and item clustering effects. The secondary goal of the current study was to 
evaluate the trade-off between simple models and complex models for the accuracy 
of DIF detection. An empirical example analyzing the 2011 TIMSS Mathematics data 
was also included to demonstrate the differential performances of the four DIF meth-
ods. A number of DIF analyses have been done on the TIMSS data, and rarely had these 
analyses accounted for the dual dependence of the data.
Results: Results indicated the complex models did not outperform simple models 
under certain conditions, especially when DIF parameters were considered in addition 
to significance tests.
Conclusions: Results of the current study could provide supporting evidence for 
applied researchers in selecting the appropriate DIF methods under various conditions.
Keywords: Multilevel, Testlet, TIMSS
Open Access
© 2016 The Author(s). This article is distributed under the terms of the Creative Commons Attribution 4.0 International License 
(http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, 
provided you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license, and 
indicate if changes were made.
METHODOLOGY
Jin and Kang  Large-scale Assess Educ  (2016) 4:18 
DOI 10.1186/s40536-016-0033-3
*Correspondence:   
ying.jin@mtsu.edu 
1 Department of Psychology, 
Middle Tennessee State 
University, Jones Hall, 308, 
Murfreesboro, TN 37130, USA
Full list of author information 
is available at the end of the 
article
Page 2 of 20Jin and Kang  Large-scale Assess Educ  (2016) 4:18 
achievement test, or biology in the Science achievement test), are multilevel in nature 
because the primary sampling units are schools instead of individual students from each 
country.
The dependency of such data has two sources, person clustering effect due to the sam-
pling strategy (e.g., individual students from the same school are dependent) and item 
clustering effect due to the format of the assessment (e.g., items within the same subdo-
main are dependent). Previous studies, however, have investigated person and item clus-
tering effects on the comparative performance of several DIF methods, separately (e.g., 
French and Finch 2013; Wang and Wilson 2005).
For the current study, the primary goal is to compare four DIF methods to examine 
their performance in terms of accounting for dual dependency (i.e., person clustering 
effect and item clustering effect, Jiao and Zhang 2015) simultaneously using a simula-
tion study, which is not sufficiently studied under the current DIF literature. An empirical 
example analyzing the 2011 TIMSS Mathematics data is also included to demonstrate the 
differential performance of the DIF methods. A number of DIF analyses have been done 
on the TIMSS data, and rarely had these analyses accounted for the dual dependence of 
the data (e.g., Innabi and Dodeen 2006; Klieme and Baumert 2001; Wu and Ercikan 2006).
Results of the current study are expected to supplement the current DIF literature 
when data are dually dependent in terms of both simulation and empirical studies. In 
the following sections, dual dependency in the DIF literature and the four DIF meth-
ods will be briefly reviewed. The review will focus on the effect of dual dependency on 
the comparative performance of DIF methods in terms of significance tests (e.g., type I 
error rate). Additionally, we will evaluate the trade-off between simple and complex DIF 
methods for the accuracy of DIF detection when data is dually dependent. Related previ-
ous research will also be reviewed.
Item clustering effect
An item clustering effect is often observed in achievement assessments where testlets 
are included, and the items within the same testlet are not locally independent due to 
the shared content of the testlet. A typical example is several items clustering within the 
same reading passage. Students’ reading achievements are typically evaluated by the tar-
get ability as well as a secondary ability to understand the content of the passage. For 
example, passages in a reading achievement test may contain sports-related content, 
where the target ability is reading skills and the secondary ability is understanding what 
the content said about sports.
When IRT-based DIF methods are used, inaccurate DIF detection results might occur 
when the unidimensionality assumption of IRT models is violated due to the item clus-
tering effect (Fukuhara and Kamata 2011). In addition, the performance of non-para-
metric DIF methods can also be adversely affected by the item clustering effect. Lee et al. 
(2009) study found out that the SIBTEST method (Shealy and Stout 1993) was conserva-
tive in terms of type I error rate unless the DIF size was large (e.g., DIF size = 1 indi-
cating the mean ability between the reference and focal groups differ by one standard 
deviation under the scale of standard normal distribution).
In order to account for the item clustering effect on DIF analysis, several DIF methods 
have been developed. Wainer et al. (1991) developed a polytomous approach to detecting 
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DIF at the testlet level, such that the responses of dichotomous items within the same 
testlet were added up to form a polytomous item for each testlet. This approach detects 
DIF at the testlet level. Researchers who are interested in DIF analysis at the item level 
might find this approach less feasible. To detect DIF at the item level, Wang and Wilson 
(2005) developed a Rasch testlet model by including a random testlet effect to account 
for the item clustering effect, and a DIF parameter for DIF detection. Their testlet model 
can be extended to 2-parameter and 3-parameter IRT testlet models for DIF detection 
by including discrimination and guessing parameters.
Another DIF method was to employ the bifactor model to account for the item clus-
tering effect (Cai et al. 2011; Jeon et al. 2013). Each item was loaded on the primary fac-
tor (i.e., target ability) and the secondary factor (i.e., secondary ability measured by the 
content of the testlet) to account for the item clustering effect. A DIF parameter was 
included in the bifactor model for DIF detection, and the Wald test or the likelihood 
ratio test was used for significance tests. Fukuhara and Kamata (2011) detected DIF 
under the bifactor model framework by including a covariate (i.e., the grouping variable) 
instead of a DIF parameter. The regression coefficient of the covariate was considered as 
the effect size estimate of DIF. These DIF methods have been demonstrated to be effi-
cient in terms of both significance tests and recovery of DIF parameter estimates. These 
methods, however, only focused on the item clustering effect in DIF analysis.
Person clustering effect
Concurrently, DIF analyses accounting for the person clustering effect have also been 
investigated by researchers. Hierarchical logistic regression (HLR) is a natural choice for 
DIF detection in terms of accounting for the person clustering effect because of its fea-
sibility of incorporating person dependency within clusters by a higher level regression 
analysis. Previous studies have examined the comparative performance between HLR 
and other standard DIF methods without accounting for the person clustering effect 
(e.g., logistic regression or Mantel–Haenszel test, French and Finch 2010, 2013). Results 
of these studies showed that HLR outperformed other DIF methods in terms of signifi-
cance tests as the level of person dependency increased under certain conditions.
Jin et al. (2014) further found out that logistic regression (LR) performed equivalently 
as HLR when the covariate (i.e., total score) can explain most of the between cluster 
variance under the Rasch model, or when there was not much variance between dis-
crimination parameters under the 2PL model. When type I error can be reasonably con-
trolled under these conditions, applied researchers might prefer using the simple model 
(i.e., LR) for its ease of implementation and interpretation. A number of previous stud-
ies conducting DIF analysis on large-scale assessments ignored person clustering effect 
(e.g., Babiar 2011; Choi et al. 2015; Hauger and Sireci 2008; Innabi and Dodeen 2006; 
Mahoney 2008; Mesic 2012; Ockey 2007; Oliveri et  al. 2014; Sandilands et  al. 2013). 
Therefore, evaluating the trade-off between complex versus simple modeling of DIF may 
provide supporting evidence for the findings of these studies.
Jiao et al. (2012) developed a four-level multilevel testlet IRT model to account for the 
dual dependency. Their study showed that the four-level model was accurate in param-
eter recovery, but was less efficient due to the complexity of the model (i.e., large stand-
ard errors). Although their study is not intended for DIF detection, it provides evidence 
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that there is a trade-off between choosing the complex model for a slight improvement 
on parameter recovery but lower efficiency and the simple model for less accuracy but 
higher efficiency, which is similar to the concept of “the curse of dimensionality” in clus-
ter analysis (James et al. 2013). In addition, analyzing complex models is not time-effi-
cient. For example, when an achievement assessment contains 4 testlets, it requires five 
dimensions of integrations over the latent variables for the computation of the likelihood 
function, one dimension for the general factor and four dimensions for the secondary 
factors.
Although algorithms (e.g., bifactor dimension reduction, Cai et al. 2011; Gibbons and 
Hedeker 1992) have been proposed to reduce the number of integrations, some main-
stream software do not have them implemented. In the study of Jeon et al., they com-
pared the time spent on analyzing their proposed bifactor model using four different 
software, including Bayesian Networks with Logistic Regression Nodes (BNL) MATLAB 
toolbox (Rijmen 2006) with the dimension reduction algorithm implemented, PROC 
NLMIXED in SAS (Wolfinger 1999), gllamm (Rabe-Hesketh et  al. 2005) in Stata, and 
WinBUGS (Spiegelhalter et al. 1996). The time spent ranged from 20 min (BNL) to more 
than a day (SAS) analyzing a simulated dataset with 12 items, 4 testlets, and 1000 exami-
nees. Time-related issues can be of concern, especially for simulation studies, where a 
large number of replications needed to be analyzed to assess the performances of statis-
tical methods.
In addition, current software, with the dimension reduction algorithm implemented to 
reduce the analysis time, cannot analyze multilevel models (e.g., TESTFACT, Bock et al. 
2003; BIFACTOR, Gibbons and Hedeker 2007). It is difficult for researchers to be time-
efficient, and to detect DIF via a model-based approach similar as the four level testlet 
model in Jiao et al. at the same time.
For applied researchers, it might be of particular interest to see the comparative per-
formance between the complex and simple models for DIF detection using the main-
stream software, which can model item and person clustering effects simultaneously. 
Therefore, the secondary goal of the current study is to evaluate the trade-off between 
simple models (e.g., models ignoring the dual dependency or accounting for partial 
dependency) and complex models (e.g., models accounting for dual dependency) for the 
accuracy of DIF detection. The evaluation of the trade-off can help researchers in select-
ing the appropriate DIF method in empirical settings when there is dual dependency in 
their data.
The four evaluated DIF methods
The current study focuses on detecting uniform DIF under the Rasch model, meaning 
that the difference between groups are constant across the entire domain of the latent 
variable and there is no discrimination difference between items. Due to the complexity 
of certain DIF methods included in this study, we chose the Rasch model to improve the 
efficiency of the simulation study because the Rasch model estimates fewer parameters 
than other models (e.g., 2-parameter IRT model). The four DIF methods included in the 
current study are LR ignoring the dual dependency, HLR accounting for the person clus-
tering effect, the testlet model accounting for the item clustering effect, and the multi-
level testlet model accounting for the dual dependency.
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The LR model is





, the logit of correct response for person i (i.e., Yi = 1). Gi is 
the grouping variable. Significance test of the regression coefficient β1 in Eq. (1) is used 
to determine the presence of uniform DIF, and the magnitude of β1 is DIF size. Xi is the 
covariate (i.e., the total score) to match the latent trait between groups.
The HLR model is





 for person i and cluster j, Xij is the person level covari-
ate (i.e., the total score), and the random components u0j ∼ N(0, τ2). Significance tests of 
the regression coefficients β10 and γ01 are used to determine the presence of DIF, and the 
magnitude of β10 and γ01 are used as estimates of DIF size of the grouping variables Gij 
and Wj at within-cluster (e.g., gender) and between-cluster level (e.g., country), respec-
tively. The current study focuses on the grouping variable at the cluster level, which is 
consistent with the empirical example introduced later.
The testlet model is
where ηik = ln
(
P(Yi=1|θi ,bk ,γd(k)i ,Gi)
P(Yi=0|θi ,bk ,γd(k)i ,Gi)
)
 for item k in testlet d for person i, θi is the latent 
trait for person i, bk is the item difficulty parameter, γd(k)i is the testlet effect, and βk is 
the regression coefficient of the person level grouping variable used to determine the 
magnitude of DIF. The testlet model can be considered as the bifactor Multiple Indica-
tors and Multiple Causes (MIMIC) model. The MIMIC model has been shown to be an 
effective DIF method detecting uniform DIF (Finch 2005; Woods 2009). In the MIMIC 
model, each item is regressed on the target latent trait and the grouping variable, and the 
target latent trait is regressed on the grouping variable to control for the mean differ-
ence of the target latent trait between groups. The presence of DIF is determined by the 
significance test of the regression coefficient of the grouping variable on each item. The 
bifactor MIMIC model adds a testlet factor, and each item is regressed on both target 
latent trait and the testlet factor.
The multilevel testlet model is
where ηi = ln
(
P(Yi=1|θij ,bk ,γd(k)ij ,Gij ,Wj)
P(Yi=0|θij ,bk ,γd(k)ij ,Gij ,Wj)
)
 for item k in testlet d for person i in cluster j, θij 
is the latent trait for person i in cluster j, γd(k)ij is the testlet effect in cluster j, eij and Ϛij 
are the level one residual variances of the target latent ability and the testlet factor, u0j 
(1)ηi = β0 + β1Gi + β2Xi,
(2)
ηij = β0j + β10Gij + β20Xij
β0j = γ00 + γ01Wj + u0j
(3)ηik = θi − bk + γd(k)i − βkGi
(4)
ηijk = θij − bk + γd(k)ij
Level 1:
θij = β0j + β10Gij + eij
γd(k)ij = pi0j + pi10Gij + ςij
Level 2:
β0j = γ00 + γ01Wj + u0j
pi0j = κ00 + κ01Wj + ζ0j
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and ζ0j are the level two residual variances of the intercepts of the target latent ability 
and the testlet factor. Regression coefficients π10 and κ01 are the effects of the group-
ing variables on the testlet factor. Regression coefficients β10 and γ01 are used to deter-
mine the magnitude of DIF of the grouping variables Gij and Wj at within-cluster and 
between-cluster level, respectively. The multilevel testlet model assumes that the person 
and item clustering effects are independent of each other. The multilevel testlet model 
can be extended to 2 parameter testlet model by including discrimination parameters 
for dichotomous items, and to multilevel testlet partial credit models by including step 
difficulty parameters for polytomous items (Jiao and Zhang 2015). The multilevel testlet 
model can also be considered as the multilevel bifactor MIMIC model where each item 
is regressed on the target latent trait, the testlet factor, and the grouping variables. Such 
a model can be analyzed using both IRT (e.g., IRTPRO) and structural equation mod-
eling software (e.g., Mplus).
Methods
The current study manipulated seven factors to reflect various conditions in practical 
settings. The factors are impact (i.e., mean ability difference between groups: 2 levels), 
person clustering effect (3 levels), item clustering effect (3 levels), testlet contamination 
(2 levels), DIF contamination (2 levels), item difficulty (3 levels), and DIF methods (4 lev-
els). Levels of each factors are fully crossed to create 864 conditions, and each condition 
is replicated 100 times.
Factors that were not manipulated are sample size, number of clusters, test length, and 
number of testlets. The sample size was 1500 for both reference and focal groups, with 
30 people within each cluster. The selection of sample-size related conditions was con-
sistent with large-scale assessment settings where sample size is at least in thousands. 
Some large-scale assessments employ rotated booklet design, meaning that each item 
is answered by a subset of the entire sample. Although the total sample size of large-
scale assessments maybe large, the actual sample size for DIF analysis is less than the 
total sample size because DIF analysis is an item-by-item approach. The current study 
is particularly interested in small number of items within each testlet. The test length is 
set to 10 items with 5 items in each testlet, and is relatively consistent with the empirical 
example introduced later. The number of testlets is set to 2 for the purpose of computa-
tion efficiency.
Item responses in Eq.  (4) were generated by manipulating different levels of impact, 
item, and person clustering effects in both θij and γd(k)ij, and item difficulty parameters 
bk. Latent ability of the reference group was generated from N(0, 1) and latent ability of 
the focal group was generated from N(0, 1) and N(−1, 0) to make the two levels of the 
impact factor. One standard deviation in latent ability distribution between the reference 
and the focal groups is commonly observed in previous simulation studies as well as in 
empirical settings (e.g., Finch 2005; Oort 1998). For example, 2011 TIMSS 8th grade 
mathematics scores of participating countries have standard deviations from −1.7 to 1.1 
from the scale center point. Asian countries with top scale scores, on average, have a 
0.98 standard deviation away from the center point, and the United States’ scale scores 
have a 0.1 standard deviation away from the center point (Mullis et al. 2012). Applied 
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researchers who are interested in the evaluation of Asian mathematics curriculum adop-
tion might find the results of the current study beneficial to their research.
The person clustering effect in θij had three levels N(0, 0), N(0, 0.25), and N(0, 1); and 
the item clustering effect in γd(k)ij had the same three levels: N(0, 0), N(0, 0.25), and N(0, 
1). The N(0, 0) conditions were treated as baseline conditions where there is neither per-
son nor item clustering effect, and the N(0, 0.25) and N(0, 1) conditions were considered 
as small-to-medium and medium-to-large person and item clustering effects, respec-
tively (Jiao and Zhang 2015). The reference or focal group latent ability, person cluster-
ing effects in θij, and item clustering effects in γd(k)ij were additive and mutually exclusive. 
Item difficulty parameter bk was within the range of (−1, 1) and randomly assigned to 
each item. Item difficulty parameters were not generated outside the range of (−1, 1) 
to avoid sparse cells, which might cause non-converged or extreme solutions, especially 
when the most complex model is fitted to the data (Bandalos 2006).
We considered two types of contamination factors in this study: testlet contamination 
and DIF contamination. Two levels of testlet contamination were manipulated by either 
generating item clustering effect in the second testlet, or not generating item cluster-
ing effect in the second testlet. Two levels of DIF contamination were manipulated by 
either using 3 additional DIF-present items (i.e., 30 % DIF contamination) throughout 
the test, or using no DIF-present items other than the studied items throughout the test. 
The studied items were generated to be DIF-free or DIF-present for the computation 
of type I error and power, respectively. Three studied items were included in the first 
testlet, representing items with low (bk = −1), medium (bk = 0), and high (bk = 1) dif-
ficulty parameters. Purified total scores were used as the matching variable (i.e., sum of 
item scores other than the 3 studied items) to avoid the confounding effect due to DIF 
contamination conditions.
Selections of levels within the manipulated factors were based on two principles. First, 
we chose levels to closely link to the empirical data analyzed in the later section. For 
example, items from the first booklet in TIMSS 2011 Mathematics test were analyzed as 
a demonstration of the differential performance of the four DIF methods. The average 
number of items within each testlet was 5.25 (please see the detailed description in the 
empirical study section), so five items within each testlet were generated. Second, levels 
within some factors were adopted from previous simulation studies. For example, the 
levels within the item and person clustering effect factors were adopted from the four-
level model in Jiao et al. simulation study.
The four DIF methods: LR, HLR, the testlet model, and the multilevel testlet model 
were analyzed using Mplus 7.2 (Muthén and Muthén 2014). Full-information maximum 
likelihood estimation method was used to estimate model parameters. LR estimated 9 
parameters as in Eq. (1): 3β1 for the 3 studied item, 3β2 for the purified total score (e.g., 
sum of DIF-free items), and 3 threshold parameters (e.g., parameters estimated under 
the latent response variable formulation for categorical variables, Muthén and Aspa-
rouhov 2002) for the 3 studied items. HLR estimated 12 parameters as in Eq.  (2): 3β20 
for the purified total score at the within-cluster level, 3γ01 for the 3 studied items at the 
between-cluster level, 3 threshold parameters, and 3 residual variances for the 3 studied 
items.
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The testlet model estimated 36 parameters: 9 factor loadings of the target ability, 4 
factor loadings for the first testlet factor, 4 factor loadings for the second testlet factor, 
1 regression coefficient of the grouping variable on the target ability, 2 regression coef-
ficients of the grouping variable on the 2 testlet factors, 3 regression coefficients of the 
grouping variable on the 3 studied items, 10 threshold parameters for all items, 1 resid-
ual variance of the target ability, and 2 residual variances of the 2 testlet factors. The 
multilevel testlet model estimated 56 parameters: at the within-cluster level, 17 factor 
loadings of the target ability and 2 testlet factors, 1 variance of the target ability and 2 
variances of 2 testlet factors; at the between-cluster level, 17 factor loadings of the tar-
get ability and 2 testlet factors, 1 regression coefficient of the grouping variable on the 
target ability, 2 regression coefficients of the grouping variable on the 2 testlet factors, 
3 regression coefficients of the grouping variable on the 3 studied items, 10 threshold 
parameters for all items, 1 residual variance of the target ability, and 2 residual variances 
of the 2 testlet factors.
The performance of each DIF method was evaluated by type I error rate, power, bias, 
and mean square error (MSE). Type I error rate was computed as the percentage of 
falsely identified DIF-present items out of the 100 replications. Power was computed as 
the percentage of correctly identified DIF-present items out of the 100 replications. The 
medium DIF size of 0.5 (i.e., the difference of item difficulty parameters of the studied 
items between the reference and focal groups is 0.5) was used to compute power. Bias 
and MSE of the DIF parameter (i.e., regression coefficient of the grouping variable of the 
four DIF methods) were computed as in Eqs. (5) and (6):
where 
∧
coef  is the estimated DIF parameter and coeff is the true DIF parameter. We per-
formed two sets of analysis of variance (ANOVA) on Bias and MSE. Significance tests 
(F-test) at alpha level of 0.05 were used to determine main effects and higher-order 
interaction effects of the manipulated factors. Effect size estimates were used to deter-
mine the magnitude of the effects of the manipulated factors on the comparative perfor-
mance of the four DIF methods. Effect sizes were reported using f ∼=
√
η2/(1− η2) as 
in Cohen (1969). Cutoffs of small, medium, and large effect sizes are 0.10, 0.25, and 0.40, 
respectively.
Results
Type I error rate
Figures 1, 2, 3 and 4 present type I error rate of the four DIF methods across different 
levels of person and item clustering effects, impact, testlet and DIF contamination when 
the studied item’s difficulty is low. Similar patterns are observed when the studied item’s 
difficulty is medium or high. Their figures are not presented here, but are available upon 
request. Figures 1 and 2 show that under the condition of no impact and no DIF contam-




(6)MSE = Bias2 + Var(
∧
coeff )
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rate at the nominal level, regardless of the levels of item and person clustering effects 
and testlet contamination. The testlet model and the multilevel testlet model, however, 
outperform LR and HLR when there is DIF contamination.
Fig. 1 Effects of testlet contamination and DIF contamination at each level of item clustering effect when 
there is no impact between groups. The dotted line is the theoretical type I error rate of 0.05
Fig. 2 Effects of testlet contamination and DIF contamination at each level of person clustering effect when 
there is no impact between groups. The dotted line is the theoretical type I error rate of 0.05
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Figures 3 and 4 show that under the condition of the presence of impact, the testlet 
model and the multilevel testlet model outperform LR and HLR regardless levels of 
item and person clustering effects, testlet contamination, and DIF contamination. Based 
Fig. 3 Effects of testlet contamination and DIF contamination at each level of item clustering effect when 
there is impact between groups. The dotted line is the theoretical type I error rate of 0.05
Fig. 4 Effects of testlet contamination and DIF contamination at each level of person clustering effect when 
there is impact between groups. The dotted line is the theoretical type I error rate of 0.05
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on the comparison of Figs. 3 and 4, the item clustering effect seems to have negligible 
effect on the performance of the four DIF methods (i.e., flat lines across levels of testlet 
effects), whereas the person clustering effect has no impact on the testlet model and the 
multilevel testlet model, but has an effect on LR and HLR. In summary, the most impor-
tant factors affecting type I error rate of the four DIF methods are impact and DIF con-
tamination. When there is no impact and no DIF contamination, the four DIF methods 
perform equally well, when there is impact and DIF contamination, the testlet model, 
and the multilevel testlet model outperform LR and HLR. In terms of the comparison of 
the four DIF methods across all levels of other factors, the testlet model is a little con-
servative (i.e., type I error is slightly below 0.05), and the multilevel testlet model is a lit-
tle liberal (i.e., type I error is slightly above 0.05). HLR outperform LR under most of the 
conditions, but the advantage is small, the average difference of type I error rate between 
HLR and LR is 0.02 across all conditions.
Power
Power of HLR and LR is exceptionally high due to the excessive inflation of type I error 
rate of LR and HLR under most conditions. Power of HLR and LR, therefore, is not 
compared to the power of the testlet model and the multilevel testlet model. The test-
let model and the multilevel testlet model perform equivalently across all conditions in 
terms of DIF detection rate. The average difference of power between the two models is 
0.07. For both models, their equivalent performance are consistent regardless of person 
and item clustering effects, and testlet contamination. As compared to the power when 
there is DIF contamination, power of both models is consistently higher when there is 
no DIF contamination. The average power of the testlet model and the multilevel testlet 
model is 0.61 and 0.43 when there is no DIF contamination. When there is DIF con-
tamination, the average power of the testlet model and the multilevel testlet model is 
0.04 and 0.08, respectively, which are extremely low. Impact also has an effect on power. 
The average power of the testlet model and the multilevel testlet model is 0.35 and 0.30 
when there is no impact. When there is impact, the average power of the testlet model 
and the multilevel testlet model is 0.30 and 0.21, respectively. The lower power under 
impact conditions is confounded by the DIF contamination conditions. In general, the 
effect of DIF contamination is larger than the effect of impact on power for both mod-
els: the average difference of power is 0.46 between the DIF contaminations conditions, 
whereas the average difference of power is 0.07 between the impact conditions. At last, 
similar patterns are observed among levels of item difficulty under the previously dis-
cussed conditions.
Bias
Most of the main effects and two-way interaction effects of the manipulated factors are 
statistically significant. Impact, DIF contamination, and item difficulty have small effect 
sizes (f = 0.10, f = 0.14, and f = 0.16, respectively), DIF method has medium effect size 
(f  =  0.38). The two-way interaction of impact and DIF method has small effect size 
(f = 0.16), and the two-way interaction of item difficulty and DIF method has medium 
effect size (f = 0.28). Effect sizes of the rest of the factors, including higher order interac-
tion, are negligible (i.e., f < 0.10). When there is no impact between groups, LR and HLR 
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outperform the testlet and multilevel testlet models, and their average bias are −0.06, 
−0.06, 0.21, and 0.38, respectively. When there is impact between groups, the testlet 
model outperform both LR and HLR, and their average bias are 0.36, −0.42, and −0.44, 
respectively. The multilevel testlet model perform the best when the item difficulty is 
low and medium with small average bias (−0.02 and −0.04), and perform the worst 
when the item difficulty is high with large average bias (0.92), which can be explained by 
the sparse cells due to high difficulty, resulting in extreme solutions. In summary, LR and 
HLR outperform the testlet and the multilevel testlet models when there is no impact 
between groups. When there is impact between groups, the multilevel testlet model is 
most accurate in estimating the DIF parameter with small and medium item difficulty 
parameters of the studied item. Generally speaking, LR and HLR underestimate the DIF 
parameter, whereas the testlet and the multilevel testlet models overestimate the DIF 
parameters under most conditions. The person and item clustering effects have negligi-
ble effects on bias of the four DIF methods, and can be explained by that point estimates 
are relatively robust against the violation of the independence assumption (Raudenbush 
and Bryk 2002).
MSE
Among the statistically significant main and interaction effects, the only factor having 
meaningful effect size is the DIF method with a medium effect size (f = 0.33), the effects 
of the other factors and their interactions are negligible (i.e., f < 0.10). Figures 5, 6, 7 and 
8 present MSE of the four DIF methods across different levels of person and item clus-
tering effects, impact, testlet and DIF contamination when the studied item’s difficulty is 
low. Similar patterns are observed when the studied item’s difficulty is medium or high. 
Fig. 5 Effects of testlet contamination and DIF contamination at each level of item clustering effect when 
there is no impact between groups
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As shown in the figures, the complex models show more variation in DIF parameter 
estimation than the simple models under all condition, and their MSE are in order as 
follows: the multilevel testlet model (1.271), the testlet model (0.675), HLR (0.112), and 
Fig. 6 Effects of testlet contamination and DIF contamination at each level of person clustering effect when 
there is no impact between groups
Fig. 7 Effects of testlet contamination and DIF contamination at each level of item clustering effect when 
there is impact between groups
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LR (0.110). This can be explained by the larger number of parameters estimated in the 
complex models (e.g., 56 parameters are estimated from the multilevel testlet model and 
9 parameter are estimated from the LR model).
An empirical example
The 2011 TIMSS Mathematics data were analyzed to show the differential performances 
of the four DIF methods. For demonstration purposes, only items in the first out of the 
14 booklets were evaluated for DIF. There are 21 dichotomous items in the first book-
let, four subdomains are measured by those items: number (8 items), data and chance 
(4 items), algebra (5 items), geometry (4 items). Data from two pairs of countries were 
selected to evaluate country level DIF. United States (average math achievement score 
of 509 with SD of 2.6) and Finland (average math achievement score of 514 with SD of 
2.5) were selected to reflect the no impact condition in the simulation study. There were 
1032 students from 613 schools from both countries taking items from the first booklet. 
Korea (average math achievement score of 613 with SD of 2.9) and New Zealand (aver-
age math achievement score of 488 with SD of 5.5) were selected to reflect the condition 
when there was impact between countries. There were 755 students from 302 schools 
from both countries in this dataset. DIF analyses were done for each pair of countries 
using the four DIF methods.
Table 1 presents the DIF analysis for the United States and Finland data. LR and HLR 
are consistent in terms of both significance tests and DIF parameter estimates. Both 
methods flag the same 14 items as DIF-present items. DIF-present items are flagged 
by significance tests described in Eqs.  (1), (2), (3), and (4) at alpha level of 0.05. The 
estimated DIF parameters are from −0.002 to 0.004, and are almost identical for both 
Fig. 8 Effects of testlet contamination and DIF contamination at each level of person clustering effect when 
there is impact between groups
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methods. Because the DIF parameter estimates (i.e., DIF effect size) are so small, indi-
cating that there is negligible DIF between groups, the flagged 14 out of 21 items by 
both LR and HLR can be considered false positives, which provides evidence of inflated 
type I error rate of LR and HLR, which is consistent with the results of the simulation 
study. The testlet model flags 2 out of 21 items as DIF-present items. Given the negligi-
ble estimated DIF parameters, the testlet model outperforms both LR and HLR in terms 
of controlling type I error rate. The multilevel testlet model flags 9 items as DIF-present 
items. With negligible DIF parameter estimates of these 9 items, the multilevel testlet 
model cannot control type I error rate as well as the testlet model, which is consistent 
with Figs. 1 and 2, where the multilevel testlet model almost always exhibits slight type 
I error inflation as compared to the testlet model. In summary, LR and HLR flag the 
most number of items as DIF-present items, and the testlet model flags the least number 
of DIF-present items by significance tests. When evaluating DIF based on DIF param-
eter estimates, all four methods perform equivalently. All 21 items exhibit negligible DIF, 
indicating low power of the methods. Simpler models that do not account for item or 
person clustering effects perform equivalently as the complex models.
Table 2 presents the DIF analysis for the Korea and New Zealand data. Similar to the 
United States and Finland DIF analysis, LR and HLR flag the same number of DIF-pre-
sent items (16 out of 21 items), and their DIF parameter estimates are almost identical. 
Table 1 DIF parameter estimates for USA and Finland data
Italised DIF parameter estimates are significant at 5 %
LR HLR Testlet Multilevel testlet
Number
 Item 1 0.001 0.001 0.000 0.001
 Item 2 0.003 0.004 0.002 0.004
 Item 3 −0.002 −0.002 −0.001 −0.002
 Item 4 0.001 0.001 0.000 0.002
 Item 5 0.001 0.001 −0.002 0.002
 Item 6 −0.002 −0.002 −0.001 −0.001
 Item 7 0.001 0.001 0.001 0.002
 Item 8 0.000 0.000 0.000 0.000
Geometry
 Item 1 −0.001 −0.001 0.000 −0.001
 Item 2 −0.001 −0.001 −0.001 −0.001
 Item 3 0.000 0.000 0.000 0.000
 Item 4 −0.001 −0.001 0.000 0.000
Data and chance
 Item 1 −0.001 −0.001 0.000 −0.001
 Item 2 0.000 0.000 0.000 0.000
 Item 3 −0.001 −0.001 0.000 −0.001
 Item 4 −0.001 −0.001 0.000 −0.001
Algebra
 Item 1 0.000 0.000 0.000 0.000
 Item 2 0.001 0.001 0.000 0.001
 Item 3 0.001 0.001 0.001 0.001
 Item 4 0.000 0.000 0.000 0.000
 Item 5 0.002 0.002 0.001 0.002
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The DIF parameter estimates are from −0.012 to 0.017. These considerably small DIF 
parameter estimates provide evidence of inflated type I error of both LR and HLR. The 
testlet model, on the other hand, flags no items as DIF-present items, which is consist-
ent with the simulation study that the testlet model is conservative under the conditions 
when there is impact between countries. The DIF parameter estimates are from −0.011 
to 0.005. The multilevel testlet model flags 13 out of 21 items as DIF-present items. The 
DIF parameter estimates are from −0.019 to 0.012. Given the small size of DIF param-
eter estimates and large number of flagged DIF items, the multilevel testlet model does 
not control type I error rate as well as the testlet model. This might be explained by that 
the multilevel testlet model is the most complex model, and estimation problems can 
occur, such as unconverged or extreme solutions. In order to achieve converged and 
meaningful solutions in this study, the estimation of country difference on math achieve-
ment was left out, which was contradictory to the data, where Korea and New Zealand 
differed on their math achievement. Failure to account for impact between groups can 
lead to inflated type I error due to the confounding effect of impact (Finch 2005).
In addition, the DIF parameter estimates of LR, HLR, and the testlet model are more 
consistent than the DIF parameter estimates of the multilevel testlet model, meaning 
that the difference of DIF parameter estimates between the multilevel testlet model and 
the other three methods are larger than the differences between LR, HLR, and the testlet 
Table 2 DIF parameter estimates for Korea and New Zealand data
Italised DIF parameter estimates are significant at 5 %
LR HLR Testlet Multilevel testlet
Number
 Item 1 0.014 0.014 0.005 0.012
 Item 2 −0.006 −0.007 −0.002 −0.007
 Item 3 0.000 −0.001 −0.002 −0.004
 Item 4 −0.006 −0.006 0.000 −0.010
 Item 5 0.006 0.007 0.002 0.008
 Item 6 0.005 0.005 0.002 0.003
 Item 7 −0.012 −0.012 −0.005 −0.014
 Item 8 −0.007 −0.007 −0.004 −0.003
Geometry
 Item 1 −0.005 −0.006 −0.011 −0.013
 Item 2 −0.010 −0.011 −0.007 −0.019
 Item 3 0.002 0.002 0.002 −0.005
 Item 4 0.007 0.008 0.001 −0.003
Data and chance
 Item 1 0.000 0.000 −0.001 0.000
 Item 2 0.017 0.017 0.005 0.009
 Item 3 −0.011 −0.012 −0.007 −0.017
 Item 4 0.003 0.040 0.000 0.002
Algebra
 Item 1 0.006 0.007 0.002 0.000
 Item 2 0.004 0.004 0.001 −0.004
 Item 3 0.003 0.003 0.002 −0.004
 Item 4 0.000 0.000 −0.003 −0.003
 Item 5 −0.004 −0.005 0.000 −0.009
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model. The reason might be explained by that TIMSS uses matrix sampling, where stu-
dents from the same school and the same country receive different booklets of the test, 
so the number of students within each school is limited and the person clustering effect 
is not necessarily large. For the Korea and New Zealand data, the intraclass correlation 
(ICC) of the test scores is 0.47, which is considered to be a relatively large person clus-
tering effect. DIF analysis, however, is an item-by-item approach, ICC of the individual 
item score is not as large as ICC of the test score. ICC of some items can be as small as 
0.008, and the average ICC of items in the first booklet is 0.176. With some items having 
extremely small ICC (e.g., 0.008), the multilevel testlet model is likely to overfit the data, 
leading to inconsistent parameter estimates.
Discussion
The primary goal of the current study was to examine the comparative performance of 
the four DIF methods when the data exhibited dual dependency due to item and person 
clustering effects. The multilevel testlet model accounting for dual dependency exhib-
ited slight inflation of type I error across all simulated conditions, but had low power, 
especially when there was DIF contamination and impact between groups. When there 
was impact between groups, the multilevel testlet model was most accurate in terms of 
estimating DIF parameter among the four methods when the studied item’s difficulty 
parameter was low or medium, but was the least efficient method due to its complex-
ity. The testlet model accounting for the item clustering effect was slightly conservative 
in terms of type I error rate across all conditions, and the power was even lower than 
the multilevel testlet model under certain conditions. The testlet model cannot estimate 
DIF parameter as accurately as the multilevel testlet model under most conditions, but 
was slightly more efficient than the multilevel testlet model. HLR accounting for the per-
son clustering effect can control type I error rate as well as the other methods when 
there was no impact between groups, but exhibited serious type I error inflation when 
there was impact between groups. HLR can accurately estimate DIF parameter when 
there was no impact between groups. LR ignoring both item and person clustering effect 
exhibited slightly higher type I error inflation and bias than HLR, and LR was the most 
efficient method due to its simplicity. In general, LR performed relatively equivalent 
as HLR under most conditions. Based on the results of this study, applied researchers 
should use caution and prior knowledge about their data when choosing an appropri-
ate DIF method. For example, the multilevel testlet model and the testlet model are not 
appropriate DIF methods due to the low power of these two methods, especially when 
the researchers have a strong indication that DIF might exist (e.g., cultural DIF when the 
grouping variable is country).
The secondary goal of the current study was to evaluate the trade-off between simple 
models and complex models for the accuracy of DIF detection. Based on the results of 
the simulation study and the empirical example analysis, simple models suffered from 
type I error inflation due to the failure in accounting for the dependency, and com-
plex models suffered from extremely low power under certain conditions, possibly due 
to the overfitting of the data. Given the inadequate significance test, researchers can 
always look into DIF parameter estimates for more information. When there was no 
impact between groups, simple models estimated DIF parameters more accurately than 
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complex models. When there was impact between groups, complex models had lower 
bias under certain conditions, but were not as efficient as simple models in estimating 
DIF parameters. When considering both significance tests and DIF parameter estimates, 
simple models may be preferred when the researchers have prior knowledge that the 
groups do not differ on their mean abilities (i.e., no impact between groups). When no 
prior knowledge is available on impact, complex models might be preferred, but with 
cautions such that DIF-present items may not be successfully detected due to low power, 
or DIF parameter estimates can be extreme values to achieve model identification.
The current study intended to simulate conditions that were commonly observed in 
practical settings. These conditions, however, were limited for its results to be general-
ized. Most limitations were related to computation efficiency. First, the current study 
generated 2 testlets, which was considered a small number of testlets as compared to 
other studies examining testlet effect (e.g., Jiao et al. 2012). Part of the reason was to be 
time-efficient. With 2 testlets, the dimensions of numerical integration for a multilevel 
testlet model was 6, 3 dimensions at the within-cluster level and 3 dimensions at the 
between-cluster level. The average time spent on analyzing each condition was about 
10  h, and the current study generated 216 conditions for the multilevel testlet model. 
Increasing the number of testlets with this large number of conditions would be a great 
challenge. Second, each condition was replicated 100 times, which was relatively small 
in simulation studies. With small number of replications, the construction of the sam-
pling distribution of parameter estimates might not be sufficient, leading to biased point 
estimates. Increasing the number of replications also increased the analysis time signifi-
cantly for complex models. Future studies can take these two factors into account once 
software are updated with features such as dimension reduction algorithm to save analy-
sis time greatly.
Future studies should also be conducted to address limitations of the current simula-
tion study because some conditions were not closely linked to empirical conditions in 
large-scale assessments (e.g., TIMSS). For instance, item difficulty parameters were gen-
erated within the range of (−1, 1) to reduce the number of non-converged or extreme 
solutions. Future studies should include easier or more difficult test items like large-scale 
assessments do to evaluate the comparative performance of the four DIF methods under 
a broader range of difficulty levels.
The current study assumed orthogonality of the primary factor and the secondary fac-
tors (i.e., testlets). Previous studies indicated that the bifactor model for DIF detection 
for testlet-based tests was more flexible and accurate when the orthogonality assump-
tion was relaxed (Jeon et al. 2013). The testlet model in the current study was essentially 
a bifactor model with a DIF parameter included as a covariate. When allowing correla-
tions between the primary factor and secondary factors, the complex models may be 
more appropriate than simple models because they can incorporate the correlations 
explicitly. Future studies may investigate this advantage of the testlet and the multilevel 
testlet model more extensively by relaxing the orthogonality assumption when data 
exhibit dual dependency.
Based on the results of the empirical example, the four DIF methods performed dif-
ferently in terms of both significance tests and parameter estimates. Applied research-
ers should be aware of the difference when they conduct DIF analysis on data with dual 
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dependency. Selecting inappropriate DIF methods by ignoring dual dependency will lead 
to costly decisions, such as removing item with negligible DIF from the test, or declaring 
group difference confounded by falsely identified DIF-present items. Researchers should 
also be aware of the challenge when applying the complex model accounting for the dual 
dependency, such as constraining parameters to achieve model identification due to the 
complexity of the model. To facilitate the selection of the most appropriate DIF method, 
it would be better for researchers to be familiar with their data. With prior knowledge 
of group difference (i.e., impact), item difficulty, and the magnitude of dependency 
(i.e., item or person clustering effect), researchers will be more likely to select the most 
appropriate DIF method based on the results of the current study.
The current study focused on identifying DIF-present items rather than exploring source 
of DIF when data were dually dependent. Admittedly, it is very important to understand 
why DIF happens, given that DIF-present items are accurately detected. Previous studies 
utilized both significance tests and effect size estimates to explore source of DIF. For exam-
ple, Wu and Ercikan (2006) studied DIF due to cultural difference among countries (e.g., 
extra lesson hours after school) by the decreased magnitude of DIF effect size and decreased 
number of DIF-present items after including the cultural factor as an extra matching vari-
able. To insure meaningful exploration of DIF, items suspicious of DIF need to be identified 
correctly first, especially when data have complex structure (e.g., dual dependency).
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