Microphones and cameras have been extensively used to observe and detect human activity and to facilitate natural modes of interaction between humans and intelligent systems. Human brain processes the audio and video modalities extracting complementary and robust information from them. Intelligent systems with audio-visual sensors should be capable of achieving similar goals. The audio-visual information fusion strategy is a key component in designing such systems. In this paper we exclusively survey the fusion techniques used in various audio-visual information fusion tasks. The fusion strategy used tends to depend mainly on the model, probabilistic or otherwise, used in the particular task to process sensory information to obtain higher level semantic information. The models themselves are task oriented. In this paper we describe the fusion strategies and the corresponding models used in audiovisual tasks such as speech recognition, tracking, biometrics, affective state recognition and meeting scene analysis. We also review the challenges and existing solutions and also unresolved or partially resolved issues in these fields. Specifically, we discuss established and upcoming work in hierarchical fusion strategies and crossmodal learning techniques, identifying these as critical areas of research in the future development of intelligent systems.
I. INTRODUCTION
T HE Turing test [1] suggests that a machine can be considered intelligent if a human judge involved in a natural conversation with a human and the machine, cannot distinguish between the two. The field of artificial intelligence, thus has its roots in making machines human-like, with the ability to perceive, analyze and respond to their surroundings in a way that is natural and seamless to humans. Since human perception is multimodal in nature, with speech and vision being the primary senses, significant research effort has been focussed on developing intelligent systems with audio and video interfaces [2] .
The traditional interfaces such as keyboard, mouse and even close-talking microphones are considered too restrictive to facilitate natural interaction between humans and computers. Research efforts have been focussed on developing nonintrusive sensors such as cameras and far field microphones so The authors are with the Department of Electrical and Computer Engineering, University of California -San Diego, La Jolla, CA 92093. E-mail: sshivappa@ucsd.edu that humans can communicate through natural means like conversational speech and gestures, without feeling encumbered by the presence of sensors. In other words, the computer has to fade into the background, allowing the users of the intelligent systems to conduct their activities in a natural manner. This necessitates the use of multimodal, especially audio-visual systems. Audio-visual systems are not restricted to human computer interfaces (HCI) alone. In several applications such as meeting archival and retrieval and human behavioral studies, audio-visual fusion can be applied as a post processing step. The techniques covered in this survey are also applicable in this context and not restricted to real-time interfaces.
Another significant advantage of using multimodal sensors is the robustness to environment and sensor noise that can be achieved through careful integration of information from different types of sensors. This is particularly true in cases where a particular human activity can be deduced from two or more different sensory cues, like for example, audio and lip movements in the case of human speech. Many other tasks like person tracking, head pose estimation, affective state analysis also exhibit significant overlap in the information conveyed over multiple modalities, especially audio and video.
Though different sensors might carry redundant information as suggested in the previous paragraph, these sensors are rarely equal, in the sense, they carry complementary information too, making it advantageous to use certain sensors over others for certain tasks. This is clearly demonstrated in the case of speech and gesture analysis for HCI applications, where the information carried through gestures complements the information presented through speech. Utilizing both these cues leads to a system that can understand the user more completely than using just one of the modalities.
There is yet another advantage of multimodal systems that has not been explored much in the existing literature. It is the ability to utilize the different modalities to learn cross-modal correspondences in an unsupervised manner. This has been studied in much detail in human cognitive studies [3] [4] . This line of research holds promise in allowing us to exploit one of the biggest advantages of multimodal systems [5] .
In this survey, we restrict our attention to systems that integrate multimodal sensory information to recognize human activities. Several recent surveys have been published in the area of human computer interfaces. Past surveys have looked into general information fusion schemes [6] . However, we are not aware of any survey that is wholly dedicated to sensory information fusion techniques used in multimodal To Appear in Proceedings of the IEEE, 2010 Fig. 1 .
An audio-visual emotion detection example illustrating the key issues in multimodal emotion detection and highlighting those discussed in this survey.
human activity analysis systems. The application domains of such systems are varied and include meeting analysis, robotics, biometrics, smart rooms etc.
Past surveys indicate the necessity for further research in the fusion schemes [7] [8] . Through this survey we hope to fill in the gap that exists in the systematic understanding of the challenges and existing solutions for fusion of sensory information across varying application domains. We critically compare the models and algorithms used to fuse information from multimodal, primarily audio-visual, sensors for human activity analysis. We also present some recent work from related fields like cognitive sciences that are relevant to addressing some of the challenges in current multimodal human activity analysis systems. In the present survey, we also restrict our attention to multimodal systems which use audio and visual sensors. However, the fusion techniques described are in general applicable to a variety of multimodal systems and hence wherever appropriate we refer to multimodal systems as opposed to audio-visual systems. In Figure 1 , we use the example of an audio-visual emotion detection scheme to illustrate some key points of information fusion covered in our survey. There are other components of interest in these schemes such as sensor configuration, feature selection, modeling and training. It is almost impossible to totally separate these issues from one another and from the fusion strategies used. However, for the purpose of this survey, we try to focus on the fusion strategies alone. In the final sections of the survey, we focus our attention on critical future research directions in the areas of intelligent system design in general and human activity analysis in particular.
The rest of this paper is organized as follows. In section II, we discuss the theoretical and practical benefits of audiovisual fusion. We also outline a few concrete application areas where such fusion schemes can be very useful. In Section III, we propose a criterion for organizing the fusion strategies described so far in literature and we describe the fusion techniques in general, organized according to this criterion. We then compare some important fusion schemes used in practice in Section IV, organized according to their application domain. Finally in Section V, we highlight three key challenges that need to be addressed in the future and the ongoing efforts in that direction.
II. BENEFITS OF AUDIO-VISUAL FUSION
Human activity and interaction is inherently multimodal. Vision and hearing are the primary senses used by humans to comprehend the complex world as well as to communicate with each other. Several psychological studies have outlined the fusion of audio and visual information by humans for performing particular tasks. A classic example is that of lip reading. Another example is that of audio source localization. These studies provide the basis for intelligent system researchers to incorporate either audio or visual or both the modalities in order to accomplish a particular task. It is necessary while designing such systems to evaluate the benefits and costs associated with using both audio and visual sensory modalities as opposed to using just one of them.
An example is the detailed analysis provided in Table II for the audio-visual speech recognition task. Such an analysis requires the collection of a standard dataset to evaluate the performance of the system. However, in practice, collecting such a dataset is extremely difficulty due to the varied nature of scenes and sensor configurations in which audio-visual fusion is applied. Consider the application of audio-visual speech recognition for a menu based system on an aircraft carrier deck with very high background noise levels. In such a situation, the performance depends on the configuration of the microphones as well as whether a head-mounted camera can be used to capture the lips of the speaker. In a meeting room however, the cameras and microphones are usually farther away from the users and though background noise is not much of an issue, far field sensors pose new challenges here. This is further complicated by the fact that the size and composition of the room affects the reverberation and visual clutter, posing different challenges to the audio and video processing. Inside a car cockpit, audio-visual speech recognition needs to address the issue of reverberation, back ground noise as well as overlapped speech from the other passengers. Thus there is a need to collect domain-specific audio-visual datasets as opposed to task specific datasets. For example, the CLEAR 2006 evaluation [9] and CLEAR 2007 evaluation [10] consider the domain of meeting scenes and then poses the question -what audio-visual fusion strategies can be employed in this context.
Cameras and microphones are ubiquitous and the current challenge is no longer the cost of deploying these sensors. Computational resources necessary to process the multiple data streams might be a limitation in some applications such as in mobile devices. However, the ongoing trends indicate that computational power will not be a bottleneck either. In order to be effective, an audio-visual system needs to use an effective fusion strategies. As outlined in the later sections of this survey, several audio-visual tasks, their corresponding suitable feature sets and fusion strategies have been explored by the research community. However, the selection of a suitable fusion strategy for a particular task at hand is nontrivial and requires domain expertise. This is a significant hurdle in the widespread deployment of audio-visual systems.
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Future research needs to address this challenge by developing adaptive and context based fusion strategies. Online learning and automatic sensor calibration strategies will play a major role in the next generation of audio-visual systems.
A. Application domains
As discussed in the previous section, the selection of audiovisual fusion strategies is specific to the scene and sensor configuration. In this section we will briefly outline a few practical application domains.
The most extensively researched domain is that of meeting scenes. The challenge here is to use far-field cameras and microphones to analyze the human activity in a meeting scene, which typically has multiple subjects. A practical example of meeting analysis can be seen in [11] . Far-field sensors are necessitated for developing an unobtrusive system. Tasks such as person tracking, speech recognition, speech enhancement and person identification are performed using audio and visual cues.
Natural human computer interfaces are another domain where audio-visual fusion is critical. Here again, far-field sensors are used, however, the subject is usually co-operative and frequently adapts to the system.
Health smart homes and assisted living for people with disabilities is yet another area where audio-visual systems are needed [12] . This includes passive surveillance of the scene for detecting certain events of interest such as an individual losing consciousness/mobility as well as active interaction with the subjects.
Intelligent vehicles have advanced significantly and include several driver assistance technologies [13] [14] . Such driver assistance systems and the interaction with the car's infotainment system could benefit significantly by the use of both audio and visual cues [15] . Speech recognition, person identification, affect analysis are tasks of interest in this context.
Several psychoanalytical studies involve the segmentation and labeling of audio-visual recording of subjects. Using audio-visual fusion framework to develop segmentation algorithms has a great potential in making this process more efficient and affordable.
In figure 2 , we present audio-visual testbeds involving meeting scenes, natural HCI and intelligent vehicles. Though audio-visual fusion is not commonly employed in the realworld applications at present, there is a lot of potential that needs to be explored and these testbeds are a first step in that direction.
III. AUDIO-VISUAL INFORMATION FUSION SCHEMES
The varied application domains of multimodal human activity analysis systems have always presented a challenge to the systematic understanding of their information fusion models and algorithms. The traditional approach to information fusion schemes classifies them based on early, late and intermediate fusion strategies and describes their associated merits. However most multimodal systems are built to exploit one or more of the advantages as described in Section I. Thus a classification of the fusion strategies based on their "intent" would provide a new angle to look at these schemes. Also, the various models used, probabilistic and otherwise also need to be examined for their merits in the fusion schemes. In this survey, we organize the existing research in multimodal information fusion schemes based on these criteria.
Humans are the ultimate intelligent systems equipped with multimodal sensors and the capability to seamlessly process, analyze, learn and respond to multimodal cues. Humans beings seem to learn the cross-modal correspondences early on and use that along with other techniques to combine the multimodal information at various levels of abstraction. This seems to be the ideal approach to sensory information fusion as exemplified by the success of hierarchical modeling schemes. However significant progress is necessary before computers can begin to process multimodal information at the level of humans. The models and algorithms used in intelligent systems need not be motivated by human information processing alone. However, human cognition can provide valuable insight into the what and how of intelligent systems.
It is extremely challenging to organize the extensive literature in the field of multimodal systems in a precise and useful manner, in order to be able to extract meaningful information from it. In this survey, we aspire to systematically classify and study the various multimodal information fusion schemes reported in the literature of human activity analysis so far. In this section we organize the multimodal fusion schemes based on their primary "intent", that is, the primary reason among those specified in Section I that the researchers have tried to address in designing the system. For example, an audiovisual speech recognition system's intent would be to achieve robustness to environmental and sensor noise. Further, we explore the traditional early/intermediate/late fusion strategies and the different modeling techniques used under each of these main categories. Thus the systems are classified as those that use multimodal sensors primarily for • Achieving robustness to environmental and sensor noise. • Facilitating natural human computer interaction. • Exploiting complementary information across modalities.
Achieving robustness to environmental and sensor noise is the traditional motivation for audio-visual information fusion. Thus this category includes the major part of the multimodal fusion strategies studied so far. The most widely accepted notion of sensory information fusion applies to these systems. Those tasks which involve redundant cues in multiple modalities due to the nature of the human activity, fall under this group. Audio-visual speech recognition is the classic example of such a task. It is also one of the earliest areas to generate considerable research interest in multimodal information fusion techniques. We also cover other areas including audiovisual person tracking, affect analysis, person identification etc. However, the organization will be based on the fusion strategies rather than the particular application domain. In earlier literature [16] [7] , fusion strategies have been classified as follows -• Signal enhancement and sensor level fusion strategies.
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A. Signal enhancement and sensor level fusion strategies
This includes signal enhancement techniques such as beamforming using microphone arrays. It is conceivable that video information could be useful in the beamforming process as in [17] [18] [19] . Also, camera networks could benefit from the source localization and pan-tilt-zoom cameras might be able to capture better images of the scene. However such schemes are rarely described in isolation and we present more examples in later sections (V-A) that deal with hierarchical approaches.
B. Feature level fusion strategies
Cognitive scientists refer to this as the early fusion strategy. This is also referred to as the data to decision fusion scheme in literature [20] [21] . Some tasks such as automatic speech recognition, person tracking, affect analysis etc produce cues in multiple modalities in a temporally correlated manner. Note that an up-sampling or a down-sampling stage is sometimes necessary in order to align the streams to each other. A representative example is the case of audio signals and lip movements carrying the information about the spoken word in the audio and visual modality respectively. In these cases, an early fusion strategy is feasible. In this case, one concatenates the feature vectors from the multiple modalities to obtain a combined feature vector which is then used for the classification task. Figure 4 is a schematic representation of typical feature fusion schemes.
This early fusion has the advantage that it can provide better discriminatory ability for the classifier by exploiting the covariations between the audio and video features [20] . However, the larger dimensionality of the combined feature vector presents challenges for the classifier design. In order to overcome this, standard dimensionality reduction techniques such as DCT, PCA, LDA and QDA are applied. LDA and QDA based systems are know to out-perform PCA based systems in classification tasks. However, in the presence of limited training data, PCA is more stable than LDA [22] . The optimal dimensionality reduction technique also depends on the nature of the classifier used. Theoretically, kernel based classifiers like SVMs do not require an explicit dimensionality reduction step. However, most multimodal systems adopting an early fusion strategy are based on HMM based classifiers and do benefit from dimensionality reduction.
As an example, [23] presents an elaborate scheme for early fusion of audio-visual information for speech recognition which includes both early and late fusion. The early fusion consists of the DCT and multiple PCA steps to reduce the dimensionality of the audio-visual feature vector. Early fusion strategy with a HMM based classifier is also explored in [24] for the purpose of analyzing group actions in meetings. 39 features including 18 audio features and 21 visual features are concatenated and used to recognize group actions in meeting recordings. This early fusion scheme is second in performance only to an intermediate fusion strategy using asynchronous HMMs (10% vs 9.2% error rates), revealing that the simple early fusion strategy is quite effective if used in the right task. Another example of early fusion for audio-visual tracking can be seen in [25] . Here the microphone arrays and cameras are treated as generalized directional sensors and treated equivalently. [26] proposes an iterated extended Kalman filter (IEKF) for audio-visual source tracking by concatenating audio and To Appear in Proceedings of the IEEE, 2010 visual features.
The early fusion technique has the advantage of being the simplest to implement and is suitable for those applications which require very fast processing of cues. However, it cannot be applied to most tasks where strictly temporally synchronized cues are not present. Also, the feature concatenation performs poorly when the reliability of the different modalities during the training phase differ from the actual operation phase.
C. Classifier level fusion strategies
Cognitive scientists refer to this as the intermediate fusion strategy. This is typically encountered in cases where HMMs (and their hierarchical counterparts) and Dynamic Bayesian networks are used to model individual streams. In such cases, the information can be fused within the classifier, but after processing the feature vectors separately. Thus a composite classifier is generated to process the individual data streams. The intermediate fusion strategy is an attempt to avoid the limitations of both early and late fusion strategies . Unlike early fusion, fusion at the classifier level does allow the weighted combination of different modalities based on their reliability [27] . These weighted combinations however are taken on each frame, allowing for a much finer combination of cues than in late fusion. Such fusion schemes are widely used in audio-visual speech recognition systems. Figure 5 is a schematic representation of typical intermediate fusion schemes.
Asynchrony between the different streams can be modeled to some extent. This is critical in cases such as audio-visual speech recognition where the audio and video asynchrony is of the order of 100ms whereas the frame duration is typically 25ms [28] [16] . Different degrees of asynchrony are allowed at the cost of complexity and speed. The multistream HMM [29] [30] assumes perfect synchrony between the different streams. On the other extreme is the model that allows complete asynchrony between the streams. This is however infeasible due to the exponential increase in the number of state combinations possible due to the asynchrony. An intermediate solution is given by the product HMM [31] or the coupled HMM [32] . In case of audio-visual speech recognition, this corresponds to imposing phone synchrony as opposed to the frame synchrony of the multistream HMM.
The coupled hidden Markov model and the multistream hidden Markov model have been used to improve the performance of audio-visual speech recognition [29] , [32] , [33] . These schemes have also been applied in other areas of research such as biometrics [34] , audio-visual head pose estimation using the particle filter framework [35] , audiovisual person tracking [36] [37][38] [39] , audio-visual aggression detection [40] . However, in the real-world situations, the reliability of the different streams varies with time. For example, the video channel in audio visual speech recognition might be completely unreliable if the speaker covers the mouth with the hand or turns away from the camera [41] . In this case, it is useful to be able to estimate the reliability of each channel continuously and weight them accordingly. Stream weight [42] . The iterative decoding algorithm [41] solves this problem by using techniques burrowed from turbo codes [43] . The iterative decoding algorithm has been applied to the problem of audio visual speech recognition [33] on the GRID audio-visual speech corpus [44] and to the problem of person tracking using the audio-visual cues in [37] .
D. Decision level fusion strategies
Late or decision level fusion involves the combination of probability scores or likelihood values obtained from separate uni-modal classifiers to come up with a combined decision. In cases where strictly temporally synchronized cues are absent, late integration is still feasible. Typically late fusion involves using independent classifiers, one for each modality and combining the likelihood scores based on some reliability based weighting scheme. The training and decoding these unimodal models scales linearly in the number of streams which makes these schemes particularly attractive. The reliability of the streams is typically used by exponentially weighting the probability scores from individual streams before taking their product. Such a combination scheme with appropriate weighting scheme has been used for audio-visual speech recognition [29] . However, in case of audio-visual speech recognition, the late fusion strategy has been shown to be inferior to the intermediate fusion strategy discussed in the previous section [29] . Figure 6 is a schematic representation of typical decision fusion schemes.
The weighting scheme used in late fusion draws upon the work in combination theory to estimate the best weighting factors based on the training data. This is however a limitation when there is a mismatch between the training database and the actual operation. As with the intermediate fusion strategy, decision fusion allows for separate weighting of the different streams based on the reliability. However the fusion is not at the level of frames but at a higher levels. For example, in the audio-visual speech recognition context, the decision level fusion could take place at the utterance level. Decision level fusion allows maximum flexibility in the choice of individual classifiers. [45] explores the use of decision level fusion for audio-visual person identification. The lack of state correspondences in the text independent person ID task imposes the late fusion strategy in this case. The authors also acknowledge the importance of optimal weighting in the decision fusion. [46] is another audio-visual person identification system based on decision level fusion. [47] describes an audio-visual affect recognition which uses decision level fusion to combine facial expressions and prosodic cues for affective state recognition.
E. Hybrid fusion strategies
A combination of the above mentioned fusion strategies is also reported in literature. In [16] a combination of feature level fusion with decision level fusion is used in the context of an audio-visual speech recognition task. The audio and visual feature are combined early on through a discriminatory feature selection process and the discriminatory features are used again as one of the streams in a multi-stream based decision fusion technique. There is no theoretical basis for such a scheme, however in practice, it is shown to improve the recognition accuracy. Canonical correlation analysis (CCA) is a statistical approach that combines linear dimensionality reduction and fusion by computing linear projections that are maximally correlated. It is a combination of early and late fusion strategies. [48] applied CCA to a open-set speaker identification problem. More recently, a spectral diffusion framework has been proposed to provide a uniform embedding of data for multisensory fusion [49] .
F. Semantic level fusion strategies
It is conceivable that higher level information can be merged after the semantic interpretation of the sensory information. This is beyond the scope of our survey because usually such fusion schemes will involve other modalities like text, webpages and other such sources of information that are amenable to semantic interpretation.
G. Facilitating natural human computer interaction
This is yet another category of audio-visual fusion strategies that we will review briefly. In this category we include those systems which use multimodal sensors with the primary intention of facilitating natural modes of interaction for the users. As such, these systems do not focus on the actual fusion of multimodal sensory cues, with emphasis being more on the interaction part rather than sensing part. Nevertheless the systems use multimodal sensors and incorporate some aspects of fusion. Human-robot interaction [50] [36] and avatar based HCI [51] [52] [53] are the most popular applications in this category. As an example, [54] and [55] describe the anthropomorphic robot 'Kismet' which uses vision based processing to perceive user intentions and a microphone to enable vocal interactions in a turn-taking conversation. The audio and visual information streams are not merged explicitly but together enable the system to perform the task of carrying out a sociable conversation.
H. Exploiting complementary information across modalities
The third main category of audio-visual fusion techniques are reviewed in this section. Context aware intelligent spaces [56] [57] are good example of systems that can exploit complementary information across modalities by extracting information from different sensors based on the context. Different sensors provide information about different aspects of the overall task/goal of the system. Another example of a system using such a fusion strategy is the gesture driven speech recognition interface. Here, the gestures compliment the information provided through speech. In both these cases, the information carried in different modalities are generally disjoint and are integrated at higher levels of abstraction to achieve a comprehensive task. Systems modeling group interactions and meetings [58] [59] typically fall under this category. Human Robot interaction is another area in which speech and gestures are usually combined with the gestures complementing the information obtained from speech commands. [60] describes a system that integrates spoken natural language and natural gesture for command and control of a semi-autonomous mobile robot. [61] is another example of using vision and speech where a finite state machine structure is used to enable the robot to learn a map of the area using human assistance. The commands are speech based but human detection and hand gesture recognition are used to resolve some ambiguities in the speech commands and to select and localize objects referred to by speech.
IV. COMPARISON OF FUSION STRATEGIES ON A TASK SPECIFIC BASIS
In the preceding sections, fusion strategies are described in general for the various audio-visual tasks. An important observation is that the modeling technique and task specific details determine the fusion algorithms used. The modeling techniques are themselves task dependent. For example, researchers from the audio-visual tracking community prefer to use Bayesian networks with particle filter based inference [62] [63] [64] [65] [66] . In the following sections, we review and compare the key contributions in fusion techniques on a task specific basis.
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A. Fusion strategies in audio-visual speech recognition tasks
Audio-visual speech recognition is one of the first tasks to highlight the fusion of audio and visual information to achieve robustness to background noise and to improve the recognition accuracy by including additional visual information to the audio based speech recognition. Speech is bimodal in nature [67] [68] [2] . Audio based automatic speech recognition is extremely sensitive to background noise. Incorporating visual information provides robustness to background audio noise. The fusion schemes have evolved with the modeling techniques and are mostly based on appropriate weighting of the audio and video streams based on the level of background noise. At very high audio SNR, audio-only speech recognition performs as well as the audio-visual recognizer. At very low SNR, the performance is worse and closer to that of the videoonly speech recognizer. In between these two extremes, the aim of the fusion schemes has been to achieve a graceful degradation in performance as the SNR decreases. Another challenge in audio-visual speech recognition is the lack of oneto-one correspondence between the phonemes and visemes. Yet another important aspect is the difficulty in extracting clean audio and video features from the speaker. Speech is a natural mode of interaction for humans and the use of lapel microphones and cameras with frontal view of the speakers makes the speech recognition interface restrictive. Microphone arrays and visual face tracking using multiple cameras have been used to undo this restriction to some extent. Also, the recognition accuracy for conversational speech is quite low and thus restricts the usage of automatic speech recognition in meeting scenes. Further research in audio-visual strategies is necessary to tackle these limitations. Some key contributions have been summarized in Table II. Initial work in "speech reading" [69] was based on binary images of the mouth region and involved a sequential recognition strategy. The audio recognizer was first used to come up with a candidate list of words and the visual features were used on this list to arrive at the final decision. This system was later improved in [70] by utilizing rule based heuristics to combine the audio and visual recognition results. The experiments were restricted to a limited vocabulary, speaker dependant speech recognition task. In [71] , the authors explored a different strategy for fusion of information by using a neural network to map the visual features to the acoustic spectrum domain. The fusion is achieved by weighted averaging of the actual acoustic spectrum and the spectrum obtained from the visual features. Multi state Time delay neural networks (MS-TDNN) were used in [72] and reported 50% reduction in error rates in some cases with acoustic noise, on a speaker dependent task. This work extended the audio visual fusion scheme to connected letter recognition using the dynamic time warping(DTW) framework. The combination of the audio visual information at different levels of the neural network is also considered in [72] and the relevant weights are learned by back-propagation on the training set. [73] introduces an HMM based recognizer for audio-visual speech recognition. [74] investigates an HMM based speech recognizer with feature concatenation strategy on speaker independent connected digits task. The system performed as expected, with little change in the high SNR case. As the SNR decreased and the performance of the audioonly recognizer worsened, the visual information provided a gain of about 10dB in SNR. [75] describes the efforts towards a large vocabulary continuous speech recognition using audiovisual features and efforts to develop a database to facilitate the research in the same. These various fusion schemes are organized and are compared in [20] which also introduces a new fusion approach by mapping the acoustic and visual streams to the motor space. The results suggest that both early and late fusion schemes have similar performance and the performance of the motor recoding and dominant mode recoding schemes is worse.
Hidden Markov models(HMM) with Gaussian mixture model(GMM) observation densities are commonly used in more recent speech recognition systems for modeling and recognizing speech [76] . Several audio and video features have been proposed in literature but feature selection is outside the scope of this survey. [23] is the outcome of the 2000 Johns Hopkins University workshop on audio-visual speech recognition. The following models were evaluated and the results summarized in Table II . The results show that on the speaker-independent audiovisual large-vocabulary continuous speech recognition task, Av-HiLDA, AV-MS-UTTER and AV-PROD provided consistent improvement for both clean and noisy audio conditions considered. The multistream HMM based fusion schemes performed slightly better than the feature fusion schemes. The choice of the exponents for the different streams in multistream HMM is not completely resolved. Only the AV-MS-UTTER estimates the exponents based on the degree of voicing in the utterance. The rest of the schemes rely on estimating the optimal weights based on a training set. But in practice, the noise levels are not known apriori.
[79] [80] [81] use a probabilistic descent algorithm on word classification error on held-out data for stream exponent maximization. These and related techniques are not suitable for practical systems. The quality of the audio and video streams varies with time and it is not optimal to estimate the stream reliability exponents based on a predetermined training set. [16] addresses the issue of stream reliability estimation from the observations without the use of annotated training data. Given the observations of individual streams, the class conditional likelihoods of their N-best most likely generative classes are used to estimate the N-best likelihood difference and the Nbest likelihood dispersion. These measures are well correlated to the WER and are used to estimate the stream weighting exponents. Important stream weight selection criteria have been summarized in Table IV .
Another issue that needs to be incorporated in the modeling scheme is the relative asynchrony between the audio and visual cues. [82] compares the performance of the coupled HMM and factorial HMM on a large vocabulary continuous audiovisual speech recognition task. The coupled HMM performs better than the factorial HMM. Both the models are treated as specific instances of dynamic Bayesian networks. DBNs have also been used to model auxiliary information in speech such as articulator positions [83] [84] [85] . More recently discriminatory techniques such as boosting and SVM have been employed in hybrid architectures to improve the recognition accuracy [86] [87] . In practice however, audio-visual speech recognition remains a challenging problem due to the time varying nature of the audio and visual streams [23] . This could involve the conditions like non-stationary background noise in the audio domain and occlusions and changes in position and orientation of the human head in the visual domain. [33] explores the use of the iterative decoding scheme to combine the audio-visual cues. In the iterative decoding scheme, the reliability of the individual modality is implicitly modeled by the distribution of the extrinsic information passed back and forth between the two modalities.
The schemes described so far assume the availability of close talking microphones and cameras with frontal view of the speaker. This is a severe restriction in many cases such as meeting scenes where the participants' position and orientation varies with time. Multiple cameras and microphone arrays have also been studied to localize and extract robust features for speech recognition [88] [89] [19] . These systems use the audio-visual speaker localization to enhance the speech signal using beamforming techniques. This line of research has its limitations based on the room acoustics [90] , environmental noise conditions and the overlapping speech during meetings. Thus a combination of the speech enhancement techniques for far-field microphone arrays, augmented with visual information in the form of lips and contextual information promises to yield fruitful results.
B. Fusion strategies in audio-visual person localization and tracking
Person tracking has been a computer vision problem that received considerable attention [93] . Audio source localization is also a well researched field [90] [94] . Localizing and tracking individuals using audio-visual information has recently received much attention. Some key contributions have been summarized in Table V .
Camera epipolar constraint and microphone array geometry based schemes have been reported [95] [96] [97] . [98] presents a skin tone based algorithm for omni directional cameras. The HMM based tracker has been used in [99] in conjunction with the iterative decoding scheme. [100] describes a audio localization system for camera pointing which uses audiovisual correspondences to calibrate a microphone network for source localization relative to the camera. Audio-visual synchrony and correlation have been exploited to locate speakers in [65] [101] [102] . Bayesian networks with the particle filtering based inference technique have been widely used in audiovisual tracking [ [39] . Approximate inference in the dynamic Bayesian network framework, necessitated by the complexity and non-Gaussianity of the joint models, is performed by the use of particle filters [62] , [63] . An HMM based iterative decoding scheme is presented in [99] . In Table V , we see that the scene and sensor configurations are varied and the results are not presented on any standard dataset. Hence it is not possible to compare the different frameworks. The CLEAR 2006 evaluation [9] and CLEAR 2007 evaluation [10] address this issue by providing a standard dataset to evaluate person tracking frameworks. In [99] , the authors compare the iterative decoding framework with the particle filter framework. The results are presented in Figure 7 . Note that the particle filter framework which tracks in the 3D co-ordinates is sensitive to accurate sensor calibration as opposed to the iterative decoding scheme which tracks in the local sensor coordinates. Calibration of the sensors with respect to the 3D world coordinates is an important issue in person tracking systems. We do not discuss the different calibration schemes in detail in this review. However, automatic calibration of sensors is a major advantage of audio-visual systems and this aspect needs to be explored further.
We observe that earlier work on audio-visual tracking involved the development of a framework for data association and tracking based on audio and video cues. More recent work
To Appear in Proceedings of the IEEE, 2010 Fig. 7 . Results from [99] -percentage of occlusions that are correctly resolved by the iterative decoding framework in comparison with the Particle filtering based tracker. Note that the performance of the two schemes is very similar when accurate calibration is available whereas the performance of the particle filter based tracker degrades in the presence of calibration errors.
includes the use of hierarchical fusion schemes for augmenting the tracks with additional information. In [39] [17] person ID is combined with the tracks to improve the accuracy of tracking. Audio-visual tracking is a fundamental task in any human activity analysis system. However, fusing audio-visual cues for person tracking is extremely challenging and will likely include many different kinds of cues such a speaker identification and face recognition (Section V-A).
C. Fusion strategies in audio-visual affective state recognition and emotion recognition
Early research in audio-visual affective state recognition [106] was based on rule based classification of audio visual cues into one of the six categories: happiness, sadness, fear, anger, surprise and dislike. Pitch, intensity and pitch contours were utilized as acoustic features, whereas facial features like eyebrow position, opening of eyes and mouth and frowning are measured and classified based on a set of rules. [107] used similar features but classified visual features using a nearest neighbor classifier and the audio features using an HMM. If the audio and video results did not concur, the decision of the dominant mode prevailed. The dominant mode for each emotion was selected based on the training data. [108] used an ANN classifier for visual classification and HMM for audio emotion recognition. The resulting scores were averaged before making the final decision. The above research considered person dependent models. In [109] , the authors investigated both person-dependent and person-independent models. The person-dependent model achieved a recognition accuracy of 79% whereas the person-independent model achieved 56% accuracy.
Audio visual feature extraction for emotion detection is a very challenging field in itself but is outside the scope of this survey.
More recent work includes the use of discriminative classifiers like SVMs [110] [111] and boosting and more expressive generative classifiers like Bayesian networks [112] to fuse audio-visual information. Table VI lists the details of some key fusion schemes reported in literature. There are a lot of open challenges in affective state analysis. One specific issue that is very evident in emotion detection is the temporal offset between the expression of the audio and visual emotional cues. This temporal mismatch is much more pronounced in the features related to emotion detection than other audio-visual tasks. Another important challenge is the lack of suitable large emotion databases in American English. Moreover at its current stage, most of the systems are designed to work with close talking microphones and cameras with good frontal view. This places severe constraints on the users of such systems. Techniques need to be developed to use distributed array of cameras and microphones and detect the emotional state of subjects involved in mostly unconstrained activities.
D. Fusion strategies in audio-visual person identification
Biometrics is another active area of research for audio-visual fusion. Though biometrics several fingerprints, palm prints, hand and finger geometry, hand veins, iris and retinal scans, infrared thermograms, DNA, ears, faces, gait, voice and signature, the audio and video modalities facilitate unobtrusive, user friendly, lower-costing-sensor based person identification [117] . Moreover, multi modality is not only used to extract complimentary information to boost recognition accuracy, but is also helpful in making the person identification systems fool-proof against imposters attacks [118] [119] . Audio-visual fusion has been used in both open-set [34] and closed-set [120] person identification tasks. [17] . Further research is necessary to bring out the strengths of person identification systems not only in biometrics applications but also in other human activity analysis. Person identification is an inherently multimodal task and will form the basis for future hierarchical information fusion schemes (Section V-A).
E. Fusion strategies in audio-visual meeting scene analysis
Audio-visual analysis of human activity in meeting rooms for meeting scene understanding, segmentation, archival and retrieval has received a lot of attention in the recent past. Systematic comparison of the different fusion approaches in meeting scene analysis is extremely challenging due to varying scenarios considered by different groups. Moreover, many of the systems described above (ASR, biometrics, tracking, emotion detection etc.) are used as subsystems of the meeting analysis system.
One of the early research studies in observing human activities in an instrumented room is described in [129] . A graphical summary of the human activity is generated. The audio and visual information is used in identifying the current speaker based on a rule based decision fusion. [130] and [131] To Appear in Proceedings of the IEEE, 2010 describe another meeting room analysis system which also fuses audio-visual stream for person identification, in addition to using the audio for automatic transcription and archival purposes. [132] investigates speech, gaze and gesture cues for high level segmentation of a discourse into topical segments based on a psycholinguistic model.
More recent work in [24] models the action of the group of individuals in a meeting instead of individual actions. HMMs are used to statistically model the state of the group using audio and video features and the interactions between individuals are inherently accounted for in the model. Using this formulation, meetings are segmented into five categories: Discussions, Monologues, Note-Taking, Presentations and White-Board presentations. Different fusion schemes were evaluated and the early integration strategy performed the best followed closely by the asynchronous HMM. The feature concatenation scheme could suffer from the curse of dimensionality. Intutively, there is a certain amount of asynchrony between the audio and visual streams in a meeting scene and this hints at the possible inadequacy of using simple HMMs to model the meeting scenes. [133] describes a two layered HMM model to segment the meeting at the individual and group levels respectively. In this case, the asynchronous HMM performs best at the lower level as expected. Dynamic Bayesian networks were explored for suitability in modeling meetings in [134] . An comparison of various modeling techniques is provided in [135] .
A number of multimodal meeting rooms equipped with multimodal sensors have been established by various research groups and consortiums. Annotated audio-visual corpora have been collected and standard evaluations have been organized to compare existing frameworks on specific tasks. Table VIII lists the details of a few important meeting corpora. Another recent effort in collecting and organizing multimodal corpora is presented in [136] .
Recent evaluations of meeting scene analysis systems include the CLEAR 2006 evaluation [9] and CLEAR 2007 evaluation [10] .
V. EXISTING CHALLENGES AND FUTURE DIRECTIONS Significant progress has been made in the areas of multimodal human activity analysis. However, there exists significant challenges to enable human-like intelligence to intelligent spaces. In this section we discuss two important issues that we consider are central to developing systems capable of humanlike intelligence.
A. Hierarchical Fusion Strategies
While little is known on how humans understand and interpret the complex world, the consensus is that an integration of information at different levels of the semantic hierarchy has to come together for this task. Most recently, the researchers in the intelligent systems design have also started exploring hierarchical fusion schemes. In practice, an intelligent space or system equipped with multiple audio-visual sensors, can extract many kinds of audio and video cues such as sound source location, person tracks, speech content, beamformed or enhanced speech, speaker identity etc. Significant benefits of fusion emerge from using the different audio and visual cues together. For example, in [143] , the audio localization is used to focus the attention of the video processor which uses skin tone detection and face detection to interact with the user. Such integration is necessary to design and develop context aware systems [144] . In [17] , the authors develop a hierarchical fusion framework and explore the relationship between tasks such as person tracking, speech recognition, beamforming, speaker identification, head pose estimation and key word spotting. It is demonstrated that these tasks can be synergetically performed and the whole is greater than the sum of the parts. [145] outlines a meeting analysis task that is based on the probabilistic fusion of audio and visual cues. In [146] , the authors propose a hierarchial HMM framework for modeling human activity. More recent hierarchical fusion strategies include [133] [147] [148] [149] . In [149] , the authors develop a probabilistic integration framework for fusion of audio visual cues at the track and identity levels. This is an example of fusion at multiple levels of abstraction. Similarly, in [18] , the utility of head pose estimation and tracking for speech recognition from distant microphones is explored. In [19] , the authors use video localization to enhance the performance of the beamformer for better speech reconstruction from far field microphones. The utility of hierarchical fusion to develop robust human activity analysis algorithms is quite To Appear in Proceedings of the IEEE, 2010 In Figure 8 , we present a flow diagram of the fusion of multimodal cues explored in [17] . The audio and video signals provide the person location information and this is fused in the audio-visual tracking step to come up with robust estimates of the 3D co-ordinates of the subjects. The tracking information is augmented with the speaker ID when available and this betters the re-identification of the tracks in ambiguous cases. The location and head pose estimates are fused for effective beamforming. The reconstructed clean speech from the beamformer is used by the speaker ID module which identifies the active speaker. The speech recognizer uses both the speaker ID and the reconstructed speech to recognize full speech or spot keywords in the utterance.
Thus, when the various blocks for audio-visual human activity analysis are put together, there is a whole range of fusion possibilities to make the system more robust and effective. As an example, one can consider the fusion of head dynamics, gestures and speech that is explored in [150] . This comprehensive fusion hierarchy, combining audio and visual cues at such varying levels of abstractions to achieve a set of tasks together is an important research direction and there is a need to develop a formal probabilistic framework to address the same. Though the benefits of such hierarchical fusion schemes are quite evident, the choice of cues to use and the fusion framework is very domain specific. There is a great interest in developing adaptive frameworks that can learn and adapt to new scenes as well as sensor configuration. In the next section, we explore this issue in detail.
B. Learning from Multimodal Correspondences
Learning in audio-visual systems can involve various aspects of the framework. Significant among them are 
C. Automatic calibration
In this survey we have presented several systems that use multiple audio and video sensors. A major issue in deploying these systems is the calibration of the sensors with respect to each other and with respect to the world co-ordinates. Any change in the position or the orientation of the sensors leads to the system having to be re-calibrated. One way to avoid To Appear in Proceedings of the IEEE, 2010 this issue is to develop fusion algorithms that do away with the accurate calibration and can learn the correspondences between sensors while being operational. [99] and [100] are examples of such algorithms. Audio-visual systems also allow for evolving new ways to calibrate sensors as well. Also popular in literature are systems which have fixed geometry and hence can be pre-calibrated as in [25] . Mounting the sensors on the users is also explored in certain applications such as gaming and military applications. In any case, the sensor calibration issue needs to be resolved to facilitate the To Appear in Proceedings of the IEEE, 2010 ISL [137] : The Interactive System Labs of CMU, Pittsburgh has collected a database consisting of more than 100 diverse meetings, combined total of 103 hours (4.3 days). Each meeting lasted an average of 60 minutes. The meetings have an average of 6.4 participants. The meetings have been collected since 1999. A meeting in the database is a minimum of three individuals speaking to one another. The results are presented in a maximum of eight mono audio files in WAV format, so-called speaker and recording protocol files containing information about the participants, equipment, environment and scenario, three video tapes, one transcription file of the entire meeting, so-called marker file containing begin and end time stamps for conversation contributions, and a list of the meetings vocabulary. The meeting scenarios include ProjectWork Planning, Military Block Parties, Games, Chatting, and Topic Discussion.
ICSI [138] : International Computer Science Institute, Berkeley, California has collected a 75-meeting corpus with audio and transcripts of natural meetings recorded simultaneously with head-worn and tabletop microphones. The corpus contains 75 meetings of 4 main types and 53 unique speakers. The data totals to over 70 meeting-hours and up to 16 channels for each meeting. The ICSI effort is predominantly an audio scene analysis and meeting transcription effort. CHIL [140] : The CHIL (Computers in the Human Interaction Loop) consortium is an European reserach effort with the participation of 15 partner sites from nine countries under the joint coordination of the Fraunhofer -IITB and the Interactive Systems Labs (ISL) of the University of Karlsruhe, Germany. Five smart rooms have been set up as part of the CHIL project, and have been utilized in the data collection efforts. Two types of interaction scenarios constitute the focus of the CHIL corpus: lectures and meetings. The CHIL corpus is accompanied by rich manual annotations of both its audio and visual modalities. In particular, it contains a detailed multi-channel verbatim orthographic transcription of the audio modality that includes speaker turns and identities, acoustic condition information, and name entities for part of the corpus. Furthermore, video labels provide multi-person head location in the 3D space, as well as information about the 2D face bounding box and facial feature locations visible in all camera views. In addition, head-pose information is provided for part of the corpus. Each smart room contains a minimum of 88 microphones that capture both close-talking and far-field acoustic data. There exists at least one 64-channel linear microphone array, namely the Mark III array developed by NIST. The video data is captured by five fixed cameras. Four of them are mounted close to the corners of the room, by the ceiling, with significantly overlapping and wide-angle fields-of-view. use of audio-visual systems in practice.
D. Unsupervised learning
Significant progress has been made in designing systems that fuse audio and visual information to achieve better accuracy and robustness to background noise. A very commonly seen paradigm in fusion schemes is the appropriate weighting of input streams according to their reliability. The assessment of the quality of individual streams is a challenging task in itself and needs further research. Common measures like SNR are useful but there is a necessity for other measures to quantify the reliability of extracted cues from audio and video streams. As an example, consider a speaker whose lips are sometimes partially or fully occluded from the camera due to his changing orientation on an audio-visual speech recognition system. How to enable the system to weight the audio and visual cues appropriately in this case?
The question can be reposed as, how to build a system that can adapt to changing situations? This leads us to the bigger problem of learning. Most of the systems described in this survey learn model parameters in a supervised fashion. This requires a lot of annotated training data and also places the restriction that the conditions during the deployment of the system cannot be significantly different from the training conditions. This highlights the utility of semi-supervised and unsupervised methods for learning parameters. Semi-supervised learning allows one to learn model parameters from a small amount of annotated training data and large amounts of nonannotated training data. Unsupervised learning has also been used in ambient intelligence systems to classify previously unseen activities [58] . Existing research has addressed the problem of learning at several levels. Multimodality has an advantage in unsupervised learning through the presence of cross-modal correspondences.
To Appear in Proceedings of the IEEE, 2010 VACE [141] : Under this research effort, Air Force Institute of Technology (AFIT) modified a lecture room to collect multimodal, time-synchronized audio, video, and motion data. In the middle of the room, up to 8 participants can sit around a rectangular conference table. 10 camcorders and 9 Vicon MCam2 near-IR cameras, driven by the Vicon V8i Data Station record the video data. For audio, the participants wear Countryman ISOMAX Earset wireless microphones to record their individual sound tracks. Table- mounted wired microphones are used to record the audio of all participants (two to six XLR-3M connector microphones configured for the number of participants and scenario, including two cardioid Shure MX412 D/C microphones and several types of low-profile boundary microphones (two hemispherical polar pattern Crown PZM-6D, one omni-directional Audio Technica AT841a, and one four-channel cardioid Audio Technica AT854R). For the VACE meeting corpus, each participant is recorded with a stereo calibrated camera pair. The Vicon system is used to obtain more accurate tracking results to inform subsequent coding efforts, while also providing ground truth for video-tracking algorithms.
AMI & AMIDA [142] : The AMI and AMIDA projects are EU projects concerned with the recognition and interpretation of multiparty meetings.Three standardized meeting rooms were constructed at IDIAP, TNO and University of Edinburgh. Each room consisted of at least 6 cameras and 12 microphones. The different recording streams are synchronized to a common timeline. The corpus consists of 100 hour annotated corpus of meetings, with speech annotations aligned to the word level. Also, manual annotations of the behavior of the meeting participants are provided at various levels namely dialogue acts, topic segmentation, extractive and abstractive summaries, named entitie, gaze direction etc. 
E. Model learning
Recent work in cognitive sciences has led to the design of systems that can learn primitive correspondences across different modalities in a manner similar to the learning experiences of a human child. More specifically, systems that ground language in perceptual cues have been proposed. From the previous sections we can conclude that there are a very large number of strategies for fusion of information in human activity analysis systems. Humans are extremely competent at such tasks and seem to employ an near-optimal fusion strategy for each situation. However, most approaches to automatically recognize multimodal actions are based on having a annotated training set [5] . To quote the authors, . . . However, no matter based on feature or semantic fusion, most systems do not have learning ability in the sense that developers need to encode knowledge into some symbolic representations or probabilistic models during the training phase. Once the systems are trained, they are not able to automatically gain additional knowledge even though they are situated in physical environments and can obtain multisensory information. . . . [151] present a unified framework to learn perceptually grounded meanings of spoken words without transcriptions. This is the first step towards building a system that can learn for perceptual cues without the necessity to encode the knowledge in some symbolic representation. The perceptually grounded words provide the symbolic representation [5] . The opposite process where visually-guided attention helps in understanding a complex auditory scenes has also been studied in literature [152] .
Yu and Ballard
Modeling schemes influence the fusion strategy used and the modeling schemes are themselves are heavily task oriented, as seen in the preference of the speech recognition community in using HMMs and the tracking community in using particle filters. An intelligent system will have to simultaneously perform these tasks in order to perform tasks like a human. A framework to fuse the different systems would have to be developed. Learning such a framework by starting with a certain amount of pre-programmed intelligence, but streamlining the models and adding extra functionalities both by supervised learning and observing multimodal data for cross-modal correspondences in a manner similar to the development of human cognition is a challenge towards which To Appear in Proceedings of the IEEE, 2010 the research community is making advances towards.
VI. CONCLUDING REMARKS
We have presented an organized review of the various audio-visual fusion schemes. We have presented a systematic organization of the fusion schemes used in audio-visual human activity analysis. We have compared the relative advantages and performances of the various fusion schemes in a task specific manner. We have also discussed in detail the important future steps for developing an audio-visual system capable of human-like behavior by reviewing established and upcoming work in hierarchical fusion strategies and crossmodal learning techniques. We wish to provide the reader a comprehensive view of the challenges and solutions for designing fusion schemes for observing humans with audio and video sensors. To this end, we hope to have filled in the need for a survey dedicated entirely to audio-visual information fusion strategies.
