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The measurements of particle multiplicity distributions have generated considerable interest in
understanding the fluctuations of conserved quantum numbers in the Quantum Chromodynamics
(QCD) hadronization regime, in particular near a possible critical point and near the chemical
freeze-out. Net-protons and net-kaons have been used as proxies for the net-baryon number and
net-strangeness, respectively. We report the measurement of efficiency and centrality bin width
corrected cumulant ratios (C2/C1, C3/C2) of net-Λ distributions, in the context of both strangeness
3and baryon number conservation, as a function of collision energy, centrality and rapidity. The
results are for Au + Au collisions at five beam energies (
√
sNN = 19.6, 27, 39, 62.4 and 200 GeV)
recorded with the Solenoidal Tracker at RHIC (STAR). We compare our results to the Poisson and
negative binomial (NBD) expectations, as well as to Ultra-relativistic QuantumMolecular Dynamics
(UrQMD) and Hadron Resonance Gas (HRG) model predictions. Both NBD and Poisson baselines
agree with data within the statistical and systematic uncertainties. UrQMD describes the measured
net-Λ C1 and C3 at 200 GeV reasonably well, but deviates from C2, and the deviation increases
as a function of collision energy. The ratios of the measured cumulants show no features of critical
fluctuations. The chemical freeze-out temperatures extracted from a recent HRG calculation, which
was successfully used to describe the net-proton, net-kaon and net-charge data, indicate Λ freeze-
out conditions similar to those of kaons. However, large deviations are found when comparing to
temperatures obtained from net-proton fluctuations. The net-Λ cumulants show a weak, but finite,
dependence on the rapidity coverage in the acceptance of the detector, which can be attributed to
quantum number conservation.
PACS numbers: 25.75.-q
I. INTRODUCTION
Relativistic heavy-ion collisions provide significant in-
formation on the nuclear matter phase transition under
extreme temperatures and energy densities. The Beam
Energy Scan (BES) program at the Relativistic Heavy
Ion Collider (RHIC) was established for the purpose of
studying the QCD phase diagram as a function of tem-
perature (T ) and baryon chemical potential (µB). Lat-
tice QCD calculations suggest that the phase transition
from Quark Gluon Plasma (QGP) to hadron gas at low
µB is a smooth cross-over [1], while at relatively high µB
effective chiral theories predict a first order transition
[2, 3]. Probing the existence of an end point for the first
order phase transition, i.e. the QCD critical point, and
mapping the chemical freeze-out process of hadrons at
different T and µB are two major goals of the fluctuation
measurements in the BES program at RHIC.
Fluctuations of conserved quantum numbers, in par-
ticular charge (Q), baryon number (B) and strangeness
(s), show sensitivity to the QCD phase transition [4–6].
These quantum numbers can be represented by experi-
mentally measured net-particle multiplicities [7]. Poten-
tial proxies for the net-charge (∆Q), net-baryon number
(∆B) and the net-strangeness (∆s) are the net-charged
particle, net-proton and the net-kaon multiplicities, re-
spectively. Each proxy has unique caveats in fully re-
flecting the behavior of the conserved quantum number
during the transition. Thus, in this paper we exclu-
sively use comparisons to phenomenological approaches,
such as Ultra-relativistic Quantum Molecular Dynamics
(UrQMD) and Hadron Resonance Gas (HRG), which can
model these caveats when describing the experimental re-
sults, rather than compare directly to lattice QCD cal-
culations. Moments of net-particle multiplicity distribu-
tions such as mean (M), standard deviation (σ), skew-
ness (S) and kurtosis (κ) are related to the thermody-
namic susceptibilities, χ
(n)
i , where n is the order of the
susceptibility and i stands for the type of conserved quan-
tum number. These susceptibilities can also be written in
terms of cumulants, Cn as: χ
(n)
i = (1/V T
3)Cn, where V
and T stand for volume and temperature, respectively
[8]. Moment products or ratios of net-particle multi-
plicity distributions are related to the volume indepen-
dent susceptibility ratios as: σ2/M = χ
(2)
i /χ
(1)
i and Sσ
= χ
(3)
i /χ
(2)
i . Thermodynamic susceptibilities have been
modeled in lattice QCD at µB = 0 [8–15] and in HRG
models at finite µB [16–19] as a function of T and µB.
By comparing the experimentally measured fluctuations
of net-particle multiplicity distributions with the theo-
retically calculated quantum number susceptibilities at
different collision energies, the freeze-out temperature of
the strongly interacting matter can be determined for dif-
ferent chemical potentials. In this context, the net-kaon
fluctuation measurements have been studied as a proxy
for net-strangeness and the net-proton results were used
to study net-baryon number [20, 21]. The freeze-out tem-
peratures extracted by comparing the latest HRG model
calculations with STAR net-kaon fluctuation measure-
ments revealed higher values than the freeze-out temper-
atures extracted from previous measurements by STAR
of the net-charge/proton fluctuations [22].
The Λ carries both baryon and strangeness quantum
number. Thus, the study of the event-by-event net-Λ (Λ
multiplicity − Λ multiplicity) fluctuations is important
for the understanding of the freeze-out temperature in
the context of both baryon number and strangeness con-
servation. Predicted sequential hadronization [23] can
be addressed by comparing the net-Λ fluctuations with
the latest HRG results [22], which calculate the cumu-
lant ratios using the freeze-out conditions from differ-
ent fluctuation measurements of net-quantum numbers.
Additionally, net-Λ’s paired with net-kaons provide a
more complete measurement of the net-strangeness fluc-
tuations, while paired with net-protons the results are
closer to a complete measurement of the fluctuations of
the net-baryon number. Net-Λ fluctuations are also the
main contribution to the measurement of the off-diagonal
baryon-strangeness correlator, and thus add to recent
STAR and theoretical publications on this issue [24–26].
In this paper, the first measurements of the net-Λ fluc-
tuations in Au+Au collisions using the STAR (Solenoidal
Tracker At RHIC) experiment are presented as a function
of collision energy, centrality and rapidity. Results are
4compared to the Poisson and Negative Binomial Distri-
bution (NBD) baselines, as well as to the UrQMD predic-
tions [27] and the predictions from the latest HRG model
[22].
II. ANALYSIS DETAILS
For this analysis, we use N to represent the measured
event-by-event observable, which is the event-by-event
net-Λ multiplicity (∆NΛ = NΛ - NΛ). The average value
of the observable N is represented by 〈N〉. The deviation
of N from the mean is given by δN = N - 〈N〉. The first
three cumulants (C1, C2 and C3,) of the event-by-event
distribution of N can be written as
C1 = 〈N〉, (1)
C2 = 〈(δN)2〉, (2)
C3 = 〈(δN)3〉. (3)
The mean, variance and skewness of the distribution are
related to the cumulants through
M = C1, σ
2 = C2, S =
C3
(C2)
3
2
. (4)
The products/ratios presented in this analysis are
σ2
M
=
C2
C1
, Sσ =
C3
C2
. (5)
The event-by-event Λ and Λ multiplicities were mea-
sured for Au+Au minimum bias events at
√
sNN = 19.6,
27, 39, 62.4 and 200 GeV collision energies. The 39 and
62.4 GeV data were collected in 2010; all other ener-
gies were recorded in 2011. The number of events ana-
lyzed were: 16 × 106, 33 × 106, 77 × 106, 27 × 106 and
199 × 106 for √sNN = 19.6, 27, 39, 62.4 and 200 GeV,
respectively. Although the previously analyzed identified
net-particle distributions in STAR for protons and kaons
reached down to
√
sNN = 7.7 GeV, the available statis-
tics for net-Λ’s, in particular for the higher moments,
were too small to extend the analysis below
√
sNN =
19.6 GeV. We hope to extend the analysis to the lower
energies, even for the net-Λ’s higher moments, with the
datasets taken during the second beam Energy Scan cam-
paign at RHIC. For the precise determination of the pri-
mary vertex (PV), the STAR Time Projection Chamber
(TPC) and the Vertex Position Detectors (VPDs) were
used. Only the collisions occurring within a distance of
30 cm from the center of the detector along the beam
line were chosen. Effects from possible interactions of
the beam with the beam pipe were minimized by reject-
ing collisions with a radial distance of 2 cm or greater
from the center of the detector in the transverse plane.
Pile-up events were removed by only selecting collisions
with a less than 2 cm difference between the PV mea-
surements along the beam line obtained from the TPC
and VPD.
The reconstruction of Λ (Λ) baryons was restricted to
the decay channel: Λ (Λ)→ p(p) + π−(π+), which has a
branching ratio of 63.9% ± 0.5%. The STAR TPC was
used as the main tracking and charged daughter particle
identification device in this analysis [28]. Ionization en-
ergy loss per unit length (dE/dx) of a charged particle X
in the TPC gas was used to calculate the quantity nσX
which is defined as
nσX =
ln[(dE/dx)measured/(dE/dx)theory]
σX
, (6)
where (dE/dx)measured is the measured ionization energy
loss from TPC, (dE/dx)theory is the theoretical expecta-
tion of the ionization energy loss from the Bichsel for-
mula [29] and σX is the dE/dx resolution of the TPC.
The identification of species X (p (p) or π+ (π−)) was
done by imposing a cut, |nσX | < 2.0 within a rapidity
coverage of |y| < 1.0 and a transverse momentum of pT >
0.05 GeV/c. The invariant mass (Minv) of Λ (Λ) was re-
constructed using the energy, momentum and rest-mass
of the daughter particles, p (p) and π+ (π−).
The selection of possible Λ and Λ (V 0) candidates was
done by imposing an invariant mass cut, 1.11 < Minv
(GeV/c2) < 1.12 and applying topological cuts as shown
in Table I. These tight cuts were applied in order to
achieve a signal purity of greater than 90% for all col-
lision energies. Figure 1 shows typical Λ and Λ¯ invari-
ant mass plots. No further background subtraction was
applied, since studies, based on an analysis of the cumu-
lants in the invariant mass side-bands, showed that the
remaining contamination contributes in a negligible way
to the systematic error and to the absolute values of the
cumulants themselves. A detailed description of particle
reconstruction, track quality, decay vertex topology cuts
and calculation of the detection efficiency can be found
in Ref. [30, 31].
TABLE I. Topological cuts used for the extraction of V 0s
event-by-event (DCA: Distance of Closest Approach, PV: Pri-
mary Vertex).
Topological Parameter Cut
DCA of p (p) to PV > 0.5 cm
DCA of pi− (pi+) to PV > 1.5 cm
DCA of p (p) to pi− (pi+) < 0.6 cm
DCA of V 0 to PV < 0.5 cm
V 0 decay length > 3.0 cm
Only Λ’s and Λ’s produced in a rapidity window |y|
< 0.5, and with a transverse momentum within 0.9 <
pT (GeV/c) < 2.0 were used in this analysis. The low
cut-off is driven by the falling reconstruction efficiency;
the high cut-off is determined by the choice of using the
5TABLE II. Reconstruction efficiency of Λ, calculated in the
transverse momentum range 0.9 < pT (GeV/c) < 2.0, and in
centrality classes, 0-5% to 20-30%, using Eq.7 for five beam
energies: 19.6, 27, 39, 62.4 and 200 GeV.
Energy
Centrality
20-30% 10-20% 5-10% 0-5%
19.6 GeV 0.236 0.223 0.215 0.183
27 GeV 0.236 0.226 0.207 0.186
39 GeV 0.242 0.228 0.213 0.182
62.4 GeV 0.224 0.204 0.183 0.151
200 GeV 0.202 0.176 0.147 0.127
for particle identification only the TPC. No feed-down
correction from multi-strange baryon decays is applied,
since we found that although the feed-down impacts the
single cumulants shown in Fig.2 its impact on the cu-
mulants ratios in Figs.3-9 is negligible. The calculation
of reconstruction efficiency was based on the probabil-
ity of finding Monte Carlo generated particles after pass-
ing them through a TPC detector response simulation
and then embedding them into real events prior to recon-
struction. As an example, Table II shows the resulting
pT -averaged efficiencies for Λ’s for the bins of highest col-
lision centrality as a function of the beam energy. Within
a chosen rapidity window, the particle reconstruction effi-
ciency depends on the transverse momentum. The net-Λ
cumulants were corrected for the reconstruction efficiency
following the method in Ref. [32], which takes the pT de-
pendence of the reconstruction efficiency into account.
The number of pT bins was varied from 3 to 6 bins in
the aforementioned range without any discernible effect
on the correction factors. The average reconstruction ef-
ficiency (〈ǫ〉) in each pT bin was calculated as
〈ǫ〉 =
∫ b
a
(
dN
dpT
)
RC
dpT
∫ b
a
(
dN
dpT
)
MC
dpT
, (7)
where a and b stand for the lower and upper bounds of
the corresponding pT bin. MC and RC represent the
tracks generated using Monte Carlo and the tracks re-
constructed, respectively. The statistical uncertainty in
the V 0 reconstruction efficiency was estimated, by follow-
ing the procedure in Ref.[33], to be 2.25% of the numbers
quoted in Table II. Within the uncertainties, Λ and Λ re-
construction efficiencies show negligible differences and
are treated equally in the efficiency correction.
The collision centrality determination was done using
the efficiency uncorrected number of identified charged
particles (also known as reference multiplicity) in the
pseudo-rapidity interval |η| < 1.0 by excluding pro-
tons and anti-protons in order to minimize possible self-
correlations [34]. The classification of events into dif-
ferent collision centrality classes was achieved by using
this reference multiplicity along with the Glauber model
[35] simulations, in accordance with the procedure used
in the published STAR net-proton analysis [36]. With
this definition, the analysis was performed in nine col-
lision centrality classes: 0-5%, 5-10%, 10-20%, 20-30%,
30-40%, 40-50%, 50-60%, 60-70%, and 70-80%.
The reconstruction efficiency depends on the collision
centrality. Therefore, the efficiency correction was ap-
plied in each centrality class separately. As in previous
STAR analyses, a binomial distribution of the efficiency
loss was assumed [37]. Volume fluctuations due to the
selection of finite centrality bins can lead to the so-called
finite bin width effect. The results presented here were
corrected for this effect by applying the centrality bin
width correction (CBWC) [34].
For the net-Λ cumulants up to the 3rd order, the sta-
tistical uncertainties estimated using the delta theorem
method [34, 38, 39] and sub-sampling method gave simi-
lar values when the number of sub samples is greater than
10. The statistical uncertainties presented in this paper
were estimated using the sub-sampling method with more
than 10 sub-samples in all collision energies.
The estimation of systematic uncertainties was done
by varying the following topological and track cuts: 1.)
simultaneous variation of distance of closest approach
(DCA) of p(p) to primary vertex (PV ) and DCA of π−
(π+) to PV , 2.) DCA of p(p) to π− (π+), and 3.) simul-
taneous variation of nσp(p) and nσpi−(pi+). In addition,
variations of the estimated uncertainty on the reconstruc-
tion efficiency (± 2.25%) were also included in the sys-
tematic uncertainty estimation. All sources were treated
as uncorrelated. Table III shows a detailed breakdown
of all relevant contributions at the highest beam energy.
The variations as a function of the collision energy are
small, and the typical systematic uncertainties are on
the order of 15% for C1, 18% for C2 and 30% for C3.
The biggest contribution comes from the uncertainty in
the dE/dx measurements for particle identification (nσ
variation). The statistical uncertainties are presented by
black vertical bars, and systematic uncertainties are pre-
sented by black caps in the figures of this paper.
TABLE III. Systematic uncertainty contributions from differ-
ent sources (cuts and efficiency variations), nσp and nσpi (NS),
DCA of V 0 to p and DCA of V 0 to pi (DCA-1), DCA of p to pi
(DCA-2) and efficiency variation (EV) for
√
sNN = 200GeV
collisions in 0-5% centrality.
Cumulant
Source
NS DCA-1 DCA-2 EV Total
C1 10.8% 2.3% 0.6% 1.6% 15.3%
C2 11.7% 2.7% 1% 1.8% 17.2%
C3 23.1% 4.4% 2.6% 2.8% 32.9%
C2/C1 1.3% 0.6% 0.4% 0.1% 2.4%
C3/C2 14.4% 5.5% 1.8% 1% 22.7%
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FIG. 1. Reconstructed invariant mass distribution of a) Λ and b) Λ¯ for 62.4 GeV Au + Au collisions. Topological cuts shown
in Table I are applied.
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collision energies
√
sNN = 19.6, 27, 39, 62.4 and 200 GeV. NBD and Poisson baselines are presented by dashed lines. UrQMD
predictions are shown in solid lines. Black vertical lines represent the statistical uncertainties and caps represent systematic
uncertainties. Results are corrected for the reconstruction efficiency and the CBWC is applied.
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8III. RESULTS
The centrality dependence of the net-Λ single cumu-
lants (C1, C2 and C3) in Au + Au collisions is presented
in Fig. 2 for five beam energies from
√
sNN = 19.6 GeV
to 200 GeV. The collision centrality is represented by
the average number of participant nucleons (〈Npart〉) ob-
tained from the Glauber model simulations. All three
single cumulants show a steady increase as a function of
increasing collision centrality at all collision energies due
to the system volume dependence. For a fixed central-
ity, odd cumulants decrease as a function of increasing
collision energy, which indicates that the Λ/Λ ratio ap-
proaches unity at the highest RHIC energies. The Pois-
son baselines were calculated by considering the means
of individual particle distributions (Λ and Λ), while the
NBD expectations were calculated using both means and
variances. The Poisson and NBD expectations both show
agreement with the measured single cumulants at all en-
ergies, within the statistical and systematic uncertainties.
Odd cumulants of net-Λ distributions are somewhat de-
scribed by UrQMD predictions, in particular at higher
energies, while there is a more significant disagreement
at all energies with the measured C2.
The volume independent cumulant ratios, C2/C1 (=
σ2/M) and C3/C2 (= Sσ), of net-Λ distributions are
presented in Figs. 3 and 4, respectively, as a function of
collision centrality in Au + Au collisions for five beam
energies from
√
sNN = 19.6 GeV to 200 GeV. The net-
Λ C2/C1 is nearly independent of the collision centrality
due to the volume independence of the cumulant ratios,
while it increases as a function of collision energy for a
given centrality class, which is dominated by the energy
dependence of C1. Both the Poisson and NBD expec-
tations show good agreement with the data. However,
the UrQMD predictions show deviations from the data,
which increase as a function of increasing collision en-
ergy. The major contribution to these deviations comes
from the predictions for the net-Λ C2. The net-Λ C3/C2
measurement also shows only a weak dependence on the
collision centrality. It decreases as a function of increas-
ing collision energy mainly due to the energy dependence
of the net-Λ C3. The net-Λ C3/C2 shows better agree-
ment with the NBD expectations than with the Poisson
baseline within the uncertainties, which could be an in-
dication of less intra-event correlations between the pro-
duced Λ’s and Λ’s [40].
The energy dependence of net-Λ C2/C1 and C3/C2 in
the most central (0-5%) and the peripheral (50-60%) Au
+ Au collisions for the five beam energies is presented
in Fig. 5. The Poisson, NBD and UrQMD expecta-
tions are shown for cumulant ratios measured in 0-5%
central collisions. Both the Poisson and NBD expecta-
tions show agreement with the measured net-Λ C2/C1
and C3/C2 within statistical and systematic uncertain-
ties, except at 200 GeV where the data are better de-
scribed by the NBD expectations than by the Poisson
baseline. UrQMD significantly deviates from the mea-
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FIG. 5. Beam energy dependence of net-Λ cumulant ratios,
C2/C1 and C3/C2 in most central (0-5%) and peripheral (50-
60%) Au + Au collisions. NBD and Poisson baselines are
presented by dashed lines. UrQMD predictions are shown in
solid lines. Black vertical lines represent the statistical uncer-
tainties and caps represent systematic uncertainties. Results
are corrected for the reconstruction efficiency and the CBWC
is applied. The red data points are shifted left for clarity.
sured net-Λ C2/C1 at all energies above 19.6 GeV. The
net-Λ C3/C2 measured at
√
sNN = 19.6 and 200 GeV
agrees with the UrQMD predictions for the most central
collisions, while it deviates from UrQMD expectations
significantly at
√
sNN = 27, 39 and 62.4 GeV energies.
There is no discernible presence of non-monotonic be-
havior, that could indicate critical fluctuations, in the
measured net-Λ cumulant ratios as a function of collision
energy.
Figure 6 compares the ratio measurements obtained
for net-Λ to the ones for net-kaons [20] and net-protons
[36]. The net-Λ data follow more closely the net-proton
data, which can be understood since the abundance and
imbalance between particle and anti-particle for the Λ
baryon is more closely aligned with the proton numbers
than with the mesonic strange state [41, 42].
In order to determine chemical freeze-out parameters,
the energy dependence of the lowest net-Λ cumulant ra-
tio (C2/C1) in most central Au + Au collisions is com-
pared to the cumulant ratios calculated, assuming dif-
ferent freeze-out (FO) conditions using the latest HRG
model [22]. As shown in [43], ratios that contain higher
order moments are more sensitive to dynamical effects
and thus lead to more unreliable results when FO param-
eters are extracted. We therefore focused on the high res-
olution C2/C1 measurement for our conclusions. Previ-
ous HRGmodel parameters that were based on the STAR
net-proton/net-charge measurements [14] and net-kaon
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and (b) C3/C2 in most central (0-5%) Au + Au collisions. The vertical lines represent the statistical uncertainties and caps
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measurements [22], were used as benchmarks to compare
to the net-Λ measurements. In these earlier calculations
a difference in freeze-out temperature of about 20 MeV
was obtained between strange and light quark particles.
From the comparison of measured net-Λ C2/C1 ratios
with HRG predictions in Fig. 7(a), it is apparent that the
measured net-Λ C2/C1 ratio is closer to the C2/C1 ratio
calculated assuming the kaon freeze-out conditions than
the proton/charge freeze-out conditions. In other words
the difference between the HRG calculations to the mea-
sured net-Λ C2/C1 ratio becomes small when the freeze-
out conditions extracted from the net-kaon fluctuations
were used in the prediction. This observation is not triv-
ial to interpret, but one possible explanation is that the
strangeness conservation plays a more prominent role for
the Λ baryon at freeze-out than the baryon number. For
a complete understanding of this observation, further in-
vestigations, both theoretically and experimentally, are
necessary. It is important to note that the measured net-
Λ C2/C1 ratio is much closer to the measured net-proton
C2/C1 ratio (see Fig. 6(b)), whereas the deduced freeze-
out temperature from the net-Λ C2/C1 ratio is closer
to the deduced temperature from the net-kaon C2/C1
ratio (see Fig.7(a)). This points at the fact that the
measured net-cumulants are dominated by the particle
to anti-particle ratios, but the deduced temperatures are
driven by the resonance contributions to the final ratios.
In contrast to any critical endpoint searches, the chem-
ical freeze-out is presently best determined in the lower
cumulant ratios that have the smallest error bars. The
temperature differences found in the HRG calculations
are less pronounced in the C3/C2 ratio shown in Fig.7(b)
and the error bars of the measurement are larger, which
prohibits a definitive statement on the basis of the higher
cumulant ratio.
Finally, the rapidity dependence of net-Λ cumulant ra-
tios has been investigated for the most central 200 GeV
Au + Au collisions. Figure 8 shows a comparison of the
cumulant ratios to NBD expectations as a function of
∆y, i.e. the rapidity window around mid-rapidity. Both
cumulant ratios show a weak dependence on the selected
rapidity window and generally good agreement with the
NBD baseline. Figure 9 presents the ratio of the net-Λ
C2 to a NBD baseline as a function of relative rapidity
coverage ∆y normalized by ∆ybeam, for
√
sNN = 19.6
and 200 GeV Au+Au collisions at 0-5% centrality.
The potential impact of baryon number conservation
as a function of the detector acceptance has been ad-
dressed recently in the literature [44, 45]. When compar-
ing our results to a calculation based on this approach,
but taking into account the fact that the Λ carries both
baryon number and strangeness, we find the solid lines
shown in Fig.9. Here the acceptance factors (αB and
αs) are defined as the ratio between the average number
of Λ’s in the selected acceptance (〈NaccΛ 〉) over the aver-
age number of total baryons (〈N4piB 〉) or total strangeness
(〈N4pis 〉) in the full phase space, respectively. 〈N4pis 〉 is de-
fined as the number of strange quarks confined in strange
hadrons in 4π. The quantities 〈N4piB 〉 and 〈N4pis 〉 were cal-
culated using the UrQMD model. The 4π particle yields
are adequately described by this model in the BES en-
ergy range. The acceptance factors, αB and αs, were
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FIG. 7. Black markers show the beam energy dependence
of the measured net-Λ cumulant ratios, (a) C2/C1 and (b)
C3/C2 in most central (0-5%) Au + Au collisions. Magenta
bands show the net-Λ cumulant ratios from a HRG calculation
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in the HRG calculations are shown by the width of the bands.
calculated separately and added to approximate the an-
ticipated correction due to the combined quantum num-
ber conservation effect. The relative contribution of each
acceptance factor is slightly energy dependent. At the
lower energy αs dominates, whereas at the highest RHIC
energies the αB contribution is stronger. As shown in
Fig. 9, the combined factor accounts well for the rapidity
dependence at
√
sNN = 19.6 GeV. The beam energy de-
pendence is not perfectly captured, but one should note
that the overall effect on the final result is small at all en-
ergies (<3%), which reflects the number of protons and
Λ’s in the detector acceptance. A more detailed study of
the conservation effects in the Beam Energy Scan regime,
i.e. in the region where the varying baryon stopping plays
an important role, might also require a more local baryon
number conservation approach, as was suggested recently
[46].
IV. SUMMARY
The fluctuations of conserved quantum numbers such
as net-charge, net-baryon number and net-strangeness
provide useful information about the nuclear matter
Cu
m
ul
an
t r
at
io
s
0.2 0.4 0.6 0.8 1 1.2
8
8.5
9
9.5
10
10.5
11
1C
2C(a). 
 = 200 GeVNNs
Au + Au collisions
at STAR
 (GeV/c) < 2.0
T
0.9 < p
y∆
0.2 0.4 0.6 0.8 1 1.2
0.1−
0
0.1
0.2
0.3
0.4
0.5
2C
3C(b). 
0-5% central collisions
, dataΛNet-
, NBDΛNet-
FIG. 8. Rapidity dependence of net-Λ cumulant ratios, (a)
C2/C1 and (b) C3/C2 in
√
sNN = 200 GeV Au+Au collisions
at 0-5% centrality. Dashed lines show the NBD expectations.
Vertical error bars represent the statistical uncertainties and
caps represent the systematic uncertainties. Results are cor-
rected for the reconstruction efficiency and CBWC is applied.
beam
 y∆ y / ∆
0 0.05 0.1 0.15 0.2
 
(N
BD
)
2C
)Λ
 
-
 
Λ
 
(
2C
0.95
0.96
0.97
0.98
0.99
1
1.01
1.02
〉 i
pi4
 N〈
〉 Λacc N〈
 = iα
Au + Au, 0-5% central collisions
 (GeV/c) < 2.0
T
0.9 < p
19.6 GeV, data
200 GeV, data
)Bα + Sα19 GeV, 1 - (
)Bα + Sα200 GeV, 1 - (
FIG. 9. Rapidity dependence of the normalized C2(Λ-Λ) in
most central (0-5%) collisions for 19.6 and 200 GeV colli-
sion energies. The solid lines show the expected effects from
baryon number (B) and strangeness (s) conservation.
phase transition. Fluctuations of measured net-particle
multiplicity distributions in the medium produced after
the heavy-ion collisions have been successfully used as
proxies for conserved quantum number fluctuations. The
measured cumulant ratios of net-charge, net-proton and
net-kaon multiplicity distributions at STAR have been
compared to HRG calculations to extract the freeze-out
parameters in the QCD crossover region. The Λ baryon
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carries both baryon and strangeness quantum numbers.
In this paper, the first measurements of the centrality,
collision energy and rapidity dependence of net-Λ single
cumulants (C1, C2, C3) and cumulants ratios (C2/C1,
C3/C2) in Au + Au collisions measured at the STAR de-
tector for five beam energies (
√
sNN = 19.6, 27, 39, 62.4
and 200 GeV) were presented. Results were compared to
Poisson, NBD, UrQMD and HRG model expectations.
The comparison of these net-Λ fluctuation measurements
to the latest HRG model provides important information
needed in understanding the dominant quantum number
specific contributions to the hadronization process.
Both Poisson and NBD expectations were able to de-
scribe the centrality and collision energy dependence of
the net-Λ single cumulants (C1, C2 and C3) and cumulant
ratios (C2/C1 and C3/C2) fairly well. This indicates that
any onset of critical or non-monotonic behavior is not ap-
parent for the energies and cumulants studied here, which
is consistent with the results of previous STAR/BES-I
fluctuation analyses.
In
√
sNN = 200 GeV Au+Au collisions, the net-Λ cu-
mulant ratios show better agreement with the NBD ex-
pectations than with the Poisson baseline. The UrQMD
predictions show good agreement with the odd cumu-
lants within the uncertainties at 200 GeV, while there
is a considerable deviation from the measured C2 at all
energies. The rapidity dependence of the net-Λ cumu-
lant ratios, based on our results at 200 GeV, is small.
Nevertheless, single cumulants deviate at the level of a
few percent from the NBD baseline over the measured
rapidity interval at all beam energies, which cannot be
attributed to baryon number conservation alone. Only
when baryon number and strangeness conservation are
combined is the difference well explained.
The lowest net-Λ cumulant ratio, C2/C1, was com-
pared to recent HRG model calculations in order to
obtain the proper chemical freeze-out scenario for the
strange baryon. The deviation of the HRG calculations
from the measured C2/C1 ratio becomes small when the
HRG model calculations were performed using the freeze-
out conditions extracted considering strange (kaon) net-
particle fluctuations, but not when the non-strange
(charge/proton) net-particle fluctuations were consid-
ered. Further experimental and theoretical progress is
needed in order to understand whether this observation
is due to a flavor hierarchy in the freeze-out parameters,
which could lead to possible sequential hadronization.
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