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Introduction
« I think it’s fair to say that personal computers have become the most empo-
wering tool we’ve ever created. They’re tools of communication, they’re tools
of creativity, and they can be shaped by their user. »
Bill Gates
Peu d’entre nous peuvent se targuer de pouvoir passer une journée complète sans avoir
été en contact avec un quelconque réseau. Nous rentrons dans une ère hyper-connectée.
Toutes sortes d’objets du quotidien sont devenus des mini-ordinateurs et peuvent se connec-
ter à Internet. On a pris l’habitude des téléphones, mais aujourd’hui ce sont des objets plus
insolites qui se retrouvent connectés comme des ampoules 1, des lunettes 2 ou même des
fourchettes 3. L’extension d’Internet à tous ces objets connectés porte un nom : l’Internet des
Objets (Internet of Things - IoT).
L’objectif principal de tous ces objets est de nous simplifier la vie, de pouvoir être joi-
gnable n’importe où ou encore d’automatiser des tâches de notre vie de tous les jours. Mais
la multiplication des objets connectés combinée à l’augmentation des débits a aussi entraîné
la prolifération des transferts de données sur les réseaux. Ainsi, il est aujourd’hui possible
de trouver tout et n’importe quoi sur Internet. Mais il y a un inconvénient majeur, certaines
de ces données nous concernent. Notre nom, nos photos, notre localisation et toutes les don-
nées nous concernant peuvent être transférées et se retrouver dans les mains de tout un
chacun.
Le respect de la vie privée a depuis toujours concerné le public. Certaines personnes
comme les médecins doivent même prêter serment avant de pouvoir exercer afin de garan-
tir la confidentialité de leurs futurs patients. Que ce soit au niveau national ou international,
de nombreuses lois encadrent le droit à la vie privée. Mais l’avènement de l’informatique a






s’isoler et de retrouver son intimité, aujourd’hui ce n’est plus le cas. A tout moment, nous
pouvons être localisés par notre smartphone, être identifiés sur une photo sur un réseau
social, voire même filmés dans la rue par une caméra de surveillance. L’arrivée de certains
périphériques connectés a fait scandale. Les Google Glass, lunettes connectées sont sûre-
ment le périphérique ayant le plus défrayé la chronique. L’implantation d’une caméra sur
ces lunettes est vue comme un moyen de surveillance et donc un dispositif anti vie privée.
Les détracteurs de ces lunettes sont nombreux, une étude menée en 2014 par Toluna 4 montre
que 72% des américains sondés refuseraient d’acheter des Google Glass car ils considèrent
qu’elles portent atteinte à la vie privée.
Nous devons pouvoir contrôler la divulgation de nos données privées et sensibles. Les
problèmes de contrôle d’accès sont d’actualité depuis que l’informatique existe. Que ce soit
pour des organisations ou des particuliers, des équipes de chercheurs ont toujours essayé de
trouver des méthodes de plus en plus poussées pour protéger efficacement les données plus
ou moins sensibles des utilisateurs. Mais avec l’Internet des Objets, c’est un nouveau défi
qui est apparu. Comme le souligne L’union Internationale des Télécommunications (Inter-
national Telecommunications Union - ITU) dans son rapport sur l’IoT [37], le respect de la vie
privée est crucial pour contrôler cet environnement complexe et en perpétuel mouvement.
Les échanges de données sont incessants et se font sans que leurs propriétaires soient au
courant. Il faut donc se poser la question de qui au final contrôle les données collectées par
tout ce qui nous entoure.
Les méthodes de contrôle d’accès permettent de réguler efficacement la divulgation de
données mais pour être mises en place, elles exigent certaines compétences qui ne sont pas
accessibles au grand public. Comment faire alors pour permettre à tout le monde de protéger
ses données de vie privée sur des appareils connectés ? C’est ce problème en particulier
qui nous intéresse : trouver un moyen pour permettre à quiconque d’écrire sa politique
d’autorisation pour ses données de vie privée sans avoir besoin de compétences techniques.
L’écriture d’une politique d’autorisation n’est pas quelque chose de facile. Il faut entre
autre connaître un langage précis et la structure à utiliser. Il n’est pas envisageable de laisser
une personne non experte du domaine écrire sa propre politique d’autorisation sans aide.
Mais dans le cadre d’utilisation de l’Internet des Objets, il n’est pas non plus possible d’avoir
un expert derrière chaque personne pour aider à cette écriture. Une solution aurait pu être
de créer des politiques d’autorisation par défaut et chaque personne aurait pu choisir celle
se rapprochant le plus de sa vision de la protection des données de vie privée. Mais chaque
individu est unique et a une vision différente de la vie privée et c’est une chose trop impor-
tante pour avoir une protection imprécise.
L’évolution de l’informatique, que ce soit au niveau matériel ou logiciel, a permis le dé-
veloppement de nombreux domaines. Parmi eux, celui de l’aide à la décision. Un système
d’aide à la décision assiste un utilisateur dans ses prises de décision complexe en apprenant
au préalable son comportement. L’utilisation de ce type de système pour aider les proprié-
taires de périphériques informatiques pouvant contenir des données sensibles est tout à fait
pertinente. Les aider à comprendre ce qu’il se passe, les aider à contrôler leurs données pour




L’utilisation d’un système d’aide à la décision permet de comprendre ce que veut l’uti-
lisateur, d’apprendre ses préférences. A partir de ses préférences, le système peut proposer
à l’utilisateur des règles permettant de protéger certaines de ses données. L’ensemble des
règles acceptées par l’utilisateur forme sa politique d’autorisation. Ainsi l’utilisateur écrit sa
politique d’autorisation simplement, sans avoir besoin de connaissances techniques.
Des travaux liés à un projet : INCOME
Cette thèse s’articule autour du projet INCOME (INfrastructure de gestion de COntexte
Multi-Échelle pour l’Internet des Objets) 5. L’objectif général d’INCOME est de fournir des so-
lutions logicielles et intergicielles génériques pour la gestion de contexte multi-échelle. IN-
COME cible le niveau infrastructure pour de nouvelles applications grand public consom-
matrices d’informations de contexte d’un haut niveau d’abstraction, obtenues après traite-
ment et filtrage de nombreuses informations de contexte directement issues de l’environ-
nement de l’utilisateur ou de l’Internet des objets. Les solutions apportées par le projet fa-
ciliteront le développement et le déploiement de ces applications construites au dessus de
l’Internet des objets, d’infrastructures ambiantes et mobiles et de nuages informatiques. Au
sein de ce projet, la tâche 4 s’occupe de la qualité de contexte et du respect de la vie pri-
vée. C’est à l’intérieur de cette tâche que s’intègrent nos travaux. Le but étant de pouvoir
protéger la vie privée des utilisateurs et qu’ils puissent contrôler leurs données.
Organisation du document
Les trois premiers chapitres de ce document dressent un état de l’art des différents do-
maines abordés. Le chapitre 1 concerne la protection de la vie privée, de sa définition aux
différentes techniques permettant de l’assurer. Le chapitre 2 concerne la gestion des auto-
risations. Plusieurs modèles de contrôle d’accès sont détaillés ainsi que les solutions exis-
tantes pour mettre en œuvre une politique d’autorisation. Le chapitre 3 concerne l’aide à
la décision. Il présente ce vaste domaine et les méthodes existantes. C’est dans ce chapitre
que sont introduits les systèmes d’aide à la décision et plus particulièrement les systèmes de
recommandation.
Le chapitre 4 présente notre modèle multi-critère mis au point pour la prise en compte
des préférences utilisateurs utilisé dans le système Kapuer. Conçu pendant la thèse, Kapuer
en est la contribution principale. Le chapitre 5 présente une implémentation de Kapuer. Ce
prototype a été réalisé pour un smartphone ou une tablette basée sur le système d’exploi-
tation Android. Finalement, le chapitre 6 présente les évaluations faites de Kapuer. Nous
avons effectué plusieurs tests à partir d’un simulateur, les différents résultats obtenus sont




1 Protection de la vie privée
« Vous n’avez déjà plus aucune vie privée - autant l’accepter. »
Scott McNealy, PDG de Sun Microsystems - 1999
TOUTE personne a certains aspects de sa vie qu’elle ne souhaite pas partager avec tout lemonde. On parle alors de vie privée. La protection de la vie privée est un droit universel
mais n’est pas forcément aisé à mettre en œuvre. Dans ce chapitre, nous allons commencer
par définir le concept de vie privée puis nous verrons comment la protection de la vie privée
est assurée juridiquement pour finir par voir différentes techniques permettant d’améliorer
cette protection de la vie privée en informatique et comment elles pourraient nous aider.
1.1 Définition
Bien que l’on entende beaucoup parler de problèmes liés à la protection de la vie privée
depuis quelques années, les premières préoccupations dues à ces problèmes remontent à
la fin du 19ème siècle. Le juge américain Thomas Cooley a été le premier à décrire la vie
privée comme étant le droit de s’isoler ("the right to be let alone") [78]. Déjà à l’époque, les
auteurs parlaient "de nombreux appareils mécaniques donnant la possibilité de proclamer
sur les toits ce qui se chuchote dans l’intimité", faisant référence par exemple aux premiers
appareils photos disponibles pour le grand public et permettant de prendre quiconque en
photo sans forcément avoir son consentement.
A l’heure actuelle, les nombreuses avancées technologiques ont modifié cette vision
de la vie privée. L’utilisation d’Internet et de tous les appareils connectés à notre disposi-
tion ont fait évoluer les interactions sociales permettant très facilement à une personne de
prendre contact avec quelqu’un qu’elle n’a jamais vu et qu’elle ne verra peut être jamais.
Par exemple, si deux personnes rentrent en contact pour effectuer une transaction, chacune
d’entre elles doit obtenir des informations sur l’autre afin d’avoir confiance l’une en l’autre
et que la transaction se passe correctement. Il est alors impossible pour une personne de
préserver sa vie privée en restant totalement isolée comme c’était encore le cas au 19ème
siècle [45].
5
Protection de la vie privée
Une autre définition, datant des années soixante, convient plus à notre vision actuelle
de la protection de la vie privée. Alan Westin a défini la vie privée comme "le droit d’une
personne, d’un groupe ou d’une institution de déterminer eux mêmes quand, comment et
à quelle ampleur des informations les concernant peuvent être communiquées aux autres"
[80]. Cette définition se concentre sur les informations caractérisant la personne et non plus
sur l’isolement. Selon Westin, si l’isolement peut conduire à la protection des informations
personnelles, personne ne veut se couper totalement des autres car le besoin de participer à
la société est aussi fort que celui de se protéger des autres. La vie privée est d’ailleurs forte-
ment liée à la société. Selon Moore, "le besoin de vie privée est un besoin créé socialement.
Sans société, il n’y aurait pas besoin de vie privée" [52]. La protection de la vie privée porte
donc sur le contrôle qu’a une personne sur ses informations personnelles.
Désormais, la conception de la vie privée pour une personne est d’être dans un état
de protection et de contrôle sans devoir chercher à atteindre cet état. Une personne ne va
pas penser à sa vie privée tant que cette dernière n’est pas menacée. Marx a défini quatre
conditions ou frontières qui, si elles sont franchies, peuvent menacer la vie privée d’une
personne [50] :
— une frontière naturelle qui empêche la présence, les sentiments ou les émotions d’être
perçus par un des cinq sens. Cela peut être des limitations physiques comme une
porte, un mur ou des vêtements, mais aussi des expressions du visage pour masquer
une émotion.
— une frontière sociale impliquant que des personnes comme un docteur ou un avocat
respectent le serment de confidentialité qu’ils ont avec leurs patients ou leurs clients.
Cela concerne aussi les secrets entre membres d’une même famille ou de ne pas lire
un message dont on est pas le destinataire.
— une frontière temporelle ou spatiale. Les différentes périodes de la vie d’une personne
ainsi que ses différents lieux de vie sont censés rester séparés les uns des autres.
— une frontière sur les événements éphémères ou transitoires. Les interactions et les
discussions entre plusieurs personnes doivent être éphémères et transitoires et ne
doivent pas être enregistrées sans que cela soit précisé.
De son côté, Solove estime qu’une définition de la vie privée n’est pas suffisante et qu’il
existe plusieurs formes de vie privée [71]. Il a proposé la taxonomie suivante pour la vie
privée incluant une vue d’ensemble des activités pouvant mener à des violations de la vie
privée :
— la collecte d’informations. Même si généralement, la collecte d’information se fait
avec le consentement de la personne, la collecte d’information cachée ou forcée peut
entraîner une surveillance de la personne ou des interrogations sur ses activités ame-
nant une violation de la vie privée.
— l’analyse d’informations. Il peut y avoir violation de vie privée en stockant ou en
agrégeant de l’information.
— la dissémination de l’information qui peut amener la rupture de la confidentialité de
diverses façons. L’accès à des informations déjà publiques peut être augmenté en la
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disséminant à plusieurs endroits. Par exemple un numéro de téléphone peut être une
information publique car disponible sur les pages blanches mais au milieu des autres
numéros cela ne pose pas de problèmes. Par contre si une personne malveillante
se met à diffuser ce numéro un peu partout sur Internet ou dans des lieux publics,
le propriétaire du numéro peut être ensuite dérangé régulièrement à cause de cette
dissémination.
— l’invasion. S’introduire dans le domicile d’une personne ou l’inonder de courriers est
une forme d’invasion violant la vie privée. Interférer dans des décisions personnelles
ou de couple est un autre exemple d’invasion violant la vie privée.
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Figure 1.1 — Illustration de la taxonomie de Solove
Il est clair que de nos jours, voir la vie privée comme le droit de s’isoler n’est pas possible.
Nous avons besoin d’interagir avec notre société et de divulguer certaines informations. Le
tout est d’arriver à limiter cette divulgation à certaines informations et à certaines personnes.
Nous cherchons un moyen pour aider un utilisateur à protéger ses données de vie privée.
Nous n’allons donc pas traiter tous les groupes d’activité définis par Solove. Notre but est de
maitriser la divulgation des données de vie privée, la collecte d’information est donc le groupe
d’activité qui se rapproche le plus de notre problème.
Nous allons maintenant voir quels sont les moyens pour protéger notre vie privée en
commençant par l’aspect juridique.
1.2 La protection de la vie privée d’un point de vue juridique
La notion de droit à la vie privée a donné lieu à de nombreux textes de loi de par le
monde. Au niveau international, la vie privée est protégée par l’article 12 de la déclaration
universelle des droits de l’homme de 1948 [6] : Nul ne sera l’objet d’immixtions arbitraires dans
sa vie privée, sa famille, son domicile ou sa correspondance, ni d’atteintes à son honneur et à sa
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réputation. Toute personne a droit à la protection de la loi contre de telles immixtions ou de telles
atteintes.
Le droit à la vie privée est aussi garanti au niveau européen par l’article 8 de la conven-
tion européenne des droits de l’homme [21] : Toute personne a droit au respect de sa vie privée et
familiale, de son domicile et de sa correspondance.
Au niveau de la France, l’article 8 de la déclaration universelle des droits de l’homme
est utilisé pour le droit à la protection de la vie privée. Le code civil français rajoute un texte
capital dans l’article 9 : Chacun a droit au respect de sa vie privée. De nombreuses informations
sont protégées comme par exemple l’état de santé d’une personne qui est couvert par le
secret médical. Ces informations protégées se retrouvent dans les catégories suivantes :
— les coordonnées personnelles : adresse postale, adresse électronique, numéro de té-
léphone, etc.
— la situation patrimoniale et financière : patrimoine immobilier, revenus perçus, im-
pôts et taxe, etc.
— la formation : formation initiale, inscription dans un établissement d’enseignement,
diplômes, etc.
— les numéros d’immatriculation : INSEE, police d’assurance, immatriculation d’un
véhicule particulier, etc.
— l’appartenance politique ou religieuse : appartenance politique, usage du pouvoir
de suffrage, croyances religieuses, etc.
— la situation professionnelle : dates de congés, congés de maternité ou parentale,
horaires de travail, etc.
— la situation médicale : l’ensemble des informations concernant la personne venues
à la connaissance d’un professionnel de santé.
Pour l’état civil d’une personne, alors que la date de naissance, l’âge ou le lieu de nais-
sance par exemple sont des informations protégées, le nom et le prénom d’une personne ne
le sont pas. Le décès ne met pas un terme à la vie privée d’une personne mais peut permettre
aux proches d’avoir accès à certains documents utiles. Au niveau des archives publiques, des
délais sont prévus au delà desquels les documents deviennent librement communicables.
Plusieurs commissions sont chargées de veiller au respect de la vie privée. Parmi elle,
la CNIL 1 (Commission Nationale de l’Informatique et des Libertés), est chargée de veiller
entre autre à ce que les systèmes informatiques ne portent pas atteinte à la vie privée des
citoyens. Une autre commission, la CADA 2 (Commission d’Accès aux Documents Admi-
nistratifs) a pour objectif de faciliter et de contrôler l’accès des particuliers aux documents
administratifs.
Malgré toutes les lois existantes, de nombreuses entreprises cherchent à collecter un
maximum de données personnelles sur leurs clients dans le but de mieux les cibler et de
faire des profits. L’explosion d’Internet a permis de fonder un nouveau modèle économique
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plusieurs milliards d’euros par an et pourrait atteindre 1000 milliards d’euros en 2020 selon
une étude du Boston Consulting Group [31]. Il est nécessaire qu’un utilisateur de périphé-
riques connectés à Internet possède des outils pour protéger ses informations. Nous allons
présenter dans la prochaine section les technologies permettant cette protection.
1.3 Technologies de protection de la vie privée
Nous étudions dans cette section les technologies de protection de la vie privée (Privacy
Enhancing Technology - PET). Ce concept de PET a été proposé par Cavoukian [16] pour
unifier les nouvelles technologies et la protection de la vie privée. De nombreux travaux
ont suivi et le concept de PET fait maintenant entièrement partie du vocabulaire lié à la vie
privée.
Récemment, une nouvelle approche a été présentée pour tenter de donner plus de
contrôle à l’utilisateur : la protection intégrée de la vie privée (Privacy by Design) [17].
Elle repose sur le fait de penser à la protection de la vie privée au moment même de la
conception d’un système et non pas de s’en occuper seulement une fois que le système
s’exécute. Cette approche part aussi du principe que les lois protégeant la vie privée d’une
personne ne sont pas suffisantes pour garantir cette protection. La protection intégrée de la
vie privée repose sur sept principes fondamentaux :
— prévoir et prévenir les risques d’incidents liés à la vie privée avant qu’ils ne se pro-
duisent.
— protéger l’utilisateur sans qu’il n’ait à s’en soucier ou à agir dans ce sens, la protection
de la vie privée est assurée par défaut et non par choix.
— intégrer la protection de la vie privée à la conception et à l’architecture des systèmes
informatiques.
— assurer aussi bien la protection de la vie privée et la sécurité. L’un ne doit pas empê-
cher l’autre.
— protéger les données de vie privée pendant toute leur durée de vie : de leur création
à leur destruction.
— garder un fonctionnement transparent aux yeux de l’utilisateur, permettre à tout le
monde de voir que le système fait ce qu’il est censé faire afin que l’utilisateur ait
confiance dans l’utilisation du système.
— privilégier les intérêts de l’utilisateur et respecter sa vie privée.
Mais ces principes sont rarement appliqués, ce qui est à la base de notre problème. Si
les développeurs des systèmes d’exploitation de périphériques mobiles avaient pensé dès la
conception aux risques liés à la divulgation des différentes données présentes, le problème
de la protection de la vie privée sur ces périphériques serait moins présent. Mais le manque
de patrons ou de modèles permettant de mettre en place ces principes à la conception rend la
tâche difficile. Pour mieux présenter les diverses solutions amenés par les PET, cette section
est organisée en trois parties pour donner trois points de vue différents : la protection de
la vie privée en tant que confidentialité des données, en tant que contrôle des données et
finalement en tant que transparence autour des données [26].
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1.3.1 D’un point de vue confidentialité des données
La confidentialité des données est présente dans certaines technologies de protection
de vie privée sous diverses formes. Ces technologies considèrent que l’objectif principal en
terme de vie privée est de protéger les données personnelles en évitant leur accès par des
personnes non autorisées. Si des données personnelles deviennent publiques, la confiden-
tialité et par conséquent la vie privée est perdue. Trois méthodes permettent de résoudre les
problèmes de vie privée via la confidentialité des données. Il s’agit de l’anonymisation des
données, de l’anonymisation dans les communications et de la minimisation des collectes
de données.
L’anonymisation des données consiste à utiliser des méthodes de cryptographie pour
que les données obtiennent certaines des propriétés suivantes définies par [60] :
— des données sont intraçables quand un observateur ne peut pas relier deux données
ou deux actions appartenant au même utilisateur.
— une donnée est indétectable quand un observateur ne peut savoir si elle existe ou
non.
— une donnée est inobservable quand il est impossible pour un observateur de la
discerner parmi un ensemble de données.
L’anonymisation des données est utilisée dans de nombreuses approches comme le k-
anonymat [75]. Prenons par exemple une liste de données personnelles où pour chaque en-
trée, on retrouve l’âge, le sexe et l’adresse de la personne. Cette liste satisfait au k-anonymat
si pour chaque entrée, il existe au moins k autres entrées partageant les mêmes valeurs.
Pour cela il est possible de grouper certaines données afin d’obtenir des entrées ayant les
mêmes valeurs comme par exemple regrouper les âges en dizaines où ne communiquer que
la ville de domiciliation au lieu de l’adresse complète. Il est ainsi impossible pour un obser-
vateur de différencier les k entrées similaires et l’anonymat est respecté. Cette technique est
donc un compromis entre l’anonymat et la précision des informations. La figure 1.2 montre
un exemple de k-anonymat. Dans cette exemple, le tableau de gauche présente les données
complètes et le tableau de droite après avoir utilisé la technique du k-anonymat. Le code
postal, l’âge et la nationalité de chaque personne a subi des modifications pour améliorer la
confidentialité des données. Les "*" correspondent à des données supprimées. Dans ce cas
là et pour les trois types d’informations modifiées, chaque entrée est similaire à trois autres
entrées. On se trouve donc dans un cas de 4-anonymat.
Des variantes du k-anonymat comme la l-diversité ont été proposées pour renforcer
encore plus l’anonymisation des données [48]. La l-diversité est plus avancée que le k-
anonymat car elle garantit en plus que dans un groupe de k individus, il y aura au moins
l valeurs sensibles distinctes. Si on reprend l’exemple de la figure 1.2 en ne gardant que les
personnes numérotés de 9 à 12. Les informations sont 4-anonymes et 1-diverse. Donc si on
sait qu’une personne est présente dans le listing, on connaîtra sa maladie. Donc bien que le
niveau de k-anonymat soit important, si la l-diversité est égale à un, l’anonymat n’est pas
garanti.
L’anonymisation traite aussi des communications. Anonymiser les communications re-
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Figure 1.2 — Exemple de l’utilisation de la technique du k-anonymat
vient à protéger les flux de données de façon à ne pas savoir qui parle à qui. Même si le
contenu d’une conversation est tenu confidentiel, des informations sensibles peuvent être
interceptées par les flux de données. Ces informations peuvent concerner les localisations et
les identités des deux parties mais aussi les heures, la fréquence ou le volume des conver-
sations. Fournir des communications anonymes n’est pas aisé étant donné que beaucoup
de protocoles de communications utilisent des identifiants uniques [51]. Malgré tout des
solutions existent. Mix-network [18] est un protocole de routage utilisant des serveurs inter-
médiaires pour router des messages de façons aléatoires. A chaque fois qu’un routeur reçoit
des messages, ils mélangent leur ordre et les renvoient de façon aléatoire à d’autres serveurs.
Chaque serveur ne sait pas d’où vient initialement le message ni le destinataire. Il est ainsi
plus compliqué de tracer le trajet d’un message d’un bout à l’autre. L’application utilisant le
protocole mix-network la plus connue est Tor (The Onion Router)[29].
Le but de la minimisation des données est de limiter la collecte et le traitement des don-
nées personnelles. Cela peut être effectué en utilisant une architecture distribuée et une agré-
gation des informations avant l’envoi sur un serveur central. Un système centralisé peut en
effet poser certains problèmes. Ce système récupère toutes les données de ses utilisateurs, y
compris les données relatives à la vie privée des utilisateurs. Une fois sur le serveur central,
l’utilisateur n’a plus de contrôle sur ses données qui peuvent être exploitées à des fins com-
merciales sans qu’il soit au courant. A l’inverse, si les données de l’utilisateur sont stockées
en local, l’utilisateur garde un certain contrôle. Par exemple, [11] propose une approche dé-
centralisée pour son système de recommandation. Ce type de système recommande des ob-
jets à l’utilisateur en fonction de ses préférences et des utilisateurs ayant un profil similaire.
L’utilisation d’un système décentralisé évite le regroupement d’information sur un serveur
central mais pour trouver les utilisateurs avec un profil similaire, le système a tout de même
besoin d’accéder aux autres profils via un système de pair à pair. Pour éviter d’avoir accès
aux profils exacts des autres utilisateurs et ainsi mettre en péril leur vie privée, le système
utilise un système d’obfuscation pour cacher le profil exact des utilisateurs. Plus le profil est
obfusqué moins les recommandations seront précises, il faut donc trouver le bon compro-
mis pour garantir la protection de la vie privée d’un utilisateur tout en gardant un niveau
de recommandation acceptable. D’autres techniques pourraient permettre de conserver la
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confidentialité des données stockées sur un serveur distant. Par exemple, le chiffrement ho-
momorphique [56] permet de crypter des données et de continuer à effectuer des traite-
ments sur ces données sans avoir à les déchiffrer. Mais pour l’instant, seules des opérations
basiques comme l’addition ou la multiplication sont possibles.
Les techniques apportant de la confidentialité sont intéressantes de notre point de vue.
Garder et traiter les données en local évite une dissémination des informations et que les
données soient stockées dans des bases de données sans le savoir. De la même façon, l’ano-
nymisation des données peut permettre de ne pas remonter jusqu’à l’identité de leur pro-
priétaire et ainsi garantir une protection. Mais ces techniques doivent être mise en place dès
la conception des applications nécessitant l’information. Si un concepteur a développé son
application de telle sorte que les informations qu’elle récupère soient envoyées sur un ser-
veur centralisé et traitées sur ce serveur, il n’est pas possible de contourner ce processus et
d’effectuer le traitement en local. Anonymiser les données ou minimiser les collectes ne sont
donc pas toujours des techniques appropriées. Si une personne doit fournir des données per-
sonnelles pour faire fonctionner un service, la protection de ses données peut s’effectuer en
contrôlant par exemple à qui l’on divulgue, quand ou comment. Nous présentons dans la
prochaine section quelles sont les techniques et méthodes permettant d’acquérir un contrôle
sur la divulgation des données.
1.3.2 D’un point de vue contrôle des données
Présenter la vie privée d’un point de vue contrôle des données correspond à présenter les
possibilités pour une personne de contrôler ce qui advient avec ses données personnelles et
de prévenir les fuites. Il n’est pas possible de s’isoler totalement des autres et la divulgation
de certaines informations est nécessaire. Si une personne contrôle ce qu’elle divulgue et
ce qu’elle garde pour elle, sa vie privée sera protégée. Cela rejoint la définition de la vie
privée de Westin donnée plus haut. En effet, nous allons présenter dans cette section divers
mécanismes permettant le contrôle des données personnelles.
Les modèles de contrôle d’accès ont été conçus pour formaliser la façon d’écrire des
règles d’autorisation. Nous présenterons de nombreux modèles dans le chapitre suivant
mais nous verrons que plus leur pouvoir d’expression augmente, plus la difficulté d’écrire
ces politiques augmente aussi. Ce qui n’est pas compatible avec une utilisation grand pu-
blic. Des langages spécifiques ont été développés pour écrire les politiques d’autorisation.
Par exemple, EPAL (Enterprise Privacy Authorization Language) est un langage formel conçu
pour définir des politiques internes pour les entreprises [5]. Cette entreprise après avoir dé-
fini un vocabulaire spécifique à EPAL peut écrire sa politique EPAL selon ses besoins. Bien
que cela permette de définir des politiques riches, la granularité d’écriture des règles n’est
pas assez fine. XACML 3 est un autre langage permettant d’écrire des politiques d’autorisa-
tion. XACML est plus puissant qu’EPAL pour exprimer des politiques de contrôle d’accès
mais aussi pour exprimer des politiques de protection de vie privée [77]. Pour rajouter du
contrôle sur les données, en plus de gérer les autorisations, il est possible de gérer des obli-
gations pour décrire comment les données doivent être utilisées une fois l’accès autorisé.
Une solution pour être sûr que les obligations soient respectées est d’utiliser des politiques
3. https ://www.oasis-open.org/committees/xacml/
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collantes (sticky policies). Un mécanisme de chiffrement qui supporte qu’une politique soit
attachée aux données permet de chiffrer les données selon les détails de la politique. L’accès
aux données est ensuite accordé par une autorité de contrôle qui vérifie que la politique est
bien respectée pour donner la clé de déchiffrement [59]. Par exemple, le projet PRIMElife
utilise l’attachement de politique pour distribuer des politiques de protection de vie privée
[27].
Une façon, pour une personne, de contrôler ce qu’elle va partager avec les autres, est
d’utiliser un système de gestion d’identité (Identity Management - IM). En utilisant un tel
système, une personne peut se créer plusieurs identités en se décrivant à partir d’attributs
qu’elle accepte de partager. Chaque identité peut ensuite être utilisée en fonction des be-
soins. Ainsi il est possible de créer une identité révélant plus d’informations à destination
d’un cercle d’amis ou de la famille et une autre plus privée destinée au travail. Le système
d’IM permet à la personne de s’identifier sur d’autres systèmes en utilisant une identité.
Les systèmes d’IM récents séparent deux entités : le fournisseur de service qui va procu-
rer un service à un utilisateur en utilisant des informations le concernant et le fournisseur
d’identité qui identifie l’utilisateur et stocke les données correspondant à l’identité de l’uti-
lisateur. De nombreux systèmes utilisent ce mécanisme comme Shibboleth [53] qui autorise
les administrateurs du fournisseur d’identité à choisir quels attributs peuvent être partagés
selon le fournisseur de services. D’autres systèmes d’IM sont plus connus et utilisés par le
grand public comme Facebook Connect (figure 1.3). Ce service permet de se connecter à un
nombre très important de sites via son profil Facebook et donc de ne pas avoir à créer un
compte sur ces sites. Bien que ce service soit présenté comme un système de gestion d’iden-
tité, il ne permet pas à l’utilisateur de contrôler quelles données seront partager avec les
autres sites. Pire, il donne à Facebook des informations sur les préférences de l’utilisateur et
les sites auxquels il se connecte, informations qui sont ensuite soit utilisées directement par
Facebook soit revendues à des annonceurs qui achètent des publicités pour le site 4.
Bien que les systèmes d’IM donnent l’impression de donner le contrôle à l’utilisateur,
bien souvent il n’en est rien. Si du côté des fournisseurs d’identités, il est possible de res-
treindre les données partagées et stockées, ce n’est pas aussi évident pour le fournisseur de
services. Ce dernier demande un certain nombre d’informations pour authentifier un utili-
sateur, si l’utilisateur ne veut pas les donner, il ne pourra pas être authentifié. Il n’y a pas de
phase de négociations pour atteindre un niveau satisfaisant les deux parties, c’est tout ou
rien. Le contrôle se trouve donc du côté du fournisseur de service.
Dans un environnement distribué et mobile, chaque utilisateur ne peut être accompa-
gné d’un expert en sécurité pour l’aider à protéger ses données de vie privée. Comme nous
l’avons déjà vu, il n’est plus possible de rester isolé et d’avoir une politique de non divul-
gation totale. Pour avoir une vie normale avec notre société, tout un chacun doit partager
certaines informations selon ce qu’il désire faire. L’utilisateur a besoin de réguler les in-
formations qu’ils communiquent et ne pas divulguer plus d’informations que nécessaire.
Avoir le contrôle sur ses données est une solution évidente permettant de gérer quand et
comment les données peuvent être divulguées. Pour autant, cela implique que l’utilisateur
est conscient de ce qu’il doit faire pour avoir une réelle protection de la vie privée. Il doit
4. https ://www.facebook.com/about/privacy/your-info#howweuse
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Figure 1.3 — Identification via Facebook Connect
donc comprendre pourquoi une personne ou une application veut avoir accès à ses données,
dans quel contexte et dans quel but. Avoir juste le contrôle de ses données n’est donc pas
suffisant, c’est pourquoi nous allons dans la prochaine section présenter un autre point de
vue de la protection des données, la transparence autour des données.
1.3.3 D’un point de vue transparence autour des données
Les outils amenant de la transparence autour des données liées à la vie privée permettent
de faire comprendre aux utilisateurs quelles données sont divulguées et comment ces don-
nées sont utilisées. Selon Castellucia et al. [15], pour qu’un outil puisse améliorer la transpa-
rence des données, il doit posséder aux moins une des quatre caractéristiques suivantes :
1. fournir des informations sur la façon dont les données de l’utilisateur sont collectées,
stockées ou analysées.
2. fournir un récapitulatif de quelles données ont été divulguées, à qui elles ont été
divulguées et sous quelles conditions.
3. fournir un accès en ligne aux données personnelles et aux informations acquises
grâce à leurs traitements et fournir un moyen de savoir si ces traitements respectent
les lois sur le respect de la vie privée et les accords de divulgation.
4. fournir un moyen d’éviter d’établir un profil de l’utilisateur, l’aider à savoir comment
les données divulguées peuvent le faire rentrer dans une catégorie de profil afin de
réduire les risques dans le futur.
La transparence des données est quelque chose de très important. Comprendre ce qu’il
advient de ses données est primordial pour arriver à les contrôler correctement. Les tech-
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nologies de protection de la vie privée sont inutiles si leurs utilisateurs ne peuvent pas s’en
servir efficacement. Les évolutions récentes de l’informatique rendent le besoin de transpa-
rence évident pour améliorer la protection de la vie privée qui est encore plus critique. Grâce
à l’Internet des objets, considéré comme le futur de notre société électronique ; Internet ne
connectera pas seulement les personnes entre elles mais aussi les machines et tous les ob-
jets dits intelligent. Le paradigme de communication "N’importe où, n’importe comment,
n’importe quand" sera étendu avec l’IoT à "N’importe quoi, n’importe qui, n’importe quel
service". Du coup, en plus de devoir contrôler les données personnelles propagées à par-
tir des périphériques utilisés directement, il va falloir aussi contrôler les données produites
automatiquement par les objets connectés que l’on possède, ceux qui nous entourent et qui
sont présents dans notre environnement quotidien. Ces données issues de l’IoT peuvent être
dispersées à travers un immense système distribué en faisant face à des problèmes comme
l’hétérogénéité ou le passage à l’échelle. Malgré l’importance de ces problèmes, peu de per-
sonnes ont travaillé dessus. Par exemple, Castellucia et al. [15] ont indiqué que pour l’ins-
tant, aucun outil existant ne prend en compte la caractéristique 4. alors que son utilité à été
démontrée dans le projet FIDIS [35].
De nombreux travaux de recherche ont été menés pour simplifier les interactions entre
les utilisateurs et leurs périphériques électroniques pour la sécurité. Par exemple le projet
P3P (Platform for Privacy Preferences) [23] a défini un standard pour simplifier les politiques
de confidentialité des données personnelles sur les sites web afin de permettre aux utilisa-
teurs de mieux comprendre comment les sites web utilisent leurs données. Ces politiques
sont ensuite évaluées en fonction des préférences de l’utilisateur par des mécanismes ad
hoc. Poursuivant le même but, Inglesant et al. [36] ont proposé un langage naturel contraint
pour la spécification de politique d’autorisation. Stepien et al. [73] ont eux travaillé sur des
notations non-techniques pour les politiques XACML.
Des approches tentent d’impliquer l’utilisateur dans la gestion de la vie privée. Lederer
et al. [46] proposent d’améliorer la compréhension de l’utilisateur sur les implications de la
vie privée en lui fournissant des informations en retour. Les miroirs de vie privée [57] per-
mettent aux utilisateurs de mettre en place leur politique de divulgation vis à vis de leurs
données personnelles pour ensuite leur montrer comment ces données peuvent être vues
par d’autres personnes. Finalement, le projet PrimeLife [79] a publié une analyse donnant
un moyen de construire des interactions homme-machine dans le but d’améliorer la protec-
tion de la vie privée. Ils ont par exemple défini une liste de 25 questions que le concepteur
de l’interface d’un PET doit vérifier pour être sûr de protéger la vie privée de l’utilisateur.
Parmi ces questions, il est demandé si les paramètres par défaut favorise la protection de
la vie privée, si les utilisateurs peuvent contrôler quelles données peuvent être divulguées
ou encore si suffisamment d’informations sont données pour permettre à l’utilisateur de
prendre des décision informées.
Rendre un système transparent en terme de gestion des données de vie privée est essen-
tiel pour leur protection. Comment un utilisateur peut-il se protéger correctement s’il n’est
pas au courant de ce qu’il advient de ses données ? Pour lui permettre de prendre les bonnes
décisions, il faut l’informer aussi bien de ce qu’il se passe sur le système que des risques qu’il
peut prendre en faisant telle ou telle action. Ainsi le risque de se tromper est minimisé.
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1.4 Conclusion
Ce chapitre a introduit les notions de vie privée et de protection des données de vie
privée. Plusieurs aspects sont importants pour avoir une bonne protection. Il faut ainsi tenir
compte de la confidentialité des données de la personne, du contrôle qu’elle peut avoir sur
ses données et de la transparence à avoir autour de ses données afin qu’elle ait toutes les
clés pour comprendre les enjeux et les risques à les divulguer.
Tout cela va nous aider à mieux cerner les enjeux du prochain chapitre destiné à la ges-
tion des autorisations.
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« I’m still a hacker. I get paid for it now. I never received any monetary gain
from the hacking I did before. The main difference in what I do now compa-
red to what I did then is that I now do it with authorization. »
Kevin Mitnick
NOUS avons vu dans le chapitre précédent qu’avec les pratiques actuelles de l’informa-tique, un utilisateur avait besoin de divulguer certaines de ses données pour pouvoir
utiliser pleinement les services qui s’offrent à lui. Parmi ces données, certaines sont consi-
dérées comme personnelles et leur divulgation peut porter atteinte à la vie privée de leur
propriétaire. Les outils permettant à l’utilisateur de garantir la protection de sa vie privée
doivent fournir de la transparence sur la façon dont les données ont été divulguées, qui les a
collectées ou comment elles seront analysées. En plus de cette transparence sur les données,
ces outils doivent surtout permettre à l’utilisateur d’avoir le contrôle sur ses données et de
pouvoir choisir qui peut y avoir accès, quand et comment. Il est donc question de gestion
d’autorisation sur les accès aux données de vie privée.
La gestion des autorisations correspond à spécifier et mettre en œuvre les droits d’ac-
cès à des ressources. Autrement dit, "autoriser" revient à définir une politique d’accès. Afin
d’exprimer des politiques de contrôle d’accès, de nombreux modèles de contrôle d’accès
existent. Nous allons présenter dans la prochaine section certains de ces modèles.
2.1 Modèles de contrôle d’accès pour exprimer une politique
Les modèles de contrôle d’accès ont été conçus pour formaliser l’écriture des règles
constituant une politique de contrôle d’accès. Bien qu’il existe de nombreux modèles ayant
chacun leurs caractéristiques, il y a une base commune. Tout ces modèles considèrent trois
ensembles :
— l’ensemble des objets O représentant les ressources ou les services à contrôler.
— l’ensemble des sujets S représentant les entités qui veulent exécuter des actions sur
les objets. Ces entités peuvent représenter des utilisateurs ou des applications.
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— l’ensemble des droits d’accès R représentant comment les sujets peuvent accéder
aux ressources.
Figure 2.1 — Evolution des modèles de contrôle d’accès tiré de [19]
Écrire une politique de contrôle d’accès revient donc à écrire un ensemble de relations
sur O x S x R. Les modèles de contrôle d’accès ont évolué avec le temps pour se conformer
à l’évolution des exigences de sécurité et à l’évolution de l’environnement d’exécution. La
figure 2.1 tiré de [19] illustre ces évolutions. Nous allons maintenant présenter plusieurs de
ces modèles : DAC qui permet à une personne de définir directement qui peut faire quoi sur
quel objet, MAC utilise un administrateur pour définir des politiques multi-niveaux, RBAC
propose la notion de rôle pour abstraire les sujets selon leur fonction, OrBAC qui centre
les politiques d’autorisation sur l’organisation et enfin ABAC, un modèle assez générique
utilisant des attributs pour décrire les différentes entités des politiques.
2.1.1 Modèles de contrôle d’accès basé sur les identités
Les modèles de contrôle basé sur les identités (Identity Based Access Control - IBAC) li-
mitent l’accès aux objets en se basant généralement sur l’identité de l’utilisateur. Un de ces
modèles, le modèle d’accès discrétionnaire (Discretionary Access Control - DAC) est présenté
par le TCSEC (Trusted Computer System Evaluation Criteria) comme "un moyen de limiter
l’accès aux objets basés sur l’identité des sujets ou des groupes auxquels ils appartiennent
Les commandes sont discrétionnaires car un sujet avec une certaine autorisation d’accès est
capable de transmettre cette permission à n’importe quel autre sujet" [39].
La description des règles d’autorisation est basée sur le modèle des matrices d’accès
introduit par Lampson en 1971 [44]. On retrouve dans ce modèle le triplet <S,O,R> avec S qui
représente l’ensemble des sujets (utilisateurs, applications, processus, etc.), O qui représente
l’ensemble des objets (fichiers, table, programme, etc.) et R qui représente les actions des
sujets sur les objets (lecture, écriture, exécution, etc.). La figure 2.2 présente un exemple de
matrice d’accès.
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Figure 2.2 — Exemple de matrice d’accès
Chaque sujet est disposé sur une ligne et chaque objet sur une colonne alors que les
actions sont placées dans les cases. Ainsi chaque case permet de définir les actions autorisées
par un sujet sur un objet. Dans notre exemple, John et Pierre ont deux autorisations chacun.
John peut lire le fichier "manuscrit.txt" et exécuter "setup.exe" et Pierre peut lire et écrire le
fichier "manuscrit.txt".
DAC est donc un modèle intéressant car c’est à l’utilisateur de mettre en place sa po-
litique d’autorisation. Dans notre cas, nous ne pouvons pas avoir une personne derrière
chaque utilisateur pour écrire la politique d’autorisation. Par contre le fait que l’utilisateur
doit écrire des règles pour chaque objet peut rendre le travail très long et pénible sur certains
systèmes.
2.1.2 Modèles de contrôle d’accès multi-niveaux
Le problème des modèles DAC est le manque d’abstraction obligeant l’utilisateur à écrire
des règles pour chaque objet. Pour amener de l’abstraction et faciliter l’écriture des poli-
tiques d’autorisation, des modèles de contrôle d’accès multi-niveaux ont été développés.
Parmi eux, les modèles de contrôle d’accès obligatoire (Mandatory Access Control - MAC) qui
ne laissent plus le contrôle à l’utilisateur. C’est un administrateur qui est chargé d’écrire les
politiques d’autorisation. Plusieurs modèles ont été définis, chacun basé sur des propriétés
différentes. Par exemple, le modèle de Bell-LaPadula [9] se concentre sur la confidentialité,
d’autres sur l’intégrité comme le modèle de Biba [10]. Nous allons présenter plus en détail
le modèle Bell-LaPadula qui a été le premier à utiliser cette approche.
Le modèle Bell-LaPadula [9] est un modèle développé pour le département de la défense
américaine dans le but de garantir la confidentialité des données. C’est un modèle multi-
niveaux basé sur la classification des sujets et des objets. Les sujets et les objets sont classés
selon différents niveaux de confidentialité appelés niveaux d’habilitation pour les sujets et
niveaux de classification pour les objets. Les classes d’accès de ce modèle sont modélisées
par des treillis. Chaque niveau est composé de deux attributs :
— le premier, cl représente un élément parmi une classification ordonnée tel que Top
Secret (TS) > Secret (S).
— le second, C représente des catégories décrivant le type d’information. Par exemple
défense, nucléaire
L’ensemble des niveaux constitue le treillis et ces niveaux sont reliés par une relation de
dominance. Ainsi un niveau x = (cl, C) domine un niveau y = (cl′, C′) si cl ≥ cl′ et C ⊆ C′.
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La figure 2.3 illustre un exemple de treillis. Cet exemple est construit à partir des catégories











Figure 2.3 — Exemple de treillis
Afin de garantir la confidentialité, deux propriétés doivent être respectées :
— no read up un sujet est autorisé à lire un objet seulement si son niveau domine le
niveau de l’objet. Un personne avec l’habilitation Secret ne pourra donc pas avoir
accès à un objet classé Top Secret.
— no write down un sujet est autorisé à modifier un objet seulement si le niveau de
l’objet domine son niveau. Une personne avec l’habilitation Top Secret ne peut pas
modifier un objet classé Secret. Cela évite que des informations d’un niveau supérieur
puisse être accessible à des personnes d’un niveau inférieur.
En utilisant une approche multi-niveaux et en laissant un administrateur gérer les poli-
tiques de contrôle d’accès, le modèle Bell-LaPadula résout les problèmes de fuite d’informa-
tions des modèles DAC. Néanmoins il présente plusieurs inconvénients. Étant donné qu’un
sujet ne peut pas modifier un objet d’un niveau inférieur, cet objet doit être surclassé au
niveau du sujet pour pouvoir être modifié. Mais au fil du temps, cela conduit à une sur-
classification des informations qui deviennent inaccessibles aux sujets de faible niveau. De
plus ce modèle est très rigide, et ne permet pas de gérer une exception. Ainsi un sujet d’un
niveau ne peut pas accéder exceptionnellement à un objet d’un niveau supérieur. Ainsi, les
niveaux permettent d’appréhender plus facilement les règles de contrôle d’accès.
2.1.3 Modèle de contrôle d’accès à base de rôle
Le modèle de contrôle d’accès à base de rôle (Role Based Access Control - RBAC) propose
un nouveau concept, le rôle, pour structurer les organisations. L’idée vient d’un constat
simple : les droits d’accès accordés aux sujets sont souvent liés à leurs rôles dans l’organisa-
tion. Par exemple à l’université, les étudiants ont accès seulement aux salles en accès libre
alors que les enseignants ont en plus accès à leurs salles de cours et le personnel d’entretien
a accès à toutes les salles. Le rôle est donc un moyen d’abstraire une fonction dans une
organisation (dans notre exemple il y a trois fonctions : étudiant, enseignant, personnel
d’entretien). RBAC est apparu lorsque le nombre d’ordinateurs personnels et donc le
nombre d’utilisateurs est devenu trop important pour les gérer un à un. La notion de rôle
20 Arnaud Oglaza
2.1. Modèles de contrôle d’accès pour exprimer une politique
permet de créer des catégories dans lesquelles l’administrateur va placer les utilisateurs et
ainsi gérer non plus les utilisateurs mais ces catégories. Le groupe ANSI a standardisé le
modèle RBAC [65]. On y retrouve une formalisation comprenant les ensembles et relations
suivantes :
— l’ensemble des utilisateurs U représentant des personnes ou des processus.
— l’ensemble des rôles R représentant les fonctions d’une organisation.
— l’ensemble des permissions P représentant les accès aux ressources du système.
— l’ensemble des sessions S associant chaque utilisateur avec ses rôles.
— la relation UA ⊆ U x R qui permet d’associer des rôles à un utilisateur.
— la relation PA ⊆ P x R qui permet d’associer des permissions à un rôle.
— la relation RH ⊆ R x R qui permet de créer une hiérarchie de rôle. Cette hiérarchie est
construite selon un ordre partiel donc soit r1 et r2 ∈ R, si r1 ≥ r2 alors les permissions
de r2 sont aussi des permissions de r1.
— Su = S → U permet d’établir l’utilisateur d’une session
— Sr(s) ⊆ {r ∈ R|(Su(s), r) ∈ UA} permet d’établir l’ensemble des rôles associés à une
session s.
Les modèles RBAC peuvent être très riches et complexes mais aussi très simples. Pour
permettre de modéliser plus facilement les politiques, quatre sous-modèles ont été définis :
— RBAC0 aussi appelé Flat RBAC reprend les principes essentiels de RBAC. Les utilisa-
teurs sont assignés à des rôles et les permissions sont assignées à des rôles. Chaque
utilisateur obtient les permissions associées à son ou ses rôles.
— RBAC1 ou Hierarchical RBAC reprend RBAC0 et rajoute les hiérarchies de rôles.
Chaque rôle peut alors avoir un rôle père et un ou plusieurs rôles fils. Cela permet de
rajouter de l’héritage entre les rôles et donc de faire hériter à un droit les permissions
d’un autre droit.
— RBAC2 ou Constrained RBAC reprend aussi RBAC0 en permettant cette fois d’ajouter
des contraintes. Par exemple il peut être spécifié qu’un utilisateur ne peut pas prendre
deux rôles différents en même temps.
— RBAC3 est la version la plus complète. Aussi appelé Symmetric RBAC, il reprend
RBAC0 et rajoute les hiérarchies de rôles et les contraintes. La figure 2.4 illustre ce
modèle.
RBAC et son utilisation du concept de rôle permet de grandement faciliter l’adminis-
tration des politiques de contrôle d’accès. Le rôle permet de séparer la relation sujet/objet.
Avec ce modèle, l’arrivée d’un nouvel utilisateur dans le système n’est pas problématique. Il
suffit de lui assigner un ou plusieurs rôles pour qu’il ait directement les accès autorisés à sa
fonction. De plus, il est facile de faire évoluer les droits attribués à une fonction. Pour cela,
il suffit d’ajouter ou de révoquer des permissions aux rôles associés. Mais RBAC a aussi des
inconvénients comme la difficulté de mettre en place des règles dépendantes du contexte
de l’utilisateur. Par exemple la règle "les étudiants ont le droit d’accéder seulement à leurs

















Figure 2.4 — Modèle RBAC
créer un rôle privé à chaque étudiant lui permettant d’accéder à ses données personnelles
mais étant donné qu’il y a plusieurs dizaines de milliers d’étudiants dans certaines univer-
sités, il n’est pas envisageable de mettre en place une telle solution qui ferait perdre à RBAC
sa facilité d’administration.
2.1.4 Modèle de contrôle d’accès basé sur les organisations
Le modèle RBAC permet d’abstraire les politiques de contrôle d’accès en utilisant le
concept de rôle qui facilite grandement leur administration. Malgré tout, nous avons vu
qu’il n’est pas possible de modéliser avec RBAC des règles du style "un médecin peut avoir
accès aux dossiers médicaux de ses patients" où le contexte de la situation rentre en compte.
Le modèle de contrôle d’accès basé sur les organisations (Organization Based Access Control
- OrBAC 1) permet d’écrire ce genre de règles et ne fait pas que de l’autorisation. Il permet
aussi de définir des permissions, des obligations, des recommandations ou des interdictions
qui s’appliquent sur une organisation pour contrôler les activités effectuées par des rôles
sur des vues [40; 24]. Comme dans RBAC, les rôles permettent d’abstraire les sujets selon
leur fonction mais OrBAC introduit deux nouvelles notions d’abstraction :
— les activités permettent d’abstraire les actions à effectuer sur un objet. Par exemple
sélectionner un fichier ou lire un fichier sont deux actions regroupées sous l’activité
consulter.
— les vues permettent d’abstraire les objets. Par exemple les radios d’un patient et ses
résultats sanguins sont deux ressources regroupées sous la vue dossier médical.
1. http ://orbac.org/
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Comme son nom l’indique, l’organisation est une notion centrale d’OrBAC. Une orga-
nisation peut être vue comme un groupe organisé d’entités actives, ces entités peuvent être
des sujets ou des sous-organisations. Plusieurs relations ont été définies utilisant ce concept
d’organisation et les notions de sujets, rôles, actions, activités, objets et vues. Ainsi :
— la relation Empower relie un sujet, un rôle et une organisation. Par exemple, Empo-
wer(hôpital, John, infirmier) indique que le sujet John joue le rôle d’infirmier dans
l’organisation hôpital.
— la relation Use relie un objet, une vue et une organisation. Par exemple, Use(hôpital,
fic_42.txt, fichier_client) indique que l’organisation hôpital utilise le fichier fic_42.txt
dans la vue fichier_client.
— la relation Consider relie une action, une activité et une organisation. Par exemple,
Consider(hôpital, lire, consulter) indique que l’organisation hôpital considère l’action
lire comme l’activité consulter.
— la relation Define qui relie un contexte, un sujet, une action, un objet et une organisa-
tion. Cette relation ajoute la notion de contexte qui permet de définir des contraintes
sur le contexte de la situation [24]. Le contexte peut concerner des aspects temporels,
spatiaux, etc. L’exemple suivant permet de définir le contexte médecin_traitant :
∀s ∈ S, ∀α ∈ A, ∀o ∈ O(De f ine(H, s, α, o, me´decin_traitant) ↔ nom(o) ∈ patient(s).
Cet exemple indique que dans l’hôpital H, le sujet s est dans le contexte
me´decin_traitant si o est le dossier médical d’un patient de s.
Ces notions et ces relations permettent à OrBAC de définir des politiques de sécurité à
deux niveaux. D’un côté des politiques de bas niveau en utilisant un sujet, une action et
un objet avec la relation Is_permitted(Sujet, Action, Objet). De l’autre côté des politiques
abstraites de haut niveau avec la relation Permission(Organisation, Rôle, Activité, Vue,
Contexte). Ainsi :
si Permission(Org, Rôle, Activité, Vue, Contexte) ∧
Empower(Org, sujet, Rôle) ∧
Consider(Org, action, Activité) ∧
Use(Org, objet, Vue)
Define(Org, sujet, action, context)
alors Is_permitted(sujet, action, objet)
Cette définition de politique de sécurité à deux niveaux est illustrée par la figure 2.5
reprise et traduite de [25].
Des conflits peuvent apparaître en utilisant ces deux niveaux. Si par exemple il existe
deux règles, la première autorise un médecin à consulter le dossier médical de ses patients
seulement et la deuxième autorise un chirurgien à consulter les dossiers médicaux d’une
personne même si elle ne fait pas partie de ses patients. Un chirurgien étant un médecin,
il y a un conflit entre les deux règles. Pour avoir un moyen de savoir quelle règle utiliser,
OrBAC utilise un système de priorités permettant dans notre cas de dire que la deuxième
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Figure 2.5 — Politique de sécurité OrBAC à deux niveaux
On peut donc voir que OrBAC va plus loin de RBAC. Il ne propose plus seulement de
créer avec les rôles des catégories de sujets, il permet de créer des catégories sur les objets
et sur les actions. OrBAC offre donc un cadre à l’administrateur lui permettant de créer à sa
guise des règles jouant sur l’abstraction des sujets, des objets et des actions.
2.1.5 Modèle de contrôle d’accès basé sur les attributs
Depuis quelques années avec l’avènement d’Internet, nous avons accès à un nombre
incalculable d’informations et de données. De plus en plus, des informations sont ajoutées
à des données pour en décrire le contenu ou le contexte. Ces informations sont appelées des
méta-données. Par exemple, on va ajouter à une photo la date ou les coordonnées GPS de
l’endroit où elle a été prise. Utiliser toutes les informations disponibles peut permettre de
définir des politiques d’autorisation puissantes et précises, encore faut-il pouvoir les utiliser
correctement.
Le modèle de contrôle d’accès basé sur les attributs (Attribute Based Access Control -
ABAC) permet la construction de politiques en utilisant les attributs des sujets, des objets ou
de l’environnement. Un attribut correspond à tout ce qui permet de caractériser une entité
et qui peut prendre une valeur. Par exemple, une personne peut avoir comme attribut son
nom, sa fonction, son age, sa localisation, etc.. Techniquement, ABAC permet de modéliser
n’importe quelle notion à partir des informations disponibles. Par exemple, en ayant des
informations sur les fonctions des personnes appartenant à une organisation, ABAC peut
utiliser la notion de rôle comme le fait RBAC ou OrBAC. En ayant des informations sur les
types de ressources, il est possible de créer des catégories pour abstraire ces ressources selon
leur type comme le fait OrBAC avec les vues. Barker définit une catégorie comme n’importe
quelle classe ou groupe distinct et fondamental parmi les nombreux qui existent auquel une
entité peut être assignée [7]. Mais contrairement aux autres modèles de contrôle d’accès,
ABAC ne va pas fournir de cadre à l’administrateur. Il peut ainsi créer tout type de catégo-
ries mais ne sera pas guidé dans le choix des catégories à utiliser ni dans leur utilisation.
Avec ABAC, l’administrateur va donc pouvoir créer un système de contrôle d’accès selon
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ses besoins et les informations dont il dispose.
ABAC est donc un modèle offrant une très grande liberté quant à l’utilisation des in-
formations disponibles et des catégories à utiliser pour abstraire ces informations mais ne
propose aucun cadre à l’administrateur. Il faut donc choisir des catégories appropriées aux
informations disponibles mais aussi aux besoins du système. Pour notre part, nous cher-
chons à protéger les données de vie privée de l’utilisateur, nous devons donc utiliser des in-
formations relatives à ce besoin de protection. Nous allons donc maintenant étudier d’autres
modèles de contrôle d’accès, spécialisés dans la protection de la vie privée pour voir quelles
catégories ils utilisent.
2.1.6 Modèles de contrôle d’accès pour la protection de la vie privée
La protection de la vie privée étant un sujet prenant de plus en plus d’importance, de
nombreux travaux ont étudié des modèles de contrôle d’accès mettant en avant cette protec-
tion. En effet de nouveaux besoins apparaissent. Par exemple, une personne peut accepter
de partager ses données selon l’utilisation qui va en être faite. Ce n’est pas la même chose
d’utiliser des données à des fins statistiques et anonymes que de vouloir les revendre à des
entreprises voulant étoffer leur base de clients. Savoir pourquoi une entité veut avoir accès à
une donnée devient donc un besoin lorsqu’il s’agit de protéger la vie privée d’une personne.
PBAC (Purpose Based Access Control) est un modèle de contrôle d’accès basé sur les in-
tentions [13]. L’intention correspond au but, à la raison pour laquelle une entité veut avoir
accès à des données. Par exemple, un développeur peut vouloir récupérer l’âge des utilisa-
teurs de son système pour mieux cibler les tranches d’âge les plus importantes ou bien récu-
pérer un maximum d’informations et vendre cette base d’informations à une régie publici-
taire. Pour utiliser ce modèle, l’administrateur doit créer un arbre hiérarchique d’intentions
(exemple figure 2.6). Les règles d’autorisation associent une ressource avec une intention.
Lors de chaque demande d’accès, l’intention liée à la demande est comparée à celle de la
règle d’autorisation. Si l’intention de la demande appartient à la branche de celle de la règle
d’autorisation, alors la décision de la règle s’applique.
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Figure 2.6 — Exemple d’arbres hiérarchique d’intentions
De nombreux modèles utilisent l’intention mais ce n’est pas la seule notion utilisée.
Par exemple, P-RBAC (Privacy-aware Role Based Acces Control) étend RBAC avec les notions
d’intentions, de conditions et d’obligations pour protéger au mieux la vie privée des
utilisateurs [58]. Les obligations sont des actions qui doivent être effectuées une fois l’accès
à la ressource autorisé. Par exemple, une personne peut autoriser l’accès à ses données mais
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seulement si elles sont supprimées une fois utilisées, pour éviter que les données soient
conservées. Les conditions sont des pré-requis à vérifier avant d’obtenir des données. Par
exemple, une condition peut être de vérifier que la personne soit majeure ou d’avoir le
consentement des parents avant d’utiliser ou de divulguer les données. D’autres notions
peuvent être utilisées comme par exemple :
— la confiance [76]. Le niveau de confiance dans l’entité qui demande un accès à nos
données joue un rôle dans la décision à prendre. Accepter de divulguer des informa-
tions à une entité dont on ne fait pas confiance ou qu’on ne connaît pas augmente
le risque que ces informations soient utilisées à mauvais escient. Au contraire, plus
le niveau de confiance est élevé envers l’entité, plus on sera enclin à dévoiler nos
données.
— la rétention de l’information [3]. La durée de stockage peut être un critère important
pour choisir si une donnée peut être partagée ou non. Par exemple, si une entreprise
veut avoir accès à des informations comme l’âge ou la taille d’une personne pour
faire une analyse statistique et supprime les informations individuelles juste après, il
est fort possible qu’une personne acceptera de fournir ses informations. Au contraire
une entreprise voulant avoir accès à des photos et les stocker infiniment sur leurs
serveurs incitera moins une personne à vouloir divulguer ses données.
— Ajam et al. ont étendu OrBAC pour prendre en compte des exigences de protection
de vie privée [4]. En plus d’utiliser l’intention comme catégorie, ils ont rajouté le
consentement et la précision des objets. L’utilisation du consentement permet de de-
mander l’avis de l’utilisateur avant d’autoriser l’accès. La précision des objets permet
quant à elle de jouer sur la précision de l’information divulguée. Par exemple, selon
le but de la demande, une information n’a pas besoin d’avoir un niveau de précision
maximale. Un exemple de précision est donné dans [4] sur les informations de
localisation. Les différents niveaux de précision sont spécifiés par deux paramètres :
l’identité de l’utilisateur et un paramètre k venant de l’algorithme de k-anonymat.
En jouant sur ces deux paramètres, de nombreux niveaux de précisions peuvent être
utilisés et l’utilisateur peut écrire sa politique en choisissant le niveau de précision
qui convient selon les autres attributs de chaque règle.
Maintenant que nous avons vu les modèles disponibles pour créer une politique d’auto-
risation, nous allons voir les techniques existantes pour écrire cette politique d’autorisation.
2.2 Solutions pour mettre en œuvre une politique
Les modèles de contrôle d’accès sont des outils permettant d’exprimer des politiques
d’autorisation en étant plus ou moins abstraits et plus ou moins complets. Mais faut-il en-
core pouvoir écrire ce que l’on souhaite exprimer. La plupart de ces modèles exigent la
présence d’un administrateur, d’un expert du domaine, afin de garantir la mise en place des
politiques d’autorisation et de les maintenir. Notre problématique nous empêche d’avoir
cet expert pour écrire les politiques d’autorisation. Dans notre cas, c’est au propriétaire des
données d’écrire sa politique d’autorisation, c’est à dire de spécifier qui va avoir le droit
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d’accéder à quelles informations et dans quelles situations. Nous allons présenter dans cette
section deux types d’outils permettant de définir une politique d’autorisation : à partir d’une
interface graphique ou à partir d’un éditeur textuel.
2.2.1 A partir d’une interface graphique
Les interfaces graphiques permettent d’utiliser des techniques visuelles et des outils
d’interaction homme machine qui peuvent aider une personne à définir sa politique d’auto-
risation. L’objectif principal de l’utilisation d’outils graphiques est la simplification du pro-
cessus. La majorité des utilisateurs de ces systèmes n’ont pas de connaissances techniques
en administration, ils ne sont donc pas capable d’écrire leur politique d’autorisation direc-
tement dans un langage prévu à cet effet. A la place, les outils graphiques vont permettre
d’apporter plus de simplicité pour informer les utilisateurs sur les différentes options dis-
ponibles et leur permettre de faire leur choix. Nous allons présenter deux systèmes : Privacy
Guard Manager de la distribution CyanogenMod pour le système d’exploitation mobile An-
droid et le système utilisé par le réseau social Facebook.
2.2.1.1 Privacy Guard Manager de CyanogenMod
CyanogenMod 2 est une distribution alternative pour Android basé sur Android Open
Source Project. Le but de cette distribution est d’apporter plus de performances, de fiabilités,
de fonctionnalités et de sécurités que la version constructeur. Une des fonctionnalité ajoutée
par CyanogenMod est le Privacy Guard Manager. Cet outil permet de gérer les permissions
attribuées à chaque application. Dans Android, à chaque fois qu’un utilisateur veut instal-
ler une application, le système le prévient que cette application nécessite un certain nombre
de permissions. Pour finaliser l’installation de cette application, l’utilisateur doit accepter
de fournir l’ensemble des permissions à l’application, il n’a pas le choix de n’en autoriser
qu’un sous-ensemble, voire aucune. Si l’utilisateur refuse, l’installation est suspendue. Cette
approche du tout ou rien est un problème pour les utilisateurs. Si quelqu’un veut absolu-
ment installer une application mais qu’il considère qu’une ou plusieurs permissions n’ont
pas à être utilisées par l’application, il ne peut pas les lui ôter. Ses seuls choix sont soit de
refuser de l’installer ou d’accepter mais en lui donnant toutes les permissions demandées.
Privacy Guard Manager permet de passer outre le système d’origine d’Android et de gé-
rer, une fois l’application installée, sa liste de permissions. Ainsi un utilisateur peut installer
une application même si celle-ci contient une ou plusieurs permissions qu’il ne souhaite pas
lui accorder, après l’installation, en utilisant Privacy Guard Manager, il pourra avoir accès à
la liste des applications (Figure 2.7 gauche) et pour chacune d’entre elle la liste des permis-
sions (Figure 2.7 droite).
Un utilisateur peut donc à tout moment modifier l’accès que peut avoir une application
sur ses données. Pour chaque permission, en plus d’avoir le choix d’accepter cette permis-
sion ou de la refuser, il peut aussi choisir que le système lui demande à chaque fois où




Figure 2.7 — Privacy Guard Manager : liste des applications
Privacy Guard Manager permet à l’utilisateur de gérer sa politique d’autorisation à l’exécu-
tion et donc de l’adapter selon la situation en cours.
Si Privacy Guard Manager est très simple à utiliser, il demande aussi beaucoup de temps
pour mettre en place et maintenir une politique d’autorisation. Selon le recensement effec-
tué par Google en 2013 3, les français ont en moyenne 32 applications installées sur leur
smartphone et seulement 3 payantes. De plus, en analysant les permissions des 50 appli-
cations gratuites les plus téléchargées, nous avons trouvé que chaque application demande
en moyenne 11,4 permissions dont 5,72 ont un impact fort sur la vie privée. Un utilisateur
doit donc gérer en moyenne 364 permissions dont 183 ont un impact direct sur sa vie privée.
Avec Privacy Guard, l’utilisateur gère une par une les permissions. Imaginons qu’un jour,
après avoir mis en place sa politique d’autorisation, il change d’avis et ne veut plus autoriser
l’accès aux applications à une certaine ressource. Il va devoir passer toutes les applications
en revue pour changer la règle d’accès à cette ressource. De plus à chaque fois qu’il installe
une nouvelle application, il doit faire attention à bien aller régler les permissions pour cette
application. Ce problème est lié à l’utilisation de l’approche IBAC et montre des difficultés
de passage à l’échelle en cas d’utilisation d’un nombre important d’applications. Un autre
inconvénient apparaît en utilisant cette approche : gérer les permissions hors de l’utilisation
de l’application oblige l’utilisateur à se mettre dans le bon contexte pour savoir ce qu’il veut
accorder ou refuser. Cet effort cognitif n’est pas facile et peut amener à des erreurs sur la
gestion des permissions. Par exemple une personne ne veut pas qu’une application accède
à sa localisation et supprime toutes les permissions correspondantes. Or de temps en temps,
elle utilise une application GPS pour trouver des itinéraires. En ayant supprimé la permis-
3. http ://think.withgoogle.com/mobileplanet/fr/
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sion liée à la localisation, l’application GPS ne fonctionnera pas correctement et la personne
ne fera peut être pas le rapprochement entre la permission supprimée et le non fonctionne-
ment de l’application. Si la gestion de cette permission était intervenue pendant l’utilisation
de l’application, la personne aurait compris que dans ce cas là, il fallait laisser l’accès à sa
localisation et n’aurait pas eu de problèmes.
2.2.1.2 Facebook
Facebook est le réseau social le plus utilisé au monde. Selon son bilan annuel 2013, la
plateforme compte 757 millions d’utilisateurs qui se connectent quotidiennement et 1,23
milliards qui se connectent au moins une fois par mois. Chaque personne peut parler de sa
vie, publier des photos, des vidéos, utiliser des applications ou même utiliser son compte
pour avoir accès à de nombreux sites (voir section 1.3.2). Le compte d’une personne est donc
potentiellement une énorme base d’informations sur sa vie privée auquel tout le monde
peut accéder. Pour éviter que n’importe quelle information soit accessible à n’importe qui,
Facebook a mis en place un système d’autorisation pour réguler qui a le droit d’accéder à
quoi accessible sur le site via des écrans d’options (figure 2.8). Grâce à ces options, l’utili-
sateur peut décider qui est autorisé à voir ce qu’il publie, qui peut le contacter, qui peut
le retrouver grâce à une recherche. Ainsi il est possible de choisir si le contenu ajouté par
l’utilisateur doit être vu seulement par lui, par ses amis ou par tout le monde. Il est aussi
possible pour certaines options d’utiliser les groupes d’amis pour ne donner l’accès qu’à un
certain groupe.
Figure 2.8 — Paramètres de confidentialité de Facebook
A première vue, le système d’autorisation de Facebook informe clairement l’utilisateur
et lui permet de régler à sa convenance sa politique de contrôle d’accès en utilisant sur les
différents paramètres présents un système de rôles similaire à RBAC. Pourtant en navigant
sur les autres pages d’options, on retrouve d’autres paramètres portant sur les mêmes as-
pects. Ainsi comment faire la différence entre le paramètre "Qui peut voir mon contenu"
de la page "Confidentialité" et le paramètre "Qui peut voir le contenu de mon journal" (le
journal est le recueil de photos, publications et expériences qui représente un utilisateur) de
la page "Paramètres d’identification et de journal". Il est d’ailleurs possible de restreindre
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l’accès aux amis pour le premier et de laisser l’accès libre dans le deuxième mais dans ce cas,
que se passera-t-il ? Qui aura accès aux informations ?
Ainsi, le système de Facebook semble facile à utiliser à première vue mais manque de
clarté. Disperser les différentes options ou proposer trop d’options à l’utilisateur va amener
à des erreurs et à compliquer la mise en place de la politique d’autorisation alors que l’utili-
sation d’un système graphique est faite pour la faciliter et la rendre accessible pour le plus
grand nombre. De plus, que ce soit pour CyanogenMod ou pour Facebook, l’utilisateur ne
pourra pas faire ce qu’il veut, il est limité par les choix du concepteur et ne pourra utiliser
que les paramètres disponibles. De plus, toutes ces interfaces sont limitées à un modèle, le
moindre changement du modèle entraînera un changement de l’interface. Ces changements
sont problématiques s’ils sont trop importants ou trop fréquents car ils peuvent désorienter
l’utilisateur. Donc si l’interface graphique offre une accessibilité accrue, elle ne permet pas
l’écriture de politiques d’autorisations complètes. C’est pourquoi nous allons maintenant
présenter un autre type de système d’autorisation : les systèmes textuels qui permettent de
définir précisément la politique d’autorisation voulue.
2.2.2 A partir d’un éditeur textuel
Alors qu’une interface graphique peut être spécialement aménagée pour aider l’utilisa-
teur et le guider dans la démarche de mise en place d’une politique d’autorisation, un édi-
teur textuel utilise un langage de programmation pour écrire la politique d’autorisation. Un
éditeur textuel est moins accessible qu’un graphique car il impose à l’utilisateur de connaître
le langage de programmation et de savoir l’utiliser. Par contre, il autorise plus de flexibilité
et permet d’écrire des politiques d’autorisation bien plus puissantes. Nous allons présenter
un des langages permettant d’écrire des politiques d’autorisation via un éditeur textuel :
XACML.
XACML 4 (eXtensible Access Control Markup Language) est un langage standardisé par OA-
SIS permettant d’écrire des politiques de contrôle d’accès basé sur le format XML. Le langage
XACML utilise des attributs pour construire les politiques, de ce fait il convient très bien à
ABAC. Malgré tout, il est aussi possible de l’utiliser avec un modèle RBAC. Une politique
d’autorisation XACML est construite par un ensemble de règles. Chacune de ces règles dé-
crit une situation et est associée à une décision. Les règles permettent de savoir si un sujet
peut faire une action sur une ressource.
Il est possible de définir les sujets, les ressources et les actions avec n’importe quels at-
tributs imaginables. Il est possible d’abstraire les sujets en utilisant des rôles comme RBAC
ou d’abstraire des actions en utilisant des activités comme OrBAC. Grâce à sa généricité,
XACML donne la possibilité à une personne d’écrire toutes les règles dont elle a besoin et
ce n’est pas limité aux trois entités que sont les sujets, les ressources et les actions. Il est tout
à fait possible de rajouter des conditions sur les aspects temporels ou spatiaux par exemple
à travers la notion de catégorie.
Par contre XACML demande une technique qui n’est pas accessible à tout le monde. On




ser au grand public de devoir écrire ce genre de règles. Des travaux ont été effectués pour
faciliter l’écriture de règles XACML. Par exemple, Stepien et al. [72] ont réalisé un éditeur
destiné aux utilisateurs n’ayant pas de connaissance en XACML (figure 2.9). L’utilisateur
peut choisir pour chaque attribut ce qu’il représente, l’opérateur à utiliser et sa valeur. Il est
ainsi possible de créer des règles sans avoir à utiliser le format XML, lourd pour des non
initiés. Malgré tout, certaines notions propres à XACML comme la structure d’une politique
sont toujours utilisées. Ces notions doivent être apprises et comprises pour pouvoir utiliser
l’outil. Cela montre qu’il n’est pas simple de faire une interface graphique pour un langage
aussi souple que XACML.
Figure 2.9 — Un éditeur pour faciliter l’écriture de règles XACML
2.3 Conclusion
Ce chapitre a permis de détailler plusieurs modèles de contrôle d’accès. Que ce soit Or-
BAC, RBAC ou des modèles plus orientés protection de la vie privée comme P-RBAC ou
PBAC, ces modèles définissent des catégories et un cadre d’utilisation. Nous avons donc
choisi d’utiliser ABAC qui, s’il ne donne pas de cadre, permet d’utiliser n’importe quelles
catégories. Cela laisse libre le concepteur du système de s’adapter selon le périphérique sur
lequel il va installer le système et selon les informations qui seront disponibles pour effec-
tuer le contrôle d’accès.
Si ces modèles définissent ce qu’il est possible d’exprimer dans une politique d’autorisa-
tion, il faut ensuite pouvoir écrire cette politique. Nous avons vu deux approches possibles,
l’une qui permet d’éditer les politiques graphiquement et l’autre textuellement. L’édition
textuelle est bien plus compliquée que la graphique car elle demande plus de connaissances
et de techniques. C’est pour cette raison que nous avons choisi de ne pas utiliser un éditeur
textuel, comme cela notre système sera utilisable par tous les utilisateurs. Nous n’avons pas
choisi non plus d’utiliser un éditeur graphique pour éviter d’être limité à un seul modèle.
Notre approche est détaillée dans le prochain chapitre.
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3 Aide à la décision
« Une bonne décision est basée sur la connaissance et pas sur des nombres. »
Platon
LE problème qui est à l’origine de cette thèse est la difficulté pour une personne d’écrire sapolitique d’autorisation afin de protéger ses données de vie privée. Si la personne n’est
pas capable d’écrire seule sa politique d’autorisation, il lui faut une aide, mais il n’est pas
possible de mettre un expert derrière chaque personne. Un système informatique peut aider
un utilisateur en apprenant son comportement et en lui proposant des règles afin d’écrire sa
politique d’autorisation. Ce chapitre présente les systèmes d’aide à la décision qui peuvent
remplir ce rôle, en commençant par une description de ce qu’est l’aide à la décision et les
différents systèmes qui existent pour arriver plus particulièrement aux systèmes qui nous
intéressent, les systèmes interactifs d’aide à la décision. Le comportement d’un utilisateur
va dépendre de la situation, de qui demande l’accès à ses ressources, et aussi d’autres élé-
ments. Par exemple, la décision de divulguer ou non une donnée peut dépendre du moment
de la demande, du lieu où l’utilisateur se trouve ou encore de la façon dont cette donnée
sera utilisée. Nous avons donc affaire à une décision qui va dépendre de plusieurs critères.
Une section est donc destinée à l’aide à la décision multicritère avec des explications sur les
méthodes et techniques que l’on utilise. Le but du système est de proposer à l’utilisateur
des règles d’autorisation pouvant lui convenir, donc de lui faire des recommandation. Une
section du chapitre présente donc les systèmes de recommandation : ce qu’est un profil utili-
sateur, l’apprentissage automatique, les différentes échelles pour représenter les préférences
et enfin les différentes approches de recommandations.
3.1 L’aide à la décision
L’aide à la décision est un ensemble de méthodes et techniques, permettant à une per-
sonne confrontée à un problème de l’aider à prendre une décision. L’aide à la décision est
utilisée dans des domaines très diversifiés tels que la finance, la gestion ou en médecine [1]
[69] [83]. Les méthodes d’aide à la décision permettent de fournir des informations sur le
problème (phase d’intelligence), des outils pour l’analyser ainsi que pour trier les informa-
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tions pertinentes qui peuvent aider le décideur (phase de conception) dans le but de formu-
ler plusieurs alternatives qui pourront être proposées à ce décideur (phase de choix). Ces
étapes se retrouvent dans toutes les prises de décision que Simon a définies comme étant un
processus cognitif [68].
Nous pouvons retrouver plusieurs types d’acteurs lors d’une prise de décision. La per-
sonne qui va prendre la décision est le décideur. C’est à lui que s’adresse ce processus d’aide
à la décision dans lequel il est impliqué pour exprimer ses préférences. Un autre acteur im-
portant de ce processus est l’homme d’étude [63]. C’est un expert qui va aider le décideur à
comprendre le problème, lui donner des informations essentielles et lui expliquer les consé-
quences des différentes alternatives lorsque c’est possible. Généralement ces deux acteurs
sont deux personnes distinctes. D’autres catégories d’acteurs peuvent intervenir pendant
le processus comme le demandeur qui est à l’origine de la requête d’aide à la décision, les
intervenants qui vont donner leurs avis en fonction de leurs préférences ou les agis qui re-
groupent toutes les personnes concernées par les conséquences de la décision.
Dans [63], Bernard Roy nous propose la définition suivante de l’aide à la décision :
Définition. L’aide à la décision est l’activité de celui qui, prenant appui sur des modèles
clairement explicités mais non nécessairement complètement formalisés, aide à obtenir des éléments
de réponses aux questions que se pose un intervenant dans un processus de décision, éléments
concourant à éclairer la décision et normalement à prescrire, ou simplement à favoriser, un compor-
tement de nature à accroître la cohérence entre l’évolution du processus d’une part, les objectifs et le
système de valeurs au service desquels cet intervenant se placé d’autre part.
L’objectif final de l’aide à la décision n’est donc pas de prendre la décision à la place
du décideur mais bien de lui donner les informations importantes pour qu’il puisse les
comprendre, lui donner des éléments de solution et les conséquences de chaque alternative
afin qu’il puisse prendre la décision la plus appropriée. Il ne s’agit pas de décision optimale
mais de décision satisfaisante. En effet Simon explique dans son principe de la rationalité
limitée [67] que certaines hypothèses admises à l’époque concernant la rationalité de
certaines décisions n’étaient pas valides. Il redéfinit la rationalité classique en rationalité
limitée et énonce plusieurs hypothèses :
— L’accès à l’information est limité. Avec les nouvelles technologies et l’accès à internet,
on pourrait croire que l’accès à l’information est illimité. Mais s’informer demande
beaucoup de ressources que ce soit en terme d’argent ou de temps. Il n’est donc pas
possible d’obtenir toutes les informations disponibles pour un problème donné.
— La capacité cognitive d’un individu est elle aussi limitée. Il n’est pas possible
pour une personne d’analyser toutes les informations disponibles, de comprendre
toutes les situations possibles et d’optimiser son choix. Lorsqu’un décideur arrive à
trouver une solution satisfaisante, il doit s’en contenter et ne pas chercher la solution
optimale, au sens mathématique, car il arrive que cette solution n’existe pas.
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— Le décideur a une vision floue de ses préférences et n’a pas une idée claire de son
problème. Les préférences d’un décideur peuvent évoluer pendant le processus de
décision et les critères utilisés pour prendre une décision peuvent être contradic-
toires. Il n’est alors pas possible de trouver une décision optimale. Prenons l’exemple
d’une personne voulant acheter une voiture. La voiture doit être très puissante mais
aussi la plus écologique possible. Un moteur puissant générera toujours plus de
pollution qu’un moteur plus modeste, il est alors impossible de maximiser les deux
critères. Le décideur devra faire un compromis entre les deux critères : puissance et
écologie.
L’information est une donnée essentielle de l’aide à la décision. Ces dernières années,
le développement des outils et du matériel informatique a permis à de nombreux systèmes
d’aide à la décision de voir le jour. Il est aujourd’hui possible, en utilisant des systèmes
d’aide à la décision, de traiter beaucoup plus d’informations qu’une personne seule. Dans
notre cas, nous avons besoin de traiter beaucoup d’informations et nous ne pouvons pas
utiliser une équipe d’expert derrière chaque utilisateur pour l’aider. L’utilisation des ordina-
teurs est donc indispensable. Nous allons présenter un type de système d’aide à la décision
en particulier, les Systèmes Interactifs d’Aide à la Décision (SIAD) qui utilise la capacité de
traitement des ordinateurs pour aider les utilisateurs.
3.2 Les Systèmes Interactifs d’Aide à la Décision
L’expression Systèmes Interactifs d’Aide à la Décision (SIAD ou Decision Support
System) a été définie au début des années soixante-dix par Gorry et Scott-Morton [32]. De
nombreuses définitions des SIAD ont été proposées depuis, comme par exemple celle de
Keen et Scott-Morton [41] :
Définition. Les systèmes interactifs d’aide à la décision associent les ressources intellectuelles
d’une personne avec les capacités d’un ordinateur pour améliorer la qualité des décisions. Ce
sont des systèmes informatiques d’assistance pour les décideurs qui doivent gérer des problèmes
semi-structurés.
Les SIAD combinent les modèles mathématiques pour analyser le comportement des dé-
cideurs et les outils informatiques pour leur interactivité et leurs techniques de visualisation.
Grâce à la puissance de calculs des ordinateurs de nos jours et aux avancées logicielles, un
SIAD peut aider un décideur, en recréant un processus de décision, à gérer des problèmes
de plus en plus complexes impliquant toujours plus d’information. L’interactivité entre le
décideur et le système va permettre à ce dernier d’analyser le comportement du décideur et
d’apprendre ses préférences. Cette interactivité va permettre au système de comprendre le
point de vue du décideur afin de lui proposer une aide plus précise. L’algorithme général
de fonctionnement d’un SIAD est illustré par la figure 3.1 emprunté à [30].
On peut voir l’aide à la décision de deux points de vue : une aide à la décision mono-
critère ou une aide à la décision multicritère. L’approche mono-critère comme son nom l’in-
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Figure 3.1 — Algorithme général de fonctionnement d’un SIAD [30]
dique ne prend en compte qu’un seul critère dans le processus de prise de décision. Par
exemple une entreprise devant choisir un fournisseur pour acheter une pièce dont elle a
besoin ne prendra en compte que le prix de la pièce. L’approche multicritère quant à elle
utilise plusieurs critères pour prendre une décision. A cause de la nature complexe de notre
problème, de nombreux critères peuvent rentrer en compte pour prendre une décision. Par
exemple, je suis d’accord pour que ma famille accès à mes agendas à n’importe quelle mo-
ment. Par contre, mes amis ne peuvent pas avoir accès à mon agenda professionnel et mes
collègues ne peuvent avoir accès qu’à mon agenda professionnel et seulement durant les
heures de travail. Dans ce cas là, ma décision dépend de nombreux critères : la donnée,
l’heure et la personne qui demande. Nous allons donc maintenant présenter l’aide à la déci-
sion multicritère.
3.3 L’aide à la décision multicritère
L’aide à la décision multicritère (Multi-Criteria Decision Analysis - MCDA) est un sous
domaine de l’aide à la décision comprenant un grand nombre de méthodes permettant de
résoudre des problèmes complexes qui ne pourraient pas être résolus avec une approche
mono-critère. Selon Zeleny [82] "C’est seulement lorsqu’on est face à plusieurs attributs,
objectifs, critères, fonctions, etc., que l’on peut parler d’aide à la décision et de sa théorie.
Lorsque les choix deviennent plus complexes et sont décrits par plusieurs objectifs, le pro-
blème de combiner ces aspects différents en une seule mesure d’utilité devient plus compli-
qué et moins réalisable."
Bien que ces méthodes ne soient pas toujours les plus efficaces sur des problèmes simples
et bien structurés, elles permettent de modéliser des problèmes plus complexes en intégrant
plusieurs paramètres de décision. Le but de ces méthodes reste le même qu’un système
d’aide à la décision : aider un décideur et non pas le remplacer. Les solutions obtenues sont
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généralement des recommandations qui peuvent être acceptées ou refusées par le décideur.
Deux écoles existent en MCDA et suivent des méthodes différentes. L’école américaine
avec des méthodes basées sur les fonctions d’utilité et l’école européenne principalement
basée sur le concept de surclassement [63].
3.3.1 L’école américaine
En aide à la décision multicritère, l’école américaine part de l’hypothèse que pour aider
au mieux le décideur, il faut maximiser la fonction d’utilité multi-attributs de l’action. Cette
fonction d’utilité multi-attributs est construite en agrégeant les valeurs d’utilité de l’action,
c’est donc une combinaison de fonction d’utilité mono-attribut. Une fonction d’utilité multi-
attributs est une fonction u : X )→ R de la forme :
∀x = (x1, x2, x3), y = (y1, y2, y3) ∈ X, x ! y ⇔ u(x1, x2, x3) ≥ u(y1, y2, y3) (3.1)
où x ! y signifie que x est préféré ou est indifférent à y.
Une fonction d’utilité multi-attributs va donc permettre d’affecter des scores aux
différentes actions et représenter numériquement les préférences du décideur. Le but étant
de maximiser ce score, il est donc possible de classer les actions de la moins désirable (score
le plus faible) à la plus désirable (score le plus haut). Il y a deux conditions à respecter pour
construire une fonction d’utilité multi-attributs :
— les préférences de l’utilisateur doivent être numériquement représentables et si
u(a) = u(b) alors cela veut dire que pour l’utilisateur, a et b induisent le même degré
de satisfaction.
— la fonction d’utilité multi-attributs doit pouvoir se décomposer en une combinaison
simple de fonction d’utilité mono-attribut.
La forme de la fonction d’utilité multi-attributs dépend de cette décomposition. En effet
il est plus simple de construire la fonction d’utilité multi-attributs d’une forme dont on sait
qu’elle sera réalisable cognitivement. Les formes les plus communes sont :
— la décomposition additive : il existe des fonctions ui : Xi )→ R telles que
u(x1, ..., xn) = ∑ni−1 ui(xi).
— la décomposition multiplicative : il existe des fonctions ui : Xi )→ R telles que
u(x1, ..., xn) = ∏ni−1 ui(xi).
— la décomposition multilinéaire : il existe des fonctions ui : Xi )→ R et pour tout
j ∈ J, ensemble de parties de 1, ..., n, il existe pij/inR tels que u(x1, ..., xn) =
∑j∈J piJ ∏k∈J uk(xk).
— la structure décomposable : il existe des fonctions ui : Xi )→ R et une fonction F :
R
n )→ R telles que u(x1, ..., xn) = F(u1(x1), ..., un(xn)).
— la décomposition additive non transitive : il existe des fonctions vi : Xi × Xi )→ R
telles que x ! y ⇔ ∑ni=1 vi(xi, yi).
Plusieurs méthodes sont issues de la méthode américaine comme par exemple :
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— le processus analytique de hiérarchie (Analytic Hierarchy Process - AHP) [64] qui utilise
une structure hiérarchique et sépare le but, les critères et les alternatives possibles
pour chaque critère.
— la théorie de l’utilité multi-attributs (Multi Attribute Utility Theory MAUT) [42] qui se
base sur les fonctions d’utilité.
— la somme pondérée ordonnée (Ordered Weighted Averaging OWA) [38], un opérateur
d’agrégation qui permet de modéliser de nombreux types de fonction comme le mi-
nimum, le maximum ou la moyenne.
3.3.2 L’école européenne
Alors que l’approche américaine compare les scores des fonctions d’utilité multi-
attributs de chaque objet après avoir agrégé les fonctions mono-attribut, l’approche euro-
péenne adopte une méthode différente et commence par comparer les critères des objets
pour ensuite les agréger. Ces méthodes sont inspirées de la méthode de Condorcet [28] qui
dit :
"Méthode de Condorcet.- Un candidat a est préféré à un candidat b si et seulement si le
nombre de votants ayant classé a devant b est strictement supérieur au nombre de votants
ayant classé b devant a (en cas d’égalité les deux candidats sont jugés indifférents)." [12]
Prenons un exemple ou des personnes doivent voter en classant les trois candidats :
— 19 votent pour a > b > c
— 15 votent pour b > a > c
— 10 votent pour c > b > a
Avec une méthode de vote classique, a remporte le vote avec 19 voix devant b avec 15 voix
et c avec 10 voix soit un classement final a>b>c.
En utilisant la méthode de Condorcet donc en comparant paire par paire, on arrive aux
résultats suivants :
— 19 votes pour a > b et 25 pour b > a
— 34 votes pour a > c et 10 votes pour c > a
— 34 votes pour b > c et 10 votes pour c > b
Avec cette méthode, on arrive à un résultat différent et un classement final b > a > c.
Ces méthodes où a est préféré à b lorsque l’ensemble des critères plaidant en faveur de
a est plus important que l’ensemble des critères plaidant en faveur de b sont appelées des
méthodes de surclassement [63]. Dans ce cas là, on dit que a surclasse b (aSb). Ces méthodes
n’utilisent plus des scores comme celles de l’approche américaine mais avec des préférences.
Ces préférences n’ont donc plus à être numériquement représentables pour être comparées.
Par contre il se peut que deux objets soient incomparables. Les méthodes les plus connues is-
sues de l’approche européenne sont les différentes versions de la méthode ELECTRE fondée
par Bernard Roy [61] [62]
Les deux écoles utilisent des techniques d’agrégation dans leurs méthodes. Nous allons





Quelle que soit l’approche utilisée, l’utilisation d’une méthode multi-attributs nécessite
un opérateur d’agrégation afin d’arriver à l’objectif de l’aide à la décision : proposer une ou
plusieurs solutions au décideur afin qu’il puisse prendre sa décision. Nous allons présenter
plusieurs opérateurs dans cette section en étudiant les deux types d’opérateurs existants : les
opérateurs avec indépendance entre les critères et ensuite les opérateurs prenant en compte
les interactions entre les critères.
3.4.1 Opérateurs d’agrégation avec indépendance entre les critères
Pendant très longtemps en aide à la décision multicritère, les critères ont été considérés
indépendants les uns des autres. Par exemple, pour connaître la valeur d’un élève, on va
calculer sa moyenne. Pour cela, il suffit d’ajouter ses notes, éventuellement de les pondérer
par un coefficient et de diviser le nombre obtenu par le nombre de notes. On aura alors agré-
ger les notes en un score : la moyenne de l’élève. Dans ce cas là, il n’y a pas de lien entre les
notes donc elles sont indépendantes les unes des autres. Il est compliqué de détecter les liens
entre les critères lorsqu’ils sont présents, c’est pourquoi de nombreux opérateurs d’agréga-
tion considèrent les critères comme indépendants. Nous allons présenter les opérateurs les
plus connus et utilisés, la somme pondérée et la somme pondérée ordonnée.
3.4.1.1 La somme pondérée
La somme pondérée est un opérateur d’agrégation souvent utilisé pour sa simplicité de
mise en place. Elle est définie par :









wi = 1 (3.3)
Mais la moyenne pondérée est un opérateur d’agrégation qui reste très limité et qui peut
ne pas convenir pour modéliser les préférences d’un décideur. Prenons un exemple pour
expliquer cette limite.
Soit trois objets a, b, c chacun décrit par deux critères. Les fonctions d’utilité de ces cri-
tères sont u1 et u2 et leurs valeurs sont :
u1(a) = 0.3 u1(b) = 0 u1(c) = 1
u2(a) = 0.3 u2(b) = 1 u2(c) = 0
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Maintenant supposons que le décideur préfère un objet dont tous les critères le satis-
fassent moyennement plutôt qu’un objet ayant un critère ne le satisfaisant pas du tout. Ap-
pliqué à nos trois objets, nous arrivons au classement a ≻ b ∼ c. Établissons maintenant les
équations permettant de trouver les poids w1 et w2 :
b ∼ c ⇔ w2 = w1
a ≻ b ⇔ 0, 3(w1 + w2) > w2
Étant donné que w1 = w2, cette dernière équation équivaut à 0.6w2 > w2, ce qui est
impossible. La moyenne pondérée ne permet donc pas de modéliser ce type de préférences.
Afin de modéliser plus de fonction, un autre opérateur peut être utilisé : la somme pondérée
ordonnée.
3.4.1.2 La somme pondérée ordonnée
Déterminer le poids associé à chaque critère est une étape complexe de la construction
d’un opérateur d’agrégation. Par exemple, un extrême peut être d’affecter au critère ayant
la valeur la plus importante le poids w1 = 1 et les poids w2 = 0 à tous les autres critères.
Cela revient à la fonction "Max" en ne considérant que le critère le plus satisfaisant. L’autre
extrême est de ne considérer que le critère le moins satisfaisant en lui affectant la valeur w1
et w2 à tous les autres. Ce qui revient à la fonction "Min" et donc à donner une importance
via un poids à chaque critère.
La somme pondérée ordonnée (Ordered Weighted Averaging - OWA) est une classe d’opé-
rateurs d’agrégation introduit par Yager [81] défini par :





avec W = (w1, ..., wn) un vecteur de poids, wi ∈ [0, 1] tel que ∑ni=1 wi = n et où la notation
(.) est une permutation des indices telle que a(1) ≤ ... ≤ a(n).
Un opérateur d’agrégation appartement à la classe des OWA permet d’affecter un
poids à un critère non pas selon sa nature mais selon son niveau de satisfaction. Il est ainsi
possible de modéliser un grand nombre de fonction de base comme par exemple :
— la fonction "Max" avec un vecteur W = (1, 0, ..., 0)
— la fonction "Min" avec un vecteur W = (0, ..., 0, 1)
— la fonction moyenne avec pour n critères un vecteur W = ( 1n , ...,
1
n )
Mais il est aussi possible de construire des opérateurs d’agrégation basés sur OWA plus
complexe comme par exemple :
— un opérateur ne prenant en compte que les x critères les plus satisfaisants avec un
vecteur W où les x premiers poids auront une valeur de 1x et les autres poids 0. Par
exemple, une compétition par équipe en golf se joue à six joueurs mais seulement le
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score des cinq premiers est pris en compte. Dans ce cas là, le score des cinq premiers
joueurs aura un poids de 15 et le dernier aura un poids nul.
— un opérateur où plus les critères seront satisfaisants, plus leur poids sera important.
Dans ce cas là, les n éléments du vecteur W respecteront w1 ≥ w2 ≥ ... ≥ wn. Une
fonction de ce style peut être utilisée pour donner plus de poids à un critère ayant
une bonne performance. Par exemple, un élève est noté sur trois critères : sa note
en math, sa note en français et sa note en sport. Plutôt que de donner un coefficient
selon la matière, le coefficient peut être donné selon la note. La meilleure note
comptera pour 50% de la moyenne, la 2ème pour 30% et la plus mauvaise pour 10%.
Lorsqu’une personne est confrontée à une prise de décision, plusieurs critères sont impli-
qués. Il est rare que ces critères soient indépendants les uns des autres. Reprenons l’exemple
que nous avions cité plus tôt dans ce chapitre où une personne voulait acheter une voiture
puissante mais écologique. Plus une voiture est puissante, plus elle pollue et inversement. Il
y a donc une interaction entre ces deux critères et c’est souvent le cas dans des situations de
la vie réelle. C’est pourquoi nous allons maintenant présenter des opérateurs d’agrégation
avec interactions entre les critères.
3.4.2 Opérateurs d’agrégation avec interactions entre les critères
Construire des opérateurs d’agrégation en considérant les critères indépendants les uns
des autres est plus simple car il n’est pas toujours évident de connaître les dépendances ou
les liens entre les critères. Mais cela ne permet pas de modéliser toutes les réalités car dans
les situations réelles, les critères présentent des interactions entre eux et ne pas considérer ces
interactions revient à perdre de l’information qui peut être utile pour arriver à de meilleurs
résultats pour l’aide à la décision. Nous allons, dans les sections suivantes, présenter des
méthodes d’agrégation prenant en compte ces interactions entre les critères.
3.4.2.1 Mesures floues
Les fonctions comme la somme pondérée ou OWA ne sont pas capables de modéliser
les interactions entre les critères. Hors, il est très rare qu’il n’y ait pas de synergie entre les
critères. Afin d’obtenir une représentation plus proche de la réalité, ces interactions doivent
être prises en compte et pour cela, l’utilisation d’un vecteur poids n’est pas appropriée. Rem-
placer ce vecteur poids par une fonction non-additive permet en plus de définir un poids
pour chaque critère, de définir aussi un poids pour chaque sous-ensemble de critères. L’utili-
sation de ces fonctions non-additives permet davantage d’exprimer la subjectivité humaine
et de modéliser les synergies positives ou négatives entre les critères. Sugeno a utilisé ces
fonctions non additives et a proposé de les appeler mesures floues [74].
Définition. Une mesure floue sur N est une fonction d’ensemble µ : 2N → [0, 1] qui est mono-
tone, c’est à dire µ(S) ≤ µ(T) chaque fois que S ⊆ T, et vérifie les conditions limites µ(∅) = 0 et
µ(N) = 1
µ(S) est considéré comme étant le poids ou l’importance du sous-ensemble de critère
S. Compte tenu la monotonie des fonctions floues, si on ajoute un élément i à l’ensemble
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S, le poids de S + i ne pourra être plus faible que le poids de S. Utiliser les mesures floues
nécessite de déterminer 2N poids correspondants aux 2N ensembles de N. Dans le cas où
une mesure floue est additive, c’est à dire si µ(S ∪ T) = µ(S) + µ(T), seuls les poids des n
critères sont suffisants pour calculer la mesure floue.
Les mesures floues peuvent être utilisées comme opérateurs d’agrégation. En utilisant les
poids des critères et des ensembles de critères, il est possible de représenter les interactions
entre les critères. Ces fonctions sont appelées des intégrales floues [74]. Il existe plusieurs
classes d’intégrales floues, nous allons présenter dans la prochaine section une des plus
représentatives, l’intégrale de Choquet.
3.4.2.2 Intégrale de Choquet
L’intégrale de Choquet a été introduite par le mathématicien français Gustave Choquet
[20].






où (.) indique une permutation sur N telle que x(1) ≤ ... ≤ x(n). D’autre part, A(i) = (i), ..., (n)
et A(n+1) = ∅.
L’utilisation des mesures floues dans l’intégrale de Choquet permet de comprendre les
dépendances entre les critères mais aussi l’importance que peut avoir chaque critère. Pour
comprendre cette notion d’importance de critères, prenons un exemple avec trois critères
avec les valeurs de µ suivantes :
A c1 c2 c3
µ(A) 0 0.2 0.2
A c12 c13 c23
µ(A) 0.8 0.8 0.4
En ne considérant que la première ligne de ce tableau, on pourrait penser que le critère
c1 n’est pas utile étant donné que µ(c1) = 0. Mais on peut voir que lorsque ce critère est
inclus dans un groupe de critères, il influe sur la valeur de la mesure floue du groupe. Ainsi
c12 > c1 + c2 et c13 > c1 + c3. Alors qu’il n’est pas possible de le déceler avec une fonction
additive, dans cet exemple le critère 1 est très important lorsqu’il est lié à d’autres. Shapley
[66] a proposé en 1953 la définition d’un indice d’importance. Cet indice d’importance, aussi
appelé valeur de Shapley du critère i par rapport à v est défini par :




[µ(T ∪ i)− µ(T)] (3.6)
Cet indice à été proposé par Murofuhi [54] pour être utilisé en aide à la décision multi-
critère. Dans le cas où µ est additif, nous avons µ(T ∪ i)− µ(T) = µ(i). Dans le cas contraire,
cette égalité n’est plus vraie et les critères sont alors dépendants.
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Il est alors intéressant de connaître le degré d’interaction entre deux critères. Pour cela,
Murofushi et Soneda ont proposé en 1993 un indice d’interaction permettant de donner une
valeur moyenne à une interaction entre deux critères [55]. Cet indice d’interaction entre les
critères i et j par rapport à µ est défini par :





avec (∆ijµ)(T) := µ(T ∪ ij)− µ(T ∪ i)− µ(T ∪ j) + µ(T).
L’indice d’interaction I(µ, ij) est compris dans l’intervalle [−1, 1] pour tout i, j ∈ N. Si
cet indice est positif, alors il y a une synergie entre ces deux critères. A l’inverse si l’indice
d’interaction est négatif, on parle alors de critères redondants.
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Alors qu’à première vue on aurait pu penser que les critères 2 et 3 étaient les plus impor-
tants, il se trouve que c’est le critère 1 le plus important. Les mesures floues sur les groupes
de critères montre l’importance du critère 1. Cela se reflète aussi sur l’indice d’interaction.
Ainsi les indices I12 = I13 = 0.2 montrent une synergie entre le critère 1 et les deux autres.
Au contraire, l’indice I23 = −0.3 indique que les critères 2 et 3 sont redondants.
Nous avons présenté les systèmes interactifs d’aide à la décision et certaines des tech-
niques qu’ils utilisent. Un SIAD est là pour aider l’utilisateur à prendre des décisions. Dans
notre cas, il est là pour aider l’utilisateur à écrire des règles d’autorisation pour autoriser ou
non la divulgation de données de vie privée. L’utilisateur n’étant pas capable d’écrire seul
ces règles d’autorisation, il faut lui faire des propositions de règles qu’il peut comprendre
et accepter si elles lui conviennent. Pour cela, nous avons besoin d’un système qui va ap-
prendre les préférences de l’utilisateur et lui proposer des règles selon ses préférences. Ce
type de système que nous allons présenter est appelé un système de recommandation.
3.5 Systèmes de recommandation
Les systèmes de recommandation sont utilisés par les système interactifs d’aide à la dé-
cision pour prendre en compte des préférences évolutives. Alors qu’un utilisateur n’a plus
aujourd’hui la charge cognitive suffisante pour traiter toute l’information qui se présente à
lui, un système de recommandation peut analyser toute cette information. Ce genre de sys-
tème utilise les préférences de l’utilisateur représenté par un profil pour filtrer et ordonner
les informations et en extraire les plus pertinentes qu’il présentera à l’utilisateur.
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3.5.1 Profil utilisateur
Dans un système d’aide à la décision, l’utilisateur est défini par l’ensemble de ses
préférences et par des données récoltées par le système. Ces données sont stockées dans ce
que l’on appelle un profil utilisateur qui peut contenir :
— des données personnelles de l’utilisateur comme son nom, son sexe, son adresse.
— les préférences de l’utilisateur par rapport à un problème de décision.
— un historique des actions de l’utilisateur sur le système ou pour un site internet
l’historique des pages visitées.
Ce profil permet de regrouper toutes les informations connues au sujet de l’utilisateur
mais peut aussi avoir d’autres fonctions. Un utilisateur peut par exemple exporter son profil
contenant toutes ses préférences d’un périphérique à un autre pour éviter que ce nouveau
périphérique n’ait à repartir de zéro en réapprenant toutes les préférences de l’utilisateur.
3.5.2 Apprentissage automatique
Connaître les préférences d’un utilisateur ou d’un décideur est essentiel pour proposer
des solutions à ses problèmes. Afin de lui faire de bonnes recommandations, un système
d’aide à la décision doit continuellement apprendre ses préférences. Pour cela, on peut faire
appel aux nombreuses techniques d’apprentissage automatique. Généralement, ces diffé-
rentes techniques sont regroupées en trois grandes familles que nous allons présenter : l’ap-
prentissage supervisé, l’apprentissage non supervisé et l’apprentissage par renforcement
[22].
3.5.2.1 Apprentissage supervisé
L’apprentissage supervisé est un ensemble de méthodes utilisant un oracle pour aider
le système apprenant. L’oracle étiquette les données grâce à une fonction inconnue du
système apprenant. Ces étiquettes sont un ensemble de couples entrée-sortie et constituent
une base de données d’apprentissage. Le but du système apprenant est alors de se servir de
cette base de données pour se rapprocher le plus possible de la fonction de l’oracle. Il est
donc possible d’identifier deux phases distinctes :
— la phase d’entraînement où le système apprenant utilise la base de données d’ap-
prentissage de l’oracle et essaie de déterminer une fonction permettant de prédire les
étiquettes données par l’oracle.
— la phase de classification ou le système apprenant étiquette des données vierges en
fonction de ce qu’il a appris lors de la première étape.
Ces deux phases peuvent être exécutées de façon consécutive, la phase d’entraînement
puis la phase de classification. Dans ce cas, on parle d’apprentissage supervisé hors ligne.
Mais les deux phases peuvent aussi être exécutées de manière itérative où le système appre-
nant reviendra à la phase d’entraînement après avoir commencé celle de classification. Cela
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permet d’affiner l’apprentissage et d’améliorer la base de données d’apprentissage avec le
temps. Dans ce cas là, on parle d’apprentissage supervisé en ligne.
L’apprentissage supervisé permet de résoudre deux types de problèmes. Les problèmes
de régression où la valeur de sortie que le système apprenant cherche à estimer est une
valeur dans un ensemble continu de réels et les problèmes de classification où dans ce cas,
l’ensemble de valeurs de sortie est fini. Il existe un grand nombre de méthodes utilisant
l’apprentissage supervisé comme la méthodes des k plus proches voisins, les réseaux de
neurones ou les arbres de décision[22].
L’utilisation d’un oracle et d’une phase d’entraînement est incompatible avec notre
problème. Nous devons obligatoirement prendre l’avis de l’utilisateur pour apprendre au
mieux ses préférences. De plus le comportement de cet utilisateur n’est pas fixe donc éti-
queter les entrées-sorties pourrait donner un résultat aléatoire. Le couple (demande d’accès
à une ressource, décision) pour une ressource ne sera pas forcément identique à chaque fois
selon la situation et apprendre tous les couples possibles selon toutes les situations envisa-
geables serait une perte de temps. Or pour que notre système ait une utilité, nous devons
minimiser l’effort de l’utilisateur. Nous allons maintenant présenter l’apprentissage non su-
pervisé dont les techniques n’utilisent pas d’oracle pendant l’apprentissage.
3.5.2.2 Apprentissage non supervisé
Contrairement aux méthodes d’apprentissage supervisé, celles d’apprentissage non su-
pervisé n’utilisent pas d’oracle pour les assister lors de l’apprentissage. Le but du système
apprenant est alors de découvrir des catégories et de trouver les règles servant à catégoriser
les données. L’apprentissage non supervisé ne comporte qu’une seule tâche : le regroupe-
ment de données similaires dans des groupes homogènes. La difficulté consiste à reconnaître
la structure d’une donnée et la placer dans le bon groupe sans avoir dans ce cas d’étiquette
sur la donnée. Contrairement à l’apprentissage supervisé, l’apprentissage non supervisé n’a
pas besoin de connaissance préalable sur les sorties. Les méthodes les plus connues utili-
sant l’apprentissage non supervisé sont l’algorithme des k-moyennes et l’analyse en com-
posantes.
Le problème de l’apprentissage non supervisé est qu’il fonctionne généralement en
mode hors ligne. L’apprentissage est fixe et ne peut pas s’adapter au fil du temps. C’est
évidemment contraire à ce que nous voulons faire car l’utilisateur de notre système doit
pouvoir changer de comportement et le système doit pouvoir s’adapter à ce changement.
L’apprentissage par renforcement permet cet adaptation dans le temps.
3.5.2.3 Apprentissage par renforcement
L’apprentissage par renforcement regroupe des méthodes qui se servent des interactions
entre un agent et son environnement pour apprendre le comportement à adopter selon la
situation. A chaque action effectuée, une récompense qui peut être négative ou positive va
être donnée à l’agent. Grâce à ces récompenses, l’agent va apprendre quelles actions sont les
plus bénéfiques et donc quel est le comportement le plus satisfaisant. C’est un apprentissage
en ligne où le système va affiner ses connaissances au cours du temps et des interactions.
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Barto [8] propose la définition suivante de l’apprentissage par renforcement : L’apprentissage
par renforcement est une approche informatique de l’apprentissage dans laquelle un agent essaie de
maximiser le montant total de la récompense qu’il reçoit en interagissant avec un environnement
complexe et incertain.
Ce type d’apprentissage correspond bien à ce que nous voulons faire. Dans notre cas, le
système va interagir avec l’utilisateur pour connaître l’action la plus appropriée lorsqu’une
entité demande l’accès à une ressource. La décision de l’utilisateur va fournir un retour au
système qui va pouvoir apprendre les préférences de l’utilisateur. Le système pourra ensuite
utiliser ces préférences pour trouver le comportement qui convient à l’utilisateur et donc la
ou les règles d’autorisation qui lui conviennent le mieux.
3.5.3 Échelle de représentation des préférences
La modélisation des préférences est un aspect important de l’aide à la décision multicri-
tère. Une mauvaise modélisation peut entraîner des erreurs de compréhension du compor-
tement de l’utilisateur et amener à lui proposer des solutions qui ne seront pas pertinentes.
Dans notre cas, nous voulons savoir si une demande d’accès à une ressource doit être
divulguée ou non. Pour cela nous faisons une analyse multicritère sur cette demande d’accès
en utilisant les différentes informations que le système reçoit comme critères (qui demande,
sur quelle ressource, quand, etc.). Pour cela nous devons agréger les utilités de chaque critère
pour obtenir une seule valeur d’utilité : le score associé à la demande. Il est donc nécessaire
de représenter les valeurs des critères sous forme numérique. Mais selon le système et les
critères sur lesquels on travaille, plusieurs échelles de représentation sont envisageables.
Des psychologues ont montré que l’affect jouait un rôle important dans la prise de dé-
cision [70]. L’affect peut être défini comme la qualité spécifique de "bon" ou de "mauvais"
ressentie consciemment ou non et qui permet de dégager le côté positif ou négatif d’un sti-
mulus. Pour représenter cette dualité, l’utilisation d’une échelle bipolaire parait évidente.
Une échelle bipolaire utilise un axe unique avec deux pôles pour représenter les extrêmes
négatif et positif et un point neutre ni positif ni négatif. La figure 3.2 est un exemple d’échelle
bipolaire. Le phénomène physique du chaud et du froid est un exemple parfait de concept
bipolaire car le froid est l’absence de chaud. Ainsi plus il fait froid, moins le chaud est pré-
sent et inversement.
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Figure 3.2 — Exemple d’échelle bipolaire
Mais cette échelle bipolaire ne convient pas pour représenter toutes les préférences. Cer-
tains événements peuvent nous toucher positivement sans pour autant nous affecter néga-
tivement. Prenons le cas d’une personne ayant la phobie d’un animal. Elle a donc un fort
ressenti négatif pour l’animal et sûrement très peu voire aucun ressenti positif. Habituer la
personne à être en contact avec l’animal peut l’amener à avoir moins peur. Contrairement au
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chaud et froid, la baisse des sentiments négatifs n’entraîne pas nécessairement une hausse
des sentiments positifs et l’utilisation d’une échelle bipolaire n’est alors pas possible. Afin de
pouvoir obtenir une modélisation prenant en compte les effets négatifs et positifs non bipo-
laires, des psychologues ont proposé l’utilisation de deux échelles unipolaires séparées [14].
Ces échelles (figure 3.3) permettent de différencier les aspects positifs et les aspects négatifs
d’un critère.
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Figure 3.3 — Exemple d’échelles unipolaires séparées
3.5.4 Les différents types de systèmes de recommandation
Il existe plusieurs façons de faire des recommandations à l’utilisateur. Nous allons pré-
senter dans les sections suivantes les trois méthodes utilisées en aide à la décision, la recom-
mandation sur le contenu qui elle se base sur les caractéristiques des objets, la recomman-
dation collaborative qui se base sur l’ensemble des utilisateurs et enfin la recommandation
hybride qui comme son nom l’indique mixe les deux premières méthodes.
3.5.4.1 Recommandation sur le contenu
Cette méthode basée sur le contenu n’utilise que les caractéristiques des objets pour faire
des recommandations [2]. Toutes les informations disponibles sur un objet peuvent être uti-
lisées pour décrire cet objet. Par exemple, un livre peut être décrit par plusieurs caractéris-
tiques : le titre, l’auteur, le genre, l’année de parution, etc. Pour faire ses recommandations,
le système compare les objets pour trouver ceux qui se rapprochent des préférences de l’uti-
lisateur.
Ce type de système de recommandation est très intéressant lorsque l’on se trouve sur un
système où les objets sont très détaillés. Un grand avantage se retrouve lorsqu’un nouvel ob-
jet est ajouté dans le système, si ses caractéristiques sont proches des préférences de certains
utilisateurs, il pourra être recommandé très rapidement. De plus, en utilisant cette méthode,
les recommandations faites à l’utilisateur seront toujours très proches de ses préférences, les
recommandations seront donc toujours pertinentes, tant qu’il ne change pas son comporte-
ment. Par exemple, Martin et al. [49] ont utilisé un système de recommandation basé sur le
contenu pour apporter une aide au choix d’un prestataire pour un utilisateur en fonction de
son profil.
Mais cette méthode a aussi des inconvénients. Pour faire des recommandations par rap-
port aux préférences de l’utilisateur, ces dernières doivent être connues du système. Ainsi
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pendant le temps d’apprentissage des préférences de l’utilisateur, le système ne sera pas
capable de faire des recommandations ou bien celles ci seront peu pertinentes. Aussi lors-
qu’un utilisateur a un comportement similaire pendant une longue période et qu’il change
brutalement de préférences, le système va accuser une certaine latence avant de comprendre
le changement de comportement de l’utilisateur.
Figure 3.4 — Eureka : un système de recommandation basé sur le contenu
La figure 3.4 illustre un exemple de système de recommandation basé sur le contenu.
Eureka est un système disponible sur les chaînes de télévision CanalSat 1. Il analyse les pro-
grammes regardés par l’utilisateur pour savoir quel type de programme il apprécie. Ensuite
il propose à l’utilisateur une liste de programmes pour les trois prochains jours basée sur ce
qu’il a appris.
3.5.4.2 Recommandation collaborative
La recommandation collaborative, aussi appelée collaboration sociale ou filtrage colla-
boratif utilise les préférences de tous les utilisateurs disponibles pour faire des propositions
[2]. L’idée de base de cette méthode est que si un utilisateur a des goûts similaires à d’autres
utilisateurs, alors il devrait apprécier les objets choisis par ces autres utilisateurs. Le sys-
tème peut donc lui recommander ces objets s’il ne les a pas encore choisis. La recommanda-
tion collaborative peut être implémentée en utilisant par exemple l’algorithme des K plus
proches voisins.
Contrairement à la recommandation basée sur le contenu, le système n’a pas besoin
d’avoir beaucoup d’informations pour proposer des objets à l’utilisateur. Il va très rapi-
dement chercher les utilisateurs ayant un profil similaire et trouver des objets qui peuvent
l’intéresser. De plus la recommandation collaborative est très utile sur des bases d’objets qui
ne sont pas décrits par leurs caractéristiques ou lorsqu’il est difficile de décrire ces objets
comme par exemple des opinions.
Mais la recommandation collaborative comporte aussi des inconvénients. Dans le cas
d’un système avec peu d’utilisateurs ou si l’utilisateur a des préférences atypiques, il se
peut qu’il n’y ait pas d’utilisateur ayant un comportement proche, dans ce cas là les recom-
mandations pourraient ne pas être pertinentes. De la même façon, lorsqu’un nouvel objet
arrive dans le système, étant donné qu’il n’aura été choisi par personne, il ne pourra pas
être recommandé aux autres utilisateurs. A chaque fois qu’un de ces utilisateurs fait un
choix, il faut mettre à jour le processus de recommandation car de nouvelles informations
sont disponibles. Cette mise à jour demande beaucoup de ressources si le système a beau-
coup d’utilisateurs et il y aura une latence entre les actions des utilisateurs et les nouvelles
propositions.
De très grands systèmes utilisent la recommandation collaborative. Par exemple Twit-
1. http ://www.canalsat.fr/pid1358-guide-tv-presentation-eureka.html
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ter 2 suggère à ses utilisateurs une liste de personnes à suivre. Cette liste est composée de
personnes populaires suivis par des personnes que l’utilisateur suit (figure 3.5). Twitter uti-
lise aussi le filtrage collaboratif pour suggérer en temps réel les thèmes populaires sur la
plateforme. Chaque utilisateur peut insérer dans ses tweets des hashtags pour déclarer le
thème de son tweet. Twitter rassemble ensuite les thèmes les plus populaires selon un cri-
tère de localisation (ville, pays ou mondial) et les présente à l’utilisateur (figure 3.5).
Figure 3.5 — Twitter : suggestions de personnes et de tendances
3.5.4.3 Recommandation hybride
La recommandation hybride est une combinaison de recommandation basée sur le
contenu et de recommandation collaborative. Le but étant d’éliminer les inconvénients des
deux approches. Il existe plusieurs méthodes pour combiner les deux approches :
— implémenter un système de recommandation à base de contenu et un système de
recommandation collaborative et combiner les recommandations faites par les deux
systèmes.
— prendre certaines des fonctionnalités d’un système de recommandation à base de
contenu et les intégrer dans un système de recommandation collaborative.
— prendre certaines fonctionnalités d’un système de recommandation collaborative et
les intégrer dans un système de recommandation à base de contenu.
— Construire un modèle combinant à la base les fonctionnalités des deux méthodes.
Le système de recommandation hybride le plus connu est celui utilisé par Amazon 3 [47].
Pour faire ses recommandations, l’algorithme d’Amazon commence par créer une liste de
recommandations à partir des objets similaires au objets achetés ou notés par l’utilisateur, ce
qui correspond à l’approche recommandation à base de contenu. Ensuite pour trouver les
éléments de cette liste les plus pertinents, l’algorithme d’Amazon crée une table en associant
tous les objets que les autres clients ont tendance à acheter en même temps. Ainsi Amazon
est capable de présenter à l’utilisateur des objets qui pourrait l’intéresser dès qu’un client
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Figure 3.6 — Recommandation du site web Amazon
3.6 Conclusion
Ce chapitre a présenté des éléments issus de l’aide à la décision et différentes techniques
que ce domaine regroupe. Notre but est d’apprendre comment se comporte un utilisateur
quant il s’agit de divulguer ou non ses données de vie privée puis de l’aider à écrire sa poli-
tique d’autorisation en lui proposant des règles en fonction des préférences que le système
a apprises. Le système que nous voulons mettre en place correspond donc totalement à un
système de recommandation.
Bien que l’approche hybride aurait pu être utilisée, cela aurait nécessité de centraliser
les préférences des utilisateurs. Or comme nous l’avons mis en avant dans le chapitre sur
la protection de la vie privée, cette centralisation peut poser des problèmes liés à la confi-
dentialité des informations. Nous avons donc choisi de rester sur une approche basée sur le
contenu où les données de l’utilisateur resteront en local.
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4 L’architecture détaillée de
Kapuer
« "Kapuer" est une interjection prononcée par un bébé de 6 mois et demi à la
vue d’une boîte de mélange à purée »
François Perusse
4.1 Introduction
Kapuer est une combinaison entre un système d’aide à la décision et un système de
contrôle d’accès. Ce chapitre présente l’architecture de Kapuer et le détail des différentes
étapes nécessaires à l’apprentissage des préférences et comment le système arrive à proposer
des règles de sécurité à l’utilisateur. Les différents opérateurs d’agrégation sont décrits, y
compris Kagop, l’opérateur d’agrégation que nous avons développé pour Kapuer.
4.2 Modélisation des préférences
4.2.1 Les critères
Un critère représente l’élément de base constituant une requête d’accès à une ressource
protégée. Le critère peut correspondre au nom de l’utilisateur, son age, le nom de la res-
source, le nom de l’action, etc. Ainsi, "Jacqueline veut lire le calendrier" comporte trois critères
Jacqueline, lire et calendrier. L’ensemble des critères du système est noté CR. Un critère est
composé d’un identifiant et de deux valeurs correspondant aux préférences de l’utilisateur.
Nous utilisons deux valeurs de préférences car si les préférences avaient été modélisées une
seule valeur par critère, il aurait été compliqué d’interpréter un critère ayant une valeur
faible. Cette faible valeur voudrait-elle dire que pour l’utilisateur, ce critère n’est pas un cri-
tère favorable à la divulgation ou bien que le système n’a pas encore eu le temps d’apprendre
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les préférences de l’utilisateur concernant ce critère. Il n’est pas possible de répondre à cette
question. C’est pour cela que nous utilisons des échelles unipolaires séparées et deux valeurs
pour chaque critère :
— La première, gt : CR → [0, ∞[ représente la préférence de l’utilisateur pour la divul-
gation d’un critère à l’instant t.
— La deuxième f t : CR → [0, ∞[ représente la préférence de l’utilisateur pour la non-
divulgation d’un critère à l’instant t.
Ces deux valeurs ne sont pas indépendantes. Nous avons choisi d’utiliser une méthode
de calcul de score incrémentale uniquement, donc, lors de leur mise à jour, gt(x) et f t(x)
ne peuvent qu’augmenter. L’apprentissage des préférences se faisant en continu, une valeur
élevée de gt(x) ne veut pas forcément dire que lorsque le critère x est présent, l’utilisateur
est fortement enclin à divulguer ses données. Cela peut aussi vouloir dire que ce critère est
souvent apparu parmi les requêtes et qu’il a été mis à jour de multiples fois. Pour identifier
la signification d’un critère, il faut calculer soit :
— le score stD(x) correspondant au poids du critère x à l’instant t en faveur de la divul-




— le score stnD(x) correspondant au poids du critère x à l’instant t contre la divulgation.
Ce score est issu de la différence entre la valeur de non-divulgation et la valeur de
divulgation :
stnD(x) = g
t(x)− f t(x) (4.2)
Calculés ainsi, les scores stD(x) et s
t
nD(x) établissent la position du critère x dans les pré-
férences de divulgation ou non de l’utilisateur. Un faible score reflète une absence claire de
raisons justifiant la préférence pour l’une des deux actions. Au contraire, un score élevé cor-
respond à l’existence de raisons claires infirmant une préférence stricte en faveur d’une des
deux actions.
4.2.2 Les classes de critères
Les modèles de politique de contrôle d’accès proposent des éléments importants à
prendre en compte dans les politiques tels que :
— la visibilité : Qui veut avoir accès à la ressource (un ami, un collègue, un inconnu,
etc.)
— l’aspect temporel : Le moment de la protection (différents jours de la semaine, diffé-
rentes heures de la journée, etc.)
— l’aspect spatial : Le lieu où se trouve l’utilisateur (chez lui, au travail, etc.)
— la rétention : Comment la ressource est stockée (combien de temps, qui y aura accès,
etc.)
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— l’intention : Pourquoi la ressource est stockée (à but philanthropique, pour être
revendue, etc.)
Pour exprimer ces éléments, nous introduisons la notion de classe. Chaque critère fait
partie d’une classe de critères par la relation ACC ⊆ CR ∗ C ou l’ensemble des classes de
critères est noté C. Le système étant générique, les classes de critères ne sont pas fixées
et n’importe quelle classe de critères peut être créée. Pour simplifier notre notation par la
suite, nous définissons la fonction class qui renvoie l’ensemble des critères appartenant à
une même classe :
class : C → PCR
x )→ {y ∈ CR|(y, C) ∈ ACC} (4.3)
4.2.3 Les méta-critères
Nous définissons la notion de méta-critère pour représenter les abstractions des modèles
de politique de contrôle d’accès comme le rôle de RBAC [65], les vues/activités de OrBAC
[4], les hiérarchies d’intentions de PRBAC [13], etc. Le préfixe méta, dans le vocabulaire
scientifique, permet entre autre de désigner un niveau d’abstraction supérieur. Ici, le ni-
veau 0 correspond à un critère, les niveaux strictement supérieurs à 0 correspondent à des
méta-critères. Un méta-critère est un critère ayant un niveau d’abstraction supérieur à un
ou plusieurs critères appartenant à la même classe. L’ensemble des méta-critères du sys-
tème est noté MCR, cet ensemble est contenu dans CR mais les deux ensembles ne peuvent
pas être égaux car nous considérons que le système doit contenir au moins un critère au
niveau d’abstraction 0 et donc n’appartenant pas à MCR. Chaque critère est associé à un
méta-critère. Un méta-critère permet de regrouper plusieurs critères partageant une caracté-
ristique commune. Par exemple, considérons les critères "Jacqueline" et "Bernard". Ces deux
critères ont une caractéristique commune : être des parents. On peut ainsi définir le méta-
critère "Parent" regroupant les critères "Jacqueline" et "Bernard". Les valeurs f t(x) et gt(x)
du méta-critère x lui sont propres. De même, le méta-critère "Famille" est un niveau d’abs-













Figure 4.1 — Hiérarchie de critères
Un méta-critère étant aussi un critère, il est possible pour chaque classe de critères cl de
créer une hiérarchie Hcl ⊆ CR ∗ MCR entre ces critères tel que ∀(c1, c2) ∈ Hcl , class(c1) =
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class(c2) (cf. Figure 4.1). Il existe deux cas où un critère ne possède pas dans sa description
de méta-critère :
— Le critère est en haut de la hiérarchie (exemple le critère "Famille" dans la Figure 4.1),
— Le critère est indépendant et ne peut donc pas être associé à un méta-critère.
4.2.4 Les groupes de critères
Afin de pouvoir analyser les relations inter-critères, nous définissons le groupe de cri-
tères. Un groupe de critères est une association de n critères. Un groupe de critère a ses
propres valeurs, indépendantes des valeurs des critères qui le composent. Les critères ou
méta-critères composant un groupe de critères doivent appartenir à des classes de critères
différentes. Ainsi prenons par exemple les critères "Parent" et "Calendrier" appartenant à
deux classes différents, nous pouvons créer le groupe de critères {Parent, Calendrier}. L’en-
semble des groupes de critères G est défini par :
L’ensemble G est compris dans l’ensemble des parties de CR :
G ⊆ P(CR)
Un groupe de critère est composé de deux critères minimum.
∀g ∈ G, |g| ≥ 2
Deux critères d’un même groupe ne peuvent appartenir à la même classe de critère.
∀g ∈ G, ∀(c1, c2) ∈ g× g, c1 2= c2 ⇒ class(c1) 2= class(c2)
4.2.5 Exemple de formalisation
La figure 4.2 illustre par l’exemple les différentes notions autour du critère.
En reprenant les exemples de la figure 4.2, nous obtenons :
L’ensemble des méta-critères MCR et l’ensemble des critères CR :
MCR = {Fils, Parent, Famile, Donne´e, Ressource, Toulouse, France}.
CR = MCR ∪ {Max, Pierre, Adresse mail, Campus}
La relation de hiérarchie entre un critère et un méta-critère H :
H = {(Max, Fils), (Pierre, Parent), (Adresse mail, Donne´e), (Campus, Toulouse),
(Parent, Famille), (Donne´e, Ressource), (Toulouse, France)}.
L’ensemble des classes de critères C :
C = {Qui, Quoi, Ou`}.
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Figure 4.2 — Illustration des notions autour du critère
La relation entre un critère et une classe de critère ACC :
ACC = {(Max, Qui), (Pierre, Qui), (Adresse mail, Quoi), (Campus, Ou`), (Fils, Qui), (Parent, Qui),
(Donne´e, Quoi), (Toulouse, Ou`), (Famille, Qui), (Ressource, Quoi), (France, Ou`)}.
L’ensemble des groupes de critères G :
G = {(Parent, Adresse mail, Toulouse), (Max, Donnée, Toulouse)}.
A l’instant t les valeurs de divulgation g et de non divulgation f de chaque critère :
gt(Max) = 1.7 et f t(Max) = 1.7
gt(Pierre) = 2.3 et f t(Pierre) = 1.1
gt(Adresse mail) = 3.5 et f t(Adresse mail) = 3.4
gt(Campus) = 1.0 et f t(Campus) = 5.1
gt(Parent) = 2. et f t(Parent) = 0.6
gt(Donne) = 3.1 et f t(Donne) = 1.4
gt(Toulouse) = 1.9 et f t(Toulouse) = 4.8
4.3 Le fonctionnement du système
La figure 4.3 représente l’architecture de Kapuer et met en évidence l’articulation entre
le système d’aide à la décision et le système de contrôle d’accès. Cette architecture reprend
les principaux composants définis par XACML 1 :
1. http ://www.oasis- open.org/committees/xacml/
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Figure 4.3 — Architecture globale de Kapuer
— le PDP (Policy Decision Point) où les politiques sont évaluées et comparées aux re-
quêtes entrantes
— le PEP (Policy Enforcement Point) qui reçoit les requêtes, les traduit en XACML et les
envoie au PDP. Il attend ensuite la réponse du PDP pour soit envoyer la requête au
système d’aide à la décision soit envoyer la réponse du PDP à l’entité ayant fait la
requête.
— une base de politiques, simple base de données où sont stockées les politiques.
Le dernier composant de cet architecture, qui ne fait pas partie de XACML, est le DSS (De-
cision Support System - système d’aide à la décision). Les sections suivantes du chapitre dé-
crivent les différentes étapes du système en suivant l’ordre de la numérotation de la figure.
4.3.1 L’initialisation du système
Avant le début de l’exécution de Kapuer, le système doit être initialisé. Cette phase
consiste en un échange avec l’utilisateur. Quelques questions permettent au système de per-
cevoir une ébauche de son comportement en terme de protection de ses données de vie
privée. L’initialisation du système est une phase très importante pour son fonctionnement.
Nous verrons dans ce chapitre que les valeurs des critères sont utilisées pour plusieurs cal-
culs. Sans l’initialisation, toutes ces valeurs seraient égales à 0 et l’apprentissage des préfé-
rences de l’utilisateur serait plus long. Le but principal de cette phase est de commencer à
apprendre comment l’utilisateur souhaite protéger ses données de vie privée pour permettre
ensuite au système, lors de son exécution, de converger plus rapidement et de pouvoir pro-
poser des règles à l’utilisateur en limitant au maximum le nombre d’interactions.
Plus le système a d’informations à la fin de l’initialisation, plus rapidement il peut faire
des propositions à l’utilisateur. Mais, il faut faire attention que cette phase ne devienne pas
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pénible pour l’utilisateur. Il faut trouver le bon nombre de questions et arriver à en extraire
suffisamment d’informations pour que l’initialisation soit utile. Si le nombre de questions est
trop important, l’utilisateur n’utilisera pas le système. Au contraire, si le nombre de ques-
tions est trop faible, le système n’en tirera pas assez d’informations et l’initialisation n’aura
pas été utile. Nous avons effectué une enquête auprès de différents publics (informaticiens
et étudiants en deuxième année de master droit et informatique). Les questions que nous
avons posées sont disponibles en annexe (voir annexe C). L’enquête a été complétée 17 fois
entièrement et 9 fois partiellement. L’analyse des résultats nous a montré que ce question-
naire était trop long, trop compliqué et difficilement exploitable. De plus amples réflexions
doivent être menées pour arriver à une phase d’initialisation pouvant être utile pour la suite
de l’utilisation de Kapuer.
4.3.2 L’arrivée d’une requête et passage par le PEP
Une demande de partage d’une ou plusieurs ressources de la part d’un particulier ou
d’une application est appelée une requête. Les ressources peuvent soit directement concer-
ner l’utilisateur indépendamment du périphérique utilisé (son nom, son adresse-mail, etc.),
soit utiliser des services du périphérique pour récolter les informations (le module GPS
donne les coordonnées de l’utilisateur, l’agenda son emploi du temps, etc.).
Lorsqu’une requête arrive, elle est interceptée par le PEP (Policy Enforcment Point). Le
PEP est un composant faisant partie de l’architecture XACML que nous utilisons pour le
contrôle d’accès. Son rôle est de traduire la requête dans un langage à base d’attributs utilisé
dans l’approche ABAC (Attribute Based Access Control), et d’appliquer la décision qui est
prise concernant la requête. La requête est donc traduite dans un langage à base d’attributs.
Le système est générique et il est possible d’utiliser et de transformer n’importe quelle in-
formation disponible dans la requête sous forme d’attributs. Chaque requête sera traduite
selon les informations qu’elles contiennent. Le résultat est un fichier XML regroupant les
attributs sous les balises sujet, ressource, action et environnement.
Figure 4.4 — Exemple de requête
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La figure 4.4 montre un exemple de requête traduite par le PEP. Cette requête est décou-
pée en quatre parties :
— le sujet, l’entité qui demande l’information. Ici c’est une application, l’attribut prend
le nom de l’application comme valeur "fr.irit.siera.testing".
— la ressource, l’information demandée. Ici la valeur de l’attribut correspond à la per-
mission requise pour avoir accès à l’information. "android.permission.READ_SMS"
est la permission requise pour avoir accès en lecture aux SMS de l’utilisateur.
— l’action qui correspond au type d’action que le demandeur veut effectuer. Ici le de-
mandeur veut avoir un accès à la ressource d’où la valeur de l’attribut "access".
— l’environnement qui correspond à toutes les autres informations de contexte dispo-
nibles au moment de la requête. Ici les seules informations disponibles sont le jour et
l’heure de la demande, avec les valeurs d’attributs "2" et "10" qui correspondent au
deuxième jour de la semaine et à la dixième heure (mardi entre 10h et 11h).
Cette requête est ensuite transmise au PDP (Policy Decision Point) qui va continuer le pro-
cessus de contrôle d’accès.
4.3.3 L’analyse de la requête et la correspondance avec la base de politiques
La deuxième phase du processus de contrôle d’accès intervient lorsque le PDP reçoit
une requête à analyser. Le rôle du PDP est de vérifier s’il existe une correspondance entre
les politiques existantes dans la base de politiques et de donner la décision résultante. Une
politique est construite sur le même modèle qu’une requête, elle est basée sur des attributs.
Le PDP analyse pour chaque attribut de chaque politique la présence de cet attribut et la
compare avec la valeur de la requête.
Dans le cas où les attributs et valeurs des attributs de la requête correspondent à ceux
d’une politique, la valeur de la règle de cette politique est envoyée en retour au PEP. La règle
peut alors prendre deux valeurs, "PERMIT" si le partage de l’information ou des données
est accepté, "DENY" s’il est refusé.
Dans le cas où les attributs et valeurs des attributs de la requête ne correspondent à au-
cune des politiques présentes dans la base de politiques, la décision "NOT APPLICABLE"
est renvoyée au PEP. Le PDP n’a pas pu prendre de décision basée sur les politiques exis-
tantes, le PEP doit donc utiliser un autre moyen pour arriver à une décision.
La Figure 4.5 montre un exemple de politique présente dans une base de politiques d’un
PDP comportant les parties suivantes :
— un identifiant unique permettant d’identifier la politique
— une description de la politique
— la règle de la politique et la décision qui l’accompagne. Ici la décision "PERMIT" per-
met au sujet de la politique d’effectuer l’action sur la ressource.
— le ou les sujets destinés à la politique. Ici il n’y a qu’un seul sujet, l’application
"fr.irit.siera.testing"
— la ressource protégée par la politique. Ici la ressource est déterminée par la permis-
sion Android "android.permission.READ_CONTACTS" qui est utilisée pour avoir un
accès à la lecture de la liste de contacts de l’utilisateur.
— l’action ciblée par la politique sur la ressource. Ici "access" pour que le sujet puisse
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avoir accès à la liste de contacts de l’utilisateur.
— la condition qui permet de rajouter des attributs concernant le contexte de la situa-
tion. La politique est évaluée positivement seulement si la requête répond à tous les
éléments de la condition. Ici deux attributs sont ajoutés correspondant au jour et à
l’heure "When-Day" et "When-Hour".
Figure 4.5 — Exemple de politique XACML V2
4.3.4 Les interactions avec l’utilisateur
Le PDP peut envoyer trois décisions différentes au PEP : "PERMIT", "DENY" ou "NOT
APPLICABLE". La troisième correspond au cas où aucune politique d’autorisation n’est ap-
plicable à la requête en cours. C’est alors au concepteur du système d’implémenter un com-
portement qui permet de répondre à l’émetteur de la requête. La majorité des concepteurs
implémente la décision "NOT APPLICABLE" comme la décision "DENY" pour éviter la di-
vulgation d’informations non gérée par une politique d’autorisation.
Dans notre cas, la décision "NOT APPLICABLE" indique qu’il n’y a pas de règles et donc
que les connaissances actuelles des préférences de l’utilisateur ne sont pas suffisantes pour
proposer à l’utilisateur d’écrire une nouvelle politique d’autorisation. Les préférences de
l’utilisateur sont une représentation, par un ensemble de critères, de la politique de confi-
dentialité préférée par l’utilisateur. Le système fait un apprentissage continu de ces préfé-
rences afin d’être au plus proche de la politique de confidentialité voulue par l’utilisateur et
de s’adapter en cas de changement de comportement de l’utilisateur. Cet apprentissage est
effectué par un composant présent dans le système, le système d’aide à la décision. Donc,
dans le cas d’une décision "NOT APPLICABLE", le système doit parfaire l’apprentissage
des préférences de l’utilisateur et pour cela, il informe l’utilisateur de la requête en cours et
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Figure 4.6 — Interaction avec l’utilisateur
lui demande de prendre une décision par rapport à la divulgation ou non de la donnée de
vie privée concernée. La Figure 4.6 est une copie d’écran d’un exemple d’interaction avec
l’utilisateur. Le système informe l’utilisateur qu’une entité (l’application "fr.irit.tests") veut
accéder à une ressource (sa liste de contacts) et lui demande s’il accepte de partager cette
ressource. Deux actions sont donc présentées à l’utilisateur, la divulgation D et la non di-
vulgation nD. Une fois que l’utilisateur a répondu, le couple (requête, action) est envoyé au
DSS qui l’analyse et utilise l’information pour faire évoluer les préférences de l’utilisateur.
4.3.5 L’utilisation du système d’aide à la décision
Lorsque le DSS reçoit une requête et l’action prise par l’utilisateur, le système effectue
une analyse de ce couple. Pour cela nous utilisons une analyse multicritère. Chaque requête
peut être décomposée en critères, ces critères sont ensuite agrégés grâce à un opérateur
d’agrégation. Les préférences de l’utilisateur sont utilisées pendant cette étape pour pondé-
rer les critères. Le résultat de l’agrégation fournira un score SR de la requête R, évaluant le
degré de connaissance des préférences de l’utilisateur face à cette requête.
4.3.5.1 La décomposition de la requête
Dès qu’une requête est reçue par le DSS après l’interaction avec l’utilisateur, elle est
décomposée en critères afin de récupérer un critère pour chaque classe de critères. Ensuite
le système d’aide à la décision crée des combinaisons de critères à partir des critères de la
requête. Afin d’augmenter la vitesse d’apprentissage du système, des règles plus abstraites
que celles correspondant aux requêtes sont proposées. Pour cela, toutes les combinaisons
possibles entre les critères et leurs méta-critères hiérarchiques sont calculées, toujours en ne
gardant qu’un critère de chaque classe (Exemple Figure 4.7).
L’étape suivante consiste à calculer le score SR de chacune de ces combinaisons.
60 Arnaud Oglaza
4.3. Le fonctionnement du système


































Figure 4.7 — Exemple de combinaisons de critères
4.3.5.2 Le calcul des scores de requête
Une fois que toutes les combinaisons sont créées, le système d’aide à la décision calcule,
pour chacune d’entre elles, son score. Ce score est ensuite utilisé pour faire la mise à jour
des critères et des méta-critères impliqués dans la requête.
Le calcul du score se fait en utilisant un opérateur d’agrégation sur les critères de la
requête. Pour ce calcul, le système utilise pour chaque critère et méta-critère le score stD(x)
si l’utilisateur a accepté ou stnD(x) s’il a refusé.
Trois opérateurs d’agrégation différents sont testés. Les résultats de ces trois approches
sont comparés.
4.3.5.3 La moyenne pondérée
La moyenne pondérée est un opérateur d’agrégation défini par :









wi = 1 (4.5)
La moyenne pondérée est un opérateur facile à mettre en œuvre. Chaque critère est as-
socié à un poids. Il suffit de calculer la somme des valeurs des critères et de les pondérer par
leur poids. Pour trouver le poids px du critère x, nous effectuons la somme des scores de
tous les critères de la classe du critère x que nous divisons ensuite par la somme des scores
de tous les critères., soit :
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avec i ∈ class(x) et j ∈ CR, m = |class(x)| et n = |CR|.
Plus la somme des scores des critères de la classe Cx est grande, plus les préférences de
l’utilisateur concernant cette classe de critères sont précises. Inversement, si cette somme
est faible, cela implique que les préférences de l’utilisateur sont encore floues. Les différents
poids des critères correspondent à l’importance de chaque critère. Le calcul s’effectue de
la même manière pour les méta-critères. Lorsque tous les poids ont été identifiés, le sys-
tème peut alors calculer les scores SR de chaque combinaison. La combinaison obtenant le
meilleur score est celle qui est retenue pour la suite du processus. La moyenne pondérée est
un opérateur d’agrégation très utilisé mais qui a aussi des limites. Il ne prend pas en compte
les dépendances entre critères. C’est pour cela que nous avons testé le système avec d’autres
opérateurs dont l’intégrale de Choquet qui en plus de prendre en compte l’importance des
critères, prend en compte les interactions entre critères afin d’appréhender les préférences
de l’utilisateur de manière plus précise.
4.3.5.4 L’intégrale de Choquet
L’intégrale de Choquet [34] est un opérateur d’agrégation permettant de prendre en
compte l’importance des classes de critères et les interactions entre deux critères. Là où la
moyenne pondérée utilise un poids sur chaque critère pour agréger leurs scores et donner
un score global à un objet, l’intégrale de Choquet utilise une capacité (ou mesure floue) pour
calculer des poids pour tous les groupes de critères. Par exemple, un objet est décrit selon
deux critères A et B. Quand la moyenne pondérée a seulement besoin d’identifier les poids a
du critère A et b du critère B, l’intégrale de Choquet en plus de ces deux poids a aussi besoin
d’identifier le poids ab du groupe de critère AB.
Définition 1. Soit CR = 1, . . . , n un ensemble de critères. Une capacité sur CR est une fonction µ
2CR → [0, 1] vérifiant µ(∅) = 0, µ(CR) = 1 et µ(A) ≤ µ(B) si A ⊆ B.
Plusieurs méthodes existent pour identifier la capacité nécessaire pour ensuite calculer
l’intégrale de Choquet. Nous avons utilisé la technique du minimum de variance [43]. Cette
technique est un problème d’optimisation où les préférences de l’utilisateur sur l’objet sont
utilisées afin de contraindre le problème. Nous avons utilisé deux types de contraintes dif-
férentes :
— un pré-ordre partiel "A sur l’ensemble des combinaisons A (classement des combi-
naisons obtenues en fonction de la requête).
— un pré-ordre partiel "CR sur l’ensemble des critères CR (classement de l’importance
des classes de critères obtenu en fonction des préférences utilisateur).
Ces contraintes doivent être acquises grâce aux préférences de l’utilisateur, sans quoi le cal-
cul ne peut pas aboutir et la capacité ne pourra pas être identifiée. Cela signifie que les
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préférences doivent être initialisées avant l’utilisation du système pour assurer l’exécution.
De la même façon, il se peut que les contraintes soient insuffisantes pour déterminer les ca-
pacités et ne permettent pas de trouver une solution au problème. Ce cas n’est pas encore
traité, il constitue l’une des perspectives de travail.
Dans le cadre de l’agrégation par l’intégrale de Choquet, les contraintes utilisées peuvent
s’écrire sous la forme suivante :
— pour le pré-ordre partiel "A sur A :
a "A b ⇔ Cµ(a)− Cµ(b) ≥ δC (4.8)
a ∼A b ⇔ −δC ≤ Cµ(a)− Cµ(b) ≤ δC (4.9)
Avec Cµ(x) l’intégrale de Choquet de la combinaison x et δC un seuil de préférence.
Ainsi, si la différence entre les valeurs des intégrales de Choquet de deux combinai-
sons est supérieure au seuil δC, on peut dire qu’une combinaison est préférée ("A ) à
l’autre. Si la valeur absolue de cette différence est inférieure à δC, alors il n’y a pas de
préférence mais une indifférence (∼A ) entre les deux combinaisons.
— un pré-ordre partiel "CR sur l’ensemble CR des critères :
i "CR j ⇔ Φµ(i)−Φµ(j) ≥ δΦ (4.10)
i ∼CR j ⇔ −δΦ ≤ Φµ(i)−Φµ(j) ≤ δΦ (4.11)
Avec Φµ(x) l’importance du critère x et δΦ un seuil de préférence. Ainsi, si la
différence d’importance entre deux critères est supérieure au seuil δΦ, on peut dire
qu’un critère est préféré ("CR) à un autre. Si la valeur absolue de cette différence est
inférieure à δΦ, il n’y a pas de préférence mais une indifférence (∼CR) entre les deux
critères.
Lorsque les contraintes sont définies, le problème d’optimisation du minimum de variance





v(S ∪ i)− v(S) ≥ 0, ∀i ∈ CR, ∀S ⊆ CR \ i,
v(CR) = 1,
Cv(a)− Cv(b) ≥ δC,
−δC ≤ Cv(c)− Cv(d) ≤ δC,
Φv(i)−Φv(j) ≥ δΦ,
−δΦ ≤ Φv(k)−Φv(l) ≤ δΦ
(4.12)
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La résolution de ce problème entraîne l’identification de la capacité et permet le calcul
de l’intégrale de Choquet pour chacune des combinaisons.
Définition 2. Soit µ une capacité sur CR, et f : CR → R une fonction représentant les scores d’un
objet sur n critères. L’intégrale de Choquet de f par rapport à µ est donnée par :




[ f (σ(i))− f (σ− 1))]µ(Ai) (4.13)
Avec Ai = σ(i), . . . , σ(n), f (σ(0)) = 0 et σ une permutation sur CR telle que f (σ(1)) ≤
f (σ(2)) ≤ ... ≤ f (σ(n)).
Tout comme pour la moyenne pondérée, lorsque le score de toutes les combinaisons a été
calculé, le plus élevé est conservé pour la suite du processus. Contrairement à la moyenne
pondérée, l’intégrale de Choquet permet de prendre en compte les interactions entre les
critères, ce qui permet d’affiner la précision des résultats et de connaître les dépendances
existantes entre plusieurs critères. Cependant, l’intégrale de Choquet est complexe à mettre
en œuvre. Nous avons utilisé le plug-in Kappalab [Grabisch et I] disponible pour le logiciel
R afin de faciliter son implémentation. L’intégrale de Choquet pose certains problèmes. De
nombreuses contraintes doivent être exprimées et ces contraintes ne sont pas toujours faciles
à formuler. Nous avons donc développé notre propre opérateur, Kagop, prenant lui aussi en
compte les interactions entre les critères.
4.3.5.5 Kagop : Kapuer AGgregation OPerator
Kapuer a pour but d’aider un utilisateur à prendre des décisions complexes basées sur
plusieurs critères. Ces critères peuvent être liés les uns aux autres. Ainsi, un utilisateur
peut accepter de dévoiler son emploi du temps professionnel avec ses collègues pendant
les heures de travail seulement mais peut aussi refuser toute demande de localisation pen-
dant ces mêmes heures de travail. Ici, le critère correspondant à l’heure de la demande est
donc fortement corrélé à celui correspondant à la ressource demandée. Dans un cas, l’as-
sociation des critères "heure de travail" et "calendrier professionnel" implique l’accès à la
ressource. Dans le deuxième cas, l’association du même critère "heure de travail" avec cette
fois-ci le critère "localisation" implique le refus d’accès à la ressource. Si on devait, dans cet
exemple, étiqueter chaque critère soit "Permit" pour un critère favorable à la divulgation soit
"Deny" pour un critère défavorable à la divulgation, cela donnerait "Permit" pour le calen-
drier, "Deny" pour la localisation et il ne serait pas possible d’étiqueter le critère heure de
travail car il serait à la fois favorable et défavorable. Il est donc important de tenir compte
des interactions entre les critères.
Nous proposons un nouvel opérateur d’agrégation permettant de prendre en compte
ces interactions. Pour cela, le score SR d’une combinaison n’est plus calculé en utilisant
seulement les critères et méta-critères mais aussi les groupes de critères de la requête. Par
exemple, la requête "John, un ami, demande l’accès à mon calendrier jeudi matin" est dé-
composé en trois critères, trois méta-critères, douze groupes de critères composés de deux
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Figure 4.8 — Exemple de décomposition en critères, méta-critères et groupes de critères
critères et huit groupes de critères composés de trois critères comme présenté dans la Figure
4.8. Ces groupes de critères sont obtenus de la façon suivante :
Soit CR un ensemble de critères correspondant à une combinaison de la requête R. Soit
une fonction GM : CR → 2CR tel que :
x )→ {y ∈ CR|(x, y) ∈ H∗} (4.14)
L’ensemble des critères de la combinaison et de leurs méta-critères est alors représenté
par ∪c∈CR GM(c).
Soit EG ∈ P(∪c∈CR GM(c)), alors GG : CR → 2
G tel que :
|EG| ≥ 2 (4.15)
∀c1, c2 ∈ EG, class(c1) 2= class(c2) (4.16)
GG est la fonction qui pour une combinaison CR renvoie tous les groupes constituables à
partir de cette combinaison. Lorsque tous les critères, méta-critères et groupes de critères de
chaque combinaison ont été identifiés, les scores SR des combinaisons peuvent être calculés
de la façon suivante :
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avec n le nombre de critères de la combinaison, m le nombre de groupes de critères et
GG(CR)(j) le j-ème groupe de critères de l’ensemble GG(CR).
Cette méthode de calcul affecte un coefficient aux groupes de critères pour leur donner
plus d’importance par rapport aux critères. Elle donne aussi une importance plus grande
aux groupes de critères composés d’un plus grand nombre de critères. Le groupe avec le
plus gros coefficient correspond à celui composé de tous les critères de la combinaison, il est
plus important que les autres car il identifie entièrement le contexte de la requête.
Quelle que soit la méthode d’agrégation utilisée, une fois que le score de chaque combi-
naison est calculée, le système classe les combinaisons selon leur note et ne garde que celle
ayant le score le plus élevé.
4.3.5.6 La mise à jour des critères et méta-critères
Une fois les scores de chaque combinaison calculés, le système les classe par ordre crois-
sant et ne garde que la combinaison ayant obtenu le plus haut score SR. Cette combinaison
est considérée comme celle représentant le mieux le comportement attendu par l’utilisateur.
C’est donc à partir de ce score qu’est calculée la valeur de la mise à jour des critères et des
méta-critères de la requête.
Le but de cette mise à jour est d’obtenir une meilleure représentation des préférences de
l’utilisateur. Pour cela, une seule valeur de chaque critère et méta-critère est mise à jour :
f t(x) dans le cas où l’utilisateur a accepté la requête et gt(x) dans le cas où il aurait refusé.
Par exemple, si l’utilisateur se comporte toujours de la même façon et accepte toutes les
requêtes, les valeurs f t(x) de chaque critère augmentent et stD(x) qui est la différence entre
f t(x) et gt(x) augmente aussi. Plus stD(x) est important, plus la perception des préférences
de l’utilisateur est importante pour le critère x. Donc la mise à jour a bien atteint son but.
Le calcul de la mise à jour est une partie très importante de la phase d’apprentissage du
système. La vitesse d’apprentissage est déterminée à ce moment-là. Si la valeur des mises à
jour est faible, le système met du temps à évoluer et importune l’utilisateur plus longtemps.
Par contre dans ce cas, les préférences sont plus fines et précises, et lorsque le système pro-
pose une règle à l’utilisateur, celle-ci est appropriée. Au contraire, si la valeur des mises à
jour est grande, le système évolue plus rapidement et les interactions avec l’utilisateur sont
moins fréquentes pour arriver aux mêmes valeurs. Mais dans ce cas, les préférences sont
moins précises et certaines propositions faites à l’utilisateur ne sont pas pertinentes. Il faut
donc trouver la bonne vitesse d’apprentissage pour maximiser la précision des préférences
tout en minimisant les interactions avec l’utilisateur.
Nous faisons une différence entre la mise à jour d’un critère et d’un méta-critère. Leur
calcul est le même, seule peut changer la vitesse d’apprentissage. Une vitesse plus rapide
pour la mise à jour des méta-critères permet de proposer des règles plus agrégées à l’uti-
lisateur. Mais, il peut arriver certains cas où les méta-critères ne sont pas pertinents pour
l’utilisateur qui aura besoin d’une précision au niveau du critère. Dans ce cas, une vitesse
d’apprentissage plus élevée pour les critères est plus appropriée. La valeur de mise à jour
Mc des critères se calcule de la façon suivante :
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Mc = log(SR) (4.19)





avec nc le nombre de critères qui composent le méta-critère et nl le nombre de niveaux
entre les critères et le méta-critère.
Il ne reste plus qu’à appliquer ces valeurs aux critères et méta-critères :
f t+1(x) = f t(x) + Mc ou exclusi f gt+1(x) = gt(x) + Mc (4.21)
f t+1(x) = f t(x) + Mmc ou exclusi f gt=1(x) = gt(x) + Mmc (4.22)
La mise à jour concerne tous les critères de la requête initiale ainsi que leurs méta-
critères. Une fois que la mise à jour est terminée, le système vérifie si une proposition peut
être faite à l’utilisateur.
4.3.6 Les propositions à l’utilisateur
Faire des propositions de règles à l’utilisateur est l’un des buts de Kapuer. Le système
ne doit pas proposer n’importe quelle règle. Il doit s’assurer de ne proposer que des règles
pouvant convenir à l’utilisateur. Pour cela, il se base sur les préférences de l’utilisateur et
sur le score de la requête après avoir effectué la mise à jour.
Faire une proposition à l’utilisateur revient à dire que l’action associée à cette proposition
est strictement préférée à son contraire. Autrement dit, soit l’utilisateur préfère autoriser la
divulgation, soit il préfère la refuser. Si le système n’est pas en mesure de faire une propo-
sition, c’est qu’il n’y a pas de préférence entre les deux actions. Deux situations peuvent
entraîner cette non-préférence :
— la première lorsque le système n’a pas une représentation précise du comportement
de l’utilisateur, donc quand il manque d’information.
— la deuxième lorsque l’utilisateur n’a pas un comportement fixe et n’agit pas de la
même façon à chaque fois. Dans ce cas, le système ne peut pas inférer le comporte-
ment de l’utilisateur ni lui proposer une règle.
Ces deux relations forment un système relationnel parfait de préférences (s.r.p.p). Il n’est
constitué que des deux relations binaires transitives suivantes :
— l’indifférence ∼ ou non-préférence qui correspond à une absence de raisons qui jus-
tifieraient une préférence en faveur d’une action ou de l’autre :
∼: a ∼ a′ ⇔ aIa′ (4.23)
I étant une relation symétrique réflexive.
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— la préférence stricte ≻ qui correspond à l’existence de raisons justifiant la préférence
en faveur d’une des deux actions :
≻: a ≻ a′ ⇔ aPa′ (4.24)
P étant une relation asymétrique irréflexive.
Afin de savoir si une proposition est faisable, le système doit recalculer le score SR(t + 1)
de la combinaison choisie à l’étape précédente avec les nouvelles valeurs f t+1(x) et gt+1(x)
des critères et méta-critères. Ce score est ensuite comparé au paramètre λ, correspondant à la
valeur seuil entre la relation d’indifférence et de préférence stricte. Si SR(t + 1) est inférieur
à λ, nous nous trouvons dans une situation d’indifférence et aucune proposition ne sera
faite à l’utilisateur. Si SR(t + 1) est supérieur à λ, nous nous trouvons dans une situation
de préférence stricte et la combinaison peut être proposée à l’utilisateur. λ est un paramètre
qui influe sur la vitesse de proposition à l’utilisateur. Plus il est faible, plus le système fait
des propositions à l’utilisateur rapidement. Inversement, plus il est élevé, plus le système
est lent à faire des propositions à l’utilisateur.
Dans le cas où SR(t + 1) est supérieur à λ, le système propose une nouvelle règle à l’uti-
lisateur. Cela correspond à une nouvelle interaction avec lui. Durant cette interaction, le
système propose à l’utilisateur d’insérer dans la base de politiques une nouvelle règle, dont
les attributs correspondent aux critères ou méta-critères de la combinaison choisie. La déci-
sion de cette règle est aussi communiquée à l’utilisateur. Le choix est donné à l’utilisateur
d’accepter cette règle ou de la refuser.
Figure 4.9 — Exemple de proposition de règle
Bien que les attributs présentés à l’utilisateur correspondent à ceux de la combinaison
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censée être la plus pertinente pour l’utilisateur, celui-ci peut malgré tout changer chaque
attribut. Soit l’attribut représente un critère et l’utilisateur peut choisir un méta-critère pour
obtenir une règle plus agrégée. Soit l’attribut représente un méta-critère et l’utilisateur peut
choisir le critère de la requête s’il ne veut pas que la règle soit agrégée avec ce méta-critère.
La figure 4.9 présente un exemple de proposition de règle à l’utilisateur. Ici la règle présentée
à l’utilisateur lui propose d’accepter de partager sa liste de contacts le jeudi avec l’applica-
tion "fr.irit.tests". L’utilisateur peut changer les attributs pour que la règle soit étendue par
exemple à toutes les applications, à ses données (comprenant la liste de contacts, le calen-
drier, etc.) ou à tous les jours de la semaine. Ainsi, l’utilisateur peut construire une règle lui
convenant, sans avoir besoin de la spécifier et de l’écrire.
Si l’utilisateur accepte cette règle, le système d’aide à la décision l’ajoute dans la base
de politiques du système de contrôle d’accès avant de communiquer la décision au PEP.
S’il refuse, seule la décision est transmise au PEP. Une fois que le PEP reçoit la décision
correspondant à la requête, elle est traduite pour être comprise par l’entité ayant fait la
demande puis envoyée.
4.4 Conclusion
Nous avons présenté dans ce chapitre Kapuer, un système de recommandation destiné
à assister l’utilisateur à protéger ses données de vie privée. Kapuer utilise un système de
contrôle d’accès basé sur le modèle ABAC. Ce modèle laisse une grande liberté pour le dé-
veloppeur, lui permettant ainsi de choisir, selon les informations qui seront disponibles pour
le système, les catégories ou classes de critères qu’il souhaite utiliser. Cela donne à Kapuer
une grande généricité. Pour analyser les décisions de l’utilisateur et apprendre ses préfé-
rences, Kapuer utilise une analyse multicritères. Une fois que Kapuer a une vision suffisante
des préférences de l’utilisateur, il peut lui proposer une règle d’autorisation. Si l’utilisateur
accepte cette règle, elle sera ajoutée à sa politique d’autorisation et ses données de vie privée
seront protégées en accord avec ses préférences. Le prochain chapitre présentera les diffé-
rentes évaluations de Kapuer.
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5 Le prototype Android
« Things don’t have to change the world to be important. »
Steve Jobs
KAPUER est un système destiné à aider un utilisateur à protéger ses données de vieprivée. Il est prévu pour être utilisé sur des systèmes mobiles où l’utilisateur ne peut
pas être assisté d’un expert en sécurité pour l’aider à écrire ses politiques de sécurité. Nous
avons réalisé un prototype de Kapuer. Ce prototype est basé sur un système Android, sys-
tème open source donc facilement modifiable et actuellement utilisé par un grand nombre
d’utilisateur dans le monde. Le but de ce prototype était de vérifier la faisabilité technique
de l’implémentation de Kapuer sur un appareil physique et de pouvoir faire des tests avec
des utilisateurs réels pour valider notre approche. Ce chapitre est composé de deux parties.
La première présente le système de sécurité d’Android qu’il a fallu modifier pour mettre en
place Kapuer et la deuxième détaille l’implémentation du système.
5.1 Le système de sécurité d’Android
Android est un système d’exploitation destiné à un usage mobile. Il est aujourd’hui uti-
lisé par plusieurs centaines de millions d’utilisateurs. Android fournit une système open
source comprenant un noyau Linux et un environnement à base d’applications mais aussi
des logiciels intermédiaires entre les deux. Au final, Android est organisé en 5 couches (cf
figure 5.1) :
— Le noyau Linux servant entre autre à la gestion des périphériques, de la mémoire ou
du contrôle d’accès
— Une bibliothèque de logiciels telles que OpenGL ou SQLite
— Dalvik, une machine virtuelle permettant d’exécuter les applications Java.
— Un kit de développement complet pour les applications
— La couche applicative contenant les applications systèmes mais aussi toutes les ap-
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Figure 5.1 — Les couches logiciels d’Android
Grâce à l’utilisation d’un noyau Linux, utilisé depuis plusieurs années par beaucoup
d’utilisateurs et en évolution constante, la base du système Android contient des éléments
de protection ayant fait leurs preuves. En particulier, un des objectifs prioritaires du noyau
est d’isoler les ressources de chaque utilisateur et ainsi éviter qu’un utilisateur puisse lire
ou modifier les données d’un autre utilisateur. Android utilise cette isolation en considérant
que chaque application est un utilisateur différent donc les applications et leurs données
sont isolées les unes des autres.
En plus de la sécurité existante au niveau du noyau, Android sécurise aussi le système
au niveau applications. Toutes les applications s’exécutent dans un environnement de type
sandbox (bac à sable). Dans cet environnement fermé, le système assigne un identifiant
unique à chaque application qui sont ensuite exécutées dans des processus différents. Sans
autorisation, les applications ne peuvent pas interagir entre elles. Par défaut, Android ne
fournit qu’un accès très restreint aux ressources systèmes. Ces restrictions sont présentes
pour éviter qu’une application n’ait accès à des ressources sans que l’utilisateur soit au
courant, évitant ainsi des comportements malicieux. Au moment de développer une ap-
plication, un développeur peut malgré tout demander à avoir accès à ces ressources res-
treintes. Pour celà, il faut qu’il déclare dans le manifeste de l’application les permissions
qu’il souhaite obtenir. Une fois les permissions déclarées, le développeur peut avoir accès
aux ressources voulues via les méthodes de l’interface de programmation (API) protégée
d’Android.
Ce système de permission permet d’avertir l’utilisateur des fonctionnalités que peuvent
avoir les applications. A chaque installation d’une nouvelle application, le système va affi-
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Figure 5.2 — Liste des permissions demandées par une application lors de son installation
cher à l’utilisateur la liste des permissions que requiert l’application (cf figure 5.2). L’utilisa-
teur prend à ce moment connaissance des permissions que l’application demande et le choix
lui est donné d’accepter de donner ces permissions à l’application et de continuer l’installa-
tion ou de refuser de donner ces permissions et dans ce cas, l’installation de l’application ne
se poursuit pas. Il n’est pas possible pour l’utilisateur de n’accepter qu’une partie des per-
missions. Pour que l’application s’installe, il doit accepter et laisser le droit à l’application
d’accéder aux ressources correspondantes aux permissions. Une fois l’application installée,
l’utilisateur ne peut pas révoquer une ou plusieurs permissions. S’il change d’avis et ne veut
plus qu’une application n’ait accès à une certaine permission, son seul choix est de désinstal-
ler l’application. Android ne se contente pas de vérifier les permissions à l’installation d’une
application. A chaque fois qu’une application veut accéder à une ressource sensible, elle ap-
pelle une méthode appartenant à une API protégée. A l’exécution, l’appel de cette méthode
entraîne une vérification (cf figure 5.3) de la part d’Android pour s’assurer que l’application
possède bien la permission nécessaire pour avoir accès à cette méthode.
5.2 L’implémentation
Nous avons décidé d’implémenter Kapuer dans Android car ce système d’exploitation
est utilisé sur de nombreux périphériques mobiles par un grand nombre d’utilisateurs. De
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Figure 5.3 — Vérifications des permissions pour l’accès aux données sensibles
sateur qui n’a que peu de moyen d’être informé de ce qu’il advient à ses données et dans
quel but elles sont utilisées.
Nous avons vu dans la section précédente qu’une application avait besoin de permis-
sions pour avoir accès aux données sensibles et aux services de l’appareil. L’utilisateur pour
se servir d’une application doit avoir obligatoirement accepté de lui donner accès à toutes
les permissions qu’elle demande. Après avoir accepté et tant que l’application reste installée
sur le périphérique, elle a accès sans restriction à toutes les données et services correspon-
dant aux permissions acceptées. Nous avons donc implémenté Kapuer pour apprendre les
préférences de l’utilisateur, savoir quelles permissions il voulait accorder et quelles permis-
sions il voulait révoquer aux applications afin de modifier les permissions de chaque appli-
cation pour se conformer au souhait de l’utilisateur. Nous avons dû modifier le système de
sécurité d’Android pour permettre à Kapuer de gérer l’accès aux ressources non plus via les
permissions accordées initialement aux applications mais via les politiques de sécurité qu’il
a créées à partir des préférences de l’utilisateur.
L’implémentation de Kapuer dans Android s’est donc déroulée en deux parties : une mo-
dification du système d’exploitation pour intercepter les requêtes concernant les ressources
sensibles de l’utilisateur et faire tous les traitements sur les critères et une partie du côté
application pour gérer les interactions avec l’utilisateur et intégrer XACML pour la création
et la gestion des politiques de sécurité.
5.2.1 Les détails de l’implémentation
Dans Android, Kapuer aide l’utilisateur à contrôler l’accès des applications aux res-
sources sensibles de l’utilisateur. La modification du système d’exploitation a été nécessaire
pour la mise en place de Kapuer car toutes les vérifications de permissions se passent à ce
niveau. Il n’aurait pas été possible d’avoir une gestion dynamique des permissions en res-


















































































Figure 5.4 — Architecture du prototype
des inconvénients. Tester les modifications nécessite une compilation du système pouvant
prendre jusqu’à plusieurs heures pour une compilation complète. Nous avons donc choisi
de garder certaines parties de Kapuer au niveau application pour éviter les contraintes de
compilation du système.
Une application doit déclarer ses permissions dans son manifeste, cela permet au dé-
veloppeur de l’application de faire des appels sur les méthodes correspondantes à ces per-
missions. Malgré tout, à l’exécution du code, pour chaque méthode protégée par une per-
mission, Android fait une vérification pour être sûr que l’application a bien la permission
d’utiliser cette méthode. Nous avons utilisé cette vérification pour intercepter les demandes
d’accès aux ressources sensibles de l’utilisateur. Toutes les permissions ne concernent pas
les ressources sensibles de l’utilisateur, certaines concernent seulement des utilisations de
l’interface graphique ou l’accès à des informations comme les statistiques liées à la batte-
rie. Nous avons donc défini la liste des permissions qui nous intéressent dans le cadre de
Kapuer, celles liées à la vie privée de l’utilisateur.
L’interception d’une permission correspond à une demande d’accès à une ressource.
En récupérant toutes les autres informations disponibles, Kapuer dispose d’une requête
complète. Le prototype utilise trois informations pour former une requête :
— Le nom de la permission qui permet d’identifier la ressource qui est demandée.
— Le PID du processus qui a fait la demande. Kapuer associe chaque PID à un nom
d’application.
— L’heure et le jour de la requête.
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La figure 5.4 reprend l’architecture de Kapuer adaptée pour Android. L’étape 1 de cette
figure correspond à l’interception de la requête. Cette requête va ensuite être utilisée par
le système de contrôle d’accès pour vérifier si une politique de sécurité permettant de la
gérer existe. Nous avons utilisé XACML pour la gestion du contrôle d’accès. Bien qu’il soit
possible d’intégrer directement XACML au niveau du système d’exploitation, pour faciliter
l’utilisation, nous avons préféré gérer XACML comme une application. Dès qu’une requête
est reçue par XACML, elle est traduite par le PEP dans le format qu’utilise XACML. Ainsi
chaque information de la requête est transformée en attributs stockés dans un fichier XML.
La requête est ensuite transférée au PDP pour vérifier si une politique de sécurité pouvant
la gérer existe (étape 2 de la figure 5.4). Si le PEP reçoit la réponse "PERMIT" ou "DENY",
il envoie cette réponse au système de sécurité (étape 6 de la figure 5.4). Si la réponse qu’il
reçoit est "Not Applicable", il envoie la requête au système d’aide à la décision.
Afin de sauvegarder les préférences de l’utilisateur, tous les critères et méta-critères
ayant servi au moins une fois sont stockés dans un fichier. Le prototype utilise Kagop comme
opérateur d’agrégation. Un autre fichier contient les groupes de critères qui lui sont néces-
saires. Ces fichiers sont stockés au niveau du système et sont donc inaccessibles aux ap-
plications. Ces fichiers sont lus quand une requête arrive au niveau du système d’aide à
la décision et il les modifie pour ajouter un critère jamais rencontré pour l’instant ou pour
mettre à jour un critère existant.
Les interactions avec l’utilisateur sont gérées à partir d’une application (cf figure 5.5).
Pour interagir avec l’utilisateur, Kapuer fait apparaître au moment voulu une page à l’écran
où il décrit la requête et demande à l’utilisateur sa décision. Les informations de la requête
sont transmises du système d’exploitation à l’application via un intent. Un intent décrit
une opération qu’une application doit effectuer via une action et des données. Pendant son
exécution, Kapuer envoit des intents avec deux actions différentes :
— La première avec l’action "android.intent.action.request" pour faire comprendre à
l’application qu’il faut interagir avec l’utilisateur dans le cadre d’une requête pour
connaître la décision de l’utilisateur (étape 3 de la figure 5.4). Dans ce cas, les don-
nées associées à l’intent sont les critères de la requête qui permettent à l’application
de la décrire pour l’utilisateur. Lorsque l’utilisateur a pris sa décision, l’application la
renvoie au niveau système.
— la deuxième avec l’action "android.intent.action.policy" pour faire comprendre à
l’application qu’il faut interagir avec l’utilisateur pour lui proposer une nouvelle
règle d’autorisation (étape 5 de la figure 5.4). Les données associées sont aussi des
critères mais cette fois-ci ce sont ceux de la nouvelle politique proposée. Après
avoir récupéré la décision, l’application l’envoie au niveau système. Dans le cas où
l’utilisateur a accepté la proposition, l’application, en utilisant le langage XACML,
crée la nouvelle règle et l’ajoute à la base de règles.
Un problème s’est posé lors des premiers tests du prototype. Une application faisant
appel à une méthode protégée par une permission a forcément déclaré cette permission
dans son manifeste, faute de quoi le développeur de l’application n’aurait pas pu l’utiliser.
A l’exécution, si cette méthode est appelée et que la permission est refusée alors Android
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Figure 5.5 — Exemple des 2 types d’interactions possibles avec l’utilisateur
estime qu’une erreur a été commise et lève une exception qui entraîne l’interruption de l’ap-
plication et l’apparition d’un message d’erreur. Cette exception était levée directement dans
le noyau Linux. Kapuer ne peut pas être utilisé si chaque permission révoquée conduit à un
arrêt brusque de l’application avec éventuellement la perte des données propres à l’appli-
cation. Nous avons donc résolu ce problème en supprimant les exceptions dans le noyau.
Ainsi les permissions peuvent être révoquées sans perturber les activités de l’utilisateur.
Kapuer travaille en parallèle du système de sécurité d’Android mais ne l’altère pas pour
autant. Kapuer se place en amont des différentes vérifications de permissions. Si l’utilisateur
décide, via Kapuer, de refuser l’accès à une ressource pour une application, alors Kapuer en-
verra le refus au système de sécurité qui empêchera l’accès à la ressource. Mais si l’utilisateur
décide toujours via Kapuer de laisser l’accès à une ressource, Kapuer ne fera rien et laissera
le système de sécurité faire les vérifications de permissions pour être bien sûr que l’applica-
tion puisse avoir accès à cette ressource. Donc Kapuer ne remplace pas le système de sécurité
d’Android mais le complète en permettant de révoquer une permission à l’exécution alors
que cette gestion dynamique n’est pas possible avec la version Google d’Android.
5.3 Conclusion
Ce chapitre a présenté une implémentation de Kapuer sur un système Android. Avec ce
prototype, un utilisateur peut interagir avec un smartphone ou une tablette dotée de notre
version modifiée d’Android afin que Kapuer puisse apprendre ses préférences en terme de
protection des données de vie privée pour ensuite lui proposer des politiques de sécurité
correspondant à ses préférences. L’ajout de Kapuer ne modifie quasiment pas le système de
sécurité mais permet de révoquer dynamiquement les permissions liées aux applications.
Grace à cela, l’utilisateur peut installer une application même s’il ne veut pas donner l’accès
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à certaines ressources pour cette application. Le prototype montre qu’il est possible d’inté-
grer Kapuer dans un système mobile et d’utiliser XACML pour la gestion des politiques de
sécurité.
Le prototype présente malgré tout des inconvénients. Avoir modifié le code source d’An-
droid nous a forcé à créer une version dérivée d’Android, obligatoire pour se servir de Ka-
puer. Le test de cette implémentation est donc complexe étant donné qu’elle nécessite de
changer toute la partie logiciel d’un smartphone ou d’une tablette Android, y compris le
noyau Linux, pour pouvoir utiliser Kapuer. Il n’est donc pas possible pour un possesseur
de smartphone ou de tablette d’utiliser son appareil en l’état. De plus un tel prototype n’est
pas un outil satisfaisant pour effectuer des tests pour évaluer Kapuer. De nombreux smart-
phones, autant d’utilisateurs et un temps d’utilisation conséquent seraient nécessaires pour
obtenir des résultats. Pour contourner ce problème, nous avons réalisé un simulateur du
système pour permettre d’effectuer des tests rapidement. Le simulateur et les résultats qu’il
a permis d’obtenir sont présentés dans le chapitre suivant.
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« Le vrai génie réside dans l’aptitude à évaluer l’incertain, le hasardeux, les
informations conflictuelles »
Winston Churchill
L’ÉVALUATION du système est une étape très importante et va nous permettre de va-lider ou non l’approche développée. Elle va consister en deux phases distinctes. La
première consiste à évaluer le moteur d’apprentissage en comparant les trois opérateurs
d’agrégation : L’intégrale de Choquet, la moyenne pondérée et l’opérateur que nous pro-
posons, Kagop. La deuxième phase consiste à évaluer Kapuer par rapport aux approches
existantes que nous avons décrites dans la section 2.2.
Le prototype de Kapuer développé pour Android n’est pas un outil approprié pour éva-
luer le système. Il n’est pas possible d’obtenir des résultats rapidement. En plus des moyens
matériels et humains que cela aurait demandé, il aurait fallu plusieurs jours pour avoir pour
chaque utilisateur des résultats exploitables. Il n’existe pas non plus de plateformes permet-
tant d’évaluer les résultats de notre système. C’est à cause de ces nombreuses contraintes
que nous avons décidé de développer notre propre plateforme, un simulateur, pour effec-
tuer les différents tests pour valider notre approche. Cet outil permet de reproduire des
situations de façon virtuelle. En modélisant le système et son environnement, il est possible
de recréer les conditions d’utilisation et de pouvoir contrôler son évolution. C’est un outil
de plus en plus utilisé actuellement car il permet de tester un système informatique dans
des conditions se rapprochant d’un test réel mais en limitant les coûts de développement.
6.1 Le simulateur
6.1.1 Les exigences
Le simulateur doit répondre à de nombreuses exigences :
— Au niveau des critères, le simulateur doit être générique pour pouvoir accueillir n’im-
porte quel type de critères et de méta-critères. Ces critères doivent aussi se conformer
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aux formalisme de Kapuer afin de pouvoir créer facilement les classes de critères et
les groupes de critères.
— Au niveau des requêtes, le simulateur doit aussi bien être capable de créer des re-
quêtes aléatoires à partir de la base de critères que de rejouer un ensemble de requêtes
définies venant par exemple d’une simulation déjà exécutée. Cela pour permettre de
rejouer des simulations en changeant certains paramètres des algorithmes d’appren-
tissage et de comparer les résultats. De plus, étant donné que nous voulons comparer
plusieurs opérateurs d’agrégations, les mêmes requêtes doivent pouvoir être analy-
sées sur plusieurs opérateurs en même temps.
— Au niveau des résultats à afficher, le simulateur doit donner toutes les informations
liées à la simulation. Cela comprend la liste des requêtes avec le score des requêtes
pour chacun des opérateurs d’agrégation, la liste des critères ainsi que leurs valeurs
au moment actuel pour chaque opérateur et aussi la liste des règles d’autorisation
proposées par chaque méthode d’apprentissage.
— Au niveau de la simulation, pour avoir des tests rapides et valides, il n’est pas
possible d’avoir un utilisateur pour répondre à chaque interaction. Le simulateur
doit pouvoir utiliser des règles de comportement pour savoir comment répondre au
système lors d’une interaction.
Enfin pour permettre une évaluation des résultats, le simulateur doit fournir plusieurs
métriques qui permettront de comparer les opérateurs d’agrégation. Ces métriques propres
à chaque opérateur d’agrégation sont :
— Le nombre de règles d’autorisation créées pendant la simulation.
— Le nombre d’interactions nécessaires pendant la simulation.
— Le pourcentage de complétude, c’est-à-dire le pourcentage de requêtes que le système
peut gérer grâce aux règles d’autorisation créées pendant la simulation.
— L’évolution de cette complétude afin de déterminer combien de requêtes sont néces-
saires pour arriver à différents seuils de complétude.
— Le taux d’erreurs dans les propositions. Le système peut proposer des règles d’auto-
risation contraires aux règles de comportement mais aussi des règles d’autorisation
trop abstraites et donc partiellement erronées.
Nous allons maintenant présenter le simulateur et comment il se conforme à ces exi-
gences.
6.1.2 Présentation du simulateur
Le simulateur que nous avons développé pour tester Kapuer est un programme Java. Ses
buts sont multiples, allant de la génération de requêtes aléatoires sur des critères prédéfinis
à la visualisation des valeurs de ces critères en passant par la visualisation des règles de
sécurité créées ou de statistiques portant sur la simulation en cours. Il se présente sous la
forme d’une fenêtre (cf figure 6.1) décomposée en trois parties :
— La première est composée de boutons et permet de créer des nouvelles requêtes, de
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sauvegarder ou de charger des simulations, de lancer une analyse de la simulation et
de changer les informations présentes dans la fenêtre centrale.
— La deuxième est la fenêtre centrale. Elle présente les informations importantes et les
résultats du simulateur. Il y a trois types d’informations différentes visualisables. Les
requêtes générées par le simulateur et pour chaque opérateur d’agrégation, la liste
des critères utilisés par cet opérateur ainsi que la liste des règles d’autorisation géné-
rées par l’apprentissage pendant la simulation.





Figure 6.1 — Fenêtre principale du simulateur
Les sections suivantes vont servir à présenter les différentes fonctionnalités du simula-
teur, à savoir la création des critères, la génération automatique et aléatoire des requêtes, la
gestion des opérateurs d’agrégation et la simulation du comportement utilisateur.
6.1.2.1 La création des critères
Pour que le système puisse opérer, il lui faut une base de critères. Cette base de critères
doit être créée préalablement à l’exécution du système faute de quoi le système ne pourra
rien faire. Selon le test qu’il désire exécuter, l’utilisateur du simulateur va créer les critères
dont il a besoin. Pour le bon fonctionnement du système, il faut au moins créer des critères
dans deux classes différentes, par contre, le nombre de classes n’est pas limité.
En plus de la création des critères, l’utilisateur du simulateur doit aussi penser à créer
les méta-critères de chaque critère. Les différentes hiérarchies de critères doivent donc être
définies avant leur création pour permettre de renseigner les associations entre les critères et
les méta-critères. L’utilisateur du simulateur peut aussi choisir les valeurs de chaque critère
une à une ou directement définir des valeurs de départ pour l’ensemble des critères.
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Dans le cas de l’utilisation de plusieurs opérateurs d’agrégation, il faudra créer une ins-
tance de la base de critères pour chacun des opérateurs. Étant donné que les valeurs des
critères vont évoluer différemment selon chaque opérateur, il n’est pas possible d’opérer
avec une seule instance de la base.
Les critères, méta-critères, leurs classes et leurs valeurs peuvent être visualisés dans le
simulateur (cf figure 6.2). Par exemple dans la figure, Compte est un critère appartenant à
la classe n°2, il a comme méta-critère Données Utilisateur et comme valeurs gt et f t : 2.00.
Afin de différencier les critères des méta-critères, un signe "-" a été ajouté devant le numéro
de classe des méta-critères. En bas de la figure, on retrouve les groupes de critères comme
par exemple le groupe composé des critères {Toute catégories, Ressource, Action qui a comme
valeurs gt et f t : 2.00. Les groupes de critères sont automatiquement créés à partir des critères
et des méta-critères. Une fois que les instances de la base de critères sont créées, le simulateur
peut générer des requêtes.
Figure 6.2 — Visualisation des critères/méta-critères/groupes de critères
6.1.2.2 La génération des requêtes
La génération des requêtes est une fonctionnalité très importante du simulateur. Elle va
conditionner les résultats que donnera chaque simulation. La construction d’une requête se
fait de manière aléatoire. Pour chaque classe de critères disponible dans la base de critères,
le système va en choisir une aléatoirement. La liste de ces critères constituera la requête
qui sera analysée par Kapuer. Avec cette méthode, contrairement à un système réel, Kapuer
n’aura pas besoin de décomposer la requête en critères, cette dernière étant directement une
liste de critères.
Certaines combinaisons de critères peuvent former des requêtes qui ne seraient pas perti-
nentes et qui fausseraient donc les résultats. Prenons l’exemple d’une simulation pour gérer
l’accès aux ressources sensibles pour des applications de smartphones. Le simulateur peut
fonctionner avec deux classes de critères, les applications et les ressources. Toutes les appli-
cations n’ont pas accès à toutes les ressources, il faut donc que les requêtes générées par le
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simulateur ne concernent que des combinaisons (application, ressource) possibles. Pour évi-
ter la génération de requêtes non pertinentes, l’utilisateur du simulateur peut définir avant
l’exécution du simulateur l’ensemble des combinaisons non pertinentes. Pour l’instant, il
n’est pas possible de définir cette ensemble à partir du simulateur, il faut le faire directe-
ment dans le code.
Dans la vue principale, le simulateur affiche les différentes requêtes qui ont été générées
(cf figure 6.3). Dans l’exemple de la figure, la base de critères contient trois classes de critères
donc chaque requête est composée de trois critères. Le premier correspondant à l’applica-
tion faisant la demande, le deuxième à la ressource demandée et le dernier à l’action que
l’application veut effectuer sur la ressource.
Figure 6.3 — Exemple de requêtes générées par le simulateur
6.1.2.3 La gestion des opérateurs d’agrégation
L’utilisation d’un simulateur présente de gros avantages : la vitesse d’exécution ou la
possibilité de tester facilement les différents composants d’un système. Nous avons ainsi
utilisé plusieurs opérateurs d’agrégation afin de comparer leur fonctionnement et les résul-
tats qu’ils obtiennent. Pendant nos différents tests, nous avons opté pour trois opérateurs
d’agrégations différents présentés dans le chapitre 4 : la moyenne pondérée, l’intégrale de
Choquet et Kagop, l’opérateur que nous avons développé pour Kapuer.
Chaque opérateur d’agrégation a un fonctionnement similaire, il prend en entrée une
liste de critères et donne en résultat un score. La liste de critères utilisée en entrée par chaque
opérateur correspond aux critères obtenus après décomposition de la requête. Le score ob-
tenu en sortie est le score SR de la liste de critères prise en entrée. Les opérateurs d’agré-
gation peuvent donc être vus comme des composants logiciels interchangeables. Pour le
simulateur, il n’y a pas de différence entre les opérateurs d’agrégation et il est possible d’en
ajouter ou de les remplacer très facilement.
Lorsqu’une nouvelle requête est générée, le simulateur traite cette requête avec tous les
opérateurs d’agrégation disponibles. Ce traitement est effectué en série, les uns après les
autres. Chaque requête est traitée par tous les opérateurs, ce qui permet de pouvoir compa-
rer leurs résultats sur les mêmes données. Ainsi le simulateur permet de visualiser les scores
des requêtes de chaque opérateur (cf figure 6.4).
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Figure 6.4 — Visualisation des scores des différents opérateurs sur le simulateur
6.1.2.4 La simulation de l’utilisateur
Kapuer est un système de recommandation et comme tout système d’aide à la décision,
il ne doit pas prendre la décision à la place de l’utilisateur mais l’aider et lui proposer des
solutions. Nous aurions pu développer le simulateur pour un fonctionnement identique où
l’utilisateur aurait pu prendre les décisions à chaque requête ainsi qu’à chaque proposition
de nouvelle règle. Cela aurait impliqué la présence d’une personne à chaque simulation
pour prendre toutes les décisions requises. Plusieurs problèmes se posaient alors :
— Pour avoir une simulation complète, Kapuer peut nécessiter plusieurs dizaines, voire
plusieurs centaines de requêtes. Cela aurait demandé beaucoup de temps pour ac-
complir une seule simulation, presque autant que sur un système réel alors que le
but du simulateur est justement de gagner du temps par rapport à une implémenta-
tion de Kapuer sur une machine physique.
— Pendant la totalité de la simulation, l’utilisateur doit adopter un comportement cohé-
rent dans ses décisions. Pour que Kapuer puisse déduire des règles, l’utilisateur doit
avoir un comportement semblable dans des situations qui se reproduisent, faute de
quoi on se retrouve dans un cas où l’utilisateur n’a pas de préférences cohérentes, ce
qui est plus difficile à apprendre.
Pour éviter ces problèmes, nous avons choisi d’écarter l’utilisateur de la simulation. Mais
pour rester dans le cadre d’un système d’aide à la décision et non avoir un système auto-
matisé, nous avons remplacé l’utilisateur par un comportement artificiel. Il est modélisé
avant de lancer une simulation par un ensemble de règles de comportement (cf figure 6.5).
Ces règles vont donner au système des informations sur la gestion des différentes requêtes.
Ainsi lors du traitement d’une requête, à chaque fois que Kapuer doit interagir avec l’utilisa-
teur, il va le faire avec le simulateur. Le simulateur va vérifier s’il existe une règle dont tous
les critères correspondent avec les critères de la requête. Si une telle règle existe, le simula-
teur utilise la décision associée à la règle pour répondre à Kapuer. Dans le cas où aucune
règle ne peut répondre à la requête, le simulateur répond à Kapuer par un refus.
De la même façon, lorsque Kapuer doit proposer une règle à l’utilisateur, il la propose à la
place au simulateur. Le simulateur vérifie une nouvelle fois avec les règles de comportement
et peut donner sa réponse. De ce fait, il est possible à la fin d’une simulation de connaître la
complétude des règles créées.
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Figure 6.5 — Exemple de règles de comportement
6.2 Les scénarios de test
Pour évaluer le système, nous sommes partis sur deux scénarios différents. Le premier
utilise une base de critères assez petite avec un seul niveau de méta-critère. Il utilise trois
classes de critères dont une contextuelle illustrant le moment où la requête est faite. Le
deuxième scénario utilise une base de critères plus réaliste qui pourrait être celle que l’on re-
trouverait en utilisant Kapuer sur un smartphone. Nous allons maintenant décrire ces deux
scénarios plus en détails.
6.2.1 Premier scénario
Pour ce scénario , nous avons créé une base de critères composée de trois classes de
critères.
Classe de critère n°1 :
Les critères de cette classe correspondent à quelle entité demande un accès. Cette classe
comprend les quatre méta-critères et les neuf critères suivants :
— les critères Jimmy, Lee et Billy correspondant à trois membres de la famille de l’utili-
sateur. Ils ont donc tous les trois le même méta-critère Famille.
— les critères Bob, Jay et Fred correspondent à trois amis de l’utilisateur. Ils ont en com-
mun le méta-critère Ami.
— les critères Pierrick et Mick correspondent à deux collègues de l’utilisateur. Ils ont en
commun le méta-critère Collègue
— le critère John est une personne inconnue de l’utilisateur. Son méta-critère est Inconnu.
La hiérarchie de critères de cette classe est illustrée par la figure 6.6
Classe de critère n°2 :
La deuxième classe de critères regroupe les critères et les méta-critères utilisés pour les
ressources. Ils vont servir à savoir quelle ressource est demandée. Pour cela, nous avons
défini les trois méta-critères et les six critères suivants :
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Figure 6.6 — Hiérarchie de critère de la classe n°1 du premier scénario
— les critères Liste de contacts et Calendrier sont des données appartenant à l’utilisateur
mais ne le concernant pas directement. Ces deux critères ont en commun le méta-
critère Donnée
— les critères Nom et Adresse e-mail sont des données appartenant à l’utilisateur mais le
concernant directement cette fois-ci. Ces deux critères ont en commun le méta-critère
Information.
— les critères GPS et Appareil photo sont des services du smartphone de l’utilisateur
permettant d’avoir accès à la localisation de l’utilisateur et à capturer des photos ou
des vidéos. Ces deux critères ont en commun le méta-critère "Service".
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Figure 6.7 — Hiérarchie de critère de la classe n°2 du premier scénario
Classe de critère n°3 :
La troisième et dernière classe de critères concerne l’aspect temporel de la requête. Il est
ici question de savoir à quel moment la requête a eu lieu. Pour cela, nous avons défini deux
méta-critères et quatorze critères. Les deux méta-critères sont Matin et Après-midi et les cri-
tères correspondent à la demi-journée où la requête a été faite (Lundi matin ou Mercredi après-
midi par exemple). On peut remarquer que ces critères sont déjà des abstractions de l’horaire
réel de la requête. Mais au delà de la complexité de créer un nouveau critère à chaque fois
qu’un nouvel horaire apparaît, cela n’aurait pas été pertinent au niveau de l’apprentissage.
Il est peu évident que deux requêtes soient effectuées exactement à la même heure et cela
n’apporterait pas d’information intéressante sur les préférences de l’utilisateur.
La hiérarchie de critères de cette classe est illustrée par la figure 6.8
Une fois cette base de critères mise en place, il ne reste plus qu’à fournir un comporte-
ment au simulateur pour lancer les simulations. Avec ce comportement, le système accepte
de tout partager, tout le temps, avec la famille ; de tout partager le matin avec les collègues ;
de tout partager l’après-midi avec les amis et finalement refuse toutes les requêtes d’un in-
connu. Cela donne les règles suivantes :
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Figure 6.8 — Hiérarchie de critère de la classe n°3 du premier scénario
Liste des règles de comportement :
— Règle n°1 : Partage Donnée, Information et Service avec Famille les Matin et Après-midi.
— Règle n°2 : Partage Donnée, Information et Service avec Ami les Matin et Après-midi.
— Règle n°3 : Partage Donnée, Information et Service avec Collègue les Matin et Après-midi.
Si le système voit une correspondance entre les critères d’une requête et les critères d’une
règle, il accepte le partage sinon il refuse. C’est pour cela qu’aucune règle ne concerne les
inconnus. Étant donné que toute requête venant d’un inconnu doit être refusé, il n’est pas né-
cessaire de créer une règle pour décrire cette partie du comportement. L’objectif de Kapuer
est de retrouver ces règles de comportement et de les convertir en politique d’autorisation
grâce à l’apprentissage.
6.2.2 Deuxième scénario
Ce deuxième scénario utilise une autre base de critères et des hiérarchies plus complètes
de méta-critères. Pour créer la nouvelle base de critères, nous sommes allés chercher les
entités utilisées par CyanogenMod. Nous sommes donc partis sur une base de critères plus
classique, basée sur trois classes de critères représentant les sujets faisant la requête, les
ressources demandées et l’action que le sujet veut effectuer sur la ressource.
Classe de critère n°1 :
La première classe de critères, celle qui concerne les sujets, n’utilise plus directement des
personnes mais des applications. Sur un smartphone c’est à travers les applications que les
données de vie privée vont être divulguées. Donc pour pouvoir exécuter ce test à la fois sur
le simulateur Kapuer mais aussi sur le smartphone, nous avons choisi les 50 applications
gratuites les plus populaires fonctionnant sous Android. Contrairement au premier test,
nous sommes partis sur une base de critères beaucoup plus riche, pour se rapprocher d’un
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cas d’utilisation réel car un utilisateur d’Android a en moyenne 32 applications sur son
smartphone selon un sondage effectué par Google en 2013 1. Nous n’avons pris que des
applications gratuites car toujours selon le sondage effectué par Google, les applications
payantes ne sont qu’en très faible nombre sur les smartphones des utilisateurs et ne
représentent en moyenne que 3.5 applications sur les 32. Ces 50 critères dépendent des 8
méta-critères suivants correspondant à chaque fois à la catégorie de l’application :
— le méta-critère Jeux est utilisé pour 28 critères soit plus de la moitié des applications.
Le profil de l’utilisateur peut donc être considéré comme celui d’un adolescent assez
joueur.
— le méta-critère Social regroupe les applications de réseaux sociaux. 4 applications sont
concernées.
— le méta-critère Communication regroupe les application destinées à communiquer tex-
tuellement, vocalement ou visuellement. 4 applications sont concernées.
— le méta-critère Gadget concerne 4 applications.
— le méta-critère Divertissement concerne 3 applications.
— le méta-critère Outils concerne 3 applications.
— le méta-critère Musique&Audio concerne 2 applications.
— le méta-critère Voyages&Infos concerne 2 applications.
Figure 6.9 — Les 50 applications du scénario 2
Contrairement au premier test, cette fois plusieurs niveaux de méta-critères sont dispo-
nibles. Ainsi cette première classe de critères a un deuxième niveau de méta-critères com-
posé du seul méta-critère Toutes catégories. Les 8 méta-critères du premier niveau dépendent
de ce méta-critère. La hiérarchie de critères de cette classe est illustrée par la figure 6.10
Classe de critère n°2 :
La deuxième classe de critères concerne les ressources. Pour savoir quelles ressources
utiliser pour ce test, nous sommes allés inspecter les permissions des 50 applications pour
savoir à quelles ressources elles pouvaient avoir accès. Cette inspection nous a permis de
trouver un ensemble de 15 ressources (figure 6.11).
La hiérarchisation des méta-critères de cette classe est plus complexe que les précé-
1. http ://think.withgoogle.com/mobileplanet/fr/
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Figure 6.10 — Hiérarchie de critère de la classe n°1 du second scénario
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Figure 6.11 — Les 15 ressources de la deuxième classe de critères
dentes. Les 15 ressources sont regroupées de la façon suivante :
— le méta-critère Service regroupe les critères GPS, APN, Téléphone et Audio.
— le méta-critère Internet regroupe les critères 3G et Wifi. Le méta-critère Réseau re-
groupe ensuite le méta-critère Internet et les critères NFC et Bluetooth.
— le méta-critère Données Utilisateur regroupe les critères Calendrier, Contacts, Compte et
SMS.
— le méta-critère Données Système regroupe les critères Log, Paramètre et Fichier.
D’autres niveaux de méta-critères sont ensuite présents. Ainsi le méta-critère Hardware
regroupe les méta-critères Service et Réseau et le méta-critère Données regroupe les méta-
critères Données Utilisateur et Données Système. Enfin le méta-critère Ressources est en haut
de la hiérarchie et regroupe les méta-critères Hardware et Données. Cette hiérarchie est repré-
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Figure 6.12 — Les 15 ressources de la deuxième classe de critères
Classe de critère n°3 :
Finalement la troisième classe de critères concerne les actions qui peuvent être effectuées
par les applications sur les ressources. Pour trouver ces actions, comme pour les ressources,
nous sommes allés inspecter les permissions des applications pour savoir comment elles
pouvaient agir sur les ressources. Nous avons donc trouvé cinq critères et trois méta-critères
pour cette classe :
— le méta-critère Accès local regroupe les critères Lire, Ecrire et Exécuter.
— le méta-critère Accès externe regroupe les critères Envoyer et Recevoir.
— le méta-critère Action regroupe les méta-critères Accès local et Accès externe.





Figure 6.13 — Hiérarchie de critère de la classe n°3 du second scénario
Ces trois classes de critères forment la base de critères de ce test. Nous avons donc au
total 70 critères et 20 méta-critères. Nous avons aussi défini un nouvel ensemble de règles de
comportement. Nous avons créé huit règles, chacune est centrée sur une catégorie d’applica-
tions et décrit à quelles ressources ces applications peuvent avoir accès. Les règles utilisent
tout les niveaux d’abstraction au niveau des ressources en allant du critère au plus abstrait
des méta-critères. Les huit règles utilisées sont les suivantes :
Liste des règles de comportement :
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— Règle n°1 : J’autorise les applications de la catégorie Jeux à avoir un accès à Internet.
— Règle n°2 : J’autorise les applications de la catégorie Social a avoir accès au réseau et
aux données systèmes.
— Règle n°3 : J’autorise les applications de la catégorie Communication à avoir accès
au réseau et aux services.
— Règle n°4 : J’autorise les applications de la catégorie Gadget à avoir accès à Internet.
— Règle n°5 : J’autorise les applications de la catégorie Musique&Audio à avoir accès
au réseau et à l’audio.
— Règle n°6 : J’autorise les applications de la catégorie Outils à avoir accès à tout ce
qu’elles demandent.
— Règle n°7 : J’autorise les applications de la catégorie Voyages&Infos à avoir accès au
réseau et au GPS.
— Règle n°8 : J’autorise les applications de la catégorie Divertissement à avoir accès à
Internet.
Pour être encore plus proche de la réalité, les requêtes de ce test ne sont plus totale-
ment aléatoires. Nous avons regardé pour chaque catégorie d’applications quelles requêtes
pouvaient être réalisées et nous nous sommes restreints à générer seulement ces requêtes.
Par exemple, aucun jeu ne peut effectuer d’action sur l’appareil photo donc il n’y aura pas
de requête du type "Le jeu X a demandé à effectuer l’action Y sur l’appareil photo". Ainsi, nous
nous rapprochons des conditions réelles et nous donnons un intérêt à la classe de critères
concernant les actions. Bien que les règles de comportement autorisent un accès pour tout
type d’actions, si une catégorie d’applications ne peut avoir qu’un accès en lecture sur une
ressource, la règle d’autorisation créé par Kapuer doit correspondre et ne porter que sur la
lecture et non sur toutes les actions.
6.3 Évaluation
Maintenant que les scénarios ont été présentés, nous allons pouvoir passer à l’évaluation
du système. Cette évaluation s’effectue en deux temps. Premièrement une comparaison des
opérateurs d’agrégation et deuxièmement une comparaison entre Kapuer et les approches
existantes : Privacy Guard de CyanogenMod et XACML.
6.3.1 Évaluation des opérateurs d’agrégation
Cette partie de l’évaluation est elle aussi découpée en deux phases. Pour la première
phase de test, tous les opérateurs d’agrégation utiliseront la même formule de mise à jour
des critères et des méta-critères. Une deuxième phase de test sera effectuée en modifiant
cette formule pour améliorer les performances du ou des opérateurs se comportant moins




Pour effectuer cette première phase, nous avons lancé 10 simulations de 5000 requêtes
chacune sur chaque scénario. L’objectif de la simulation en lançant autant de requêtes est
d’essayer de s’approcher au plus près des 100% de complétude afin de pouvoir analyser au
mieux l’apprentissage. Étant donné que les critères dans les requêtes sont choisis aléatoire-
ment, il faut lancer un très grand nombre de requêtes pour que le maximum de combinaison
puisse sortir et que l’apprentissage soit complet. A chaque fois qu’une nouvelle requête ar-
rive, son traitement se fait sur les trois opérateurs d’agrégation, l’un après l’autre. Les simu-
lations ont été effectuées sur une machine tournant sous Mac OS X dotée d’un processeur
Intel Core i7 2.8GHz et de 4Go de Ram DDR3. Comme indiqué plus tôt, dans ce test, tout













































































Figure 6.15 — Comparaison du nombre de règles d’autorisation créées sur le scénario 2
Métrique n°1 : Le nombre de règles d’autorisation
Les graphiques des figures 6.14 et 6.15 présentent les résultats de la première métrique :
le nombre de règles d’autorisation créées par chaque méthode d’apprentissage pour chaque
simulation. Plusieurs enseignements peuvent être tirés de ces graphiques. Sur les deux scé-
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narios, Kagop est l’opérateur nécessitant en moyenne le moins de règles d’autorisations. Sur
le scénario 1, les résultats sont très stables et tournent légèrement en dessous de 40 règles
de moyenne. Pour le scénario 2, les résultats varient un peu plus avec une moyenne de 42
règles par simulation. La moyenne pondérée a quant à elle les plus mauvais résultats sur les
deux scénarios. Sur le scénario 1, cet opérateur crée en moyenne trois fois plus de règles que
Kagop et quasiment deux fois plus sur le scénario 2. Ce résultat était malgré tout prévisible
car de la façon dont sont construites les règles de comportement, il y a interactions entre les
critères. La moyenne pondérée ne prenant pas en considération ces interactions, elle est for-
tement pénalisée pour apprendre correctement les préférences de l’utilisateur. Le troisième
opérateur, l’intégrale de Choquet, a des résultats très différent. Alors que sur le scénario 2,
il est l’opérateur proposant le moins de règles d’autorisation à l’utilisateur, il est quasiment
au même niveau que la moyenne pondérée sur le scénario 1. En ne prenant en compte que
cette métrique, Choquet semble donc mieux se comporter sur une grosse base de critères


























6 1#2%&'()78 3&%-./18 0'8 2.&00-7%&0'911%'
%&.%2&%'5&0'%345&0'(&'.1#91%3&#&8 3'
'()*+,-( ./001/ 23,343
Figure 6.16 — Comparaison du nombre d’interactions nécessaires pour recréer chaque
règle de comportement du scénario 1
Métrique n°2 : Le nombre d’interactions
Le nombre de règles d’autorisation créées ne permet pas à lui seul d’évaluer l’appren-
tissage des différentes méthodes. Cette métrique doit être mise en relation avec d’autres
comme le nombre d’interactions nécessaires pour recréer chaque règle de comportement.
Pour rappel, le scénario 1 comporte quatre règles de comportement et le scénario 2 en com-
porte huit. Les résultats de cette deuxième métrique sont illustrés sur les graphiques des
figures 6.16 et 6.17.
Les résultats de cette métrique sont cohérent avec ceux de la première. Pour les deux
scénarios, Kagop est toujours l’opérateur d’agrégation nécessitant le moins d’interactions
pour recréer les règles de comportement. C’est donc lui qui impose le moins d’effort à l’uti-
lisateur pour recréer sa politique d’autorisation. De la même façon, sur l’ensemble des deux
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Figure 6.17 — Comparaison du nombre d’interactions nécessaires pour recréer chaque
règle de comportement du scénario 2
créer l’ensemble des règles de comportement. Encore une fois, la non prise en compte des
interactions entre les critères prive l’apprentissage de beaucoup d’informations. Hors ces in-
formations manquantes sont nécessaires pour avoir une connaissance suffisante des préfé-
rences de l’utilisateur. Pour compenser ce manque d’informations, la moyenne pondérée est
obligée d’interagir plus souvent avec l’utilisateur pour arriver au même niveau de connais-
sances des préférences.
Le comportement de l’intégrale de Choquet sur cette métrique est plus erratique. Si on
l’analyse sur le scénario 1, il présente des performances similaires aux deux autres opéra-
teurs sur les règles n°1 et n°4. Ces règles sont les plus simples et ne portent que sur une seule
classe de critères. La règle n°1 autorise l’accès à toutes les ressources tout le temps pour la
famille donc seul le critère Famille est important. De même pour la règle n°4 qui refuse tout
accès à toutes les ressources pour les inconnus où seul le critère Inconnu est important. Pour
les règles n°2 et n°3 plus complexes car portant sur les trois classes de critères, l’intégrale de
Choquet obtient des résultats similaires à la moyenne pondérée et très loin de Kagop. Pour
le scénario 2, bien que les règles de comportement soient plus complexes et portent à chaque
fois sur plusieurs classes de critères, Choquet obtient de bon résultats, proche de Kagop, sur
toutes les règles hormis la règle n°1. Une fois de plus, Choquet semble mieux se comporter
sur une grosse base de critères avec des hiérarchies importantes.
Par contre il est important de remarquer que bien que le scénario 2 utilise une base de
critères bien plus grande que le scénario 1 et que les règles de comportement sont plus nom-
breuses et plus complexes, le nombre d’interactions moyennes pour recréer une règle est en
moyenne bien plus faible que pour le scénario 1. Il faut en moyenne 184 interactions pour re-
créer une règle du scénario 1 contre seulement 40 pour recréer une règle du scénario 2. Bien
qu’il y ait deux fois plus de règles dans le scénario 2, le nombre d’interactions total est bien
plus faible en faveur du scénario le plus complexe. L’utilisation d’une hiérarchie sur plu-
sieurs niveaux est donc très importante pour réduire l’effort nécessaire à aider l’utilisateur
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Figure 6.19 — Comparaison des points de passage à 50% et 80% de complétude pour le
scénario 2
Métrique n°3 : La complétude
Si le nombre d’interactions total ou pour recréer chaque règle de comportement donne
des informations sur la fin des simulations et de l’effort à fournir pour l’utilisateur, il est
aussi important de s’intéresser à la rapidité de cet apprentissage et donc de regarder la pro-
gression du niveau de complétude. Les graphiques relatifs à cette nouvelle métrique sont
disponibles en annexe (Annexe A pour le scénario 1 et Annexe B pour le scénario 2). Les
graphiques des figures 6.18 et 6.19 les résument en comparant les nombres de requêtes né-
cessaire pour arriver à 50% et à 80% de complétude.
En regardant de plus près les graphiques en annexe, on peut voir que pour le scéna-
rio 1, quelque soit la méthode employée, les premières règles d’autorisation apparaissent à
peu près en même temps. La seule exception est pour Choquet pendant la simulation n°7
où le départ s’effectue légèrement plus tard. Il faut remarquer sur ces graphiques que la
différence d’ordonnée entre deux points consécutifs correspond au niveau de complétude
amené par la règle d’autorisation correspondant au deuxième point. Plus cette différence
est importante, plus la règle est abstraite. On peut voir sur les graphiques du scénario 1 que
pour la moyenne pondérée et Choquet, ces écarts sont très faibles et on constate des aggluti-
nements de points correspondant à des règles d’autorisation de bas niveau proposées à des
périodes rapprochées. Les points pour Kagop sont un peu plus espacés autant en abscisse
qu’en ordonnée, cela veut dire que Kagop propose des règles un peu moins souvent et que
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celles ci sont plus souvent abstraites que pour les deux autres opérateurs. Si on regarde la
forme de chaque ensemble de points, la progression pour Kagop et la moyenne pondérée
est similaire quel que soit la simulation. Pour Choquet, les résultats sont plus différents et
il peut se retrouver l’opérateur le plus rapide dans la simulation n°1 et n°3 mais le moins
rapide dans les autres.
Pour le scénario 2, les résultats sont totalement différents. Avec des hiérarchies plus com-
plètes et une forte possibilité d’abstraction des règles d’autorisation, on constate des écarts
de niveau de complétude entre deux points du même opérateur bien plus important. Si on
traçait les courbes de chaque nuage de points, les pentes des courbes du scénario 2 serait
plus forte que celle du scénario 1. L’utilisation de hiérarchies importantes permet donc un
apprentissage plus rapide. En comparant les opérateurs entre eux sur ce deuxième scénario,
on remarque que généralement, la moyenne pondérée en plus d’avoir une pente plus faible
que les autres, commence à proposer des règles d’autorisation plus tardivement. En com-
pensant le manque d’informations dû aux interactions entre critères qu’elle ne prend pas
en compte par un plus grand nombre d’interactions avec l’utilisateur, elle prend du retard
par rapport aux autres opérateurs. La progression de la complétude est assez similaire entre
l’intégrale de Choquet et Kagop. On remarque bien sur les graphiques de la figure 6.19 que
ces deux opérateurs ont des courbes proches quand la moyenne pondérée est bien au delà.
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Figure 6.20 — Pourcentage de règles trop abstraites ou erronées pour le scénario 2
Métrique n°4 : Le pourcentage d’erreurs
La dernière métrique à évaluer pour ce test est le pourcentage de règles proposées erro-
nées. Afin de vérifier que l’apprentissage est correct, il faut vérifier que les règles proposées
conviennent à l’utilisateur. Pour ce test, cela revient à vérifier que les règles d’autorisation
correspondent bien aux règles de comportement de chaque scénario. Si une règle d’autori-
sation est contraire aux règles de comportement, alors l’apprentissage n’est pas correct et
Kapuer ne sera pas utile à l’utilisateur. Mais il y a un autre cas où les règles peuvent être er-
ronées. Une règle d’autorisation peut correspondre en partie à une règle de comportement
mais la trop grande abstraction de cette règle fait qu’elle ne correspond pas totalement.
Dans ce cas là l’apprentissage, en étant trop rapide sur certains méta-critères, n’apprend pas
correctement les préférences de l’utilisateur. Ces fautes sont moins graves pour le système
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car lorsque le système sera utilisé par un vrai utilisateur, il est prévu qu’il puisse changer
l’abstraction des critères d’une règle qui lui est proposée. Ainsi en cas d’abstraction trop
élevée sur un critère, il pourra la baisser et obtenir une règle d’autorisation qui lui convient
parfaitement.
Un seul graphique, celui de la figure 6.20 illustre cette métrique. Étant donné que le scé-
nario 1 ne permet pas beaucoup d’abstractions, aucune règle proposée n’a été partiellement
erronée dû à une trop grande abstraction. Les seules règles trop abstraites proposées dans
ce test l’ont donc été sur le scénario 2. Les résultats montrent que Kagop et la moyenne pon-
dérée ont un nombre de règles proposées erronées semblables, avec 16,4% pour Kagop et
19.0% pour la moyenne pondérée. Par contre, l’intégrale de Choquet admet un nombre de
règles proposées erronées très supérieur avec une moyenne de 57,3%. Donc Choquet ap-
prend vite mais mal. En regardant les règles d’autorisation proposées par chaque opérateur,
on constate que les règles erronées sont toutes composées d’un ou plusieurs méta-critères
du plus haut niveau soit Toutes catégories, Ressources ou Action. Nous avons lancé ce test avec
la même formule de mise à jour des critères et des méta-critères. Si cette formule donne des
résultats plutôt correct pour la moyenne pondérée et Kagop, elle n’est pas optimisée pour
Choquet qui fait augmenter les valeurs des méta-critères trop rapidement et ainsi propose
des règles d’autorisation trop abstraites à l’utilisateur.
6.3.1.2 Amélioration du paramétrage de l’intégrale de Choquet
Comme on vient de le voir, l’intégrale de Choquet n’obtient pas de bons résultats en
utilisant la même formule pour mettre à jour les méta-critères que les autres opérateurs
d’agrégation. Les valeurs des méta-critères augmentent trop rapidement et cela cause une
majorité de propositions trop abstraites dans le scénario 2. Il est donc nécessaire de modifier
cette formule pour faire en sorte que les valeurs des méta-critères augmentent moins rapi-
dement et obtenir ainsi des préférences plus proche du comportement de l’utilisateur. La





Nous avons modifié cette formule pour avoir des valeurs de mise à jour plus faible. La





Une deuxième phase de test à été lancé pour comparer les résultats avec cette nouvelle
formule.
6.3.1.3 Deuxième phase
Pour cette deuxième phase de tests, nous avons repris les mêmes scénarios et les mêmes
bases de critères pour chacune des dix simulations. Ainsi nous avons relancé les mêmes
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simulations sur la moyenne pondérée, Kagop et l’intégrale de Choquet utilisant tout les
trois la même formule 6.1 de mise à jour des méta-critères. Nous rajoutons l’intégrale de
Choquet utilisant la nouvelle formule 6.2. Toutes les métriques ne seront pas développées









































































Figure 6.21 — Nombres de règles d’autorisation créées
Les graphiques de la figure 6.21 reprend ceux des figures 6.14 et 6.15 en y rajoutant la
courbe de Choquet avec la formule modifiée. On peut voir que dans les deux scénarios, la
modification sur Choquet amène un nombre supérieur de règles créées. Étant donné que
les valeurs des méta-critères augmentent moins rapidement, les règles proposées sont de
bas niveau et en grand nombre pour couvrir tous les cas possibles. Alors qu’originalement
Choquet avait des résultats similaires à la moyenne pondérée pour le scénario 1 et à Kagop
pour le scénario 2, avec la modification, le nombre a plus que triplé pour le scénario 1 et


































































Figure 6.22 — Moyenne du nombre d’interactions
Un apprentissage de plus bas niveau implique plus de règles d’autorisation créées mais
implique aussi un plus grand nombre d’interactions, ce que confirme les graphiques de la
figure 6.22. Si pour le scénario 2, Choquet modifié interagit toujours moins avec l’utilisateur
que la moyenne pondérée, ce n’est plus le cas sur le scénario 1. Les performances sont bien
moins bonnes et l’avantage de prendre en compte les interactions entre critère est perdu par
le manque d’abstraction par rapport aux autres opérateurs.
Le grand reproche qui peut être fait à Choquet sur la première phase de ce test est le
grand nombre de règles d’autorisation erronées. L’utilisation de la nouvelle formule permet
de résoudre en partie ce problème. Comme on peut le voir sur le graphique de la figure 6.23,
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Figure 6.23 — Pourcentage de règles trop abstraites pour le scénario 2 en ajoutant la mo-
dification de Choquet
aux deux autres opérateurs. Malgré tout, deux simulations montrent encore un fort taux
d’erreurs. En analysant certaines simulations en détail, on retrouve les raisons de ce fort taux
d’erreurs. Par exemple si on regarde le critère Ressource. La Seule règle valable qui pourrait
utiliser ce critère est "Les applications de type Outils peuvent avoir accès à toutes les Res-
source" correspondant à la règle de comportement n°4. L’utilisation du critère Ressource dans
un autre cas donne une règle erronée. Dans la simulation n°1, ce critère est proposé à tort
dans une seule règle d’autorisation alors que dans la simulation n°7, ce critère est proposé
dans 24 règles et 51 fois dans la simulation n°10. Dans ces deux simulations, l’apprentissage
était toujours trop rapide sur les critères proposant le plus d’abstractions.
6.3.1.4 Conclusion du test
Pendant ces deux phases de test, nous avons testé trois méthodes d’apprentissage, cha-
cune basée sur un opérateur d’agrégation différent. Chacune de ces méthodes a été testé sur
deux scénarios, le premier utilisant une base de critères réduite et de faible hiérarchie de
critères limitée à un seul niveau d’abstraction et le deuxième utilisant une base de critères
plus large et une hiérarchie de critères plus complète sur plusieurs niveaux.
Les résultats confirment que dans ce problème d’aide à la décision multicritère, il y a
interaction entre les critères. De ce fait, la méthode utilisant la moyenne pondérée n’obtient
pas de bon résultats. Pour arriver à recréer la politique d’autorisation, elle a besoin de plus
d’interactions et de plus de règles. Par contre les règles proposées sont pertinentes et l’ap-
prentissage ne fait pas d’erreurs. Les deux autres opérateurs d’agrégation partaient avec un
avantage vu qu’ils prennent en compte les interactions entre les critères. Pour autant, l’inté-
grale de Choquet n’obtient pas de résultats convaincants. Lors de la première phase de tests,
les résultats sur le scénario 1 s’approchent de ceux de la moyenne pondérée. Les résultats
étaient meilleurs sur le scénario 2 mais le fort taux de règles erronées ne peut pas donner
satisfaction à l’utilisateur. Pour corriger ce dernier point, nous avons lancé une deuxième
phase de test en modifiant la formule de mise à jour des méta-critères. Avec cette modifi-
cation, le taux d’erreurs s’est amélioré. Mais si les résultats sur les autres métriques étaient
toujours meilleurs sur le scénario 2, ils se sont totalement dégradés sur le scénario 1. On
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peut donc en déduire que pour Choquet, la formule de mise à jour des méta-critères est dé-
pendante de la base de critères, des hiérarchies et du comportement de l’utilisateur. Chaque
instance du système devrait donc être paramétrée pour arriver à des résultats convenables.
Hors il est impensable de demander à l’utilisateur de devoir paramétrer le système avant de
l’utiliser. Kapuer est destiné à être utilisé par tout type d’utilisateurs et doit pouvoir fournir
des résultats satisfaisant quel que soit le profil de l’utilisateur. Finalement, Kagop, l’opé-
rateur d’agrégation que nous proposons, est l’opérateur qui obtient les meilleurs résultats.
De plus ils sont stables sur toutes les simulations. Cette méthode est utilisable aussi bien
sur une base de critères réduites qu’une base large et les règles d’autorisation propose plus
d’abstractions que les autres méthodes permettant ainsi de recréer la politique d’autorisa-
tion de l’utilisateur avec moins d’interactions et moins de règles d’autorisations. L’effort de
l’utilisateur est ainsi minimisé.
Maintenant que nous avons évalué les différents opérateurs d’agrégation, nous allons
pouvoir passer à l’évaluation de Kapuer vis à vis des approches existantes. Étant donné qu’il
présente les meilleurs résultats, nous utiliserons Kagop comme méthode d’apprentissage
pour cette évaluation.
6.3.2 Evaluation de Kapuer
Bien que nous ayons évalué Kapuer et les différents opérateurs d’agrégation sur
plusieurs métriques, nous ne pouvons toujours pas dire si Kapuer est une alternative
intéressante pour l’utilisateur. Nous connaissons l’effort moyen demandé pour qu’un
utilisateur puisse écrire sa politique d’autorisation et nous connaissons aussi le taux de pro-
positions qui satisferont l’utilisateur. Il nous reste à comparer l’effort demandé par Kapuer
par rapport aux autres solutions déjà existantes. Dans la première partie de ce manuscrit
(voir section 2.2), nous avons étudié deux autres solutions permettant à l’utilisateur de
définir sa politique d’autorisation :
— CyanogenMod qui utilise une interface graphique, facile à utiliser et accessible à tous.
— XACML, un langage de contrôle d’accès permettant de définir une politique d’auto-
risation précise mais nécessitant des connaissances techniques.
Il est incontestable que XACML ne peut pas être utilisé directement par le grand public.
Sans apprendre le langage, il est impossible de pouvoir écrire sa politique d’autorisation.
Donc bien que cela reste une solution, elle n’est pas envisageable dans notre cas. La seule
solution restante reste un système comme CyanogenMod.
Nous avons donc utilisé la distribution alternative d’Android pour voir quel était l’ef-
fort nécessaire pour écrire notre politique d’autorisation composée des huit règles définies
précédemment dans ce chapitre. Nous avons compté le nombre de pressions du doigt né-
cessaires pour recréer chaque règle de comportement. Lorsque Kapuer est implémenté sur
un smartphone, les interactions avec l’utilisateur sont aussi effectuées avec une pression du
doigt. Il nous est donc aisé de comparer le nombre de pressions et donc l’effort nécessaire
pour chaque méthode. Par exemple, pour recréer la règle n°1 avec CyanogenMod, l’utilisa-





































Figure 6.24 — Comparaison du nombre d’interactions nécessaire pour recréer les règles
de comportement
doit être accepté ou refusé donc une pression de nouveau par permission. La première règle
accorde l’accès à Internet pour tous les Jeux. Cela correspond à 28 applications, 6 permis-
sions à accepter et 10 permissions à refuser, soit 16 pressions par applications et un total de
476 pressions pour accéder aux 28 applications et choisir les 16 permissions. Le graphique
de la figure 6.24 présente les résultats sur les huit règles en comparant CyanogenMod à
Kapuer en utilisant Kagop qui est la méthode nécessitant le moins d’interactions avec l’uti-
lisateur. Nous pouvons voir que Kapuer demande moins d’effort à l’utilisateur pour toutes
les règles. Au total cela représente 190 pressions pour Kapuer contre 848 pour Cyanogen-
Mod. Les autres opérateurs d’agrégation, même en ayant besoin de plus d’interactions avec
l’utilisateur sont quand même plus intéressant pour l’utilisateur en terme d’effort que Cya-
nogenMod (295 pour Choquet et 480 pour le moyenne pondérée).
6.4 Conclusion
L’utilisation d’un simulateur nous a permis d’évaluer plusieurs aspects de Kapuer. Alors
que ce n’était pas possible avec le prototype, nous avons pu tester et comparer les trois opé-
rateurs d’agrégation sur des milliers de requêtes (100 000 requêtes, 50 000 par scénario). Les
résultats des simulations ont permis de démontrer que l’utilisation d’un opérateur d’agréga-
tion prenant en compte les possibles interactions entre critères est indispensable pour avoir
de meilleures résultats. Ainsi la moyenne pondérée propose des règles d’autorisation va-
lables mais manque d’abstraction et de vitesse. L’intégrale de Choquet, bien que prenant
en compte les interactions entre les critères, nécessite un paramétrage précis dépendant du
profil de l’utilisateur et de la base de critères utilisée. Mais il est impossible de laisser ce
paramétrage à l’utilisateur donc cette méthode n’est pas non plus la plus appropriée. L’opé-
rateur d’agrégation que nous proposons, Kagop, obtient les meilleurs résultats, quel que soit
la base de critères utilisée. De plus, ces résultats restent stable tout au long des simulations
et Kagop n’affiche qu’un faible taux de règles d’autorisation erronées.
Ces simulations ont permis de démontrer que Kapuer pourrait être très utile pour ai-
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der un utilisateur a écrire sa politique d’autorisation. L’utilisation des différentes notions
autour des critères permet un apprentissage précis des préférences de l’utilisateur et celle
d’XACML qui reste totalement transparente pour l’utilisateur permet d’écrire les différentes
règles d’autorisation avec un niveau d’abstraction qui peut différer pour réduire l’effort de
l’utilisateur. En effet, l’utilisation seule d’XACML n’est pas possible pour le grand public et
les résultats ont prouvé qu’un système classique comme CyanogenMod demande un effort
important à l’utilisateur alors que cet effort est réduit si l’utilisateur utilise Kapuer comme
assistant pour écrire sa politique d’autorisation.
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« You have to start with the truth. The truth is the only way that we can get
anywhere. Because any decision-making that is based upon lies or ignorance
can’t lead to a good conclusion. »
Julian Assange
L’OBJECTIF de cette thèse était de trouver un moyen d’aider un utilisateur à protégerefficacement ses données de vie privée. Avec l’explosion de l’Internet des Objets, la
quantité d’informations disponible sur le réseau a été décuplée. Mais les échanges de don-
nées ont eux aussi fortement augmenté. Il est nécessaire pour tout un chacun de pouvoir
protéger sa vie privée en contrôlant qui peut avoir accès à ses données. Le contrôle d’accès
est un sujet largement étudié où de nombreux modèles existent et permettent d’exprimer,
chacun avec son cadre et ses catégories, une politique d’autorisation. Alors qu’il est déjà
compliqué de choisir le modèle adéquat, il n’est pas possible pour le grand public, qui n’a
pas les connaissances nécessaires dans les langages de contrôle d’accès, d’écrire sa propre
politique d’autorisation. Il existe bien des systèmes basés sur des interfaces graphiques per-
mettant à un utilisateur de gérer sa politique d’autorisation sans avoir besoin de connais-
sances spécifiques. Mais ces méthodes manquent de flexibilité, le moindre changement dans
le modèle implique un changement de l’interface graphique qui peut dérouter l’utilisateur.
De plus ces interfaces graphiques ne sont pas efficaces pour gérer un grand nombre d’auto-
risations. La gestion de la politique d’autorisation devient alors longue et fastidieuse.
C’est pourquoi nous avons utilisé les systèmes d’aide à la décision, et plus particuliè-
rement un système de recommandation pour assister l’utilisateur dans l’écriture de sa po-
litique d’autorisation. Un système de recommandation permet un apprentissage adaptatif
des préférences de l’utilisateur afin de lui proposer des éléments de solution. Dans notre cas,
le système apprend ce que veut faire l’utilisateur avec ses données et lui propose des règles
sur mesure pour compléter sa politique d’autorisation.
La contribution principale de cette thèse est Kapuer : un framework générique permet-
tant de développer des systèmes de recommandation pour protéger les données de vie pri-
vée des utilisateurs. Couplé à un système de contrôle d’accès basé sur les attributs, Kapuer
offre la liberté aux développeurs de créer des classes de critères selon les informations dispo-
nibles. Il est ainsi possible de s’adapter à chaque type de périphériques et aussi bien porter
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Kapuer sur un smartphone, une tablette, un navigateur web ou des lunettes connectées. Le
développeur pourra utiliser les catégories qui lui conviennent pour créer des abstractions
sur chaque classe de critères. Pour cela il doit créer des méta-critères et ensuite construire
des hiérarchies de critères. La phase la plus importante de Kapuer est l’apprentissage des
préférences. Cet apprentissage est effectué au moyen d’interactions entre le système et l’utili-
sateur. Nous avons utilisé une analyse multicritère sur les demandes d’accès et les décisions
prises par les utilisateurs lors des différentes interactions pour apprendre les préférences
de l’utilisateur. Pour cela, nous avons étudié plusieurs opérateurs d’agrégation et nous en
avons proposé un nouveau : Kagop (Kapuer AGgregation OPerator). Cet opérateur est une
autre contribution de cette thèse. Il utilise les combinaisons de critères et méta-critères de
classes différentes, appelées groupes de critères, pour découvrir les interactions entre les
critères. Bien que la création et l’utilisation de ces groupes de critères peuvent provoquer
une explosion combinatoire, la comparaison avec les autres opérateurs a montré que Ka-
gop obtenait de meilleurs résultats et permettait de créer des politiques d’autorisation plus
proches de ce que veut l’utilisateur tout en minimisant le nombre d’interactions.
Les deux autres contributions de cette thèse sont le simulateur et le prototype Android.
Le simulateur nous a permis de faire de nombreux tests qui n’auraient pas été possibles
autrement faute de matériel et de temps. De plus il nous a permis de comparer plusieurs
opérateurs d’agrégation et d’analyser les apprentissages sous diverses métriques aisément.
Le prototype quant à lui montre la faisabilité technique de porter Kapuer dans un environ-
nement mobile. Il implémente Kapuer et utilise XACML pour la gestion du contrôle d’accès.
Perspectives
Mais il reste encore beaucoup de travail à effectuer pour améliorer Kapuer. Les travaux
s’ouvrent à de nombreuses perspectives, à court et moyen terme mais aussi à long terme.
A court et moyen terme
Le simulateur est un outil intéressant mais qui pourrait être largement amélioré. Pour
le moment, il permet de lancer des simulations et de visualiser les résultats mais tous
les paramètres de la simulation doivent être réglés au préalable directement dans le code
source. Il peut être beaucoup plus automatisé et ainsi ne pas nécessiter de devoir modifier
le code pour faire certains changements. Le simulateur pourrait ainsi être complété avec
des fonctionnalités telles que :
— l’ajout, la modification ou la suppression de critères de la bases de critères.
— la sauvegarde de simulations afin de pouvoir la recharger et la rejouer.
— la visualisation et la modification des différentes hiérarchies de critères.
— la création des règles de comportement.
Des modifications peuvent aussi être faites sur le fonctionnement des opérateurs d’agré-
gation. Implémenter ces opérateurs comme des composants logiciels OSGi permettrait au
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simulateur de devenir une vraie plateforme d’apprentissage. Il serait alors possible de l’uti-
liser pour analyser, évaluer et comparer d’autres méthodes d’apprentissage.
Kapuer a été évalué avec le simulateur mais pas encore en situation réelle. Améliorer
le prototype Android en prenant en compte tous les détails de Kapuer permettra de faire
des tests avec de vrais utilisateurs. Actuellement le prototype utilise XACML V2. Passer à
la V3 permettra de pouvoir utiliser la notion de catégorie introduite dans cette version qui
est équivalente à notre notion de classe et qui nous permettra d’utiliser plus facilement les
différents types d’information.
Nous avons aussi commencé à travailler sur l’initialisation en lançant des enquêtes au-
près de divers publics (voir annexe C). Cette phase d’initialisation pourrait permettre de
connaître les bases des préférences de l’utilisateur et avoir une idée de son profil général.
Ainsi si cette phase révèle que l’utilisateur est plutôt du style à accepter la majorité des
requêtes ou au contraire à les refuser, le système pourrait adapter sa vitesse d’apprentis-
sage pour proposer plus rapidement des règles d’autorisation et avoir aussi un apprentis-
sage plus centré sur les méta-critères pour abstraire au maximum les règles proposées. Au
contraire si l’initialisation révèle que l’utilisateur semble pointilleux sur sa politique d’auto-
risation, le système adapterait sa vitesse pour apprendre plus finement ses préférences pour
proposer des règles moins abstraites mais plus pertinentes.
L’adaptation de la vitesse d’apprentissage et du niveau d’abstraction proposé est aussi
une piste de réflexion. Par exemple, nous avons vu dans l’évaluation que de nombreuses
propositions étaient erronées car trop abstraites. Le système pourrait s’adapter après plu-
sieurs refus de l’utilisateur et baisser la valeur de mise à jour des méta-critères de plus haut
niveau pour éviter de continuer à proposer trop de règles trop abstraites. Et au contraire,
si l’utilisateur accepte toutes les règles proposées, augmenter la valeur de mise à jour des
méta-critères pour proposer moins de règles. Cela permettrait d’avoir une vitesse d’appren-
tissage adaptée à chacun.
A long terme
Les méta-critères sont extrêmement utiles à Kapuer car ils apportent de l’abstraction sur
les règles et permettent donc de créer des règles de plus haut niveau. Mais il peut arriver
que certains méta-critères ne correspondent pas à une abstraction voulue par l’utilisateur et
deviennent inutiles. Un axe de recherche serait de voir si le système ne peut pas créer de
nouveaux méta-critères adaptés au comportement de l’utilisateur. Par exemple si un méta-
critère référence 10 critères, le système pourrait créer un nouveau niveau de méta-critères
avec 2 nouveaux méta-critères référençant chacun 5 critères s’il voit que cela correspond
mieux au comportement de l’utilisateur. Ainsi, les hiérarchies de critères s’adapteraient en
fonction de l’utilisateur.
Un autre axe de recherche pourrait toujours concerner les méta-critères. Actuellement,
au moment de l’implémentation de Kapuer, le développeur doit créer les hiérarchies de
critères pour chaque classe. Le système pourrait se passer de ces hiérarchies et approfon-
dir l’apprentissage pour déduire les méta-critères à utiliser et créer pendant l’exécution les
hiérarchies les plus adaptées.
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Actuellement, Kagop obtient de bons résultats mais peut engendrer des problèmes de
mémoire. L’utilisation des groupes de critères formés à partir de toutes les combinaisons
possibles de critères peut créer une explosion combinatoire avec une très grosse base de
critères. Travailler sur Kagop permettrait de voir si tous les groupes de critères sont vraiment













































Figure A.1 — Comparaison de la progression de la complétude : simulation 1
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Figure A.5 — Comparaison de la progression de la complétude : simulation 5
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Figure A.9 — Comparaison de la progression de la complétude : simulation 9
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Figure A.10 — Comparaison de la progression de la complétude : simulation 10
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Figure B.1 — Comparaison de la progression de la complétude : simulation 1
115

















































































































































Figure B.5 — Comparaison de la progression de la complétude : simulation 5
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Figure B.9 — Comparaison de la progression de la complétude : simulation 9
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Figure B.10 — Comparaison de la progression de la complétude : simulation 10
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