Introduction:
In a high-capacity optical network the fidelity of data degrades with transmission distance due to the impairments encountered, which include fibre dispersion, nonlinearity and amplifier noise. Therefore periodic regeneration is necessary to restore the original fidelity of the data. In a typical optical regenerator [1,2] a source of highquality return-to-zero (RZ) optical clock pulses is synchronised to the bit frequency and phase of the degraded data stream received from a remote transmitter, and these clock pulses are then modulated by the incoming data. However, at network nodes where different data streams with uncorrelated phases are to be merged (in the processes of switching, routing, etc.), bitlevel phase alignment of the data is required. This is a severe limitation for high-speed OTDM networks because the solutions proposed to date (variable optical delays and phase-locked loops) [3,4] currently provide inadequate performance for endless, low jitter operation over the tens of nanoseconds delay variations anticipated for -1 00 km link lengths. On the other hand, networks based on burst-mode or packet transmission avoid the need for bit-level phase alignment between merging data streams, at the expense of complex fast packet-by-packet clock recovery [5] at the network extremitie, and whenever regeneration or signal processing is required.
A recent proposal suggests a new approach to optical burst or packet regeneration, termed asynchronous digital optical regeneration [6]. Rather than force the local clock to take up the frequency and phase of the incoming data, as in the traditional approach, the asynchronous regenerator simultaneously regenerates an incoming packet and converts the bit rate and phase of the packet to that of the local clock. The advantage then is that the clock can be a simple independent free-running local oscillator at the nominal bit rate, constrained to within certain practical bounds. This avoids the need for global bitlevel synchronisation across the network, thus avoiding the severe architectural constraints found in traditional (synchronous) OTDM networks [3]. Furthermore, all of the data streams entering a digital optical network node can thus be regenerated and resynchronised to a shared local clock, and this greatly simplifies subsequent processing and routing.
In this paper we report the first experimental proof-of-principle demonstration of asynchronous digital optical regeneration, which is predicted to be a key component for future digital optical networks [6].
Principle: Figure 1 shows the functional arrangement of the regenerator. The input to the regenerator is a remotely generated data packet, consisting of R Z pulses at a bit fi-equency fR. A 'one' in the data opens a rectangular switching window, whose width is at least 25% of the bit period, in each of four optical gates simultaneously. The optical gates are each probed with local clock pulses at a repetition frequency f~ = fR + Af, but with time delays successively incremented by one-quarter of the local clock period (1/4 fL). This ensures that for each incoming data bit, the switching window of at least one gate is temporally coincident with a local clock pulse, irrespective of the phase difference between the incoming data and the local clock. Provided the difference in bit frequencies is sufficiently small (Af << f~l n where n is the number of bits in the packet), the phase difference between the incoming packet and the local clock will vary by an insignificant amount over the packet duration. It remains only to select the gate whose window is optimally aligned with the clock pulses.
Experiment:
A 10 Gbit/s lI7-l PRES data sequence comprising 5 ps RZ pulses served as the remotely generated data. Within the regenerator, the remote data was detected with a 15 GHz receiver, amplified and applied simultaneously to two polarisation-insensitive electroabsorption modulators [7 2, effectively providing four gate windows. The optical path lengths were arranged so that each window was probed by a local clock pulse successively 25 ps later. The local clock was a mode-locked external-cavity semiconductor laser generating 6 ps optical pulses at a nominal rate of -10 GHz.
Results:
With Af = 0 , the output power from each port was measured as a function of the phase difference between the incoming data and the local clock (i.e. the difference in arrival times of a data bit and a clock pulse, in the range 0-100 ps). Figures 3(i-iv) show the power dependence for each port, together with the optical sensitivity (for a bit-error rate (BER) of obtained at the corresponding quadrature port (i.e. the gate probed 50 ps later). The results demonstrate that a minimum in the optical power emerging from a port occurs at the phase for which the quadrature port exhibits the best sensitivity. This indicates that the optimum port may be selected by a simple comparison of the optical output powers from the various ports.
The clock frequency/phase variations that may occur within an asynchronous digital optical network (i.e. a network in which the nodes have independent, freerunning local clocks The maxima occur when there is temporal coincidence between the local clock pulses and the open switching window, i.e. correct regeneration. The minima occurred when the local clock pulses encountered the gate in its closed state. For subsequent BER measurements the photocurrent obtained from the photodetector that monitored the output from port 1 was used to modulate the gain of a semiconductor optical preamplifier in anti-phase. This provided partial equalisation of the power incident on the receiver, as shown in Fig. 4 (ii). A on of this signal was used to trigger a signal generator that produced a rectangular signal of variable duration and phase at the difference fkequency, Af (shown superimposed in Fig. 4(ii) ). Gating the BER receiver section with the rectangular signal simulated the duration and phase of an optical packet. The phase margin for a specific packet duration was thth determined by the phase excursion bounded by a BER of 10-, as shown in Fig. 5 for port 1. As the packet duration or difference frequency Af was increased the margin decreased monotonically. This occurs because there is increasingly significant phase variation within the packet, and so the gate is unable to regenerate correctly the whole packet. For effective regeneration a phase margin of a t least n/2 is needed at each gate, to ensure that that the four gates overlap temporally and contain the full 2n phase excursion. The maximum packet sizes ranged between 0.2 ps (2,000 bits) for Af = 1.5 MHz, to 50 ps (500,000 bits) for Af = 5 kHz. With A t fixed at 50 kHz, the BER at each output port as a fhnction of phase margin was measured for a short packet (0.1 p) and a long packet (4 p), as shown in Fig. 6 . The overlap between regions of error-free operation, although reduced for the longer packet, was sufficient to allow error-free regeneration for all phases.
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Conclusion:
We have demonstrated an optical regenerator that is tolerant to bit fkequency and phase variations in a digital optical network using burst-mode or packet transmission. The regenerator uses an independent free-running local clock, and can correctly regenerate packets despite differences Af between the bit rate of the incoming packets and the local clock frequency, within certain practical bounds. The successful demonstration with Af = 50 kHz verifies adequate performance for telecommunications networks in which the variation in local clock frequencies between network nodes is held within the bounds specified for SDH equipment in holdover mode [9] , and the demonstration with Af = 1.5 MHz suggests that the local clocks may be derived from computer workstations for LAN and MAN applications. Whilst this first proof-of-principle implementation is based on electro-optic modulators at 10 Gbit/s, the same principles are applicable to all-optical gates operating at higher rates (40-400 Gbit/s).
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