Abstract-Two stages are commonly employed in modern algorithms of image/video quality assessment (QA): (1) a local frequency-based decomposition, and (2) block-based statistical comparisons between the frequency coefficients of the reference and distorted images. This paper presents a performance analysis of and techniques for accelerating these stages. We specifically analyze and accelerate one representative QA algorithm recently developed by the authors (Larson and Chandler, 2010). We identify the bottlenecks from the abovementioned stages, and we present methods of acceleration using integral images, inline expansion, a GPGPU implementation, and other code modifications. We show how a combination of these approaches can yield a speedup of 47x.
I. INTRODUCTION
Image and video quality assessment (QA) have begun to play important roles in the design, operation, and validation of numerous systems. However, as QA moves from the research community into more mainstream applications, the bottlenecks of current algorithms are starting to prevent widespread adoption. Indeed, modern image QA algorithms such as VIF [1] , MS-SSIM [2] , and MAD [3] are quite effective at QA, but they require a relatively large run-timeon the order of seconds. As these algorithms are adapted to process frames of video (e.g., MOVIE [4] , ST-MAD [5] ), run-time issues become of greater importance.
The bulk of computation and run-time of QA algorithms occurs in two stages: (1) local frequency-based decompositions of the reference and distorted images; and (2) statistical comparisons between the local frequency coefficients, typically implemented in a block-based fashion. For example, in MS-SSIM an image is decomposed into different scales and local image statistics are compared in a moving window. In VIF, wavelet subband covariances are computed and can be compared via a sliding window approach. While acceleration of local frequency decompositions has received considerable attention as a general image processing tool (e.g., [6] , [7] ), the acceleration and parallelization of local statistical comparisons has largely been ignored.
In this paper, we present a performance analysis of and methods for accelerating a representative QA algorithm recently developed by the authors, MAD [3] . MAD employs a log-Gabor decomposition and a comparison of local statistical differences between blocks of log-Gabor coefficients of the reference and distorted images; it is thus an appropriate representative algorithm for the stages performed in QA.
We identify the bottlenecks in MAD, and we present four methods for accelerating the algorithm: (1) Using integral images for the statistical computations; (2) using procedure expansion and strength reduction; (3) using a generalpurpose-GPU (GPGPU) implementation of the log-Gabor decomposition; and (4) precomputation and caching of the log-Gabor filters. As we will show, a combination of these approaches can result in a nearly 47x speed increase. While our implementation is specific to MAD, our methodology is straightforward to apply to a variety of QA algorithms; the analysis and results presented here can also provide insight into how other related algorithms might be accelerated.
II. MAD: DESCRIPTION AND PERFORMANCE ANALYSIS

A. Description of the MAD Algorithm
The MAD algorithm consists of two assessment stages: (1) a detection-based stage, which estimates quality based on the extent to which the distortions are visible; and (2) an appearance-based stage, which estimates quality based on the extent to which the image is recognizable.
Due to space limitations, we refer readers to [3] for further details of the detection-based stage. Our main focus in this paper is on the appearance-based stage, which employs a computational neural model using a log-Gabor filterbank with both even-symmetric and odd-symmetric filters applied using the FFT [8] . The even and odd filter outputs are combined to yield magnitude-only subband values. The variance, skewness, and kurtosis computed for each 16 × 16 block (with 75% overlap between blocks) of each subband of the original image are compared to corresponding values computed for the distorted image. The differences between these statistics are then collapsed via a 2-norm to yield a scalar output corresponding to appearance-based differences.
B. Performance Analysis
The original version of MAD was implemented in Matlab, with C++ MEX files used for computation of the blockbased statistics. To identify bottlenecks, we performed a timing analysis using the profiler in Matlab. The MEX files were compiled using Microsoft Visual C++ 2008 using Matlab's default optimization flags /O2 /Oy-.
The performance analysis was executed on a Dell Inspiron 580 desktop, and for verification on two additional systems. Table I lists the specifications of these systems (additional details can be found here: http://vision.okstate.edu/MAD/Acceleration/).
We ran MAD on 180, 512 × 512-pixel images from the CSIQ database [9] . Figure 1 shows the average results from this analysis for System 1 (similar distributions of time were observed on all three systems); the average total execution time per image is 55.85 seconds. As shown in Figure 1 (a), over 98% of this time is spent in the appearance-based stage. This stage consists of three sub-stages: a log-Gabor decomposition, computation of block-based statistics of the log-Gabor subbands to generate statistical difference maps, and combining/collapsing the maps into a final scalar output. As shown in Figure 1(b) , computation of the statistical difference maps alone consumes over 93% of MAD's total execution time. Thus, performance improvement should focus on this part of the algorithm.
III. INTEGRAL IMAGES AND INLINE EXPANSION
A. Integral Images
To accelerate the computation of the statistical difference maps, we employ and build upon a technique called integral images originally developed in the context of computer graphics [10] . The integral image, which is also known as the summed area table, is an algorithm for quickly computing the sum of values within any block of an image.
Let I denote an image (or subband) for which one needs to compute block-based sums. The integral image M has the same dimensions as I, but with each pixel value at position (x, y) given by:
I(x , y ).
(
Given M as defined above, the sum s of all pixel values located in the rectangle (x 1 ,y 1 ), (x 2 ,y 2 ) is given by
A further reduction in computation can be achieved by capitalizing on the fact that MAD does not need to compute the statistics of every block. MAD calculates the statistical maps using blocks of size 16 × 16 pixels, with 12 pixels of overlap between neighboring blocks. Accordingly, we do not need the entire integral image, just subsets of it required to support the computation of the statistics within these particular blocks. In this case, the integral image M has dimensions 1/4 of the size of I, and is given as follows:
Unfortunately, integral images were designed to compute a block's sum, whereas MAD requires standard deviation, skewness, and kurtosis. Specifically, let b denote a N 1 × N 2 block of I. The standard deviation, skewness, and kurtosis of b are given by
where b i andb denote the i th pixel and mean of b. We developed an extension of the integral image algorithm to accelerate the computation of Equations (4)- (6) . This modification requires computing integral images for the image and powers of the image up to power 4. 
N1N2 . (5) and (6) result in the following formulas for ς b and κ b .
Similar manipulation of Equations
The results of applying this modification will be presented shortly (see Section III-C).
B. Procedure Inlining and Strength Reduction
In the original implementation of MAD, Equations (4), (5), and (6) are implemented using the pow function from the Standard C++ Library. Another avenue for accelerating the computation of the statistics is to replace the function call with a direct multiplication.
We therefore replaced the calls to pow with an inline expansion involving a direct multiplication (e.g., pow(x,3) was replaced with x * x * x). This modification not only saves the overhead related to the procedure call, but also offers strength reduction.
C. Results
The timing results of these modifications are shown in Table II . Both approaches clearly provide a significant acceleration. However, it is important to note that the integral Figure 2 . Updated version of Figure 1 ; the average total run-time per image is 3.21 secs (System 1). The log-Gabor filtering is now the bottleneck.
image (II) and inline expansion (IE) offer different forms of acceleration. The II aims to minimize the number of power computations, whereas the IE aims to make each power computation faster. Thus, even though the results shown in Table II indicate that the IE offers more acceleration, the II can offer more acceleration when the block size or number of blocks increases. 1 It is therefore prudent to use both approaches. Indeed, as shown in Table II , when both modifications are employed, MAD is accelerated by nearly 11x on average (17x for System 1). Figure 2 shows an updated version of Figure 1 , indicating the distribution of time required by each portion of MAD when using II+IE. These latter results indicate that the bottleneck is no longer in the computation of the statistics, but is rather in the computation of the log-Gabor decomposition. In the following section, we describe a GPGPU-based acceleration of the log-Gabor decomposition.
IV. GPGPU AND OTHER CODE OPTIMIZATIONS
MAD's log-Gabor decomposition is performed for both the original image and the distorted image using twenty logGabor filters which span five scales and four orientations; the filtering results in 40 total subbands (20 subbands each for the original and distorted image). This process is well suited to a parallel implementation because each subband can be computed separately from all other subbands.
In MAD, the log-Gabor decomposition is implemented entirely in Matlab. To parallelize this decomposition, we employed Matlab's GPGPU (CUDA) facilities. MATLAB treats the functions used in the log-Gabor code as GPU functions. Because the GPGPU implementation requires specific hardware, only System 1 was tested. This system used an NVIDIA GeForce GTX 560 Ti with 1 GB of RAM with Version 8.17.12.8026 of NVIDIA's driver. Table III shows the results of the GPGPU implementation (second row) along with two additional code modifications. The third row shows the results when the log-Gabor code is further optimized by precomputing the filters and caching them in RAM. The last row shows the results of applying inline expansion of the pow function to all parts of MAD (including the preprocessing and detection-based stages). When all of these acceleration techniques are employed, MAD's run-time is accelerated by 47x. When combined with II+IE, the GPGPU implementation provides a lower-than-expected 1.6x speedup over II+IE alone. The GPGPU implementation required copying the images to the GPU, and then copying the resulting log-Gabor subbands from GPU back to the CPU for the statistical computations. We suspect that the overhead involved with these memory transfers reduced the overall performance gain. This finding is consistent with our previous study on CUDA [11] , which revealed that the memory bandwidth between the system and the GPU can create a bottleneck that reduces the potential gains. Figure 3 shows an updated version of Figure 2 , indicating the new distribution of times. Notice that the log-Gabor decomposition has been reduced from its previous value of approximately 55% to the new value of 22%. The appearance-based and detection-based stages of MAD now consume a more balanced share of the execution time.
V. CONCLUSION
This paper presented techniques for accelerating the two most computationally expensive stages employed in many QA algorithms: local frequency-based decomposition, and local statistical comparisons between the frequency coefficients of the reference and distorted images. We specifically analyzed and accelerated one representative QA algorithm, MAD [3] . The results of our performance analysis showed that the bottlenecks stem from these stages, and we presented four methods of acceleration. Although this study focused on one specific algorithm, our methodology and acceleration techniques are applicable to a variety of QA algorithms.
We are currently in the process of extending this work through the use of performance counters and other profiling techniques. Such an analysis will yield further insight into the hardware resource usage of the different stages. Another avenue for acceleration that we are currently investigating is to change the algorithm in an effort to reduce its computational complexity (e.g., reducing the number of the filters used in the decomposition, or simplifying the statistical computations used to compare the coefficients). These latter approaches are likely to change the output of the algorithm; however, it is possible to still achieve a reasonable tradeoff between predictive performance and overall run-time.
