Any kind of transportation system, from trains, to buses and ights, can be modeled as networks. In biology, networks capture the complex interplay between phenotypes and genotypes. More recently, people and organizations heavily interact with one another using several media (e.g. social media platforms, e-Mail, instant text and voice messages), giving rise to correlated communication networks. e non-trivial structure of such complex systems makes the analysis of their collective behavior a challenge. e problem is even more di cult when the information is distributed across networks (e.g., communication networks in di erent media); in this case, it becomes impossible to have a complete, or even partial picture, if situations are analyzed separately within each network due to sparsity.
INTRODUCTION
Networks are present in all aspects of our world and constitute the backbone of many utilities, such as gas, electricity, and water. Networks permeate any kind of transportation systems (train, buses, air-ights, and naval). In biology, networks model the complex interplay between phenotypes and genotypes. People, states, and organizations heavily interact with one another on a daily basis using several types of media, giving rise to many correlated communication networks. As a result, the participating entities become heavily interconnected through several social platforms (Facebook, Twi er, Instagram, etc.), telephone, short text and voice messages (e.g., e-Mail, Messenger, SMS, and WhatsApp). e non-trivial structure of such complex systems makes the analysis of their collective behavior a challenge. e problem is even more di cult when the information is distributed across networks (e.g., communication networks in di erent media); in this case, it becomes impossible to have a complete, or even partial picture, if situations are analyzed separately within each network due to sparsity.
A multiplex network is well-suited to model the complexity of this kind of systems by preserving the semantics associated with each network. Centrality measures are fundamental for the identi cation of key players, but existing approaches are typically designed to capture a prede ned aspect of the system, ignoring or merging the semantics of the individual layers.
As an example, consider a scenario with three companies; in reality, each one of them could be fragmented in sub-companies, and di erent kinds of media could be used to communicate. e rst one is the Wayne Enterprises, Inc., WayneCorp, which owns mining companies, oil drilling and re neries, and also has business in technology, biotechnology, pharmaceuticals, and health-care. e second one is LexCorp, an international conglomerate with interests in utilities, waste management, industrial manufacturing, chemicals, bio-engineering, weapons, pharmaceuticals, oil, and more. e last one is the consulting company E-Corp., which actively provides solutions in severals elds to the WayneCorp and the LexCorp.
Suppose there is a suspicion of leaking con dential information involving various sectors from the WayneCorp to the LexCorp. e main suspects are among the E-Corp employees. Our aim is to identify the employees responsible for the information leakage. To this end, we need to nd the users that have the following characteristics: (1) e employee works for both the WayneCorp and for the E-Corp. ; (2) e position within the WayneCorp network allows the employee to collect various information; this role must be enforced by the capacity of collecting information in high quantity and quality; (3) e employee must also have the capacity to spread the collected information directly or indirectly to employees in higher positions in the LexCorp company.
A natural way of modeling the semantics of the described scenario is to use a multiplex network, where each layer collects the interactions that involve the employees of a given company. e rst layer collects the interactions among the employees of the WayneCorp, and the interactions among the employees of the WayneCorp and of the E-Corp. e second layer collects the interactions among the employees of the LexCorp, and the interactions of the employees of the LexCorp and of the E-Corp. e last layer, contains all the interactions between the employees of the E-Corp.
Even if our model of the real-world scenario is accurate and preserves the wanted semantics, no existing approach in the literature can assist us in achieving the aims stated above. e problem is even more di cult because in our scenario the information is distributed across networks. e sparsity of the networks is a big challenge. In our example, the three networks have a certain degree of local density, but many nodes are disconnected (e.g., in the rst layer, the nodes corresponding to the LexCorp employees). One possible solution is to collapse all the layers in one, but in this case we'd loose semantics, and retaining semantics is paramount for our goal. Another solution is to apply a speci c (centrality) measure to each layer of the multiplex network, and then combine the results. But this trivial solution does not consider all the interactions simultaneously. Furthermore, the standard centrality measures are not well-suited for our scope, and no existing method enables a exible environment to de ne di erent centrality measures.
To overcome the aforementioned limitations, we present a Framework for Tailoring Centrality Measures in Multiplex networks (TaCMM), which o ers a exible methodology that encompasses and generalizes previous approaches. e strength of TaCMM is to enable the encoding of speci c dependencies between the subnets of multiplex networks to de ne semantic-aware centrality measures.
We develop a theoretically sound iterative method, based on Perron-Frobenius theory, designed to be e ective also in highsparsity conditions. We formally and experimentally prove its convergence for ranking computation. We provide a thorough investigation of our methodology against existing techniques using di erent types of subnets in multiplex networks. e results clearly show the power and exibility of the proposed framework. e rest of the paper is organized as follows. Section 2 discusses related work. In Section 3, we formally de ne the problem, and discuss our proposed framework, the iterative solution, its convergence and implementation. Section 4 presents our extensive empirical evaluation and analysis. Section 5 concludes the paper.
RELATED WORK
e concept of centrality in networks has always been fundamental for understanding the system being modeled. e rst centrality measure introduced in the literature, degree centrality, simply assigns to each node the number of incident edges. Bavelas [? ] introduced closeness centrality for undirected graphs, de ned as the inverse of the sum of the length of all the paths from a node to every other node in the network. Lin [? ] modi ed the concept of closeness centrality for directed networks, by taking into account the unreachable pairs of nodes. Based on the notion of shortest paths, Anthonisse [? ] rst, and Freeman [? ] later, introduced the concept of betweenness centrality as the probability that a random shortest path goes through a node.
Another approach to the problem of measuring centrality is focusing on the properties of the adjacency matrix, rather then studying the network combinatorial properties. Several studies are based on the principal eigenvector of the adjacency matrix [? ], [? ], and [? ] . ese measures typically nd the le principal eigenvector of a matrix, and this is possible, as in our case, thanks to the Perron-Frobenius theorem that ensures the existence and uniqueness of this vector under the hypotheses of irreducibility and aperiodicity. e main idea is to model the network as a Markov chain and associate probabilities to nodes. Many well-known centrality measures built upon this idea, e.g. PageRank [? ], HITS [? ], and SALSA [? ]. Both PageRank and HITS were conceived to rank web pages. SALSA is similar to HITS, but uses normalized matrices. PageRank assigns a single score value to each node, representing the probability of nding a net surfer on a certain web page a er an in nite number of clicks on links, starting from a random web page. HITS and SALSA, instead, give two score values. ey use the adjacency matrix and its transpose, and iteratively compute the score vectors. e returned scores capture the importance of a web page (its authority), measured by considering the web pages that point to it, and the hubness, measured by considering the pages linked to by the page under consideration.
Multiplex PageRank [? ] extends PageRank to a multiplex network. e main idea is to let the centrality of a node in a layer be in uenced by the centrality of the same node in di erent layers. Starting from a xed sequence of layers, the method computes the classic PageRank over the rst layer, and uses it to calculate the PageRank scores for the second one, and so on. e result is a score vector de ned as the limit on the number of iterations. e formulation also considers some parameters to express the nature of the interactions between the layers. Varying those parameters, di erent kinds of Multiplex PageRank can be obtained: additive, multiplicative, combined, and neutral.
is solution provides a single score vector and consequently causes loss of information. In contrast, our method produces several score vectors, relative to the layers, hence more information is captured by the rankings. It's up to the user whether and how the resulting rankings should be aggregated.
e exponential growth of data in the last decades has also increased the complexity of the resulting networked data. As a result, more sophisticated structures, e.g. multilayer or multiplex networks, capable of capturing more than one relation between nodes have been developed. is also raised the need for new centrality measures. Many approaches extended the classic centrality measures to the case of multilayer or multiplex networks. In particular, an elegant tensor-based formulation was introduced to extend all the standard centrality measures for multilayer networks [? ? ].
A tensor M = M iα j β can be thought as a four-dimensional matrix with positive real entries representing the weight of the edge between the node i in layer α and the node j in the layer β. Using this new language, all the classic centrality measures are extended to multilayer graphs. Score vectors (tensors) are computed considering the whole structure of the system. is is achieved by considering all the incident edges of a xed node, including those across layers. e structure of the used tensor di erentiates the measures being calculated. Once the tensor structure is xed, the resulting measures are also xed. Our approach is fundamentally di erent. We enable a framework that encompasses and generalizes all previous proposed measures, and allows the user to choose the most suitable se ing based on the problem under investigation.
A FRAMEWORK FOR TAILORING CENTRALITY MEASURES
In this section, we present TaCMM, a Framework for Tailoring Centrality Measures in Multiplex networks. TaCMM o ers a exible methodology that encompasses and generalizes previous approaches. We start this section by formally describing the problem se ing. We then show how TaCMM can encode speci c dependencies between subnets of multiplex networks to de ne semanticaware centrality measures. We present an iterative method to compute the rankings, based on Perron-Frobenius theory, and designed to be e ective also in high-sparsity conditions. Furthermore, we present a proof of convergence, and nally we give implementation details of the TaCMM framework.
Problem De nition
Let M be a multiplex network (or multigraph) composed of L direct graphs G = (V , E ), with 0 ≤ < L (see Figure 1 ). Each graph G contains the same set of vertices V , where |V | = n. E is the set of direct edges of graph G . Let A be the n × n out-link matrix of G , where A (ij) = w(i, j) > 0 if a direct edge from node i to node j exists, and 0 otherwise. A T is the transpose of A and represents the in-link matrix of G . We want to design a formal method which allows to de ne exible cyclic rankings over a multiplex network. en our goal is to iteratively compute those cyclic ranking of normalized 1 score vectors r s ∈ [0, 1] n .
As an example, let us consider the case of two layers, that is L = 2. If we want to compute HITS-like rankings, we need to formalize the dependencies as follows: and each score vector r t s can be computed as follows:
Semantic-aware centrality measures
Here we introduce a graphical representation (given in Figure 2 (c)) that captures the cyclic dependencies among the semantic-aware HITS-like rankings r 0 , r 1 , r 2 , and r 3 , as computed above. e resulting graph is a ring with rankings as nodes, and direct edges labeled with the matrices that specify the dependencies among pairs of rankings.
We call this ring a con guration. A con guration c induces an order among the matrices, as de ned by the dependencies. e con guration in Figure 2 (c) induces the ordered sequence
where we adopt the convention of starting the sequence from the lowest indexed matrix. Since the dependencies are cyclic, Figure 2 (c) equally represents the additional three equivalent sequences -
us, a con guration identi es an equivalence class of cyclic ordered sequences, and we use the lowest index order convention to select the representative one. For the conguration in Figure 2 (c), the corresponding equivalent class is
Henceforth, we refer to shi h as the set of members of any con guration that are shi ed by h position.
We want to generalize the above se ing to enable the computation of all con gurations, and associated rankings, involving any subset of out-link and in-link matrices, and in any possible order. To this end, let us consider the set of all out-link and inlink matrices associated to a multiplex network with L layers: 
As discussed above, a conguration is an equivalence class of non-empty ordered sequences of elements of A. Each matrix may occur more than once. Given |A| = 2L, the corresponding total number of con gurations (without repetitions) is: Figure 3 : All possible con gurations (without repetitions) for a multiplex network of two layers
Our de nition of con gurations allows repetitions of matrices, and therefore an in nite number of total con gurations. We observe that this kind of formalization is very exible and can be applied to any kind of centrality measures, which are de ned by a cyclic dependency. For example, it's also possible to formalize and compute two classic centrality measures, such as PageRank and HITS, by using the TaCMM Framework, as shown in Figures 2(a) and 2(b).
Iterative Method with Perturbation
Our setup will be slightly more general than that described in Section 3.1. Using a given con guration c and the set of all the adjacency matrices A (whose entries are nonnegative real numbers) of a multiplex M, it possible to select the ordered set of size k composed by the n × n matrices M s , s ∈ Z k . We may get back to the examples in Section 3.1 where k = 2L and c is the con guration reported in Figure 3 (f).
We aim to nd score vectors r s , all with nonnegative entries, such that
In general, each graph G will be sparsely connected, but we require that their superposition, i.e., the graph
satis es all irreducibility and aperiodicity assumptions that are required in Perron-Frobenius theory. Since the description is invariant under cyclic permutation of indices, we need to determine, without loss of generality, only the value of r 0 , which satis es
, whose entries are certainly nonnegative. Using Perron-Frobenius theory, this is usually achieved by choosing any given nonnegative entry vector r 0 0 ∈ [0, 1] n and iterating
thus obtaining a sequence of vectors of norm 1 that converges to the (normalized) principal eigenvector of M. However, it is easy to nd instances in which the product M fails to satisfy irreducibility and aperiodicity. For instance, using the multiplex network corresponding to Figure 4 
is shows that the principal eigenvalue of M may fail to be simple, and that Mr may happen to vanish even when r is a vector with non-negative entries. us, in principle, there may exist several di erent nontrivial choices for score vectors; furthermore, it might be infeasible to nd them by iterating (and normalizing) the action of M on a given positive coe cient vector. e approach we present employs the perturbed composition
where I is the n × n identity matrix, which has nonnegative entries and satis es irreducibility and aperiodicity for each strictly positive real choice of τ . e matrix M(τ ) has a unique positive real principal eigenvalue, which can be easily showed to depend continuously (and even analytically) on τ ∈ R + . When τ approaches 0, M(τ ) tends to M and the principal eigenvalues λ(τ ) ∈ R + of M(τ ) converge to some real nonnegative eigenvalue λ(0) := lim τ →0 + λ(τ ) of M. As Perron-Frobenius theory cannot be applied to M, the eigenvalue λ(0) may fail to be simple. However, by continuity, its norm bounds from above the norm of all other eigenvalues.
When τ ∈ R is strictly positive, we may nd a unique normalized principal eigenvector r 0 (τ ) of M, with nonnegative coe cients. In next section, we prove that the limit r 0 (0) := lim τ →0 + r 0 (τ ) exists, so that r 0 (0) is an eigenvector of M relative to the real dominant eigenvalue λ(0).
One important fact to stress is that from
which is the perturbed version of (2), follows that the r s (τ ) may be recovered from knowledge of r 0 (τ ) by inductively se ing
is fails to hold in general when we take lim τ →0 + , as u s (τ ) may tend to 0; nevertheless, r s (0) stays proportional to M s r s+1 (0), which may however vanish, for all s.
Let us discuss now practical implementations of the above strategy. For each positive value of τ , and any nonzero choice of r 0 0 (τ ) ∈ [0, 1] n , it is possible to iteratively run a sequence of
which will approach r 0 (τ ) to the desired precision. We may then compute r 0 (τ ) for smaller and smaller positive real values of τ until the desired convergence to r 0 (0) is achieved. In practice, we will run a nite number δ of iterations of (3) for a given value of τ , then halve the value of τ and run δ more iterations of (3), until the desired precision is achieved. Here δ must be ne-tuned with the geometry of the problem, which depends on the distance of the principal eigenvalue of M(τ ) from the other eigenvalues as a function of τ .
3.3.1 Proof. We keep the same se ing as from last section, so that M s are n × n matrices with non-negative entries, and we con-
which satis es irreducibility and aperiodicity for each positive real choice of τ .
We denote by (τ ), τ ∈ R + , the principal eigenvector of M(τ ) normalized so that its (nonnegative) entries sum to 1. Recall that the spectral projector P(τ ) associated to the principal eigenvalue is a matrix with positive coe cients so that P(τ )(1, 1, . . . , 1) is a positive multiple of (τ ). P . e matrix M(τ ) depends polynomially on τ , hence it makes sense for complex values of τ , and results from [1, Sect. 1] apply. We argue that up to replacing M(τ ) with M(τ p ) for a suitable choice of p, its spectral projectors P(τ ) are meromorphic functions in an opportunely small neighbourhood of 0 ∈ C, having 0 as only possible singularity. e eigenvector V (τ ) = P(τ )(1, 1, . . . , 1) then depends meromorphically on τ ∈ C, and its entries add to a meromorphic function of τ which is certainly non-zero, hence non-trivial, as it is strictly positive on the positive real half-line. A er dividing V (τ ) by this function, we obtain a meromorphic function F (τ ) which restricts to (τ p ) for positive real values of τ . However, all entries of (τ p ) are positive and bounded by 1 on any positive real neighbourhood of τ = 0, so that F (τ ) cannot have a pole in τ = 0. We conclude that F (τ ) = (τ p ) extends analytically, hence continuously to a complex neighbourhood of 0.
is proves the statement, as τ → (τ ) is obtained by composing the analytic function F with τ → τ 1/p . e case p > 1 is exceptional, and when using actual data gathered from real networks one may assume it never occurs.
Implementation details
Here we present a detailed description of the implementation of the methodology.
Let τ ∈ R, 0 < τ < 1, be the perturbation factor; A the set of all matrices of multiplex M, and c ∈ C one of the possible con gurations.
Given the matrix M s , we generate a perturbed version M s (τ ) = M s + τ I. We then compute the ordered product M of the sequence of matrices {π c (A)} selected by the con guration c, using the projection π . We iteratively compute the rst rank r 0 and decrease τ by half, each time the L 1 -Norm of the di erence between the last two computed ranks is equal to zero, i.e. r t 0 − r t +1 0 1 = 0. e perturbed matrices M s (τ ) are updated before proceeding with the next iteration. e elements of r 0 0 are all initialized to the same value 1 |V | as shown in Algorithm 1. e method stops when the stationary point is reached. Using the desired formulation is possible to propagate (propagateScores() in the pseudocode) the computed rank r 0 to the other ranks r s . e iterative equations of the HITS-like example with L = 2 are as follows:
Algorithm 1 presents the implementation to compute r 0 score.
EXPERIMENTS
In this section, we present several experiments, designed to analyze the consistency and the behavior of the TaCMM framework under di erent inputs and using di erent con gurations.
We performed four sets of experiments to investigate the following issues:
(1) Understanding the relationship between the rankings computed by the TaCMM framework (run using proper con gurations ), and those produced by methods known in the literature;
Algorithm 1 Iterative Method with Perturbation
Require: e set A of all matrices of M; a con guration c ∈ C and τ 0 . Ensure: Set r 0 0 := 1 |V | , t := 0, lst := 0 1: do 2:
(2) Investigating the impact of di erent con gurations on the computed rankings; (3) Empirical analysis of convergence speed of the proposed method; (4) Comparing the theoretical computational complexity of the TaCMM framework to that of known methods in the literature.
Experimental environment
To perform consistent and e ective tests, we must be able to work in a controlled environment. To this end, we generated synthetic multiplexes and chose graph types that are well suited to our purpose. In the following, we also de ne the measures we used to compare the results obtained in di erent experiments and from various methods.
Creation of synthetic multiplexes.
We designed a multiplex generator to create synthetic and controlled multiplexes. e generator starts from a given graph Gen, and creates a multiplex version of it, M, where each layer is a modi ed version of Gen, and the degree of changes can be modulated. In particular, the generator assigns each edge of Gen to a layer of the multiplex network M, according to a probability p. Let p 0 , ..., p be the probabilities assigned to the layers ∈ L(M) (the probabilities can be independent, or they can sum to one). en: ∀ e ∈E G e n , ∀ ∈L(M) : e ∪ E accordin to p 4.1.2 Graph Generators. To perform our experiments we also need graph generators (to initialize Gen) that expose certain characteristics. We experimented with two di erent types of graphs: the rst has no particular structure, and the second contains communities. In both cases, we chose a network model that belongs to the family of random graphs [? ] . e rst chosen model is Erdos-Renyi G (N , p) [? ]. e constructed random graph is obtained by connecting N nodes randomly. Each of the N 2 possible edges is included in the graph with probability p (called edge probability) independently of the other edges. e resulting graphs are characterized by an absence of sub-structure, as shown in Figure 5 . e second graph generator is the Stochastic Block Model, (SBM). e natural number n of the SBM(n, λ, P) function corresponds to the number of nodes, λ = (λ 1 , . . . , λ r ) is a partition of n, representing the communities, and P is a matrix r ×r where r = |λ|. e graph is built by taking n vertices and by partitioning them according to λ. An edge between a vertex ∈ λ i and a vertex u ∈ λ j is added with probability P i j . SBM has the capability of mimicking communities, as shown in Figure 5 . Here we discuss the measures we have used to compare results across di erent experiments and methods.
As proposed by Vigna in [? ], the weighted Kendal tau correlation measure τ w is the best choice to compare two rankings. is coe cient is a variation of the Kendall's tau measure, which was created to overcome problems caused by the presence of ties in rankings. In particular, we use the weighted Kendal tau to compare rankings computed by the TaCMM framework, as well as to compare rankings produced by our framework and those produced by other methods. We observe that, even if several rankings are produced by a given method, it's possible to compute (without any loss of precision, or generality) the weighted tau coe cient of two rankings, each obtained by concatenating all the rankings produced by each method being compared.
To measure the amount of overlap between pairs of layers in a generated multiplex network, we de ne the Multi accard coecient, an extended version of the Jaccard coe cient:
Finally, for each experiment, we provide the con dence interval. e interval is displayed in the plots as a grey area around the line that describes the average. It's computed according to the following formula:
where t * is the value of the Student's t distribution related to the pvalue 0.95, and s is the unbiased estimation of the standard deviation obtained by:
x is the mean of the resulting values.
Comparison between methods
is set of experiments is designed to investigate the relationship between the rankings produced by the TaCMM framework and those computed by PageRank [? ], HITS [? ], and Versatile [? ].
To achieve a fair comparison, we setup the TaCMM framework accordingly for each compared methods. To produce the relative rankings, we applied PageRank and HITS to each layer. Versatile was directly executed on the whole multiplex network. For TaCMM, PageRank-like converted the adjacency matrices of the multiplex by applying the transformation presented in [? ] , and used the con guration A 0 A 1 . e HITS-like method used the adjacency matrices of the multiplex, and the con guration
Finally, the Versatile-like method used the adjacency matrices of the multiplex, and the con guration A 0 A 1 . e overall se ing of this experiment is summarized in the following steps:
(1) Graphs Gen(V , E) are generated using the graph generators presented in 4.1.2, and varying the number of nodes |V | ∈ {2 s , 6 ≤ s ≤ 10}. We set the edge probability of the Erdos-Renyi model to 0.5, and we use an intra-community probability of 0.5 and an inter-community probability of 0.2 for the SBM graphs.
(2) e synthetic multiplex network M with L = 2 layers is created according to the procedure described in 4.1.1. For our experiment, we set the same probability p for all the layers, and we vary it from 0.0 to 1.0 with a step of 0.05. Across all the experiments, the τ w coe cient increases monotonically when the MultiJaccard coe cient increases. is behavior is expected: as the MultiJaccard increases, so does the similarity among the layers, and when MultiJaccard reaches 1.0, all the layers contain the same graph. Using Erdos-Renyi as generator produces a smaller range of τ w values (≈ 0.8 − 1.0) compared to the range produced using an SBM generator (≈ 0.6 − 1.0). A graph corresponding to the Erdos-Renyi model has an edge distribution closer to uniform (see Figure 5 ), and this is re ected in higher values of w τ , for a given MultiJaccard value (compared to SBM). e con dence intervals present a similar trend when the TaCMM framework is compared against PageRank and HITS. e plots related to the Erdos-Renyi generator (Figures 6 (a) and (c)) have smaller con dence intervals when compared to those related to the Figure 6 (f), although it comes very close to it. Another interesting aspect is the "strati cation" of the data. e larger the number of nodes is, the smaller is the di erence between the compared methods. is phenomenon might be due to the fact that the score of a node is less in uential (when more nodes are present), and the two rankings become more similar even for lower values of the MultiJaccard coe cient.
Con guration and Shi Impact
is set of experiments is designed to investigate the impact that di erent con gurations and shi s in a multiplex of two layers have on the produced rankings. To compare the results, we need to consider a reference ranking. To this end, we chose to use the rankings obtained by HITS on every layer. For this set of experiments we use the same type of generators, we x the number of nodes of the generated multiplex to 256, and we measure the results adopting the same measures (MultiJaccard and w τ ) described in Section 4.2. All results are given in Figures 12, 13 , and 14. Each con guration and each member of the equivalence class produces di erent results. In general, we observe that increasing values of MultiJaccard give larger w τ values, although the la er does not always reach the value of one. Henceforth, we discuss representative results. Figure 7 shows all the members of the equivalence classes A 0 A T 1 A 1 A T 0 ((a) and (b)) and 
Impact of the configuration.
A 0 A T 0 A 1 A T 1 ((c)T 0 A 0 A T 1 A 1 and A T 1 A 1 A T 0 A 0 become equal to A T 0 A 0 A T 0 A 0 ,
and the produced ranking is exactly the same as the one given by HITS. Similarly, in Figures 7(c) and (d), we see that when the members
the produced ranking is the same as the one given by HITS. For both con gurations
it's important to observe that, when the member of the class has the order between a matrix and a transposed matrix inverted (
, then there is no correlation between the produced ranks and the one computed by HITS.
With an Erdos-Renyi generator, in particular, the average in the la er case is always close to zero. For a complete overview of the experiments related to di erent con gurations, see Figures 12 and 13 of the Appendix. 4.3.2 Impact of the shi . As de ned in Section 3.1, a con guration identi es an equivalence class. It's then necessary to identify a member of the class by rotating the representative member by h position. For a complete overview of the experiments that analyze changes in similarity due to each shi h , see Figure 14 of the Appendix. In Figure 8 , we present the analysis related to shi 1 ((a) and (b)) and shi 3 ((c) and (d)). Figures (a) and (c) use an Erdos-Renyi generator, while Figures (b) and (d) use a stochastic block model generator. As expected, shi 1 and shi 3 are those shi s in which the con gurations A 0 A T 1 A 1 A T 0 and A 0 A T 0 A 1 A T 1 converge to a w τ equal to one when MultiJaccard reaches one. e plots clearly show that the con gurations should be grouped by two, and the groups expose the same relative trends. In shi 1 , the identi ed groups are: Figures 8 (a) and (b) . In shi f t 3 the identi ed groups are: e rst group of each shi has larger w τ values. e remaining groups overlap with one other. Furthermore, for the set of experiments related to shi analysis, we can see that increasing MultiJaccard values produce larger w τ values. τw Equivalence class members τw Equivalence class members Figure 7 : Similarity between rankings produced by HITS and TaCMM for a multiplex network of two layers, considering all the members of the equivalence classes. (a) and (b): 
Equivalence class members
A 0 A 1 T A 1 A 0 T A 1 T A 1 A 0 T A 0 A 1 A 0 T A 0 A 1 T A 0 T A 0 A 1 T A 1 (a)A 0 A 1 T A 1 A 0 T A 1 T A 1 A 0 T A 0 A 1 A 0 T A 0 A 1 T A 0 T A 0 A 1 T A 1 (b)A 0 A 0 T A 1 A 1 T A 0 T A 1 A 1 T A 0 A 1 A 1 T A 0 A 0 T A 1 T A 0 A 0 T A 1 (c)A 0 A 0 T A 1 A 1 T A 0 T A 1 A 1 T A 0 A 1 A 1 T A 0 A 0 T A 1 T A 0 A 0 T A 1 (d)A 0 A T 1 A 1 A T 0 ; (c) and (d): A 0 A T 0 A 1 A T 1 .A 0 T A 1 T A 1 A 0 A 0 T A 1 A 1 T A 0 A 1 T A 0 T A 1 A 0 A 1 T A 1 A 0 T A 0 A 1 A 0 T A 1 T A 0 A 1 A 1 T A 0 T A 0τw configurations A 0 T A 1 T A 1 A 0 A 0 T A 1 A 1 T A 0 A 1 T A 0 T A 1 A 0 A 1 T A 1 A 0 T A 0 A 1 A 0 T A 1 T A 0 A 1 A 1 T A 0 T A 0 (b)A 1 A 0 A 0 T A 1 T A 1 T A 0 A 0 T A 1 A 1 A 0 A 1 T A 0 T A 0 T A 0 A 1 T A 1 A 1 T A 0 A 1 A 0 T A 0 T A 0 A 1 A 1 T (c)τw configurations A 1 A 0 A 0 T A 1 T A 1 T A 0 A 0 T A 1 A 1 A 0 A 1 T A 0 T A 0 T A 0 A 1 T A 1 A 1 T A 0 A 1 A 0 T A 0 T A 0 A 1 A 1 T (d)
Convergence of the Method
Let us now denote by (τ ) the ranking vector corresponding to the matrix M(τ ) as in Section 3.3.1, and set (0) = lim τ →0 (τ ). e function τ → (τ ) is analytic for all (but nitely many) values of τ , hence for all values of τ lying in a suitable neighborhood of 0, with the possible exception of 0. By the arguments in Section 3.3, it is also analytic in 0 in real cases. erefore, one has a rst order expansion (τ ) ≈ (0)+qτ , which implies || (τ )− (0)|| 1 ∼ qτ and also || (2τ ) − (τ )|| 1 ∼ qτ , where q = ||q|| 1 is an opportune constant. e method we outline in Section 4 computes each (τ ) by iterated (renormalized) applications of M = M(τ ).
e speed of convergence of each iterated vector r t to (τ ) depends on (the maximal value of the complex norm of) the ratio between the principal eigenvalue of M(τ ) and other eigenvalues. is ratio, as a function of τ , will also tend to 1 linearly when τ approaches 0. 2 As the initial approximate value of the ranking vector we use is the one obtained in the previous iteration, i.e., (2τ ), the number δ of iterations that are needed in order to ensure convergence to (τ ) at each τ -step is therefore (asymptotically, when τ → 0) constant.
We would like to stress the fact that in the examples that we have worked out δ is surprisingly small (4 δ 8 will typically su ce to yield machine precision convergence at each given value of τ ), showing e ectiveness of our implementation. Also, the error between (τ ) and (0) is proportional to τ ; as at each step τ gets halved, we achieve exponential convergence to (0). Linear dependence of || (τ )− (0)|| 1 on τ is highlighted in Figures  10a and 10b in an Erdos-Renyi and SBM se ing. e behavior becomes fully linear a er very few (about 10) halvings of τ . In both se ings, the linearity constant appears to depend only on the number of nodes, yet in an erratic way (the dependence is neither increasing nor decreasing). e linearity constants stay, however, within the same order of magnitude in all experiments. e choice of multiplying τ by 1/2 at each step is arbitrary, as any other positive constant smaller than 1 would yield the same goal of 2 If this ratio stays away from 1 when τ → 0, then convergence is much faster and the principal eigenvalue stays simple. Figure 10 : e quantity || (τ ) − (0)|| 1 /τ is plotted against − log 2 τ , thus highlighting the (asymptotical) linear behavior of || (τ ) − (0)|| 1 as a function of τ .
achieving exponential decay of τ . Constants that are too close to 1, however, make the convergence τ → 0 more time consuming, and constants that are too close to 0 may dramatically increase the number δ of iterations necessary at each step in order to ensure machine precision convergence. Figure 11 , a larger version of which is Figure 17 , shows the total number of iterations of our implementation in experiments run in an Erdos-Renyi or stochastic block model se ing for di erent values of the number of layers. e number of iterations needed for convergence, as a function of the number of layers, shows an overall decreasing trend along with smaller oscillations that appear to occur together with a widening of con dence intervals. It is likely that these irregularities are only transitory, as it becomes more evident in the SBM se ing, and are due to some critical interaction between the number of nodes and the number of layers. 
Computational Complexity
In this section we study the theoretical complexity for all the methods analyzed in Section 4.2. Lets remember that n is the number of nodes of each network, and L is the number of layers that compose the multiplex M. For simplicity, we analyze only the cost to compute one iteration of each method. PageRank [? ]: e core of the method involves the multiplication of the PageRank matrix with the score vector of the previous iteration, which costs n · n. e method is applied over all the layers of the multiplex, thus the total cost for PageRank in a multiplex is of the order:
HITS [? ]: e HITS method involved the multiplication of the two matrices A T and A, which costs n · n · n. e obtained matrix must be multiplied by the score vector of the previous iteration ( n · n ). e method is applied over all the layers of the multiplex, and its total cost is of the order:
, we can summarize the cost of the method by computing the multiplication between the tensor and the matrix at each iteration. is operation can be seen as the multiplication of a opportunely built matrix of size n × p, where p = (n · L) encodes the tensor, with the score matrix of size n × n. e cost of this multiplication is n · ( p ) · n). en the total cost is of the order:
[ n · ( L · n ) · n ] TaCMM: TaCMM multiplies the con guration matrices. e matrix multiplication is performed (k − 1) times, where k is the length of the con guration. It follows that the computational cost of the core part of the algorithm is ((k −1) n ·n ·n ). e obtained matrix must be multiplied by the score vector of the previous iteration, which costs ( n · n ). us, the total cost amounts to:
When the con guration length k grows, the cost of the computation will grow linearly in k, but a larger number of tailored rankings will be obtained.
For PageRank-like, the length of the con guration k depends on the number of layers, and the cost is (L − 1) · ( n · n · n ) + ( n · n ). For HITS-like, the length of the con guration k is two times the number of layers L, and the cost is [(2 · L) − 1] · ( n · n · n ) + ( n · n ). e con guration of Versatile-like is the same of PageRank-like, and the cost is (L − 1) · ( n · n · n ) + ( n · n ).
In summary, all the methods are asymptotically dominated by (n · n · n), with the exception of PageRank, which is dominated by (n · n). Table 1 shows these trends, and we can see how simpler methods, such as PageRank, are also computationally lighter in practice. We can also observe that Versatile-like is faster than Versatile, and HITS-like has the same order of complexity as HITS.
CONCLUSION
In this paper, we presented a general methodology to iteratively compute the rankings r s associated to any possible con guration de ned on a collection A of matrices of a multiplex network M. Our framework is exible and can accommodate any kind of centrality measures, de ned by a cyclic dependency. It can be tailored by the user to capture the semantics of the speci c scenario at hand. We developed a theoretically sound iterative method, based on Perron-Frobenius theory, to compute the rankings. Our solution has guaranteed convergence. Our empirical evaluation con rms that our approach encompasses and generalizes a variety of standard measures. Its complexity is modulated by the number of tailored rankings one is interested in. One aspect, that it is currently under investigation, is the possibility of modulating the importance that each component of the multiplex network has on the tailored rankings. 
