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Abstract
We propose a categorial grammar based on classical multiplicative
linear logic.
This can be seen as an extension of abstract categorial grammars
(ACG) and is at least as expressive. However, constituents of linear logic
grammars (LLG) are not abstract λ-terms, but simply tuples of words
with labeled endpoints and supplied with specific plugging instructions:
the sets of endpoints are subdivided into the incoming and the outgoing
parts. We call such objects word cobordisms.
A key observation is that word cobordisms can be organized in a cate-
gory, very similar to the familiar category of topological cobordisms. This
category is symmetric monoidal closed and compact closed and thus is
a model of linear λ-calculus and classical, as well as intuitionistic linear
logic. This allows us using linear logic as a typing system for word cobor-
disms.
At least, this gives a concrete and intuitive representation of ACG.
We think, however, that the category of word cobordisms, which has
a rich structure and is independent of any grammar, might be interesting
on its own right.
1 Introduction
A prototypical example of categorial grammar is Lambek grammars [22]. These
are based on logical Lambek calculus, which is, speaking in modern terms, a
noncommutative variant of (intuitionistic) linear logic [14]. It is well known that
Lambek grammars generate exactly the same class of languages as context-free
grammars [34].
However, it is agreed that context-free grammar are, in general, not sufficient
for modeling natural language. Linguists consider various more expressive for-
malisms. Lambek calculus is extended to different complex multimodal, mixed
commutative and mixed nonassociative systems, see [28]. Many grammars oper-
ate with more complex constituents than just words. For example displacement
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grammars [32], extending Lambek grammars, operate on discontinuous tuples
of words.
Abstract categorial grammars (ACG) [11], on the other hand, are based on
a more intuitive and familiar commutative logic, namely, the implicational frag-
ment of linear logic. There are also other formalisms very close to ACG, such as
λ-grammars [33] or linear grammars [27] developed in this setting. (We should
mention hybrid type logical grammars [21] as well; these extend ACG, mixing
them with Lambek grammars.)
ACG are very strong in their expressive power [42] and show remarkable
flexibility in many aspects. (Yet, they have their own deficiencies from the
point of view of natural language modeling as well, see [30]). However, in a
striking difference from other formalisms, basic constituents of ACG used for
syntax generation are just linear λ-terms. Unfortunately it is not so easy to
identify λ-terms with any elements of language.
We should also mention another, very interesting approach based on com-
mutative logic. It is the unifying approach of [29]. It turns out that many
grammatical formalisms can be faithfully represented as fragments of first order
multiplicative intuitionistic linear logic MILL1. This provides some common
ground on which different systems can be compared.
In this work we propose one more categorial grammar based on a commuta-
tive system, namely on classical linear logic.
Linear logic grammars (LLG) of this paper can be seen as an extension of
ACG to the full multiplicative fragment. Although, the list of different for-
malisms is already sufficiently long, we think that our work deserves some in-
terest at least for two reasons.
First, unlike the case of ACG, constituents of LLG are very simple. They
are tuples of words with labeled endpoints, we call them multiwords. Multi-
words are directly identified as basic elements of language, and apparently they
are somewhat easier to deal with than abstract λ-terms. Each multiword of
LLG is supplied with specific plugging instructions: the set of its endpoints is
subdivided into the incoming and the outgoing parts (not to be confused with
the subdivision into left and right endpoints). We call a multiword supplied
with such a subdivision a word cobordism, and we usually abbreviate this title
as cowordism, for a joke.
Word cobordisms can be composed by gluing outgoing parts (outputs) to
the incoming ones (inputs). Word endpoints can also be moved from input to
output and vice versa producing new word cobordisms; an operation directly
corresponding to λ-abstraction.
ACG embed into LLG, so at least we give a concrete and intuitive repre-
sentation of ACG. We don’t know if LLG have stronger expressive power as
ACG, or just the same. It can be observed though that the cowordism repre-
sentation has been widely used in ACG anyway, but implicitly, under the title
of proof-nets.
Second, we identify on the class of word cobordisms a fundamental algebraic
structure, namely the structure of a category (in the mathematical, rather than
linguistic sense of the word).
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1.1 Abstract algebra point of view
The algebraic structure underlying linguistic interpretations of Lambek calculus
is that of a monoid: the set of words over a given alphabet is a free monoid
under concatenation, and Lambek calculus can be interpreted as a logic of the
poset of this monoid subsets (i.e. of formal languages).
When constituents of a grammar are more complicated, such as word tuples,
there is no unique concatenation, since tuples can be glued together in many
ways. Thus the algebra is more complex.
When the constituents are word cobordisms, the underlying algebraic struc-
ture is a category (in the mathematical, rather than linguistic sense of the word).
Word cobordisms, just like ordinary topological cobordisms [3] form a cate-
gory, which is symmetric monoidal closed and compact closed.
Thus, we shift from a non-commutative (“nonsymmetric”) monoid of words
to a symmetric (“commutative”) monoidal category of cowordisms.
It is this categorical structure that allows us representing linear λ-calculus
and ACG, as well as classical linear logic.
An LLG consists of the category of cowordisms, seen as a (degenerate) model
of linear logic, supplied with a lexicon, which is a finite set of non-logical axioms,
i.e. cowordisms together with their typing specifications.
Syntactic derivations from the lexicon directly translate to cowordisms gen-
erated by the grammar.
Comparing with Lambek calculus, we shift from a poset of formal languages
to a category of cowordism types. If sequents in Lambek calculus simply repre-
sent inclusions between languages, typing judgements in LLG represent concrete
cowordisms computed from syntactic derivations, in other words, nontrivial in-
structions how to glue (multi-)words together.
It should be observed that the category of cowordisms itself is independent of
any grammar. Apparently, at least some other formalisms can be represented in
this setting as well. Possibly, this can give some common reference for different
systems. In this connection, it might be interesting to study relationship be-
tween LLG, as well as the category of cowordisms in general, and the first order
linear logic framework for categorial grammars of [29]. (Apparently, cowordism
endpoints correspond to first order variables, and gluing to variable unification.)
1.2 Syntax vs. semantics
Somewhat ironically, the word “semantics” in the context of categorial gram-
mars can have different semantics .
On one hand, we have denotational semantics of logical systems. For exam-
ple, Lambek grammars generate denotational models for Lambek calculus, and
LLG of this work are models of linear logic and linear λ-calculus.
On the other hand, we can have models for semantics of languages generated
by a grammar.
One of the main features making categorial grammars interesting is that
they allow a bridge between language syntax and language semantics (see [31]).
3
In particular, ACG, apart from generating syntactic representation (which
corresponds to string or tree object signatures), can also generate meaning rep-
resentation by changing the object signature, provided that meaning is modeled
by means of the same typing system, i.e., intuitionistic linear logic, as in [10].
(We do not discuss here the case of non-linear ACG.)
As for LLG, obviously, they do not generate any meaning representation.
Word cobordisms are just specifically labeled tuples of words. (Speaking in
more linguistic terms, LLG are related directly only to surface structures.) How-
ever, translating from ACG to LLG does not lead to any information loss: any
semantic analysis of a language provided by an ACG remains available.
Indeed, ACG represent language generation in terms of λ-calculus typing
derivations. These are mapped to a chosen meaning representation, thus pro-
viding a bridge with semantics. But ACG for syntactic representation translate
to LLG isomorphically. All typing derivations are preserved and can be mapped
to meaning representation equally well. LLG becomes then a faithful and con-
venient representation of the syntactic (“surface”) part of ACG
Since the category of word cobordisms is compact closed, we would like
to mention an interesting approach to language semantics, where the meaning
representation model is compact closed as well, moreover, compactness plays a
crucial role.
In categorical compositional distributional models of meaning (DisCoCat)
[8], [9] it is proposed to model and analyze language semantics by a functorial
mapping (“quantization”) of syntactic derivations in a categorial grammar to
the (symmetric) compact closed category FDVec of finite-dimensional vector
spaces. The approach has been developed so far mainly on the base of Lam-
bek grammars or pregroup grammars (see [23]), which are, from the category-
theoretical point of view, non-symmetric monoidal closed (non-symmetric com-
pact closed, in the case of pregroups). On the other hand, the cowordism cat-
egory is symmetric and compact closed, and in this sense it is a better mirror
of FDVec. Thus it seems a more natural candidate for quantization. Possibly,
cowordism representation may help to apply ideas of DisCoCat to LLG or ACG,
thus going beyond context-free languages.
1.3 Background
We assume that the reader is familiar with λ-calculus (see [4]) and has at least
some basic idea of sequent calculus and cut-elimination (see, for example, [41]
or [16] for introduction.)
We also assume some basic acquaintance with categories, in particular, with
monoidal categories, see [24] for background. However, we tried to separate
concrete examples and definitions from general categorical discussion, so that
the reader uncomfortable with “abstract nonsense” might hopefully still grasp
what is going on. Categorical formalization is essential in order to guarantee
soundness of our constructions without going through (rather routine) proofs
by induction on syntactic derivations.
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2 Word cobordisms
2.1 Multiwords
Let T be a finite alphabet. We denote the set of all finite words in T as T ∗, and
the empty word as ǫ.
For a set X of natural numbers and n ∈ N we denote
n+X = {n+m| m ∈ X}, n−X = {n−m| m ∈ X}.
For a positive integer n, we denote I(n) = {1, . . . , n}.
We are going to define multiwords over T as oriented bipartite graphs with
edges labeled with words in T ∗.
First we define boundaries, which represent ordered vertex sets.
Definition 1. A boundary X consists of a natural number |X |, the cardinality
of X , and a subset Xl ⊆ I(|X |), called the left boundary of X .
We will sometimes denote I(|X |) = I(X).
The complementXr ofXl in I(X) is called the right boundary ofX . Elements
ofXl are called left endpoints ofX and are said to have left polarity. Accordingly,
elements of Xr are right endpoints of X and have right polarity.
The boundary X can be thought of as the set I(X) equipped with the par-
tition into left and right endpoints. It is implied that X parameterizes vertices
of a directed bipartite graph whose edges are directed from left to right.
Before turning to graphs, we define some operations on boundaries.
Let X,Y be boundaries and i ∈ N be such that i+ |Y | ≤ |X |. We say that
i+ Y is a subboundary of X if i+ Yl ⊆ Xl and i+ Yr ⊆ Xr.
Given two boundaries X and Y , we define the tensor product X ⊗ Y as the
boundary with
|X ⊗ Y | = |X |+ |Y |, (X ⊗ Y )l = Xl ∪ (|X |+ Yl).
Given a boundary X , we define the dual boundary X⊥ as the boundary with
|X⊥| = |X |, (X⊥)l = |X | −Xr.
Thus, tensor product concatenates two boundaries, while duality reverses
the vertex ordering and polarity
Note that we have
(X ⊗ Y )⊥ = Y ⊥ ⊗X⊥. (1)
Remark. A reader familiar with compact categories (which will be discussed
shortly) or cyclic linear logic might anticipate from formula (1) some sort of
noncommutativity in the category of cowordisms. This is misleading. We will
have a natural isomorphism between (A⊗B)⊥ and A⊥⊗B⊥, just not equality.
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Definition 2. A regular multiword M with boundary X over an alphabet T
is a directed graph on the set I(X) of vertices, whose edges are labelled with
words in T ∗, such that each vertex is adjacent to exactly one edge (so that it is
a perfect matching), and for every edge its left endpoint is in Xl and its right
endpoint is in Xr.
We use notation (x,w, y) for an edge from x to y labeled with w. We will
identify a regular multiword with the set of its labeled edges.
A basic operation on multiwords will be gluing. Since, in principle, such
gluing can be done cyclically, it can result in objects that are not graphs at
all. For consistency of definitions we will also have to consider cyclic words and
singular multiwords.
We say that two words in T ∗ are cyclically equivalent if they differ by a cyclic
permutation of letters. A cyclic word over T is an equivalence class of cyclically
equivalent words in T ∗. For w ∈ T ∗ we denote the corresponding cyclic word
as [w].
Definition 3. A multiword M with boundary X over the alphabet T is a pair
M = (M0,Mc), where M0, the regular part, is a regular multiword over T with
the boundary X , andMc, the singular or cyclic part, is a finite multiset of cyclic
words over T .
In the following we denote the sum (i.e. disjoint union) of multisets as +.
A multiword is acyclic or regular if its singular part is empty. Otherwise it
is singular.
A general multiword M can be pictured geometrically as the edge-labelled
graphM0 and a disjoint union of isolated loops (i.e. closed curves) labeled with
elements of Mc. The underlying geometric object is no longer a graph, but it is
a topological space, even a topological manifold with boundary.
Tensor product readily extends from boundaries to multiwords.
Given two multiwords M = (M0,Mc) and N = (N0, Nc) with boundaries
X and Y respectively, the tensor product M ⊗ N is the multiword with the
boundary X ⊗ Y defined by
(M ⊗N)c =Mc +Nc
(M ⊗N)0 = {(i, w, j)| (i, w, j) ∈M0} ∪ {(|X |+ i, w, |X |+ j)| (i, w, j) ∈ N0}.
2.1.1 Contractions
Let M be a multiword with boundary X , and let n < |X | be such that n and
n+ 1 have opposite polarity.
We define the elementary contraction 〈M〉n,n+1 of M as a multiword ob-
tained by gluing edges of M along n and n+ 1. An accurate definition follows.
Define an embedding
φ : I(|X | − 2)→ I(X)
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by
φ(i) =
{
i, if i < n,
i+ 2 otherwise.
Define the boundary X ′ by
cardX′ = |X| − 2, (X
′)l = φ
−1(Xl).
Now let x be the element of the pair (n, n + 1) that belongs to Xr, and
y ∈ Xl be the other element. We define a new multiwordM
′ with the boundary
X ′ by cases.
• If x and y are not connected by an edge in M0, then
M ′c =Mc,
M ′0 = {(i, w, j)| (φ(i), w, φ(j) ∈M0)}∪{(i, uv, j)| (φ(i), u, x), (y, v, φ(j)) ∈M0}.
• If there is an edge (y, w, x) ∈M0, then
M ′c =Mc + {[w]},
M ′0 = {(i, w, j)| (φ(i), w, φ(j) ∈M0)}.
It is easy to see that in both cases M ′0 is a perfect matching and its edges start
at left endpoints of X ′l . We put 〈M〉n,n+1 =M
′.
Elementary contractions can be iterated.
Let X , Y be boundaries, i ∈ N and assume that i+Y ⊥⊗Y is a subboundary
of X . Let n = |Y | = cardY⊥
Then for any multiword M with the boundary X we define iterated contrac-
tion 〈M〉i+Y ⊥⊗Y of M by
〈M〉i+Y ⊥⊗Y = 〈. . . 〈 〈 〈M〉i+n,i+n+1〉i+n−1,i+n〉 . . .〉i+1,i+2.
(It is easy to check that the above is well defined.)
2.1.2 Word cobordisms
We want to consider multiwords as morphisms between boundaries and compose
them by gluing. So we want to organize multiwords in a category.
We remarked above that multiwords can be represented geometrically as
very simple manifolds with boundary. Manifolds with boundary give rise to the
category of cobordisms, see [3]. We will construct a similar category of word
cobordisms. We find it amusing to abbreviate the latter term as cowordism, and
we will do so.
In order to treat a multiword as a morphism consistently, we need to sub-
divide its boundary into the incoming and the outgoing parts and to fix this
subdivision. (It should not be confused with the subdivision into left and right
endpoints.) A multiword equipped with such a subdivision will be called a
cowordism.
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Definition 4. Given two boundaries X,Y , a cowordism
σ : X → Y
over an alphabet T from X to Y is a multiword over T with boundary Y ⊗X⊥.
In the above setting we say that Y is the outgoing boundary of σ, and X is
the incoming boundary. The outgoing boundary can be seen as a subboundary
of σ in an obvious way. The incoming boundary X can be identified with the
subboundary |Y |+X⊥ by means of an order and polarity reversing bijection.
We say that a cowordism is regular if its underlying multiword is regular.
Otherwise the cowordism is singular.
Matching cowordisms are composed by gluing incoming and outgoing bound-
aries.
Given boundaries X,Y, Z and cowordisms
σ : X → Y, τ : Y → Z,
the composition
τ ◦ σ : X → Z
of τ and σ is the cowordism defined by the iterated contraction
τ ◦ σ = 〈τ ⊗ σ〉|Z|+Y ⊥⊗Y .
In order to discuss cowordisms in a greater detail it will be convenient to
develop some systematic conventions for representing them geometrically. In-
deed, cowordisms are, by definition, geometric objects, and a graphical language
makes their properties very transparent.
3 Graphical language
When depicting a cowordism
σ : X → Y, (2)
it is convenient to put the boundary vertices on two parallel straight lines,
reserving one line for the outgoing subboundary Y and the other one for the
incoming subboundary cardY+X
⊥, and to place all edges and loops (if there is
a singular part) that comprise σ between the two lines.
We will use either the horizontal or the vertical representation, the horizontal
one being default. In both cases we will depict left endpoints of the boundary
of σ as small filled-in circles and right endpoints, as arrow heads.
In the horizontal representation of cowordism (2), we put elements
1, . . . , |Y |
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of the outgoing subboundary Y on one vertical line, with the increasing order
corresponding to the direction up, and we put the elements
cardY + 1, . . . , |Y|+ |X|
of the incoming subboundary |Y | + X⊥ on a parallel line to the left, in the
increasing order corresponding to the direction down.
For example, if the boundaries X,Y are given by
|X | = 4, Xl = {2}, |Y | = 4, Yl = {3}, (3)
then cowordism (2) will be depicted as the following picture (we put vertex
numbers for clarity).
X
8
7
6
5
1
2
3
4
σ Y
The vertices 1, 2, 3, 4 in the boundary of σ correspond to the outgoing boundary
Y , and 3 is the only left endpoint. The vertices 5, 6, 7, 8 can be identified with
the incoming boundary X by means of an order and polarity reversing bijection,
and the only left endpoint 2 of X corresponds to the right endpoint 7 of σ.
In the vertical representation we put the vertices of the outgoing subbound-
ary |Y | on one horizontal line, with the increasing order corresponding to the
direction from right to left, and we put the elements of the incoming boundary
|Y | + I(X⊥) on a parallel line below, with the increasing order corresponding
to the direction from left to right.
Thus, if X , Y are as in (3), then cowordism (2) in the vertical representation
will be depicted as σ .
In general, when the detailed structure of the boundary is not important,
we “squeeze” parallel edges into one and represent (2) schematically as a box
with an incoming wire labeled with X and an outgoing wire labeled with Y .
σ :X Yσ
3.1 Composition
It is easy to see that, with our conventions, the composition of cowordisms
σ : X → Y, τ : Y → Z
corresponds to the following schematic picture.
σ :X Yσ τ : Y Zτ τ ◦ σ :X σ Zτ
We get a detailed, “full” picture by expanding each edge into as many parallel
edges as there are points in the corresponding boundary.
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For example, if X,Y are as in (3), then the above picture translates to the
following.
σ :X σ Y τ : Y Zτ τ ◦ σ :X σ Zτ
Proposition 1. Composition of cowordisms is associative.
Proof. Evident from geometric representation.
3.1.1 Identities
In order to have a category of cowordisms, we also need identities
Given a boundary X , the identity cowordism
idX : X→ X
is the regular multiword with the boundary X ⊗X⊥ defined by the set of edges
{(i, ǫ, 2|X | − i+ 1)| i ∈ Xl} ∪ {(2|X | − i+ 1, ǫ, i)| i ∈ Xr}.
In a schematic, “squeezed” picture, the identity cowordism corresponds to a
single wire idX :X X .
In the full picture there are as may parallel wires as there are points in X .
If X is as in (3), then the full picture is idX :X X .
Proposition 2. For all boundaries Y and cowordisms σ : X → Y and τ : Y →
X we have
σ ◦ idX = σ, idX ◦ τ = τ.
Proof. Evident from geometric representation.
We say that a cowordism σ : X → Y is invertible if there exists a cowordism
τ : Y → X such that
τ ◦ σ = idX, σ ◦ τ = idY.
3.2 Tensor product
We have already defined tensor product on boundaries (and multiwords). Now
we are going to establish conventions for depicting tensor product in the graph-
ical language and then to extend it consistently to cowordisms.
Given boundaries
X1, . . . , Xn, Y1, . . . Ym,
we represent a cowordism
σ : X1 ⊗ . . .⊗Xn → Y1 ⊗ . . .⊗ Ym (4)
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schematically as a box whose n incoming wires are labeled with Xi’s and m
outgoing wires, labeled with Yi’s.
σ :
Xn Ym· · ·· · · τ
X1 Y1
Note that the above “squeezed” picture is consistent with the full picture. If we
“expand” each edge into parallel edges adjacent to points in the corresponding
subboundary, we obtain a detailed picture of (4) according to our conventions.
The case when n or m in the above picture is 0 also makes sense.
Definition 5. The unit boundary 1 is defined by |1| = 0, 1l = ∅.
Note 1. For any boundary X we have X ⊗ 1 = 1⊗X = X. 
When depicting a cowordism σ : 1 → X , respectively, τ : X → 1 we do not
have wires on the left, respectively, right.
Now let boundaries X,Y, Z, T and cowordisms
σ : X → Y, τ : Z → T
be given.
Let us write σ0, respectively, τ0 for the regular part of (the underlying mul-
tiword of) σ, respectively τ , and let us write σc, τc for the respective singular
parts.
Let S = (Y ⊗ T )⊗ (X ⊗ Z)⊥ = Y ⊗ T ⊗ Z⊥ ⊗X⊥.
Define the embeddings
φ : I(|Y |+|X |)→ I(|Y |+|T |+|Z|+|X |), ψ : I(|T |+|Z|)→ I(|Y |+|T |+|Z|+|X |)
by
φ(i) =
{
i, if i ≤ |Y |,
i+ |T |+ |Z| otherwise,
ψ(i) = i+ |Y |.
The tensor product σ ⊗ τ is the multiword with the boundary S defined by
(σ ⊗ τ)c = σc + τc,
(σ ⊗ τ)0 = {(φ(i), w, φ(j)| (i, w, j) ∈ σ0} ∪ {(ψ(i), w, ψ(j)| (i, w, j) ∈ τ0}.
In the graphical language, tensor product of cowordisms corresponds simply
to putting two boxes side by side.
σ ⊗ τ :
Z Tτ
X Yσ
Proposition 3. Tensor product of cowordisms is functorial:
(τ1 ⊗ τ2) ◦ (σ1 ⊗ σ2) = (τ1 ◦ σ1)⊗ (τ2 ◦ σ2)
for all boundaries Xi, Yi, Zi and cowordisms
σi : Xi → Yi, τi : Yi → Zi, i = 1, 2.
Proof. Evident from geometric representation.
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3.2.1 Symmetries
Let the boundaries X,Y be given.
The symmetry cowordism
sX,Y : X ⊗ Y → Y ⊗X
is the regular multiword with the boundary Y ⊗X ⊗ Y ⊥ ⊗X⊥ defined by the
set of edges
{(|Y |+i, ǫ, 2|X |+2|Y |−i+1)| i ∈ Xl}∪{(2|X |+2|Y |−i+1, ǫ, |Y |+i)| i ∈ Xr}∪
{(i, ǫ, |X |+ 2|Y | − i+ 1)| i ∈ Yl} ∪ {(|X |+ 2|Y | − i+ 1, ǫ, i)| i ∈ Yr}.
The schematic picture of sX,Y is transparent.
sXY :
X
Y X
Y
Proposition 4. For all boudaries X,Y , the symmetry cowordism is invertible,
with sY,X ◦ sX,Y = idX⊗Y.
Proof. Obvious.
3.3 Duality
We have already defined the operation of duality on boundaries. Now we extend
it to cowordisms.
Let X , Y be boundaries, and let σ : X → Y be a cowordism.
Let φ : I(|Y |+ |X |)→ I(|X |+ |Y |) be the cyclic permutation
φ(i) =
{
i+ |X |, if i ≤ |Y |,
i− |Y | otherwise.
The dual cowordism
σ⊥ : Y ⊥ → X⊥
is the multiword with the boundary X⊥ ⊗ Y ⊥⊥ = X⊥ ⊗ Y defined by
(σ⊥)c = σc,
(σ⊥)0 = {(φ(i), w, φ(j))| (i, w, j) ∈ σ0}.
In a schematic picture, duality looks as follows.
σ :X Yσ σ⊥ :
X⊥
σ
Y ⊥
The full picture, again, can be recovered by expanding every wire into a parallel
cluster.
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For example, if X,Y are as in (3), the above picture translates to the fol-
lowing.
σ :X σ Y
Y ⊥
X⊥
σ⊥ : σ
Remark. We defined duality on boundaries as not only flipping left endpoints
with right endpoints, but also reversing the list of boundary elements precisely in
order to have this consistency with “parallel wires substitution” in the graphical
language. The price to pay for that is the twist of tensor factors in formula (1).
Proposition 5. Formula (1) holds for cowordisms as well. For all cowordisms
σ, τ we have (σ ⊗ τ)⊥ = τ⊥ ⊗ σ.
Proof. Evident from geometric representation.
Proposition 6. Duality is a contravariant functor: for all boundaries X,Y, Z
and cowordisms
σ : X → Y, τ : Y → Z
we have (τ ◦ σ)⊥ = σ⊥ ◦ τ⊥.
Proof. Evident from geometric representation.
4 Structure of cowordisms category
Since composition of cowordisms is associative and there are identities, as shown
in the preceding section, it follows that cowordisms and boundaries form a
category.
Definition 6. The category CowT of cowordisms over an alphabet T has
boundaries as objects and cowordisms over T as morphisms.
4.1 Over the empty alphabet
Even when the alphabet T is empty, the category of cowordisms is nontrivial.
In fact, it becomes equivalent to the category of oriented 1-dimensional topo-
logical cobordisms.
In the sequel we will use the term cobordism for a cowordism over the empty
alphabet, and denote
Cow∅ = Cob.
Given two boundaries X,Y and a cowordism σ : X → Y over some alpha-
bet T , we define the pattern of σ as the cobordism from X to Y obtained by
erasing from σ all letters. Note that pattern is a functor (from cowordisms to
cobordisms).
13
The category of cobordisms equipped with tensor product and duality has a
rich structure, and this structure is inherited by categories of cowordisms over
non-empty alphabets.
In particular, categories of cowordisms are symmetric monoidal closed, ∗-
autonomous, and compact closed. This makes them models of linear λ-calculus
and of classical multiplicative linear logic, which is most relevant for our discus-
sion.
Now we discuss this structure in a greater detail.
4.2 Zoo of monoidal closed categories
Recall that a monoidal category C is a category equipped with a tensor product
bifunctor
⊗ : C×C→ C
together with a tensor unit 1 and natural associativity transformations (see [24]
for details).
A monoidal category is symmetric if there exists a natural symmetry trans-
formation
sX,Y : X ⊗ Y → Y ⊗X
satisfying
s2 = id.
A symmetric monoidal category is closed if it is equipped with a bifunctor
⊸, contravariant in the first entry and covariant in the second entry, such that
there exists a natural bijection
Hom(X ⊗ Y, Z) ∼= Hom(X,Y ⊸ Z). (5)
The functor ⊸ in the above definition is called internal homs functor.
A ∗-autonomous category [5] is a symmetric monoidal category equipped
with a contravariant functor (.)⊥, such that there is a natural isomorphism
A⊥⊥ ∼= A
and a natural bijection
Hom(X ⊗ Y, Z) ∼= Hom(X, (Y ⊗ Z⊥)⊥). (6)
Duality (.)⊥ equips a ∗-autonomous category with a second monoidal struc-
ture. The cotensor product ℘ is defined by
X℘Y = (X⊥ ⊗ Y ⊥)⊥. (7)
The neutral object for the cotensor product is
⊥ = 1⊥.
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Any ∗-autonomous category is monoidal closed. The internal homs functor
is defined by
X ⊸ Y = X⊥℘Y. (8)
A compact closed or, simply, compact category is a ∗-autonomous category
for which duality commutes with tensor, i.e. such that there exist natural iso-
morphisms
X℘Y ∼= X ⊗ Y, 1 ∼= ⊥.
Remark. Compact categories were defined in [20]. For the definition used
above and its equivalence to the original definition of [20] see [2].
A prototypical example of a compact category is the category of finite-
dimensional vector spaces with the usual tensor product and algebraic duality.
Note, however, that in this case, as, in general, in the algebraic setting, duality
is denoted as a star (.)∗.
The category of topological cobordisms is another widely used example of a
compact category.
Compact categories are relevant for our discussion, because categories of
cowordisms are compact, and compact structure provides a lot of important
maps and constructions. A short and readable introduction into this subject
can be found, for example, in [2]. We emphasize that our graphical language
for cowordisms is adapted from the general pictorial language customarily used
for general compact categories, see [38].
4.3 Cowordisms as a compact category
Tensor product equips the category of cowordisms with a monoidal structure,
which is symmetric.
Indeed, tensor product is functorial and strictly associative, i.e.
(X ⊗ Y )⊗ Z = X ⊗ (Y ⊗ Z),
moreover, the empty boundary 1 is a strict tensor unit.
The symmetry transformation sX,Y discussed in the preceding section is
obviously natural and it squares to the identity (Proposition 4), as required.
Proposition 7. Duality (.)⊥ equips the category of cowordisms with a compact
closed (hence monoidal closed and ∗-autonomous) structure.
Proof. The set of cowordisms from X ⊗ Y to Z is by definition the set of mul-
tiwords with the boundary Z ⊗ (X ⊗ Y )⊥ = Z ⊗ Y ⊥ ⊗X⊥.
The set of cowordisms from X to (Y ⊗ Z⊥)⊥ is easily seen to be precisely
the same set.
Thus formula (5) holds and the category of cowordisms is ∗-autonomous.
Also, the symmetry transformation gives us a natural isomorphism
sY ⊥,X⊥ : (X ⊗ Y )
⊥ → X⊥ ⊗ Y ⊥,
so the category of cowordisms is compact closed.
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The geometric meaning of bijection (6) is transparent.
X
Y
Z
∼=
X
Y ⊥
Z
Since the category of cowordisms is also ∗-autonomous, it has the cotensor
product and internal homs defined by (7) and (8).
It is easy to see that, in the category of cowordisms, we have
X℘Y = Y ⊗X, X ⊸ Y = Y ⊗X⊥.
This formula will be much used in the sequel.
As for the cotensor unit ⊥, we have ⊥ = 1⊥ = 1.
Anticipating (linear) logic interpretation, we note that correspondence (6)
together with the above picture simply express the possibility of moving formulas
of a sequent between the right and the left sides of the turnstile.
We now discuss important constructions determined by the compact struc-
ture.
4.3.1 Names and conames
In any ∗-autonomous category there are operations of naming and conaming
(the first one exists also in any monoidal closed category).
Let σ : X → Y be a morphism in a monoidal closed category C.
Correspondence (5) together with the isomorphism
X ∼= 1⊗X
yields the morphism
pσq : 1→ X ⊸ Y,
called the name of σ.
If C is furthermore ∗-autonomous, then the name pσq can be written as a
morphism
pσq : 1→ X⊥℘Y,
and the coname xσy of σ is the morphism
xσy : X ⊗ Y ⊥ → ⊥,
defined by xσy = (pσ⊥q)⊥.
In the case of cowordisms, the name and the coname of a cowordism σ :
X → Y are represented by the following picture.
σ :X Yσ pσq :
X⊥
Yσ
xσy :
Y ⊥
X σ
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Again, in anticipation of linear logic interpretation, we note that naming and
conaming of a morphism correspond simply to putting all formulas of a sequent
to one side of the turnstile.
Especially important are the name and the coname of the identity, respec-
tively, the pairing
xidXy : X
⊥ ⊗ X→ ⊥, (9)
and the copairing maps
pidXq : 1→ X
⊥℘X (10)
(existing in any ∗-autonomous category).
In the category of cowordisms these are represented by the following picture
(note that wires are depicted in the correct order!).
pidXq : X
⊥
X
xidXy :
X
X⊥
4.3.2 Evaluation and linear distributivity
In any monoidal closed category there exists a natural evaluation map
evX,Y : (X⊸ Y)⊗X→ Y (11)
obtained by correspondence (5) from idX⊸Y.
In the category of cowordisms evaluation is represented by the following
picture.
evX,Y :
X
X⊥
Y
Y
Furthermore there is a natural map
(X ⊸ Y )⊗ Z → X ⊸ (Y ⊗ Z)
obtained from evX,Y ⊗ idZ using symmetries and (5), which, in the case when
the category is ∗-autonomous, gives rise to the linear distributivity map [7]
δX,Y,Z : (X℘Y )⊗ Z → X℘(Y ⊗ Z) (12)
(substituting X for X⊥).
Linear distributivity by compositions with itself and symmetries gives rise
to the internal tensor
δX,Y,Z,T : (X℘Y )⊗ (Z℘T )→ X℘(Y ⊗ Z)℘T. (13)
and the internal cotensor
ǫX,Y,Z,T = δ
⊥
X⊥,Y ⊥,Z⊥,T⊥ : X ⊗ (Y ℘Z)⊗ T → (X ⊗ Y )℘(Z ⊗ T ) (14)
maps.
In the case of cowordisms, where cotensor and tensor differ only by factors
ordering, all three maps are just permutation maps obtained as compositions of
symmetries.
17
4.3.3 Generalized compositions
Any ∗-autonomous category, and the category of cowordisms in particular, has
a number of operations that can be considered as generalized composition in
disguise.
First, in any monoidal category, given morphisms
σ : X → Y, τ : Y ⊗ T → Z,
we can construct the partial composition of σ and τ over T
τ ◦Y σ : X ⊗ T → Z,
given as
τ ◦Y σ = τ ◦ (σ ⊗ idT).
In the case of cowordisms, partial composition is represented by the following
picture.
σ :X Yσ τ : T
Y
Zτ τ ◦Y σ :
X σ
T
Zτ
Note that usual composition is a particular case: τ ◦ σ = τ ◦1 σ.
If the category is furthermore ∗-autonomous, then, given two morphisms
σ : 1→ X℘Y, τ : 1→ Y ⊥℘Z,
we can define the partial pairing or the cut
〈σ, τ〉Y : 1→ X℘Z
of σ and τ over Y by
〈σ, τ〉Y = (idX℘(xidYy)℘idZ) ◦ δX,Y,Y⊥,Z ◦ (σ ⊗ τ).
In the case of cowordisms, cut is pictured as follows.
σ : X
Y
σ
τ : Y
⊥
Z
τ
〈σ, τ〉Y :
Xσ
Z
τ
Partial pairing or cut can be understood as generalized composition in dis-
guise because of the following observation.
Proposition 8. For any two cowordisms
σ : X → Y, τ : Y → Z,
it holds that
pτ ◦ σq = 〈pσq, pτq〉Y . 
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Proof. Evident from geometric representation.
From (linear) logic point of view, partial composition corresponds to a cut
between two-sided sequents, and partial pairing, to a cut between one-sided
sequents. The above proposition expresses basic relation between one-sided and
two-sided sequent calculus formulations.
Remark. Propositions of this section are, of course, true for any ∗-autonomous,
let alone compact, category. In fact, it can be shown that graphical reasoning
is valid for any compact category, see [38]. However, in the case of cowordisms,
which are defined as geometric objects, graphical representation is literal and
does not require further justification.
Also, in the end of this abstract section it might be reasonable to try to
put our category of cowordisms into the general abstract context of compact
categories.
It is easy to see that labeling and ordering boundary vertices is purely deco-
rative; it allows us having better pictures. Eventually, if we define the size of a
boundary X as a pair consisting of the size of the left part Xl and of the right
part Xr, then it is the only invariant: all boundaries with the same size are
(canonically) isomorphic.
Thus, up to equivalence of categories, we can consider boundaries to be just
pairs of natural numbers. It can be shown then that the category of cowordisms
over an alphabet T is equivalent to the free compact category (using definition
in [1]) generated by the free monoid T ∗, where T ∗ is considered as a category
with one object.
5 Linear logic grammars
5.1 Linear logic
Strictly speaking, the system discussed below is multiplicative linear logic, a
fragment of full linear logic. However, since we do not consider other fragments,
the prefix “multiplicative” will be omitted. A more detailed introduction to
linear logic can be found in [14], [15].
Given a set N of positive literals, we define the set N⊥ of negative literals as
N⊥ = {X⊥| X ∈ N}.
Elements of N ∪N⊥ will be called literals.
The set Fm(N) of LL formulas (over the alphabet N) is defined by the
following induction.
• Any X ∈ N ∪N⊥ is a formula;
• if X , Y are formulas, then X℘Y and X ⊗ Y are formulas;
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Connectives ⊗ and ℘ are called respectively times (also tensor) and par (also
cotensor).
Linear negation A⊥ of a formula A is defined inductively as
(P⊥)⊥ = P, for P ∈ N,
(A⊗B)⊥ = A⊥℘B⊥, (A℘B)⊥ = A⊥ ⊗B⊥.
It should be understood that linear negation (.)⊥ is not a connective of linear
logic, but a shorthand notation for formulas, i.e. it belongs to the metalanguage.
Linear implication is defined as
A⊸ B = A⊥℘B. (15)
Linear implication is not a connective either.
An LL sequent (over the alphabet N) is a finite sequence of LL formulas
(over N).
The sequent calculus for LL is given by the following rules:
⊢ X⊥, X (Id),
⊢ Γ,X ⊢ X⊥,∆
⊢ Γ,∆
(Cut),
⊢ Γ, X, Y,∆
⊢ Γ, Y,X,∆
(Ex),
⊢ Γ, X, Y
⊢ Γ, X℘Y
(℘)
⊢ Γ, X ⊢ Y,∆
⊢ Γ, X ⊗ Y,∆
(⊗).
The tensor and cotensor introduction rules, respectively (⊗) and (℘) are
called logical rules. Other rules are structural.
Notation (Ex) in the name of a rule stands for Exchange.
Linear logic enjoys the fundamental property of cut-elimination: any proof
with cuts can be transformed to its cut-free form; cut-elimination is algorithmic
and always terminates. This allows computational and categorical interpreta-
tions in the proofs-as-programs or proofs-as-functions paradigm.
5.2 Semantics
Categorical interpretation of proof theory is based on the idea that formulas
should be understood as objects, and proofs as morphisms in a category, while
composition of morphisms corresponds to cut-elimination.
In a two-sided sequent calculus, formulas are interpreted as objects in a
monoidal category, and a proof of the sequent
X1, . . . , Xn ⊢ X
is interpreted as a morphism of type
X1 ⊗ . . .⊗Xn → X.
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This includes the case n = 0, with the usual convention that the tensor of the
empty collection of objects is the monoidal unit 1.
Then the Cut rule corresponds to (partial) composition. A crucial require-
ment is that the interpretation should be invariant under cut-elimination; a
proof and its cut-free form are interpreted the same.
In the case of linear logic, whose sequents are one-sided, the appropriate
setting for categorical interpretation is ∗-autonomous categories [36], [26].
In this setting, a proof of the sequent
⊢ X1, . . . , Xn
is interpreted as a morphism of type
1→ X1℘ . . . ℘Xn.
The Cut rule corresponds to partial pairing, which can be understood as a
symmetrized composition (Proposition 8).
We first describe interpretation of LL in a general ∗-autonomous category
and then give explicit rules for the case of cowordisms.
Given a ∗-autonomous category C and an alphabet N of positive literals,
an interpretation of LL in C consists in assigning to any positive literal A an
object [A] of C. The assignment of objects extends to all formulas in Fm(N)
by the obvious induction
[A⊗B] = [A]⊗ [B], [A⊥] = [A]⊥.
A sequent Γ = A1, . . . An is interpreted as the object [Γ] = [A1]℘ . . . ℘[An].
Given interpretation of formulas, proofs are interpreted by induction on the
rules so that a proof π of the sequent Γ is interpreted as a morphism [π] of the
type 1→ [Γ].
The axiom ⊢ A⊥, A is interpreted as copairing map (10)
pid[A]q : 1→ [A]
⊥℘[A].
The Cut rule corresponds to partial pairing, as stated above.
The Exchange rule corresponds to a symmetry transformation.
The (℘) rule does strictly nothing. A proof of the sequent ⊢ Γ, A,B has
already been interpreted as a morphism of the type 1 → [Γ]℘[A]℘[B], and this
serves as the interpretation of the obtained proof of ⊢ Γ, A℘B as well.
The (⊗) rule is interpreted using internal tensor (13). Namely, given proofs
π and ρ of sequents ⊢ Γ, A and ⊢ B,∆ respectively, the proof of ⊢ Γ, A⊗ B,∆
obtained from π and ρ is interpreted as δΓ,A,B,∆ ◦ π ⊗ ρ.
In general, it is quite customary in the literature to omit square brackets
and denote a formula and its interpretation by the same expression, and we will
follow this practice when convenient.
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5.2.1 Interpretation in the category of cowordisms
We now specialize to the case of the ∗-autonomous categoryCowT of cowordisms
over an alphabet T .
A proof σ of the sequent ⊢ A1, . . . , An is interpreted as a cowordism
σ : 1→ A1℘ . . . ℘An = An ⊗ . . .⊗A1 (16)
(we use the common convention that a formula or a proof is denoted same as
its interpretation).
We will use vertical representation for depicting σ, with inputs below, and
outputs above. Since there are no inputs, σ will be a box with only outgoing
wires. Since, in the vertical representation, vertices of the outgoing boundary
are depicted in the order from right to left, the wires to A1, . . . , An will be
depicted in the same order as in the sequent, as is evident from (16).
Rules for interpreting proofs in the category of cowordisms can be easily
computed from the general prescription described above, using graphical rep-
resentations of various natural maps computed in the preceding section. The
result is represented in four pictures below. (No picture for the (℘) rule, because
it does not do anything, as noted above.)
σ
Γ A ∆B
⇒ σ
Γ A ∆B
(Ex) σ τ
Γ A ∆B
⇒ σ
Γ A
τ
∆B
(⊗)
σ τ
Γ A ∆A⊥
⇒ σ
Γ
τ
∆
(Cut)
(Note that the order of wires on the righthand side of the (⊗) rule picture is
correct. The outgoing boundary is Γ℘(A ⊗ B)℘∆ = ∆ ⊗ (A ⊗ B) ⊗ Γ, and
according to our convention tensor factors are depicted in the opposite order.)
Observe that interpretations of proofs do not depend on the alphabet T
at all. So it would be more honest to say that this is an interpretation in the
categoryCob of cobordisms. The alphabet comes into play if we add new axioms
to the logic, which gives us a logic grammar.
Remark. It is important to note that the model of linear logic in the category of
cowordisms, as well as in any other compact category, is degenerate. It identifies
(up to a natural isomorphism) tensor and cotensor.
5.3 Adding lexicon
An LL grammar is an interpretation of LL in a category of cowordisms supplied
with a set of axioms together with cowordisms representing their “proofs”.
So assume that an interpretation of LL in a category of cowordisms over
an alphabet T is given. We will use the common convention that a formula, a
sequent or a proof is denoted the same as its interpretation.
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Let us say that a cowordism typing judgement (overN and T ) is an expression
of the form
σ
⊢ F
,
where F is an LL sequent (over the alphabet N), and
σ : 1→ F
is a cowordism over T .
Definition 7. A cowordism signature Σ is a tuple Σ = (N, T,Ξ), where
• N is a finite set of positive literals interpreted as boundaries;
• T is a finite alphabet;
• Ξ is a set of cowordism typing judgements over N and T , called signature
axioms or, simply, axioms.
Given a cowordism signature Σ, any LL derivation from signature axioms
gets an interpretation in the category of cowordisms by induction on the rules.
Let Γ be an LL sequent (or formula), and let σ : 1→ Γ be a cowordism.
We say that the cowordism typing judgement
σ
⊢ Γ
is derivable in Σ, or that Σ generates cowordism σ of type Γ if there exists a
derivation of ⊢ Γ from axioms of Σ whose interpretation is σ. The cowordism
type Γ generated by Σ, or, simply, the cowordism type Γ of Σ, is the set of all
cowordisms of type Γ generated by Σ.
It is convenient to have an alternative characterization of derivability in an
LLG.
For a sequent Γ = A1, . . . , An let Γ
⊥ denote the formula Γ⊥ = A⊥1 ⊗. . .⊗A
⊥
n .
Then we have the following.
Proposition 9. Let Σ be a cowordism signature.
A typing judgement
σ
⊢ Γ
is derivable in Σ iff there exist axioms
σ1
⊢ Γ1
, . . . ,
σk
⊢ Γk
of Σ and an LL proof π (not using axioms of Σ) of the sequent
⊢ Γ⊥1 , . . . ,Γ
⊥
k ,Γ
such that
σ = π ◦ (σ1 ⊗ . . .⊗ σk)
(where π is identified with the corresponding cowordism).
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Proof. By induction on derivation.
Corollary 1. If Σ = (N, T,Ξ) is a cowordism signature and there is an axiom
in Ξ of the form
σ
⊢ Γ, A℘B,∆
, (17)
then we have a well-defined cowordism signature Σ′ obtained from Σ by replacing
(17) with
σ
⊢ Γ, A,B,∆
,
which generates same cowordism types as Σ. 
Definition 8. A linear logic grammar (LLG) G is a tuple G = (N, T, Lex, S),
where (N, T, Lex) is a cowordism signature, and S ∈ N , the standard type, is a
literal interpreted as a boundary with exactly one left and one right endpoint.
The set Lex of the underlying signature axioms of G is called a lexicon of G.
We say that a typing judgement, respectively, cowordism type is generated
by G if it is generated by the underlying cowordism signature.
Now, any regular cowordism of the standard type S generated by G is an
edge-labeled graph containing a single edge labeled with a word over T . Thus
the set of type S regular cowordisms can be identified with a set of words in T ∗.
The language L(G) generated by G is the set of words labeling type S regular
cowordisms generated by G.
Remark. We noted above that the model of linear logic in the category of
cowordisms is degenerate.
However, given an LLG (or just a cowordism signature) G, we can consider
a refined category of cowordisms, whose objects are types of G and morphisms
are cowordisms generated by G. (More accurately, a morphism between types A
and B is a cowordism σ : A→ B such that the name pσq is in the type A⊸ B
of G.)
This gives us another model, which, in a generic case, will be nondegenerate.
Thus, from the point of view of LL model theory, an LLG (or a cowordism
signature) is a way of refining compact closed structure in order to remove
degeneracy of the model. This approach to constructing models is very common,
see, for example, [40], [17].
5.3.1 Example
Consider the following alphabets T , N of terminal symbols and positive literals
respectively:
T = {John,Mary, leaves, loves,madly,who}, N = {NP, S}.
Let us construct a grammar to derive the sentence
Mary who John loves madly leaves. (18)
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We interpret both nonterminal symbols as the two-point boundary X with
|X | = 2, Xl = {1}.
Then we introduce the following lexicon:{
JOHN
⊢ NP
,
MARY
⊢ NP
,
LEAV ES
⊢ NP⊥, S
,
LOV ES
⊢ NP⊥, NP⊥, S
,
MADLY
⊢ NP ⊗ S⊥, NP⊥, S
,
WHO
⊢ NP ⊗ S⊥, NP⊥, NP
}
.
(The types in the lexicon become less puzzling, if we identify every sequent with
the cotensor of its formulas, and then rewrite it using linear implication (15).
We get NP , NP ⊸ S, NP ⊸ NP ⊸ S, (NP ⊸ S)⊸ NP ⊸ S etc.)
Cowordisms of the lexicon are depicted below.
NP
JohnJOHN :
NP
MaryMARY : leaves
NP⊥ S
LEAV ES :
loves
NP⊥ NP⊥ S
LOV ES :
madly
S⊥ SNP NP⊥
MADLY :
S⊥
who
NP NP⊥ NP
WHO :
This defines an LLG.
Let us start with the following derivation.
JOHN
⊢ NP
LOV ES
⊢ NP⊥, NP⊥, S
⊢ NP⊥, NP⊥℘S
(℘)
MADLY
⊢ NP ⊗ S⊥, NP⊥, S
⊢ NP⊥, NP⊥, S
(Cut)
⊢ NP⊥, NP⊥, S
(Ex)
⊢ NP⊥, S
(Cut)
⊢ NP⊥℘S
(℘)
We start its cowordism interpretation from axioms corresponding to LOV ES
and MADLY .
25
Then the first step is a cut between these two. This is interpreted by partial
pairing, and the picture is the following.
loves
NP⊥
madly
SNP⊥
=
loves
NP⊥ NP⊥ S
madly
Applying to this the Exchange rule and cutting with JOHN , we get the follow-
ing cowordism interpreting the above derivation.
John
loves
SNP⊥
madly
=
SNP⊥
John loves
madly
We denote it as JOHN LOV ES MADLY .
Now we continue with the derivation.
MARY
⊢ NP
WHO
⊢ NP⊥ ⊗ S,NP⊥, NP
⊢ NP⊥, NP ⊗ S⊥, NP
(Ex)
⊢ NP⊥, NP,NP ⊗ S⊥
(Ex)
JOHN LOVES MADLY
⊢ NP⊥℘S
(℘)
⊢ NP⊥, NP
(Cut)
⊢ NP
(Cut)
LEAVES
⊢ NP⊥, S
⊢ S
(Cut)
We continue the cowordism interpretation applying the series of Exchange
rules to WHO, which results in the following.
NP
who
NP⊥ NP S⊥
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We cut the result with JOHN LOV ES MAD : Y , which yields the following
cowordism.
who
NP⊥ NP
John loves
madly
The above has a rather simple shape.
NPNP⊥
who John loves madly
Now it must be clear that after remaining steps in the derivation we obtain (18),
as desired.
Remark. We deliberately chose a rather non-optimal derivation in order to
show symmetry transformations. The same string could be generated in the
same grammar with fewer Exchange rules. Also, we chose types for lexicon
entries which appear as translations of linear implicational types. If, on the
other hand, we had, as the type for the transitive verb (i.e. LOV ES), the
sequent ⊢ NP⊥, S,NP⊥, the analogous derivation would be shorter as well.
6 Encoding multiple context-free grammars
In this section, as an example, we establish a relationship between LLG and
multiple context-free grammars.
6.1 Multiple context-free grammars
Multiple context-free grammars were introduced in [37]. We follow (with minor
variations in notation) the presentation in [19].
Definition 9. A multiple context free grammar (MCFG) G is a tuple G =
(N, T, S, P ) where
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• N is a finite alphabet of nonzero arity predicate symbols called nontermi-
nal symbols or nonterminals;
• T is a finite alphabet of terminal symbols or terminals;
• S ∈ N , the start symbol, is unary;
• P is a finite set of sequents, called productions, of the form
B1(x
1
1, . . . , x
1
k1
), . . . , Bn(x
n
1 , . . . , x
n
kn
) ⊢ A(s1, . . . , sk), (19)
where
(i) n ≥ 0 and A,B1, . . . , Bn are nonterminals with arities k, k1, . . . , kn
respectively;
(ii) {xji} are pairwise distinct variables not from T ;
(iii) s1, . . . , sk are words built of terminals and {x
j
i};
(iv) each of the variables xji occurs exactly once in exactly one of the
words s1, . . . sk.
Remark Productions are often written in the opposite order in the litera-
ture; with A on the left and B1, . . . , Bn on the right.
Also, our “non-erasing” condition (iv) in the definition of an MCFG, namely,
that all xji occurring on the left occur exactly once on the right, is too strong
compared with original definitions in [37], [19]. Usually it is required only that
each xji should occur at most once on the right. However, it is known [37]
that adding the non-erasing condition does not change the expressive power of
MCFG, in the sense that the class of generated languages (see below) remains
the same.
Definition 10. The set of predicate formulas derivable in G is defined by the
following induction.
(i) If a production ⊢ A(s1, . . . , sk) is in P , then A(s1, . . . , sk) is derivable.
(ii) For every production (19) in P , if
• B1(s11, . . . , s
1
k1
), . . . , Bn(s
n
1 , . . . , s
n
kn
) are derivable,
• tm is the result of substituting the word s
j
i for every variable x
j
i in
sm, for m = 1, . . . , k,
then the formula A(t1, . . . , tk) is derivable.
Remark. Technically, condition (i) above is a particular case of (ii) when n = 0.
We use notation ⊢G F to express that F is derivable in G.
Definition 11. The language generated by an MCFG G is the set of words w
for which ⊢G S(w).
Multiple context-free language is a language generated by some MCFG.
When all predicate symbols in N are unary, the above definition reduces to
the more familiar case of a context free grammar (CFG).
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6.2 Cowordism representation of MCFG
6.2.1 Productions as cowordisms
Definition 12. Let C be a predicate symbol of arity k > 0.
We define the carrier [C] of C as the boundary with cardinality 2k and the
set of left endpoints
[C]l = {l, 3, . . . , 2k − 1}. (20)
The pattern Pat(C) of C is the cobordism
Pat(C) : 1→ [C]
given by edges
(2i− 1, ǫ, 2i), i = 1, . . . , k.
If
C(s1, . . . , sk), (21)
is a predicate formula, where s1, . . . , sk are words over some alphabet T , then
the cowordism
[C(s1, . . . , sk)] : 1→ [C]
over T representing formula (21) is given by the set of edges
(2i− 1, si, 2i), i = 1, . . . , k.
The above definition allows representing predicate formulas with variables
as well. If some of s1, . . . , sk in (21) are not words, but variables from some set
V , we simply consider the set T ∪ V as a new alphabet.
Now assume that we are given an MCFG G = (N, T, S, P ).
We are going to represent productions of G as cowordisms as well.
Definition 13. Given a production p of form (19), a cowordism
[p] : [B1]⊗ . . .⊗ [Bn]→ [A]
represents p if the following equation holds
[p] ◦ ([B1(x
1
1, . . . , x
1
k1
)]⊗ . . .⊗ [Bn(x
n
1 , . . . , x
n
kn
)]) = [A(s1, . . . , sk)]. (22)
Before giving a general construction of [p] we consider a simple example.
Example. Let T = {a, b} be the alphabet of terminals.
Consider nonterminals P , Q and S of arities 2, 2 and 1 respectively, and the
following six productions
⊢ P (ǫ, ǫ) (1), ⊢ Q(ǫ, ǫ) (2), P (x, y) ⊢ P (xa, yb) (3),
Q(z, t) ⊢ Q(za, ta) (4), Q(z, t) ⊢ Q(zb, tb) (5), Q(z, t), P (x, y) ⊢ S(zxty) (6).
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It is easy to see that the constructed MCFG generates the language
{wanwbn|w ∈ T ∗, n ≥ 0}. (23)
Now we construct cowordisms representing G. We will omit square brackets
and use the same notation for a predicate symbol or a production and for its
graphical representation.
Six cowordisms representing the productions are shown on the picture be-
low (for better readability, we label vertices with corresponding variables, the
subscripts l, r denoting left and right endpoints respectively)
(1)
xl
xr
yl
yr
P (2)Q
zl
zr
tl
tr
(3)PP
xl
xr
yl
yr
xl
xr
yl
yr
b
a
.
(4)Q Q
zl
zr
tl
tr
zl
zr
tl
tr
a
a (5)Q Q
zl
zr
tl
tr
zl
zr
tl
tr
b
b
.
(6)
zl
zr
tl
tr
xl
xr
yl
yr
Q
P
S
.
It is easy to see that the above cowordisms indeed are solutions of the cor-
responding equations of form (22).
Hopefully, it is also easy to convince oneself that these six cowordisms to-
gether with symmetry maps generate by composition and tensor product all
cowordisms from 1 to S representing words of (23) and no other words.
The solution of (22) is constructed as follows.
Let V be the set of all variables xji occurring in p.
Let
[B] = [B1]⊗ . . .⊗ [Bn],
and let φ1, . . . , φn be the embeddings
φj : I([Bj ])→ I([B]), i 7→ i+
j−1∑
α=1
2kj , j = 1, . . . , n.
Each variable y = xji ∈ V corresponds to a pair of opposite polarity end-
points in [B]. We denote
l(y) = φj(2i− 1), r(y) = φj(2i).
30
Now, each word sm, m = 1, . . . , k, on the righthand side of p is a concate-
nation of the form
sm = w
0
my
1
mw
1
m . . . y
αm
m w
αm
m ,
where all
w0m, . . . , w
αm
m
are words in the alphabet T (possibly empty), and
y1m, . . . , y
αm
m
are variables from V . (With the convention that αm may equal zero, in which
case sm = w
0
m.)
We define the cowordism
[p] : [B]→ [A]
as the regular multiword with the boundary [A]⊗ [B]⊥ with the edges
(2m− 1, w0m, 2k + l(y
1
m)), (2k + r(y
i
m), w
i
m, 2k + l(y
i+1
m )),
(2k + r(yαmm ), w
αm
m , 2m), i = 1, . . . αm − 1, m = 1, . . . , k.
This solves (22).
An immediate consequence of (22) is the following.
Proposition 10. Let
B(s11, . . . , s
k1
1 ), . . . , B(s
1
n, . . . , s
kn
n )
be predicate formulas, with arities k1, . . . , km respectively.
Let tm be the result of substituting the word s
j
i for every variable x
j
i in sm,
for m = 1, . . . , k,
Then we have the identity
[p] ◦ ([B1(s
1
1, . . . , s
1
k1
)]⊗ . . .⊗ [Bn(s
n
1 , . . . , s
n
kn
)]) = [A(t1, . . . , tk)]. 
6.2.2 Context-free cowordism grammars
Now that we have represented MCFG productions as cowordisms, it will be
convenient to reformulate (and slightly generalize) MCFG in the language of
cowordisms directly.
Definition 14. A context-free cowordism grammar (cowordism CFG) G is a
tuple G = (N, T, P, S), where
• N is a finite set of types, each type A being assigned a boundary [A], the
carrier of A;
• T is a finite alphabet of terminal symbols;
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• P is a finite set of rules of the form
σ : A1 ⊗ . . .⊗An → A, (24)
Where A1, . . . , An, A are elements of N , and
σ : [A1]⊗ . . .⊗ [An]→ [A].
is a cowordism;
• S ∈ N is the sentence type, with I([S]) = 2, ([S])l = {1}.
Elements of P are called cowordism productions.
Now, for any type A ∈ N , we will define the set of type A cowordisms
generated by G, or, simply, the cowordism type A of G. We will write ⊢G σ : A
to express that σ is in the cowordism type A of G.
The set is defined by induction.
• If a cowordism production σ : 1→ A is in P , then ⊢G σ : A.
• If a cowordism production
σ : A1 ⊗ . . .⊗An → A
is in P , and
⊢G τi : Ai, i = 1, . . . , n,
then ⊢G σ ◦ (τ1 ⊗ . . .⊗ τn) : A.
Any regular cowordism in the type S ofG consists of exactly one edge labeled
with a word in T ∗. It is natural to identify the cowordism type S of G with the
language generated by G.
Definition 15. The language generated by the cowordism CFG G or, simply,
the language of G is the set of words occurring as edge labels in type S regular
cowordisms generated by G.
We denote the language generated by G as L(G).
Now, given an MCFG G = (N, T, P, S), the cowordism representation de-
scribed in the preceding section gives us a cowordism CFG.
We put G′ = (N, T, P ′, S), where each nonterminal C ∈ N is assigned
its carrier [C] as in Definition 12, and P ′ is the set of cowordism productions
representing elements of P in the sense of Definition 13:
P ′ = {[p] | p ∈ P}.
It is easy to see that G and G′ are equivalent in all conceivable ways.
Proposition 11. In notation as above, for any predicate symbol C ∈ N of arity
k and words s1, . . . , sk ∈ T ∗ it holds that ⊢G C(s1, . . . , sk) iff ⊢G′ [C(s1, . . . , sk)].
In particular, L(G) = L(G′).
Proof. By induction on derivation using Proposition 10.
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6.2.3 From cowordism CFG to MCFG
Let G = (N, T, P, S) be a cowordism CFG.
For each A ∈ N and regular cowordism σ : 1 → [A] such that ⊢G σ : A let
Pat(σ) be the pattern of σ, i.e. the cobordism obtained from σ by erasing all
labels from edges.
We say that Pat(σ) is a possible pattern of A.
We denote the set of possible patterns of A as Patt(A). Note that this set
is finite.
Definition 16. The cowordism CFG G is simple, if for any type A ∈ N the set
Patt(A) contains at most one element.
It is easy to see that a cowordism CFG constructed from an MCFG is simple.
Let us show that there is an inverse translation.
Proposition 12. If a language is generated by a simple cowordism CFG, then
it is also generated by MCFG.
Proof. Let G = (N, T, P, S) be a cowordism CFG.
If there are types without any possible pattern, they do not participate in
generation of the language of G and can be safely erased from the grammar. So,
without loss of generality we may assume that for any A ∈ N the set Patt(A)
is nonempty.
Let A ∈ N . Let πA : 1→ [A] be the unique regular cobordism in Patt(A).
It follows that the cardinality of [A] is an even number 2k and there are k
left endpoints and k right endpoints, since πA is a perfect matching.
In particular we can write
[A]l = {i1, . . . , ik}, [A]r = {j1, . . . , jk},
πA = {(iα, ǫ, jα)| α = 1, . . . , k}.
Consider the boundary [A]′ with cardinality 2k and the set of left endpoints
[A]′l = {1, 3, . . . , 2k − 1}.
We have cobordisms
ρA : [A]→ [A]
′, τA : [A]
′ → [A]
defined, respectively by the sets of edges
(2α− 1, ǫ, 4k − iα + 1), (4k − jα + 1, ǫ, 2α), α = 1 . . . , k
and
(iα, ǫ, 4k − 2α+ 2), (4k − 2α, ǫ, jα), α = 1 . . . , k,
satisfying
τA ◦ ρA = id[A], ρA ◦ τA = id[A′].
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It follows that [A] and [A]′ are isomorphic, and the cobordism
ρA ◦ πA : 1→ [A]
′
has edges
(2α− 1, ǫ, 2α), α = 1, . . . , k. (25)
It follows that we get an equivalent cowordism CFG by assigning to each A ∈ N
the carrier [A]′ and replacing, in each cowordism production of form (24), the
cowordism σ with
ρA ◦ σ ◦ (τA1 ⊗ . . .⊗ τAn) : [A1]
′ ⊗ . . .⊗ [An]
′ → [A]′.
Moreover, in the obtained grammar, the pattern of A will be precisely (25).
So, without loss of generality we can assume that [A] = [A]′, and the pattern
of A is (25).
Then for each A ∈ N we introduce a predicate symbol A of arity k, where
2k is the cardinality of [A].
Let P0 ⊆ P be the set of cowordism productions that participate in genera-
tion of L(G). All cowordisms occurring in P0 are regular, because elements of
L(G) are defined by regular cowordisms.
For each element p ∈ P0 of form (24) we write an MCFG production p′ as
follows.
For each j = 1, . . . , n, let the cardinality of [Aj ] be 2kj .
Let V be the set of variables xji , i = 1, . . . , kj , j = 1, . . . , n.
For each j = 1, . . . , n we define the regular cowordism over T ∪ V
πj : 1→ [Aj ]
by the set of edges
(2i− 1, xji , 2i), i = 1, . . . , kj .
Then we have Pat(πj) = Pat(Aj) and, in fact,
πj = [Aj(x
j
1, . . . , x
j
kj
)]
in the sense of Definition 12.
It follows that the pattern of
τ = σ ◦ (π1 ⊗ . . .⊗ πn)
coincides with Pat(A), hence τ represents, in the sense of Definition 12 some
formula
A(s1, . . . , sk),
where s1, . . . , sk ∈ T ∪ V and the cardinality of A is 2k.
We write p′ as
A1(x
1
1, . . . , x
1
k1
), . . . , An(x
n
1 , . . . , x
n
kn
) ⊢ A(s1, . . . , sk).
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Thus we obtain an MCFG G′ = (N, T, P ′, S), where
P ′ = {p′| p ∈ P0}.
By induction on derivations similar to Proposition 11, we establish that G′
generates the same language as G.
Now we generalize the above to arbitrary cowordism CFG G.
Lemma 1. For any cowordism CFG G there exists a simple cowordism CFG
G′ generating the same language.
Proof. Let G = (N, T, P, S). Without loss of generality we may assume that
L(G) is nonempty, otherwise the statement is obvious. (We can take G′ with
no productions at all.)
We construct a new cowordism CFG G′ as follows.
For any type A ∈ N and any possible pattern π of A we introduce a new
symbol (A, π).
We define the set N ′ of types of G′ as
N ′ = {(A, π)| A ∈ N, π ∈ Patt(A)}.
Interpretation of types is given by
[A, π] = [A].
For any cowordism production
σ : A1 ⊗ . . .⊗An → A
of G we consider all possible cowordism productions of the form
σ′ : (A1, π1)⊗ . . .⊗ (An, πn)→ (A, π), (26)
where
πi ∈ Patt(Ai), i = 1, . . . , n,
and π ∈ Patt(A) is constructed as the composition
τ = Pat(σ) ◦ (π1 ⊗ . . .⊗ πn).
The set P ′ of productions for G′ consists of all cowordism productions of
form (26). Again, there are only finitely many of them.
Since the set L(G) is assumed nonempty, the set Patt(S) is a singleton. We
denote S′ = (S, e), where e is the only element of Patt(S).
We define G′ as G′ = (N ′, T, L′, S′).
It is immediate that G′ is simple and generates the same language as G.
Combining the above with the preceding lemma, we obtain the following.
Lemma 2. A language is multiple context-free iff it is generated by a cowordism
CFG. 
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6.3 Embedding in LLG
6.3.1 From cowordism CFG to LLG
Any cowordism CFG (hence any MCFG) gives rise to an LLG.
Let G = (N, T, P, S) be a cowordism CFG.
We consider each type A ∈ N as a positive literal, whose interpretation is
its carrier [A].
Then we define an LLG G′ = (N, T, P ′, S) where the lexicon P ′ consists of
expressions
pσq
⊢ Γ
such that
Γ = A⊥1 , . . . , A
⊥
n , A (27)
and there is a production σ : A1 ⊗ . . .⊗An → A in P .
Note that the grammar is well defined. The sequent Γ is interpreted as the
boundary [Γ] = [A1]
⊥℘ . . . ℘[An]
⊥℘[A], and the name pσq, by definition, is a
cowordism from the empty boundary 1 to [Γ].
It is immediate from Proposition 10 that the language generated by G is a
subset of the language generated by G′.
Let us prove the opposite inclusion.
Note that the constructed LLGG′ has a particularly simple lexicon: formulas
in the lexicon do not contain any logical connective. Let us call such lexicons
logic-free.
Proposition 13. Let H be an LLG with a logic-free lexicon.
Let Γ be a sequent not containing logical connectives, and let
σ
⊢ Γ
be a typing judgement derivable in H.
Then σ is an interpretation of a derivation π of Γ from axioms of H such
that π does not contain any logical rules.
Proof. Let π be a derivation of Γ from axioms of H whose interpretation is σ.
Since interpretation is invariant under cut-elimination, and cut-elimination
for LL always terminates, we may assume that no step of the cut-elimination
algorithm can be applied to transform π.
Assume that there is an occurrence of a logical rule in π.
Any logical rule introduces a logical connective. It follows that there is an
application of the Cut rule afterwards that eliminates this connective, because
Γ is connective-free. This cut is on a compound formula, so none of its premises
is an axiom. But then the cut-elimination algorithm applies, and π can be
transformed.
Coming back to our cowordism CFG G and corresponding LLG G′, we have
the following.
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Corollary 2. Let
Γ = A⊥1 , . . . , A
⊥
n , A
where A1, . . . , An, A ∈ N , and let
σ
⊢ Γ
be a typing judgement derivable in G′,
If
σi : 1→ Ai
are cowordisms such that
⊢G σi : Ai, i = 1, . . . , n,
then
⊢G 〈σ1 ⊗ . . .⊗ σn, σ〉A1⊗...⊗An : A.
Proof. By induction on a G′ derivation without logical rules.
Corollary 3. The language of G′ coincides with the language of G. 
Thus we have established the following.
Lemma 3. If a language is generated by a cowordism CFG, then it is generated
by an LLG. 
The converse of Lemma 3 is false, as we will show later.
It is not hard to see though that it holds when the lexicon of an LLG is logic
free.
In fact, we can be less restrictive and require that the lexicon has no occur-
rence of the ⊗-connective. We will call such lexicons ⊗-free.
6.3.2 From ⊗-free lexicon to cowordism CFG
An ⊗-free lexicon is essentially a logic free lexicon.
Proposition 14. Any ⊗-free LLG G can be replaced with an LLG G′ whose
lexicon is logic free and which generates same types as G.
Proof. Immediate from Corollary 1.
So it is sufficient to consider an LLG G = (T,N,Lex, S) whose lexicon Lex
is logic free.
For each axiom
σ
⊢ A1, . . . , An
∈ Lex,
where A1, . . . , An are literals, consider n cowordisms
σi : A
⊥
i+1 ⊗ . . .⊗A
⊥
n ⊗A
⊥
1 ⊗ . . .⊗A
⊥
i−1 → Ai, i = 1, . . . , n (28)
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obtained from σ using correspondence (6) and symmetry transformations.
We take the set of literals
N ′ = N ∪N⊥
as the set of types for a cowordism CFG and the set P of all cowordisms of form
(28) as the set of cowordism productions.
This gives us a cowordism CFG G′.
By an easy induction on derivation G′ we establish that L(G′) ⊆ L(G).
For the opposite inclusion we have the following.
Proposition 15. Let
Γ = A1, . . . , An
where A1, . . . , An are literals, and let
σ
⊢ Γ
be a typing judgement derivable in G,
If
σi : 1→ Ai
are cowordisms such that
⊢G′ σi : Ai, i = 1, . . . , n− 1
then
⊢G′ 〈σ1 ⊗ . . .⊗ σn−1, σ〉A1⊗...⊗An−1 : An.
Proof. By induction on a G derivation without logical rules.
Corollary 4. The language of G′ coincides with the language of G. 
Summing up, we have established the following.
Lemma 4. A language L is generated by a cowordism CFG iff L is generated
by an ⊗-free LLG. 
Putting the above and Lemma 2 together we obtain the following.
Theorem 1. A language is multiple context-free iff it is generated by an LLG
with a ⊗-free lexicon. 
7 Representing abstract categorial grammars
Abstract categorial grammars (ACG) were introduced in [11]. They are based
on the purely implicational fragment of linear logic, and LL grammars of this
paper can be seen as a representation and extension of ACG.
In this section we assume that the reader is familiar with basic notions of
λ-calculus, see [4] for a reference. We use [6] as a reference for syntax and
semantics of linear λ-calculus and intuitionistic linear logic. We note though
that we consider only the simplest, implicational fragment, while definitions
and results in [6] are formulated for the full system. In fact, theorems of [6] that
we cite are rather straightforward in the purely implicational case.
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7.1 Implicational logic and Linear λ-calculus
7.1.1 Linear λ-calculus
Given a set N of literals, the set Fm⊸(N) of implicational linear logic (ILL)
formulas (over N), also denoted as Tp(N) and called the set of linear implica-
tional types (over N), is defined by induction.
• Any A ∈ N is in Fm⊸(N);
• if A,B ∈ Fm⊸(N), then (A⊸ B) ∈ Fm⊸(N).
ILL formulas, seen as types, are used for typing linear λ-terms, which are
λ-terms where each variable occurs exactly once.
More accurately, given a set X of variables and a set C of constants, with
C ∩X = ∅, the set Λ(X,C) of linear λ-terms is defined by the following.
• Any a ∈ X ∪ C is in Λ(X,C);
• if t, s ∈ Λ(X,C) are linear λ-terms whose sets of free variables are disjoint
then (t · s) ∈ Λ(X,C);
• if t ∈ Λ(X,C), and x ∈ X occurs freely in t exactly once then (λx.t) ∈
Λ(X,C).
We use common notational conventions such as omitting dots and outermost
brackets and writing iterated applications as
(tsk) = (ts)k. (29)
A typing judgement is a sequent of the form
x1 : A1, . . . , xn : An ⊢ t : A,
where x1, . . . xn ∈ X are pairwise distinct (n may be zero), t ∈ Λ(X,C), and
A1, . . . , An, A ∈ Tp(N).
Typing judgements are derived from the following type inference rules.
x : A ⊢ x : A (Id),
Γ ⊢ t : A⊸ B ∆ ⊢ s : A
Γ,∆ ⊢ (ts) : B
(⊸ E),
Γ, x : A,∆ ⊢ t : B
Γ,∆ ⊢ (λx.t) : A⊸ B
(⊸ I).
An ILL sequent is an expression of the formA1, . . . , An ⊢ A, whereA1, . . . , An
and A are ILL formulas.
Natural deduction formulation of ILL is given by rules of linear λ-calculus
with all terms erased.
Thus, linear λ-calculus, from a proof-theoretical pot of view, is a way to label
ILL proofs. The following is a “linear” case of Curry-Howard isomorphism.
Proposition 16 ([6]). There is a one-to one correspondence between ILL nat-
ural deduction proofs and derivable typing judgements. 
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Definition 17. A linear signature, or, simply, a signature, Σ is a triple Σ =
(N,C,T), where N is a finite set of atomic types, C is a finite set of constants
and T is a function assigning to each constant c ∈ C a linear implicational type
T(c) ∈ Tp(N).
Typing judgements of the form
⊢ c : T(c), (30)
where c ∈ C, are called signature axioms of Σ.
Given a signature Σ, we say that a typing judgement is derivable in Σ if it is
derivable from axioms of Σ by rules of linear λ-calculus. We write in this case
Γ ⊢Σ t : A.
7.1.2 Semantics
Let C be a symmetric monoidal category, and N be a set of literals.
An interpretation of linear types (or ILL formulas) over N in C consists in
assigning to each atomic type A ∈ N an object [A] ∈ C. This is extended to all
types in Tp(N) by the obvious induction:
[A⊸ B] = [A]⊸ [B].
The interpretation extends to all derivable typing judgements (respectively,
all ILL natural deduction proofs).
To each derivable typing judgement σ of the form
x1 : A1, . . . , xn;Am ⊢ A
(respectively, to an ILL natural deduction proof of the corresponding sequent)
we assign a C-morphism
[σ] : [A1]⊗ . . .⊗ [An]→ [A],
if n > 0, or
[σ] : 1→ [A],
if n = 0, by induction on type inference rules.
If σ is x : A ⊢ x : A is the (Id) axiom, then [σ] = id[A].
If σ is obtained from a derivable judgement σ′ by the (⊸ I) rule, then [σ] is
obtained from [σ′] using symmetry and correspondence (5).
If σ is obtained from derivable judgements
σ1 = Γ1 ⊢ t : A⊸ B, σ2 = Γ2 ⊢ s : A
by the (⊸ E) rule, then
[σ] = ev[A],[B] ◦ ([σ1]⊗ [σ2])
(see (11) for notation).
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We now specialize the general construction concretely to the category of
cowordisms, which is monoidal closed.
Interpretation of rules is shown on the following picture (in the horizontal
representation; square brackets are omitted).
σ A∆
τ A
⊥
B
Γ
=⇒
σ∆
τ BΓ
(⊸ E)
.
σ
∆
A
Γ
B =⇒ σ∆
A⊥
Γ
B
(⊸ I)
.
Now, assume that we are given a signature Σ = (N,C,T).
An interpretation of the signature Σ in a monoidal closed categoryC consists
of an interpretation of Tp(N) in C together with a function assigning to each
signature axiom (30) a morphism
[c] : 1→ [T(c)]. (31)
The interpretation then extends to all typing judgements derivable in Σ by
the same rules.
In accordance with notation in (31), we will denote the cowordism interpre-
tation of a derivable typing judgement of the form ⊢ t : F as [t] = [⊢ t : F ].
(The notation is slightly ambiguous, because the type F , in general, is not
uniquely determined by the term t, but this will not lead to a confusion.)
It might be evident from the geometric representation that the interpretation
is invariant, say, under β-reduction: an introduction rule (⊸ I) followed by
an elimination (⊸ E) amounts to partial composition of cowordisms, i.e. to
substitution. In any case we have the following.
Lemma 5 ([6]). Let Σ be a signature interpreted in a monoidal closed category
C.
If
Γ ⊢ t : A, Γ ⊢ s : A
are typing judgements derivable in Σ, and the terms t, s are βη-equivalent, then
the interpretations coincide,
[Γ ⊢ t : A] = [Γ ⊢ s : A];
7.1.3 Sequent calculus formulation
The sequent formulation of linear λ-calculus is given by the following rules:
x : A ⊢ x : A (Id),
Γ ⊢ t : A x : A,∆ ⊢ s : B
Γ,∆ ⊢ s[x := t] : B
(Cut),
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Γ, x : A, y : B,∆ ⊢ t : C
Γ, y : B, x : A,∆ ⊢ C
(Ex),
Γ ⊢ x : A y : B,∆ ⊢ s : C
Γ, f : A⊸ B,∆ ⊢ s[y := (fx)]C
(⊸ L),
Γ, x : A ⊢ t : B
Γ ⊢ λx.t : A⊸ B
(⊸ R).
The sequent calculus formulation of ILL is obtained from the above by eras-
ing all terms in typing judgements.
The sequent calculus formulation of ILL is cut-free with algorithmic cut-
elimination, similarly to ordinary (classical) LL.
It is well known that natural deduction and sequent calculus formulations
are equivalent.
Lemma 6 ([6]). A typing judgement (respectively, an ILL sequent) is derivable
in natural deduction iff it is derivable in sequent calculus.
Moreover, there exists a translation from natural deduction proofs to sequent
calculus proofs and vice versa. 
Any interpretation of linear types (ILL formulas) in a monoidal closed cat-
egory gives rise to an interpretation of sequent calculus proofs as well.
Specifically, the Cut is interpreted as partial composition, the Exchange, as a
symmetry transformation, while the (Id) axiom and the (⊸ R) rule are already
present in the natural deduction.
For the sake of illustration let us compute the interpretation of the (⊸ L)
rule. (We specialize to the case of cowordisms below, although the statement is
true for any ∗-autonomous category). We will use the usual convention and not
distinguish notationally a formula or a proof from its interpretation.
Lemma 7. If σ and τ are cowordisms representing proofs of sequents
Γ ⊢ A, B,∆ ⊢ C
respectively, then the proof of the sequent
Γ, A⊸ B,∆ ⊢ C
obtained from σ and τ by the (⊸ L) rule is interpreted as the cowordism
(xσy℘τ) ◦ ǫΓ,A⊥,B,∆ (32)
(see (14) for notation), shown in the following picture.
σ AΓ
τ CB
∆ =⇒
σ
A⊥
Γ
τ C
B
∆
(⊸ L)
.
Proof. The (⊸ L) rule is emulated using Exchange, Cut and the natural de-
duction rule (⊸ E) by means of the following derivation:
A⊸ B ⊢ A⊸ B
σ
Γ ⊢ A
A⊸ B,Γ ⊢ B
(⊸ E)
Γ, A⊸ B ⊢ B
(Ex)
τ
B,∆ ⊢ B
Γ, A⊸ B,∆ ⊢ C.
(Cut)
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The interpretation of the above proof is computed in the following picture.
σA⊥
Γ
τ C
B
∆
.
On the other hand, computing the cowordism in (32) directly from its ex-
pression we get the alternative picture.
σA⊥
Γ
τ CB
∆
.
Both alternatives represent the same graph as depicted in the formulation of
the lemma.
Similarly to the case of classical LL, interpretations of ILL in monoidal
closed categories, in particular, in categories of cowordisms are invariant under
cut-elimination [6].
The following proposition, similar to Proposition 9, will be useful.
Proposition 17. Let Σ be a linear signature and let an interpretation of Σ in
the category of cowordisms be given.
A typing judgement σ of the form Γ ⊢ t : A is derivable in Σ iff there exist
signature axioms
⊢ c1 : T(c1), . . . ,⊢ cn : T(cn),
a term t′ and a typing judgement σ′ of the form
x1 : T(c1), . . . ,⊢ xn : T(cn),Γ ⊢ t
′ : A
(where x1, . . . , xn do not occur in σ) derivable in linear λ-calculus (not using
axioms of Σ) such that
σ = σ′ ◦ (σ1 ⊗ . . .⊗ σn),
where σi = [ci], i = 1, . . . , n, (see (31) for notation).
Proof. By induction on derivation.
7.2 Embedding into LL
ILL can also be faithfully represented as a fragment of classical LL.
Given an alphabet N of literals, the set Fm⊸(N) of implicational formulas
over N is mapped to the set Fm(N) of classical formulas over N by means of
translation (15).
Next, an ILL sequent
A1, . . . , An ⊢ A
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is mapped to the LL sequent
⊢ A⊥1 , . . . , A
⊥
n , A.
ILL sequent proofs translate to LL proofs in a straightforward way, with
the (⊸ R) rule corresponding to the (℘) rule, the (⊸ L) rule corresponding
to the (⊗) rule, while Identity, Cut and Exchange of ILL translate to Identity,
Cut and Exchange of LL respectively.
It is very easy to check that this embedding is conservative [39]: a sequent is
cut-free derivable in ILL iff its translation is cut-free derivable in LL. Moreover,
ILL proofs of an ILL sequent and LL proofs of its translation are in a one-to-one
correspondence modulo some inessential permutations of rules. On the semantic
side this is reflected in the following.
Lemma 8. Let an alphabet N of literals and an interpretation of elements of
N as boundaries be given.
Let A1, . . . , An, A ∈ Fm⊸(N).
There exists an LL proof π of the sequent
⊢ A⊥1 , . . . , A
⊥
n , A
iff there is an ILL proof π′ of the sequent
A1, . . . , An ⊢ A
such that the interpretation σ of π equals the name of the interpretation σ′ of
π′, σ = pσ′q.
Proof. By induction on cut-free derivations using straightforward manipulations
with pictures as in Lemma 7.
7.2.1 Representing linear signatures
Thanks to the embedding of ILL to LL, we can represent linear signatures in
LL as well.
Let Σ = (N,C,T) be a linear signature and assume that an interpretation
of Σ in the category of cowordisms over some alphabet T is given.
As previously, we consider atomic types of Σ as literals and this gives us an
interpretation of LL as well.
We then translate Σ to an equivalent cowordism signature Σ′ as follows.
We define the set Ξ of axioms as
Ξ = {
[c]
⊢ T(c)
| c ∈ C}.
(See (31) for notation.) In other words, elements of Ξ are signature axioms of
Σ taken together with their interpretations.
The cowordism signature Σ′ is defined as Σ′ = (N, T,Ξ).
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Lemma 9. Let A1, . . . , An, A ∈ Tp(N), and
σ : 1→ [A1]
⊥℘ . . . ℘[An]
⊥℘[A]
be a cowordism over T .
The typing judgement
σ
⊢ A⊥1 , . . . , A
⊥
n , A
is derivable in Σ′ iff there is some term t such that
x1 : A1, . . . , xn : An ⊢Σ t : A (33)
and σ is the name of the cowordism
[x1 : A1, . . . , xn : An ⊢ t : A] : [A1]⊗ . . .⊗ [An]→ [A]
corresponding to (33).
Proof. Proposition 17, Lemma 8 and Proposition 9.
We say that the cowordism signature Σ′ is the cowordism representation of
the linear signature Σ induced by the given interpretation of types.
7.3 Abstract categorial grammars
Given two linear signatures Σi = (Ni, Ci,Ti), i = 1, 2, a map of signatures
φ : Σ1 → Σ2
is a pair φ = (F,G), where
• F : Tp(Σ1)→ Tp(Σ2) is a function satisfying the homomorphism property
F (A⊸ B) = F (A)⊸ F (B),
• G : C1 → Λ(X,C2) is a function such that for any c ∈ C1 it holds that
⊢Σ2 G(c) : F (T(c)).
The map G above extends inductively to a map
G : Λ(X,C1)→ Λ(X,C1)
by
G(x) = x, x ∈ X,
G(ts) = (G(t)G(s)), G(λx.t) = (λx.G(t)).
For economy of notation, we write φ(A) for F (A) when A ∈ Tp(C1), and we
write φ(t) for G(t) when t ∈ Λ(X,C1).
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Definition 18. An abstract categorial grammar (ACG) G is a tuple G =
(Σabstr,Σobj , φ, S), where
• Σabstr , Σobj , are linear signatures, respectively, the abstract and the object
signature;
• φ : Σabstr → Σobj , the lexicon, is a map of signatures;
• S, the standard type, is an atomic type of Σabstr .
The abstract and the object language, respectively, Labstr(G) and Lobj(G)
generated by G are defined as the sets of terms for which
⊢Σabstr t : S, respectively, ⊢Σobj t : φ(S).
In the context of formal languages, the object language generated by an
ACG should be understood as a representation of syntax.
7.4 Representing as LLG
Let G = (Σabstr,Σobj , φ, S) be an ACG, and assume that an interpretation of
the object signature Σobj in the category of cowordisms is given.
This gives us immediately an interpretation of the abstract signature as well.
Indeed, types and signature axioms of Σabstr, are mapped by the lexicon
φ to types and derivable typing judgements of Σobj , and these are mapped to
boundaries and cowordisms by the given interpretation. Composing the two we
get the desired interpretation of Σabstr .
Thus, to any type A ∈ Tp(Σabstr) we assign the boundary
[A] = [φ(A)],
and to any signature axiom ⊢ c : T(c) of Σabstr we assign the cowordism
[c] = [φ(c)] : 1→ [φ(T(c))] = [T(c)].
Proposition 18. Let σ be a typing judgement
x1 : A1, . . . , xn : An ⊢ t : A
derivable in Σabstr. Then the interpretation [σ] of σ coincides with the inter-
pretation of the typing judgement
x1 : φ(A1), . . . , xn : φ(An) ⊢ φ(t) : φ(A)
(which is derivable in Σobj).
Proof. By induction on derivation.
It follows that we have a cowordism signature Σ′ representing the abstract
signature Σabstr as described in Section 7.2.1.
We define the LLG G′ representing G by G′ = (Σ′, S).
Lemma 9 and Proposition 18 immediately imply that the LLG G′ is a trans-
lation of the ACG G.
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Lemma 10. In notation as above, let A1, . . . , An, A ∈ Tp(Σabstr).
A typing judgement
σ
⊢ A⊥1 , . . . , A
⊥
n , A
for some cowordism σ is derivable in G′ iff there exists a term t such that the
typing judgement
x : A1, . . . , An ⊢ t : A
is derivable in the abstract signature Σabstr.
Furthermore, if all cowordisms of type S generated by G′ are regular, then
there are translations
Labstr(G)→ L(G), Lobj(G)→ L(G)
of both the abstract and the object language of G to the language of G′, sending
a term t ∈ Labstr(G) (respectively, t ∈ Lobj(G)) to the interpretation [t] of the
corresponding typing judgement ⊢ t : S (respectively, ⊢ t : φ(S)). 
Whether the translation of grammars is faithful and the generated languages
are isomorphic depends, of course, on the chosen interpretation of the object
signature in the cowordism category. (In general, the interpretation can be
degenerate, i.e. not injective, or it can map the object language to singular
cowordisms.)
We now discuss the cases of string and tree ACG, relevant for analysis of
syntax generation, where the translation is indeed a transparent isomorphism.
8 Encoding string and tree ACG
8.1 Encoding string ACG
8.1.1 String signature
Let T be a finite alphabet.
The string signature StrT over T is the linear signature with a single atomic
type O, the alphabet T as the set of constants and the typing assignment
T(c) = O⊸ O ∀c ∈ T.
We denote the type O⊸ O as str.
If t is a closed (i.e. not having free variables) term such that ⊢StrT t : str,
we say that t is a string term.
Any word a1 . . . an in the alphabet T can be represented as the string term
ρ(a1 . . . an) = (λx.a1(. . . (an(x)) . . .)). (34)
It is not hard to see that, if we identify βη-equivalent terms, the map ρ has
an inverse.
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Lemma 11. Any string term t is βη-equivalent to the term ρ(w) for some
w ∈ T ∗.
Proof. (i) There is no λ-term t such that ⊢StrT t : O (for example, because
any derivable typing judgement has an even number of O occurrences).
(ii) Using (i), we prove by induction on type inference that if t is a β-normal
term such that ⊢StrT t : F for some type F , then t is either a constant
t ∈ T , or an abstraction, t = (λx.t′) for some variable x and term t′.
(iii) Using (ii), we prove by induction on type inference that for any derivable
typing judgement x : O ⊢StrT t : O, where t is a β-normal term, it holds
that t = c1(. . . (cn(x)) . . .) for some constants c1, . . . , cn ∈ T .
Now without loss of generality we can assume that t in the hypothesis of the
lemma is β-normal.
If t is a constant then t is βη-equivalent to ρ(t). Otherwise claim (ii) implies
that the last rule in the derivation of the typing judgement t : O⊸ O is (⊸ E).
Then the statement of the lemma follows from (iii).
In the setting of Lemma 11, we say that the word w is represented by the
string term t.
8.1.2 Cowordism representation of the string signature
Let us interpret the atomic type O as the one-point boundary [O] with cardi-
nality 1 and [O]l = {1}.
By induction this gives us an interpretation of all types in Tp(StrT ) as
boundaries.
We note that any regular cowordism σ : O → O is a graph consisting of a
single edge labeled with some word w ∈ T ∗. We denote such a cowordism as
[w] and call it the cowordism representation of w.
We interpret each signature axiom ⊢ c : O ⊸ O, where c ∈ T , as the
corresponding regular cowordism [c] : 1→ [O]⊸ [O].
This gives us an interpretation of the signature StrT in the category of
cowordisms over T .
We call this interpretation the cowordism representation of the string signa-
ture.
Lemma 11 easily leads us to the following.
Proposition 19. For any string term t, the cowordism representation [t] of the
corresponding typing judgement ⊢ t : str coincides with the cowordism represen-
tation [w] of the word w ∈ T ∗ represented by t, [t] = [w].
Proof. By Lemma 5, the cowordism representation does not distinguish βη-
equivalent terms, hence, by Lemma 11, we can identify t with ρ(w).
Induction on the length of w.
For the empty word the statement is clear.
Otherwise w = w′c, where w′ ∈ T ∗, c ∈ T .
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Then the term t = ρ(w) is βη-equivalent to t′ = λx.(ρ(w)c), and the typing
judgement ⊢StrT t
′ : str is derived as follows
⊢ ρ(w′) : O⊸ O
⊢ c : O⊸ O x : O ⊢ x : O
x : O ⊢ cx : O
(⊸ E)
x : O ⊢ (ρ(w′))(cx) : c : O
(⊸ E)
⊢ t′ : O⊸ O
(⊸ I).
Applying the induction hypothesis to ρ(w′) we immediately compute the
interpretation of ⊢ t : str as [w]. Computation is shown in the picture below
(with two elimination rules done at one step).
O⊥
Ow
′
O⊥
O
c
OO
⇒
Ow
′
c
O
= O O
w′c ⇒ O
⊥
O
w′c
.
Since cowordism representation does not distinguish βη-equivalent terms, the
statement is proven.
8.2 Encoding string ACG
A string ACG G is an ACG whose object signature is the string signature over
some alphabet T , G = (Σ, StrT , φ, S).
The string language L(G) generated by a string ACG G is the set of words
L(G) = {w ∈ T ∗| ρ(w) ∈ Lobj(G)}.
Now let a string ACG G be given.
We have an LLG G′ representing the ACG G as described in Section 7.4.
It follows from Lemma 19 that all cowordisms of type str generated by G′
are regular. Hence by Lemma 10 we have a translation of Labstr and Lobj(G)
to L(G). Lemma 19 guarantees that this translation is one-to-one on the level
of strings, i.e. the string language L(G) generated by G coincides with the
language L(G′) generated by G′.
We summarise.
Theorem 2. If a language is generated by a string ACG then it is also generated
by an LLG. 
It seems an interesting question whether the converse is true or not. We
would expect that the two types of grammars generate the same class of lan-
guages.
Remark. Since MCFG embed into string ACG [13], Theorem 2 on encoding
ACG in LLG grammars implies that MCFG embed into LLG. However it does
not imply the converse statement (Theorem 1, that any ⊗-free lexicon gives rise
to an MCFG).
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On the other hand it is not hard to see that Theorem 1 together with The-
orem 2 do imply the known result [35] that any second order string ACG gen-
erates a multiple context-free language. Thus we gave another, possibly more
“geometric” proof of this result.
8.3 Tree ACG
Linguists often represent natural language in terms of labeled trees rather than
just strings and consider formal tree languages and corresponding formal gram-
mars, such as tree adjoining grammars [18]. We now discuss how to represent
tree languages and tree ACG in the setting of cowordisms.
8.3.1 Tree languages
In what follows, a tree means a rooted planar tree.
We assume that we are given an alphabet N of node labels, and we will
consider labeled trees whose nodes are labeled with elements of N . We denote
the set of all such trees as Tr(N).
Remark. The alphabet of node labels is often subdivided further into alphabets
of terminal and nonterminal symbols, but this is a purely cosmetic detail, and
constructions that we discuss below can be easily adapted to this setting.
It is convenient to introduce “elementary building blocks” for constructing
elements of Tr(N).
Let us say that an elementary tree Ak, where A ∈ N , is a planar rooted tree
consisting of the root labeled with A and its k children, which are unlabeled.
Each elementary tree Ak can be identified with a k-ary functional symbol.
Then trees overN can be identified with terms constructed from these functional
symbols.
Namely, the tree with a single vertex labeled with A ∈ N corresponds to the
constant A0, and the tree α ∈ N obtained by attaching trees α1, . . . , αk to a
root labeled with A ∈ N corresponds to the term Ak(α1, . . . , αk).
Now, given a tree α, we say that the branching of a node v of α is the number
of children of v. The branching of α is the maximal branching of its nodes.
We denote the set of all labeled trees over N with branching less or equal to
n as Tr(N,n).
A tree language over alphabet N is a set of planar rooted trees whose nodes
are labeled with elements of N .
We say that a tree language L has bounded branching if there is n such that
the branching of all trees in L have branching less or equal to n, L ⊆ Tr(N,n).
In this case we say that n is the maximal branching of L, if all trees in L have
branching less or equal to n and there is α ∈ L whose branching is n.
8.3.2 Encoding tree languages
The set Tr(N) of labeled trees can be conveniently encoded into words over a
certain alphabet. If, furthermore, we restrict to the set Tr(N,n) of trees with
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bounded branching, then the alphabet for the encoding is finite.
Given an alphabet N of node labels and a maximal branching n, let us put
T (N,n) = {Aki | A ∈ N, 0 ≤ i ≤ k, 0 ≤ k ≤ n}.
We encode each element α ∈ Tr(N,n) as a word [α] ∈ (T (N,n))∗ inductively
as follows (identifying labeled trees with functional terms):
[A0] = A
0
0, [Ak(α1, . . . , αk)] = A
0
k[α1]A
1
k[α2] . . . A
k−1
k [αk]A
k
k.
Given a tree language L overN with branching n, we denote as [L] the image
of L in (T (N,n))∗ under the above encoding. Note that the encoding map from
L to [L] is a bijection.
Apart from representing “finished” trees we also need to represent trees
“under construction” and operations on them. For that purpose we will encode
elementary trees as cowordisms over T (N,n).
We introduce the boundary T defined by
|T | = 2, Tl = {1} (35)
and map each elementary tree Ak to the elementary tree cowordism
[Ak] : T ⊗ . . .⊗ T︸ ︷︷ ︸
k times
→ T
over T (N,n), whose edges are labeled with the words A0k, . . . , A
k
k, defined by
the following picture (in the vertical representation).
Ak−1k A
k−1
k
· · ·
A2k A
1
k
A0kA
k
k
T
TTTT .
The case k = 0 corresponds to the tree A0 with a single vertex labeled with
A, and the cowordism
[A0] : 1→ T
consists of a single edge labeled with A00.
For a “finished tree” α ∈ Tr(N,n) we identify its encoding word [α] ∈
(T (N,n))∗ with the corresponding regular cowordism from 1 to T whose only
edge is labeled with [α].
It is easy to see then that this encoding is a sound representation of elemen-
tary trees considered as functional symbols, i.e.
[Ak(α1, . . . , αk)] = [Ak] ◦ ([α1]⊗ . . .⊗ [αk]).
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8.4 Tree signature
(Tree signatures and tree ACG were defined in [12] without special names.)
Labeled trees with bounded branching, being, essentially, functional terms,
can be represented as linear λ-terms in the obvious way.
Let an alphabet N and a maximal branching n be given.
The tree signature TreeN,n has unique atomic type T (notational clash with
(35) is intentional), the set of constants C = {Ak| A ∈ N, k ≤ n} (another
intentional abuse of notation!) and signature axioms
⊢ Ak : T ⊸ . . .⊸ T︸ ︷︷ ︸
k times
⊸ T , (36)
where A ∈ N , k ≤ n.
If t is a closed (i.e. not having free variables) term such that ⊢TreeN,n t : τ ,
we say that t is a tree term.
A labeled tree α ∈ Tr(N,n) is represented as a tree term ρ(α) defined by
induction:
ρ(A0) = A0 ρ(Ak(α1, . . . , αk)) = Akρ(α1) . . . ρ(αk),
where notational convention (29) is used.
It is not hard to show that any tree term represents an element of Tr(N,n)
up to a βη-equivalence.
Let us introduce some terminology.
We define open tree types by the following induction:
• T is the open tree type with 0 hanging vertices;
• if F is the open tree type with m hanging vertices, then T ⊸ F is the
open tree type with m+ 1 hanging vertices.
And open tree terms are defined by the following:
• any β-normal term built from constants and variables using only applica-
tion is an open tree term with 0 bound leaves;
• a term λx.t, where t is an open tree term with k bound leaves, is an open
tree term with k + 1 bound leaves.
Lemma 12. Any tree term t, is βη-equivalent to the term ρ(α) for some α ∈
Tr(N,n).
Proof. Without loss of generality, the term t is β-normal.
Then the statement follows from the following more general statement, which
is proven by induction on derivation.
Assume that
x1 : T , . . . , xn : T ⊢TreeN,n t : F,
where t is β-normal.
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(i) If F is an open tree type with m hanging vertices, then there exists k ≤ m
such that t is an open tree term with k bound leaves.
(ii) If t is not of the form t = λy.t′, then F is an open tree type and t is an
open tree term with no bound vertices.
In the setting of Lemma 20 we say that α is the tree represented by the term
t.
8.4.1 Cowordism representation of the tree signature
An interpretation of the tree signature, essentially, has already been constructed
in Section 8.3.2.
Let us interpret the atomic type T as the corresponding boundary T defined
in (35).
By induction this gives us an interpretation of all types in Tp(T ) as bound-
aries.
We interpret each signature axiom of form (36) as the elementary tree
cowordism [Ai].
This gives us an interpretation of the signature TreeN,n in the category of
cowordisms over T (N,n).
We call this interpretation the cowordism representation of tree signature.
We have the following proposition, identical in form to Proposition 19.
Proposition 20. For any tree term t, the cowordism representation [t] of the
corresponding typing judgement ⊢TreeN,n t : T coincides with the cowordism
representation [α] of the tree α ∈ Tr(N,n) represented by t, [t] = [α].
Proof. Similar to Proposition 19.
Without loss of generality, the term t can be assumed β-normal, then, by
Lemma 12, t is βη-equivalent to ρ(α) for some α ∈ Tr(N,n), we use induction
on α.
8.5 Encoding tree ACG
Tree abstract categorial grammars (tree ACG) are defined similarly to string
ACG.
A tree ACG G is an ACG whose object signature is the tree signature over
some alphabet N of node labels with maximal branching n,
G = (Σ, T reeN,n, φ, S).
The tree language L(G) generated by a tree ACG G is the set of trees
L(G) = {α ∈ Tr(N,n)| ρ(w) ∈ Lobj(G)}.
Tree ACG are encoded in LLG in the same way as string ACG.
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Let a tree ACG G be given.
The cowordism representation of the tree signature is an interpretation of
the object signature in the category of cowordisms. Hence we have an LLG G′
representing the ACG G as described in Section 7.4.
Lemma 10 and Lemma 20 immediately imply that the encoding [L(G)] of the
tree language L(G) generated by G coincides with the language L(G′) generated
by G′.
We summarise.
Theorem 3. If a tree language L is generated by a tree ACG then its encoding
[L] is generated by an LLG. 
9 Encoding backpack problem
It is known that ACG, in general, can generate NP-complete languages [42] (and
for unlexicalized ACG, even decidability is an open question).
It seems natural to expect that LLG can generate NP-complete languages
as well. In this last section we show how an LLG can generate solutions of the
backpack problem. Our purpose here is mainly illustrative. We try to convince
the reader that the geometric language of cowordisms is indeed intuitive and
convenient for analysing language generation.
We consider backpack problem in the form of the subset sum problem.
Definition 19. Subset sum problem (SSP): Given a finite sequence s of
integers, determine if there is a subsequence s′ ⊆ s such that
∑
z∈s′
z = 0.
SSP is known to be NP-complete, see [25].
We now define a language representing solutions of SSP.
We represent integers as words in the alphabet {+,−}, we call them numer-
als. An integer z is represented (non-uniquely) as a word for which the difference
of + and − occurrences equals z.
We say that a numeral is irreducible, if it consists only of pluses or only of
minuses.
We represent finite sequences of integers as words in the alphabet T =
{+,−, •}, with • interpreted as a separation sign. Thus a word in this alphabet
should be read as a list of numerals separated by bullets.
When all numerals in the list are irreducible, we say that the list is irre-
ducible. Note that any sequence of integers has unique representation as an
irreducible list.
Let us construct an LLG that generates solutions of SSP.
We will use four positive literals E,P,H, S and interpret each of them as the
boundary X of cardinality 2 with Xl = {1}.
First we construct a system of cowordisms which generates lists of numerals
representing sequences that sum to zero.
We define four cowordisms
cons : S ⊗ S → S, open : H → S
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push : H ⊗H → H ⊗H, close : 1→ H
in the graphical language as follows.
S
S
Scons :
HH
+
HH
−
push :
SHopen :
•
Hclose :
The cowordism cons, by iterated compositions with itself, generates lists
with arbitrary many empty slots. Then the cowordism open converts them into
slots that can be filled with pluses and minuses. Then push fill the slots (always
in pairs), and close closes them.
It is easy to see that all cowordisms from 1 to S generated by the above
system together with symmetry transformations represent sequences of inte-
gers summing to zero, and vice versa, for any sequence summing to zero, its
irreducible list representation is generated by the above.
Now, in order to generate solutions of SSP we need some extra, “decep-
tive” slots, which contain elements not summing to zero. These slots will be
represented by the boundary P .
We define cowordisms
openP : P ⊗ S → S, closeP : 1→ P,
push+ : P → P, push− : P → P
as follows.
P
S
SopenP :
•
PcloseP :
PP
+
push+ :
PP
−
push− :
The cowordism openP adds deceptive slots to the list, push− and push+ fill
them with arbitrary numerals, and closeP closes them.
Let us denote the set of cowordisms from 1 to S generated by the above
system and symmetry as L0.
It is easy to see that L0 membership problem is, essentially, SSP. In particu-
lar, a sequence s of integers is a solution of SSP iff the corresponding irreducible
list is in L0. It follows that L0 is NP-hard.
It is also easy to show that L0 membership problem is itself in NP, hence L0
is, in fact, NP-complete.
We define an LLGG by a lexicon consisting of names of the above cowordisms.
Then it is easy to see that G generates L0. This can be established by reasoning
similar to that in Lemma 9. We omit a proof because of space limitation.
(This example shows also that the generative power of LLG is strictly greater
than MCFG, because multiple context-free languages are effectively decidable.)
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