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CHAPTER I
INTRODUCTION
1.1. Introduction
Lakes in Guatemala provide innumerable services to the communities living
around them, ranging from recreation to ecological and economical. Yet, the combination
of poor development planning, lack of sewage treatment infrastructure, and over use of
land for agriculture, has led to the degradation of inland water bodies in this country
(Perez 2007).
The state of water resource significantly affects human health. The number of
illnesses due to the consumption of polluted water in Guatemala is 45 per 1000
inhabitants, and the number of fatal victims is about 4 per 10,000 inhabitants (Univ.
Rafael Landivar 2005). In Guatemala 1,168 children die every year due to the
consumption of polluted water (Univ. Rafael Landivar 2005). Still, these cases are not
just the result of the consumption of water originated from lakes. Lakes represent a ready
source of drinking water for nearby communities. The use of lake water for human
consumption with minimum or no treatment is more prevalent in rural areas in which the
access to drinking water is offered to merely 48% of the population in Guatemala.
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In late 2009 a lake located in the highlands of Guatemala (14.68° N, 91.16°W)
captured  the  world’s  attention.   Lake Atitlan is the second most visited tourist attraction
in the country, and in October 2009 started to develop an alarming, never before seen,
algal bloom. An algal bloom refers to the proliferation of algae that may cause a negative
impact to natural resources or humans.
The situation worsened during all of November, and the bloom finally started
vanishing at the beginning of December 2009. This event was astonishing for local and
governmental authorities and greatly affected the local economy as tourism came to a
halt. Locally, not only was the touristic activity affected, but also the availability of
clean water for human consumption. This lake provides such water to at least four of the
towns around its shores (Dix et al, 2012).
Due to the magnitude of the event and the importance of the lake, government
authorities were forced to initiate a rapid response program to alleviate the damage. This
event was brought to the forefront by media and represented the first time people were
made aware of the effects from years of pressure on the lake. The scientific community
that had been working for years in the lake was not that surprised of the algal
bloom. This group, comprised of academia, nongovernment organizations and the local
lake authority, had long known of the pressures to which the lake has been subjected.
Still, they were confounded by the magnitude of the algal bloom, which covered almost
40%  of  the  lake’s  132  square  kilometer  extent.  In  spite of the limited funding available
for water resources management in general in Guatemala, this scientific community has
managed to carry out some monitoring campaigns to determine the state of the lake and
its changes over time.
2

As a result, the scientific data available to understand the overall evolution of the
lake is sporadic and reduced, confined to a few monitoring points that are measured a few
months in the year, only when funding is available. The studies of Weiss (1971) and Dix
et al (2012) are examples of this effort. Both studies are the most complete analysis
performed in Lake Atitlan but only comprise limited periods of time; however, they
reflect the degradation Lake Atitlan has undergone in the last 42 years. The first study
was performed during 1968 and 1969, where recorded Secchi disc transparencies (water
transparency) in Lake Atitlan ranged from 4 to 20 meters. Weiss (1971) reported these
transparencies  as  “unusual  and  unique.”  Weiss  (1971)  also  reported  minimum  dissolved  
oxygen values of about 5.0 mg/L at depths higher than 100 m. Dix et al (2012) in 2010
reported Secchi disc transparencies that ranged from 1 to 15 meters, a net reduction of
about 5 meters from the values recorded in 1968-1969. Dix et al (2012) reported
minimum dissolved oxygen values of 1 mg/L at 60 meter of depth. The current
transparency values of Lake Atitlan are considered high and sill indicate the conditions of
an oligotrophic water body, which is a lake with very clear waters. Nonetheless, a
degradation process is perceived when comparing the current measurements to those of
the past. There is a gap in information between the analysis of Weiss (1971) and Dix et al
(2012) and from this latter one to today.
The lack of a consistent monitoring plan undermines the understanding of the
factors promoting the degradation of the lake and the intrinsic behavior and dynamics of
Lake Atitlan. This limits the effective generation of policies that will need to be enforced
to recover and maintain the health of this water body over time.
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To Guatemalans the Lake Atitlan case presented an early warning that resembled
Lake Amatitlan. In the past Lake Amatitlan, located about 32 kilometers from
Guatemala City, represented a source of income for the inhabitants of the surrounding
areas and a recreation spot for the rest of the population. The industrial growth in the
catchment area and the waste water contamination were some of the main factors that
contributed to the accelerated degradation of this lake. According to the Authority for the
Sustainable Management of Lake Amatitlan and its Basin (AMSA) a total of 60,300
cubic meters of wastewater is discharged every day, mostly without prior treatment, and
1,550 tons of sediment-forming solid waste is produced by more than 1 million
individuals, 655 industries, 23 farms, 1 sugar mill, and 440 chalets (IDB 2009).
Today, all Guatemalans are deprived of the services that Lake Amatitlan once
offered. The high levels of pollution in Lake Amatitlan have made its water unsuitable
for human consumption, yet it is still used as a resource for that purpose (Pape & Ixcot
2009). This lake is considered heterotrophic, which means that there is little aquatic life,
with average transparencies of 1 meter, chlorophyll concentrations of 25.5 micrograms
per liter (in comparison to 1.7 micrograms per liter for a clean lake) and phosphorus
concentrations of 540 micrograms per liter (compared to 8 micrograms per liter for a
clean lake) ( Ramirez 2010).
Furthermore Lake Amatitlan has levels of fecal coliforms that range above 10,000
Most Probable Number (NMP) 1 per 100 cm3. Extreme levels of total coliforms in some
stations have been more than 50,000 NMP/100 cm3, positioning the  lake’s  water  as  

1

The Most Probable Number (NMP) is used in estimating microbial populations in soils, waters, and
agriculture when exact cell numbers of an individual organism is impossible to determine.
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unacceptable for human consumption, only useable in extreme cases and under special
treatments (Tetzaguic 2003).
In contrast to Lake Amatitlan, Lake Atitlan is still considered oligotrophic, which
means that it hosts abundant and healthy aquatic life and clean and clear water. Still it
remains highly threatened if measures are not taken in time to stop its degradation. Dr.
Margaret Dix from the University of El Valle states, “Lake Atitlan continues to
deteriorate. It is noticeable that its condition has worsened since 2009. The bottom of the
lake is losing oxygen which is bad for its future. Algae populations are increasing and
fecal contamination is present throughout lake, which did not exist ten years ago (Julajuj,
2013).”    
The lack of consistent data on water quality parameters in the lake inhibits local
authorities  first  from  demonstrating  the  changes  and  evolution  of  the  lake’s  water  quality,  
second from requesting support to implement effective environmental policies to cease
the  lake’s  degradation,  and  third  from  evaluating  the  impact  of  the  policies implemented.
In a country that struggles with several socioeconomic issues, the funding for
water quality monitoring is rather minimal. Typically, water quality monitoring is
performed by taking samples in the field and directly measuring parameters such as
transparency, or bringing them to the laboratory for further analysis. This methodology
requires special equipment and trained personnel. The nature of this methodology
represents high costs of implementation for countries with limited funds for
environmental monitoring. Therefore, local environmental authorities need to
complement their in situ measurements with a more cost-effective technology, such as

5

satellite remote sensing. In fact, it was through satellite remote sensing that it was
possible to monitor the progress of the algal bloom in October 2009 (SERVIR
2009). Other analysis using satellite images have been made after this first demonstration
(SERVIR 2011) to study surface extent and other minor algal blooms. The common
factor among these analyses has been their qualitative nature. Still, satellite remote
sensing can be more beneficial and actually represent a reliable, quantitative source of
water quality parameters that will complement the in situ data collected. However, the
use of satellite images to estimate water quality parameters will increase the timeliness of
information and will provide water quality estimates for the entire water body and not
simply from single points of measurement. In order for the local environmental
authorities to take complete advantage of satellite remote sensing it is necessary to
transition from a qualitative to a quantitative application.
The purpose of this thesis is to evaluate water quality parameters using satellite
images and in situ measurements. Specifically, we will evaluate hyperspectral satellite
images and their applicability to resolve for chlorophyll concentration. It is foreseen that
this thesis will contribute to the transition of remote sensing applications from a
qualitative to a quantitative nature for water quality analysis in Guatemala. With this
transition it is expected that local environmental authorities will obtain regular estimates
of  the  lake’s  conditions,  thereby improving the  understanding  of  the  lake’s  changes.  

1.2. Problem statement
The goals of this thesis are to 1) evaluate water quality using combined
satellite and in situ measurements in Lake Atitlan, 2) examine the applicability of
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a hyperspectral satellite sensor to measure concentrations of chlorophyll, and 3)
ultimately enable local environmental authorities to assess the ecological
processes of the lake and evaluate the impacts of environmental policies
implemented. To address these goals hyperspectral satellite images will be tested
using the basic principles of water optics to determine the best fit between the
water quality parameter and satellite remote sensing data. A secondary result of
this project will be the generation of an improved understanding of water quality
applications through remote sensing in Lake Atitlan, upon which further studies
will be readily applicable for other understudied lakes in Guatemala.

1.3. Specific Objectives
The following are the specific objectives of this thesis:
a.

To assess the dynamics of Lake Atitlan over the year. This includes the collection

of all the available in situ measurements. This objective addresses the characterization of
seasonal variations in the lake if present.
b.

To test the applicability of hyperspectral satellite images to resolve chlorophyll

concentration. This objective will be addressed by first identifying the most sensitive
wavelengths that best represent the constituents that drive the water color of Lake Atitlan
and then by identifying the best statistical fit that will resolve the same attributes
identified via in situ measurements of water quality. This objective includes the
preprocessing of the satellite imagery to obtain the most precise information of the
water’s  surface  captured  by  the  satellite  sensor.
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The results of this thesis will advance the knowledge in the implementation of
satellite remote sensing for water quality analysis in Guatemala. It is expected that this
will promote the use of such technology in other countries in the Central American region
that face similar issues in the monitoring of their water resources. Hence, the scientific
knowledge of fresh aquatic ecosystems will be enhanced. This will provide a basis for
the formulation of effective sustainable development plans and informed decision
making.

1.4. Organization and structure of this thesis
The following chapters of this thesis will address the physics of translating remote
sensing measurements to water quality measurements. I will elaborate on the past and
current conditions of Lake Atitlan and will identify the major constituents that drive the
color of its waters.
Chapter 2 reviews relevant literature to define the state of science of remote
sensing for water quality analysis in lakes and reservoirs and the development of
operational algorithms to measure water quality parameters. The basic principles of
remote sensing and optics of water will also be discussed in Chapter 2.
Chapter 3 contains background information for Lake Atitlan, the area of study,
climate, and reviews the unique set of physical characteristics of Lake Atitlan. This
information will provide the basis upon which the remote sensing data will be
evaluated. This characterization of the lake will be obtained from the available in situ
water quality measurements of the lake. The description of the methods used for these
water quality measurements is included in Chapter 3 as well.
8

Chapter 4 will examine the sensitivity of different wavelengths to resolve
chlorophyll concentration including a correlation analysis between in situ and remote
sensing measurements. This chapter will evaluate the performance of the sensor utilized
in this study and characterize the limitations and advantages achieved to identify water
quality parameters and uncertainties. These results will be discussed in the overall
context of limnological optics. I pay special attention to how the findings of this thesis
could be implemented by local authorities to enhance their environmental monitoring
capabilities. Lastly, Chapter 5 summarizes the major findings of this research and
describes specific recommendations for future work.

9

CHAPTER II
LITERATURE REVIEW

This chapter describes the basic principles of remote sensing and the relationship of
remote sensing measurements with water surfaces. A complete description of the physics
behind the interaction of the electromagnetic spectrum and water properties is explained.
This chapter provides the scientific basis of the analysis performed in this thesis. The first
section describes the basic principles of remote sensing, including the nature of the
measurements recorded by satellite sensors. The second section describes optical
properties of water and how the visible part of the electromagnetic spectrum interacts in
an aquatic medium. The last section explains how satellite remote sensing has been used
by the scientific community to explain water quality parameters. This final section
intertwines the previous two sections of Chapter II and explains the applications and
algorithms developed from satellite remote sensing to characterize water quality
parameters.
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2.1. Basics of Remote Sensing
The application of remote sensing in Earth Observation is broadly used to better
understand our world, the processes that take place in it and the interaction between the
different Earth systems: atmosphere, hydrosphere, lithosphere and biosphere. In the case
of Earth observation, remote sensing measures Electromagnetic Radiation (EMR) that is
reflected  from  or  emitted  by  objects  on  the  Earth’s  land,  ocean,  or  ice  surfaces  or  within  
the atmosphere using airborne or satellite-borne instruments.
Remote sensing can be  defined  as  the  “measurement  of  electromagnetic  radiation  
(EMR) that is reflected or emitted by a target and recorded by an instrument that is not in
contact  with  the  target”  (Mather  2011).
Satellite remote sensing can be broadly classified into two categories, active and
passive. Active remote sensing refers to the measurement of EMR that has been emitted
by the same sensor reading the radiation that has travel back to the sensor. Passive
implies that the supply of radiation is provided by a source other than the sensor itself.
This  source  is  usually  the  Sun  or  the  radiation  emitted  by  the  Earth’s  surface  that  is  being  
sensed.
2.1.1. Terminology
To have a complete understanding of remote sensing it is important to have the basic
vocabulary of the terms and physical phenomena that provide the foundation of Remote
Sensing. The text that follows compiles such terminology.


Electromagnetic radiation (EMR) is a form of energy.
11



Energy is the capacity to do work and is expressed in joules (J).



Radiant energy is the energy associated with EMR.



Flux of energy is the rate of transfer of energy from one place to another. It is
measured in watts (W). Watts can also be expressed as Joules (J) per second (s):
𝑊 =   



𝐽
𝑠

Radiant flux density is the magnitude of the radiant flux that is incident upon or,
conversely, is emitted by a surface or unit area. It is measured by watts per square
meter (W m-2)



Irradiance is used when the radiant flux density is incident upon a surface. (i.e.
the  Sun’s  radiance  upon  Earth’s  surface)



Radiant existence or radiant emittance refers to the radiant flux density that is
flowing away from the surface (i.e. thermal energy emitted by the Earth).



Radiance refers to the radiant flux density transmitted from a unit area on the
Earth’s  surface as viewed from a unit solid angle. This solid angle is a three
dimensional angle that is measured in steradians. Therefore, radiance is measured
in watts per square meter per steradian (W m-2 sr-1).



Reflectance is the dimensionless ratio of the radiant emittance of an object and the
irradiance.

2.1.2. Basic Principles
Remote sensing considers radiation both as a waveform and as a stream of
particles. In fact as Erwin Schrödinger (cited by Mather 2011) wrote in Science, Theory
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and Man (1957),  “…it  was  discovered  that  all  particles  have  also  wave  properties,  and  
viceversa.  Neither  of  the  concepts  must  be  discarded,  they  must  be  amalgamated.”
The wave-like characteristics of EMR explain the distinction between different
types of electromagnetic radiation. For example, the EMR can be classified by
wavelength such as the case of long-wave, short-wave, and microwave radiation. On the
other hand, the stream of particles theory serves to explain the interactions between EMR
and  the  Earth’s  atmosphere and surface.
2.1.2.1. Electromagnetic spectrum
The electromagnetic spectrum is the range of all types of electromagnetic
radiation (EMR). As described before, due to the wave-like nature of the EMR, this can
be manifested in different ways. The different manifestations are compiled in the
electromagnetic spectrum. Examples of electromagnetic radiation (EMR) are the visible
light, infrared light, radio waves, ultraviolet light, X-rays and gamma-rays.
These forms of radiation travel at the speed of light (approximately 3 x 108 m s-1)
in a vacuum, but is reduced if the light travels through media such as water, by a factor
called the index of refraction (Mather 2011).
The waveform nature of EMR can be described by different characteristics, such as
wavelength, frequency and period.
2.1.2.2. Sources of electromagnetic spectrum
Many of the sensors utilized in satellite remote sensing rely on the EMR of the
Sun and the Earth, such as those used in this study. Consequently, the understanding of
the radiances emitted by these bodies becomes crucial when working with the data
13

derived from them. The radiance characteristics of these two sources dictate the range of
wavebands available for use.
The characteristics of the radiance emitted by the Sun and the Earth are described
by various  laws,  such  as  Planck’s  Law,  the  Wein’s  Displacement  Law  and  the  StefanBoltzman Law. These equations are described in Appendix A.
Planck’s  law  describes  how  an  object  of  certain  temperature  emits  radiation  at  a  
determined wavelength.  Using  the  Planck’s  function  it  is  possible  to  determine  how  much  
radiation  is  emitted  by  the  Sun,  which  is  the  Earth’s  main  source  of  energy,  and  the  Earth  
itself, Figure 2. 1.

Figure 2. 1 Spectral exitance curves for blackbodies at approximate temperatures of the Earth (290K) and
the Sun (6000k). Derived from Mather and Koch (2011).

Figure 2. 1 shows the spectral exitances of two blackbodies of different
temperatures, in this case the Sun and the Earth. This figure reflects how the Sun, which
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has a higher temperature than the Earth, has its highest radiance emittance at a short
wavelength. Meanwhile, the Earth with a lower temperature than the Sun, has its highest
point of emittance at a longer wavelength. Another important aspect of Figure 2. 1 is the
amount of energy emitted by the Sun and the Earth. The radiation emitted by the Sun
carries more energy than that emitted by the Earth.
The maximum radiation of the Sun occurs in the visible spectrum Figure 2. 1)
with a maximum spectral exitance at about 0.47 µm. Meanwhile, the maximum spectral
exitance of the Earth occurs in the thermal part of the spectrum, with a peak at about 10
µm (Figure 2. 1).

The maximum spectral exitance points can be illustrated by the

Wien’s  Displacement  Law,  which  is  derived  from  the  Planck’s  function (see Appendix
A).
2.1.2.3. Atmospheric absorption
Despite the radiant exitance emitted by Sun the actual amount of energy reaching the
Earth varies significantly from that calculated. This is not just due to the Sun not being a
perfect blackbody but also to the interaction of the radiation emitted by the Sun with the
Earth’s  atmosphere.  When  the  Sun’s  radiation  crosses  the  atmosphere  the  particles  
present in the atmosphere interact with it. As a result the solar radiance going through the
Earth’s  atmosphere  can  be  altered  by  the  following  processes  (Kidder 1995):


Absorption; radiation of the solar beam can be absorbed by particles in the
atmosphere



Emission; radiation can be emitted by particles in the atmosphere



Reflectance; radiation can be scattered out of the beam into other directions
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Scattering; radiation from other directions can be scattered into the solar beam

The mechanisms by which different constituents in the atmosphere absorb the solar
radiance are wavelength-dependent (Mather 2011) and as mentioned before affect the
amount of solar radiance  reaching  the  Earth’s  surface.  
For satellite remote sensing in general and especially for water quality
applications these atmospheric absorption features play an important role in the
processing of satellite data. While in atmospheric science the interactions of the solar
radiance with the constituents in the atmosphere represent the source of the information,
when working with surface water those interactions represent mostly noise. In Earth
observation is important to obtain information from the Earth’s  surface,  therefore  the  
atmosphere and its gases represent interference.
The atmospheric absorption features generated by the gases present in the
atmosphere also dictate the availability of wavebands for use. The regions that are less
affected by atmospheric scattering and absorption are called atmospheric windows. It is
between the conjunction of maximum radiance emitted by a source (Sun or Earth) and
atmospheric windows that most of the sensors collect information to use in satellite
remote sensing.
Among the atmospheric gases that absorb solar radiation are ozone, oxygen, water
vapor, and carbon dioxide. Water vapor is one of the main atmospheric gases that absorb
solar radiance; Table 2. 1describes the main wave-positions that are affected by water
vapor in the wavebands available in remote sensing.
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Table 2. 1 Absorption positions of water. Data derived from Kidder Vonder-Haa (1995).

Gas
H2 O

Wavelength
μm
2.7
1.87
1.38
1.10
0.94
0.82
0.72

nm
2700
1870
1380
1100
940
820
720

In summary, the selection of the wavelengths to use in satellite remote sensing is
based on a combination of (i) the characteristics of the radiation source, (ii) the
atmospheric absorption features and (iii) the nature of the target observed.

2.1.3. Errors in data collected by satellite sensors
The data recorded by satellite sensors can contain errors in geometry and in the
measured brightness values of the pixels (Richards 2006). Therefore, before using a
satellite image it is necessary to correct for those errors to obtain accurate results. The
radiometric errors are those related to the brightness values recorded by a sensor which is
related to the radiance measured. Below the kinds of radiometric errors encountered in
satellite data are discussed.
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2.1.3.1. Sources of radiometric distortion
The radiometric distortion affects the quality of the brightness values or digital
numbers (DN) collected by a sensor. Any given process or sensor-dependent error that
has an implication in the DN collected will be considered a radiometric distortion.
Radiometric errors can result from the instrumentation (sensor) used to record the
data, from the wavelength dependence of solar radiation and from the effect of the
atmosphere (Richards 2006). However, the two main sources of radiometric distortion
come from the effects of the atmosphere on the radiance recorded by a sensor and from
the sensor itself.
a)

The atmosphere-related effect on radiation

As described in previous sections, the atmosphere acts as interference between the
radiance emitted by a given surface and the sensor. Consequently, the radiance measured
by the sensor can be significantly modified. The mechanisms that can modify this
radiance are related to the scattering and absorption properties of the particles in the
atmosphere.
Molecules of carbon dioxide, ozone and water have a major influence on the
absorption effect of the atmosphere. These absorption effects are wavelength dependent,
and sensors are commonly designed to operate away from the regions where atmospheric
molecules absorb the most (atmospheric windows).
Even though atmospheric absorption still has an effect on the radiance recorded
by the sensor, the principal mechanism that modifies the radiation recorded is the
scattering by atmospheric particles. There are two well identified scattering mechanisms;
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the first is scattering by air molecules also known as Rayleigh scattering. The second one
is the scattering by aerosol particles also known as aerosol or Mie scattering. Both
scattering mechanisms are wavelength dependent. The Rayleigh scattering is an inverse
fourth power function of the wavelength used. In a clear atmosphere, Rayleigh scattering
is the only mechanism present.
The effects of the atmosphere interfere at different levels of the radiance path
between the surface and the sensor. Richards and Xiuping (2006) organize these effects
as follows:
a) Transmittance: defined as the amount of solar irradiance reaching the ground after
it has passed through the atmosphere. There are two transmittance terms, one
from the sun to the surface and another from the surface to the sensor,
denominated 𝑇 and 𝑇 respectively. The subscript indicates the dependence on
the zenith angle.
b) Sky irradiance: This is related to the scattering effects perceived at the ground
level. A particular pixel will be irradiated not just  by  the  Sun’s  radiance  but  also  
by the energy scattered from atmospheric constituents. The pixel can also receive
energy from neighboring pixels. The reflectance emitted by the surrounding
pixels can be redirected downwards due atmospheric scattering. The total sky
irradiance is noted as ED.
c) Path radiance: This is related to the scattering effects perceived at sensor level.
The radiation reaching the sensor will be affected by the scattering effects of
surrounding pixels and by the scattering from atmospheric constituents. It will be
noted as Lp.
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The total radiance available to the sensor can be described as (units in W m-2 sr-1):
  {𝐸 𝑇 𝑐𝑜𝑠𝜃  𝛥𝜆 +    𝐸 } +    𝐿

𝐿 =   

(2. 1 )

Where R is reflectance (fraction of the incident energy reflected) and 𝐸   𝑐𝑜𝑠𝜃 is
the solar spectral irradiance given in Wm-2. The Δ𝜆 means wavelength dependent.
Therefore, we can omit it from the right side of the equation and obtain a total radiance
per wavelength, 𝐿 .
The transmittance factors are estimated as follows:
𝑇 = exp  (  −𝜏  𝑠𝑒𝑐𝜃) ,
𝑇 = exp  (−𝜏  𝑠𝑒𝑐𝜙)
Where 𝜃  𝑎𝑛𝑑  𝜙 are the zenith angles from the sun and sensor, respectively.
The total radiance at sensor level equation can be rewritten to obtain the surface
Reflectance , R:
𝑅 =   

  (
(

  
  

)
  

(2. 2 )

)

Assuming that there is not atmosphere present we can estimate the reflectance at
the top of the atmosphere (TOA), considering the transmittance factors (𝑇 , 𝑇 ) equal to
one and that the path radiance (𝐿 ) and sky iradiance (𝐸 ) are zero:
𝑅

=   

  

(2. 3 )

b)

Instrumentation error

The most significant error in this category is associated to the detector system.
The transfer characteristics of sensors (radiation in, signal out) should proportionally
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increase or decrease the signal based on the real detected radiation. However, in reality
sensors do not behave perfectly.
2.1.3.2. Correction of radiometric distortion
There are different levels of radiometric calibration. Schowengerd (1997)
organize these different levels as follows:

DN

at-sensor-radiance

surface radiance

Sensor calibration

atmospheric correction

solar and topographic correction

surface
reflectance

Figure 2. 2 Flow of radiometric calibration for remote sensing imagery. Source: Schowengerd, 1997.

As shown in Figure 2. 2 the different types of radiometric calibration are
associated with the sources of the radiometric distortion, such as the sensor calibration,
atmospheric effects, and solar and topographic distortion. The satellite products used in
this study are level 1 and level 2. These products are radiometrically and geometrically
corrected, however the level 1 data is not atmospherically corrected. The following
section explains how the atmospheric correction can be performed in satellite data.
a)

Correction of atmospheric effects

To correct for the atmospheric effects is necessary to model the scattering and
absorption processes that take place in the atmosphere (Richards and Jia 2006).The
different effects of the atmosphere in the resultant radiance measured by a satellite sensor
were described before as part of the section sources of radiometric distortion. If
atmospheric correction is not applied to the raw radiances recorded by the sensor cannot
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be directly compared to values from laboratory spectra. Additionally, satellite spectra
without atmospheric correction cannot be compared to satellite spectra acquired at other
times or places due to the different atmospheric conditions affecting the raw radiance
(Lillesand 2008). The result of applying atmospheric correction to satellite measurements
is to obtain the surface reflectance (R), which is the direct factor that describes the
conditions  and  nature  of  the  material  on  the  Earth’s  surface.  
A way to compensate for the atmospheric effects is by using equation (2.1) and
knowing each of the parameters included in it. Some of these parameters can be obtained
from the same satellite imagery metadata or are known quantities, such as raw radiance,
sensor zenith angle, solar zenith angle, and solar irradiance. The other parameters related
to the atmospheric conditions, such as transmittance factors, sky irradiance and path
radiance need to be modeled. Radiative transfer models are used to determine how given
conditions of atmospheric constituents will affect the transmittances of the various paths
and the different components of sky irradiance and path radiance. Radiative transfer
models account for radiation polarization which is related to the type of scattering that
occurs depending upon the type and concentration of atmospheric molecules
(Kotchenova et al 2006). Example of radiative transfer models used for atmospheric
correction of satellite data include Discrete Ordinate Radiative Transfer (DISORT),
Moderate Resolution Atmospheric Transmittance and Radiance (MODTRAN), and
(SHARM) (Stammes et al 2000, Berk eta al 1998 and Lypustin 2002). The Second
Simulation of a Satellite Signal in the Solar Spectrum (6S), is another radiative transfer
code used for this purpose. A more detailed description of the 6S model is provided in
Chapter IV.
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2.2. Optics of water
This section will explain the fundamentals of the optical properties of water,
including how the visible light interacts with natural waters (lakes, rivers, estuaries) and
how this process can provide information about the constituents in the water. The subdiscipline of Physics that deals with the visible EMR is called Optics. There are different
branches of optics dealing with different kinds of physical systems. Figure 2. 3 depicts
the different physical systems that interact with the EMR (Kirk 1994). The branch of
optics  that  quantitatively  studies  the  interactions  of  radiant  energy  with  the  Earth’s  
oceans, estuaries, lakes, reservoirs, and other water bodies is called Hydrological optics
(Mobley 1995). Most of the research done in hydrological optics is concentrated on
oceanographic optics, particularly in the optics of deep ocean water (Mobley 1995).
Since the visible part of the spectrum is the most relevant of the total electromagnetic
spectrum to study water, the term light, (which refers to the visible spectrum) will be
constantly used in this section.
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Electromagnatic
radiation (EMR)

General radiative
transfer theory

Geophysical Optics
Astrophysical Optics
Meteorological
Optics

Planetary Optics

Limnological
Optics

Hydrological
Optics

Oceanographic
Optics

Figure 2. 3 The relation between Limnological optics and other branches of optics (after Preisendorfer,
1976 and Kirk 1994)

The interactions of the visible light in water depend on the nature of the water and
its optical properties. These optical properties of water are connected with the ambient
light under the radiative transfer theory (Mobley 1995). Preisendorfer cited by Mobley
(1995) divide the optical properties of water in two classes: inherent and apparent. The
inherent optical properties depend only upon the medium, while the apparent properties
depend upon both the medium and the ambient light field. These two optical properties
of water will be explained in more detail in the following sections.
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2.2.1. The electromagnetic radiation and water
According to Morel (1980) the amount of radiant energy emerging from water and its
spectral composition depends on:
a) the downwelling incident radiation, which varies with Sun elevation and sky state;
b) the optical properties of water itself.
The radiation that penetrates water is spectrally modified by absorption and
backscattering processes that occurred in this medium (Kirk 1994 and Morel 1980).
Those processes have their origin in the water molecules, and also in all other substances
present in the water such as dissolved or particulate matter (Morel 1980).
The most optically significant constituents in natural waters (lakes, ocean and
rivers) include, dissolved substances and particulate matter, including phytoplankton
(Mobley 1995). Each of these constituents and their subsequent variety will have
implications in the absorption and scattering processes of the radiant incoming energy in
water. Among the dissolved substances the most common is dissolved organic matter
which is produced by the decay of plant matter. These are generally brown and, in
sufficient concentrations, can turn the color of the water to a yellowish brown (Mobley
1995, Kirk 1994). Particulate matter is usually the major determinant of both the
absorption and scattering properties of natural waters.
Particulate matter in water bodies can be classified into two categories, organic
particles and inorganic particles. Among the organic particles the ones of optical
importance are bacteria, phytoplankton and zooplankton. They can grow and reproduce
by photosynthesis or by consuming their neighbors. Living bacteria can range in size
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from 0.2 – 1.0 μm and in the absence of phytoplankton bacteria can significantly scatter
or absorb light at the blue wavelength. Phytoplankton is considered primarily responsible
for determining the optical properties of most oceanic waters (Mobley 1995).
Phytoplankton encompasses a large variety of plant species that vary in size, shape and
concentration. They can range in cell size from less than 1 μm to more than 200 μm. In
general phytoplankton enhances the scattering properties of water because commonly
phytoplankton particles are much larger than the wavelength of visible light.
Inorganic particles can range in size from less than 1 μm to several tens of
micrometers. They can consist of fine ground quartz sand or clay minerals. In turbid
waters inorganic particles can be optically more important than organic particles.
The solar radiation that penetrates water is crucial to support life in aquatic
ecosystems. The response of water in the EMR differs by wavelength and by the type of
particles in it. Clear water reflects more in short wavelengths and continuously reduces its
reflection with increasing wavelength. Therefore, clear water is commonly studied in the
visible spectrum, since it is there where water reflects the most. In the Near Infrared
(NIR) the reflectance of deep, clear water is nearly zero. Figure 2. 4 depicts spectral
signatures of two types of water, ocean waters and coastal seawater. Waters in the open
ocean have reflectance values of clear water due to the low presence of dissolved
substances and inorganic particles. Consequently, the spectral signature of open ocean
water is a good example of clean water, that is, if there are not sufficient organic
particles, such as phytoplankton, to interfere the scatter and absorption properties of the
medium. The reflectance values of this clean water are higher in the blue part of the
spectrum, with a maximum around 410 nm and a reflectance magnitude of 0.05. This
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means that from the total incoming solar irradiance, clean water will reflect about 5% of
that energy back to the atmosphere in the deep blue part of the spectrum. It is important
to note that atmospheric molecules scatter blue light, causing the sky to appear blue. This
will ultimately affect the total irradiance energy reaching the water surface, from which
only 5% will be reflected back. The reflection of clean water will decrease at longer
wavelengths, having values near zero in the NIR. This indicates that clean water absorbs
nearly all the energy emitted at long wavelengths. The spectral signature of coastal
seawater is different from that of open ocean water. Due to the proximity to land, coastal
seawater is more prone to have a variety of constituents. This, combined with shallower
depths, generates a distinct spectral signature from that of the open ocean water. The
drops and peaks of the spectral signature of seawater in different positions of the visible
spectrum denote the presence of different particles in the water. The maximum peak
reflectance of the coastal water at around 560 nm (green part of the spectrum) indicates
the presence of chlorophyll in this water. The reflectance at this part of the spectrum is
close to 0.04. The following section will describe how the optical properties of water
interact with light to affect the scattering and absorption process of energy.
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Figure 2. 4 Reflectance spectrum of seawater from 0.2 to 1.0 µm. Data from Clark et al 2007, USGS
digital spectral library.

2.2.2. Inherent optical properties of water
Once solar radiation has penetrated water, there are only two things that can
happen: photons can be absorbed or they can be scattered (Kirk, 1994). Therefore, to
understand the interactions that solar radiation has in an aquatic medium it is necessary to
have measurements of the extent at which water absorbs and scatters light.
The inherent optical properties of water measure the absorption and scattering
properties of water at any given wavelength and are specified in terms of the absorption
coefficient, the scattering coefficient and the volume scattering function. Their
magnitudes depend only on the substances contained in the aquatic medium (Kirk 1994).
According to Kirk, 1994, the absorption coefficient, a, is defined as the fraction of
the incident radiant flux that is absorbed, divided by an infinitesimally part of the
thickness of a water layer. Following the same concept, the scattering coefficient, b, is the
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incident radiant flux that is scattered. Both the absorption and scattering represent loss of
the radiant flux from the incident flux and therefore the sum of both is referred as
attenuance, c (𝜆). The units of these coefficients are 1/length, and are normally expressed
in m-1. The major light-absorbing components of water and the scattering properties of
water are described in Appendix B.
2.2.3. Apparent optical properties of water
There are two critical apparent optical properties of water, the vertical attenuation
coefficient (Kd), also called spectral diffuse attenuation coefficient, and the spectral
irradiance reflectance 𝑅(𝜆). The beam attenuation coefficient, 𝑐  (𝜆), is different than the
diffuse attenuation coefficient, (Kd). 𝑐  (𝜆) refers to the radiant power lost from a single,
narrow beam of photons while the Kd refers to the decrease with depth of the ambient
downwelling irradiance 𝐸   (𝑧, 𝜆), which includes photons heading in all downward
directions (Mobley 1995).
2.2.3.1. Diffuse attenuation coefficient (𝐾 )
This coefficient varies by wavelength and depth so it can be written as, 𝐾   (𝑧, 𝜆),
where z represents depth. 𝐾   (𝑧, 𝜆) depends on the directional structure of the ambient
light field and is classified as an apparent optical property of water.
Secchi disc measurements can be used as analogues of 𝐾   (𝑧, 𝜆). The Secchi disc
transparency, 𝑍   , measures the depth at which a white and black disc disappears into the
water. Poole & Atkins (1929) cited by Kirk (1994) made the empirical observation that
the Secchi disc depth is approximately inversely proportional to the diffuse attenuation
coefficient, 𝐾   (𝑧, 𝜆).  The value obtained would be applicable to a broad waveband
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corresponding to the human eye vision (visible light). However other authors have
concluded that in fact the reciprocal of the Secchi disc is proportional to (  𝑐 +    𝐾 ), the
sum of the beam attenuation coefficient and the diffuse attenuation coefficient, rather
than to 𝐾   alone (Tyler 1968, Holmes 1970, Vant 1984 and Davies-Colley 1988). Thus,
we have the following approximation:
𝑐 +    𝐾 ≅ 9/𝑍

2.2.3.2. Reflectance
The Irradiance Reflectance 𝑅(𝜆), defined as 𝑅(𝜆) = 𝐸 (𝜆)/𝐸 (𝜆) where 𝐸 (𝜆) is
the upward irradiance and 𝐸 (𝜆) the downward irradiance is an important apparent
optical property. Using the radiative transfer theory different authors (Gordon 1975, Kirk
1981 and Prieur 1971) have come to a reasonable approximation that 𝑅(𝜆) is
proportional to 𝑏 𝑎 , the ratio between the scattering coefficient to absorption
coefficient. The relation can be written as:
𝑅(𝜆) = 𝐶(𝜇 )𝑏/𝑎
where 𝐶(𝜇 ), is a constant of proportionality that is function of a solar altitude, expressed
in terms of (𝜇 ), the cosine of the solar zenith angle. 𝐶(𝜇 )  increases as 𝜇 decreases.
For the purposes of this study, this reflectance value is the one that provides the
link between remote sensing measurements and water quality parameters. Reflectance is
proportional to the ratio of the inherent optical properties of water (𝑏 𝑎) , which are
generated as a result of the constituents in water. The absorption and scattering
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coefficients of water depend on the different optical constituents in the water, so each
type of particle would have a scattering and absorption factor at each wavelength. The
total absorption at a given wavelength is given by the combination of all the absorption
properties of the particles present in that aquatic medium. The same applies for
scattering. Some of these particles may have similar behaviors in their absorption and
scattering patterns. In this case the task of differentiating the type of particles in the
water can be more complicated. This is true for turbid, complex water, where there are a
variety of constituents affecting the absorption and scattering properties of water.
However, if there is one main constituent affecting the absorption and scattering
properties of a mass of water, this problem can be simplified. This is the case of oceanic
waters, in which phytoplankton is considered the most important constituent driving the
absorption and scattering properties of water.
The challenges for satellite remote sensing are to estimate chlorophyll concentrations
from reflectance and to differentiate the reflectance generated by chlorophyll from that
derived from other constituents in the water. Given the change of color and consequently
the change in reflectance of water, depending upon the constituents it has, reflectance can
in theory determine those constituents. For example, in low concentration of chlorophyll,
reflectance is highest at blue wavelengths, this being the reason that clean ocean water
has a blue color. When there is greater concentration of chlorophyll, the maximum R(λ)
shifts from the blue to the green wavelengths; hence the color of the water turns green. In
high-sediment concentrations, R(λ) are relatively flat from blue to yellow. Waters with
high concentrations of yellow matter will have high reflectance in the yellow part of the
spectrum. In summary we can have a general idea of the type of particles in water given
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the reflectance response at certain parts of the spectrum. As a general assessment we can
say that, if R(λ) is


Higher in the blue part of the spectrum (blue>green) then there is low chlorophyll
content, and the water is clear



Higher in the green part of the spectrum (green>blue) then there is higher
chlorophyll presence



Higher in the yellow part of the spectrum (yellow>blue & yellow>green) then
there is a high concentration of yellow matter

2.3. State of Science of Remote Sensing for Water Quality Applications
As explained before the link between the satellite remote sensing measurements and
optical water properties is based on reflectance, R(λ).  “The inherent optical properties of
water are physically related to the subsurface irradiance reflectance which is the key
parameter linking these optical properties  to  the  remotely  sensed  radiance  data”  (Dekker
et al 1996). The application of remote sensing measurements for the identification of
water properties in the past has been centered mostly in phytoplankton-dominated,
oceanic waters (Mobley 1994). In these studies the estimation of chlorophyll
concentrations is one of the most common applications of remote sensing (Schalles
2006). However, due to the economic and environmental relevance of near-shore and
inland waters this trend has been changing and more research is being done for more
optical diverse waters. First, it is important to define the optical differences between
these two types of waters.
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Deep oceanic waters can be categorized as Case 1 waters due to their optical
properties which are dominated by 1) living phytoplankton cells, 2) organic tripton, and
3) dissolved organic matter ( Schalles 2006, Gordon and Morel 1983). On the other hand
Case 2 waters have more optical complex constituents and usually can be found in
estuarine environments, lakes and near-shore ocean waters. Case 2 waters contain Case 1
constituents plus materials introduced from outside the water column (Schalles 2006).
These include resuspended particles from the bottom in shallower waters, inorganic and
organic tripton from river drainages, terrigenous and litoral zone colored dissolved
organic matter (CDOM) and antrophogenic substances (Schalles 2006, Gordon and
Morel 1983, Klemas and Polis 1977).
In both Case 1 and Case 2 waters the measurement of chlorophyll concentration is a
useful water quality parameter to characterize the state of the water, and remote sensing
has been broadly used to perform these measurements (Mobley 1995, Schalles 2006,
O’Reilly  1998,  Aiken  1995).  However  the  chlorophyll  algorithms  for  Case  1  and  Case 2
water differ significantly. The chlorophyll algorithms for Case 1 water are based on a
simple interaction of phytoplankton density with water. Here a blue to green ratio has a
robust and sensitive relation to chlorophyll a concentrations. However, this relationship
becomes less sensitive at higher chlorophyll a concentrations (above ~30 mg/m3 Chl a)
and is highly compromised by the effects of CDOM or tripton in turbid waters (Schalles
2006). Usually local-based algorithms are needed for Case 2 water, and they vary
significantly from one site to another since their development is based on the specific
optical constituents of a water body.
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2.3.1. Type of analyses for algorithm development
In general, there are three different approaches by which remote sensing data are used
to estimate concentrations of water constituents (Dekker 1994 and Dekker et al 1996),
and they can be classified as follows:
a) the empirical method: The relationship between remotely sensed radiance and
water quality parameters is established by means of regression techniques. It uses
statistical relationships derived between measured spectral values and measured
water parameters; the results have no multitemporal validity and will always need
in situ measurements.
b) the semi-empirical method: spectral characteristics of the parameters of interest
are known. This knowledge is included in the statistical analysis by choosing
critical wavebands that will be correlated to water quality parameters. The validity
of these results is only applicable within the range of optical water quality data
from which the algorithms were developed.
c) The analytical method: The values for the inherent and apparent optical properties
of water are needed (such as absorption coefficient, scattering coefficient, diffuse
attenuation coefficient and irradiance reflectance) to model the reflectance and
vice-versa. Physical relationships are derived between the water quality property,
the underwater light field and the remotely sensed radiance.

2.3.2. Chlorophyll significance
The measurement of chlorophyll in water is commonly used a) as an indicator to
monitor water quality programs in coastal and inland waters, b) in surveillance programs
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of harmful algal blooms, c) and in ecological studies of phytoplankton biomass and
productivity (Jordan 1991, Morrow 2000). Chlorophyll is an efficient, albeit indirect,
measure of phytoplankton biomass (Schalles 2006). Chlorophyll a, (Chl a ), is the
pigment measured to have an estimation of chlorophyll since Chl a is the dominant light
harvesting pigment and is universally present in eukaryotic algae and cyanobacteria
(Rowan 1989).
Some of the challenges that remote sensing faces in measuring chlorophyll in
water is the capability to isolate the chlorophyll signal from other cell components and
other optically active compounds (OACs) (Schalles2006). This together with the vertical
distribution variation of chlorophyll in the water column makes the use of remote sensing
even more challenging. However, satellite remote sensing has been used for decades to
estimate chlorophyll concentrations mostly in the oceans. The following section will
describe the state of science and of the operational algorithms used for chlorophyll
estimations.

2.3.3. Satellite remote sensing and chlorophyll algorithms
The first satellite sensor developed to evaluate water properties, especially
chlorophyll concentration was the Coastal Zone Color Scanner (CZCS), onboard Nimbus
7 and launched in late 1978. A two-band ratio of 443 nm to 550 nm was calibrated and
routinely used for Chl a estimation. This instrument had bands of 20 nm of width at 443,
520, 550, and 670 nm. Later, other two operational sensors were also designed to monitor
chlorophyll estimations using bands in the blue and the green regions (Sea-viewing Field

35

of view sensor –SeaWIFS- and Moderate resolution Imaging Spectroradiometer –
MODIS-). See Table 2. 2 for the description of the historical and contemporary sensors
used for Ocean Color applications. The current operational algorithm used for
chlorophyll estimation has been updated for the sixth time (version 6) and is generated by
the Ocean Color group (Feldman 2013). These algorithms are based on a multi-band,
optimization procedure called OC4 (for Ocean Color 4) and their approach is termed as
Maximum Band Ratio (MBR). The operational algorithm for MODIS data is termed
OC3M and differs from the SeaWIFS algorithm for the use of only 3 bands instead of 4.
These operational algorithms are based on comparing blue to green ratios. The largest
value of the ratios is used in a fourth order polynomial regression equation as the
exponential term in a power function equation. These exponential equations best
represent the sigmoidal relationship between Chl a and  band  ratio  calculations  (O’Reilly  
et al 1998). The SeaWIFS instrument compares the band ratios of 443 to 555 nm, 490 to
555 nm, and 510 to 555 nm and chooses the largest ratio value in their power equation.
MODIS compares band ratios of 443 to 550 and 489 to 550 nm and uses the highest
between both. Table 2. 2 lists the bands available of the sensors commonly used for
monitoring chlorophyll.
MODIS uses band number 12 (centered at ~550 nm) instead of the one centered at
555 nm for the green component of the ratios and does not include the ratio that uses the
blue band at 510 nm since it does not have such band (see Table 2. 2). This multiband,
ocean color algorithm continues to be refined using more complete in situ data that
represent a variety of bio-optical ocean provinces. The last algorithm version is number 6
and is parameterized with data from the NASA bio-Optical Marine Algorithm Dataset
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(hereafter, NOMAD). The first version of the ocean color algorithm developed for
SeaWiFS used a data set with 919 in situ observations; the second version used an
expanded data set of 1,174 in situ observations; the fourth version used 2,853 in situ
observations, and the current NOMAD data set includes over 3,400 in situ observations.
Each revision and updated version uses additional in situ data that increases the variety of
bio-optical provinces represented in the previous data set. The data set of the first version
had a Chl a range of 0.019 to 32.79 μg/l  (O’Reilly  et  al  1998),  the  fourth  had  a    Chl  a  
range of 0.008-90 mg m-3 (O’Reilly  et  al  2000),  and  the  final  NOMAD  data  set  (as  for  
2005) has Chl a concentrations ranging from 0.012 to 72.12 mg m-3(Werdell & Bailey
2005). The chlorophyll concentration measurements included in the NOMAD data set
were derived using both fluorometric and high performance liquid chromatography
(HPLC). In total between the chlorophyll measurements collected using fluorometric and
HPLC methods, 10%, 48% and 42% correspond to stations of oligotrophic, mesotrophic
and eutrophic waters, respectively. The classification among different trophic states of
water is done using 0.1 and 1 mg m-3 as limits between oligotrophic and mesotrophic
waters and between mesotrophic and eutrophic waters (Werdell & Bailey 2005). Werdell
and Bailey (2005) estimate that eutrophic waters are over-represented in NOMAD if the
approximate proportions of the world ocean are considered, 56% oligotrophic, 42%
mesotrophic, and 2% eutrophic (Antoine et al 1996). They also stated that the
representation of oceanic regions with Chl a concentrations between 1 and 10 mg m-3
(eutrophic waters) in NOMAD is equivalent or improved in comparison with its
predecessors  versions  (O’Reilly  et  al  1998,  2000).  This  over-representation of eutrophic
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waters may explain the actual decreased range between the NOMAD data set and the
previous data set versions, from 0.008-90 mg m-3 to 0.012 -72.12 mg m-3.
Figure 2. 5 displays the geographic distribution of the most current (July 2008)
NOMAD data set, which partially covers all the oceanic regions of the world. According
to O’Reilly  et  al  (1998)  the  443  to  555  ratio  is  maximal  below  0.3  μg/l, the 490 to 555 nm
is maximal between 0.3 and 1.5 μg/l, and the 510 to 555 nm is maximal above 1.5 μg/l.
Werdell and Bailey (2005) also found similar behavior between reflectance values and
chl a concentrations measurements in the most current ocean color algorithm. The same
band ratios dominated similar chl a concentrations only that instead of using the limit 1.5
μg/l  as  O’Reilley,    Werdell  and  Bailey  used  2  μg/l.
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Table 2. 2 Center wavebands for historical and contemporary Ocean Color Sensors (400-700 nm range)
Source:  O’Reilly  et  al  1998  and  Schalles  2006).  CZCS,  Ocean  Zone  Color  Scanner.  SeaWIFS,  Sea-viewing
Wide Field-of-view Sensor. OCTS, Ocean Color temperature scanner. POLDER, POLarization and
Directionality  of  the  Earth’s  Reflectances.  MODIS,  Moderate  Resolution  Imaging  Spectroradiometer.  
MERIS, MEdium Resolution Imaging Spectrometer
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Figure 2. 5 Global distribution of the NOMAD data set as for July 2008. Source: Werdell 2013.

Table 2. 3 The maximum band ratio algorithms for the SeaWIFS, MODIS, OCTS, MERIS and VIIRS
sensors. Operational algorithms version 6. Source: Feldman 2013 and Werdell & Bailey 2005.
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Table 2. 3, that are not for SeaWIFS, must be considered as an approximation,
because the in situ data set used to generated them is biased to SeaWIFS channels and a
number of radiometric adjustments were made to the Reflectance data to compensate for
wavelength differences among sensors.
As presented in Table 2. 3 the operational algorithms for Chl a concentration
estimations are based on blue to green band ratios and have been generated for oceanic
waters which are dominated by Case 1 type of waters. The good performance of blue and
green ratios in oceanic waters is due to the general tendency that as the phytoplankton
concentration increases, reflectance decreases in the blue (400-515 nm) and increases in
the green (515-600 nm) (Kirk, 1994).
However, the majority of semi-empirical algorithms for chlorophyll estimation in
Case 2 waters use a variant of Near Infrared (NIR) peak height to Chl a red absorption.
Table 2. 4 lists a number of semi-empirical algorithms for Case 2 waters with wide range
of Chl a concentrations. Several studies for Case 2 waters use a two-band ratio of the NIR
peak, at either a fixed wavelength or at is maximum value normalized to the minimum of
reflectance at or near 675 nm (Schalles 2006), see Table 2. 4. In addition to blue/green
and NIR/red algorithms, there are algorithms that use the spectral curvature or slope at
different regions of the spectrum to estimate chlorophyll concentration. These
algorithms measure the remote sensing reflectance height in the red or NIR relative to a
baseline formed linearly between two neighboring bands which are distributed evenly.
Thus, in total three bands are used in this spectral curvature approach. These three-band
type of algorithm receive several names, such as linear baseline algorithm (Gower et al
2005), spectral shape (Wynne et al 2008), spectral line height (Schalles 2006) or spectral
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curvature (Kirk 1994), but the principle is the same. Two well-defined applications have
been evaluated using this approach, the fluorescence line height (FLH) and maximum
chlorophyll index (MCI). Gower et al 1999, 2004, Letelier & Abbott (1996) and Wynne
et al (2008) describe the fluorescence line height (FLH) that uses a band at ~680 nm as
center band. FLH measures the fluorescence of chlorophyll a, which is simulated by sunand skylight and is emitted as a roughly Gaussian shaped spectral feature, centered at 685
nm (Neville and Gower 1977). The Maximum Chlorophyll Index (MCI) (Gower et al
2005) uses the wavelength at ~709 nm as the center band and is based on the spectral
behavior of water reflectance given different chlorophyll concentrations. Chlorophyll a
fluorescence produces a narrow peak at 685 nm for Chl a concentration up to about 30
mg m-3, but above this concentration the absorption by water and chlorophyll a pigments
combine to shift the peak to longer wavelengths (706 nm at 300 mg m-3) (Gower et al
2005). The spectral shape is determined by:

𝑆𝑆(𝜆) = 𝐿 − 𝐿 − (𝐿 −    𝐿 )

(𝜆 −    𝜆 )
(𝜆 −    𝜆 )

Where SS is the spectral shape (FLH or MCI), 𝐿 is the water leaving radiance
computed for band i, centered at wavelength 𝜆 . Band i = 2 is assumed centered of the
spectral shape (𝜆), while bands i = 1, 3 determine the baseline.
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Table 2. 4 List of retrieval algorithms for chlorophyll a Case 2 waters. R is the reflectance value for a
respective wavelength and RLH is reflectance line height above baseline. Derived and modified from
Schalles, 2006.

Equation

Referenc

r2

e
𝑐ℎ𝑙  𝑎 = 𝑎 + 𝑏 ∗ (𝑅𝐿𝐻(670
− 750)
𝑅525
𝑅554
+ 0.136

𝑐ℎ𝑙  𝑎 = log −4.951 ∗

𝑅705
)
𝑅662
𝑎 = −68.7, 𝑏 = 108.5
𝑐ℎ𝑙  𝑎 =    −52.91 + 73.59
𝑅705
∗(
)
𝑅678
𝑐ℎ𝑙  𝑎 = 𝑎 + 𝑏 ∗ (

𝑐ℎ𝑙  𝑎 = 89 ∗

𝑅705
𝑅705
+ 10 ∗
𝑅670
670

location

Schalles
et al
(1998)
Vertucci
and
Likens
(1989)
Kallio et
al (2003)

𝑎 = 6.20, 𝑏 = 31.8

− 34

𝑐ℎ𝑙  𝑎 = ((𝐴𝑉𝐸  𝑅650 + 𝑅700)
− 𝑅675)/(𝐴𝑉𝐸  𝑅440
+ 𝑅550)

Site(s)

0.83
0.74

0.98

Thiemann 0.89
and
Kaufman
n (2000)
Mittenzw 0.98
ey et al
(1992)
Hladik
0.80
(2004)

Chl a
concentration
range (mg/m3)

Carter Lake,
Nebraska,
USA
Adirondack
Lakes, New
York USA

36 - 244

Lake
Lohjanjarvi,
Finland
Glacial Lakes,
northern
Germany

6 - 70

Lakes and
rivers,
Germany
Estuaries and
near shore,
Southeastern,
USA

5 - 350

0.3 – 4.8

5 - 350

-------

The different algorithms used to estimate chlorophyll concentration are based on
the water reflectance behavior given certain chlorophyll a concentration. Table 2. 5 lists
the principles upon which the different algorithms described previously are based.
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Table 2. 5 Water reflectance spectra for Chlorophyll a concentrations. Derived from Schalles, 2006. And
Mobley 1995.

Relative Reflectance response
Chl a concentration

400 – 500
nm

500 – 600 nm
Green

600 – 700
nm

700 – 800
nm

Red

NIR

Blue
< 2 mg m-3

High (peak)

Low

Low

Extremely
low (near 0)

2 – 30 mg m-3

Low

High (peak)

Minimum
High (685
nm)

Low

>300 mg m-3

Low

Minimum
High

Low

High (peak)

Evaluating all the algorithms utilized to estimate Chl a concentration, we can deduct that
the majority of passive remote sensing chlorophyll algorithms use either, a) a ratio of
bands between 440 and 510 nm versus the green pigment region between 550 to 555 nm
(blue/green ratio); or b) a ratio of a band in the NIR region and chlorophyll fluorescence
between 685 – 710 nm and red chlorophyll absorption between 670 and 675 nm (NIR/red
ratio and spectral shape algorithms).
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CHAPTER III
AREA OF STUDY
This chapter describes the area of study for this thesis, Lake Atitlan, including its
climate, topography, hydrology, past and current water state. This chapter also includes
the methods used to sample water quality parameters such as Secchi disc transparency,
turbidity, and chlorophyll a concentration. The purpose of this chapter is to describe the
biophysical conditions of Lake Atitlan, its current environmental situation, how the water
quality of the lake has changed over the years and what are the factors that may affect the
water quality of the lake.

3.1

Lake Atitlan
Lake Atitlan is located on the highlands of Guatemala at 14.70°N, 91.19°W in the

Department of Sololá, Guatemala, see Figure 3. 1.    Lake  Atitlan’s  watershed  has  an  
estimated population of 400,000 inhabitants and an extension of 541 km2 (Dix et al
2012a). This lake is of volcanic origin and is situated within a caldera that was formed
84,000 years ago (Chesner and Halsor 2010). Located at 1,565 meters above sea level,
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Lake Atitlan has a volume of 24 km3, a maximum depth greater than 300 m with an
average of 188 m, and a surface area of about 137 km2. This dimensions position Lake
Atitlan as the second largest lake in Guatemala. Lake Atitlan is surrounded by three
volcanoes, San Pedro, Tolimán and Atitlán, with heights of 2,995 m, 3,158 m, and 3,587
m, respectively (Dix et al 2012b). See Figure 3. 3.
The water of Lake Atitlan comes from rainfall and two permanent tributary rivers,
Panajachel and Quiscab, both of them located on the northern side of the lake. Lake
Atitlan is endorheic, which means that it does not have an obvious outflow. However,
Weiss (1971) proposed the possibility that the lake discharges through subterreanean
passages into River Madre Vieja, on the Pacific slope drainage, since chemical water
characteristics were similar between the lake and river waters.
The lake is a source of drinking water for the towns located around it. Four
municipalities acquire a percentage of its drinking water directly from the lake, with
minimum purification: Santiago Atitlan (55%), San Pedro La Laguna (25%), San Lucas
Toliman (95%), and Panajachel (40%) (Romero 2009 and Dix 2012a).
Lake Atitlan is a touristic attraction in which the towns around it have become
reliant of tourism (Fieser 2009). Lake Atitlan is the second most visited touristic site in
Guatemala (Wallace and Diamente 2003). Therefore the health of the Lake is key for the
sustainable development and stability of the communities in the watershed. Besides
tourism and source of drinking water, the lake is used for fishing, including the endemic
crab, Potamocarcinus guatemalensis (Dix et al 2012b).
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In the last 50 years Lake Atitlan has exhibited clear signs of deterioration
including but not limited to: rise in the levels on nutrients in the lake, cyanobacteria
presence, introduction of at least 12 different non-native species of fish and plants,
extinction  of  endemic  duck  “poc”,  discharge  of  wastewater  into  the  lake,  and  advance  of  
the agricultural frontier (Dix et al 2012b, LaBastille 1983). The most remarkable event
that exemplified the deterioration of Lake Atitlan occurred in October 2009, when an
algal  bloom  produced  by  cyanobacteria  covered  a  maximum  40  %  of  the  lake’s  surface  
area. This event impacted the tourism activity severely, reducing the income of this
activity by about 25% (Dix et al 2012b).
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Figure 3. 1 Location of Lake Atitlan and annual accumulated rainfall. Rainfall data: Hijmans et al 2005

3.2

Algal bloom in Lake Atitlan
The algal bloom affecting the lake in October 2009 was caused by Lyngbya robusta

spp. and was the first recorded bloom of this species in the world (Rejmanková et al
2011). The dense patches of this algal bloom reached chlorophyll a concentrations over
100 mg/m3. L. robusta is known for their low light requirements (Reynolds et al 1987
cited by Rejmankova et al 2011). The process explained by Rejmankova et al (2011) and
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Dix et al (2012b) about the algal bloom caused by L. robusta is that when the lake is
thermal stratified, with an upper layer of warmer water (epilimnion) and a deeper layer of
colder water (hypolimnion), the L. robusta remains in the lower layer of the lake. This
deeper colder layer of water has higher concentrations of nutrients but does not have
enough light since the photosynthetic available radiation zone reaches depths less than 40
m. When there is an overturn and the deeper waters with higher concentrations of
nutrients move to the top of the lake L. robusta moves also to the upper layers through
gas vesicles, now with more nutrients and enough light to reproduce to the level of an
algal bloom. Weiss (1971) found a well-defined thermal gradient (for 1968-1969)
separating surface warmer water from deep pool colder water. The stratification started in
late March and remained in that state until December when the water mixed and the
stratification was lost and persisted into February to start the cycle again in March. The
maximum difference of temperature range from top to bottom was of 4-5° C. Weiss
(1971) attributed these stratification and mixing changes to wind mixing associated with
slightly cooler climate of November through February. Dix et al (2012b) highlights that
there is a lack of updated information about the circulation and mixing behavior of the
lake’s  water.    
However, this stratification and mixing process together with the nature of L.
robusta would explain that soon after the algal bloom happened in October 2009, there
was no specimen of the cyanobacteria in the upper zones of the lake (Dix et al 2012a). It
is probable that the cyanobacteria population shifted to the deeper parts of the lake
(Rejmanková et al 2012).
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Another important factor for the proliferation of cyanobacteria blooms is the
availability of phosphorus (P). Excess of P in the water favors the proliferation of L.
robusta. In general a ratio value of soluble N/P < 7 indicates P excess which favors L.
robusta (Dix et al 2012b).
3.3

Climatic information
The diverse topography of the area where Lake Atitlan is located plays a major role

in the unique weather pattern of the lake. The main source of humidity comes from both
the Pacific Ocean and the transpiration of the vegetation in south coast and it is
obstructed by the volcanic barrier formed by the Atilan, Toliman and San Pedro
volcanoes. This effect produces relatively low humidity (77 % RH) in the Lake Atitlan
area compare to the south-face of the volcanic barrier, where the humidity is higher (Dix
et al 2003).
Lake Atitlan is located in the tropics where there are small inter-annual variations
in radiation and temperature, seasonality in the tropics is often manifested by differences
in precipitation (Perez et al 2010). The area of Atitlan is marked by a rainy season from
May to October and a dry season from November to April. The annual average
precipitation is of about 1,220 mm (INSIVUMEH 2013) but it can be less than 1,000 mm
at leeward from the volcanoes Toliman and Atitlan (Dix et al 2003). There is a period of
lower rainfall in the rainy season in July and August, as seen in Figure 3. 2, and is called
mid-summer drought (MSD), or locally canicula (Rauscher et al 2008). The average
temperature varies from about 25° C to 10°C, the minimum temperatures are reached
between December and January (see Figure 3. 2). At the top of the volcanoes the
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temperatures can be less than 0°C (Dix et al 2003). Figure 3. 2 describes the climatic
variables of precipitation and temperature in Lake Atitlan over the year.
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Figure 3. 2 Climatic graph for Santiago Atitlan weather station. Rainfall averages for monthly precipitation
from 1980-2010. The temperature averages (maximum, mean and minimum) are from monthly data of
1990-2002.
Data source: National Institute of seismology, volcanology, meteorology and hydrology (INSIVUMEH, for
its initials in Spanish), 2013.
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3.4

Geology and topography
The topography of the Lake Atitlan watershed is characterized by steeply

mountains and enclosed valleys. Lake Atitlan is limited to the South by the volcanic
chain that includes the Volcanoes San Pedro, Toliman and Atitlan, and to the North by
the Mountain Maria Tecun with maximum height of 3,403 m, see Figure 3. 3. The total
area of the caldera on which the lake is currently is of 250 km2 with an original total
depth of 900 m. From this total depth, 600 meters are filled by sediment, eruptive
material from the volcanoes that surround the lake and the water from the lake. The other
300 meters form the height difference between the surface of the water and the
surrounding landscape, top of the caldera (Newhall et al 1987).

Figure 3. 3 Topography of the Lake Atitlan watershed located on the highlands of Guatemala. Data source:

ASTER GDEM, MAGA. ASTER GDEM is a product of METI and NASA.
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3.5

Hydrology
Lake Atitlan is the central feature of the Atitlan watershed which has a total area of

about 541 km2. Two main permanent rivers discharge on Lake Atitlan, Quiscab and
Panajachel. Other tributaries rivers that discharge on Lake Atitlan are temporarily. The
river flow of Quiscab is 1.91 m3/s and for Panajachel river is 0.53 m3/s (CONAPCOCODE 2006). The lake has an estimated volume of 24.4 km3. According to
INSIVUMEH the annual potential evapotranspiration for the Lake Atitlan is of 1,400
mm.
Two main hydro-meteorological events have strongly affected the dynamics of the
area in the last decade. First, in October 2005, Hurricane Stan with torrential rainfall
caused deadly mudslides with an aftermath of over 1,000 people dead (Pasch and Roberts
2006). Then in May 2010, Tropical Storm Agatha contributed to have a total of 2,715
mm of precipitation that year (INSIVUMEH, 2012 and Dix et al 2012b). The water of the
lake  raised  ~2.75  m  (Dix  et  al  2012b)  flooding  crops  and  infrastructure  nearby  the  shore’s  
lake. Dix et al (2012b) calculated that an estimated volume of 336 x 106 m3 of water have
been added to the lake by the end of August 2010. The sediment, organic and inorganic
matter dragged into the lake by this run-off will be crucial for the selective proliferation
of various species of phytoplankton (Dix et al 2012b).
3.6

Land use/cover
The soils in the watershed of Atitlan are susceptible to erosion given mainly to the

topography of the area; the land surface is marked by steep slopes (Figure 3. 3). In 2000
the land cover of the lake was about 46% forest, 32% agriculture and 14% permanent
crops (Dix et al 2003). The agricultural crops include mainly subsistence corn and beans
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and the permanent crops are mainly coffee which is primarily grown on the hillsides of
the three volcanoes around the southern part of the lake, at altitudes of 700-1600 m
(Tucker et al 2010). These agricultural areas together with the topography represent
sources of agricultural runoff and erosion that are deposited into the lake.
3.7

Trophic state of Lake Atitlan
The classification of lakes by their trophic state allows making comparisons among

them about their structure and performance (Carlson and Simpson 1996). This
classification is based upon the level of productivity of a lake and goes from low
productivity (oligotrophic) to high productivity (eutrophic). This classification is
founded on the division of the trophic continuum into three main classes, oligotrophic,
mesotrophic and eutrophic (Carlson 1977). This division is based on the biological
condition  of  the  lake,  which  is  determined  by  the  lake’s  photosynthesis  capacity.  This  
photosynthesis is derived from factors as nutrients, temperature, light, pH, and turbidity
which can be limiting factors of the process (Dix et al 2012b). Table 3. 1 displays water
quality parameters use to determine the trophic state of a lake, the common ranges used
to classify the trophic states and the values of those parameters for Lake Atitlan (20102011) (Dix et al 2012b). According to Table 3. 1 Lake Atitlan has values of chlorophyll
a and total nitrogen (0-2.77 and 129-152 mg/m3, respectively) of an oligotrophic lake.
However, the total phosphorus values ( 30-37 mg/m3) positions the lake as mesotrophic.
Finally, the Secchi disc transparency can be categorized as oligotrophic with tendency to
mesotrophic (6.1-7.2 m) (Dix et al 2012b). In conclusion, Lake Atitlan can be classified
between oligotrophic and mesotrophic with the available data for 2010 and 2011.
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Table 3. 1 Ranges of water quality parameters to classify trophic states of lakes (derived on Wetzel 2001,

modified by Vollenweider) compare to Lake Atitlan water quality parameters. Source: Dix et al 2012b.
Note: data for total Nitrogen and Total Phosphorus was provided by Rejmankova)

Parameter

Statistic
value

Oligotrophic

Mesotrophic

Eutrophic

Avg.
Range

8
3.0-17.7

26.7
10.9-95.6

84.4
16-386

Avg.
Range
Avg.
Range
Avg.
Range

661
307-1360
1.7
0.3-4.5
9.9
5.4-28.3

753
361-1387
4.7
3-11
4.2
1.5-8.1

1875
393-1690
14.3
3-78
2.45
0.8-7.0

Total
Phosphorus
(mg/m3)
Total Nitrogen
(mg/m3)
Chlorophyll-a
(mg/m3)
Secchi disc
depth (m)

3.8

Lake
Atitlan
(2010-2011)
30-37
129-152
0-2.77
6.1-7.2

Water quality tests
Water quality tests are used to determine the physical, chemical and biological

characteristics of water samples. The outcome of these tests can help to answer the
following questions (UAH, 2011):


Is the water safe to drink?



What is the concentration of hazardous compounds such as metals and harmful
organics?



Can the water be discharged into a stream, lake or river without harming aquatic
plants and animal such as fish and birds?



Does this sample meet regulatory requirements?



How much water treatment is necessary to make the water safe to drink or
discharge?

This section describes only the water quality parameters discussed in future sections
of the thesis, including those correlated with satellite remote sensing.
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3.8.1

Turbidity
The American Society for Testing and Materials (ASTM), 2003 defines turbidity

as  “an  expression  of  the  optical  properties  of  a  liquid  that  causes  light  rays  to  be  scattered  
and  absorbed  rather  than  transmitted  in  straight  lines  through  a  sample.”
Turbidity measurements are based on the light scattered throughout a water
sample. This scattering depends on the size, shape and refraction index of the suspended
particles present in the water sample.
The measurement of turbidity can serve as a simple indicator of water quality
changes throughout time. An increase in turbidity can be a sign of additional pollution
from a biologic, organic or inorganic source (Sadar, 1998 and CEA, 2013)
Although the measurement of turbidity is normally done using the nephelometric
technique, giving Nephelometric Turbidity Units (NTU), the laboratory of the University
of El Valle (UVG) uses UV –visible spectrophotometry (CEA, 2013). This last method
is based on the same principle as the nephelometric one; the dispersion of the light ray
due to the suspended particles present in the sample. Turbidity is measured based on the
comparison of light scattered by a water sample to the light scattered by a reference
sample.
The method utilized by the UVG uses for comparison a standard formazin
solution whose turbidity is known. The result is given in Formazin Turbidity Units
(FTU); which is considered comparable to NTU (Goodner, 2009)(Wilde et al)(Anderson,
2005). The error for the turbidity measurements done by the UVG is of 1 NTU.
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A variety of water properties interfere in the measurement of turbidity. Table 3. 2
depicts how water properties affect turbidity measurements. UVG measures the
absorbance of the sample and the standard solution at 750 nanometers.
Table 3. 2 Properties of water matrices and their expected effect of turbidity measurement. Source:
Anderson, 2005.

Properties
of water
matrix

Effect on the measurement

Direction of
effect on the
measurement

Colored
particles

Absorption of light beam

Negative

Color,
dissolved

Absorption of light beam (if
incident light wavelengths overlap
the absorptive spectra within the
sample matrix)

Negative

Particle
size:

Wavelength dependent

Large
particles

Small
particles

 Scatter long wavelength of light
more readily than small particles
 Scatter short wavelength of light
more efficiently than long
wavelength

 Positive (for
near IR light
source, ~820900 nm)
 Positive (for
broad
spectrum
light source,
such as white
light)
Negative

Instrument
designs to
compensate for
effect
 Near IR (780900 nm) light
source
 Multiple
detectors
 Near IR (780900 nm) light
source
 Multiple
detectors
 White light
(broad
spectrum) light
source
 Near IR (780900 nm)light
source

 Multiple
detectors
 Backscattering
[Negative, a negative effect produces a disproportionately low measurement; IR, infrared;
nm, nanometers; positive, a positive effect produces a disproportionately high
measurement; ~, approximately.]
Particle
density

Increases forward and backward
scattering of light at high densities
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Values above 19NTU have been recorded for fresh water sources (Puls et al,
1992). However, turbidity in samples with higher visibility have a value of 5NTU (CEA,
2013). For reference, the turbidity value for drinking water or water used by the food
industry oscillates between 0.010-0.012NTU in the United States (Wilde et al.). Table 3.
3 describes expected turbidity values for different water sources.
For drinking water the Mandatory Guatemalan Norm for Drinking Water
(COGUANOR, for its initials in Spanish) stipulates a maximum acceptable turbidity
value of 5.0NTU and a maximum permissible of 15.0NTU (MSPAS, 2003). The
difference between the US and Guatemalan norm for turbidity is significant, from 0.01 to
15, in conclusion what is considered acceptable for Guatemala standards in terms of
drinking water (5.0 NTU) is not even considered drinking water in US. This low standard
requirement for turbidity in the Guatemalan norm could be the part of the reason the
towns around Lake Atitlan use for human consume the water of the lake with minimum
or even without previous treatment. The following section describes the values of
turbidity for Lake Atitlan.
Table 3. 3 Expected values of turbidity for various water sources. Source: UAH, 2011

Type of Water
Concentrated industrial wastewater
Municipal wastewater: untreated
Wastewater –oxidized effluent
River water – polluted
Mountain stream – clean groundwater
Drinking water

Expected Turbidity (NTU)
100-1000
200-800
50-250
5-30
1-10
<1
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3.8.2

Turbidity values in Lake Atitlan
Measurements of turbidity throughout 2010 in Lake Atitlan were relatively low

during the first months of the year which are part of the dry season. From January to
March the turbidity values where mostly below 5FTU, with just one reading of 5FTU. In
June two different sites reported the highest turbidity values 10FTU. From July to
October the values were low again, the highest value in this period was 5FTU. For
November there are just three readings, from which two are 7FTU, indicating that the
turbidity increased in this month. All the stations, with the exception of Centro Weiss,
presented in Table 3. 4 are located near the shore and towns in Lake Atitlan. Many of this
towns discharge their wastewater without treatment to the lake directly. Therefore, these
turbidity values are being subject to anthropogenic sources. The year 2010 was
characterized by a record annual rainfall (2,715 mm), which varied in average 1,600 mm
from the annual precipitation records of the last 30 years. This explains the high values
measured in November (7 FTU), month in which still rain was recorded for Santiago
Atitlan. Due to the Tropical Storm Agatha, that hampered the access to the lake in May,
there is not information for that month in Table 3. 4. With the information collected in
2010 it can be assumed that the turbidity values varied by season, during the dry season
the turbidity values are lower than in the rainy season. For this year (2010) the months
that exemplified the dry season were observed only at the beginning of the year from
January to April. Besides the abnormal annual precipitation recorded for 2010, none of
the measurements exceed the COGUANOR permissible limit of 15NTU2. The turbidity
values of Lake Atitlan are between the range of Mountain stream –clean groundwater (110) according to UAH, 2011. The records of turbidity from previous years collected by
2

The FTU values measured by CEA are comparable to NTU.
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AMSCLAE had maximum values of 410 NTU at the mouth of the river Quiscab (October
2005, Hurricane Stan), then the highest values under normal conditions were recorded in
the center of the lake on January 17, 2006, with 17 NTU. However, the comparison of
these turbidity values with the ones from UVG for 2010 is problematic due to the
different methodologies and calibration of the instruments used by the two institutions.
Table 3. 4 Turbidity values in FTU for Lake Atitlan, 2010. Source: CEA, 2012
Site

Depth

Jan.

Feb.

San Pedro

5m
10 m
5m
10 m
5m
10 m
5m
10 m
5m
10 m
5m
10 m
1m

4
5
0
0
0
0
3
-------------

0
2
2
0
0
0
2
0
1
1
-------

Panajachel
Santiago

San Lucas
Centro
Weiss
San Juan
San
Buenaventu
ra

Mar
.
1
2
0
0
0
0
0
0
0
2
-------

Jun.

Jul.

0
0
0
0
0
0
6
4
0
0
0
0
10

0
0
0
5
0
0
0
0
0
0
0
0
---

Aug
.
0
--0
----------0
---------

Sep.

Oct.

Nov.

3
1
1
2
4
2
----0
0
----0

----0
0
0
0
----0
0
----0

----2
7
----------------7

[---, no measured]

3.8.3

Secchi disc transparency
The Secchi readings are an indication of levels of suspended material, whether it

is plankton or other suspended particles, in the water column (CEAb, 2013). The also
known as Secchi depth, 𝑍 , is measured using a black and white disc that is lowered into
the water and the depth at which disappears from view is noted (Kirk, 1994). The higher
the Secchi reading the lower the total levels of suspended particles (CEAb, 2013).
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The straightforward readings of Secchi disk can provide relevant information
when are taken systematically (Weiss, 1971), albeit its own limitations. In Guatemala
there have been few studies that consistently collected Secchi disc transparency data. The
next section will describe the temporal changes Lake Atitlan has undergone in regards of
water clarity.
3.8.4

Secchi disc transparency in Lake Atitlan
The  most  complete  study  of  Lake  Atitlan’s  physical,  chemical  and  biological  

characteristics was performed by Charles Weiss in 1968-69. His measurements found
marked seasonal fluctuations in transparency related to the annual rainfall cycle
characteristics of the Guatemalan highlands (Weiss, 1971). He also reported consistently
differences in transparency characteristics for different areas of the lake. Weiss
transparency data varied from as shallow as 4-5 meters to as great as 20 meters, with a
maximum reading of 22 meters in 1968-1969. The shallower readings were found in
stations close inshore. According to Weiss rain represented the main driver of
transparency fluctuations in Lake Atitlan. He noted that the transparency started to
decrease consistently in mid-May and by the end of the rainy season in November of
1968, Secchi disk transparency was generally shallower all over the lake. Then in
December after just one month of no rainfall the transparency increased uniformly.
These Secchi disk transparency measurements showed that the more transparent stations
decreased during the rainy season, while the less transparent remained the same.
In comparison to the data of 1968 more current Secchi disk transparency measurements
in the lake indicate a consistent decrease. Figure 3. 4 display transparency measurements
from 2000-2002, 2008, and 2010-2012 compare to its correspondent measurement of
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1968. From these latest measurements, the greater transparency was recorded in April
2000 with a value of 11.67 meters. The shallower reading was found in June 2010 at 3.8
meters. These readings correspond to just one station at the center of the lake, designed as
Weiss Center G.
The UVG also published information of Secchi disk transparency for six different
stations, including the Weiss Center G, measured monthly from October 2009 to
December 2010. The maximum transparency was recorded in April 2010 at the center of
the lake with 15.5 m. The minimum values were reported close inshore with values of 1.1
and 1.8 in September 2010. Their consistent transparency readings showed a marked
decrease in May.
Both datasets, from UVG and AMSCLAE, coincide with the transparency cycle
observed by Weiss in 1968-69, although with significant reduction of the transparency
values in general. While the shallower readings in 1968/69 were of 4-5 m, current ones
(2010) were of 1.1-1.8 m. The maximum transparency reading in 1968/69 was of 22 m
while in 2010 the maximum transparency was of 15.5 m. The seasonal fluctuation
remains the same between the measurements of 1968/69 and 2010. Transparency
decreases systematically starting in May then starts increasing systematically around
December. Figure 3. 4 displays the Secchi disc transparency measurements for the center
of the lake as measured by Weiss in 1969 and UVG 2010.
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Figure 3. 4 Secchi disc transparency in Lake Atitlan measured by UVG, 2010 and Weis (1971), 1969 at the
center of the lake.

3.8.5

Chlorophyll a
As mentioned in Chapter II chlorophyll a (Chl a) is an indirect measure of

phytoplankton biomass. The method used by the UVG to measure Chl a consist in
concentrate the chlorophyll from phytoplankton of a known volume of water through a
glass fiber filter. Previous extraction the Chl a filters were frozen to preserve the
pigment. Then the chlorophyll is extracted using 10 mL of 90% acetone and left at a cold
temperature (<4°C) in a dark container for not less than 2 hrs. Afterward using
fluorometric techniques the Chl a concentration value was determined for each sample.
These fluorometric techniques include first the calibration of the fluorometer Turner, and
then the reading of the chlorophyll samples that have been previously extracted. The
principle of these measurements is that Chl a emits light at a wavelength of 663 nm when
is excited by a wavelength of 430nm (CEA, 2010).
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The NOMAD data set used by Ocean Color group uses a combination of
fluorometric and high performance liquid chromatography (HPLC) methods for the
estimation of in situ Chl a concentration. HPLC methods are considered more precise
than fluorometric methods (O’Reilly  et  al  1998).  
3.8.6

Chl a in Lake Atitlan
There are limited measurements of Chl a for Lake Atitlan, the most consistent

measurements available were produced by UVG in 2010 (Dix et al 2012a). Chl a was
measured at different depths for April, June and August 2010 in the center of the lake.
The higher Chl a concentration, 2.77 mg/m3 was measured in June 2010 at 30 meters
depth. At that time of the year the lake presented a thermal stratification with a
metalimnion (thermocline3) between 22.5 and 60 m. April presented the lowest values of
Chl a at all the depths, with values between 0.43-0.59 mg/m3, see Table 3. 5. In general
all the measurements of Chl a were low at the surface level, in April it was not possible
to detect it due to the low concentration which was below the limit of detection.
Table 3. 5 Chlorophyll a concentration (mg/m3) at the center of the Lake Atitlan measured in 2010. Source:
Dix et al 2012a.

Chlorophyll a concentration (mg/m3)
Depth
April
10 June
30
0.58
0.54
20
0.59
1.15
10
0.43
1.05
5
0.44
1
0
BDL
nm
BDL= Below detection limit, nm=not measured.

3

20 June
2.77
1.16
1.69
1.32
1.12

Thermocline is a well distinct layer of fluid in which the temperature changes more rapidly with depth.
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3.9

Water Quality measurements used in the thesis
The water quality parameters utilized in the thesis were collected between January

and April of 2013. These months represent the dry season in Lake Atitlan and
consequently the months in which the water of the lake is the clearest (Weiss 1971). This
is confirmed by the high values of transparency obtained by Secchi disc that were in a
range of 3.65 – 8.00 meters. See Figure 3. 5. The highest values of transparency were
obtained in February and April, and the lowest in January. The in situ Chl a
measurements used in this thesis were collected at the same time than the Secchi disc
transparencies. They were also relatively low, in a range of 1.01-10.91 mg/m3. The
lowest values were obtained in April 5, from 1 to 2.1 mg/m3 and the highest ones were
obtained in January, from 3.23 to 10.9mg/m3, see Figure 3. 6.
According to Weiss (1971) the lake stratifies from March to November in the years
1968-69, this was true for 2010 when the lake was clearly stratified by April and by
December the stratification started to disappear (Dix et al 2012b). However, this was not
true for 2011, year in which the thermal stratification did not occurred until June, the
conditions were considered isothermal4 until April (there is not data for May) (Dix et al
2012b). However, the thermal stratification in 2011 was lost by December, as observed
by Weiss in 1969. With this information it can be assumed that in January and February
2013 the lake had an isothermal condition and by April it was stratified. This assumption
will explain the low Chl a measurements in April at 3 meters depth, in which the
phytoplankton is more abundant at higher depths. This is also explained by the depth of
penetration of solar radiation under clear water conditions. Given the increased clarity of
4

Isothermal condition is observed when the temperature remains constant in a system. In this case it means
that profile temperature in the lake is the same at different depths.
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water in April, the light penetration also increases. Weiss (1971) reported light
penetration in the green wavelength of about 45 meters when Secchi disc transparencies
were about 10 meters in 1969. This depth of penetration establishes an effective depth of
the euphotic zone, where photosynthesis can occur. When water transparency is reduced
the euphotic zone is also reduced, prompting the phytoplankton to the upper layers, as
seen in January 2013 where the Chl a measurements where higher and the transparency
lower, see Figure 3. 5 and Figure 3. 6 .
Table 3. 6 Estimated errors for the in situ water quality parameters measured by UVG. Source: Dix, M. per.
com.

Parameter
Transparency Secchi disk
Temperature
Turbidity
Chlorophyll a
Total Suspended Solids
(TSS)
Dissolve Oxygen

Error
+/- 10cm
0.1° Celsius
1 NTU
0.01  μg/L  (or  mg/m3)
0.1  μg/L
0.1 mg/L

The measurements used for the algorithm development in this thesis and to
describe the dynamics of the lake are subject to errors given the instrument characteristics
and calibration used. Table 3. 6 lists the estimated errors for the different water quality
parameters discussed in this thesis.
3.10 Conclusions
The dynamic of the water quality parameters of Lake Atitlan varies seasonally and
locally which indicates both high degree of sensitivity as well as rapid response to
changes in the quantity of inorganic and organic particulates. This seasonality was
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evident in 1969 as in 2010. However, the conditions of the lake have deteriorated
between 1969 and 2010. For example, the Secchi disc transparency has significantly
declined from a maximum of 22 m in 1968-69 to a maximum of 15 in 2010. Even though
the seasonal pattern persists for the transparency measurements obtained in 2010, 2011
and 2013, the values are significantly lower than those of 1969. In fact, from the
measurements made in 2010, 2011 (Dix et al 2012b) and 2013, the maximum
transparency was obtained in 2010 (15.5 m). Secchi disc transparency values in 2011 and
2013 were ≤ 8.0 m. All the water quality parameters indicate that the lake is transitioning
from an oligotrophic state to a mesotrophic state.
The topmost example of the lake deterioration was the large algal bloom of 2009.
This algal bloom was generated by a combination of factors that interacted together to
accelerate the proliferation of cyanobacteria. The major problem is the presence and
endurance of the cyanobacteria in the lake. This is facilitated by the nutrients available in
the water (N/P < 7) and the nature of the cyanobacteria, which can survive under low
light conditions. Hence, the cyanobacteria resides in deeper parts of the lake where are
higher concentration of nutrients and when those nutrients were moved to the upper
layers of the lake the cyanobacteria had all the conditions to proliferate with sufficient
light at the surface.
The  water  quality  samples  collected  for  this  thesis  represent  the  lake’s  conditions  
during the dry season in 2013. As expected by the seasonal variation observed in the lake,
the higher transparency values were obtained in April, together with lower values of Chl
a. Lower values of transparency were obtained in January and February in combination
with higher concentration of Chl a.
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Figure 3. 5 Secchi disc transparency for Lake Atitlan measured between January-April 2013. Note: Points with two values refer to two different
68
measurements.

Figure 3. 6 Chlorophyll a concentration for Lake Atitlan measured between January-April 2013.
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CHAPTER IV
METHODS AND RESULTS

This chapter is focused in the analysis of the remote sensing spectra and its
correlation with in situ measurements of water quality parameters. Initially the satellite
remote sensing data sets are described. Next a description of the methodology used is
explained. This includes the conversion of the Digital Number of satellite data to
reflectance and finally after atmospheric correction to surface reflectance. The surface
reflectance will be the parameter correlated to the water quality in situ measurements.
The results of the surface reflectance are presented and discussed, together with the
correlations performed with the in situ water quality parameters.

4.1. Introduction
Lake waters are considered Case 2 waters since their optical properties are subject not
only to phytoplankton and associated debris and breakdowns products but also to riverborne turbidity, dissolved yellow color and resuspended sediments (Kirk 1994). Given
the complexity and variety of optical constituents in Case 2 waters, there is no universal
Case 2 algorithm. The well-known relationship between chlorophyll concentration and
band ratios (blue to green) of Case 1 oceanic waters may still apply in Case 2 waters.
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However, algorithms for Case 2 waters need to be region-specific given the distinct
optical properties between one water-body to another. This chapter explains how satellite
derived reflectance relates to the optical constituents of Lake Atitlan, such as chlorophyll.
The reflectance measurements are obtained from the Hyperion sensor in the EO-1
satellite.
Various studies have successfully applied satellite remote sensing to monitor water
quality parameters in Case 2 waters, such as lakes and estuaries. These studies
demonstrated the potential of using satellite measurements for long-term and routine
water quality monitoring.
During each Hyperion overpass in situ sampling of water quality parameters was
carried out by the Universidad del Valle de Guatemala (UVG) and the Authority for the
Sustainable Management of Lake Atitlan Basin and its Environment (AMSCLAE). A
total of five field campaigns were carried out between UVG and AMSCLAE, in which
water quality parameters such as Secchi disc transparency, Chlorophyll concentration,
turbidity and total suspended solids (TSS) were measured. These measurements together
with the reflectance data obtained from Hyperion are used as inputs to generate empirical
algorithms for chlorophyll a concentration and turbidity.

4.2. Data sets
4.2.1. In situ data
Located on the highlands of Guatemala at 14.70° N, 91.19°W, Lake Atitlan is the
second largest lake in Guatemala, with a surface area of ~ 130 km2, average depth of ~
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188 m and maximum depth higher than 350 meters. The watershed were Lake Atitlan is
located has an estimated population of 400,000 inhabitants (INE 2009).
The optical properties of Lake Atitlan such as transparency vary by season. The
rainy season had lower transparencies (of about 4 meters) than the dry season
(maximums of 22 m in 1969 and 12 m in 2010) , with differences between seasons of
about 18 meters in 1969 and about 8 meters in 2010(Weiss 1971, Dix et al 2012). The in
situ measurements collected in this study are for the dry season and were collected
between January 2013 and April 2013. Previous data sets report the clearest conditions of
the Lake were in April in which the maximum Secchi disc transparencies have been
obtained (Weiss 1971, Dix et al 2012). A total of 60 stations were sampled throughout
the lake for Total Suspended solids (TSS), and Secchi disc transparency (Secchi). Due to
funding constraints, from those 60 stations only 40 have measurements of Chlorophyll a
concentration (Chl a), Turbidity and Phytoplankton count. Summary of the statistics from
these in situ measurements are presented in Table 4. 1. Regardless of funding constraints,
these are a unique set of in situ measurements to develop and validate satellite retrievals
of Chl a concentration.
Previous measurements performed by Universidad del Valle revealed extremely
low Chl a in the upper layers of the lake, near the surface (Dix et al 2012), particularly
for the dry season. At the surface Chl a was below the limit of detection in April 2010.
Their measurements show that Chl a increases with depth having maximum Chl a values
at 30 m. The same behavior applies for other water quality parameters such as Turbidity
and TSS. This is tied to the high transparency present in the lake. Given these conditions
the measurements of Chl a, TSS and Turbidity were obtained from samples at 3 meters of
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depth. Chl a averaged 5.44 mg/m3 and span over a small range (1.01 – 10.91). Chapter 3
describes the methodology used to measure each of these parameters.
In this thesis it is assumed that the penetration depth of the Hyperion signal is
correlated to the transparency measured by the Secchi disc. In addition to this, the
extremely low values of chlorophyll concentration measured during the dry season in
Lake Atitlan at the subsurface level (below limit of detection) provided the foundation to
determine the depth for the in situ Chl a measurements. Since there are no profile
measurements of chlorophyll concentration or other optical active component available
that corresponded to satellite images, it is not possible to determine the influence of the
vertical structure of chlorophyll concentration on the surface reflectance measured by the
satellite. This is a limitation of this study. As described by Stramska and Stramski (2005)
even the operational empirical algorithms for chlorophyll retrieval (Ocean color
algorithms) are affected to an unknown degree by the nonuniformity of Chl a profiles.
The effects of maximum Chl a at depths higher than 30 m in the satellite
reflectance are minimal and can be neglected as described by Gholamalifard et al (2013).
Therefore in this thesis we are assuming that the Chl-a value is minimal and
homogeneous in the first upper layers of water (above 3 m) and that the signal recorded
by the satellite sensor originates from a depth not higher than 5 m. That is, for a
penetration depth of about 5 m, the Secchi disc values are about 5.7 m. The deep
chlorophyll maximum in Lake Atitlan is in deeper waters than this depth of penetration,
about 30 meters, as described in Chapter 3 and Table 3. 7. The effect of this chlorophyll
maximum can be neglected since it is below the remote sensing signal depth of
penetration that is assumed in this thesis.
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Table 4. 1 Summary statistics of the in situ samples measured in Lake Atitlan
(Source: UVG, AMSCLAE). Note: NTU: Nephelometric Turbidity Units.
Parameter
Chl a
TSS
Turbidity
Secchi

Unit
mg/m3
mg/m3
NTU
m

Mean
5.44
2.74
3.78
5.68

Min
1.01
0.00
0.00
3.65

Max
10.91
58.33
15.60
8.00

St Dev
2.87
8.29
3.90
0.94

Table 4. 2 displays the low degrees of correlation among the parameters that
describe the optical properties of Lake  Atitlan.  Values  of  Pearson  “r”  for  Chl  a vs. TSS
was 0.108. This means that there is not strong inter-correlation among the dominant
optically active constituents which complicates algorithm development (Schalles 2012).
Table 4. 2 Pearson product-moment correlation (r) of measured variables in this study

Chl a
TSS
Turbidity
Secchi

Chl a
0.108
0.322
-0.255

TSS

Turbidity

-0.002
0.065

-0.100

4.2.2. Satellite data
Remote sensed reflectance from Hyperion will be used to generate the algorithms
in this thesis. Hyperion is a hyperspectral imager on board of the satellite Earth
Observing-1 (EO-1). The EO-1 satellite was launched on November 21, 2000 as part of a
one-year technology validation/demonstration mission (USGS 2011). The EO-1 mission
was undertaken originally to meet the needs of Landsat continuity program. The main
objective of the EO-1 mission was to meet the science needs for continuing Landsat-class
observations at reduced cost and with enhanced capability. After one year of operations
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in November 2001, the baseline mission for EO-1 was accomplished. In December 2001
NASA approved the Extended Mission operations phase, with the objective of maximize
the use of EO-1 data. This was possible by expanding the public access to EO-1 image
data and the transformation of the mission into an advanced development sensor web and
testbed activity. The general characteristics of Hyperion are described in Table 4. 3.
Hyperion has continuous bands of about 10 nm width that cover from 0.4 to  2.5  μm  of  
the electromagnetic spectrum. More characteristics of the Hyperion data are listed in
Table 4. 4. The EO-1 satellite flies in formation with the Landsat-7 satellite in a sunsynchronous, 705 km orbit with an equatorial crossing time one minute later than that of
Landsat-7 (Liao et al 2000).
Table 4. 3 Primary EO-1 Hyperion characteristics

Parameter
Spectral range
Spatial resolution
Swath width
Spectral resolution
Spectral coverage
Number of Bands

Hyperion
0.4 - 2.5    μm
30 m
7.6 km
10 nm
Continuous
220

Table 4. 4 On-Orbit performance of the Hyperion instrument. Note: SNR: Signal-to-noise-ratio.
Source: (Pearlman 2003)

Characteristic

On-Orbit
Radiometric
VNIR SNR (550 -700nm)
140-190
SWIR SNR (~1225nm)
96
SWIR SNR (~2125nm)
38
Spectral
# of spectral channels
198 processed
VNIR (bands 8-57)
427 - 925 nm
VNIR bandwith (nm)
10.19-10.21
SWIR (bands 77-224)
912-2395 nm
SWIR bandwith (nm)
10.08-10.09
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Table 4. 4 lists the characteristics of the Hyperion satellite data that will be used
for algorithm development in this thesis. The Signal to noise ratio (SNR) is a unitless
measure given by the ratio between pure information (signal) and data disturbance (noise)
contained in the satellite data (Schowengerdt 1997). Then, the higher the SNR value the
better the data quality obtained from the sensor.
Level 1 Gst data of Hyperion was used for this study. Level 1 Gst is
radiometrically corrected and resampled for geometric correction and registration to a
geographic map projection (USGS 2006).

4.3. Methods

4.3.1. Calculation of remote sensing reflectance (Rrs)
The digital number obtained from a satellite image is first converted to radiance
and then to reflectance. As mentioned in the first chapter of the thesis, reflectance is a
dimensionless value obtained from the ratio between the outgoing radiance emittance and
the incoming radiant flux (irradiance).
Hyperion top of the atmosphere (TOA) reflectance was calculated using the
following equation:

𝑅=

∗  

∗  

(4.1)

   ∗

Where:
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R= unitless reflectance and represents the combined surface and atmospheric
reflectance. It is called Top of the Atmosphere Reflectance (TOA Rrs) in this thesis.
𝐿 = measured spectral radiance. This value is obtained by descaling the digital
number obtained from Hyperion. Hyperion data are scaled to limit the amount of
saturation and storage space (Beck, 2003). The digital values of the Level 1 product are
16-bit radiances and are stored as a 16-bit signed integer (Beck, 2003). The visible and
NIR infrared bands are divided by 40 and the SWIR bands by 80 to de-scaled the data
and obtain the radiance in W/m2 sr  μm.
d = Earth-Sun distance in astronomical units. These values were obtained from
the Earth-Sun distance table provided by USGS (2011).
𝐸𝑆𝑈𝑁   = Mean solar exoatmospheric irradiance. USGS provides solar
irradiances for each of the bands in ALI and Hyperion. Appendix B lists the values used
for 𝐸𝑆𝑈𝑁 .
𝜃 = Solar zenith angle in degrees. It is provided in the metadata of the EO-1
imagery.

4.3.2. Atmospheric correction using 6S
The TOA Rr calculated using (4.1) needs to be transformed to surface reflectance
to compare with in situ values. The magnitude of the reflectance signal from the water
surface sensed by a satellite sensor is usually far lower than the atmospheric scatter
(Schalles 2006). The atmosphere scatter accounts for about 70% of the signal measured
by the sensor in the blue part of the spectrum and for about 60% of the signal in the green

77

part of the spectrum. Then, it is critical to remove this atmospheric effect from the water
reflectance data before it is used in the generation of the algorithms that will estimate
water quality parameters. In fact, it is in this step where the major uncertainties of our
analysis may be found, since the original reflectance measured by the satellite sensor
includes both, the reflectance from the water surface and the atmosphere.
The second simulation of satellite signal in the solar spectrum-vector (6SV) is a
radiative transfer model that accounts for the atmospheric effects on the signal recorded
by a satellite sensor or aircraft instrument. The 6SV code is used to generate look –up
tables for the MODIS (MODerate resolution Imaging Spectroradiometer) atmospheric
correction algorithm. According to Vermote et al (2006) the 6SV radiative transfer code
“is  the  most  widely  used,  rigorously  validated,  and  heavily  documented radiative transfer
code known in the scientific remote-sensing  community.”
Given the effects the atmosphere has on the final signal recorded by a satellite
sensor a radiative transfer model that estimate atmospheric constituents should account
for the following:


an accurate estimation of the absorption by atmospheric gases



a complete treatment of the scattering process



and an approximation for the interaction between the two processes
The atmospheric correction was performed for all the 198 calibrated bands of

Hyperion. Appendix I describes in better detail the 6SV atmospheric correction method
and shows the Python code used to run it with the Hyperion data.
position where an in situ station was sampled.
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P6S was run for each

The surface reflectance (Rrs) derived from the Hyperion images will be used for
the development of the algorithms. The following criteria were used to fit satellite and in
situ data (Le et al 2013): 1) both measurements (satellite and in situ) within a narrow
window of ±3 h (Bailey & Werdell, 2006); and 2) a mean, maximum and median value
from a 3 x 3 pixel box centered at the in situ site was used to filter sensor and algorithm
noise (Hu et al 2001). All the in situ samples were acquired in locations where the
shallow bottom (depths < 2 m) was not a problem.

4.3.3. Chlorophyll a algorithms
Existing operational algorithms were tested, including the default blue to green
ratio  OCx  algorithms  (O’Reilly  1998,  Werdell  &  Bailey  2005),  the  red  to  NIR  band  ratios  
and the three band approach for spectral shape (FLH and MCI). These algorithms will be
evaluated using the closest predefined band positions given in Table 4. 5. Optimal
wavelength positions will be determined for the two band ratio approaches as the
algorithms are region-dependent. A band tuning and accuracy optimization model
proposed by Zimba and Gitelson (2006) is used for this task. For the two band ratios, one
band is first set to a position (e.g. 550 nm) to determine the optimal location of the
second band, which correspond to a minimum RMS difference between the band ratio
predicted Chl a and measured Chl a. The continuous bands of Hyperion will be evaluated
in an iterative manner to determine optimal positions that would be used in the band
ratios.
Table 4. 5 lists the different band combinations that would be tested. Linear,
power and polynomial equations would be tested to find the best statistical correlations
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between in situ Chl a and satellite reflectance. For the algorithm development 75 % (30
samples) of the in situ measurements will be used and for the algorithm evaluation the
remaining 25% (10 samples) are used. The samples selected for the algorithm
development are chosen randomly.
Table 4. 5 List of algorithms to test for chlorophyll a estimations. Note: Rrs= remote sensing
reflectance; OCx= Ocean color algorithm

Model

Equation
Blue to green ratio
Chla = a + b X (linear)
Chla = a + b X
Chla = a + b X
Red to NIR ratio
Chla = a + b X
Fluorescence line height (FLH)
Chla = a + b X

X = Rrs443/ Rrs550
X = Rrs490/ Rrs550
X = Rrs510/ Rrs550
X = Rrs675/ Rrs710
𝑋 = 𝑆𝑆(𝜆) = 𝑅 − 𝑅
− (𝑅 −   𝑅 )

(𝜆 −    𝜆 )
(𝜆 −    𝜆 )

Reference
O’Reilly  1998,  Werdell  
& Bailey 2005

Gitelson et al 2008
Gower et al 1999

R2 = 685 nm
R1 = 685 nm – 25 nm, R2 = 685 nm +25 nm

𝑋 = 𝑆𝑆(𝜆) = 𝑅 − 𝑅

Maximum Chlorophyll Index (MCI)
Chla = a + b X
Gower et al 2005

− (𝑅 −   𝑅 )

(𝜆 −    𝜆 )
(𝜆 −    𝜆 )

R2 = 710 nm
R1 = 710 nm – 25 nm, R2 = 710 nm +25 nm

OCx
𝑋 = 𝑅 =    𝑙𝑜𝑔 (𝑅

>𝑅

)

𝐶ℎ𝑙
=    10

     

O’Reilly  1998,  Werdell  
& Bailey 2005

The resulting algorithms will be validated with the cross-validation resampling
procedure. With a data set of n data stations, the data will be randomly resampled n
times, leaving out one station each time. The predictive power of the algorithm will be
evaluated using different statistical parameters.
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4.4. Results

4.4.1. In situ data sets
The water under study contained low Chl a concentration that ranged between 1
to 11 mg/m3 and turbidity from 0.0 to 16 Nephelometric Turbidity Units (NTU), a
description of NTU is provided in Chapter 3. Chl a had a moderate positive correlation
with turbidity and a lower moderate negative correlation to Secchi disc transparencies,
compared to other constituents correlations (see Table 4. 2 and Figure 4. 1). Since
turbidity is considered a proxy of scattering by phytoplankton and inorganic suspended
matter (scatter coefficient) (Zimba & Gitelson 2006, Kirk 1994) this moderate positive
correlation between turbidity and Chl a may indicate that Chl a is one of the main
particles controlling water optical properties in Lake Atitlan during the measurements.
Figure 4. 1 displays the respective histogram for each of the in situ parameters
measured in the field. Secchi disc transparency and Chl a clearly display a modes values
of 6 m and ~7 mg/m3 respectively. The values of turbidity and total suspended solids
(TSS) are relatively low (Figure 4. 1 a and b) and do not present a normal distribution.
The TSS measurements represent a data set of 60 points and the Turbidity a data set of 30
points.
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Figure 4. 1 Histograms of the in situ data sets. Note: TSS: Total Suspended Solids; Chl-a:
Chlorophyll a concentration; NTU: Nephelometric Turbidity Units. The histograms of
TSS and Secchi disc are for 60 data sets and the histograms for Turbidity and
Chlorophyll a for 40 data sets.
4.4.2. Linear regression
From the total (40) stations where chlorophyll a was measured, one was discarded
since it did not match the correspondent Hyperion image (the location was outside the
area covered by the Hyperion image). Then, for the other 39 stations, 30 were chosen
randomly for the algorithm development. The least squared method was used for the
regression  analysis.  This  method  “gives a line that minimizes the sum of the squares of
the vertical distances from each point to the line”  (Chatterjee  et  al  2000).  
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Table 4. 7 displays the statistical results for the linear regression of the band ratios
tested. Two statistical parameters are described in Table 4. 7, R2 and the Standard error of
estimate. R2 gives the proportion of the total variation in Y (the response variable, in this
case Chl a concentration) that is accounted by the predictor variable X (the band ratios)
(Chatterjee et al 2000). R2 is also called coefficient of determination. The closer R2 is to
unity (1), the better the predictor variable (X) accounts for the variation of Y (the
response variable). This means that an R2 near to unity represents a good fit, in which the
observed and predicted values are close to each other. On the other hand, a low R2 near
to zero represents a poor fit, in which the observed and predicted values are distant to
each other. The standard error of estimation is a measure of how precisely the slope has
been estimated (Chatterjee et al 2000). Then the smaller this values, the better. As a first
step, R2 will be used as a summary measure to judge the fit of the linear model. The
algorithms that present a high R2 will be evaluated using other statistical parameters to
select the algorithm that provides the best fit.
The values used in these band ratios correspond to the closest Hyperion band to
that  proposed  by  O’Reilly  et  al  (1998)  and  presented  in  Table 4. 5. The summary of the
Hyperion bands used in this thesis (that represent the bands proposed by O’Reilly)  is  
presented in Table 4. 6. The Hyperion band at around 440 nm was discarded since
persistently throughout all the data sets depicted extremely low values that seemed to be
independent of the surface reflectance. A drop in reflectance was persistent at this part of
the spectrum (~440-450 nm) in the Hyperion reflectance data with or without
atmospheric correction and over different land surfaces. Thus, this band was not used in
the analyses.
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Table 4. 6 Hyperion bands used in this study
compared to the original bands proposed in
literature.

Bands proposed in
literature (nm)
443

Closest Hyperion band
(nm)
Discarded, 467

490

487, 498

510

508

550

548

555

559

675

660

685

681

710

701, 711
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Table 4. 7 Comparison of the results of curve fitting of data to different published semi-empirical
algorithms for predicting chlorophyll a (Chl a) concentration. For linear regression model: Y = a
+ b*X; where a and b are the coefficients and X the band ratio. Note: R = surface reflectance
value; R2= coefficient of determination.
Eq

Algorithm

1
R467/R548
2
R487/R548
3
R498/R548
4
R508/R548
5
R467/R559
6
R487/R559
7
R498/R559
8
R508/R559
9
R660/R701
10 R681/R701
11 R681/R711
12 R660/R711
Log transformed
1
R467/R548
2
R487/R548
3
R498/R548
4
R508/R548
5
R467/R559
6
R487/R559
7
R498/R559
8
R508/R559
9
R660/R701
10 R681/R701
11 R681/R711
12 R660/R711
Spectral shape
13 FLH
14 Log (FLH)
15 MCI

R2(mean)

R2(max)

0.170
0.097
0.228
0.114
0.191
0.108
0.259
0.162
0.052
0.044
0.290
0.209

Standard
Error of
estimate(mean)
2.728
2.846
2.631
2.819
2.694
2.829
2.577
2.741
2.916
2.929
2.524
2.618

R2(med)

0.023
0.008
0.083
0.016
0.037
0.029
0.113
0.049
0.005
0.021
0.272
0.244

Standard
Error of
estimate(max)
2.732
2.754
2.648
2.743
2.713
2.724
2.604
2.696
2.758
2.736
2.359
2.404

0.125
0.073
0.201
0.136
0.140
0.100
0.213
0.161
0.080
0.086
0.201
0.190

Standard
Error of
estimate(med)
2.804
2.886
2.679
2.786
2.780
2.844
2.658
2.745
2.875
2.866
2.679
2.698

0.134
0.126
0.242
0.144
0.149
0.173
0.279
0.202
0.058
0.060
0.302
0.256

0.263
0.264
0.246
0.261
0.261
0.257
0.240
0.252
0.274
0.027
0.236
0.244

0.021
0.022
0.106
0.043
0.030
0.048
0.137
0.084
0.010
0.018
0.336
0.274

0.260
0.260
0.248
0.257
0.259
0.256
0.244
0.251
0.261
0.260
0.214
0.224

0.115
0.125
0.255
0.213
0.124
0.154
0.267
0.239
0.137
0.133
0.212
0.189

0.270
0.268
0.248
0.254
0.268
0.264
0.246
0.250
0.266
0.267
0.255
0.258

0.207
0.269
0.110

2.666
0.242
2.826

0.020
0.028
0.009

2.737
0.259
2.753

0.219
0.311
0.103

2.649
0.238
2.840

Given the low R2 obtained from the original band ratios a log-transformation was
performed to the Chl-a in situ data and the band ratio data sets. The log-transformed
ratios provided slightly better R2 than the original datasets and significantly improved the
standard error of estimate. Log-transformation datasets are used in the development of
ocean color algorithms  (O’Reilly  et  al).      However,  the  R2 values are still low and do not
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represent a good fit (see Table 4. 7). The same band ratios were tested with the Chl a data
classified by bins, to evaluate if the R2 was improved. The results are presented in Table
4. 8. They show lower R2 than the regression performed in Table 4. 7. Even though these
linear regressions have in general low R2 it is obvious that the green to blue ratios
provide better results than the red/NIR ratios. From the blue to green ratios the ones using
the blue band at 498 nm performed better than the ones using other blue bands. The best
fitting is obtained by the R498/R559 band ratio. Yet, the R2 is still low, 0.235 for the logtransformed data.
Table 4. 8 Comparison of the results of curve fitting of data to different published semi-empirical
algorithms for predicting chlorophyll a (Chl a) concentration. For linear regression model: Y = a
+ b*X; where a and b are the coefficients and X the band ratio.

Eq. Algorithm

Fit

R

R467/R548
1
R487/R548
2
R498/R548
3
R508/R548
4
R467/R559
5
R487/R559
6
R498/R559
7
R508/R559
8
R660/R701
9
10 R681/R701
Log-transformed
R467/R548
1
R487/R548
2
R498/R548
3
R508/R548
4
R467/R559
5
R487/R559
6
R498/R559
7
R508/R559
8
R660/R701
9
10 R681/R701

Linear
Linear
Linear
Linear
Linear
Linear
Linear
Linear
Linear
Linear

0.139
0.068
0.187
0.091
0.160
0.109
0.218
0.137
0.052
0.044

Standard
Error of
estimate
2.905
3.023
2.826
2.986
2.870
2.957
2.769
2.909
2.916
2.929

Linear
Linear
Linear
Linear
Linear
Linear
Linear
Linear
Linear
Linear

0.103
0.093
0.201
0.120
0.117
0.135
0.235
0.173
0.048
0.047

0.229
0.230
0.216
0.227
0.227
0.225
0.211
0.220
0.236
0.236

2
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4.4.3. Polynomial regression
Polynomial regressions were tested for the best fitting results obtained from the
linear regression. The first test was performed using a third order polynomial fit
following the methods of the ocean color algorithms (OCx) (O’Reilly  1998,  Werdell  &  
Bailey 2005). Even though the linear regression performed better with blue values at 498
nm, in the polynomial case the best results were achieved using the blue at 467 nm.
O’Reilly  (1998)  and  Werdell  and  Bailey  (2005)  reported  the  Rrs443/Rrs555 ratio maximal
to be at Chl a < 0.3 mg/m3, Rrs490/Rrs555 ratio was maximal between 0.3-2.0 mg/m3 and
the Rrs510/Rrs555 was maximal above ~2.0 mg/m3. Given the Chl a concentration values
obtained in the study (1 – 11 mg/m3), in theory the analogous band ratios used to
represent Rrs490/Rrs555 and Rrs510/Rrs555, (Rrs487, 498/Rrs559 and Rrs508/Rrs559,
respectively) should have performed better to simulate the Chl a. Nonetheless, our best fit
was obtained with Rrs467/Rrs555. Band ratios Rrs487/Rrs559 and Rrs498/Rrs559 provided
good R2, between 0.65 and 0.66, using mean reflectance values, but were outperformed
by Rrs467/Rrs555 with an R2 of 0.7 (See Table 4. 9). On the other hand, the band ratio
Rrs508/Rrs559 provided relatively low R2 (0.54) when using mean reflectance values but
significantly improved (R2 = 0.69) when using the median reflectance value in a 3 x 3
pixel box, see Table 4. 9.  O’Reilly  (1998,  2000),  Werdell  and  Bailey  (2006)  and  others  
have carried out these regressions with in situ reflectance and not satellite reflectance.
The data quality of the in situ reflectance is better, since first, does not require
atmospheric correction, it is already the reading from the water surface, second, the
reflectance is captured at better spectral resolution, the bandwidths are of about 2 nm, in
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comparison with ~10 nm for Hyperion and third, the reflectance measurement is obtained
at the same time and exact location of the Chl a measurement. All of these factors
improve the relationship obtained between reflectance and Chl a obtained by these
previous studies and explain the differences between their band ratios performances with
the ones found in this thesis. However, the approach used in this thesis provides readily
applicable results for the algorithms that revealed satisfactory performance. Since they
have been generated and evaluated using real satellite data that can be regularly acquired.
Better R2 results were achieved with Chl a concentrations < 9 mg/m3, which implies that
the algorithm resolves better real Chl a conditions that are lower than 9 mg/m3.
The 3-band algorithm, FLH, did not improve significantly in the polynomial
regression, R2 of 0.52. Given the overall good performance of the polynomial regression,
the band ratios with the best R2 in this step were selected for further evaluation.
Table 4. 9 Comparison of results of curve fitting of data to published semi-empirical algorithms
for predicting chlorophyll a (Chl a) concentration. For regression model: third order polynomial:
Y = a + b*X + c * X2 + d * X3; where a, b, c and d are the coefficients and X the band ratio. aall
stations; b Chl a < 9 mg/m3. mean, mean reflectance value in a 3x3 pixel box; max, maximum value
in a 3x3 pixel box; med, median value in a 3x3 pixel box.

Eq Algorithm
Log-transformed
1
R498/R548
2
R467/R548
3
R487/R548
4
R508/R548
5
R498/R559
6
R508/R559
7
R487/R559
8
R467/R559
9
R681/R711
10 FLH

Fit (3rd
polynomial)

a

R2mean

Polynomial
Polynomial
Polynomial
Polynomial
Polynomial
Polynomial
Polynomial
Polynomial
Polynomial
Polynomial

0.6465
0.6999
0.5001
0.4501
0.6618
0.5418
0.6507
0.7054
0.3203
0.5223

b

R2mean

a

0.7635
0.7519
0.5371
0.4075
0.7946
0.5954
0.766
0.760
0.397
0.566

0.619
0.549
0.513
0.488
0.562
0.559
0.519
0.545
0.405
0.336
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R2max

b

R2max

a

R2med

0.693
0.634
0.504
0.520
0.673
0.621
0.562
0.611
0.488
0.409

0.663
0.700
0.576
0.694
0.670
0.693
0.675
0.703
0.214
0.501

b

R2med

0.730
0.738
0.565
0.737
0.750
0.761
0.715
0.740
0.183
0.533

4.4.4. Inference of best fit
The best results obtained from the linear and polynomial regression are evaluated
further with other statistical parameters such as the analysis of variance (ANOVA).
In the ANOVA analysis the F-test (or F-ratio) and p-value (or p(F), significance
of F) were evaluated. The F-test is used to evaluate the hypothesis that all predictor
variables under consideration have no explanatory power and that all regression
coefficients are zero (Chatteerjee et al 2000). If the F value obtained in the ANOVA is
higher than the one tabulated by the F distribution table given the degrees of freedom of
the regression and residuals the hypothesis can be rejected. In such case, the result is
significant  at  level  α,  where  α  is  the  critical  value  of  the  F distribution table. The p-value
is equivalent to the F-test and is the probability that a random variable having F
distribution, with the respective degrees of freedom is greater than the observed F-test. In
summary, the hypothesis that all predictor variables under consideration have no
explanatory power can be rejected if:
𝐹   ≥ 𝐹(𝑑. 𝑓. (𝑅𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛, 𝑅𝑒𝑠𝑖𝑑𝑢𝑎𝑙);   𝛼)
or equivalently, if:
𝑝 − 𝑣𝑎𝑙𝑢𝑒   ≤   𝛼
Where F is the observed value of the F-test. For this analysis the value for
degrees of freedom (d.f.) for the regression is 3 and for the Residual is 26. The
significance  level,  α,  is  1% (0.01). Table 4. 11 and Table 4. 11display the results for the
analysis of variance (ANOVA) for the polynomial regressions that have the higher R2.
All the algorithms have larger F-ratios than the one tabulated for the significant level of
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0.01. Therefore, it can be stated that the results are significant at level 0.01.
Consequently the hypothesis that the predictor variables have no explanatory power can
be rejected. This means that the Chl a concentration can be modeled using a blue to green
band ratio. A blue to green band ratio satisfactorily explain the behavior of Chl a in the
waters of Lake Atitlan at a significant level of 0.01.
Evaluating the results from the mean and median values it can be deducted that
the third order polynomial of the ratios 467/559 and 467/548 have the best results. The Fratio is larger than the tabulated one and the p-values are significantly smaller than 0.01.
Table 4. 10 . Analysis of Variance (ANOVA) for the best fit using median values data set.
Tabulated F value from Table A.5 in Chatterjee et al 2000.

Algorithm
Polynomial
Log(R467/R559)
Polynomial
Log(R467/R548)
Polynomial
Log(R508/R559)
Polynomial
Log(R508/R548)
Polynomial
Log(R487/R559)
Polynomial
Log(R498/R559)

R2

Tabulated F

0.7027

F-ratio

p-value

4.637

20.486

5.04 x 10-7

0.7073

4.637

20.945

4.13 x 10-7

0.6929

4.637

19.561

7.62 x 10-7

0.6938

4.637

19.636

7.37 x 10-7

0.6753

4.637

18.027

1.56 x 10-6

0.6706

4.637

17.644

1.87 x 10-6

(0.01, 3,26)
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Table 4. 11 Analysis of variance (ANOVA) for the best fit using mean values data set. Tabulated
F value from Table A.5 in Chatterjee et al 2000.

Algorithm
Polynomial
Log(R467/R559)
Polynomial
Log(R467/R548)
Polynomial
Log(R498/R559)
Polynomial
Log(R508/R548)
Polynomial
Log(R487/R559)

R2

Tabulated F

0.7054

F-ratio

p-value

4.637

20.752

4.49 x 10-7

0.6999

4.637

20.215

5.69 x 10-7

0.6618

4.637

16.962

2.62 x 10-6

0.4501

4.637

7.095

0.00123

0.6507

4.637

16.1427

3.97 x 10-6

(0.01, 3,26)
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Figure 4. 2 Logarithm plots of the band ratios algorithms evaluated in Lake Atitlan. a and b use
the mean values data set. c and d use the median values data set. R: remote sensing reflectance. N
= 30.

The algorithm that uses the band ratio of 467/559 performs the best in both data
sets, the mean values and the median values. The final algorithm obtained to model Chl a
in Lake Atitlan is the following:

𝑐ℎ𝑙  𝑎 =    10(

.

.

.
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.

)

This is the algorithm selected in this thesis for chlorophyll a concentration estimation
in Lake Atitlan.

4.5. Evaluation of the algorithm
A cross-validation resampling technique was performed to generate a data set that
will be used to assess the adequacy of the model. The leave-one-out method was used for
this purpose (Chernik, 2012). In this method the complete data set (n=39) conformed by
the data points used for the algorithm development (30) together with the other points
that were left out of the algorithm development (9) are randomly resampled n times
leaving one point out (n-1). Then the accuracy of the model is tested on the data point left
out. This method was used since the number of samples for validation was too small (9
points) which can result in a very large bias (Chernik 2012). For comparison purposes
the statistics of the validation data set (9 points) will be compared to the statistics of the
leave-one-out cross validation data set. The statistical parameters used to evaluate the
model performance are summarized in Table 4. 12. The Mean relative Error (MRE) is the
ratio of the absolute error to the real observed measurement, which is assumed to be error
free. The MRE provides an estimate of how relevant is the absolute error. MRE is
presented as a percentage. The Root mean square error (RMSE) is a common measure to
evaluate model performance (Moriasi et al 2007, Willmott 1985). RMSE has the
advantage of indicating an error in the units of the constituent of interest, in this case
mg/m3. However, its disadvantage relies in that large errors are weighted heavily,
producing a large RMSE even if there are small errors in a good portion of the data.
RMSE values of 0 indicate a perfect fit and the general interpretation is that the smaller
the RMSE the better the model performance. Given the uncertainty of what is considered
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a low RMSE another model evaluation statistic is used to aid the interpretation of RMSE,
the RMSE-observations standard deviation ratio (RSR). RSR standardizes RMSE using
the observations standard deviation and is calculated as the ratio of the RMSE and
standard deviation of observations (Moriasi et al 2007). The closer the RSR is to zero (0)
the better the model performance. The bias error (BIAS) indicates an average model
‘bias’;;  that  is  average  over-or under prediction (Willmott and Matsuura 2005). The
percent bias (PBIAS) measures the average tendency of the simulated data to be larger or
smaller than their observed counterparts (Gupta et al 1999). The optimal value of PBIAS
is 0.0. Positive values indicate model underestimation bias, and negative values indicate
model overestimation (Gupta et al 1999 and Moriasi et al 2007). PBIAS is the deviation
of the data being evaluated, expressed as a percentage (Moriasi et al 2007).
The Nash-Sutcliffe efficiency is a normalized statistic that determines the relative
magnitude  of  the  residual  variance  (“noise”)  compared  to  the  measured  data  variance  
(“information”)  (Nash  and  Sutcliffe 1970 and Moriasi et al 2007).
Table 4. 13 displays the results of the model evaluation statistics. In general the
results obtained from the validation and cross-validation data sets agree. It is important to
mention that in this thesis the algorithm development and evaluation is being done with
satellite data. Meanwhile, the majority of the algorithms developed for water quality
parameters had been generated using in situ measured reflectance (Rrs(𝜆))  (O’Reilly  et  al  
1998, Schalles 2006). The evaluation of these algorithms performances is also commonly
done using in situ measured reflectance (Rrs(𝜆)) (Le et al 2013). This thesis portrays a
different approach for algorithm development and evaluation, which can be more easily,
replicated using a variety of satellite remote sensing data in future research projects.
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Table 4. 12 Mathematical formulation of statistical metrics used for evaluating model
performance.
Where 𝒀𝒐𝒃𝒔
is the ith observation for the constituent being evaluated, 𝒀𝒔𝒊𝒎
is the ith simulated value for the constituent
𝒊
𝒊
being evaluated, 𝒀𝒎𝒆𝒂𝒏 is the mean of observed data for the constituent being evaluated,, and n is the total number of
observations according the data set evaluated.

Metric
Percent of Mean
Relative Error (MRE)

Formulation

Interpretation
Percentage of error in
measurements. The
lower the better.

  

𝑌

1
𝑀𝑅𝐸 =   
𝑛

−    𝑌
𝑌

∗ 100
Root Mean Square
Error (RMSE)

𝑅𝑀𝑆𝐸 =   

1
𝑛

The lower the better
the model
performance.

  

(𝑌

/

−    𝑌
Bias
Percent Bias (PBIAS)

RMSE-observation
standard Deviation
(RSR)

𝐵𝐼𝐴𝑆 =   

(𝑌

−𝑌

𝑃𝐵𝐼𝐴𝑆
∑
𝑌
−    𝑌
=   
∑ (𝑌

𝑅𝑀𝑆𝐸
𝑆𝑇𝐷𝐸𝑉
(∑ (𝑌 − 𝑌

)

∗ 100
)

𝑅𝑆𝑅 =   
=   

Nash-Sutcliffe
efficiency (NSE)

1
𝑛

)

(∑

(𝑌

/

) )

−𝑌

) )

/

𝑁𝑆𝐸
= 1 −   

∑ (𝑌
∑ (𝑌
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−    𝑌
−    𝑌

)
)

Indicates average
model bias.
Optimal value = 0.0
Positive values
indicate model
underestimation bias
and negative values
indicate model
overestimation
Range 0 to large
positive value.
The lower the RSR,
the lower the RMSE,
and the better the
model simulation
(Moriasi 2007)
Ranges - to 1
Optimal value = 1.0
Acceptable
performance = 0.0 –
1.0
Unacceptable
performance    ≤  0.0

Table 4. 13 Statistical measurement results for the model evaluation.
Data set
Cross
validation
Validation
Average

MRE
(%)
35.12

RMSE
(mg/m3)
2.468

BIAS
(mg/m3)
±0.2067

PBIAS
(%)
-10.21

RSR
(dimensionless)
0.913

NSE
(dimensionless)
0.325

31.58
33.35

1.542
2.005

±0.3189
±0.2628

-8.91
-5.15

0.629
0.771

0.603
0.464

Cross validation data set, n=39. Validation data set, n=9.

The algorithm assessed in this thesis had a MRE error of about 33% . Le et al
2013 reported its lowest MRE value of 25.66% for a 2-band algorithm using in situ
reflectance Rrs(𝜆) in the Tampa Bay area. Le et al (2013) also reported higher MRE
values for 3-band and 4-band algorithms with 50.68% and 48.05% , respectively, using in
situ reflectance as well. When Le et al (2013) evaluated algorithm performance using
real satellite data from MODIS-derived Rrs(𝜆), there was no meaningful statistical
relationship between in situ measurements of Chl-a and concurrent MODIS Rrs(𝜆). Le et
al 2013 attributed this poor relationship to atmospheric corrections errors in the MODIS
data. However, the algorithm evaluation performed by Le et al 2013 using real satellite
data from MERIS provided better statistical results, with a MRE of 35.33% for the 2band algorithm and 46.93%, and 69.15% for the 3-band and 4-band algorithm,
respectively. The 2-band algorithm evaluated by Le et al 2013 was a NIR-red band ratio
generated for Case-2 waters with Chl a concentrations that ranged between 2 and 80
mg/m3. The 3-band and 4-band algorithm also used a combination of NIR and red bands.
Even though, the same atmospheric correction was used for both MERIS and MODIS
data, Le et al (2013) indicates that the performance difference between the two data sets
rely on the bands available for each sensor. In MERIS the Rrs(709) was used, with a
width of about 7.5nm, and in MODIS the Rrs(748), with a width of 10 nm. The MODIS
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band at 748 nm, has higher water absorption than the MERIS band at 709 nm, which
results in a lower signal-to-noise ratio and larger errors (Le et al 2013). However, the
MRE was degraded when using the MERIS satellite data (35.33%) compared to using
the in situ reflectance (25.66%) due to spatial patchiness, difference in chl a
concentrations between in situ measurement and satellite over pass (Chen et al 2010) and
even atmospheric correction errors (Le et al 2013). All of these sources of error apply for
the analysis performed in Lake Atitlan, and the MRE obtained for the Hyperion data
(~33%) is very similar to that observed by Le et al (2013) with MERIS data (35.33%).
The algorithm performance results obtained by Le et al (2013) provide a source of
reference for this thesis, since they are reported for both in situ reflectance measurements
and satellite-derived reflectance measurements.
The RMSE obtained for the algorithm evaluated in this thesis had an approximate
value of 2.0 mg/m3 (see Table 4. 13), which is very similar to the optimal obtained by Le
et al (2013) using MERIS-derived data, 2.01 mg/m3. For more reference, Le et al (2013)
obtained a RMSE of 8.68 mg/m3 using in situ reflectance data that simulated MODIS
wavelength positions and bandwidths. To further support the interpretation of the RMSE
in this thesis, the RSR statistic was calculated. An optimal value of RSR would be zero,
which indicates zero residual variation, and therefore perfect model simulation (Moriasi
et al 20007). The average RSR value obtained for the algorithm performance evaluation
is of 0.77 (see Table 4. 13) which is relatively low.
The BIAS and PBIAS measurements indicate that in overall the model evaluated
is overestimating by 0.26 mg/m3 the simulated Chl a concentration values. Finally, the
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NSE statistic value of 0.46 (see Table 4. 13 and Table 4. 12) falls into the range to
determine that the model has an acceptable performance.

Simulated Hyperion Chl-a (mg/m3)

10.000

Cross-validation data set
Validation data set

1.000
1.000

10.000
Measured Chl-a (mg/m3)

100.000

Figure 4. 3 Scatter plot of in situ Chl-a from the data sets used for model evaluation and
algorithm using satellite reflectance Rrs(𝝀).

4.6. Discussion
The data set utilized for algorithm development represented a small range of Chl-a
concentration (1- 10 mg/m3), which limits the application of the algorithm generated
within this concentration range. The final algorithm selected to simulate Chl a
concentration follows the form of the Ocean color algorithms (OCx), of a polynomial
regression fit using blue and green bands. Band ratios of blue and green bands are used
for low Chl a concentrations, such as the measured in Lake Atitlan in which the major

98

constituent driving the color of water is chlorophyll. The latter was also true for the
conditions under which the algorithm was developed in Lake Atitlan. Even though, the
overall performance of the algorithm selected provided an overestimation of the
simulated Chl a, the algorithm also presents an under estimation of Chl a concentrations
when in situ Chl a was higher than 9 mg/m3, Figure 4. 3 and Table 4. 14 portray this.
Therefore, it can be deducted that the algorithm underperforms at low and high Chl a
concentrations in the range of 1 – 11 mg/m3. However, a larger validation data set will be
needed to explore in more detail this effect.
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Table 4. 14 Algorithm evaluation from Hyperion Chl a simulations for the cross-validation data
set of in situ Chl a measurements.

Field Chl a
(mg/m3)

Simulated
Chl a (mg/m3)

4.88
5.24
2.27
4.03
4.00
6.10
10.50
2.11
4.03
7.04
3.24
1.26
6.07
1.78
5.24
9.45
1.37
4.00
6.86
10.91
5.67
5.67
5.92
10.59
9.90
2.27
7.35
5.85
6.12
7.35
2.27
5.67
10.53
7.04
5.67
5.78
4.48
5.92
10.53

6.78
6.79
4.24
6.80
6.39
6.50
6.60
1.56
6.80
4.29
6.43
1.55
6.74
1.77
6.79
6.68
1.53
6.39
4.28
6.65
6.80
6.80
4.36
6.74
6.03
4.24
6.42
6.68
5.30
6.42
4.24
6.80
6.79
4.29
6.80
6.55
4.91
4.36
6.79
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Absolute
relative
errors (%)
38.84
29.57
86.88
68.85
59.84
6.68
37.17
26.14
68.85
39.07
98.67
23.33
10.94
0.67
29.57
29.28
11.58
59.84
37.59
39.04
19.93
19.93
26.38
36.34
39.08
86.88
12.68
14.17
13.30
12.68
86.88
19.93
35.51
39.07
19.93
13.32
9.59
26.38
35.51

Chl a sim/Chl
a obs
1.39
1.30
1.87
1.69
1.60
1.07
0.63
0.74
1.69
0.61
1.99
1.23
1.11
0.99
1.30
0.71
1.12
1.60
0.62
0.61
1.20
1.20
0.74
0.64
0.61
1.87
0.87
1.14
0.87
0.87
1.87
1.20
0.64
0.61
1.20
1.13
1.10
0.74
0.64

The blue to green ratio selected in this thesis represent the theoretical behavior of the
water dominated by Chl a, in which the Chl a absorption and scattering characteristics
strongly influence the spectral signature of the water. For example, in these waters Chl a
absorbs in the blue part of the spectrum (400 – 500 nm) and scatter in the green part of
the spectrum (500 – 600 nm) with an evident reflectance peak at about 550 nm (Schalles
2006). The band ratio selected in this thesis Rrs467/Rrs555 represents these spectral
regions. As recorded by Schalles (2006) this absorption in the blue and scatter in the
green is consistent from low (3.3 mg/m3) to high (more than 60 mg/m3) Chl a
concentrations. Therefore in theory these blue to green ratios are applicable for water
dominated by Chl a in concentrations that range from low to high Chl a above 60 mg/m3.
However, the evaluation performance of the algorithm selected in this thesis exhibited
larger errors especially in low and high Chl a concentrations, for our case the low was
defined < 2-4 mg/m3 and high > 9 mg/m3, see Table 4. 14. This is due to the low
representation of these values for the algorithm development. Figure 4. 1 d displays the
histogram of the Chl a measurements, and it can be deducted that the majority of data
sets are between 6-8 mg/m3. The low representation of low and high Chl a values in the
data set used to develop the algorithm can also been shown in Figure 4. 2 were three
separate cluster of points, representing specific Chl a regions are present in each graph (a,
b c, d). At the beginning and end of the trend line the clusters of low and high (> 9
mg/m3) Chl a concentration are present.
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4.7. Conclusions
After evaluating the different wavelengths and band ratios used in previous studies to
model Chl a in Lake Atitlan, the best result was obtained by a blue to green band ratio.
The final algorithm obtained had relative error of 33%. The final algorithm selected in
this thesis assumes that the color of the water in Lake Atitlan is mainly driven by
phytoplankton. Given that the data sets used to generate and evaluate this algorithm
reflect a small range of Chl a concentration (1-10 mg/m3) it is expected that the relative
error will increase when the algorithm is applied in Chl a concentrations > 10 mg/m3.
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CHAPTER V
SUMMARY AND CONCLUSIONS

This chapter summarizes the major findings of the thesis and explains how these
results can be used by the authorities that are in charge of monitoring the water quality of
Lake Atitlan. It lists the advantages and limitations of the final results and describes what
would be the immediate steps needed to advance in the application of remote sensing for
monitoring water quality parameters. Recommendations for future research are also
included in this final chapter.

5.1. Major results
The in situ water quality measurements available for Lake Atitlan demonstrate that
the lake is transitioning from an oligotrophic state to a mesotrophic state. Simply stated,
the water quality of the lake is deteriorating. The water quality parameters of Lake
Atitlan present a seasonal pattern that is related to the dry and rainy season of the area.
At the end of the rainy season lower transparencies and higher Chl a concentrations are
recorded. Meanwhile, at the end of the dry season higher transparencies and lower Chl a
concentrations are recorded.
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Thermal stratification and mixing processes take place seasonally in Lake Atitlan
but given the limited measurements in the lake this seasonality is not well characterized
yet. In general terms, it can be assumed that the thermal stratification is driven by rising
surface temperatures in the dry season and falling temperatures around November and
December. The seasonality of the water quality parameters together with the thermal
stratification and mixing characterize the dynamics of Lake Atitlan. This has
implications for the development of algal bloom events, as seen in October 2009.
With respect to the state of science on applications of satellite remote sensing for
monitoring water quality parameters, particularly for Chl a it was found that there are
three main approaches: 1) the use of blue to green band ratios, 2) the use of NIR to red
band ratios, and 3) a three-band ratio approach that uses the principle of the spectral
curvature. In general the NIR to red bad ratios and the three band approach are used for
Case 2 waters that show high levels of turbidity. The blue to green band ratios are used
for Case 1 waters which water properties are driven mainly by phytoplankton.
In the case of Lake Atitlan a blue to green band ratio successfully modeled Chl a
concentrations. The analyses performed in this thesis confirmed the suitability of
Hyperion satellite images to model Chl a concentrations in Lake Atitlan.
The results of this thesis represent the first effort to use satellite images to
quantitatively monitor water quality parameters in an inland water body in Central
America. The only existent application of satellite remote sensing for water quality
monitoring has been limited to qualitative applications in this region. Therefore, the
results of this thesis demonstrate that Chl a can be estimated from Hyperion satellite
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images in Lake Atitlan with a relative error of 33%. This error is slightly below the
desired error set  by  NASA’s  Ocean  Biology  and  Biogeochemistry  Program  of  35%  
(McClain et al 2006). This confirms the adequacy of the results. The main sources of
error for this algorithm stem from the estimation of surface reflectance obtained from the
satellite image and the optical variability presented in the in situ data set that was used to
generate the algorithm. The latter is related to the in situ Chl a data set used for the
algorithm development, which in this case represented a range of 1 – 10 mg/m3. Under
higher Chl a concentrations (> 10 mg/m3) it is expected that the current algorithm will
underperform given the data sets used for its generation. Additional testing of applicable
band combinations would be required.

5.2. Conclusions
The significant conclusions of this thesis are as follows:
a) Water quality parameters in Lake Atitlan depend upon two main characteristics,
the variation in regional precipitation and the thermal stratification of the lake.
b) Hyperion satellite images can be successfully used to model Chl a concentrations
in Lake Atitlan.
c) A semi-empirical algorithm that uses a blue to green band ratio is suitable to
model Chl a concentrations in Lake Atitlan. This algorithm has a relative error of
33% .
The Chl a concentrations described in this thesis are relatively low (1.0 – 10 mg/m3),
but  the  demonstration  of  Hyperion’s  suitability  to  model  such  low  concentrations  
(represented by low reflectance values) is promising. It is reasonable to expect that

105

Hyperion can be applied to distinguish Chl a in lakes with more variable or higher Chl a
concentrations. This could be achieved with further in situ sampling in more varied
conditions and would require fine tuning. The methodology used in this thesis can also
be replicated in other lakes of the region to generate ad-hoc algorithms that represent the
unique water quality characteristics of those individual water bodies.
A unique contribution of this thesis in the novel approach of using satellite-derived
reflectance to develop and evaluate an algorithm to estimate Chl a concentration
produced positive results in Lake Atitlan. Usually Chl a concentration are developed
using field-measured reflectance (Werdell  and  Bailey  2005,  O’Reilly  et  al  2000,  1998).  
The results of this thesis provide the scientific basis to utilize Hyperion satellite
images for water quality monitoring in Lake Atitlan. The major result provided in this
thesis consists of the algorithm that best determine Chl a concentration in Lake Atitlan.
This algorithm needs to be used with surface reflectance from Hyperion satellite images.
Once the algorithm is applied to Hyperion data the result can be labeled as a product.
Therefore, further steps are needed to transition this algorithm to a product that can be
easily interpreted by end users. However, this algorithm can be employed by local
environmental authorities and users with Geographic information system (GIS) expertise
such as the Universidad del Valle through their Center of Lake Atitlan Studies (CEA) and
the Lake Atitlan Authority (AMSCLAE). Therefore routinely acquiring Hyperion
satellite images for Lake Atitlan in coordination with the Regional Visualization and
Monitoring System (SERVIR) is essential. SERVIR will be critical to regularly task
Hyperion images over Lake Atitlan and to support the transition of this algorithm to an
operational product.
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5.3. Recommendations
For the operational use of this algorithm by water resources managers and analysts, it
is necessary to convert the values of the Hyperion satellite data to surface reflectance. In
this process the use of the 6SV atmospheric correction is recommended since it provided
acceptable results as listed in this thesis. In order to run the atmospheric correction for all
the pixels that fit into the lake it will be necessary to create a lookup table (LUT) that
compiles different combinations of TOA radiances, sun angles and surface reflectance
(obtained through 6SV). When such a table is generated the final surface reflectance
value is derived from that table instead of running 6SV for each pixel. This will speed
the pre-process of atmospheric correction that is necessary to perform. Then the
algorithm is applied to the surface reflectance values acquired from this atmospheric
correction. The final result is a continuous surface estimation of Chl a for Lake Atitlan.
Future research should be oriented toward determining the performance of ALI
satellite images in estimating Chl a concentration using this algorithm. This will expand
the applicability of the results obtained in this thesis. The accuracy of the algorithm
should be very straightforward to calculate using ALI because images are available for
the same dates on which the in situ Chl a data were collected. The original bands selected
from Hyperion will need to be replaced by the closest ALI bands, in this case the
Hyperion band at 467 nm should be replaced by the 450-515 nm band of ALI and the
559nm by the 525-605nm. Landsat 8 is the other logical next step in testing the
performance of multispectral imagers, but this will only be possible through the careful
coordination of field sampling efforts with satellite overpasses and clear-sky conditions.
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Improved accuracy can be obtained if the algorithm is tuned using a larger in situ data
set that represents greater variation in Chl a. The estimation of Chl a using the proposed
algorithm will be limited if there are other particles in the water besides phytoplankton
that strongly affect its color, such as colored dissolved organic matter (CDOM). The
algorithm proposed in this thesis assumes that the color of the water is dominated by
phytoplankton.
As a final conclusion of this thesis we would like to stress the local impact that this
research will have in the area of Atitlan. The results of this thesis provide with new tools
to the Lake Authorities (AMSCLAE, CONAP) and academia (UVG, San Carlos) to
monitor Chl a. This will allow for the creation of a systematic record of Chl a
concentration in the lake that will document the progress of the water quality conditions.
At the same time it will be possible to determine the more critical factors that are
affecting the water quality of the lake and evaluate the impacts that the implemented
policies  or  conservation  actions  are  having  in  the  lake’s  water  quality.    
Given the current conditions of Lake Atitlan, where an accelerated deterioration is
being observed, the results of this thesis are presented in a timely manner in order to take
complete advantage of the technologies available to monitor and preserve the lake
ecosystem.
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Appendix A. Basics of remote sensing
The relationship among wavelength, frequency and period is given by:
𝑓=𝑐 𝜆
𝜆 =    𝑐 𝑓
𝑇 =    1 𝑓   =    𝜆 𝑐
𝑣 =   𝜆  𝑓
Where:
𝑓 = frequency
𝜆 =  wavelength
𝑐 = speed of light
𝑇 = period
𝑣 = velocity of propagation
The amount of energy carried by a waveform is defined by a single photon by the
relationship:
𝐸 = ℎ𝑓
Where:
𝐸 = Energy
ℎ =  Planck’s  constant,  6.625  x  10-34 J s
This equation states that energy increases with frequency. As a result, high
frequency, short wavelengths carry more energy than lower frequency, longer
wavelengths.
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a)

Planck’s  law
All objects whose temperature is greater than absolute zero (0 Kelvin) emit

radiation. The distribution of the amount of radiation at each wavelength emitted by a
body depends upon its temperature. The distribution of radiant flux density with
wavelength of a blackbody is described by Planck’s  Law. A blackbody is a perfect
emitter.
𝑀 =   

𝜆   (exp

𝑐
𝑐

𝜆  𝑇 − 1)

Where:
𝑀 =spectral exitance per unit wavelength.
𝑐 =  3.742 x 10-16 W m-2
𝑐 = 1.4388 x 10-2 m K
𝜆 =  wavelength (m)
𝑇 = temperature (Kelvin)

b)

Wein’s  displacement  law

The  Wien’s  displacement  law  gives  the  wavelength  of  maximum  spectral  exitance  
emitted by a blackbody in terms of its temperature:
𝜆

  

=   

Where:
𝑐    =  2.898 x 10-3 m K
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𝑐

𝑇

The total spectral exitance of a blackbody at temperature T, or in other words, the
area  under  the  curve  of  the  Planck’s  function,  is  given  by  the  Stefan-Boltzman Law:
𝑀 =   𝜎  𝑇
Where:
𝜎 =  5.6697 x 10-8 W m-2 K-4
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Appendix B. Inherent optical properties of water
B.1. Major light-absorbing components of the aquatic system
The light absorbed in the aquatic ecosystem is subject to four components of the
aquatic medium: the water itself, dissolved yellow pigments, the photosynthetic biota
(phytoplankton, and macrophytes) and inanimate particular matter (also known as
tripton)
a)

Water

Even though water seems to be colorless, it is in fact a blue liquid. This blue color
can actually be perceived in deep oceanic waters. This color results from the fact that
water absorbs very weakly in the blue and green regions of the spectrum, but its
absorption arises as wavelength increases above 550 nm. Table B. 1 depicts values in
published literature for an absorption coefficient of pure water over the range of 300-800
nm.
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Table B. 1 Values for the absorption coefficients (m ) between 300 and 500 nm of pure water as a function

of wavelength. Taken from Morel et al 2007 and Kirk 1994. Column aw1 corresponds to the absorption
values proposed by Buiteveld et al. (1994) which are based on the attenuation values determined by Boivin
et al. (1986). The values beyond 420 nm are those of Pope and Fry (1997). Column a w2 corresponds to the
absorption values deduced from the attenuation values obtained by Quickenden and Irvin (1980) (between
196 nm and 320 nm). Column aw3 contains absorption coefficients from Morel & Prieur (1977) for 380-700
nm; 700-800 nm, Smith & Baker (1981)

λ  (nm)

aw1 (m-1)

aw2(m-1)

300

0.0382

305

aw3 (m-1)

λ  (nm)

aw1 (m-1)

aw3 (m-1)

0.0115

480

0.0127

0.018

0.0335

0.011

485

0.0136

310

0.0288

0.0105

490

0.015

315

0.02515

0.01013

495

0.0173

320

0.0215

0.00975

500

0.0204

325

0.01875

0.00926

510

0.036

330

0.016

0.00877

520

0.048

335

0.01395

0.00836

530

0.051

340

0.0119

0.00794

540

0.056

345

0.0105

0.00753

550

0.064

350

0.0091

0.00712

560

0.071

355

0.0081

0.00684

570

0.08

360

0.0071

0.00656

580

0.108

365

0.00656

0.00629

590

0.157

370

0.00602

0.00602

600

0.245

375

0.00561

610

0.29

380

0.0052

620

0.31

385

0.00499

630

0.32

390

0.00478

640

0.33

395

0.00469

650

0.35

400

0.0046

660

0.41

0.023

0.02

0.018
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0.02

0.026

405

0.0046

670

0.43

410

0.0046

680

0.45

415

0.00457

690

0.5

420

0.00454

700

0.65

425

0.00475

710

0.839

430

0.00495

720

1.169

435

0.00565

730

1.799

440

0.00635

740

2.38

445

0.00779

750

2.47

450

0.00922

760

2.55

455

0.00951

770

2.51

460

0.00979

780

2.36

465

0.01011

790

2.16

470

0.106

800

2.07

475

0.0114

0.017

0.016

0.015

0.015

0.015

0.016

Since the absorption is very low in the blue/green part of the spectrum, only above
about 500 nm the absorption behavior of water can start having an impact on the
photosyntetically active radiation (PAR), the radiation available for photosynthesis.
b)

Yellow substance (yellow matter)

When organic matter decomposes a complex group of compounds are formed. These
compounds  are  referred  as  “humic  substances.”  They  are  polymers consisting of aromatic
rings that are joined by long-chain alkyl structures to form a flexible and complex
network (Kirk 1994). Humic substances vary in size; they can range from very small and
completely soluble compounds, to large and insoluble macromolecular aggregates.

114

Humic substances can also vary in chemical composition. As a result the literature
uses different denominations when referring to the yellow color transmitted by humic
substances; however, in this document the term yellow substance will be used.
Rainfall can extract humic substances from the soil and serve as a draining force to
deposit them in a water body. The yellow color added by humic substances to the water
has major implications in the absorption of light, particularly at the blue end of the
spectrum. The color of humic substances is due to the presence of multiple double bonds
in their compounds (Kirk 1994).
The literature compiling the light absorption properties of dissolved humic
substances in water show very low or absent absorption at the red end of the visible
spectrum, and rise steadily with decreasing wavelength towards the blue. Absorption in
the ultraviolet region is even higher (Kirk 1994).
The humic substances leached from the soil in the catchment areas are the major
source of the dissolved yellow color of inland waters. However, humic substances can
also be generated by decomposition of plant matter in the water, particularly in
productive water bodies. To estimate the absorption coefficient of yellow matter the
following model is used (Bricaud 1981, Mobley 1995, Kirk 1994):
𝑎 (𝜆) =    𝑎 (𝜆 )𝑒𝑥𝑝  [−0.014(𝜆 − 𝜆 )]

(4)

Where:
𝜆 =440 nm
𝑎 (𝜆) = absorption due to yellow matter at the reference wavelength (350 – 700 nm)
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The 440 nm wavelength is used to derive the absorption coefficient in other
wavelengths.
c)

Phytoplankton

The absorption of light by phytoplankton is due to the different photosynthetic
pigments of which it is composed. These pigments can be chlorophylls, carotenoids, and
biliproteins. Chlorophyll is the best known pigment and is present in all plants.
Absorption of light by chlorophyll is characterized by a strong absorption bands in the
blue and the red (peaking at λ ≈  430 and 665 nm, respectively, for Chlorophyll a), with
very little absorption in the green (Mobley 1995). This is one of the reasons our eyes
perceive vegetation as green, because the other parts of the visible electromagnetic
spectrum are being absorbed.
The concentration of chlorophyll given in milligrams of chlorophyll per cubic meter
of water is commonly used as a relevant optical measure of phytoplankton abundance.
Concentration of chlorophyll usually refers to the chlorophyll a pigment. Table B. 2 depicts
some examples of chlorophyll-a (Chl-a) concentration values for different water
conditions and types.
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Table B. 2 Examples of typical chlorophyll-a concentration values for different types of water. Source:
Mobley 1995.

Water Type/Condition
Clean open ocean
waters
Productive coastal
waters

Example of Chl-a
concentration value
0.01 mg m-3
10 mg m-3

Eutrophic estuaries or
lakes

100 mg m-3

Global average, nearsurface waters

~0.5 mg m-3

Some of the general features of phytoplankton absorption are summarized below
(Mobley 1995) (See Figure B. 1 for reference):
a) Distinct absorption peaks at λ ≈ 440 and 675 nm
b) The contribution of accessory pigments to the absorption in the blue make the
absorption in that part of the spectrum higher than that of the red
c) The range of less absorption is between 550 – 650 nm, the minimum absorption
being near 600 nm.
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Figure B. 1 Average chloropyll-specific spectral absorption coefficient for 14 species of phytoplankton.

(Morel 1988 & Mobley 1995)

d)

Tripton or detritus

Detritus are nonliving particulate matter and have a very similar spectral absorption
to that of yellow matter. In general the absorption spectra of tripton is low or even absent
at the red end of the spectrum and increases as wavelength decreases into the blue and
ultraviolet. Roesler et al. found a model that satisfactorily fit to tripton absorption curves,
which is similar to the model for yellow matter absorption:
𝑎

(𝜆) = 𝑎

Where 𝑎

(400)𝑒𝑥𝑝  [−0.011(𝜆 − 400)]

(5)

(𝜆) represents the wavelength dependent absorption value for detritus. This

model is essentially the as than the one for yellow matter.
The total absorption coefficient is the sum of all the absorption coefficients (𝑎( ) ) of all
light-absorbing components at a specific wavelength (Kirk 1994). As explained by Kirk
(1994)  for  any  given  water  body,  “the total absorption coefficient at each wavelength is
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obtained by adding together the known absorption coefficient of pure water at that
wavelength and the absorption coefficients due to dissolved and particulate colour.”    
B.2. Scattering of light in the aquatic medium
A photon is scattered when it interacts with a component of the medium it is passing
through and its original path is diverged. Then, a photon that is scattered is still present in
the medium, and in an aquatic medium will be still available for photosynthesis. The
general effect of scattering is the impedance of the vertical penetration of light and
therefore the scattering process intensifies the vertical attenuation of light. The Mie
theory is used to calculate the scattering efficiencies of particles in water. The scatter
efficiency at each wavelength varies with particle size. Small, non-absorbing particles
scatter less than larger, non-absorbing particles. The optimum scattering efficiency for a
single particle can be found in particles of 1.6 μm of diameter. However, for a given mass
of particles per unit volume the optimum scattering is found in particles of ~1.1 μm of
diameter. Scatter will decrease in a suspension if particle diameter decreases on increases
(Kirk 1994).
Different studies have shown that for waters of moderate to high turbidity, the
scattering coefficient 𝑏  (𝑚 ) has approximately the same numerical value as the
nephelometric turbidity (NTU).
a) The scattering properties of natural waters
The scattering coefficients of natural waters (lakes, rivers, estuaries) are higher
than those of pure water. Unproductive oceanic waters away from land have low

119

values while coastal and inland waters have high values. The scattering
coefficient is wavelength dependent.
b) Scattering properties of phytoplankton
The scattering properties of phytoplankton vary by species. For example, algae in
which a substantial proportion of the total biomass consists of mineralized cell
walls will scatter more light per unit of chlorophyll than naked flagellates (Kirk
1994). Blue-green algae with gas vacuoles scatter light more intensely than those
without (Ganf 1989).
The last inherent optical property of water described here is the beam attenuation
coefficient  c  (λ),  which  is  the  sum  of  the  absorption  coefficient  𝑎  (𝜆) and the scatter
coefficient 𝑏  (𝜆). The particle beam attenuation can be used to estimate the total
particulate load (Mobley 1995).
𝑐  (𝜆) = 𝑎(𝜆) + 𝑏(𝜆)
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Appendix C. Atmospheric correction performed to satellite data
The code used for the atmospheric correction is based on the method of
successive orders of scatterings approximations and its first vector version (6SV1) is
capable of accounting for radiation polarization. A Python interface, Py6S v1.0 described
in Wilson (2012), was used to run 6S over the multiple bands of Hyperion. The
following section describes general aspects of the 6SV code.
The input requirements to run 6SV are listed below.
Input requirements:
1. Geometrical conditions: Solar zenithal angle, solar azimuthal angle, sensor
zenithal angle and sensor azimuthal angle. Month and day.
2. Atmospheric model of gaseous components: this information can be defined by
the user or predefine conditions can be used as well. If custom-defined the
following information is needed:
Radiosonde data on 34 levels (5 columns, 34 lines)
a) Altitude (km)
b) Pressure (mb)
c) Temperature (K)
d) Water density (g/m3)
e) O3 density (g/m3)
Predefine condition: for Lake Atitlan located at 14.70°N and 91.20°W the
“Tropical”  standard  condition  applies.  In  the  input  text  file  the  Tropical  condition  
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is  defined  by  “1”.  In  Py6S  the  predefine  conditions  are  also  available  and  
therefore that option was selected when running the 6S.
3. Aerosol model (type and concentration): no aerosols would be used. Then the
value  is  “0”  for  6S.  Clear  sky  conditions  were  perceived  in  all  the  Hyperion  
images processed.
4. Spectral condition: spectral bands. All calibrated Hyperion bands.
5. Ground reflectance: provides parameterization of the ground conditions. It is
reference reflectance estimation.
Hyperion metadata provides the look angle, sun azimuth angle and sun elevation
angle, required for the geometric information. The look angle is equivalent to the
satellite’s  zenith  angle  and  the  Sun zenith angle can be obtained from the Sun elevation
angle as follows: 90- Sun elevation angle = Sun zenith angle.
The definitions of the different measured angles by Hyperion are provided below.
Look angle: The angle from the nadir of the satellite, to the satellite, to the center of
the targeted image.
Sun azimuth: Azimuth is the angle of horizontal deviation, measured clockwise, of a
bearing from a standard direction. The Sun azimuth angle at the "true" WRS scene center.
Values: -180.000000 through +180.000000 degrees (with 6-digit precision)
Sun elevation: Elevation is the angle of vertical deviation, measured clockwise, of a
bearing from a standard direction. The Sun elevation angle at the "true" WRS scene
center. Values: -90.000000 through +90.000000 degrees (with a 6-digit precision).
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Error! Reference source not found. describes the geometric parameters of the
Hyperion images used in this study to run the atmospheric corrections, including the date
and time of image acquisition. All the Hyperion images acquired in 2013 correspond to
the dates in which in situ samples were collected.
Table C. 1 Geometric parameters of Hyperion images
No.

Date

UTC
Time

Look angle

Sensor
azimuth
angle

1

Nov-13-2009

15:58:16

-26.507

98.2

139.722532

47.711141

42.288859

2

Jan-16-2013

15:46:19

-22.431543

98.2

133.425094

39.1737315

50.8262685

3

Jan-24-2013

15:50:24

-13.583098

98.2

132.050989

40.6449078

49.3550922

4

Jan-29-2013

15:40:46

-30.873863

98.2

128.66496

39.4978552

50.5021448

5

Feb-22-2013

15:52:45

98.2

122.717518

46.7850631

43.2149369

6

Apr-05-2013

15:48:32

98.2

100.116695

54.8735631

35.1264369

-11.571766

Sun
Azimuth

Sun
elevation

Sun zenith

Table C. 2 Geometric parameters of ALI images
No.

Date

UTC
Time

Look angle

Sensor
azimuth
angle

1

Nov-13-2009

15:58:16

-26.507

98.2

139.722532

47.711141

42.288859

2

Jan-16-2013

15:46:21

-22.431543

98.2

133.909033

39.596283

50.8262685

3

Jan-24-2013

15:50:24

-13.583098

98.2

132.050989

40.6449078

49.3550922

4

Jan-29-2013

15:40:46

-30.873863

98.2

128.66496

39.4978552

50.5021448

5

Feb-22-2013

15:52:45

98.2

122.717518

46.7850631

43.2149369

6

Apr-05-2013

15:48:32

98.2

100.116695

54.8735631

35.1264369

-11.571766
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Sun
Azimuth

Sun
elevation

Sun zenith

Example of Python code used to run P6S in Hyperion satellite images
#Africa F. Flores
#Example of Atmospheric correction of Hyperion using Py6S
# Py6S citation: Wilson, R. T., 2012, Py6S: A Python
interface to the 6S radiative transfer model, Computers and
Geosciences, 51, p166-171
#start code
from Py6S import*
import numpy as np
import pandas as pd
#Create a SixS object
s = SixS()
# Start setting paramaters
# Set atmospheric profile
s.atmos_profile =
AtmosProfile.PredefinedType(AtmosProfile.Tropical)
s.aot550 = 0.05
#set altitudes
s.altitudes.set_target_custom_altitude(1.5)
s.altitudes.set_sensor_satellite_level()
# Set the ground reflectance to be from a typical lake
water
s.ground_reflectance =
GroundReflectance.HomogeneousLambertian(GroundReflectance.L
akeWater)
#Set Geometry
s.geometry = Geometry.User()
s.geometry.solar_z=50.50214
s.geometry.solar_a= 128.6649
s.geometry.view_z= -30.87386
s.geometry.view_a= 98.2
s.geometry.month= 1
s.geometry.day= 29
#reading reflectances at TOA
ref1 = pd.read_csv("jan_29_toaref.csv")
ref1.A18 = ref1.A18
ref1.wavelength = ref1.wavelength
reflec = np.array(ref1.A18)
wave = np.array(ref1.wavelength)
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#Running for each wavelength with its respective
reflectance value
for (i,j) in zip(wave, reflec):
s.wavelength= Wavelength(i)
s.atmos_corr =
AtmosCorr.AtmosCorrLambertianFromReflectance(j)
s.run()
print "A18 wavelength: ", i, "Ref. : ", j, "
s.outputs.atmos_corrected_reflectance_lambertian
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Appendix D. ESUNλ
Table D. 1 Hyperion Mean solar exoatmospheric Irradiances (ESUN) Source: USGS 2011.

Wavelength
(μm)

ESUNλ  (W/m2 μm)

0.426816
0.436991
0.447166
0.457342
0.467517
0.477692
0.487868
0.498043
0.508218
0.518394
0.528569
0.538744
0.548919
0.559094
0.56927
0.579445
0.58962
0.599796
0.609971
0.620146
0.630322
0.640497
0.650673
0.660848
0.671023
0.681198
0.691374
0.701549
0.711724
0.721899
0.732075
0.74225
0.752425
0.762601
0.772776
0.782951
0.793127
0.803302
0.813477
0.823653
0.833828
0.844003
0.854178
0.864353
0.874529
0.884704
0.894879
0.905055
0.91523
0.925405
0.932639

1650.52
1714.9
1994.52
2034.72
1970.12
2036.22
1860.24
1953.29
1953.55
1804.56
1905.51
1877.5
1883.51
1821.99
1841.92
1847.51
1779.99
1761.45
1740.8
1708.88
1672.09
1632.83
1591.92
1557.66
1525.41
1470.93
1450.37
1393.18
1372.75
1235.63
1266.13
1279.02
1265.22
1235.37
1202.29
1194.08
1143.6
1128.16
1108.48
1068.5
1039.7
1023.84
938.96
949.97
949.74
929.54
917.32
892.69
877.59
834.6
841.54
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0.942728
0.952817
0.962905
0.972993
0.983082
0.99317
1.0033
1.0133
1.0234
1.0335
1.04359
1.05369
1.06379
1.07389
1.08399
1.09409
1.10419
1.11418
1.12428
1.13438
1.14448
1.15458
1.16468
1.17477
1.18487
1.19497
1.20507
1.21517
1.22517
1.23527
1.24536
1.25546
1.26556
1.27566
1.28576
1.29586
1.30596
1.31605
1.32605
1.33615
1.47743
1.48753
1.49763
1.50773
1.51783
1.52792
1.53792
1.54802
1.55812
1.56822
1.57832
1.58842
1.59851
1.60861
1.61871
1.62881
1.63881
1.64891
1.65901
1.6691
1.6792
1.6893

810.2
802.22
784.44
772.22
758.6
743.88
721.76
714.26
698.69
682.41
669.61
657.86
643.48
623.13
603.89
582.63
579.58
571.8
562.3
551.4
540.52
534.17
519.74
511.29
497.28
492.82
479.41
479.56
469.01
461.6
451
444.06
435.25
429.29
415.69
412.87
405.4
396.94
391.94
386.79
300.52
292.27
293.28
282.14
285.6
280.41
275.87
271.97
265.73
260.2
251.62
244.11
247.83
242.85
238.15
239.29
227.38
226.69
225.48
218.69
209.07
210.62
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1.6994
1.7095
1.7196
1.7297
1.73969
1.74979
1.75989
1.76999
1.78009
1.79019
1.98186
1.99196
2.03235
2.04245
2.05245
2.06255
2.07265
2.08275
2.09284
2.10294
2.11304
2.12314
2.13324
2.14334
2.15334
2.16343
2.17353
2.18363
2.19373
2.20383
2.21393
2.22402
2.23412
2.24422
2.25422
2.26432
2.27442
2.28452
2.29461
2.30471
2.31481
2.32491
2.33501
2.34511
2.35521

206.98
201.59
198.09
191.77
184.02
184.91
182.75
180.09
175.18
173
118.96
117.78
109.21
107.69
106.13
103.7
102.42
100.42
98.27
97.37
95.44
93.55
92.35
90.93
89.37
84.64
85.47
84.49
83.43
81.62
80.67
79.32
78.11
76.69
75.35
74.15
73.25
71.67
70.13
69.52
68.28
66.39
65.76
65.23
63.09
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Appendix E. Location of in situ measurements. January-April 2013
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Appendix F. Example of Surface Reflectance values obtained from 6SV atmospheric correction. April 5, 2013.
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