In high-mountain watersheds, the critical zone holds crucial life-sustaining water stores in the form of shallow groundwater aquifers. To better understand the role that the critical zone plays in moderating hydrologic response to fluxes at the surface and in the subsurface, the hydrologic properties must be characterized over large scales (i.e., that of the watershed). In this study, we estimate porosity from geophysical measurements across a 58-ha area to depths of~80 m. Our observations include velocities from seismic refraction, downhole nuclear magnetic resonance logs, downhole sonic logs, and samples acquired by push coring. We use a petrophysical approach by combining two rock physics models, a porous medium for the saprolite and a differential effective medium for the fractured rock, into a Bayesian inversion. The inverted geophysical porosities show a positive correlation with measured values (R 2 = 0.93). We extrapolate the porosity estimates from 30 individual seismic refraction lines to a 3D volume below our study area using ordinary kriging to quantify the water holding capacity of our study area. Our results reveal that the critical zone in our study area holds 2.9 × 10 6 ± 9.6 × 10 5 m 3 of water, where 34% of this storage is in the saprolite, 55%
| INTRODUCTION
The critical zone (CZ) is the region near earth's surface where meteoric water, atmospheric gases, biota, and rock interact; these interactions produce a unique subsurface structure extending from the surface to unaltered bedrock (Anderson, von Blanckenburg, & White, 2007; Brantley et al., 2006; Brantley, Goldhaber, & Ragnarsdottir, 2007; Chorover, Kretzschmar, Garcia-Pichel, & Sparks, 2007) . Many studies have proposed physical or chemical process-based models to explain CZ evolution (e.g., Riebe, Hahm, & Brantley, 2017 and references therein; . The underlying bedrock is transformed into soil through a wide range of processes that not only form but also depend on porosity in the CZ (Brimhall & Dietrich, 1987; Graham, Anderson, Sternberg, Tice, & Schoeneberger, 1997; Navarre-Sitchler, Brantley, & Rother, 2015) . Porosity can be generated by the expansion of biotite (Buss, Sak, Webb, & Brantley, 2008; Dong, Peacor, & Murphy, 1998; Fletcher, Buss, & Brantley, 2006; Murphy, Brantley, Blum, White, & Dong, 1998) , through chemical dissolution caused by interactions with groundwater (Lebedeva & Brantley, 2013; Riebe, Kirchner, & Finkel, 2004; White & Blum, 1995) , physical fracturing by frost (Anderson, Anderson, & Tucker, 2013; Rempel, Marshall, & Roering, 2016; Walder & Hallet, 1985) , perturbation by plants (Pawlik, Phillips, & Samonil, 2016; Roering, Marshall, Booth, Mort, & Jin, 2010) , or opening existing tectonic fractures by variations in the stress field (Slim, Perron, Martel, & Singha, 2014; . Thus, porosity especially in eroding landscapes is linked with the processes that shape and maintain CZ architecture. Furthermore, the resulting porosity creates aquifers that provide water stores for plants (Brooks, Barnard, Coulombe, & McDonnell, 2010; McDonnell, 2014) , influence solute transport (Holloway, Dahlgren, Hansen, & Casey, 1998; Kuntz, Rubin, Berkowitz, & Singha, 2011; Singha, Li, Day-Lewis, & Regberg, 2011) , and control surface and groundwater interactions (Jencso, McGlynn, Gooseff, Bencala, & Wondzell, 2010; Katsuyama, Tani, & Nishimoto, 2010; Kollet & Maxwell, 2008; Montgomery et al., 1997; Voltz et al., 2013) .
To understand the distribution of groundwater within the CZ, hydrological properties must be characterized over large spatial scales (100 s of m 2 ). However, parameters that control groundwater flow and storage, such as porosity and hydraulic conductivity, are difficult to measure on this scale. A traditional approach is to estimate changes in groundwater storage by constructing a water balance (Bales et al., 2011; Famiglietti, Wood, Sivapalan, & Thongs, 1992; Flerchinger & Cooley, 2000; Hood, Roy, & Hayashi, 2006) . A successful water balance can quantify changes in groundwater storage not define the total storage. Furthermore, a water balance does not provide information about where the changes in storage occurred. Currently, a method to spatially map the water holding capacity of the CZ does not exist.
The water storage capacity of the CZ could be calculated by integrating porosity over the study area-the challenge is obtaining porosity measurements over these large spatial scales. Estimates of porosity in the top 10 to 100 m of the Earth's subsurface over large spatial domains, particularly in crystalline rock, are uncommon because of the spatially limiting nature of measuring porosity, which often requires a physical sample. Traditionally, porosity is measured by
Archimedes method (Taylor, McClain, & Berry, 1999) , X-ray computer tomography (Sarker & Siddiqui, 2009; Wellington & Vinegar, 1987) , or laboratory nuclear magnetic resonance (NMR; Hinedi et al., 1993; Keating & Falzone, 2013; Merrill, 1993; Timur, 1969) . Porosity estimates are also made using downhole logging equipment: NMR (Freedman, 2006; Kenyon, 1997; Walsh et al., 2013) , neutron density (Ellis, Case, & Chiaramonte, 2003; Ellis, Case, & Chiaramonte, 2004; Keys, 1990) , and electrical resistivity (Archie, 1941; Bourlange, Henry, Moore, Mikada, & Klaus, 2003; Spichak & Zakharova, 2016) .
Porosity can be estimated from surface-based geophysical methods with the aid of a rock physics model. The rock physics model defines a relationship between a geophysical property (i.e., seismic velocity, resistivity, or dielectric permittivity) and a hydrologic property of interest (i.e., porosity or hydraulic conductivity). Previous studies have estimated porosity using electrical resistivity (Mota & Monteiro Santos, 2010; Turesson, 2006) , ground penetrating radar (Rehman, Abouelnaga, & Rehman, 2016; Turesson, 2006) , and seismic refraction (Hayes, 2016; Holbrook et al., 2014; Mota & Monteiro Santos, 2010) . The demand of spatially exhaustive geophysical measurements and the procurement of data required to validate the porosity estimates is one reason why porosity estimates of the CZ over large spatial scales are uncommon. In this study, we map porosity in three dimensions (3D) over an area of~58 ha using rock physics, ordinary kriging, velocities from seismic refraction and sonic logs, downhole NMR measurements, and physical samples.
To estimate porosity over a large spatial domain, we adapt two rock physics models: a porous medium model (Dvorkin & Nur, 1996; Dvorkin, Prasad, Sakai, & Lavoie, 1999; Hashin & Shtrikman, 1963; Mindlin, 1949 ) and a differential effective medium (DEM) model (Berryman, Pride, & Wang, 2002) . The rock physics models drive a Bayesian inversion that incorporates constraints from borehole NMR measurements, saprolite thickness from boreholes, and water level logs from seven boreholes. Porosity estimates are interpolated into 3D using ordinary kriging to produce a volume of porosities that are used to calculate the water storing capacity of the CZ. Our results
show that saprolite had the highest porosity but is mostly unsaturated.
Even though the averaged fractured rock porosity was less than half that of the saproilite, it has the highest water holding capacity because it is approximately four times thicker.
| HYDROPHYSICAL SETTING
The study site is located in the Sherman Batholith in the Laramie Range~20 km south-east of Laramie, WY (Figure 1 ). The Sherman
FIGURE 1
Map showing the location of bedrock boreholes (red stars), Geoprobe augered holes (blue circles), the hand dug well (yellow star), seismic refraction lines collected by Flinchum et al. (2018; dotted lines) , and the additional five seismic refraction lines collected for this study (solid black lines dot indicates start). The cyan line shows the location of the perennial stream and the magenta rectangle is the area which we interpolate and extrapolate the 2D data into 3D
granite contains large phenocrysts of potassium feldspar that weathers to a friable coarse-grained material, commonly referred to as grus (Eggler, Larson, & Bradley, 1969; Evanoff, 1990; Frost, Frost, Chamberlain, & Edwards, 1999) . The Sherman granite is composed of 30-40% microcline, 15-30% quartz, 20% plagioclase, 10-15% perthite, and 5-10% biotite (Edwards & Frost, 2000; Frost et al., 1999; Geist, Frost, Kolker, & Frost, 1989) . The study site receives 620 mm of precipitation annually, 90% of which occurs in the form of snow (Natural Resources Conservation Service, 2015) . A perennial stream in the southern valley ( Figure 1 ) drains a watershed area of 4.1 km 2 . During peak snow melt, the northern valley becomes a wetland with a small amount of standing surface water but is dry by mid to late July.
CZ structure at the study site was interpreted using the data from four boreholes and 25 seismic refraction profiles, which were configured to image the CZ under the small ridge in the study area . The CZ at the study site is divided into three units: saprolite and soil, weathered bedrock, and unfractured bedrock . Here, saprolite is significantly weathered to the point that it is friable but still retains the original fabric of the rock. The weathered bedrock is pervasively fractured near the saprolite/weathered bedrock interface but transitions to approximately one to three fractures per metre near the bedrock boundary Hayes, 2016) . The observations from Flinchum et al. (2018) suggest that the saprolite/weathered bedrock interface is subparallel to the surface topography, but the bedrock boundary is inversely related to the surface topography where depth to bedrock is greatest under the ridge and shallow under the valleys.
In total, 30 seismic refraction profiles (~7 line km) exist within the study area (Figure 1 ). In addition to the seismic profiles, the site contains seven boreholes drilled into bedrock, seven shallow Geoprobe holes that are limited to the saprolite, and one hand-augered well in the northern drainage ( Figure 1 ). Results from 25 profiles (L1-L28) and data from five of the seven boreholes (BW-1 through BW-5) were presented previously Hayes, 2016 Dethier, 2013; Olyphant, Pelletier, & Johnson, 2016; Parsekian, Singha, Minsley, Holbrook, & Slater, 2015; . Here, we picked first-arriving energy and inverted the travel times using travel-time tomography . Rays were traced through a mesh using a shortest path algorithm (Dijkstra, 1959; Moser, Nolet, & Snieder, 1992) . The models were updated by solving a regularized linear inverse problem. The ray-tracing and inversion steps were iterated until a satisfactory fit to the data was achieved.
The travel-time tomography problem is underdetermined; the solutions are nonunique; and the starting velocities may significantly influence the final model. We followed the method described by Flinchum et al. (2018) Survey geometry, profile locations, velocity models, and model fits for L1-L28 can be found in Flinchum et al. (2018) . An additional five profiles (L29-L33) were collected to improve the ability to interpolate a 3D volume from 2D lines and intersect the two additional boreholes (BW-6 and BW-7) that were drilled (Figure 1) . Survey geometry and model fitting criteria for the additional five lines are shown in Table 1 . In the text, L29 and L27 are highlighted because they intersect the majority of the boreholes. L29 was collected in June of 2016 with 1-m geophone spacing and 12-m shot spacing (Table 1) .
L27 was collected in September of 2015 with 1-m geophone spacing and 10-m shot spacing . We do not expect different acquisition geometries and collection times to have a substantial effect on the velocities at this scale.
| Nuclear magnetic resonance (NMR)
NMR capitalizes on a nuclear phenomenon that hydrogen protons in water preferentially align with a magnetic field and oscillate at a specific frequency called the Larmor frequency (Bloch, 1946 ). An NMR measurement is made by applying a secondary magnetic field to perturb the magnetic moment of the hydrogen protons (Legchenko & Valla, 2002) . After removal of the applied field, the protons relax back to equilibrium. The relaxation is primarily a function of the surface to pore volume ratio (Falzone & Keating, 2016; Grunewald & Knight, 2011; Keating & Falzone, 2013) . The magnitude of the measured signal is proportional to the number of hydrogen atoms (i.e., water volume). The reader is referred to Behroozmand, Keating, and Auken (2015) for a comprehensive review of environmental NMR principles.
To obtain porosity from NMR data, we must assume the pores or fractures are fully saturated. This is a reasonable assumption for the downhole NMR data collected below the water table. In this manuscript, we do not attempt to obtain porosities in the vadose zone with the NMR data.
In this study, we made downhole NMR measurements in BW-1, BW-4, and BW-5 ( Figure 1 ) using a Javelin JP350 (Vista Clara, Mukilteo, WA; Walsh et al., 2013) . The Javelin measures water content in four cylindrical shells of varying radii (14.0, 15.9, 17.8, and 19.7 cm) and has a vertical zone of sensitivity of 0.46 m (1.5 ft). The data were collected in 0.5-m intervals starting at the bottom of each hole and ending at the surface. The NMR measurement was collected using two different recovery times (Tr): the first enhances data quality for short relaxations (Tr = 800 ms) and the second captures long relaxations (Tr = 4,000 ms). The average number of stacks for Tr = 800 ms was 72, and the average number of stacks for Tr = 4,000 ms was 20.
To improve signal to noise, we used a moving average filter over five measurements and combined measurements from all four cylindrical shells. The vertical moving average increased the signal to noise by a factor of three at the cost of reduced vertical resolution.
| Porosity measurements
In this study, 25 samples were obtained using a Geoprobe (Model (5.1 cm) samples were cut off at the bottom of each push core and wrapped in parafin wax to conserve any residual water in the samples.
No attempts to prevent compaction were made.
Volumetric water saturation was measured by weighing each sample, drying the samples in an oven at 100 C for 24 hr, and re-weighing.
The bulk density was calculated by dividing the dry weight of the sample and the volume. Grain density was measured eight times using dried samples from different depths. The average grain density was 2.59 ± 0.04 g cm . Porosity was calculated using the volume and the grain density and the relationship shown in Equation (1):
where ρ bulk is the bulk density and ρ grain is the grain density. Compaction was calculated by subtracting the total length pushed from the length of core recovered and then normalized by the length pushed.
For the deepest cores (greater than approximately 3-m depth), compaction was on the order of 0-10%, whereas the uppermost samples (less than~3 m) experienced the highest compaction between 15%
and 50%. Reported porosities are likely underestimated because a correction factor for compaction has not been applied.
| Sonic velocities
For this study, full waveform sonic data were collected with a Mount Sopris QL40-FWS (Colorado, USA) and processed with WellCAD (vrs.
5.1 build 504) software using a semblance algorithm that estimates slowness (1/velocity) by searching for similarity across a threereceiver array. In our data, 15 slowness scans with a 50 μs window width were calculated across the three receivers for each depth. The algorithm sums up the amplitude values within a given time window for one receiver and then stacks this value with corresponding values from the window of the other two receivers. First arrivals (P-wave, Swave, Tube wave, etc.) were picked at each depth. The picking was initiated with an automatic picking algorithm based on time-windowed semblance energy and then checked manually. The logs provided both P-wave and S-wave velocities as a function of depth.
| Bayesian rock physics inversion
Rock physics models provide relationships that link rock and fluid properties to measurable geophysical properties. Our rock physics models predict seismic velocity as a function of mineralogy, porosity, and water saturation of the material. Several rock physics equations have been proposed for fractured rock (Berryman et al., 2002; Budiansky & Oconnell, 1976) and porous media (Biot, 1941; Dvorkin et al., 1999; Dvorkin & Nur, 1996; Gassmann, 1951; Hashin & Shtrikman, 1963; Mindlin, 1949) . The saprolite is similar to a porous medium (based on inspection of the samples), but below the saprolite is fractured rock (based on the borehole televiewer logs). Therefore, we utilize two rock physics models. For the saprolite, we use a rock physics model based on Hertz-Mindlin theory and Hashin-Shtrikman elastic bounds (Hashin & Shtrikman, 1963; Mavko, Mukerji, & Dvorkin, 2009; Mindlin, 1949) . This model has been used successfully to estimate porosity in saprolite using seismic refraction velocities (Hayes, 2016; Holbrook et al., 2014) . For the fractured bedrock, we utilize a DEM (Berryman et al., 2002 ) that estimates seismic velocities by integrating the effect of infinitesimal penny-shaped cracks filled with a material (air, water, or clay).
The inverse problem associated with the estimation of rock and fluid properties from geophysical attributes presents several challenges: The rock physics model is generally non-linear; the measured data are not perfect due to limited signal to noise and the resolution Note. The geometry for the other 25 lines can be found in Flinchum et al. (2018) . RMS: root mean square.
of the geophysical tools; and the solution of the inverse problem might not be unique due to the number of rock and fluid configurations with a similar seismic response. To overcome these challenges, we employ a Bayesian inverse method in which the rock physics model is used to generate a training data set, and the solution is a set of probability distributions of rock and fluid properties. The Bayesian inversion method calculates the posterior distribution of porosity and water saturation given the measured seismic velocities using Bayes' Rule: can be implemented but can be computationally demanding. In our implementation, we adopted a hybrid approach. We generate a training data set composed of samples from the prior distribution. We compute the velocities for each porosity and water saturation using rock physics models and approximate the joint distribution of model parameters assuming a multivariate Gaussian distribution. If the joint distribution is Gaussian, then the conditional distribution is also Gaussian and has an analytical solution (Tarantola, 2005) . The solution can be uniquely identified by the posterior mean μ m ∨ , d and posterior covariance matrix Σ m, ∨ d . The two statistical estimators can be then computed as
and for the conditional variance
where μ m is the prior mean, Σ md is the cross-covariance matrix between the model parameters and the data, Σ dd is the covariance matrix of the data, Σ e is the covariance matrix of the measurement errors, μ d is the mean of the data, and Σ m is the prior covariance matrix.
The calculation of the training data set for the porous medium model can be broken down into a series of steps (details in Supporting Information): (1) calculate the elastic properties (bulk modulus, shear modulus, and density) of the solid phase (i.e., rock with zero porosity) using a Voight-Reuss-Hill average (Hill, 1963; Mavko et al., 2009) , (2) calculate the elastic properties of the dry rock at the critical porosity (Helgerud, 2001 ; Helgerud, Dvorkin, Nur, Sakai, & Collett, 1999;
Mindlin, 1949), (3) calculate the elastic properties of the dry rock as a function of porosity using the upper and lower Hashin-Shtrikman boundaries (Hashin & Shtrikman, 1963) , (4) calculate the elastic properties of the dry rock beyond the critical porosity Nur, Mavko, Dvorkin, & Galmudi, 1998) , (5) calculate the elastic properties of the saturated rock using fluid-mixture elastic averages and
Gassmann's equations (Brie et al., 1995; Gassmann, 1951) , and finally (6) calculate the velocities from the elastic properties. We define a range of possibilities for the stiffness of the rock by using both the lower (soft) and upper (stiff) Hashin-Shtrikman boundaries. The rock physics model shows decreasing velocity as porosity increases (Figure 2a ).
For the fractured rock, we generate the training data using the Berryman DEM model (details in Supporting Information), which can be broken down into a series of steps: (1) calculate the elastic properties of the rock with zero porosity using the Voight-Reuss-Hill average (Hill, 1963; Mavko et al., 2009) , (2) calculate the elastic properties of the fluid using Brie's method (Brie et al., 1995) , (3) calculate the elastic properties of the saturated rock with cracks filled with fluid by solving a system of differential equations (Equations (1) and (2) from Berryman et al., 2002) , and (4) calculate the velocities from the elastic properties. We define a range of possibilities by using two different crack aspect ratios. The area between these two curves defines the range of possible velocities for a given porosity (Figure 2b ).
The two rock physics models are used to calculate the likelihood function using Bayes' Rule (Equation (2)). The selection of the forward model is based on a velocity that is consistent with the casing and augering depths, which represents the boundary between saprolite and fractured rock (see Section 5). If the velocity we are inverting for is above the saprolite/weathered bedrock boundary, we use the Hertz-Mindlin model, otherwise we use the DEM model. The training data set is constructed at every depth by sampling 1,000 porosity and water saturation combinations from a prior distribution and using the rock physics models to calculate corresponding velocities (details in Supporting Information). To estimate the elastic properties of the granite at zero porosity, we follow the mineralogy described by Edwards and Frost (2000) and use the mineral elastic properties found in Mavko et al. (2009;  Table 2 ). Using a Voight-Reuss-Hill average, we expect a P-wave velocity of 5.92 km/s and S-wave velocity of 3.40 km/s at zero porosity for the Sherman granite.
| Porosity calibration
Rock physics models are site specific and must be calibrated to match experimental measurements. In our rock physics models, the parameters that need to be determined are the critical porosity, the number of grains per contact (Equation S5), and the aspect ratio of the frac-
tures (Equation S14
). There are a limited number of studies that measure velocity and porosity on weathered granite. Thus, to calibrate the rock physics models, we include porosity and velocity measurements from the Oporto granite (Begonha & Braga, 2002) Holbrook et al. (2014) and our measured porosities ( Table 3 ) and assume that the velocity from the nearest seismic refraction profile is equivalent to the velocity where the sample was taken (Figure 2c,d ). To our knowledge, these are the only data that provide a relationship between porosity and P-wave velocity of saprolite. To calibrate the DEM model, we followed a similar approach. We selected a range of crack aspect ratio values that encompassed our calibration points. To provide a range, we selected the upper and lower values of the alpha parameter (Figure 2d ). The lower boundary corresponds to a crack aspect ratio of 0.005, and the upper boundary has a crack ratio of 0.025 (Equations S13 and S14; Figure 2d ). The calibration data were in the centre of these boundaries; thus, we used a
Gaussian distribution between the two boundaries ( Figure 2d FIGURE 2 The two rock physics models used to relate porosity and P-wave velocity. Areas in grey are possible velocities for a given porosity. Both plots were calculated assuming no saturation. (a) The Hertz-Mindlin model, the equations and details for the generation of this relationship are found in Equations S1-S10. (b) The DEM model for penny shaped cracks (Berryman et al., 2002) . The alpha describes the crack aspect ratio where larger alpha values are less elliptical, and larger values are more spherical. Equations for this model can also be found in Equations S1-S3 and S11-S18. Panels c and d show the calibrated rock physics models. The symbols correspond to measured porosity and velocity values: blue crosses are from Begonha and Braga (2002) , red circles are from Sousa et al. (2005) , grey diamonds are from Novakova et al. (2012) , grey x's are from this study (Table 1) , and black x's are from Holbrook et al. (2014) . The colour map represents the probability function used in the likely hood generation. (c) The Hertz-Mindlin model with a critical porosity of 0.4 and a number of grains per contact of 4. We used a log normal distribution to make it more probably to estimate data points closer to the lower boundary. (d) The DEM model where the boundaries correspond to crack aspect ratios of 0.008 and 0.023, respectively. We used a normal distribution between these two bounds to generate the points for the training data set. DEM: differential effective medium in the northern drainage (Figure 1) , and assuming that the stream in the southern drainage is connected to the groundwater, we modelled the potentiometric water surface across our study area using the data (Figure 3a,b) .
| Drilling
Because we use two rock physics models, one for the saprolite and one for the fractured rock, we must define a boundary that separates them. We rely on casing depths of seven deep boreholes and the depths of refusal of the Geoprobe boreholes in conjunction with seismic refraction tomograms to approximate the velocity of the boundary separating saprolite and weathered bedrock. We make two assumptions using this analysis: (a) drillers seek a solid surface to set casing; and (b) the Geoprobe auger will not penetrate solid rock. We calculated the seismic velocity at the casing depth or refusal depth of each hole from the nearest seismic transect (Figure 3c ). From the 13 estimates, we find that the casing depths or refusal depths occur in conjunction with an average velocity of 1.1 +/− 0.18 km/s at depths ranging from 4.1 to 17.9 m (Figure 3c ).
| RESULTS

| Laboratory porosity measurements
The 25 The samples were orange in colour and contain large K-spar crystals intermixed with fine grains (Figure 4b -e). Residual granitic structure could still be observed through the plastic casing. Upon removal from the casing, samples would crumble to a loose gravel with visible finegrained material. There was no trend of porosity with depth (Figure 4 a). Uncertainty was calculated by substituting one standard deviation of the measured grain density (Equation (1)).
Residual water content for all 25 samples was at or below 0.10 m 3 /m 3 (Table 3) . We assumed that all water in the sample was preserved from collection and that the water content is equally distrib- 
| Surface geophysical results
Seismic refraction lines showed slow velocities (V p < 2 km/s) dominating under the ridge and high velocities (V p > 4 km/s) coming close to the surface in the valleys ( Figure S1 ). Line geometries and final model root mean square error are shown in Table 1 . We focus on the results of two profiles, L29 and L27, because they intersect most of the boreholes and Geoprobe holes (Figure 5 ), but the velocity profiles for all 30 profiles can be found in Figure S1 . where this velocity region is based on the average velocity at the bottom of casing and refusal depth of the Geoprobe holes ( Figure 3c ).
There was no clear refractor in the seismic data, and without the drilling results, we would not have interpreted this boundary. The region defined by the 1.1 ± 0.18-km/s velocities contours appears to be correlated with the water table (Figure 3c ; Figure S1 ).
| Borehole geophysical results
We collected downhole NMR, V p , and V s sonic velocities in BW-1, BW-4, and BW-5 ( Figure 6 ). Sonic velocities were limited to fully saturated regions in the borehole because water is required to couple the Instead, we logged the nearby Geoprobe well BWG-6 (11-m west) in the unsaturated zone to assemble a more complete depth profile (Figure 6c ). We are still missing 5 m of NMR data due to the instrument length, our vertical averaging scheme, and the fact that BWG-6 was~2 m short of the casing depth in BW-1. with the water contents we measured in the porosity samples (Table 3) .
| PRIOR CONSTRUCTION AND SENSITIVITY
The We ran a series of sensitivity tests to determine how much the inverted porosity sections depend on the prior functions (Supporting Information). These tests show that it is important to constrain the water saturation, but regardless of the prior function, the porosity at depths less than about 10 m (velocities <1.1 km/s) and greater than about 40 m (velocities >4.0 km/s) are not strongly dependent on the prior function. They also show that when the water table and weathered bedrock boundary are disconnected, the inversion produces porosity artefacts ( Figure S2 ). The area in the model most influenced by the prior function, and thus the highest uncertainty, is the fractured bedrock (1.1 < V p <~4 km/ s). We feel justified to constrain these porosities between 0 and 0.2 m 3 /m 3 based on the measured water contents in the three borehole NMR soundings ( Figure 6 ) and literature values (Begonha & Braga, 2002; Goodfellow et al., 2016; Novakova et al., 2012; Sousa et al., 2005) .
| POROSITY INVERSION RESULTS
We investigate the inversion's performance in the fractured rock by comparing inverted porosities from the sonic velocities to the downhole NMR porosities. All of the data presented were inverted using a prior of 0.2-0.5 m 3 /m 3 that transitions to a range of 0-0.2 m 3 /m 3 when the velocities are greater than 1.1 km/s (Figure 7 ).
The water saturation prior ranges between 0 and 0.1 m 3 /m 3 and
FIGURE 7
The prior functions used for this study. The dark blue lines represent the saturation, which goes from less than 0.1 near the surface and transitions over 4 m to the full saturation below the 1.1-km/s boundary. The black lines show the porosity prior, which range from 0.3 to 0.5 in the saprolite and transitions to less than 0.2 over 4 m transitions to near full saturation for velocities greater than 1.1 km/s.
We assume that the water saturation and weathered bedrock boundary occur at the same location given the correlation between the casing velocities (Figure 3d ) and the velocity at the water table (Figure 3 c). This assumption slightly alters the hydrologic condition of the study area but will reduce porosity artefacts in the final inversions ( Figure   S2 ). We use the Hertz-Mindlin rock physics model for velocities less than 1.1 km/s and the DEM model for velocities greater than 1.1 km/s.
| Surface
The This spike was below the resolution of the NMR, or it is a fracture that is unsaturated. In almost every case, the sonically estimated porosity is higher than the NMR porosity ( Figure 9 ). One possible explanation for this difference is that the NMR data will only measure fractures filled with water, whereas the seismic velocities will be sensitive to all fractures-similar to the difference in total and effective porosity. Furthermore, if fractures along the borehole are sporadic, the sonic wave field, which sampled a slightly larger volume, would have a higher probability of encountering more fractures, producing a lower velocity and a higher porosity estimate. A quantitative comparison between 
| Extrapolation to 3D
One goal of the study is to calculate the total water storage capacity of the CZ-specifically understanding the storage capacity over watershed scales. Here, we interpolate the porosity values along all measured seismic profiles ( Figure 10a ) to a 3D volume using ordinary kriging following the same methods described by Flinchum et al. (2018) . The extrapolation into 3D follows five steps: (1) remove topography, (2) calculate and fit experimental variograms Because of the high spatial density of the data set, we can observe significant spatial patterns (Figure 11a-d) . At shallow depths, the porosity under the ridge is higher than that of the valleys (Figure 11a ). At greater depths, the large porosities under the ridge are emphasized.
At 25 m below the surface, there is a section of relatively high porosities located directly under the ridge (Figure 11c ). Remnants of this high porosity region can be seen all the way to 35 m below the surface (Figure 11d ). This spatial pattern of porosity is consistent with the interpretation that the fresh bedrock is deepest under the ridge .
Here, we calculate the water holding capacity, or the total integrated porosity (e.g., Holbrook et al., 2014; Klos et al., 2018) of the CZ. This value represents the amount of water that can be held in the subsurface assuming that all of the porosity is filled with water.
In map view, we normalize by the area of each pixel (100 m 2 ) so that the water holding capacity is expressed as depth ( We can break down the spatial patterns of porosity in an even more detailed way using the corresponding 3D seismic velocity volume. The seismic velocity volume can be used to map the three main units discussed by Flinchum et al. (2018) : saprolite and soil, fractured bedrock, and fresh bedrock. We recalculated the volume presented in Flinchum et al. (2018) to incorporate the additional five seismic refraction lines that were collected (Supporting Information).
To define the bottom of saprolite, we extract the 1.1-km/s velocity contour from the volume (Figure 12a ). This velocity is based on the casing and final depths of the Geoprobe boreholes and represents the boundary separating the saprolite and weathered bedrock (Figure 12c ). To define the bottom of the fractured rock layer, we extract the 4.0-km/s velocity contour from the volume (Figure 12 b). This velocity was selected based on a seismic refraction survey conducted on an unfractured outcrop in the area . The average thickness of the saprolite and fractured bedrock ). The saprolite makes up about~34% of the total water storage; the fractured bedrock makes up~55%; and the fresh bedrock (down to~80 m) accounts for the remaining~11% of the water storage (Figure 12c ).
| Uncertainty estimates
There are two major uncertainties associated with the porosity estimates. The first is associated with the porosity inversion. This uncertainty is characterized by a standard deviation outputted by the Bayesian inversion. The second is associated with the extrapolation from 2D to 3D, which can be characterized using the kriging variance.
We look at the uncertainty in terms of the maximum volume of water that can be held in our study region (m 3 ). To quantify the uncertainty associated with the inversion, we input the 30 inverted porosity transects minus one (−1σ) and plus one standard deviation (+1σ) from the Bayesian inversion into the kriging algorithm. We use the same variograms and kriging parameters to calculate a minimum and maximum volume. The volume is calculated by summing the porosities vertically and multiplying by the area of each pixel. We show the total water holding capacity and then express the fractions of saprolite, fractured rock, and bedrock as percentages for each of these calculations (Table 4 ). The water holding capacity of the volume is 2.8e6 m 3 (for Figure 11e) . If the interpolation/extrapolation had no uncertainty, we would expect the water holding capacity of the study area to be~2.8e6 +/− 0.5e6 m 3 .
To quantify the uncertainty associated with interpolation, we use the kriging variance (Figure 10d ). The total water storing capacity of the volume plus one standard deviation from the kriging variance is 4.2e6 m 3 , and the volume subtracting one standard deviation is 1.7e6 m 3 (Table 4 ). This value is much larger than the uncertainty of the inversion. This value is so much larger because we are interpolating~7 line km of data to an area 58 ha.
There is one more uncertainty that must be discussed even though it is difficult to quantify, namely, the issue of scale. By definition, the porosity is the percentage of void space in the material. If the porosity or fracture density is not uniform, then the porosity will be dependent on the volume sampled. In this paper, the downhole NMR sampled a volume of~0.12 m 
| Implications for CZ evolution
Understanding the processes responsible for generating porosity in the deep CZ is vital to improve understanding of near-surface processes, especially over landscape scales. These processes convert bedrock into a material that can sustain life by storing water and providing nutrients (Graham, Rossi, & Hubbert, 2010) . If the weathered material has not been expanded or perturbed (i.e., strain = 0), then porosity can be used to map chemical weathering (Hayes, 2016) . If we could determine strain, the porosity volume (Figure 10c ) could be used to map chemical weathering.
Models that provide mechanisms to understand CZ structure over large spatial scales often rely on proxies such as topographic attributes Clair et al., 2015), or water level measurements (Braun, Mercier, Guillocheau, & Robin, 2016; Goodfellow, Hilley, & Schulz, 2011; Rempe & Dietrich, 2014) . This study provides porosity, a possible proxy to chemical and physical weathering. Estimating and mapping spatial patterns of porosity on these large spatial scales opens the door for improving and understanding the processes that shape the deep CZ. The ability to map and quantify porosity in weathered crystalline environment 3D could reveal clues about the processes that dominate the evolution of deep CZ structure.
| Highlighting key challenges
The analysis presented in this manuscript highlights some of the difficulties in estimating porosity over large spatial scales using near-surface geophysics. A key challenge is the calibration of the rock physics models. But in weathered materials, specifically weathered granite, hydrological and geophysical parameters are rarely quantified simultaneously-making calibration difficult. There is a need to define the relationships between geophysical and hydrologic parameters in weathered granites so that this type of analysis can be expanded
FIGURE 11
Examining the porosity volume through depth sections. All data shown uses only data that had a kriging variance less than 0.01. (a) Porosity at 5-m depth, (b) porosity at 15 m depth, (c) porosity at 25-m depth, (d) porosity at 35-m depth, and (e) the integrated water holding capacity. This is a map that represents how many metres of water it would take to fill each pixel and has been normalized by the area of each pixel (100 m 2 )
elsewhere. The inversion framework presented here does not need to be limited to a single geophysical parameter (i.e., seismic velocities); it just requires a working and calibrated rock physics model and an independent method to validate the inversion throughout the study area.
The caveat is that in weathered crystalline rock environments, it might be important to combine different rock physics models because the physics that govern porous media are different from those that govern fractured media.
| CONCLUSIONS
In this paper, we present a novel method to estimate porosity over large spatial scales (~58 ha). The Bayesian porosity inversion utilized two rock physics models: a porous medium rock physics model for the saprolite (velocities ≤1.1 km/s) and a DEM model for the fractured rock portion of the subsurface. To improve porosity estimates, we used a modelled map of water table depths based on seven observation wells. Our porosity volume revealed a large region of high porosity under the ridge. Because of the spatial coverage of the data, we were also able to quantify the water holding capacity of the saprolite, fractured bedrock, and remaining fresh bedrock. Overall, the saprolite had the highest average porosity but only made up about 34% of the total water storage. The fractured bedrock had a relatively low average porosity. But since it was approximately four times thicker than the saprolite, it accounted for about 55% of the total water storage.
The remaining 11% is found in the fresh bedrock unit that had a low Geophysics award (2016) . All the data used in the publication is hosted on the Wyoming Center for Hydrology and Environmental Geophysics data discovery portal at http://wycehg.wygisc.org. We would like to thank the numerous undergraduates who helped with geophysical acquisition over the course of two summers, under the leadership of Mathew Provart. We are also extremely grateful to many others for thoughtful discussions and constructive criticism to improve the manuscript. We are grateful for the three reviewers who provided excellent suggestions that helped improve this manuscript.
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