In this manuscript, we will investigate the deconvolution method for recovering pulse arrival times and amplitudes using synthetic data.
I. INTRODUCTION
In [1] , a new deconvolution method was used to investigate intermittent time series. In this contribution, we will provide details of the method, answering sevelral questions:
1. How large can gamma be before pulses can no longer be distinguished? A range of γ should be used: γ ∈ {0.1, 1, 5, 10, 50, 100}.
Can different waiting time distributions and arrival time distributions be separated?
3. What happens if the pulse shape is wrongly estimated?
4. What happens with a distribution of duration times? (Related to the above). Compare Cond. av, PSD.
What is the residual? Should we expect a normal distribution?
See div_math_results_FPP/subtract_rand_var. 6 . What is the effect of noise? How can noise be handeled?
• Problems with non-positive definite signal?
• Alt: Positive definite noise? Gamma? Rayleigh?
7. Compare to conditional averaging.
8. See running_average. Does this allow for some better determination of M and D than (19) and (24)? 9. For γ → ∞, the FPP approaches an OU-process and f K therefore approaches white noise.
Compare all results to the white noise case. Question 1 should be answered first, as this will significantly limit the amount of signal generation time. Then question 2 is necessary for robustness. If different distributions give the same result, then there is no use in performing the deconvolution to begin with.
In question 2, the ability to estimate tw and mA should also be assessed.
Both question 1 and 2 should be answered using both a deconvolved time series and the base forcing f .
We are never completely certain of the pulse shape, thus question 3 is relevant. Use both pulses with different td and lambda in the deconvolution to see how robust it is. Also, completely different shape (Lorenzian?)
Noise is likely to corrupt everything, and so all investigations should ideally be performed both with and without noise.
II. QUESTION 1
We use time series with θ = t/τ d = 10
−2 . In all cases, the deconvolution procedure runs for 10 5 iterations. As discussed in Appendix IV, the ratio between the expected number of found events and the number of events of the underlying time series is
We can therefore provide the following table:
γ 10 It is clear that for γ ≤ 5, the performance is good and reasonably as expected. For γ ≥ 50, the performance drops significantly and more than expected as we run into a different issue: In order to separate out a peak, it must be larger than its neighboring points. This naturally leads to a situation where no more than one third of the time series can be labeled as a peak, no matter how dense the peaks actually are (if we only consider a peak and its neighbors and consider them iid, all 6
FIG. 1. Number of found events as a function of total number of events permutations of ordering are equally likely. 2 of these give the midpoint as the largest, so the chance of a given point being a peak is 1/3). For K/N 1/3, this has no effect, but as K/N approaches 1/3, this becomes a hard limit as seen in the last row of the table. Since the FPP approaches an
Ornstein-Uhlenbeck process, the process containing the peaks, f K , approaches white noise. It is a simple matter to confirm numerically that the algorithm saturatates at F /N = 1/3 when replacing f K by white noise. For this reason, limiting ourselves to γθ ≤ 10 −1 is necessary.
As an example of a realistic time series, we choose θ = 0.05. values, there is significant discrepacy which must be taken into account. We have also plotted F / K as a function of γθ. It is clear that for γθ < 0.1, F ∼ K , but above the ratio falls of as 1/(γθ).
FIG. 2. Number of found events as a function of time series length

III. QUESTION 2
Here and in the following, θ = 10 −2 . We can investigate the forcing f without convolving and deconvolving the time series, to see how pulse overlap affects the result. In the figures below, the result is presented. For γ ≥ 50, we see the same as before: Too much pulse overlap distorts the recovery of the distributions even in the absence of noise or deconvolution. Even for γ ≥ 5, the amplitude distribution begins to change mean value. The same essential results are found for many different combinations of amplitude and waiting time distributions, and so in the deconvolution we will concentrate on γ ≤ 10.
In some cases, results are worse; see Fig. 5 . In some, they are better; see Fig. 6 . 
IV. THE NUMBER OF EVENTS IN A DECONVOLVED TIME SERIES
When generating synthetic time series based on Poisson processes, one way of finding the location of events is to uniformly distribute the K events over a time array of size N . As the time array is by necessity discrete, this amounts to sorting K events into N locations. After the events land in the locations, the order in which they arrive does not matter.
It is sometimes (as when doing deconvolution) of interest to know how many locations have events, as after two events arrive at a location, they can no longer be separated. By necessity, the number of locations with events F fullfills F ≤ K and F ≤ N .
The goal of this contribution is to find the probability mass function of F for given K and N ,
We start by observing that for N locations and K events, there are N K possible permutations of events into locations as the events are assumed to be i.i.d. uniformly distributed over the events. Also note that if we have F filled location, the K events are uniformly distributed over these as well.
There are N F ways of choosing the F filled locations from the N available locations, and all are equally likely.
According to the twelefold way [2] , the number of ways of distributing the K indistinguishable events over the F distinguishable locations is given by the number of permutations of surjective functions h : K → F . This is given by f !S(K, f ), where S(K, f ) are the Stirling numbers of the second kind, see [3] .
Putting this all together, we therefore have
where (N ) f is the falling factorial. A few properties of the falling factorial and the Stirling numbers are useful in the following:
The two first relations are properties of the Stirling numbers and the last relation is easily derived from expressing the falling factorial as Gamma functions. Note that the sum in (2) can also be taken from 1 to min(N, K), as (N ) f = 0 for N < f and S(K, f ) = 0 for K < f .
FIG. 6.
Amplitude distribution of found events for exponentially distributed amplitudes and periodic waiting times.
From Eqs. (1) and (2), it is easily seen that the pmf sums to 1. The mean value is given by
Note that for K 1, we can write
A. The expected number of events
Often, we do not know K, but we know N and have estimates of γ and θ and can assume K to be Poisson distributed with K = γθN . In this case, it is useful to find F given γ and θ instead of K:
Here, a property of the Stirling numbers was used to the fourth line and the sum over f is calculated by the Binomial formula. This implies that if we have a data time series over N data points with estimated γ and θ = t/τ d , the expected number of total events is indeed K = γN θ, but after deconvolution, the expected number of found events is F |γ, θ, N (from now on, this is just called F . For γθ 1, the exponential in Eq. (6) can be expanded and F ≈ K , but for γ ≈ 1/θ, giving K ≈ N but F ≈ 0.6N as many events arrive at the same discrete time location.
B. Estimating A
We have K events with mean value A . Note that as many events arrive at the same discrete time location, this is the same as fewer events F with larger mean value A . We cannot equate
A with A , but the sum of all events sould be the same, regardless of where they arrive. Thus the correct equation is
V. SOME EXAMPLES ON THE RESIDUAL OF THE DECONVOLUTION
When performing the deconvolution of the shot noise process Φ, we arrive at an estimated shot noise process Φ. The residual is
Empirically, this is not normally distributed. This may seem surprising, so here we perform some calculations which should give some intuition regarding these signals.
A. Subtraction of two random variables
Let X and Y be random variables, with the joint probability density function (joint PDF) p X,Y (x, y). Then, using the same procedure as for the sum of two random variables in [4] , we have that the PDF of
B. Subtraction of signals
We assume Φ to be Gamma distributed, Φ ∼ Γ(γ, A ), where γ is the intermittency parameter (shape parameter) and A is the mean event amplitude (scale parameter). If we get nothing right except the distribution of Φ, we have Φ ∼ Γ(γ, A ), with Φ and Φ independent. In [5] it was argued that Eq. (24) in that contribution is the characteristic function of one Gamma distributed variable added to a random variable with a Gamma distribution mirrored onto the negative real axis. This is just the situation we have here, so for Z = Φ − Φ, the probability distribution p Z (z) is
where K a (x) is the modified Bessel function of the second kind [3] .
C. Subtraction of amplitudes
Instead of considering the signals, let us consider the estimated amplitudes, and assume that the arrival times are correctly estimated.
D. Correct distribution, independent amplitudes
Consider the case where the amplitudes are only correct up to the distribution, that is A ∼ exp(1/ A ) and A ∼ exp(1/ A ), but A and A are independent. In this case, Z is a shot noise process with amplitudes A Z,k = A k − A k , and it is simple to show that the resulting amplitudes are Laplace distributed with vanishing location parameter and scale parameter A ,
In this case, the distribution of Z is identical to Eq. (10) [6] , with γ replaced by γ/2.
A normally distributed around A
If A is normally distributed around A, such that A|A ∼ N (A, σ 2 ), where σ 2 is the variance of the normal distribution, then the distribution of the amplitudes of Z, A Z,k are normally distributed with zero mean and variance σ 2 . To see this, note from Eq. (9) that
Note that here, σ is not directly connected to the original amplitudes, but to how well the amplitudes are estimated. The moments of A Z are given by
where (n − 1)!! is the double factorial. The characteristic function of Z is given by [6] ln C Z (u) = γ 
for two-sided exponential pulse shapes and intermittency parameter γ. For our case, we have
E. Subtraction of point processes
The shot noise process can be written as Φ = [f * φ](t), where f is a superposition of delta pulses and φ is the pulse shape. In the deconvolution, we attempt to fit f , such that Φ = [ f * φ](t) and
If f is normally distributed around f , f ∼ N (f, σ 2 ), then f − f ∼ N (0, σ 2 ) and Z follows a normal distribution. Note that this is only the first step; amplitudes and arrival times are estimated from f which may push the situation to something resembling the situations above.
F. Conclusion
These few toy examples show that ideally, one might expect a normally distributed residual, but exponential tails can easily arise.
