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Resume - Lorsqu'on recentre Ia region de confiance usuelle en un estimateur de James-Stein, 
on peut, sous certaines conditions, obtenir une probabilite d'occurence uniformement 
superieure. Nous etendons ce resultat, deja connu pour !'estimation de la moyenne d'un 
vecteur normal, a !'estimation du parametre de position de lois a symetrie spherique lorsque le 
parametre d 'echelle est inconnu. 
Improved confidence sets for spherically symmetric distributions 
Abstract - Domination of the least squares estimators by classes of shrinkage estimators has 
been intensively studied. When the risk is related to the coverage probability of the recentered 
confidence set, Hwang and Casella (1982) have established the domination of the lse by the 
positive-part James Stein estimators (1.1) for a range of values of the constant a and Hwang 
and Chen (1986) have generalized this result for spherically symmetric distributions. However, 
the case of unknown scale parameters has not been dealt with analytically. We give here a 
class of recentered set estimators which dominate the usual one for a class of ssd; the constant 
a belongs to an interval (O,a0 ] with upper bound solution of (2.3). 
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1. Introduction - Depuis les travaux initiaux de Stein (1956), !'estimation du parametre de 
position des lois a symetrie spherique a ete etudiee par de nombreux auteurs (on pourra 
consulter Berger (1985) pour une revue). La plupart des travaux ne considerent que 
!'estimation de la moyenne d'une loi normale multidimensionnelle mais Cellier, Fourdrinier et 
Robert (1987) ont montre que, si l'on disposait d'observations en nombre strictement 
superieur au nombre de parametres estimes (situation qui inclut le cas de Ia variance connue a 
un facteur multiplicatif pres), les estimateurs a retrecisseur soot robustes; les conditions 
suffisantes de domination de l'estimateur des moindre carres obtenues pour Ia loi normale 
peuvent etre etendues aux lois a symetrie spherique et ne dependent pas de Ia loi consideree. 
Si l'on observe z = (x',y')', resultant d'une loi a symetrie spherique de dimension p + q, 
de paramchre de position (0',0')' et de matrice de dispersion u 2Ip+q' il est bien connu que les 
estimateurs de James-Stein tronques 
+ IIYII 2 ( ) + 6a (z) = 1 - allxll 2 x , (1.1) 
ou (t)+ = max(t,O), dominent uniformement l'estimateur des moindres carres, 60(z) = x, pour 
le risque quadratique usuel si 0 $ a $ 2(p-2)2~~;). L'extension au cas d'une loi a symetrie 
spherique decoule de Cellier et al. Les estimateurs de James-Stein tronques ne sont pas 
admissibles mais on ne connait pas d'estimateur les dominant uniformement (voir Bock 
(1988)). 
Ces estimateurs presentent egalement un interet pour !'estimation par region de 
confiance. En effet, Hwang et Casella (1982) ont montre que la region de confiance usuelle, 
(1.2) 
est dominee par Ia region de confiance recentree 
(1.3) 
lorsque a t [O,a0) et x suit une loi normale, 7J(O,Ip), au sens ou ces deux regions ont meme 
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volume et 
p 8(0 c C0 ) $ p 8(0 c C~) , 
uniformement en 0. Ils ont ensuite elargi Ia borne a 0 (Hwang et Casella, 1984) et etendu leur 
resultat a une classe plus grande d'estimateurs (Casella et Hwang, 1987). La borne a 0 depend 
du rayon c (i.e., du degre de confiance choisi) et decroit vers o quand c tend vers + oo. 
Hwang et Chen (1986) ont donne des bornes pour les lois a symetrie spherique, les 
bornes dependant explicitement de Ia distribution. Dans tous les cas, Ia matrice de dispersion 
est totalement connue et le seul resultat pour le cas de Ia variance connue a un facteur 
multiplicatif pres est asymptotique (Chen et Hwang, 1988). 
Le resultat que nous avons obtenu permet de proposer des regions de confiance 
ameliorees pour des lois a symetrie spherique dont le parametre d 'echelle est inconnu 
(!'extension a des lois a symetrie elliptique est immediate). Malheureusement, la classe 
consideree ne comprend pas Ia loi normale, pour des raisons que nous exposerons dans la 
section 3. Plus fondamentalement, il apparait que !'equivalent du resultat ponctuel, a savoir 
la robustesse des estimateurs a retrecisseur' n 'existe pas dans ce cadre, puisque les bornes sur 
a dependent egalement de la distribution des observations. 
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2. Domination de Ia region de confiance usuelle - Dans le cas normal, il est bien connu que Ia 
region de confiance usuelle au niveau a (0 ~ a ~ 1) s'ecrit 
(2.1) 
ou k2 est le produit par 4 du (1-a) - quantile d'une loi de Fisher a pet q degres de liberte. II 
decoule en fait du Theoreme 11 de Kelker (1970) que ce resultat est vrai pour toutes les lois a 
symetrie spherique. 
Considerant Ia region recentree, 
(2.2) 
nous donnons ci-dessous des conditions suffisantes (sur a) pour que Ca domine C 0 (au sens de 
Ia probabilite de ces ensembles). Notons f Ia fonction de IR dans IR telle que Ia densite de z 
s'ecrive r( (llx-011 2 + IIYII 2)fu2 ), ou u2 est le paramchre d'echelle inconnu. Alors 
Theoreme 1 Si a 0 est solution de 
. f{ 2 • f f'(v+w 2)} _ p-2 L (k + ~) 
m w In 2 - - k-~ n -~ , 
w a0 ~v~a1 f(v+w ) 2 ~a ~a (2.3) 
pour tout a f [O,a0], Ca domine C 0 • 
et, dans un cas plus particulier, 
(a) g = Ln(f) est convexe, 
(b) !'ensemble 
est un intervalle pour tout s, 
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pour touts, ou t• = (k+~k2+a)/fa , 
Ca domine C 0 uniformement en 0. 
Preuves Se deduisent de Hwang et Chen (1986) en travaillant conditionnellement a 
3. Consequences - Bien que ces resultats soient enonces pour une loi a symetrie spherique 
quelconque, ils n 'admettent de solutions non triviales (i.e., a¥:0) que pour certaines 
distributions. En particulier, ils ne sont d'aucune utilite dans le cadre de la loi normale [f(t) ex: 
exp(-t/2)] ou double-exponentielle [f(t) ex: exp(-..ft)]. L'exclusion de la loi normale decoule 
naturellement de Hwang (1985, Theorem 3.10) car il etablit qu'il n'existe pas de region de 
confiance dominant uniformement C 0 pour chaque degre de confiance dans le cas d'une loi 
normale, ce qui implique, pour notre probleme, qu'une approche travaillant conditionnellement 
a IIYII 2 est vouee a l'echec. 
Au contraire, Hwang (1985) a montre qu'une solution est possible dans le cas d'une loi 
de Student multivariee 
[ ( )
-(N +p+q)/2] 
f(t) ex: 1 + ~ 
et il apparait en fait que les theoremes 1 et 2 conduisent a des intervalles [O,a0] (de possibles 
constantes a) qui ne sont pas reduits a {0}. Etant donne que le theoreme 2 conduit a des 
bornes plus grandes (voir Hwang et Chen, 1986), nous avons 
Corollaire 1 Si q0 est solution de 
(3.1) 
Ca domine uniformement C 0 pour a ( [O,a0] dans le cas d'une loi de Student multivariee a N 
degres de liberte. 
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Bien entendu, Ia solution de (3.1) tend vers 0 quand N tend vers +oo, conformement au 
resultat pour Ia loi normale. La table ci-dessous presente les solutions de (3.1) pour un degre 
de con fiance de 5% et N =5: 
q 
5 10 20 
p 
5 0.58 0.21 0.10 
10 2.03 0.68 0.30 
20 5.42 1.73 0.73 
30 8.98 2.81 1.17 
60 19.84 6.05 2.42 
4. Conclusion - Les bornes de Ia table precedente sont inferieures aux bornes obtenues pour 
!'estimation ponctuelle (voir Section 1) et par Hwang et Chen (1986). Elles indiquent que Ia 
methode de conditionnement employee est relativement grossiere et que les ameliorations 
futures devront utiliser des techniques permettant !'integration par rapport a IIYII 2 ' afin 
d 'inclure egalement Ia loi normale. Cette exclusion de la loi normale est certes un inconvenient 
de la methode precedente mais on peut noter que, meme pour des valeurs moderees du 
nombre de degres de liberte, Ia loi de Student est relativement proche de la loi normale et que, 
d 'autre part, !'utilisation de la loi de Student offre une plus grande souplesse de modelisation 
(voir Zellner, 1976). Enfin, il semble certain, au vu de nombreuses simulations (voir Chen et 
Hwang, 1988), que le resultat peut etre etendu aux lois normales, au prix d'un raffinement des 
methodes de demonstration employees. 
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