In recent years, efficient inter-atomic potentials approaching the accuracy of density functional theory (DFT) calculations have been developed using rigorous atomic descriptors satisfying strict invariances, for example, to translation, rotation, permutation of homonuclear atoms, among others. In this work, we generalize the spectral neighbor analysis potential (SNAP) model to bcc-fcc binary alloy systems. We demonstrate that machine-learned SNAP models can yield significant improvements even over well-established, high-performing embedded atom method (EAM) and modified EAM (MEAM) potentials for fcc Cu and Ni. We also report on the development of a SNAP model for the fcc Ni-bcc Mo binary system by machine learning a carefully-constructed large computed data set of elemental and intermetallic compounds. We demonstrate that this binary Ni-Mo SNAP model can achieve excellent agreement with experiments in the prediction of Ni-Mo phase diagram as well as near-DFT accuracy in the prediction of many key properties such as elastic constants, formation energies, melting points, etc., across the entire binary composition range. In contrast, the existing Ni-Mo EAM has significant errors in the prediction of the phase diagram and completely fails in binary compounds. This work provides a systematic model development process for multicomponent alloy systems, including an efficient procedure to optimize the hyper-parameters in the model fitting, and paves the way to long-time, large-scale simulations of such systems.
ber of fitted coefficients (e.g., 481 for quadratic SNAP vs 31 for linear SNAP in Ta) and consequently, a large increase in the training data set required, an issue which is severely exacerbated in multi-component systems. On the other hand, the efficiency of the Gaussian approximation potential based on the SOAP descriptor 9 depend on the size of the underlying reference set, which would again be greatly compounded in a multi-component system.
Ni-Mo alloys are of immense technological interest due to their high corrosion resistance, low thermal-expansion coefficients, hardness and catalytic properties [31] [32] [33] [34] . The currently available Ni-Mo embedded atom method (EAM) force field cannot provide satisfactory accuracy on many properties, and even fails in binary compounds. We demonstrate that the ML SNAP models for both fcc and fcc-bcc mixed binary systems can achieve near-quantum accuracy across a wide range of properties, including energies, forces, elastic properties, melting points, surface energy, etc., consistently outperforming the EAM models especially in the binary systems.
II. METHODS

A. Bispectrum and SNAP formalism
The bispectrum and SNAP formalism have been extensively covered in previous works 2, 5 .
We will only briefly describe the key concepts here for completeness.
The atomic environment is described by the neighbor density ρ i (r) for each atom i at coordinates r , defined as follows:
ρ i (r) = δ(r) + r ij <Rc f c (r ij )w j atom δ(r − r ij ).
where δ(r − r ij ) is the Dirac delta function centered at each neighboring site, the cutoff function f c ensures a smooth decay for the neighbor atomic density to zero at the cutoff radius R c , and the dimensionless atomic weights w are Clebsch-Gordon coefficients. In practice, j, j 1 , and j 2 need to be truncated with j, j 1 , j 2 ≤ j max . We found that an order of three for the bispectrum coefficients (j max = 3) is sufficient based on our tests, consistent with previous works, 2, 5, 12 which gives a total of 31 projected bispectrum components.
In the SNAP formalism, the total energy E SN AP and forces F SN AP are expressed as a linear function of the 31 projected bispectrum components B k (k = {j, j 1 , j 2 }) and their derivatives, as follows:
where β α i k are the fitting parameters in the linear model, α i specifies the atom type of atom i.
The calculations of bispectrum coefficients (the features) for all the training structures were performed using the implementation in the LAMMPS software 35 by Thompson et al. 5 .
The cutoff radius R c and atomic weight w atom were treated as hyperparameters fitted during the training of the model, as outlined in subsequent sections.
B. SNAP model fitting
For elemental fcc systems, we adopted the potential fitting workflow developed by Chen et al. 12 , as shown in the left panel of figure 1 . We denote this whole optimization process as one optimization unit, which consists of two optimization loops. (ω) from different data groups, and the parameters (α) used in bispectrum calculations, i.e.
the radius cutoff R c and atomic weight w atom . In elemental system, the atomic weight can be set as unity. The inner loop fitting of the model coefficients was performed with the least squares algorithm implemented in the scikit-learn package. 36 The outer loop optimization was done using the differential evolution algorithm 37 from the SciPy package 38 .
For the binary Ni-Mo alloy system, there are four parameters (R generated with x ranging from 0 at% to 100 at% at intervals of 12.5 at%. generate all symmetrically distinct structures, from which up to 100 random structures are selected. Third, we performed a structure relaxation for each selected structure. Both the unrelaxed and relaxed structures were included in our data set. The Ni-substituted Mo bcc alloy (Mo Ni ) structures were constructed using the same procedure with a 2 × 2 × 2 supercell. In addition, since the bcc conventional cell contains half the number of atoms of the fcc conventional cell, we also generated low-concentration Ni-substituted Mo by doping a 3 × 3 × 3 Mo supercell with 1 − 4 Ni atoms.
D. DFT calculations
All DFT calculations were performed using the Perdew-Burke-Ernzerhof (PBE) 43 exchange correlation functional as implemented in the Vienna ab initio simulation package (VASP) 44 within the projector augmented wave (PAW) approach 45 . The kinetic energy cutoff was set to 520 eV and the k-point density was at least 3000 per reciprocal atom. Energies and forces were converged to within 10 −5 eV and 0.02 eV/Å, respectively. The AIMD simulations were performed with a single Γ k point and were non-spin-polarized. However, the energy and force calculations on the snapshots were performed using the same parameters as the rest of the data. All structure manipulations and analysis of DFT computations were carried out using the Python Materials Genomics (pymatgen) 46 library and automation of calculations was carried out using the Fireworks software 47 .
E. Melting points and phase diagram
The melting temperatures T m were calculated using the solid-liquid coexistence approach.
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MD simulations were performed using the 30 × 15 × 15 bcc (13,500 atoms) and 30 × 10 × 10 (12,000 atoms) fcc supercells under zero pressure at different temperatures. The time step was set to 1 fs, and simulations were carried out for at least 100 ps. The T m was identified when the initial solid and liquid phases were at equilibrium (no interface motion).
With the fully equilibrated solid-liquid structures at the melting points, we conducted hybrid MC/MD simulations to calculate the solidus and liquidus lines at different temperatures. At each temperature below T m , the global composition of dopant atoms was adjusted to find solid-liquid equilibrium phases. The solidus and liquidus lines were then determined by calculating the composition of dopant atoms in the solid and liquid phases, respectively.
To reduce statistical errors, all calculations were averaged based on five random structures in the last 10 ps.
The CALculation of PHAse Diagrams (CALPHAD) Ni-Mo phase diagram 49 was constructed using the Pandat software. 50 In the CALPHAD approach, the liquid phase and two solid terminal phases of Ni-Mo alloy were treated using a subregular solution model, 51 and the model parameters were fitted to experimental data on phase equilibria in the Mo-Ni system.
F. Data availability
To ensure the reproducibility and use of the models developed in this work, all data (structures, energies, forces, etc.) used in model development as well as the final fitted model coefficients have been published in an open repository (https://github.com/materialsvirtuallab/snap).
We will also work with the developers of LAMMPS to include the elemental and binary SNAP models in the LAMMPS software package. 
B. Performance of fcc Ni SNAP model
We will first discuss the performance of the SNAP model for fcc metals, given that the SNAP approach has hitherto been applied to only bcc metals such as W, Ta and Mo.
Here, we will focus our discussion on the elemental fcc Ni SNAP model and compare its performance to that for the binary fcc Ni-bcc Mo model. We have constructed a SNAP Figure 3 shows the equation of state curves constructed using the DFT, SNAP, EAM, and In this section, we will discuss the performance of the optimized binary Ni-Mo SNAP model. We will not only compare the performance of the binary SNAP model to DFT and EAM, but also the performance of the binary SNAP model relative to the optimized elemental Ni and Mo SNAP models and discuss any compromises in the performance on the elemental end members in going from a single component to a binary model. However, relative to the elemental Mo and Ni SNAP models, the binary Ni-Mo SNAP model clearly sacrifices accuracy on the end member elements with somewhat larger errors in predicted energies and forces for both bcc Mo and fcc Ni. We attribute this decrease in accuracy to the substantially more complex and diverse training structures when fitting binary potential compared with elemental potential. Figure 5 displays the equation of state curves constructed using the DFT, SNAP, and SNAP and EAM models with those from experiments and CALPHAD. 60 Again, we note that the EAM calculated phase diagram exhibits large errors, greatly overestimating the solubility of Ni in Mo by more than 10 times and the melting point of Mo by about 29.4% (see Table IV ). In contrast, the SNAP model predicts a maximum solubility of Ni in Mo of about 2.6% for SNAP, which is in excellent agreement with the experimental value of 1.9%, and the predicted melting points for Mo are also closer to the experimental values ( 12.2% higher, see Table IV Where the SNAP formalism truly shines is its extensibility to multi-component systems, achieving consistently low and comparable MAEs in the energies and forces for the elemental end members as well as the binary intermetallics and solid solutions for the bcc Mo-fcc Ni binary alloy system. This performance is achieved using the same simple linear model with a doubling of the number of fitted coefficients and hyper-parameters. We have proposed a twostep fitting approach to efficiently determine the hyper-parameters. In contrast, the EAM model is significantly biased for better error performance in the elemental end members, with extremely large errors and failing even on a qualitative level for the binary intermetallics and alloys. We have successfully applied this SNAP model to reproduce the high-temperature Ni-Mo phase diagram, to excellent agreement with experiments. We believe SNAP models developed using the same principles and approach can enable high accuracy studies of microstructure and other phenomena requiring large-scale simulations over long-time scales on multi-component systems.
Energies and forces
Materials Properties
The main trade-off is the 2 − 3 orders of magnitude higher computational cost of SNAP models compared to EAM. Nevertheless, it should be noted that SNAP models still scale linearly with the number of atoms and are orders of magnitude cheaper than DFT calculations.
The combination of near-DFT accuracy at several orders of magnitude lower computational cost has enabled us to construct from first principles the high-temperature Ni-Mo phase diagram in Figure 6b , which is shown to be in excellent agreement with the experimental phase diagram. This effort, which requires long-time scale simulations of large MD simulation boxes exceeding 10,000 atoms, is beyond the scope of DFT calculations today. Most critically, the binary SNAP model is able to reproduce the correct formation energies and solubilities across a wide range of Ni-Mo structures (fcc, bcc, solid solutions, intermetallics, surfaces), which is indicative of its general applicability to the study of micro-structure and segregation phenomena in this highly important alloy system.
Finally, it is our belief that the development of potential models should account on a holistic basis the trade-offs between prediction accuracy in energies, forces and various properties, computational cost of the models, training data size and extensibility beyond single-component systems.
