The Chromospheric Lyman-Alpha SpectroPolarimeter is a sounding rocket instrument designed to measure for the first time the linear polarization of the hydrogen Lyman-α line (121.6 nm). The instrument was successfully launched on September 3, 2015 and observations were conducted at the solar disc center and close to the limb during the 5-minutes flight. In this paper, the disc center observations are used to provide an in-flight calibration of the instrument's spurious polarization. The derived in-flight spurious polarization is consistent with the spurious polarization levels determined during the preflight calibration and a statistical analysis of the polarization fluctuations from solar origin is conducted to ensure a 0.014% precision on the spurious polarization. The combination of the pre-flight and the in-flight polarization calibrations provides a complete picture of the instrument's response matrix, and a proper error transfer method is used to confirm the achieved polarization accuracy. As a result, the unprecedented 0.1% polarization accuracy of the instrument in the vacuum ultraviolet is ensured by the polarization calibration.
Introduction
The Chromospheric Lyman-Alpha SpectroPolarimeter (CLASP) is a sounding rocket instrument designed to observe the linear polarization of the Lyman-α (121.56 nm) line with high spectral resolution and polarimetric sensitivity Kobayashi et al., 2012) . The core of this spectral line is emitted at the base of the solar transition region, while the wings of the line form more deeply in the upper-chromosphere. The high intensity of the Lyman-α radiation is particularly useful for studying the polarization emitted in this region, where the temperature rapidly rises from the chromospheric 10 4 K to more than 10 6 K in the corona.
In addition, although the contribution of the Zeeman effect to the polarization of the Lyman-α radiation is expected to be negligible, anisotropic radiation pumping processes in the upper chromosphere can produce measurable linear scattering polarization signals in the core and wings of the line (Trujillo Bueno et al., 2011; Belluzzi et al., 2012; . The line-core (±0.2 nm around the line-center) polarization signal is also expected to be sensitive to the Hanle effect (i.e. the magnetic-field-induced modifications of the scattering line polarization; Hanle, 1924; Landi Degl'Innocenti and Landolfi, 2004) , opening up a new diagnostic tool for studying the magnetic field of the upper solar chromosphere and transition region (Trujillo Bueno, 2014) . Due to the small level of polarization signals from the scattering and the small polarization changes expected from the Hanle effect, an unprecedented polarization accuracy (<0.1%) in the Lyman-α line-core was required for the CLASP instrument.
A unique pre-flight polarization calibration experiment was conducted at Lyman-α under vacuum condition (Giono et al., 2016a) , which determined the instrument's response matrices X (Elmore, 1990) for each of the two channels inside the spectro-polarimeter (design presented in Narukage et al., 2015) . This response matrix is defined as S =XS, where S is the incoming polarization signal expressed with its Stokes vector as (I,Q,U ) and S the measured polarization signal: (I ,Q ,U ) . Note that Stokes V was not considered for CLASP since the instrument is designed for measuring only the linear polarization, which therefore reduces the X matrix to a 3×3 matrix. Cross-talks from Stokes V to Q and U were verified to be negligible in Giono et al. (2016a) . The response matrix is composed of the spurious polarization (x 01 and x 02 ), the spurious intensity (x 10 and x 20 ), the scale factor (x 11 and x 22 ) and the azimuth error (x 21 and x 12 ) terms. The tolerance on these terms was derived by Ishikawa et al. (2014) and is recalled in Table 1 . As discussed in Ishikawa et al. (2014) and based on these requirements, the 0.1% polarization accuracy of the instrument can be met at 2-σ level after combining all the errors. Table 1 . Tolerance for the response matrix elements, as taken from Ishikawa et al. (2014) .
Spurious polarization Scale factor
Azimuth error (x 01 and x 02 ) (x 11 and x 22 ) (x 21 and x 12 ) Requirement 0.017% 2% 0.5 • Tolerance (±σ) 1.7 × 10 −4 2.0 × 10 −2 1.7 × 10 −2
For convenience, the response matrices derived in Giono et al. (2016a) are recalled in Equation (1), with X 1 referring to channel 1's response matrix and X 2 referring to channel 2's response matrix.
−0.0020 0.0004 0.00015 0.9765 0.0089 0.00002 −0.0088 0.9763
0.0023 −0.0004 0.00011 0.9708 0.0054 0.00005 −0.0052 0.9706
The 1σ error on each matrix element was estimated during the experiment and is expressed by ∆X, as recalled in Equation (2). These errors can be compared to their corresponding required tolerances from Table 1 .
0.0002 0.0005 0.00034 0.0020 0.0040 0.00039 0.0037 0.0020
0.0005 0.0005 0.00039 0.0019 0.0052 0.00053 0.0045 0.0019
 
(2) All the matrix elements were properly determined within their respective tolerances by the pre-flight calibration except for the spurious polarization terms, for which the achieved ∼0.04% accuracy was larger than the 0.017% requirement. Achieving the tight accuracy required on the spurious polarization terms was hard due to cross-talks from the linear polarization to the intensity (i.e. the x 10 and x 20 terms). These cross-talks were non-negligible during the pre-flight calibration as the Lyman-α light-source provided a fully-linearly-polarized input. The resulting effect of these cross-talks on the measured polarization was similar to the spurious polarization, and therefore limited the achieved accuracy on the spurious polarization terms. The polarization coordinate system for the Stokes parameters used to describe the polarization states is defined as shown in Figure 1 (similar to Giono et al., 2016a; Ishikawa et al., 2014) . The +Q direction is defined along the spectrograph slit (X-axis), and the other Stokes directions (+U , −Q and −U ) are defined as clockwise as seen from the entrance aperture of the telescope. This definition is used for the calibration of the instrument. The CLASP instrument was successfully launched on September 3, 2015 onboard a BlackBrand IX sounding rocket from the White Sands Missile Range (New Mexico, USA). Observations were conducted at the solar disc center for around 20 seconds, before re-pointing close to the limbs (i.e. main science target) for about 280 seconds . The disc center was observed to provide an in-flight calibration of the spurious polarization: the atomic-level polarization was expected to vanish at µ=1 (i.e. µ is the cosine of the heliocentric angle between the line-of-sight and the surface normal) due to symmetry in the plane parallel atmosphere. Although more realistic three-dimensional calculations suggested that the local anisotropy of the radiation field due to the chromospheric temperature and density topology variations can also create scattering polarization locally even at the solar disc center (Štěpán et al., 2015) , the cancellation of the atomic-level polarization and the Hanle effect is still expected by spatially averaging the polarization signals measured along the slit at the disc center. By doing so, the spurious polarization level of the instrument can be estimated from the disc center measurements for both the channels.
The results from the in-flight polarization calibration on the spurious polarization levels of the instrument are presented hereafter and compared to the pre-flight calibration results recalled in Equation (1). A proper error transfer method from the response matrix to the corrected polarization signal is also discussed and tested to ensure the polarization accuracy after corrections, before concluding on the instrument's response matrix and achieved polarization accuracy.
In-flight polarization calibration
Typical exposures observed at the disc center by the slit-jaw and the spectropolarimeter are shown in Figure 2 .
The 400"-length and 1.45"-width slit can be seen at the center of the slit-jaw image. The plate scales are 1.03" (slit-jaw spatial), 1.11" (spectro-polarimeter spatial) and 0.0048 nm (spectro-polarimeter spectral) on the 13 µm pixel CCD cameras . From the optical alignment of the instrument, a ∼3" spatial resolution is expected on both the slit-jaw and the spectropolarimeter. The spectro-polarimeter's spectral resolution is around 0.010 nm for both the channels. The achieved performances of the instrument were verified using the flight observations, which confirmed these spatial and spectral resolutions (Giono et al., 2016b) .
The slit-jaw images were co-aligned with full-disc images 30.4 nm band from the Atmospheric Imaging Assembly (AIA onboard the Solar Dynamics Observatory spacecraft; Lemen et al., 2012) to determine the location of center of the slit in the solar coordinate reference: (−16.3 ,−12.1 ), with (X,Y) where the positive X-axis is toward the solar-west and the positive Y-axis toward the solarnorth. The center-to-limb variation of the Q/I line-center polarization signals, calculated assuming complete frequency redistribution in the one-dimensional (1D) quiet Sun model atmosphere of Fontenla et al. (1993) , can be seen in the left panel of Figure 2 from Trujillo Bueno et al. (2011) , with calculated linecenter Q/I amplitude equal to 0.1% at µ = 0.9 and exactly zero at µ = 1. The errors in the scattering polarization due to the deviation from the actual Suncenter in the case of the CLASP observations at disc center were confirmed to be negligible by comparing with calculations of the scattering polarization along the slit. These calculations were carried out by means of the analytical solution of the scattering polarization in the Lyman-α line based on the two level atomic model and the anisotropic radiation field in the 1D quiet Sun atmosphere of Fontenla et al. (1993) (Goto et al., in prep.; Ishikawa et al., in prep.) .
Although observations at the disc center were conducted during about 20 seconds, jitter of the rocket degraded the quality of the first exposures. Only three rotations of polarization modulation unit (PMU ; Ishikawa et al., 2015) , which continuously rotates the half-waveplate and generates an exposure signal every 0.3 sec (every 22.5 • , full rotation: 4.8 s) were selected for the analysis after stabilization of the pointing, corresponding to 48 images (taken in 14.4 s total). The demodulation was carried out after subtraction of the dark current (i.e. dark images were taken with the door closed, before and after the observation) and correction of the gain (i.e. gain of 2 for both the CCDs) using the scheme introduced in Equation (3), where D i is the measured intensity taken at the i th exposure for a given PMU rotation. Since three PMU rotations were stacked, the demodulated Q /I was calculated by using all 48 images from i=1 to i=48, as in:
+D 48 for the numerator in Equation (3), and similarly for U /I but starting from i=2 to i=49 instead. This demodulation scheme is valid only for channel 2: a minus sign has to be applied when demodulating channel 1 due to the different orientation of the polarization analyzers.
Note that this demodulation scheme for U /I is slightly different from the one used in Giono et al. (2016a) , and minimizes the possible spurious polarization error on U /I caused by the dI/dt if the intensity of the observed source fluctuates during the modulation (see Appendix D). This effect was observed to be significant for the flight data when using the demodulation scheme from Giono et al. (2016a) . Figure 3 shows the demodulated Stokes parameters I , Q /I and U /I of the Lyman-α line along the slit and around the Lyman-α line for both the channels. Coherent patches of polarization can be seen in the wing parts of the Lymanα line, as indicated in Figure 3 . The amplitude of the polarization signal in these patches is clearly different from the noise and/or from a random pattern, indicating that the scattering polarization does not completely vanish even at disc center. The local anisotropy of the radiation field is a possible explanation for these scattering polarization patches. Although this effect is clearly stronger in the wing part of the line, it can also affect the line-core and spatial averaging along the slit was required to cancel this solar origin polarization. Figure 4 shows the integrated Stokes profiles for a full-slit summation, i.e. 360 pixels. The summation was performed on I , Q and U before dividing Q and U by I . The measured Stokes Q /I and U /I at the line-core is within the range of the expected spurious polarization offset from Equation (1). The 1σ noise on the line-core polarization, composed of the photon noise, the read-out noise and the estimated error due to the residual polarization from the Sun (i.e. standard deviation of the polarization along the slit, divided by the square root of the number of pixels summed) can be seen to be comparable to the 1σ error on the spurious polarization derived by the pre-flight calibration. The photon noise was calculated as the square root of the number of photoelectrons. The read-out noise was calculated based on the CCD calibration results of 6.2 and 6.5 e − rms per pixel for channel 1 and channel 2, respectively (Champey et al., 2014 (Champey et al., , 2015 . Variations of the signal larger than the noise can be seen in the wings, which indicate that the fluctuations from solar origin polarization might not be entirely cancelled out there. However, this is not a major issue for the in-flight calibration since stringent requirement on the spurious polarization is imposed only in the line core, as the Hanle effect only operates in this part of the line. The integrated polarization signal at the line-core and along the full slit can provide the spurious polarization level of the instrument with a better accuracy than previously derived during the pre-flight calibration. As previously mentioned, the limited accuracy achieved on the spurious polarization during the pre-flight experiment was caused by the contribution from the spurious intensity terms (i.e. x 10 and x 20 ), substantial due to the fully-polarized light-source input (Giono et al., 2016a) . However, this effect can be neglected in-flight, as the Sun's input is weakly polarized, and the spurious polarization levels can be precisely determined as long as the residual polarization from solar origin can be cancelled out. For this purpose, a proper quantification of the error induced by this residual polarization, hereafter referred as solar fluctuations (i.e. as in fluctuations of the solar polarization along the slit), was required to ensure the accuracy of the spurious polarization. The analysis, explained in Appendix A, confirmed the normal distribution of the solar fluctuations, and its decrease with the square root of the number of pixel summed. Hence, the spurious polarization levels of the instrument were determined by integrating the full slit spatially and the line-core spectrally. The corresponding error was determined as the root sum square of the standard deviation of the solar fluctuations along the slit for the integrated line-core (σ=0.2%) divided by the square root of the number of pixels along the slit (n pixel =360), the photon noise and the read-out noise. Note that, considering the full slit and wavelength summation performed in this analysis, the resulting error from the combined photon noise and read-out noise was smaller by a factor of two compared to the error from the solar fluctuation. Results are summarized in Table 2 for both Q /I (i.e. x 01 ) and U /I (i.e. x 02 ), and both the channels. The error on the spurious polarization terms was derived with a better accuracy than the required 0.017% tolerance, meeting the requirement and also improving on while being consistent with the previous estimation from the pre-flight calibration. Note that the possible error from the non-uniformity of the PMU rotation discussed in Giono et al. (2016a) can be safely neglected here due to the very weak polarization measured. Channel 1 -0.015 ± 0.012 0.003 ± 0.014
Channel 2 -0.019 ± 0.012 0.033 ± 0.014 Figure 10 from Appendix A suggests that summing 120 pixels should be enough to reduce the polarization due to the solar fluctuation around the required accuracy. Hence, an estimation of the spurious polarization variation along the slit was attempted by summing the polarization signal every 120 pixels (i.e. 3 bins along the slit), and results are shown in Figure 5 . The error bars show the solar fluctuations σ as determined with the standard deviation inside each bin. Variations larger than the 1σ error are observed and a non-linear trend along the slit can be seen in channel 1's Q /I and channel 2's U /I . No conclusive explanation were found for these different trends along the slit, and although the 120 pixels summing reduced the error to around 0.02%, residual polarization from the Sun might remain.
Nevertheless, the variation along the slit are still within 3σ accuracy and Figure 5 draws upper and lower boundaries for the possible variation of the spurious polarization along the slit, showing the variations along the slit to be within ±0.07% around the full-slit average spurious polarization. In addition, the pre-flight calibration presented in Giono et al. (2016a) also estimated the x 01 and x 02 terms along the slit (bottom, center and top), showing no particular trend within the ∼0.04% accuracy achieved which is in-line with this result. Figure 5 . Q /I and U /I polarization signals along the slit, averaged every 120 pixels. The red error bars show the standard deviation of these values (1σ), calculated as the standard deviation on each 120-pixel regions. The horizontal blue solid line shows the spurious polarization derived for the full-slit summation in Table 2 , with blue dash lines showing the ±1σ error.
Correction of the polarization signal and error tranfer
The response matrix of the instrument X was finally determined within its required accuracy by combining the results from the pre-flight calibration with the spurious polarization terms obtained in-flight, as summarized in Equation (4) with updated values denoted in bold font. The corresponding ±1σ error for each terms is also shown in Equation (4). The response matrix elements can be used to correct the q and u polarization signals measured by the instrument in order to retrieve the q and u polarization signals from the Sun. The equations linking these quantities were derived from S =XS considering S =(1, Q /I , U /I ) =(1, q , u ) and S=(1, q, u) as:
The error on the corrected q and u was estimated taking into account the measurement error on the measured q and u , as well as the error on each of the response matrix elements from Equation (4) using the error transfer formula shown in Equation (6) for q, and similarly for u.
The partial derivatives of the two equations were calculated for all of the ten components. These partial derivatives express the importance (i.e. scaling factor) of the corresponding error depending on the polarization signal measured. The partial derivatives of the corresponding Stokes parameter (e.g. ∂q/∂q for σ q ) and spurious polarization (e.g. ∂q/∂x 01 for σ q ) are the most dominant factors when considering a weakly polarized input (i.e. <2%, as seen in the Lyman-α line-core), with values close to unity. Hence, the root sum square of the error on the Stokes parameters (i.e. photon noise and read-out noise) and the error on its corresponding spurious polarization matrix elements (i.e. x 01 when correcting q and x 02 when correcting u ) is a good approximation for determining the achieved accuracy in this case. However, for a larger polarization amplitude, the contributions from the partial derivatives of the spurious intensity, the scale factor, and the azimuth errors increase and the full partial derivatives formula should be used. An example for the partial derivatives for the observed q as a function of the measured q and u is shown in Appendix B.
For demonstrating the achieved accuracy after correction, the polarization signals were demodulated from the limb observations by stacking 50 PMU rotations (i.e. 240 s observation) and summing almost the entire slit (340 pixel) closer to the limb, from µ∼0.02 to µ∼0.53. The correction was applied on polarization signals using the equations previously described: Figure 6 shows the difference between the corrected and demodulated profiles for both the channels. The effect of the correction on the demodulated polarization signal is small because the response matrix of the instrument is close to the identity matrix: changes in the line-core are ∼0.02% and mainly due to the spurious polarization offset. On the other hand, the differences in the wings (i.e. region outside the line-core) are ∼0.1% for the Q/I signal due to the increase in polarization signal and the effect of the scale factor. Figure 7 shows the achieved accuracy on the corrected signal (i.e. error bars in Figure 6 ), using the error transfer method described previously to combine the various source of errors. The accuracy achieved is mainly influenced by the photon noise, as the wavelength dependence of the accuracy indicates, but also by the accuracy achieved on the spurious polarization terms. Note that performing spectral summing could improve the accuracy even further. Moreover, one can see that a better accuracy was achieved on Q/I compared to U/I: this is mainly due to the different accuracy achieved on the x 01 and x 02 terms in Table 2 (i.e. σ x01 =0.012% and σ x02 =0.014%). Other differences between the accuracy achieved on the two channels Q/I and U/I are due to a combination of the different scale factor and azimuth errors terms between X 1 and X 2 in Equation (4), as well as the difference in throughput between both the channels (i.e. different quantum efficiency of the CCDs, Champey et al. (2014) ) affecting their respective photon noise. The instrument accuracy can be discussed by comparing the polarization signals recorded in both the channels after correction: the profiles on both the channels overlap within a 2σ accuracy (σ=∼0.016%), which is smaller than our instrument requirement of 0.1% as shown in Figure 8 . Note that a careful coalignment between the two channels was performed for the overlap, using interpolation to reach a subpixel precision. The difference between two channels is caused by the spurious polarization originating from the intensity fluctuation of the Sun, but also pointing jitter and drift, as the two channels simultaneously measure the two orthogonal polarization states. Therefore, combining the polarization signal from both the channels would improve the overall polarization accuracy achieved by the instrument even further. It was observed that some differences remain between the two channels when using a smaller number of PMU rotations, and can sometimes be seen locally from pixel to pixel in the wavelength direction depending on the location along the slit selected for the spatial summation and/or number of PMU rotations stacked. Appendix C presents an example of such differences when using only 15 PMU rotations taken from the limb observations. These local differences are larger than the 3σ error derived and their origin is unclear. More detailed investigations were conducted to quantify the error induced by additional effects not taken into account in the analysis, such as the drift of the slit observed on the CCD images over time (∼1 pixel in channel 1 and ∼2 pixels in channel 2 over the 5-minutes observation), the spurious polarization due to the dI/dt (σ dI/dt =∼0.013% per PMU rotation and per pixel, estimated in Appendix D) or the jitter effects (σ jitter =∼0.120% per PMU rotation and per pixel, estimated in Appendix E). Even so, none of these effects can clearly account for the local differences observed, as these errors are reduced by the square root of the number of PMU rotations stacked and pixel summed: the errors in the 15 PMU rotations example considered are σ dI/dt <0.001% and σ jitter ∼0.002%, which is one order of magnitude smaller than the error derived in Figure 7 . However, it is worth noticing that only a rough estimation for both the spurious polarization due to the dI/dt and due to the jitter effect was derived. Additionally, the possible variation of the intensity on time-scale shorter than the modulation time cannot be estimated and could also induce spurious polarization.
Conclusion
The response matrix of the instrument was initially determined from the preflight calibration (Giono et al., 2016a) but an uncertainty remained on the spurious polarization, determined with only a ∼0.04% accuracy. The flight observations carried out at the solar disc center were used to obtain a better estimation of the spurious polarization level and to better determine the response matrix. The x 01 and x 02 terms derived from this in-flight calibration were consistent with the values obtained during the pre-flight calibration, and were determined with a 0.014% accuracy, therefore fulfilling the 0.017% tolerance requirement. The response matrix was used to correct the demodulated polarization signal from the limb observations, using a proper transfer of the errors from the demodulated polarization and from the response matrix elements to conclude on the achieved accuracy. Comparison between the corrected Lyman-α line-core polarization from both the channels demonstrated a consistency at the 2-σ level with σ around 0.016%, indicating the 0.1% polarization accuracy of the CLASP instrument. Figure 9 shows the histograms of the polarization signal along the slit for the integrated line-core (i.e. line-center ±0.02 nm). The standard deviation can be used to estimate the error σ caused by the solar fluctuations. This σ without pixel spatially summed (i.e. σ slit ) is around 0.2% for both Q /I and U /I , and for both the channels.
The solar fluctuations σ is expected to decrease as 1/ √ n pixel , where n pixel is the number of pixel spatially summed. However, this assumption is only true if the solar fluctuations are generated by a random process. The histogram shown in Figure 9 indicates that this assumption is reasonably true, as their shape is close to a normal distribution. Nevertheless, the variation of σ as a function of number of pixels for spatial summation was confirmed experimentally. Pixels were randomly selected along the slit and summed, and the process was repeated multiple time to artificially increases the limited number of sample available along the slit. The standard deviation was used to determine the solar fluctuations σ for each number of pixel summing. This method artificially increase the sample size, and is useful when the number of pixels summed is large. Results are shown in Figure 10 , and confirmed the σ slit / √ n pixel decrease. SOLA: GGIONO_CLASP_FlightCal.tex; 18 November 2016; 15:27; p. 16 B. Partial derivatives for error transfer Figure 11 shows the partial derivatives of the q function for each of the ten components, as a function of the measured q and u . One can see that the ∂q/∂q and ∂q/∂x 01 derivatives are close to unity and almost insensitive to changes in q and u . On the other hand, the influence of the ∂q/∂x 10 and ∂q/∂x 11 derivatives increase with q . It is also interesting to notice that the ∂q/∂u term is proportional to its corresponding azimuth error term, and the contribution of ∂q/∂x 22 scales with u .
(a) Figure 11 . Partial derivatives squared of the q function with respect to the ten components, as a function of q and u .
(b) Figure 11 . (continued)
C. Additional example: corrected signal using 15 PMU rotations Figure 12 shows the corrected polarization profiles for both the channels when using only 15 PMU rotations from the limb observations. Although the achieved 1σ accuracy, shown in Figure 13 , is below the required 0.017% level for Q/I, the profiles show a difference larger than 3σ at −0.002 nm. This difference is only seen locally and the profiles otherwise overlap within a 2σ accuracy. The origin for such difference is not precisely known but it indicates that additional errors might contribute when using a limited number of PMU rotations, such as error due to temporal variation of the intensity (dI/dt, see Appendix D), jitter error (see Appendix E) and pointing drift error. 
D. Spurious polarization due to dI/dt
The spurious polarization due to the temporal variation of the intensity was estimated for each pixel following the method presented in Ishikawa et al. (2014) . At first, the intensity variation per exposure and per pixel was estimated from the subtraction of two successive intensity images averaged over one complete PMU rotation (4.8s) using the formula ∆D = (
where D i is the intensity image for the i th PMU rotation from the observation at the limbs and the 0.3/4.8 factor is the scaling (i.e. linear interpolation) to one exposure. A histogram of the resulting intensity variation at each pixel per exposure and for each channel is shown in Figure 14 . The standard deviation provides the σ t of the intensity variation: 0.050% for channel 1 and 0.043% for channel 2. The spurious polarization from this dI/dt was then estimated using Equation (7), where a is 2/π and c the number of exposure considered (see Appendix A.4.2 in Ishikawa et al., 2014) .
Hence, the corresponding spurious polarization per complete PMU rotation (i.e. c=16) is 0.014% and 0.012% per pixel for channel 1 and channel 2, respectively. Note that, considering the number of PMU rotations and pixels summed at disc center (i.e. 3 PMU rotation, 360 pixels summed spatially and 9 pixels summed spectrally), the σ dI/dt for the disc center observation can be estimated around <0.001% for both the channels, which is negligible compared to the error derived on the spurious polarization in Table 2 . It is also interesting to notice that the distribution of the intensity variation shown in Figure 14 peak around −0.1% for both the channels. This is due to the gradual throughput degradation observed during the flight. This degradation of the throughput was not a major issue because linear variation of the intensity does not induce spurious polarization, as it is cancelled by the demodulation scheme. Finally, it is also important to point out that the derived estimation for the dI/dt spurious polarization is quite rough, and it is impossible to estimate the spurious polarization caused by intensity disturbances which are not resolved spatially and/or temporally by the instrument. Hence, the observation might be affected even though the estimation for the dI/dt spurious polarization is very small. 
E. Spurious polarization due to jitter
The spurious polarization caused by the pointing jitter was calculated by first interpolating the jitter profile obtained by analysing the slit-jaw images (see Figure 15 , Kubo et al., 2016) taken at the limb with a 0.6 s cadence to the 0.3 s cadence of the spectro-polarimeter. The jitter shows a periodicity at 4.8 s, mainly due to the image wobbling caused by the half-waveplate rotation. The intensity distribution along the slit was then obtained by temporally averaging the data from three PMU rotations and by averaging 6 pixels around the linecenter. The temporal change of the intensity along the slit was simulated by combining the interpolated jitter information and the intensity distribution previously derived. Finally, the spurious polarization was derived from the estimated temporal change of the intensity, using the demodulation scheme. Figure 16 shows the estimated spurious polarization caused by the jitter when simulating for the entire observation at the limb. In this example, the σ jitter is 0.009% for channel 1 and 0.010% for channel 2 for the full slit and 6 pixels summed in the wavelength direction. The σ jitter per PMU rotation and per pixel can be estimated by multiplying these number by √ 53× √ 6, resulting in 0.114% and 0.126% for channel 1 and channel 2, respectively.
Similarly as for σ dI/dt in Appendix D, the σ jitter for the in-flight calibration at disc center can be estimated around 0.001% for both the channels (dividing it by √ 3× √ 360× √ 9), which is also negligible compared to the error derived on the spurious polarization in Table 2 . Figure 15 . Total displacement (left) and total jitter (right, displacement removed) calculated from the slit-jaw observation at the limb. The total displacement (green line) is <0.9", and the jitter peak-to-valley is <±0.15". Figure 16 . Temporally average (full observation at the limb, i.e. 53 PMU rotations and 6 pixels in wavelength summed) spurious polarization along the slit due jitter effect, for channel 1 (left) and channel 2 (right). The slit region is located between the two vertical dash lines.
