Abstract. In this paper, we show the existence and multiplicity of positive solutions of the following fractional Kirchhoff system
. We consider that Ω is a bounded domain in R N , 2s < N ≤ 4s with smooth boundary, f, g are sign changing continuous functions, λ, µ > 0 are real parameters, 1 < q < 2, α, β ≥ 2 and α + β = 2 * s = 2N /(N − 2s) is a fractional critical exponent. Using the idea of Nehari manifold technique and a compactness result based on classical idea of Brezis-Lieb Lemma, we prove the existence of at least two positive solutions for (λ, µ) lying in a suitable subset of R
Introduction
In this paper, we show the existence and multiplicity of positive solutions for the following fractional Kirchhoff system emerged from the fusion of Kirchhoff term M (t) = a + bt with a, b > 0 and fractional Laplacian (−∆) s , s ∈ (0, 1) (see [12] for modeling of a vibrating string which gives rise to this kind of operators). We consider that Ω is a bounded domain in R N , 2s < N ≤ 4s with smooth boundary, λ, µ > 0 are real parameters, 1 < q < 2, α, β ≥ 2 and α + β = 2 * s = 2N /(N − 2s) is a fractional critical exponent. Define f + (x) = max{f (x), 0} and g + (x) = max{g(x), 0}. Now for the ease of reference, we impose the following condition on the continuous weights f, g:
, where γ * > γ = 2 * s /(2 * s − q) and f + , g + ≡ 0.
In this work, we prove the multiplicity of positive solutions for the system (P λ,µ ) using a popular technique of Nehari manifold. We show the multiplicity result by extracting Palais-Smale sequences in the non-empty decompositions of Nehari manifold for (λ, µ) lying in some suitable subset of R 2 + . In the presence of critical nonlinearity (the lack of compactness of the critical Sobolev embedding), the Kirchhoff term may not allow the weak limit of Palais-smale sequence to be a weak solution of the problem. This makes this class of problems interesting to study.
To overcome the nonlocal behaviour caused by nonlocal fractional operator, we have adopted the idea of Caffarelli-Silvestre extension, see [6] but in the process we lack the explicit form of extremal functions. We have used the suitable asymptotic estimates of the extremals, obtained in [3, 17] . Apart from these challenges, due to critical growth, we lack the compactness which is needed in case of M ≡ 1 to get the pre-compactness of Palais-Smale sequences. Based on the classical idea of Brezis-Lieb Lemma, we have derived a compactness result (see Proposition 4.1 in section 4) to prove Theorem 1.1.
For u = v, α = β, λ = µ and f = g, the problem (P λ,µ ) reduces into the scalar case. We cite [11] , for related results in case of scalar equation, where authors have applied a classical idea of concentration-compactness Lemma due to P. L. Lions. In the local setting and in the absence of Kirchhoff term, the systems of linear and quasilinear elliptic equations have been studied in [1, 2, 4, 18] and references therein.
In the case, M ≡ 1 the fractional systems have been studied in [8, 14] . Precisely, for f = g = 1, in [14] , authors have studied the following system with critical growth (−∆) s u = λ|u| q−2 u + 2α α + β |u| α−2 u|v| β in Ω, (−∆) s v = µ|v| q−2 v + 2β α + β |u| α |v| β−2 v in Ω,
where α, β > 1 and α + β = 2 * s , Ω ⊂ R N is open bounded domain with smooth boundary, N > 2s, 0 < s < 1, 1 < q < 2 and proved the multiplicity of solutions using the idea of Nehari manifold and harmonic extension for suitable choice of λ, µ > 0. The extension of these results for quasilinear problems with critical growth can be seen in [9] . However, in case of Kirchhoff fractional systems, in [8, 19] , authors have obtained the multiplicity of solutions for p-fractional Kirchhoff system in the subcritical case for any p ≥ 2. To the best of our knowledge, there is no results for the multiplicity of fractional Kirchhoff systems with critical nonlinearity. Define the set
In the case of critical nonlinearity, we prove the following theorem.
Theorem 1.1. Assume a > 0 and b > 0. Then (i) there exists a Γ 0 > 0 such that problem (P λ,µ ) has at least one positive solution for (λ, µ) ∈ M Γ 0 with negative energy. (ii) Assume in addition that {x ∈ Ω | f (x) > 0 and g(x) > 0} has a non zero measure. Then, for b ∈ (0, b 0 ) for some b 0 > 0, there exists 0 < Γ 00 = Γ 00 (b) < Γ 0 such that for (λ, µ) ∈ M Γ 00 the problem (P λ,µ ) has at least two positive solutions and among them one has positive energy. is not an integer, in general, it is not always possible to find a zero of an algebraic expression.
Remark 1.4. The restriction 2s < N ≤ 4s (or 2 * s ≥ 4) can be removed if we consider a general Kirchhoff model as M (t) = a + bt θ−1 , with a > 0 and b > 0, for any t ≥ 0, and θ ∈ [1, 2 * s /2) which includes the standard Kirchhoff case (for θ = 2) as well. For the ease of presentation of the technique we have considered only the standard Kirchhoff case.
The paper is organized as follows. In section 2, preliminaries and variational settings are defined. In section 3, we introduce Nehari manifold and analysis of fibering maps. In section 4, we study the compactness of Palais-Smale sequences extracted from Nehari decompositions. In section 5, the existence of first solution is proved. Finally, in section 6 we have shown the existence of second solution and concluded the proof of Theorem 1.1. A proof of an elementary inequality is added in the Appendix for the sake of completeness.
Variational Formulation
The fractional powers of Laplacian, (−∆) s , in a bounded domain Ω with zero Dirichlet boundary data are defined through the spectral decomposition using the powers of the eigenvalues of the Laplacian operator. Let (ϕ j , ρ j ) be the eigen-functions and eigen-vectors of (−∆) in Ω with zero Dirichlet boundary data. Then (ϕ j , ρ s j ) are the eigen-functions and eigen-vectors of (−∆) s with Dirichlet boundary conditions. In fact, the fractional Laplacian (−∆) s is well defined in the space of functions
and as a consequence,
The dual space H −s (Ω) and the inverse operator (−∆) −s are defined in the standard way. The Energy functional associated to (P λ,µ ) is given by
where M (t) = t 0 M (s)ds is the primitive of M . Under (fg), it is easy to see that the functional J λ,µ is well defined and continuously differentiable on
Now we discuss about a harmonic extension technique developed by Caffarelli and Silvestre [6] to treat the non-local problems involving fractional Laplacian. In this technique, we study an extension problem corresponding to a nonlocal problem so that we can investigate the non-local problem via classical variational methods. To begin with, we first define the harmonic extension of u ∈ H s 0 (Ω) as follows Definition 2.2. For u ∈ H s 0 (Ω), the harmonic extension E s (u) := w is the solution of the following problem
Moreover, the extension function is related with fractional Laplacian by
where κ s = 2 2s−1 Γ(s) Γ(1−s) . The solution space for the extension problem is the following Hilbert space
The norm
is induced on E 1 0 (C) through the following inner product
We observe that the extension operator is an isometry between H s 0 (Ω) and
This isometry in (2.1) is the key to study the Kirchhoff type problems in the harmonic extension set up. Denote E s (u) = w and E s (v) = z in the sense of Definition 2.2. Then, the problem (P λ,µ ) is equivalent to the study of the following extension problem The variational functional I λ,µ : H(C) → R associated to (S λ,µ ) is defined as
Without putting great efforts, it can be shown that I λ,µ is well defined and C 1 . Now we give the definition of a weak solution of the extension problem (S λ,µ ).
It is clear that the critical points of I λ,µ in H(C) corresponds to the critical points of
, where u = trace (w) = w(x, 0) , v = trace (z) = z(x, 0) is a solution of (P λ,µ ) and vice-verse. Now, we state the following trace inequality which will be used in the subsequent Lemmas.
Moreover for r = 2 * s , the best constant in (2.2) will be denoted by S(s, N ), that is,
and it is indeed achieved in the case when Ω = R N and w = E s (u), where
with ε > 0 arbitrary.
We conclude this section by introducing the following minimization problem.
In light of the inequality |w| α |z| β ≤ |w| α+β + |z| α+β and Lemma 2.4, the best Sobolev constant in (2.5) is well defined. Using the ideas from [2] , authors in [14] established the following relationship between S(s, N ) and S(s, α, β). 
S(s, N ).
In particular, the constant S(s, α, β) is achieved for Ω = R N .
Nehari manifold for (S λ,µ )
In this section we study the nature of Nehari manifold associated with (S λ,µ ). In the case α + β ≥ 4, the functional I λ,µ is not bounded below on H(C).
We will show that it is bounded on some suitable subset of H(C) and on minimizing I λ,µ on these subsets, we get the solutions of (S λ,µ ). We define the Nehari set N λ,µ as
, where , * is the duality between H(C) and its dual space. Thus (w, z) ∈ N λ,µ if and only if
Now for fix (w, z) ∈ H(C), we define φ (w,z) : R + → R, much known as fiber maps, as φ (w,z) (t) = I λ,µ (tw, tz). Thus
Now, for fixed (w, z) ∈ H(C), taking derivative with respect to the variable t and putting t = 1, we get
Thus it is natural to split N λ,µ into three parts corresponding to local minima, local maxima and points of inflection. For this, we set
The following Lemma shows that minimizers for I λ,µ on N λ,µ are critical points for I λ,µ .
Proof. Let (w, z) be a local minimizer for I λ,µ in any of the subsets of N λ,µ . Then, in any case (w, z) is a minimizer for I λ,µ under the constraint
λ,µ , the constraint is non degenerate in (w, z), then by the Lagrange multipliers rule, there ex-
λ,µ and so φ ′′ (w,z) (1) = 0. Hence η = 0 which completes the proof of the Lemma.
Fractional Kirchhoff system 9
The next Lemma helps us to show that N λ,µ is a manifold for suitable choice of (λ, µ).
Proof. We prove this lemma by contradiction. Assume on the contrary that (w, z) ∈ N 0 λ,µ . Then we have two cases
which is a contradiction.
Again from (3.2) and (3.3), we have
. Now from (3.4), we get
Using (3.6), we have
Let us use the following notations. Θ λ,µ := inf{I λ,µ (w, z)|(w, z) ∈ N λ,µ } and Θ Proof. For (w, z) ∈ N λ,u , using Hölder's inequality, we have
Then by Lemma 3.5, for (λ, µ) ∈ M Γ 1 , there exists t
Now we discuss the behavior of fibering maps with respect to the sign changing weights in the following two cases.
Observe that (tw, tz) ∈ N λ,µ if and only if
It is clear that lim t→0 + ψ (w,z) (t) = −∞ and lim t→∞ ψ (w,z) (t) = 0. Moreover,
Then it can be shown that there exists unique t
which implies that there exists unique t * > 0 such that A (w,z) (t * ) = 0. Therefore, from ψ ′ (w,z) (t) = t 3−2 * s A (w,z) (t), we get t * as a unique critical point of ψ (w,z) (t), which is the global maximum point. Now we can estimate ψ (w,z) (t * ) from below as follows.
where
Using elementary calculus, we obtain max t>0 ψ (w,z) (t) = ψ (w,z) (t c ) with
Hence if (λ, µ) ∈ M Γ 2 , then there exists unique t + = t + ((w, z)) < t * and
That is, (t + w, t + z) and (t − w, t − z) ∈ N λ,µ . Besides this, ψ ′ (w,z) (t + ) > 0 and
we get φ
Note that lim t→∞ ψ (w,z) (t) = 0 and lim t→0 ψ (w,z) (t) = +∞. Additionally, ψ (w,z) (t) ≥ 0 for all t ≥ 0 and is decreasing. Hence for all λ, µ > 0 there existst > 0 such that (tw,tz) ∈ N − λ,µ and I λ,µ (tw,tz) = max t≥0 I λ,µ (tw, tz).
Thus from above discussion we have the following Lemma. The behavior of ψ (w,z) (t) and φ (w,z) (t) in different cases has been shown in the above figures.
Concerning the component set N 
Case 2
Proof. Let (w, z) ∈ N − λ,µ then from (3.3), we get
Now using (3.1) together with (2.5), we get
which implies that (w, z) 
Proof. The proof is quite standard. We argue as in Lemma 3.7 in [11] or Lemma 2.6 in [13] . Let 
* is a norm of the dual space of H(C)
Proof. To avoid any repetition, we only prove the case (i) of the above Proposition. The proof for the case (ii) is similar. From Lemma 3.3, I λ,µ is bounded below on N λ,µ . So by Ekeland variational principle, there exists a minimizing sequence {(w k , z k )} ∈ N λ,µ such that
Using equation (3.8) , it is easy to show that (w k , z k ) ≡ 0. Indeed, using (3.8) and Lemma 3.4, we get
which implies
(3.10)
From (3.10), we get immediately
Besides this, combining (3.9) and (3.10), we obtain
Next we claim that I ′ λ,µ (w k , z k ) * → 0 as k → 0. Now, using the Lemma 3.8 we get the differentiable functions ξ k : B(0, δ k ) → R for some δ k > 0 such that ξ k (w,z)(w k −w, z k −z) ∈ N λ,µ , for all (w,z) ∈ B(0, δ k ). For fixed k, choose 0 < ρ < δ k . Let (w, z) ∈ H(C) with (w, z) ≡ 0 and let (w,z) ρ = ρ(w,z)
Now by mean value theorem, we get
= 0 by the fact that η ρ ∈ N λ,µ , we have
) and using (3.9) and (3.10), we get
for some constant C > 0, independent of (w, z). So if we can show that ξ ′ k (0) * is bounded then we are done. Now from Lemma 3.8, using the boundedness of {(w k , z k )} and Hölder's inequality, for some K > 0, we get
where D is defined in Lemma 3.8. Therefore, to prove the claim, we only need to prove that the denominator in the above expression is bounded away from zero. Suppose not. Then there exists a subsequence, still denoted by
From equation (3.12) we get T λ,µ (w k , z k ) = o k (1). Now following the proof of Lemma 3.2 we get T λ,µ (w k , z k ) ≥ C 1 > 0 for all k for some C 1 > 0 and (λ, µ) ∈ M Γ 1 , which is a contradiction.
Compactness of Palais-Smale sequences
Now we prove the following proposition which shows the compactness of Palais-Smale sequence at sub-critical energy levels:
is a positive constant, then there exists a strongly convergent subsequence.
Proof. Let {(w k , z k )} be a non-negative ( since I λ,µ (|w|, |z|) = I λ,µ (w, z)) (P S) c sequence for I λ,µ in H(C) then it is easy to see that {(w k , z k )} is bounded in H(C). Therefore there exists non-negative (w 0 , z 0 ) ∈ H(C) such that (4.5) and (fg), we get
which leads us us to
Now, let us denote
Thus, from (4.6) and (4.7), we get the following crucial formula
concluding the proof. Thus, let us assume by contradiction that ℓ > 0. By (2.5) and (4.7),
Using the notation in (4.2) and (4.8), together with (4.9), we get 2ℓ
Noting that (4.8) implies in particular that
Using (4.10) in (4.11) together with (4.9) it follows that
From this, we obtain
so that, we have
and using the critical point arguments, we obtain
Hence using this estimate, we get
which contradicts the assumption c < c λ,µ , considering (4.1). This concludes the proof.
Existence of first solution
In this section we prove Theorem 1.1 (i), by a minimization argument on N λ,µ . Note that the Θ λ,µ < 0 from Lemma 3.4. Proof of Theorem 1.1 (i) Let us fix Γ 4 > 0 such that c λ,µ > 0 for (λ, µ) ∈ M Γ 4 . Assume Γ 0 = min{Γ 1 , Γ 2 , Γ 4 }. Now as the functional I λ,µ is bounded below in N λ,µ , we minimize I λ,µ in N λ,µ . Using Proposition 3.9 (i), we get a minimizing Palais-Smale sequence such that I λ,µ (w k , z k ) → Θ λ,µ . Then it is easy to show that {(w k , z k )} is bounded and therefore there exists (w 0 , z 0 ) ∈ H(C) such that (w k , z k ) ⇀ (w 0 , z 0 ) in H(C). Now for (λ, µ) ∈ M Γ , where Γ ∈ (0, Γ 0 ) and using Lemma 3.4 and Proposition 4.1 we get that (w k , z k ) → (w 0 , z 0 ) in H(C) which implies that the (w 0 , z 0 ) is a minimizer of I λ,µ in N λ,µ with I λ,µ (w 0 , z 0 ) < 0. Now we discuss some properties of this minimizer (w 0 , z 0 ).
Proof. If not then (w 0 , z 0 ) ∈ N − λ,µ . Note that using (w 0 , z 0 ) ∈ N λ,µ and I λ,µ (w 0 , z 0 ) < 0 we get
Therefore from Lemma 3.5, we get unique
λ,µ which implies t − = 1 and t + < 1. Therefore we can find t 0 ∈ (t + , t − ) such that
which is a contradiction. Hence (w 0 , z 0 ) ∈ N + λ,µ . As I λ,µ (w, z) = I λ,µ (|w|, |z|), we can assume that w 0 ≥, z 0 ≥ 0.
(ii) (w 0 , z 0 ) is not semi trivial, that is, w 0 ≡ 0, z 0 ≡ 0.
Proof. Suppose by contradiction that z 0 ≡ 0. Then w 0 is a nontrivial nonnegative solution of
By the maximum principle [7] we get w 0 > 0 in E 1 0 (C) and
Moreover, we can choosez
Since 0 < q < 2 and from the mean value theorem, there exists t 0 > 0 such that z * 0 = t 0z0 satisfies
( 5.3) Hence by Lemma 3.5 there exist unique 0 < t
From (3.7), one can show that the positive zero t * of ψ ′ w,z (t) = 0 satisfies the following
Using (5.3), it is easy to see that t * > 1. Using (5.1) and (5.2) we have
which is a contradiction. Hence w 0 ≡ 0 and z 0 ≡ 0. Now using the fact that M (t) is positive for t > 0 and strong maximum principle (see Lemma 2.6 [7] ), we get w 0 > 0, z 0 > 0.
(iii) (w 0 , z 0 ) is indeed a local minimizer of I λ,µ in H(C).
Proof. Since (w 0 , z 0 ) ∈ N + λ,µ , we have t + = 1 < t * . Hence by continuity of (w, z) → t * , for ℓ > 0 small enough, there exists δ = δ(ℓ) > 0 such that 1 + ℓ < t * (w 0 − w, z 0 − z) for all (w, z) < δ. Also, from Lemma 3.8, for δ > 0 small enough, we obtain a C 1 map t : B(0, δ) → R + such that t(w 0 − w, z 0 − z) ∈ N λ,µ , t(0) = 1. Therefore, for ℓ > 0 and δ = δ(ℓ) > 0 small enough, we have t + (w 0 −w, z 0 −z) = t(w, z) < 1+ℓ < t * (w 0 −w, z 0 −z) for all (w, z) < δ. Since t * (w 0 − w, z 0 − z) > 1, we obtain I λ,µ (w 0 , z 0 ) ≤ I λ,µ (t + (w 0 − w, z 0 − z)) ≤ I λ,µ (w 0 − w, z 0 − z) for all (w, z) < δ. This shows that (w 0 , z 0 ) is a local minimizer for I λ,µ in H(C).
Existence of second solution in
Now we show the existence of second solution in N − λ,µ . Consider P = {x ∈ Ω | f (x) > 0} ∩ {x ∈ Ω | g(x) > 0} has a positive measure. Consider the test functions as η ∈ C ∞ c (C P ), where
Moreover, for ρ > 0 small, η(x, y) = 1 on B ρ (0) + and η(x, y) = 0 on B c 2ρ (0). We take ρ small enough such that
, where w ǫ = E s (u ǫ ) and u ǫ is defined in Lemma 2.4. Then, we have the following lemma.
Lemma 6.1. Let (w 0 , z 0 ) be the local minimum for the functional I λ,µ in H(C). Then for every r > 0 and a.e. η ∈ C ∞ c (C P ) there exist ǫ 0 = ǫ 0 (r, η) > 0 and Γ * > 0 such that
Proof. Using the definition of I λ,µ , we open the proof as follows.
Using the fact that (w 0 , z 0 ) is a positive solution of problem (S λ,µ ), we get
Note that supp (w ǫ,η,α ) = supp (w ǫ,η,β ) ⊂ C P and f (x), g(x) > 0 for (x, 0) ∈ C P . Now based on
Now from [3, 17] we get that the family {w ǫ } and its trace on {y = 0} satisfy
(6.5)
Now using the estimates of (6.5), we estimate second and fourth term in G(t) as follows , where C 9 , C 10 , C 11 > 0 are positive constants independent of ǫ, λ. Now using Lemma 2.5, we get that > 0 for ǫ ∈ (0, ǫ 0 ). Hence, for ǫ ∈ (0, ǫ 0 ), there exist λ, µ > 0 satisfying the following inequality q(2 − q) ((4 − q)) , then N + λ,µ ⊂ W 1 . In particular, (w 0 , z 0 ) ∈ W 1 . Now we claim that there exists l 0 > 0 such that (w 0 + l 0 w ǫ,η , z 0 + l 0 w ǫ,η ) ∈ W 2 . First, we find a constant c > 0 such that 0 < t − (w 0 + l w ǫ,η , z 0 + l w ǫ,η ) (w 0 + l w ǫ,η , z 0 + l w ǫ,η ) < c, ∀ l > 0.
Otherwise, there exists a sequence {l k } such that, as k → ∞, l k → ∞ and t − (w0+l k wǫ,η ,z0+l k wǫ,η ) (w0+l k wǫ,η ,z0+l k wǫ,η ) → ∞. Let (w k ,z k ) = (w 0 + l k w ǫ,η , z 0 + l k w ǫ,η ) (w 0 + l k w ǫ,η , z 0 + l k w ǫ,η ) . 
