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ilBSTRACT 
It is shown that the height characteristic of a matrix A strongly majorizes the dual 
sequence of the sequence of differences of maximal cardinalities of nonclosable 
k-paths in G(A), and that in the generic case the height characteristics is equal to that 
dual sequence. Simultaneously, it is shown that the sequence of differences of 
minimal k th nonclosable norms of path coverings for a directed graph G is the dual of 
the sequence of differences of maximal cardinalities of nonclosable k-paths in G. 
These results generalize both matrix theoretical and graph theoretical known results 
for the triangular case. 
1. INTRODUCTION 
This paper deals with related matrix theoretical and graph theoretical 
results. 
The study of the relationship between the structure of the Jordan blocks 
associated with the eigenvulue 0 of a triangular matrix, or equivalently, the 
height characteristic of a triangular matrix, and its associated digraph has 
been of interest in the past decade. This problem was solved completely in 
the nilpotent case by Saks [II] and by Gansner [4], who showed that the 
height characteristic of a nilpotent triangular matrix majorizes the dual 
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sequence of the sequence of differences of maximal cardinalities of k-paths in 
the graph G( A) of A, and that in the generic case the height characteristic is 
equal to that dual sequence. The (not necessarily nilpotent) triangular case 
appeared to be harder. It was partially solved in [I] and [2] by Brualdi, who 
found sufficient conditions for the elementary divisors of a matrix to be 
combinatorially determined, and was completely solved by Hershkowitz and 
Schneider [S], h p w o roved that the height characteristic of a triangular matrix 
A majorizes the dual sequence of the sequence of differences of maximal 
cardinalities of singular k-paths in the graph G(A) of A. They also showed 
that in the generic case the height characteristic is equal to that dual 
sequence. 
In this paper we extend the study to general matrices, with no restriction 
on their graph. We prove that the height characteristic of a matrix A strongly 
majorizes the dual sequence of the sequence of differences of maximal 
cardinalities of nonclosable k-paths in G(A). Furthermore, in the generic 
case the height characteristic is equal to that dual sequence. Therefore, it 
follows that almost every matrix over R or C satisfies this equality. 
In our solution of the above problem in matrix analysis, we heavily use 
graph theoretical tools. We also prove a result on directed graphs, which we 
now describe in detail, 
In his paper [3], D’l 1 worth proved that the minimal number of disjoint 
paths needed to cover a transitive acyclic graph is equal to the maximal 
cardinality of a set of independent elements (l-family). This result was 
generalized by Greene and Kleitman [7], who proved that the sequence of 
differences of maximal cardinalities of k-families is equal to the sequence 
of differences of minimal k th norms of path coverings for a transitive acyclic 
graph G. This assertion proves the existence of k-saturated partitions, gener- 
alizing Dilworth’s theorem. Greene then proved [6] that the above sequences 
are the dual of the sequence of differences of maximal cardinalities of k-paths 
in G. The results in [3], [7], and [6] 1 c o not hold for nontransitive acyclic 
graphs. The generalization for this case was done independently by Saks [II] 
and by Gansner [4], who proved that the sequence of differences of minimal 
k th norms of path coverings for an acyclic graph G which is not necessarily 
transitive is the dual of the sequence of differences of maximal cardinalities of 
k-paths in G. These results were generalized in [8] for (O-D-weighted graphs. 
In this paper we generalize the results of [3], [7], [6], [ll], and 141 to 
general graphs, which are not necessarily acyclic. We generalize the concepts 
of kth norms and k-paths, distinguishing between closable paths and non- 
closable paths. We then prove the duality of the resulting sequences. The 
theorems mentioned above become special cases of our Theorem 4.25. 
Our basic notation and definitions are given in Section 2. Section 3 
contains some graph theoretical preliminaries. The main results are proven in 
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Section 4. Our results are stated for the eigenvalue 0 of a matrix A; however, 
they can be applied to any eigenvalue A of A, by discussing the matrix A-AI. 
2. NOTATION AND DEFINITIONS 
In this section we introduce only the very general notation and definitions 
used in this paper. More technical ones are given in the next sections. 
NOTATION 2.1. For a positive integer n we use the notation (n) for the 
set (1, . , n}. We denote by 1 a) the cardinality of a set (Y. 
DEFINITION 2.2. Let (Y = ((Ye, . , a,) be a nonincreasing sequence of 
positive integers. Consider the diagram formed by t columns of stars, such 
that the jth column (from the left) has LIY~ stars, and such that the bottom 
row has CY I stars. The sequence CY * dual to c~ is defined as the sequence of 
row lengths of the diagram (read upwards). The dual sequence is often called 
the conjugate sequence. 
DEFINITION 2.3. Let cy and j? be sequences of nonnegative integers. 
We append zeros to the short sequence to equalize its cardinality to the 
longer one, and so let (Y = ((Y,, . . , a,)and p=(fi ,...., p,>. Wesaythat 
/3 majorizes a, and denote it by a & p, if a1 + .** +a, < p1 + ... +& for 
every k E (t - l), and (Y, + ..* +a, = & + ..* +p,. We say that p 
strongly majorizes ff , and denote it by (Y < p, if cyl + ..* +a, < 
PI + a.* +& for every k E (t). 
We remark that if a sequence P majorizes a sequence (Y, then the 
cardinality of p cannot exceed the cardinality of (Y. Therefore, a definition 
alternative to Definition 2.3 without appending zeros to the shorter sequence 
is: 
DEFINITION 2.4. Let (Y and /3 be sequences of nonnegative integers. 
We say that p majot-izes CY if the partial sums of p are greater than or equal 
to the corresponding partial sums of (Y, and if the sum of the elements of P 
is equal to the sum of the elements of (Y. 
PROPOSITION 2.5 [9, p. 17’41. L t e CY and p he nonincreasing sequences of 
nonnegutive integers. Then (Y & p implies /3* =S (Y*. 
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NOTATION 2.6. For a square matrix A we denote by n(A) the nullity of 
A (the dimension of the nullspace of A). We denote by m(A) the algebraic 
multiplicity of 0 as an eigenvalue of A. 
NOTATION 2.7. Let A be an 72 x n matrix, and let (Y and /3 be subsets 
of ( n). We denote by A[ a I @] the submatrix of A whose rows are indexed 
hy a and whose coIumns are indexed by p in their natural order. We denote 
by A[ (~1 the submatrix A[ (Y 1 a]. 
DEFINITION 2.8. Let 9 he the index of a square matrix A, that is, the 
size of the largest Jordan block associated with 0 as an eigenvalue of A. For 
i E (9) let qi(A) = n( A’) - n( A’- ‘), where n( An) = 0. The sequence 
(qI( A), . , q,( A)) is called the height charuderistic of A, and is denoted by 
“rl( A). 
DEFINITION 2.9. Let A be a square matrix. The nonincreasing sequence 
( J,(A), . , &,cAj( A)) of sizes of the Jordan blocks associated with 0 as an 
eigenvalue of A is called the Jordun characteristic of A, and is denoted by 
5(A). 
REMARK 2.10. As is well known, ((A) is the dual sequence of $A). 
CONVENTION 2.11. We shall use qk, &, 77, and 5 for qk(A), &(A), 
v(A), and l(G) where no confusion should arise. 
DEFINITION 2.12. The graph G(A) of an n x n matrix A = (aij) is 
defined to be the (simple directed) graph with vertex set (n), and such that 
there is an arc from i to j if and only if aij z 0. 
NOTATION 2.13. For a polynomial p(h) we denote by n(p(h)) the 
algebraic multiplicity of 0 as a root of p(A). 
3. GRAPHS 
All the graphs we use are simple directed graphs. 
DEFINITION 3.1. Let G be a graph. 
(i) A path in G is a sequence of distinct vertices (i ,, . . . , it) such that 
(i k, i,, 1> is an arc in G, k E (t - 1). Every sequence that consists of one 
vertex is a path. 
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(ii) Two paths in G are said to be disjoint if they have no common 
vertex. 
(iii) A set P of disjoint paths in G is called a path covering for G if every 
vertex in G belongs to exactly one path in P. 
DEFINITION 3.2. A path (i,, . . . , i,,> in a graph G is said to be closable if 
i,) is an arc in G. In this case, we say that the arc (i,,,, i,> closes the path 
, i,,,). 
DEFINITION 3.3. The length IPI of a path P in a graph is the number of 
vertices in that path. 
DEFINITION 3.4. Let G be a graph, and let k be a nonnegative integer. 
(i) The nonclosable kth norm1 P/k of a path P in G is defined as 
“lk = 
0, P closable, 
min{[P],k}, P not closable. 
(ii) The nonclosable kth norm [P/k of a path covering P = {PI, . . , Pt) for 
G is defined as 
IPlk = i IPjlk. 
i=l 
CONVENTION 3.5. In the sequel we shall use the term kth norm as an 
abbreviation for nonclosable kth nom. This should not be confused with the 
term kth norm used in several references, such as 141. 
NOTATION 3.6. 
(i) We denote by n,(G) the minimum kth norm of a path covering 
for G. 
(ii) For a positive integer k we denote v,(G) = n,(G) - nk_ ,(G), where 
we define n,(G) = 0. We denote by Y(G) the sequence (v,(G), . . . , v,(G)), 
where 4 is the largest number such that v,(G) > 0. 
CONVENTION 3.7. We shall use nk, vk, and v for n,(G), v,(G), and 
v(G) where no confusion should arise. 
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The following example demonstrates the terms we have just defined. 
EXAMPLE 3.8. Let G be the graph shown in Figure 1. Both the path 
coverings P ' = {Cl), C&5,3,2), (4,7N and P* = 1(4,7,5), (61, (3,2)(l)} have 
minimum (nonclosable) first norm, which is equal to 2. P' also has minimum 
second norm, which is equal to 3, while lP’lz = 4. Since ]Pi]k = 3 for 
all k > 2, it follows that we have n, = 2 and nk = 3, k > 2, and so u(G) = 
(21). 
PROPOSITION 3.9. The sequence v is nonincreasing. 
Proof. Let q be the cardinality of v, and let k E (q - 1). Let P be a 
path covering for G such that \Plk = nk . Assume that P has h paths with 
k th norm equal to k, and let .s = nk - hk. It is easy to verify that nl; + , < 
IPI k+l < h(k + 1) + s and that nk_l < lPjk_i = h(k - 1) + s. Therefore, 
we have vk+i = nk+, - nk < h < nk - nk-l = Vk. n 
6 7 
FIG. 1. 
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DEFINITION 3.10. A nonclosable k-path in G is a set of vertices in G 
that can be covered by disjoint paths, such that the number of the nonclos- 
able paths in this cover does not exceed k. 
CONVENTION 3.11. In the sequel we shall use the term k-path as an 
abbreviation for nonclosable k-path. This should not be confused with the 
term k-path used in several references, such as [4]. 
NOTATION 3.12. 
(i> We denote b y pk(G) the maximal cardinality of a k-path in G. 
(ii) For a positive integer k we denote r,(G) = p,(G) - pk_ ,(G) 
[observe that p,(G) is the maximal number of vertices that can be covered by 
disjoint closable paths]. We denote by r(G) the sequence (r,(G), , rr,(G)), 
where i is the largest number such that V,(G) > 0. 
CONVENTION 3.13. We shall use pk , rk, and rr for pk(G). rk(G), and 
IT where no confusion should arise. 
EXAMPLE 3.14. Let G be the graph of Example 3.8. The maximal 
number p”(G) of vertices that can be covered by disjoint closable paths is 
four (these are 1, 4, 5, and 7). We can cover at most six vertices in G by 
disjoint paths such that the number of the nonclosable paths in this cover 
does not exceed one. For example, take the closable paths (4,7,5> and (11, 
and the nonclosable path (3,2). Another possibility is of the closable path 
(1) and the nonclosable path (4,7,5,3,2). Thus, p,(G) = 6. We can cover all 
seven vertices in G by disjoint paths such that the number of the nonclosable 
paths in this cover does not exceed two. An example of such a cover is that of 
the closable paths (4,7,5> and (11, and the nonclosable path (3,2) and (6). 
We thus have p2(G) = 7, and so n(G) = (2,l). 
The following proposition is easy to prove, and is stated here for reference. 
PROPOSITION 3.15. Let G be a graph, and let r(G) = (r,, . , m,> and 
v(G) = (vl,. . , v<,,>. Then Cy=, vi = Cf, ,mi = n - p,,. 
PROPOSITION 3.16. We have T s v*. 
Proof. In view of Proposition 3.15, all we have to prove is that the 
partial sums of the sequence V* are greater than or equal to the correspond- 
ing partial sums of the sequence s-. The cardinality of V* is v,, so 
let r E (v, - 1) and let k = (v*),+,. Let s = Cz!‘~r+l(~*)i. Observe that 
nk = rk + s. We now claim that p, < n - s. Assume to the contrary that 
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p, > n - s. Let C be an r-path of maximal cardinality p,, and let us add 
paths to C in order to obtain a path covering P for G. Clearly, (P(k < rk + 
(n - pr) < rk + s = nk, which is a contradiction. Therefore, our assumption 
that p, > n - s is false, and therefore CL= rrri = pr - p, < n - s - p. = 
CL= ,(v*)i. n 
Note that the cardinality of the sequence rr is equal to vi, the minimal 
number of nonclosable paths in a path covering for G. Since vi is also the 
cardinality of the sequence v*, it follows that the cardinalities of rr and V* 
are the same. In the next section we shall show that rr = v*. 
4. MATRICES 
In this section we assume that A is an n X n matrix over an arbitrary 
field F, and that G is the graph G(A) of A. We start with a lemma 
generalizing Lemma 4.2 of [l] to a not necessarily triangular matrix. 
LEMMA 4.1. Let A he nn n x n matrix. lf A has a k X k submatrix with 
a nonzero generalized diagonnl, then (n) is an (n - k)-path in G(A). 
Proof. Let A have a k X k submatrix B with a nonzero generalized 
diagonal We have to add at most n - k nonzero entries to A [and the 
corresponding arcs to G(A)] to obtain a nonzero generalized diagonal in A. 
The arcs in G(A) that correspond to this diagonal can be partitioned into 
disjoint cycles yi, . , -yt, t > 1, that is, disjoint closable paths that cover all 
vertices. We now remove the arcs we have added to G(A). As a result, some 
of the cycles y,, . . , -yt may turn into disjoint nonclosable paths. Observe 
that the removal of an arc from a closable path turns it into a nonclosable 
path, and that the removal of an arc from a nonclosable path turns it into two 
paths (both may be closable). Th erefore, the removal of each arc in turn 
increases the number of nonclosable paths by at most 1. Since we have to 
remove at most n - k arcs, it follows that we can cover all the vertices by 
disjoint paths, where the number of nonclosable paths does not exceed 
n - k. n 
We remark that it follows from Lemma 4.1 that if A is an n X n matrix 
with a nonsingular k X k submatrix, then (n) is an (n - k)-path in G(A). 
Let h be an indeterminate. We denote by A, the matrix Al-A. Let 
(Y, /? c ( n), 1 (Y 1 = ( p 1, and let t be a positive integer. As is well known, the 
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coefficient of A’ in the polynomial det( A,[ (Y ( /3 I> is 
c d,det A[CY 1 SIP 161, 
Scanp 
ISl=t 
(4.2) 
where each of the ds’s is either 1 or - 1. 
LEMMA 4.3. Zf (at least) one of the summands in (4.2) is nonzero, then 
there exists an (n - 1 aI)-path in G( A) of cardinulity n - t. 
Proof. Assume that for some subset 6 of (Y n /3 of cardinality t we 
have det A[a\ S/p\ 61 # 0. Let B = A[(n) \ 61(n) \ 61. The submatrix 
H~\~lP\~l’ 1s nonsingular, and by Lemma 4.1 the vertices of G(B) form 
an (n - 161 - J(Y\ Sl)-path in G(B). S’ mce G(B) has n - t vertices, the 
result follows. 1 
COROLLARY 4.4. Let LY, p G (n), 1 CYI = ) p 1, and let t be a positive 
integer. If the coefficient of A’ in the polynomial det A*[ (Y I /3 1 is nonzero, 
then there exists an (n - 1 a /)-path in G( A) of cardinality n - t. 
The following corollary generalizes Corollary 2.2 of [2] to a not necessarily 
triangular matrix. 
COROLLARY 4.5. The determinantal divisors d,,(h), d,(h), . , d,,(X) of A 
satisfy 
m(d,_,( A)) 2 n - p,, k E (II). 
Proof. Let t = m(d,,pk(A)). S ince d,,_,(X) is the greatest common 
divisor of the determinants of all (n - k) X (n - k) submatrices of A,, it 
follows that there exist LY, p C_ (n), Icx( = ( /3[ = n - k, such that the coeffi- 
cient of A’ in the polynomial det A,[ (Y 1 P ] IS nonzero. By Corollary 4.4, there 
exists a k-path in G(A) of cardinality n - t. Hence we have p, 2 n - t, and 
our claim follows. n 
COROLLARY 4.6. We have p,,(., = n. 
Proof. Since the rank of A is equal to n - n(A), it follows that A has a 
nonsingular [n - n(A)] X [ n - n(A)] submatrix. Hence, the corresponding 
minor of A, is a polynomial that does not vanish at 0. Therefore, being the 
greatest common divisor of all the [n - n(A)] X [n - n(A)] minors of A,, 
d,,-,,,., is not divisible by h, and hence m(d,,p,,,,,) = 0. It now follows from 
Corollary 4.5 that p,,(,, = n. n 
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COROLLARY 4.7. n(A) is greater than or equal to the cardinality of the 
.sequence 7T. 
Proof. Since p, cannot exceed n, it follows from Corollary 4.6, by 
Notation 3.12, that the cardinality of the sequence 7r is less than or equal to 
n(A). n 
Another corollary of Corollary 4.5 is the following. 
PK~POSITION 4.8. Let A be an n X n matrix. Then ck+ I + .a. + [,,(,,) > 
n - pk, k = 0, , n(A) - 1. 
Proof. As it is well known (e.g. [5, pp. 139-1451) we have m(d,,_k(A)) = 
i k+l + ... f&(A)> k = 0, , n( A) - 1. Therefore, our assertion follows 
from Corollary 4.5. n 
CoKoLLAnY 4.9. Let A be an n X n matrix. Then the index of A is less 
than or equal to p , . 
Proof, Recall that the index of A is equal to i,. Since <r + .*. + &I(Aj = 
~n( A), it now follows from Proposition 4.8 that <I < p I + m( A) - n =G p , 
n 
REMARK 4.10. In many cases, one cannot obtain a better bound combi- 
natorially for cl than p,. For example let G be the graph with vertex set 
(1,2] and arc set ((1, 11, (1,2),(2,1),(2,2)]. We have p, = p, = 2, and 
indeed. the index of the matrix 
satisfying G(A) = G, is 2. However, better bounds can be obtained in 
certain cases; see Remark 4.24 below. 
PROPOSITION 4.11. Let G be a graph, and let A be a matrix satisfying 
G(A) = G and such that the nonzero elements of A are algebraically indepen- 
dent indeterminates. Then m(A) = n - p&G). 
Proof, Let (Y be a O-path in G of cardinality pO(G). Observe that A[ LY ]
is nonsingular and that, furthermore, the sum of the pO(G) X p&G) principal 
minors of A is nonzero. Therefore, the coefficient of h”-po(‘) in the 
characteristic polynomial of A is nonzero, which implies that 
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m(A) < n - p”(G). Since by Proposition 4.8 we have m(A) = 
61 + .** +&1(n) > n - p,,, our claim follows. H 
Proposition 4.11 does not hold for all matrices A satisf)ing G( A) = G, 
as demonstrated by the following easy example. 
EXAMPLE 4.12. Let G be the graph with vertex set {1,2) and arc set 
((1, 11, (1,2>, (2, l), (2,2)}. Clearly, the matrix 
satisfies G(A) = G. Observe that m(A) = 1, while p. = 2 and hence 
n - p. = 0. 
C~R~LLAHY 4.13. Let G he a graph, and let A he a matrix satisfying 
G(A) = G and .such that the nonzero elements of A are algebraically indepen- 
dent indeterminates. Then ((A) s IT. 
Proof. First, observe that by Corollary 4.7, the cardinality of the sequence 
n is less than or equal to n(A), the cardinality of the sequence l(A). Now 
let k E (n(A) - 1). By Propositions 4.8 and 4.11 we have c1 + ..* +& ,< 
p, - [n - m(A)] < p, - p, = ml + .** + 7~~. Also, by Corollary 4.6 and 
Proposition 4.11 we have Ji + .*. +l,,(,) = m(A) = n - p,, = pnCA) - p. = 
r1 + *” + q’n(A). In view of Definition 2.4, the result follows. n 
Example 4.12 shows that Corollary 4.13 does not hold for all matrices A 
satisfying G(A) = G. The matrix A there has l(A) = (11, while n(G( A)) is 
an empty sequence. 
The following lemma is well known and trivial. 
LEMMA 4.14. Let A be a matrix such that G(A) consist of one path P. 
Then l(A) = (/PI>. 
PROPOSITION 4.15. Let A be a mutrix <such that G(A) consists of disjoint 
paths P,, . , P, and cycles. Then for every positive integer k zLe have 
n(Ak) = C;=,lP,lk. 
Proof. Since A is a direct sum of nonsingular matrices (whose graphs 
are the cycles) and singular matrices (whose graph are the paths) satisfying 
the conditions of Lemma 4.14, it follows that ,$( A) is the sequence 
(1 P, 1, , 1 P,I), reordered in a nonincreasing order. Since $ A) = l(A)*, our 
claim follows. n 
Let f(xl,. . . , x,,,) be a polynomial in 7n variables on a field F. We denote 
by N(f 1 the set of vectors (a,, . , a,,) in F’” such that f(al, , a,,) = 0. 
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We use the term vnriety in F”’ for a subset of S of F”’ satisfying S = N(f) 
for some polynomial f on F in m variables. Observe that F”’ itself is a 
variety, as F”’ = N(O). A variety in F”’ is said to be a proper subvariety of 
F”’ if S = N(f) f or some nonzero polynomial f on F. The statement that the 
generic point (member) in F”’ has a certain property means exactly that 
the set of points in F”’ that do not have that property is contained in a proper 
subvariety of F”‘. 
REMARK 4.16. It is well known that the complement of a proper 
subvariety in R”’ or in C”’ is an open dense set in the usual Euclidean 
topology (e.g. [lo, p. 511). Th e 0 p enness statement follows using continuity 
arguments. The density statement can be easily proven using induction on m. 
In fact, it is known that if F is a field with infinitely many elements then the 
complement of a proper subvariety in F”’ contains “almost every” vector in 
F”’ (note that in this last statement we have avoided exact definitions and 
algebraic geometry arguments, since we are only interested in the flavor of 
things). 
Let T be a set of m positions in an n X n matrix, and let B be an n X n 
matrix such that its elements in the positions outside T are elements of a field 
F. We refer to a matrix A over F satisfying ai1 = bj,, (i, j) @ T, as a point in 
F”‘, identified by the values of elements of A in the positions T. 
In the sequel we shall use the following elementary proposition (e.g. [8]). 
PROPOSITION 4.17. Let T he a set of m positions in an n X n matrix, and 
let B be an n X n matrix whose elements in the positions outside T are 
elements of a field F, and whose elements in the positions T are algebraically 
independent indeterminates. Then: 
(i) For every matrix A over F satisfying aij = bij, (i, j) @ T, and for 
every positive integer k, we have n(Bk) < n( Ak). 
(ii) The set of matrices A over F satisfying aij = b,j, (i, j) 6 T, f;w 
which T& A) z q(B) forms a proper subvariety of F”‘. 
PROPOSITION 4.18. Let G be a graph, and let A be a matrix satisfying 
G(A) = G and such that the nonxero elements of A are algebraically indepen- 
dent indeterminates. Then q(A) s V. 
Proof. Let k be a positive integer, and let P be a path covering for G 
such that \P\k = nk. We define an n X n matrix B by 
bij = 
1 if(i,j)isanarcinPor(i,j)closesaclosablepathinP, 
0 otherwise. 
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By Proposition 4.15 we have n( Bk) = JPJk = nk. Since every arc in G(B) is 
an arc in G(A), and since the nonzero elements of A are algebraically 
independent indeterminates, it follows by Proposition 4.17 (i) that n( Ak) Q 
n(B k, = nk. Since the sum of the elements of v(A) is m(A), and since by 
Propositions 3.15 and 4.11 the sum of the elements of v is also m(A), the 
result follows. n 
Here again, Example 4.12 shows that Corollary 4.18 does not hold for all 
matrices A satisfying G(A) = G. Th e matrix A there has v(A) = (11, while 
v(G( A)) is an empty sequence. 
As a corollary we now obtain 
THEOREM 4.19. Let G be a graph, and let A be a matrix satisfying 
G(A) = G and such that the nonzero elements of A are algebraically indepen- 
dent indeterminates. Then l(A) = V* = rr (or, equivalently, v(A) = Y = 
?T*). 
Proof. Since both n( A) and Y are nonincreasing sequences, it follows 
from Proposition 4.18, by Proposition 2.5, that V* & r](A)* = cJ( A). By 
Proposition 3.16 we have r s v*, and by Corollary 4.13 we have [(A) + 
n. Therefore, we have n s V* 5 l(A) s 7rTT, which implies that l(A) = 
v” = 77. # 
COROLLARY 4.20. Let G be a graph, and let A be a matrix satisfying 
G(A) = G and such that the nonzero elements of A are algebraically indepen- 
dent indeterminates. Then the index c$A is equal to p, - p,,. 
DEFINITION 4.21. Let G, and G, be two graphs with the same vertex 
set. We say that G, is a subgraph of G,, and denote it by G, c G,, if every 
arc of G, is also an arc of G,. 
Let G be a graph with m arcs, and let A be a matrix over a field F with 
G(A) c G. We refer to A as a point in F”‘, identified by the values of 
elements of A in the positions that correspond to the arcs of G. 
We now can derive our main matrix theoretical result from Proposition 
4.17, Theorem 4.19, and Corollary 4.9. 
THEOREM 4.22. Let G be a graph with m arcs, and let F be a field. 
Then for every matrix A over F with G( A) = G we have 7~ * < q( A), and 
the index of A is less than or equal to p,. Furthermore, the set of mutrices A 
over F with G(A) c G f or which v(A) # z- * forms a proper subvariety of 
F”‘, and so the set of matrices A over F with G(A) c G_f&- which the index 
of A is not equal to p, is contained in a proper subvariety of F”‘. 
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In particular, if F is a field with infinitely many elements (for example, if 
F is either R or C), then, in view of Remark 4.16, Theorem 4.22 asserts that 
almost all matrices A over F with G(A) C_ G share the same height charac- 
teristic and index. This point is somewhat more emphasized in the following 
restatement of Theorem 4.22. Note that, in view of our remarks above, 
Example 4.12 shows that Theorem 4.19 does not hold for nil matrices A 
satisfying G(A) = G. 
THEOREM 4.23. Let G be a graph with m arcs, and let F be a field. 
Then fin- every matrix A over F with G( A) = G zLe have 7~* -S q( A), and 
the index of A is less than or equal to p,. Furthermore, the generic matrix A 
over F with G( A) g G satisfies q( A) = v*, and the index of A is equal 
to Pl. 
REMARK 4.24. Theorems 4.22 and 4.23 provide combinatorial lower 
bounds for the nullities of powers of the matrix A. They do not deal with 
upper bounds, although such bounds may well exist. For example, consider 
the graph G given by 
3 
1 2 
c 
Clearly, every matrix A with G(A) = G IS nonsingular, and hence q,(A) is an 
empty sequence. However, from Theorem 4.22 we only obtain that the 
nullities of powers of A are nonnegative. 
We conclude the paper with an important graph theoretical corollary. It 
generalizes results of Dilworth [3], Greene and Kleitman [7], Greene [6], Saks 
[ll], and Gansner [4]. A more detailed explanation is provided in the 
introduction to this paper. 
THEOREM 4.25. Let G be a graph. Then V(G) is a nonincreasing 
sequence. Furthermore, we have r(G) = v(G)*. 
The author is grateful to the referee fiw helpful comments 
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