Abstract. Framelets have been used successfully in various problems in image processing, including inpainting, impulse noise removal, superresolution image restoration, etc. Segmentation is the process of identifying object outlines within images. There are quite a few efficient algorithms for segmentation that depend on the partial differential equation modeling. In this paper, we apply the framelet-based approach to identify tube-like structures such as blood vessels in medical images. Our method iteratively refines a region that encloses the possible boundary or surface of the vessels. In each iteration, we apply the framelet-based algorithm to denoise and smooth the possible boundary and sharpen the region. Numerical experiments of real 2D/3D images demonstrate that the proposed method is very efficient and outperforms other existing methods.
Introduction
In this paper, we consider the segmentation problem of branching tubular objects from 2D and 3D images. This kind of problem arises in several application fields, for example, extracting roads in aerial photography, and anatomical surfaces of tubular structures like blood vessels in Magnetic Resonance Angiography (MRA) images. Because of the necessity to obtain as much fine details as possible in real time, automatic, robust and efficient methods are needed.
There are several vessel segmentation algorithms that are based on deformable models, see [21] for an extended review. Because the explicit deformable model representation is usually impractical, level set techniques to evolve a deformable model have been introduced, and they provide implicit representation of a deformable model. However, the level set segmentation approach is computationally more expensive as it needs to cover the entire domain of interest, which is generally one dimension higher than the original one. Interested readers are referred to recent literature on the level set segmentation strategy for tubular structures [18, 20, 24] .
A new model for active contours to detect objects in a given image based on techniques of curve evolution, Mumford-Shah functional and level sets was proposed in [10] . A generalization of the active contour without edges model was proposed in [23] for object detection using logic operations. This logic framework suffers from the same limits as in the active contour model and is not suitable for detecting tubular structures.
In [16] , a geometric deformable model for the segmentation of tubular-like structures was proposed. The model is characterized mainly by two components: the mean curvature flow and the directionality of the tubular structures. The major advantage of this technique is the ability to segment twisted, convoluted and occluded structures without user interactions; and it can follow the branching of different layers, from thinner to larger structures. The dependence on the grid resolution chosen to solve the discretized partial differential equation (PDE) model is still an open problem. The authors in [16] have also applied a variant of the proposed PDE model to the challenging problem of composed segmentation in [17] .
There are some work on texture classification and segmentation using wavelets or wavelet frames [25, 1] . Framelet-based approach is a versatile and effective tool for many different applications in image processing, see [4, 7, 8, 3] . Recently, the authors in [13] proposed to combine the framelet-based image restoration model of [5] and the total variation based segmentation model of [10, 9, 2] to do segmentation. In this paper, we also derive a segmentation algorithm that uses the framelet-based approach. However our method is not based on minimizing any variational model and hence it is different from the method in [13] . In fact, our algorithm gradually updates an interval that contains pixel values of possible boundary pixels. Like the method in [16] , our method also has the ability to segment twisted, convoluted and occluded structures. In addition, our method is very effective in denoising and can extract more details from the given image.
The rest of the paper is organized as follows. In Section 2, we recall some basic facts about tight frames and framelet-based algorithms. Our segmentation algorithm is given in Section 3. Section 4 discusses how to find an interval that contains pixel values of possible boundary pixels. In Section 5 we test our algorithm on various real 2D and 3D images. Comparisons with other methods will be also given. Conclusions are given in Section 6.
Framelet-Based Algorithm
In this section, we briefly introduce the framelet-based algorithm. For theories of tight frames and framelets, we refer the readers to [11] for more details. In order to apply the framelet-based algorithm, one only needs to know the filters corresponding to the framelets. For the framelets derived from the piecewise linear B-spline, the corresponding filters are:
see [22] . The framelet coefficients of any given vector v corresponding to filter h i can be obtained by convolving h i with v. In matrix terms, we can construct, for each filter, its corresponding filter matrix which is just the Toeplitz matrix with diagonals given by the filter coefficients, e.g.
. Then the 1D framelet forward transform is given by
To apply the framelet transform onto v is equivalent to computing Av, and H i v gives the framelet coefficients corresponding to the filter h i , i = 1, 2, 3. The d-dimensional framelet system is constructed by tensor products from the 1D framelets, see [14] . For example, in 2D, there are nine framelets given by h ij ≡ h T i ⊗ h j for i, j = 1, 2, 3, where h i is given in (1) . For any 2D image f , the framelet coefficients with respect to h ij are obtained by convolving h ij with f . In 3D, there are twenty-seven filters and the framelet coefficients can also be obtained by convolutions. Let A represent the corresponding framelet forward transform matrix (cf. (2)). In 2D case, A will be a stack of nine blockToeplitz-Toeplitz-block matrices, see [4] . In this notation, given any image f , the matrix-vector product A · vec(f ) gives all the framelet coefficients. Here vec(f ) denotes the vector obtained by concatenating the columns of f .
All framelet transforms have a very important property, the "perfect reconstruction property": A T A = I, the identity matrix, see [22] . Unlike the wavelets, in general, AA T = I. The framelet-based algorithms, as given in [8, 4, 3] , are of the following generic form:
Here f (i) is an approximate solution, U is a problem-dependent operator, and T λ (·) is the soft-thresholding operator defined as follows. Given
T , where
For how to choose λ k , see [15] . Algorithm (4) is usually called the isotropic framelet-based algorithm. This is because the thresholding operator T λ is applied on all the framelet coefficients Af (i+ 1 2 ) in (4). In [7] , the anisotropic framelet-based algorithm was proposed. The main idea is that the filter h 1 in (1) is the central-difference apart from a scalar multiple. Hence the corresponding framelet coefficients are related to the gradient ∇f of the image f . One should therefore rotate these coefficients along the tangential and normal direction, and threshold only the components along the tangential direction, see [26] . For the coefficients corresponding to other filters, we threshold as in the isotropic framelet-based algorithm. In [7] , it was shown that the anisotropic thresholding scheme can give better restoration than the isotropic one, and can follow edges more closely. Later in the numerical tests, we have tried both thresholding schemes, and found that anisotropic thresholding can give the tubular structures better.
Framelet-Based Algorithm for Segmentation
The technology of MRA imaging is based on detection of signals from flowing blood and suppression of signals from other static tissues, so that the blood vessels appear as high intensity regions in the image, see Fig. 1(a) . The structures to be segmented are vessels of variable diameters which are close to each other. Partial occlusions and intersections make the segmentation very challenging. Moreover, the real image can be affected by speckle noise. In general in medical images, speckle noise and weak edges make it difficult to identify the structures in the image. Fortunately, the MRA images also contain some properties that can be used to construct our algorithm. From Fig. 1(a) , we see that the pixels near the boundary of the vessels are not exactly of one value, but they are in some range, whereas the values of the pixels in other parts are far from this range. Thus the main idea of our algorithm is to approximate this range accurately.
We will obtain the range iteratively by a framelet-based algorithm. The main steps are as follows. Suppose in the beginning of the ith iteration, we are given an approximate image f (i) , and an approximate range [α i , β i ] for α i ≤ β i which contains the pixel values of all the possible boundary pixels. Then we (i) use the range to threshold the image into three parts-below, inside, and above the range; (ii) denoise and smooth the inside part by the framelet-based algorithm to get a new image f (i+1) ; and (iii) refine the range to [α i+1 , β i+1 ] by using f (i+1) . We stop when f (i+1) becomes a binary image. In the followings, we elaborate each of the steps. Without loss of generality, we assume all images have dynamic range in [0, 1].
Step (i): thresholding the image into three parts. Using the range [α i , β i ] ⊆ [0, 1], we can separate the image f (i) into three parts-below, inside, and above the range, see Fig. 1(b) . To emphasize the boundary, we threshold those pixel values that are smaller than α i to 0, those larger than β i to 1, and those in between, we stretch them between 0 and 1 using a simple linear contrast stretch, see [19] . More precisely, let Ω be the index set of all the pixels in the image, f (i) j be the pixel value of pixel j in image f (i) , and
Then we define Fig. 1(c) shows the threshold and stretched image from Fig. 1(b) . In the following, we write (6) simply as f (3)), and we denote
the index set for pixels with values inside the range (m i , M i ), i.e., the index set for pixels of f Step (ii): framelet-based iteration. To denoise and smooth the image f on Λ (i) , we apply the framelet-based iteration (4) on Λ (i) . More precisely, if
; otherwise, we use (4) to get f 
By reordering the entries of the vector f (i+1) into columns, we obtain the image f (i+1) . Note that the effect of (8) is to denoise and smooth the image on Λ (i) , see [4] . Since the pixel values of all pixels outside Λ (i) are either 0 or 1, the cost of matrix-vector multiplications in (8) , such as Af Step ( Stopping criterion. We stop the iteration when all the pixels of f , all the pixels with value 1 constitute the tubular structures. In the numerical tests, we use the matlab command "contour" and "isosurface" respectively to obtain the boundary of f 
Initializing and Refining the Range
In this section, we discuss how to find [α i , β i ] given f (i) . When i = 0, the initial guess f (0) is chosen to be the given image. Recall that [α i , β i ] is an interval containing the pixel values of the possible boundary pixels. Our idea of finding it is as follows: (i) find the average µ (i) of the pixel values of the possible boundary pixels; and (ii) determine a suitable interval [α i , β i ] [0, 1] that contains µ (i) . For i = 0, since we do not have any knowledge of where the boundary will possibly be, we use the gradient of f (0) to find it. Define the gradient image g of f (0) as:
where ∂ x ℓ is the forward-difference in the x ℓ -direction, and d = 2 for 2D and d = 3 for 3D. Our first approximation of the boundary is composed of those pixels where g j > ǫ for a given ǫ. (In our numerical tests, we choose ǫ ∈ [10 −3 , 10 −1 ].) Thus let Γ = {j | g j > ǫ, j ∈ Ω}, the index set of those pixels; and let µ Γ be the average of f (0) on Γ , i.e.
where |Γ | is the cardinality of Γ . Obviously the smaller the ǫ is, the larger cardinality of |Γ | will be. Naturally, those pixels in Γ can be separated into two parts by µ Γ : one part contains the pixels near to the tubulars (yellow part of Fig. 1(b) ), and the other part is near to the background (green part of Fig. 1(b) ). More precisely, we define
Let µ + and µ − be the averages of f (0) on Γ + and Γ − respectively. Note that µ + (and respectively µ − ) is the average of those possible boundary pixels that are close to the tubulars (and respectively close to the background). We use them to compute µ (0) , the average of the possible boundary pixels. Define
For i ≥ 0, we define µ (i+1) similarly as in (9):
where Λ (i) is given by (7) and f (i+1) is given by (8).
Finally we discuss how to choose the interval
where j ∈ Λ (i−1) for i ≥ 1 and j ∈ Ω for i = 0. From the above formulas, we can see that [α 
where j ∈ Ω. Let the range of c(α) be [c m , c M ] and ℓ = c M − c m . Then
Here γ ∈ (0, 1/2) is a parameter that controls the length of the interval [α i , β i ].
Clearly the larger the interval is, the more pixels are to be considered as possible boundary pixels. So the smaller the γ is, the faster convergence of our method will have. In the numerical tests, we choose γ = 1/5. We give the full algorithm below and show that it always converges to a binary image.
Algorithm: Framelet-based algorithm for segmentation 1. Initialize: set f (0) = f , µ (0) by (9) , and [α 0 , β 0 ] by (11) and (12). (10), and then [α i+1 , β i+1 ] by (11) and (12). 3. Extract the boundary from the binary image f (i+ 1 2 ) . Theorem 1. Our framelet-based algorithm will converge to a binary image.
Do
Proof. Obviously, we just need to prove that |Λ (i) | = 0 at some finite step i, see (6) and (7) . If the given image f (0) is a binary image, we are done. Without loss of generality, we assume that f (0) is not a binary image. Given Λ (i−1) defined by (7) for any i ≥ 1, note that the pixel values of those pixels not in Λ (i−1) will not be changed by (8) , i.e., they will stay at either 0 or 1. Then [α i , β i ] will be obtained by (11) and (12), where
we have m i = 0 or M i = 1. By (6) and (7), the pixels satisfying f (i) ≤ m i or f (i) ≥ M i are set to 0 or 1 respectively. Thus, there will be at least one pixel in Λ (i−1) with value neither 0 nor 1 that is set to 0 or 1 by (6). Hence
where | · | denotes the cardinality of the set. Since |Λ (0) | is finite, there must exist some i such that |Λ (i) | = 0.
Finally, let us estimate the computation cost of our method for a given image with n pixels: (i) the cost of computing each µ (i) and [α i , β i ] is O(n), see (9)- (12) respectively; and (ii) the cost of steps (a) and (c) in the above algorithm is O(n), see (6) and (8) . Hence the cost of our method is O(n) per iteration. We remark that our algorithm usually converges within a few iterations, see the numerical results in the next section.
Numerical Examples
In this section, we test our proposed framelet-based segmentation method on three 2D/3D real images. All the data are obtained from [16] and [17] . We use the piece-wise linear filters given in (1) with only the first level, i.e. no downsampling. We tried both isotropic and anisotropic thresholding schemes, see the discussion at the end of Section 2. The thresholding parameters λ k used in (5) are chosen to be λ k ≡ 2 −1/2 for isotropic thresholding. For anisotropic thresholding, λ k = 0.1 × 2 −1/2 for the components along the tangential direction and λ k = 2 −1/2 for other coefficients. Example 1. The test image is a 182 × 62 MRA image of a carotid vascular system, see Fig. 2(a) . The results by our method using isotropic and anisotropic thresholding are given by Fig. 2(d) and (e) respectively. With the parameters γ = 1/5 and ǫ = 1.6 × 10 −2 , our method converges in 6 iterations for both thresholding schemes. The first and second rows of Table 1 give iteration, from which, we can see that only very few pixels (comparing with |Ω| = 182 × 62 = 11, 284) need to be classified after 3 iterations. For the purpose of comparison, we also give the results by the methods in [10] and [16] respectively, see Fig. 2 (b) and (c). Clearly, the result of Fig. 2(b) is not satisfactory since the tubulars obtained are disconnected. By comparing the parts inside the rectangles in Fig. 2 (c) with those in Fig. 2(d) and (e), we see that our method can extract more details than the method in [16] . Finally, the parts inside the ellipses of Fig. 2(d) and (e) demonstrate that the anisotropic thresholding keeps the edge better than isotropic thresholding.
Example 2. The test image is a 257 × 257 MRA image of a kidney vascular system as shown in Fig. 1(a) . This example shows the ability of our method to reconstruct structures which present small occlusions along the coherence direction. With the parameters γ = 1/5 and ǫ = 5 × 10 −3 , our method converges in 7 iterations for both thresholding schemes. The third and fourth rows in Table 1 give |Λ (i) | at each iteration. The result of Fig. 3(a) by the method in [10] is not good since it can not connect the small occlusions along the coherence direction, while this can be done by our method and the method in [16] , see Fig.  3(b) , (c) and (d). Furthermore, our method is better than the method in [16] by comparing the rectangular parts of Fig. 3(b) with those in Fig. 3(c) and (d), since our method can detect smoother edges. More precisely, see Fig. 3 (e)-(g) and (i)-(k), which are the results of zooming in the rectangular parts of Fig.  3(b) and (c) respectively. This also shows that our method is very effective in denoising. In order to compare Fig. 3(c) with (d) explicitly, we superimpose the boundaries of them, see Fig. 3(h) and (l) . Clearly, the boundary of the tubulars is tighter and more pixels at the tips are obtained by anisotropic thresholding.
Example 3. This is a 3D example where we extracted a volumetric data set of size 201 × 201 × 201 from a 436 × 436 × 540 CTA (Computed Tomographic Angiography) image of the kidney vasculature system, see Fig. 4(a) . With the parameters γ = 1/5 and ǫ = 6×10 −2 , our method converges in 9 and 8 iterations for isotropic and anisotropic thresholding respectively. The last two rows in Table  1 show |Λ (i) | at each iteration. By comparing our method with the method in [17] , the results show that our method can give many more details, see Fig.  4 (b), (d) and (e). The zoomed in bottom-left corners of Fig. 4(d) and (e) clearly give the difference of the results of our method by isotropic and anisotropic thresholding, see Fig. 4 (c) and (f). We see that more pixels at the tips of the tubular structures are detected and the tubular structures are connected better by the anisotropic thresholding than by the isotropic thresholding.
Conclusions and Future Work
In this paper, we introduced a new segmentation method based on the frameletbased approach. The numerical results demonstrate the ability of our method for segmenting tubular structures. The method can be implemented fast and give very accurate, smooth boundaries or surfaces. In addition, since the pixel values of more and more pixels will be set to either 0 or 1 during the iteration, by taking advantage of this, one can construct a sparse data structure to accelerate the method. Moreover, one can use different tight frame systems such as those from contourlets and curvelets [12, 6] to better capture the boundary. These are directions we will explore in the future.
