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fehlertolerant  sein.  In  diesem  Artikel  wird 
die  Qualität  der  fehlertoleranten  Zuord-
nung  von  verschlüsselten  Codes  mit  der 




Codes  wurden  die  von  Schnell,  Bachteler 
und Reiher (2009a) entwickelten und in dieser 
Zeitschrift  vorgestellten  Programme  „Merge 
Toolbox“,  „BloomEncoder“  und  „Bloom-
Comparator“ eingesetzt. Die Ergebnisse der 







generated  codes  is  compared.  To  obtain 
suitable  data  a  field  experiment  with  stu-
dents was  carried  out.  For  the  linkage  of 
the  encrypted codes the programs “Merge 
Toolbox”, “BloomEncoder” and “BloomCom-
parator”  developed  by  Schnell,  Bachteler 
and  Reiher  (2009a)  were  used.  The  results 
show  that  the  fault-tolerant  linkage  with 
encrypted  codes  works  even  better  than 
using unencrypted codes under special con-
ditions.
The Empirical Test of Fault-
Tolerant Linkage of  
Unencrypted and Encrypted 
Self-Generated Codes
Fehlertolerante Zuordnung 
unverschlüsselter und  
verschlüsselter selbst- 




In  Panelerhebungen  mit  sensiblem  Befragungsthema  besteht  oftmals  die  Not-
wendigkeit, die Befragten, die zu mehreren Zeitpunkten teilnahmen, einander mit 
Hilfe  von  selbstgenerierten persönlichen Codes  zuzuordnen.  Zum Teil  ergibt  sich 
dies  aus  Gründen  der  Ausschöpfungsoptimierung,  indem  durch  Zusicherung  der 













persönlichen  Fragen  zu mehreren  Zeitpunkten  häufig  in  nicht  unbeträchtlichem 
Ausmaß scheitert. Dies führt zu „fehlerhaften“ Codes, wodurch eine fehlertolerante 
Zuordnung nötig wird, soll nicht auf einen erheblichen Teil der Befragungspersonen – 
mit möglicherweise  negativen Auswirkungen  auf  die Datenqualität1  –  verzichtet 









Reicht  diese  Form  der  Anonymisierung  über  selbstgenerierte  persönliche 





(Kriminalität,  Sexualität,  Gesundheit  etc.)  und/oder  besonders  schützenswerter 
Population (zum Beispiel minderjährige Befragte) befürchtet wird, aus dem gebil-


















werden. Dabei wird  so  vorgegangen,  dass  Codes,  die mit Hilfe  eines  Feldexperi-
mentes gewonnen wurden, zum einen unverschlüsselt und zum anderen über das 
SAFELINK-Verfahren  verschlüsselt  zugeordnet werden.  Beide Herangehensweisen 
sollen im Hinblick auf die Zuordnungsperformanz verglichen werden. Es wird her-
ausgearbeitet, dass der Einsatz von verschlüsselten Codes mit dem SAFELINK-Ver-






















Diese  Teilstrings  werden  dann  mit  einer  wählbaren  Anzahl  an  kryptografischen 
Hashfunktionen4  jeweils  in Form von Einsen an bestimmten Positionen  in einem 
sogenannten Bloomfilter mit ebenfalls wählbarer Länge gespeichert (vgl. Schnell/







den  Codes  besteht, werden  nur  die N-Gramme,  die  diese  fehlerhafte  Codestelle 
enthalten, an unterschiedlichen Positionen auf dem Bitvektor gespeichert. Die feh-
lerfreien  Stellen werden nach wie  vor  an  denselben  Positionen  in  den Bitvektor 
als Einsen geschrieben. Ähnliche Codes ähneln sich daher auch in der Form ihrer 
zugehörigen Bitvektoren (vgl. Schnell/Bachteler/Reiher 2009a: 208).
In  Bezug  auf  die  Sicherheit  der  Verschlüsselung  ist  zu  bemerken, 




















diese Codes  verglichen und deren Ähnlichkeit  analysiert werden.  Sind die Codes 
unverschlüsselt,  kann  im einfachsten Fall Codestelle  für -stelle auf Übereinstim-
mung oder Fehler überprüft und die Anzahl der Fehler aufsummiert werden. Dieses 














































stitutionsoperation  noch  zwei  weitere  Operationen  (sogenannte  Indel-Operati-
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(Schnell/Bachteler/Reiher  2005)7, mit  der  die  hier  aufgeführten  Analysen  durch-
geführt werden, vergibt allerdings gleiche Kosten  für alle Operationen. Wird auf 
diese Weise die Distanz  für die Codes  „ABC1DEF“ und  „CAB1EFD“ berechnet,  er-


























































oder  der  zugehörigen  Fragebögen  durchzuführen  (vgl.  Pöge  2005b,  2008).  Dies 


























Fehler deutlich an. Bei  einem  siebenstelligen Code und der Zulassung von bis  zu 
drei Fehlern, waren bei einer Zuordnung von Duisburger Jugendlichen zwischen den 






















Nun  können  die  Codezuordnungen  hierarchisch  validiert  werden,  das  heißt,  die 
Codepärchen sollten mit absteigenden Ähnlichkeiten, beispielsweise mit Hilfe von 











































































mit  gleichen Matrikelnummern  einander  zugeordnet.  Wie  Tabelle  1  entnommen 
werden  kann,  beläuft  sich  die  Gesamtzahl  der  Personen  auf n=187.  Auch wenn 
Methoden — Daten — Analysen  ·  2011, Jg. 5, Heft 1, S. 109-134 120 
nicht  völlig  auszuschließen  ist,  dass  hier  Fälle  zugeordnet wurden,  die  durch 






187  Personen waren  lediglich  drei  Viertel  (75,4 %)  in  der  Lage,  in  beiden  Erhe-























Eine  differenziertere  Betrachtung  der  Fragen,  bei  denen  Beantwortungsfehler 
gemacht wurden, offenbart, dass deren Anzahl durchaus abhängig vom „Schwie-
rigkeitsgrad“ der jeweiligen Fragen ist (siehe Tabelle 2). Die Fragen nach dem ersten 
Buchstaben  der  Elternvornamen,  des  eigenen  Vornamens  und  des  Tages  des 
Geburtsdatums  funktionieren  augenscheinlich  recht  zuverlässig. Die  Fehlerquote 
121 Pöge: Persönliche Codes bei Längsschnittuntersuchungen III 
liegt hier  bei maximal  1,6 %. Demgegenüber waren die  Fragen nach den  jeweils 
letzten Buchstaben  der  eigenen  Haar-  und  Augenfarbe  aber  auch  des  eigenen 
Nachnamens deutlich weniger erfolgreich (Fehlerquote zwischen 6,4 und 10,7 %, 
siehe auch Yurek/Vasey/Havens 2008). Obwohl man annehmen sollte, dass alle Fragen 
von  der  hier  befragten  Klientel  korrekt  zu  beantworten  sein müssten,  ist  indes 
schlicht zu konstatieren, dass dies nicht der Fall ist. Hauptgrund mögen Konzen-
trations- oder Motivationsprobleme sein, die aller Wahrscheinlichkeit nach jedoch 
nicht  spezifische  Probleme  des  hier  geschilderten  Experimentes  sind.  Vielmehr 







1 Vorname Vater (erster Buchstabe) 3 1,6
2 Vorname Mutter (erster Buchstabe) 2 1,1
3 eigener Vorname (erster Buchstabe) 1 0,5
4 Tag Geburtsdatum 2 1,1
5 eigene Haarfarbe (letzter Buchstabe) 20 10,7
6 eigene Augenfarbe (letzter Buchstabe) 15 8,0


















0 1 2 3 Gesamt Gesamt t2
Geschlecht n % n % n % n % n % n %
weiblich 80 57,1 17 43,6 1 20,0 1 50,0 99 53,2 120 49,6
männlich 60 42,9 22 56,4 4 80,0 1 50,0 87 46,8 122 50,4
Gesamt 140 100,0 39 100,0 5 100,0 2 100,0 186 100,0 242 100,0






nach dem Geschlecht),  die nur durch das Zulassen von bis  zu 3  Fehlern bei den 
Codefragen ermittelt werden können, beträgt 53,2 % (Frauen) zu 46,8 % (Männer). 





























Zeit-  und  Kostengründen  verzichtet.  Stattdessen  soll  die  Anzahl  der  ermittelten 
Codepärchen für einen Vergleich der Leistungsfähigkeit der jeweiligen Zuordnungs-
methoden  verwendet  werden.  Je  geringer  die  Anzahl  der  als  zusammengehörig 






























selten  kompletten  Codes  und  der  Hamming-  sowie  der  Levenshtein-Ähnlichkeit 
durchgeführt.  Die  Bestimmung  der  Ähnlichkeiten  erfolgt  mit  Hilfe  des  oben 
erwähnten Programmes  „Merge Toolbox“  (MTB). Die Ergebnisse  sind  in  Tabelle 5 












samt, daher entspricht 187 100 %).  In der Spalte  „Trefferquote  in %“ findet  sich 
das prozentuale Verhältnis der echt positiven Treffer zu den insgesamt ermittelten 















Fälle mit  
ä ≥ ämin








2 789 187 100,00 976 19,16 0,571 600








2 578 187 100,00 765 24,44 0,571 413
Grau hinterlegt: Versuche, in denen alle Treffer identifiziert werden.
Die  Spalte  „minimale Ähnlichkeit  Treffer  (ämin)“ weist  die Ähnlichkeit  des  unähn-
lichsten echt positiven Treffers  (minimale Ähnlichkeit) aus. Dieser Wert  lässt sich 

























Reduzierung  ist  schwer abzuschätzen. Unserer Erfahrung nach  ist  es möglich, bei 
unverschlüsselten Codes und Benutzung der Hamming-Distanz auf einen Wert von 









ist.  Das  Ziel  ist  ja, möglichst  alle  echt  positiven  Treffer  zu  identifizieren. Unsere 
Ergebnisse legen hier mit 0,571 eine untere Grenze für einen Schwellenwert nahe, 
der  die  Identifikation  falsch  negativer  Treffer  verhindert.  Das  heißt,  es wird mit 
diesem  Wert  im  vorgestellten  Fall  ausgeschlossen,  dass  korrekte  Treffer  nicht 
gefunden  werden.  Dieser  Schwellenwert  kann  in  der  Praxis  allerdings  zu  vielen 
falsch  positiven  Treffern  führen.  Hier  muss  im  Anwendungsfall  entschieden 

















































zu  vergleichen, wurden  die  in  Tabelle  6  aufgelisteten  28  Versuche  durchgeführt 
(84  Teilversuche).  Das  Programm  „BloomEncoder“  ermöglicht,  wie  oben  bereits 
ausgeführt,  unter  anderem die  Variation der  Länge der Bloomfilter  (Bitsize)  und 
der Anzahl der Hashfunktionen, die zur Verschlüsselung verwendet werden. Daneben 
kann eingestellt werden, welche Länge die Teilstrings haben sollen, in die der kom-














Versuch Bitsize Hash- 
Fuktionen
Ngramme Padded Versuch Bitsize Hash- 
Fuktionen
Ngramme Padded
a 1000 1 1 1 o 1000 50 1 1
b 1000 1 2 1 p 1000 50 2 1
c 1000 2 1 1 q 1000 100 1 1
d 1000 2 2 1 r 1000 100 2 1
e 1000 5 1 1 s 1000 200 1 1
f 1000 5 2 1 t 1000 200 2 1
g 1000 10 1 1 t3 1000 200 3 1
h 1000 10 2 1 u 1000 300 1 1
i 1000 15 1 1 v 1000 300 2 1
j 1000 15 2 1 v3 1000 300 3 1
k 1000 20 1 1 w 1000 400 1 1
l 1000 20 2 1 x 1000 400 2 1
m 1000 25 1 1 y 1000 500 1 1
n 1000 25 2 1 z 1000 500 2 1

































2 358 186 99,47 544 34,19 0,476 –








2 339 187 100,00 526 35,55 0,444 352








2 300 186 99,47 486 38,27 0,741 –








2 261 187 100,00 448 41,74 0,500 265








2 236 186 99,47 422 44,08 0,727 –








2 214 187 100,00 401 46,63 0,487 267








2 219 186 99,47 405 45,93 0,727 –








2 213 187 100,00 400 46,75 0,509 270








2 218 186 99,47 404 46,04 0,729 –








2 209 187 100,00 396 47,22 0,540 254








2 214 186 99,47 400 46,50 0,743 –








2 206 187 100,00 393 47,58 0,552 250








2 213 186 99,47 399 46,62 0,739 –








2 206 187 100,00 393 47,58 0,564 256








2 212 185 98,93 397 46,60 0,785 –








2 205 187 100,00 392 47,70 0,642 245
–: Nicht berechnet, da nicht alle Treffer identifiziert werden.























2 213 184 98,40 397 46,35 0,826 –








2 207 187 100,00 394 47,46 0,744 264








2 214 182 97,33 396 45,96 0,879 –








2 217 187 100,00 404 46,29 0,866 360








2 233 182 97,33 415 43,86 0,861 –








2 224 177 94,65 401 44,14 0,895 –








2 322 178 95,19 500 35,60 0,912 –








2 293 156 83,42 449 34,74 0,944 –








2 232 174 93,05 406 42,86 0,946 –








2 525 172 91,98 697 24,68 0,950 –








2 13671 175 93,58 13846 1,26 0,959 –








2 25045 172 91,98 25217 0,68 0,965 –
–: Nicht berechnet, da nicht alle Treffer identifiziert werden.
Grau hinterlegt: Versuche, in denen alle Treffer identifiziert werden.







187 korrekten Treffer nur  in der  zusammengesetzten Datei  (Zuordnungsrichtung 
t1 ↔ t2) identifiziert (b, d, f, h, j, l, n, p, r und t).








24,44 %).  Dieses  Verhältnis wird  bei  zunehmender  Zahl  von Hashfunktionen  (im 
Bereich bis  200  Funktionen)  immer besser  zu Gunsten der  Zuordnung über  ver-
schlüsselte Codes. Das beste Ergebnis wird hier bei Versuch p erreicht (Bigramme, 





Ähnlichkeit  als  der  Treffer mit der minimalsten Ähnlichkeit  im besagten Versuch 
p am niedrigsten.22 Hier liegen 245 Pärchen vor, die die 187 korrekten Treffer ent-
halten. Im konkreten Anwendungsfall müssten also maximal nur 245 Pärchen mit 
einem Ausschuss  von  58  falsch  positiven  Treffern  kontrolliert werden,  um  alle 




200  funktioniert  die  Zuordnung nicht mehr  befriedigend,  denn  es werden nicht 

















































verschlüsselten  Zuordnung  (Hamming-  und  Levenshtein-Ähnlichkeit)  einen 
Schwellenwert von 0,571 nahe. Bei der verschlüsselten Zuordnung ist ein solcher 
Schwellenwert  schwierig  anzugeben,  da  er  augenscheinlich  von  den  gewählten 
Verschlüsselungsparametern  abhängt.  Zumindest  weist  in  allen  durchgeführten 
Versuchen kein korrekter Treffer eine Ähnlichkeit von unter 0,444 auf. Insofern ist 
dieser Wert möglicherweise  eine  realistische  untere  Schranke.  Die  angegebenen 




ordnung  des  hier  verwendeten  verschlüsselten  Codes  uneingeschränkt  empfeh-
lenswert.  Die  Ergebnisse  fordern  geradezu,  solch  einer  Zuordnung  den  Vorzug 
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