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Resumen
El modelo de espacios me´tricos permite abstraer muchos de los problemas de bu´squeda por
proximidad. La bu´squeda por proximidad tiene mu´ltiples aplicaciones especialmente en el a´rea
de bases de datos multimedia. La idea es construir un ı´ndice para la base de datos de manera tal
de acelerar las consultas por proximidad o similitud. Aunque existen varios ı´ndices prometedores,
pocos de ellos son dina´micos, es decir, una vez creados muy pocos permiten realizar inserciones
y eliminaciones de elementos a un costo razonable.
El ´Arbol de Aproximacio´n Espacial (dsa–tree) es un ı´ndice recientemente propuesto, que ha
demostrado tener buen desempen˜o en las bu´squedas y que adema´s es totalmente dina´mico. En
este trabajo nos proponemos obtener una nueva estructura de datos para bu´squeda en espacios
me´tricos, basada en el dsa–tree, que mantenga sus virtudes y que aproveche que en muchos es-
pacios existen clusters de elementos y que adema´s pueda hacer un mejor uso de la memoria
disponible para mejorar las bu´squedas.
1. Introduccio´n y motivacio´n
Con la evolucio´n de las tecnologı´as de informacio´n y comunicacio´n, han surgido almacenamientos
no estructurados de informacio´n. No so´lo se consultan nuevos tipos de datos tales como texto libre,
ima´genes, audio y video; sino que adema´s, en algunos casos, ya no se puede estructurar ma´s la infor-
macio´n en claves y registros. Au´n cuando sea posible una estructuracio´n cla´sica, nuevas aplicaciones
tales como la minerı´a de datos requieren acceder a la base de datos por cualquier campo y no so´lo por
aquellos marcados como “claves”. Estos tipos de datos son difı´ciles de estructurar para adecuarlos
al concepto tradicional de bu´squeda. Ası´, han surgido aplicaciones en grandes bases de datos en las
que se desea buscar objetos similares. Este tipo de bu´squeda se conoce con el nombre de bu´squeda
aproximada o bu´squeda por similitud y tiene aplicaciones en un amplio nu´mero de campos. Al-
gunos ejemplos son bases de datos no tradicionales; bu´squeda de texto; recuperacio´n de informacio´n;
aprendizaje de ma´quina y clasificacio´n; so´lo para nombrar unos pocos.
Como en toda aplicacio´n que realiza bu´squedas, surge la necesidad de tener una respuesta ra´pida
y adecuada, y un uso eficiente de memoria, lo que hace necesaria la existencia de estructuras de datos
especializadas que incluyan estos aspectos.
El planteo general del problema es: existe un universo U de objetos y una funcio´n de distancia
positiva d: U  U ! R+ definida entre ellos. Esta funcio´n de distancia satisface los tres axiomas
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que hacen que el conjunto sea un espacio me´trico: positividad estricta (d(x; y) = 0 , x = y),
simetrı´a (d(x; y) = d(y; x)) y desigualdad triangular (d(x; z)  d(x; y) + d(y; z)). Mientras ma´s
“similares” sean dos objetos menor sera´ la distancia entre ellos. Tenemos una base de datos finita
S  U, que es un subconjunto del universo de objetos y puede ser preprocesada (v.g. para construir
un ı´ndice). Luego, dado un nuevo objeto del universo (un query q), debemos recuperar todos los
elementos similares que se encuentran en la base de datos. Existen dos consultas tı´picas de este tipo:
Bu´squeda por rango: recuperar todos los elementos de S que esta´n a distancia r de un elemento q
dado.
Bu´squeda de k vecinos ma´s cercanos: dado q, recuperar los k elementos ma´s cercanos a q en S.
La distancia se considera costosa de evaluar (por ejemplo, comparar dos huellas dactilares). Ası´,
es usual definir la complejidad de la bu´squeda como el nu´mero de evaluaciones de distancia real-
izadas, dejando de lado otras componentes tales como tiempo de CPU para computaciones colatera-
les, y au´n tiempo de E/S. Dada una base de datos de jSj = n objetos el objetivo es estructurar la base
de datos de forma tal de realizar menos de n evaluaciones de distancia (trivialmente n bastarı´an).
Un caso particular de este problema surge cuando el espacio es un conjunto D-dimensional de
















Existen me´todos efectivos para buscar sobre espacios D-dimensionales, tales como kd-trees [1] o R-
trees [5]. Sin embargo, para 20 dimensiones o ma´s esas estructuras dejan de trabajar bien.
Nos dedicamos en este trabajo a espacios me´tricos generales, aunque las soluciones son tambie´n
adecuadas para espacios D-dimensionales. Es interesante notar que el concepto de “dimensionalidad”
se puede tambie´n traducir a espacios me´tricos: la caracterı´stica tı´pica en espacios de alta dimensio´n
con distancias L
p
es que la distribucio´n de probabilidad de las distancias tiene un histograma con-
centrado, haciendo ası´ que el trabajo realizado por cualquier algoritmo de bu´squeda por similaridad
sea ma´s dificultoso [2, 4]. Para espacios me´tricos generales existen numerosos me´todos para pre-
procesar la base de datos con el fin de reducir el nu´mero de evaluaciones de distancia [4]. Todas
aquellas estructuras trabajan ba´sicamente descartando elementos mediante la desigualdad triangular,
y la mayorı´a usa la te´cnica dividir para conquistar.
El ´Arbol de Aproximacio´n Espacial Dina´mico (dsa–tree) es una estructura de esta clase prop-
uesta recientemente [7], basado sobre un nuevo concepto: ma´s que dividir el espacio de bu´squeda,
aproximarse al query espacialmente, y adema´s completamente dina´mica. El dinamismo completo no
es comu´n en estructuras de datos me´tricas [4]. Adema´s de ser desde el punto de vista algorı´tmico
interesante por sı´ mismo, se ha mostrado que el dsa-tree da un buen balance espacio-tiempo respec-
to de las otras estructuras existentes sobre espacios me´tricos de alta dimensio´n o consultas con baja
selectividad, lo cual ocurre en muchas aplicaciones.
A diferencia de algunas otras estructuras de datos me´tricas [3], el dsa–tree no saca mayor provecho
si el espacio me´trico posee clusters, ni puede mejorar las bu´squedas a costa de usar ma´s memoria.
En este trabajo nos proponemos obtener una nueva estructura de datos para bu´squeda en espacios
me´tricos, basada en el dsa-tree, que mantenga sus virtudes, pero que aproveche que en muchos espa-
cios existen clusters de elementos y que adema´s pueda hacer un mejor uso de la memoria disponible
para mejorar las bu´squedas.
2. ´Arbol de Aproximacio´n Espacial Dina´mico
Describiremos brevemente aquı´ la aproximacio´n espacial y el dsa-tree, para ma´s detalles ver [6, 7].
Se puede mostrar la idea general de la aproximacio´n espacial utilizando las bu´squedas del vecino
ma´s cercano. En este modelo, dado un punto q 2 U y estando posicionado en algu´n elemento a 2 S
el objetivo es moverse a otro elemento de S que este´ ma´s cerca “espacialmente” de q que a. Cuando
no es posible realizar ma´s este movimiento, se esta´ posicionado en el elemento ma´s cercano a q de S.
Estas aproximaciones son efectuadas so´lo vı´a los “vecinos”. Cada elemento a 2 S tiene un conjunto
de vecinos N(a).
Para construir incrementalmente al dsa–tree se fija una aridad ma´xima para el a´rbol y se mantiene
informacio´n sobre el tiempo de insercio´n de cada elemento. Cada nodo a en el a´rbol esta´ conectado
con sus hijos, los cuales forman el conjunto N(a), los vecinos de a. Cuando se inserta un nuevo
elemento x, se ubica su punto de insercio´n comenzando desde la raı´z del a´rbol a y realizando el
siguiente proceso. Se agrega x a N(a) (como una nueva hoja) si (1) x esta´ ma´s cerca de a que de
cualquier elemento b 2 N(a), y (2) la aridad del nodo a, jN(a)j, no es ya la ma´xima permitida.
En otro caso, se fuerza a que x a elegir el vecino ma´s cercano en N(a) y se continua bajando en el
a´rbol recursivamente, hasta que se alcance un nodo a tal que x este´ ma´s cerca de a que de cualquier
b 2 N(a) y la aridad de a no haya alcanzado la ma´xima permitida, lo que eventualmente ocurrira´
en una hoja del a´rbol. En ese punto se agrega a x como el vecino ma´s nuevo en N(a), se le adjunta
a x la marca del tiempo corriente y e´ste se incrementa. En cada nodo a del a´rbol se mantiene la
siguiente informacio´n: el conjunto de vecinos N(a), la informacio´n del tiempo de insercio´n del nodo
tiempo(a) y el radio de cobertura R(a) que es la distancia entre a y el elemento de su suba´rbol que
esta´ ma´s lejos de a.
El dsa–tree se puede construir comenzando con un u´nico nodo a donde N(a) = ; y R(a) = 0, y
luego realizando sucesivas inserciones.
La idea de la bu´squeda por rango es replicar el proceso de insercio´n de los elementos relevantes
para la consulta. Es decir, se procede como si se quisiera insertar q pero considerando que los elemen-
tos relevantes pueden estar a distancia hasta r de q, ası´ en cada decisio´n al simular la insercio´n de q
se permite una tolerancia der, por lo tanto puede ser que los elementos relevantes fueran insertados
en diferentes hijos del nodo corriente, y es necesario hacer backtracking. Las bu´squedas se optimizan
haciendo uso de la informacio´n almacenada sobre el tiempo de insercio´n y el radio de cobertura.
Las eliminaciones son ma´s complicadas porque los cambios a realizar en la estructura son ma´s
costosos, y no son localizados. Sin embargo, dado que se tiene la informacio´n sobre el tiempo de
insercio´n de cada nodo, al eliminar un nodo x de N(a) en el a´rbol, se pueden recuperar los nodos
insertados en el suba´rbol de a posteriormente a la insercio´n de x y luego reinsertarlos desde a, man-
teniendo el a´rbol como si x nunca hubiese existido.
3. Nuestra Propuesta
El dsa–tree es una estructura que realiza la particio´n del espacio considerando la proximidad espacial,
pero si el a´rbol lograra agrupar los elementos que se encuentran muy cercanos entre sı´, lograrı´a
mejorar las bu´squedas al evitarse el recorrido del a´rbol para alcanzarlos. Ası´, nos hemos planteado el
estudio de una nueva estructura de datos que realice la aproximacio´n espacial sobre clusters o grupos
de elementos, en lugar de elementos individuales.
Podemos pensar entonces que construimos un dsa–tree, con la diferencia que cada nodo representa
un grupo de elementos muy cercanos (“clusters”); y de este modo, logramos relacionar los clusters
por su proximidad en el espacio. Por lo tanto, cada nodo de la estructura serı´a capaz de almacenar
varios elementos de la base de datos. La idea serı´a que en cada nodo se mantenga un elemento, al que
se toma como el centro del cluster correspondiente, y se almacenen los k elementos ma´s cercanos a
e´l; cualquier elemento a mayor distancia del centro que los k elementos, pasarı´a a formar parte de
otro nodo en el a´rbol, que podrı´a ser un nuevo vecino en algunos casos.
Al intentar insertar un nuevo elemento en un nodo cuyo cluster ya tiene sus k elementos presentes,
debemos decidir cua´les son los k elementos ma´s cercanos al centro que deberı´an quedar en el cluster.
Entonces, para cada elemento se podrı´an almacenar esas distancias y mantener los elementos del
cluster ordenados por distancia al centro; evitando ası´ recalcular distancias para decidir quien queda
y, por consiguiente, quien sale del cluster.
Como en el dsa–tree para cada nodo n, se mantiene el radio de cobertura R(n), la informacio´n del
tiempo de creacio´n del nodo tiempo(n), el conjunto de vecinos del nodo N(n) y adema´s, la distancia
entre su centro a y el elemento ma´s alejado de su cluster, es decir el radio del cluster r(a). Para
cada elemento a en el a´rbol se mantiene su tiempo de insercio´n tiempo(a). Durante las bu´squedas,
se pueden utilizar ambos radios para permitirnos descartar zonas completas del espacio.
Para insertar un nuevo elemento x en el a´rbol, por la aproximacio´n espacial, deberı´amos bajar por
el a´rbol hasta encontrar el nodo n tal que x este´ ma´s cerca de su centro a que de los centros de los
nodos vecinos en N(n). Si en el cluster de ese nodo hay lugar para un elemento ma´s, se lo insertarı´a
junto con su distancia d(x; a). Si no hay lugar, elegirı´amos el elemento ma´s distante b entre los k
elementos del cluster y x, es decir el k + 1 en el orden de distancias con respecto al centro a. A
continuacio´n deberı´amos analizar dos casos posibles:
Si b es x: x se deberı´a agregar como centro de un nuevo nodo vecino de n, si la aridad de n lo permite;
en otro caso, deberı´a elegir el nodo cuyo centro, entre todos los nodos vecinos en N(n), es el
ma´s cercano y continuar el proceso de insercio´n desde allı´.
Si b es distinto de x: b deberı´a elegir al centro ma´s cercano  entre a y los centros de los nodos
vecinos en N(n) que sean ma´s nuevos que b, debido a que cuando b se inserto´ no se tuvo que
comparar con ellos. Luego, si  es a, el proceso que sigue es ide´ntico a lo realizado cuando b es
x; en otro caso, si  no es a, se continu´a con la insercio´n de b desde el nodo cuyo centro es .
Inicialmente, el primer elemento insertado se tomara´ como el centro del nodo raı´z. Los siguientes
k elementos se tomara´n como los k objetos del cluster del nodo raı´z y que luego, al insertar el k + 2,
recie´n se creara´ un nuevo nodo cuyo centro sera´ el elemento desalojado del cluster del nodo raı´z.
Teniendo en cuenta la manera en que se realizan las inserciones, es posible observar que ninguna
insercio´n nos modificarı´a el centro de un cluster y adema´s que es posible que durante una insercio´n
se cree a lo sumo un nuevo nodo y que e´sta afecte posiblemente a varios nodos.
La bu´squeda de un elemento q con radio r deberı´a proceder de manera similar al dsa–tree, es decir
realizando aproximacio´n espacial entre los centros de los nodos. Sin embargo, al tener clusters en los
nodos debemos adema´s verificar si hay o no interseccio´n entre la zona consultada y el cluster. Ma´s
au´n, si no la hay se pueden descartar todos los elementos del cluster, sin necesidad de compararlos
contra q. Si el cluster no se pudo descartar para la consulta, es posible usar al centro de cada nodo
como un pivote para los elementos x
i
que se encuentran en el cluster, ya que junto mantenemos las
distancias d(a; x
i
) respecto del centro a. De esta manera es posible que, evitemos algunos ca´lculos
de distancia entre q y los x
i
, si jd(q; a)  d(a; x
i
)j > r.
Cabe destacar que si la zona consultada cae completamente dentro de un cluster, podemos estar
seguros que en ninguna otra parte del a´rbol encontraremos elementos relevantes para esa consulta.
En el caso de la eliminacio´n de un elemento x debemos considerar los siguientes casos posibles:
a) Si x no es un centro de un nodo, entonces simplemente se lo elimina.
b) Si x es centro de un nodo n:
1. Si el cluster de n no tiene elementos, entonces se elimina a n y por consiguiente a x.
2. Si el cluster de n tiene elementos, se coloca como nuevo centro al objeto ma´s cercano a x
del cluster; pero, desde ese momento, debe tenerse en cuenta la brecha que existe entre el
nuevo centro y x para las operaciones posteriores en el a´rbol que involucren a este nodo.
4. Trabajo Futuro
Esperamos poder evaluar el comportamiento de la estructura propuesta experimentando sobre distin-
tos espacios me´tricos. Adema´s pretendemos hacer comparaciones contra estructuras como el dsa–
tree, ası´ como contra la estructura de Lista de Clusters propuesta en [3]. Tambie´n queremos analizar,
entre otras, cuestiones tales como:
 Dado que los nodos tienen taman˜o fijo, esta estructura parecerı´a adecuada para memoria secun-
daria. Pero, ¿serı´a realmente eficiente en memoria secundaria?
 ¿Es posible mantener el cluster separado del nodo, y permitir que en cada nodo se almacene
el centro, con su informacio´n asociada y los centros vecinos? ¿Serı´a una mejor opcio´n para
memoria secundaria?
 ¿Serı´a ma´s adecuado mantener los clusters con cantidad fija de elementos o con radio fijo?;
es decir, mantener en el cluster todos aquellos elementos que este´n a lo sumo a una distancia
prefijada del centro.
 Como almacenamos en cada clusters los elementos ma´s cercanos al centro, ¿es posible que en
muchos nodos no se alcance la aridad ma´xima permitida? Si es ası´, ¿serı´a mejor permitir aridad
ilimitada en el a´rbol?
 ¿Existen otras maneras de combinar te´cnicas de clustering con aproximacio´n espacial para
bu´squedas en espacios me´tricos?
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