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Abstract—The conventional single-relay aided two-phase coopera-
tive network employing a so-called soft-input soft-output multiple-
symbol differential sphere detection (SISO-MSDSD) and operating in a
distributed turbo decoding mode incurs a high complexity and imposes
a5 0 % half-duplex relaying induced throughput loss. In this paper, we
combat both of these critical problems. We commence by evaluating
the Discrete-input Continuous-output Memoryless Channel (DCMC)
capacity of the Decode-and-Forward (DF) based successive relaying
aided networks (SRAN) as our theoretical benchmark. Then a relay-
aided SISO-MSDSD is designed, which is then incorporated in the
DF based SRAN. As our novel contribution, we demonstrate that the
proposed transceiver is capable of signiﬁcantly reducing the system’s
complexity, whilst recovering the 50% half-duplex relaying induced
throughput loss. The system is capable of performing within 2.9 dB
from the corresponding noncoherent DCMC capacity.
I. INTRODUCTION
As a beneﬁt of their spatial diversity, Multiple-Input Multiple-
Output (MIMO) techniques [1] are capable of efﬁciently mitigating
the deleterious effects of Rayleigh fading channels. However,
achieving transmit diversity in the uplink is impractical due to
the limited antenna-separation of shirt-pocket-sized mobiles. For-
tunately, the family of cooperation techniques heralded by van der
Meulen in [2] is capable of achieving uplink transmit diversity by
forming a virtual antenna array (VAA) in a distributed fashion.
However, the conventional two-phase cooperative system incurs
a severe multiplexing loss due to the half-duplex constraint of
practical transceivers. A beneﬁcial technique of recovering the
multiplexing loss was advocated in [3], where the successive
relaying regime was originally devised.
In order to eliminate the potentially complex channel estimation
of coherent detection aided cooperative systems, which consumes
extra energy and requires pilots that reduce the overall throughput,
the family of low-complexity noncoherent detection arrangements
dispensing with any channel estimation becomes an attractive
design alternative. This is particularly so for a high number
of antennas and for high Doppler frequencies, when the high-
complexity coherent MIMOs suffer from high channel-estimation
errors and might be outperformed by their low-complexity nonco-
herent counterparts [4].
Hence the Multiple-Symbol Differential Sphere Detection (MS-
DSD) algorithm was devised by Lampe et al. [5] for striking an
attractive trade-off between the BER performance attained and the
complexity imposed. Then, in order to transform the hard decision
based MSDSD algorithm to a power-efﬁcient, soft-decision-aided
iterative detection scheme, the MSDSD algorithm was further
developed to the soft-input soft-output MSDSD (SISO-MSDSD)
regime in [6].
Against this background, our novel contributions are:
1) We derive the noncoherent Discrete-input Continuous-output
Memoryless Channel (DCMC) capacity of the Decode-and-
Forward (DF) based successive relaying aided networks
(SRAN).
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2) Then, we speciﬁcally devise a relay-aided SISO-MSDSD al-
gorithm, which is capable of combining the different received
signal streams at the destination.
3) Finally, we demonstrate that by incorporating the relay-
aided SISO-MSDSD decoder in the SRAN, the proposed
transceiver signiﬁcantly reduces the system complexity and
recovers the half-duplex relaying induced throughput loss,
while operating close to the corresponding system capacity.
The rest of this paper is organised as follows. Our system model
is described in Section II. Section III derives the noncoherent
DCMC capacity of the DF based SRAN. Then in Section IV, we
design the proposed transceiver architecture. The robustness and
throughput, as well as the system’s complexity properties of the
proposed transceiver are investigated by abundant simulations in
Section V. Finally, we conclude in Section VI.
II. SYSTEM OVERVIEW
The typical network topology and transmission processes of the
classic SRAN is portrayed in Fig.1, where the Mobile Station (MS)
s, the activated relay stations (RS) r1,r 2 and the Base Station (BS)
d are speciﬁcally labelled. Additionally, the relays are assumed to
be geographically isolated, and a frame-based transmission scheme
associated with a ﬁxed frame length of L is adopted.
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Fig. 1: Transmission processes of the SRAN, in different typical
phases.
We use the notation Di,j,i,j ∈{ s,r1,r 2,d} to represent the
distance between node i and node j. Hence, the average path-loss
gains of the Source-to-Relay link (SRi) and Relay-to-Destination
link (RiD) with respect to the Source-to-Destination link (SD) are
given by Gsri =

Dsd
Dsri
α
,i=1 ,2 and Grid =

Dsd
Drid
α
,i=
1,2, respectively. Throughout this paper, the path-loss exponent
is ﬁxed to α =3for representing a typical urban area. Then, to
simplify our analysis, we assume that the SRAN has a symmetric
topology, which implies that Dsr1, Dr1d, Gsr1 and Gr1d are
identical to Dsr2, Dr2d, Gsr2 and Gr2d, respectively. It is also
assumed that we have Dsri + Drid ≈ Dsd,i=1 ,2 and Dsd is
normalized to unity. Naturally, the above assumptions do not affect
the general applicability of our analysis.
Furthermore, all the possible propagation paths between the s, ri
and d are assumed to be time-selective block-fading Rayleigh chan-
nels [7], where the fading coefﬁcients hi,j[k],i,j∈{ s,r1,r 2,d}
ﬂuctuate according to the normalized Doppler frequency in a block
and change according to an independent and identical distribution
(i.i.d) from one block to the next [8]. The correlated fading block
length of such channel is represented by Tb.
As detailed in [9], one of the most important features of SRAN
is that the signals cs[k] transmitted by the source node (SN)
and the signals cri[k],i =1 ,2 forwarded by the relay node
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the destination. However, cs[k] and cri[k] correspond to different
original information symbols. Hence they potentially interfere with
each other. Fortunately, the reduction of the successive relaying
induced interference between the transmitted signals of the source
and the relay has been solved in [10] with the aid of DS-CDMA
and a speciﬁcally designed spread-despread regime, where the
exact components and detailed formulas of the despread signals
were also provided.
Hence, with the aid of the spreading regime in [10], as well
as employing two orthogonal binary DS spreading codes, namely
Ci,i =1 ,2 having a spreading factor of Q,t h en
th received
signal of the l
th frame at the destination may be formulated as
1
yi[k]=
√
Gsdhsd[k]cs[k]+

Gr¯ idhr¯ id[k]cr¯ i[k]+nd[k], (1)
where i =1 ,2 and k = l · L + n.
When employing the DF protocol, we have cs[k]=s[k]·Ci and
cr¯ i[k]=r¯ i[k] · C¯ i,w h e r es[k] and r¯ i[k] represent the modulated
symbol at the SN s and the remodulated symbol at the RN r¯ i,
respectively. The operation ¯ i is deﬁned as (¯ 1=2 )and (¯ 2=
1). If the RN correctly decodes the received source signals and
re-encodes as well as remodulates them using the same schemes
as that of the SN, then we attain cr¯ i[k]=s[k − L] · C¯ i.W e
note that cr¯ i[k] corresponds to the (k − L)
th modulated source
symbol s[k − L], instead of corresponding to the k
th modulated
source symbol s[k], which happens to be the n
th modulated source
symbol of the current frame. This particular property of the SRAN
is also mentioned in [9, (Fig.1d)].
Then, the different components of the received signal yi[k]
can be resolved by appropriately conﬁguring the chip-waveform
matched-ﬁlter for the different spreading codes, as depicted by
the despreading regime in [10]. Hence, when the DF protocol is
employed, the despread signal extracted from yi[k] and dominated
by the SN’s transmitted signal cs[k] can be represented as
z
s
i[k]=Ms[k]+Ir¯ i[k]+nd[k] (2)
where the main component Ms[k] of the despread signal and the
interference component Ir¯ i[k] are formulated as
Ms[k]=
√
Gsdhsd[k]s[k] (3)
Ir¯ i[k]=
1
Q

Gr¯ idhr¯ id[k]r¯ i[k]. (4)
Symmetrically, the despread signal extracted from yi[k] but dom-
inated by the RN’s forwarded signal cr¯ i[k] can be represented as
z
r¯ i
i [k]=Mr¯ i[k]+Is[k]+nd[k], (5)
where Mr¯ i[k] and Is[k] are given by Q · Ir¯ i[k] and
1
Q
· Ms[k],
respectively.
III. NONCOHERENT DCMC CAPACITY OF DF BASED SRAN
As mentioned above, noncoherent detection will be employed.
Hence we focus our attention on deriving the noncoherent DCMC
capacity of the DF based SRAN, and in Section V we will exploit
it as an important benchmark.
The transmission arrangement of the twin-relay-aided successive
relaying procedure can be viewed as the superimposed transmis-
sions of two conventional single-relay aided two-phase cooper-
ative networks [9]. This is also illustrated in Figure 1, where
the transmissions represented by dashed lines in phase 1 and 2
1Actually, the received signal yi[k], the transmitted signal cs[k], cr¯ i[k]
and the AWGN noise nd[k] are Q-element vectors due to the spreading
operation. Nevertheless, we still represent them in a variable form to
simplify the representations of the relevant equations, which does not affect
the validity of the results.
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Fig. 2: The noncoherent DCMC capacity of the DF based SRAN,
where normalized Doppler frequency of fd =0 .01 and DQPSK
modulation are assumed.
constitute one of the conventional single-relay aided two-phase
cooperative networks, namely Coop-I. Similarly, the transmissions
represented by the solid lines in phase 2 and 3 constitute another
one, namely Coop-II. Correspondingly, the noncoherent DCMC
capacity of the DF based SRAN is also constituted by the sum of
the capacities of the DF based sub-network Coop-I and Coop-II,
which is formulated as follows
C
DF
Successive = C
DF
Coop−I + C
DF
Coop−II, (6)
providing that the successive relaying induced interference has
been sufﬁciently mitigated by the DS-CDMA technique and using
a large spreading factor Q.
Fortunately, the noncoherent DCMC capacity of the DF based
conventional single-relay aided two-phase cooperative network has
been evaluated in [11]. Additionally, in order to achieve perfectly
correct detection at the RN and thus to avoid any potential error
propagation, the source transmission rate should be lower than
the noncoherent information rate of the SR link. Based on this
constraint, C
DF
Coop−I may be evaluated by
C
DF
Coop−I =m i n {βIs,ri,βI s,d +( 1− β)Iri,s}, (7)
where the time resource allocation (TRA) factor of β =
Ts
Ts + Tr
.
Ts and Tr represent the broadcast phase and cooperation phase
duration, respectively. Then Ii,j represents the noncoherent infor-
mation rate of the single link from node i to node j.
For the sake of simplifying the analysis, we equally split the
time between the broadcast and cooperation phases. Furthermore,
we assume that the overall transmit power P is equally allocated,
which means the average transmit power of the i
th RN and of the
SN have the relation that Pri = Ps =
1
2P.
A simple cooperative-user-selection scheme was employed,
where only the effect of the geometrical position of the RN
was considered. The simulation based capacity results C
DF
Successive
associated with different SR distances of Dsri ∈{
1
4,
1
3,
1
2,
2
3,
3
4}
are displayed in Fig.2a, where the block-fading length is ﬁxed to
Tb =6 . Observe in Fig.2a that our DF based SRAN is better
to appoint RNs, which roam closer to the SN, rather than to the
DN for the sake of achieving a higher capacity. In this paper, we
conﬁgured our system to operate at low SNRs, since the transmit
power has to be minimized in most practical applications. Natu-
rally, this limits the attainable throughput. Accordingly, observe
in Fig.2a that, in the SNR region below 1.5 dB, the DF based
system appointing a RN at the position of Dsri =
1
2 achieves
the highest capacity. In order to characterize the capacity of the
DF based SRAN further, the effect of the block-fading intervals
is portrayed in Fig.2b, where different Tb values associated with
different detection complexities are considered.
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DECODING FOR SUCCESSIVE RELAYING
The transceiver architecture speciﬁcally designed for our DF
based SRAN is portrayed in Fig.3. At the SN, we use a conven-
tional differentially encoded modulator, such as DQPSK, which is
further combined with a unity-rate-code (URC) encoder. Further-
more, a conventional half-rate RSC is employed as the outer code.
Hence a three-stage RSC-URC-DM source encoder is created.
The corresponding receiver proposed for the relay consists of
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Fig. 3: Schematic of the proposed transceiver in our DF based
SRAN.
three stages, namely the conventional single-path SISO-MSDSD
[6] based soft decoder, the URC decoder and the RSC decoder. The
extrinsic information and ap r i o r iinformation, represented by E(·)
and A(·) respectively, are interleaved and iteratively exchanged
within the two-stage inner decoder I
r
inner times, before the result
is further exchanged between the inner and outer decoders I
r
outer
times. The motivation of employing this three-stage concatenated
decoder architecture is to improve the convergence behavior of the
iterative decoder with the aid of the URC decoder, as detailed in
[4]. The URC model has an inﬁnite impulse response (IIR) due
to its recursive encoder structure, consequently the EXIT curve of
the URC aided inner decoder is capable of approaching the point
of perfect convergence at (1.0,1.0) in the EXIT chart. Hence,
no error ﬂoor is expected. Therefore, the receiver of the RN is
capable of near-perfectly detecting the signals received from the
SN during phase 1, consequently generating the correct estimates
of the original source bits, namely ˆ u1,a ta sl o wS N Rv a l u e sa s
possible. As a beneﬁt, the error propagation problem of the DF
scheme is avoided. The RN’s transmitter is designed to be identical
to the three-stage RSC-URC-DM encoder of the SN. Hence, if the
estimates ˆ u1 are correctly generated by the RN’s receiver in phase
1, the differentially modulated symbols produced by the RN’s
transmitter during phase 2 will be the same as s[k]. Furthermore,
the proposed SISO-MSDSD decoder is also employed at the DN,
where we have to ensure that its multiple input signal streams are
appropriately time-aligned, so that they correspond to the same
differentially modulated symbols.
Before introducing the DN’s receiver design, we ﬁrst analyse
the proposed SISO-MSDSD algorithm. Initially, the SISO-MSDSD
algorithm advocated by Pauli et al. in [6] was invoked for iterative
decoding in the direct transmission system. We further developed
it to ensure that it becomes capable of simultaneously dealing
with multiple input signal streams, where the multiple input signal
streams are associated with the same modulated symbols. Hence
the resultant modiﬁed SISO-MSDSD algorithm is invoked for
iterative decoding in the context of our cooperative network, which
is consequently termed as the relay-aided SISO-MSDSD. Instead
of processing a single received signal stream, our relay-aided SISO-
MSDSD evaluates the a posteriori LLR of the μ
th bit u[μ] by
simultaneously processing Ω received signal streams represented
by {zλ}λ=1,2,...,Ω as follows
Lu[μ]=l n
Pr

u[μ]=b|{zλ}λ=1,2,...,Ω

Pr

u[μ]=¯ b|{zλ}λ=1,2,...,Ω
,b ∈{ 0,1}, (8)
where ¯ b is the complement of b. The resultant relay-aided SISO-
MSDSD decoder is employed as the ﬁrst stage of the overall
iterative receiver at the DN, which is then further amalgamated
with the URC decoder in order to form a two-stage inner decoder
for appropriately complementing the SN’s and RN’s transmitter
architecture. The SN’s transmitted signal s[k] is received at the
destination during Phase 1, which is then despread, as described
in Section II, yielding the despread signal z
s
1[k] of (2). Another
replica of s[k] is forwarded by the RN, which arrives at the DN
after a one-frame delay and generates the despread signal z
r1
2 [k+
L] formulated in (5) during Phase 2. Finally, upon substituting
the streams of z
s
1 =

z
s
1[k +1 ] ,z
s
1[k +2 ] ,···,z
s
1[k + Tb]
T and
z
r1
2 =

z
r1
2 [k +1+L],z
r1
2 [k +2+L],···,z
r1
2 [k + Tb + L]
T
into (8) as {zλ}λ=1,2, (8) can be rewritten with the aid of Bayes’
theorem as
Lu[μ]=l n
Pr

u[μ]=b|z
s
1,z
r1
2

Pr

u[μ]=¯ b|zs
1,z
r1
2

=ln
	
v∈χ:u[µ]=b Pr

z
s
1|v

Pr

z
r1
2 |v

Pr(v)
	
v∈χ:u[µ]=¯ b Pr

zs
1|v

Pr

z
r1
2 |v

Pr(v)
, (9)
where the (Tb − 1)-element vector v consists of the QPSK
symbols generated after the required bit-to-symbol mapping. The
relationship of the symbol-vector v and s becomes explicit in
the model seen at the top-right corner of Fig.3, where we have
s =

s[k +1 ] ,s[k +2 ] ,···,s[k + Tb]
T. Furthermore, χ:u[μ]=b
represents the set of
M
Tb−1
c
2 number of legitimate transmitted
vectors v, whose μ
th bit is constrained to u[μ]=b, and similarly,
χ:u[μ]=¯ b is deﬁned as the set corresponding to u[μ]=¯ b. Based on
(9) and invoking the “sum-max” approximation, the a posteriori
LLR of u[μ] may be further approximated by
Lu[μ] ≈ln
maxv∈χ:u[µ]=b exp{− U
ss 
2 −  U
r1s 
2 +l nP r ( v)}
maxv∈χ:u[µ]=¯ b exp{− Uss 2 −  Ur1s 2 +l nP r ( v)}
= −  U
sˆ s
b
MAP 
2 −  U
r1ˆ s
b
MAP 
2 +l nP r

ˆ v
b
MAP

+  U
sˆ s
¯ b
MAP 
2 +  U
r1ˆ s
¯ b
MAP 
2 − lnPr

ˆ v
¯ b
MAP

, (10)
where U
s can be attained by U
s Δ =( Fdiag{z
s
1})
∗, with F being
an upper-triangular matrix obtained by the Cholesky factorization
of the matrix

PsE{hsdh
H
sd} +2 σ
2
wITb
−1, when ignoring the
successive relaying induced interference, which is kept low by
using a sufﬁciently high spreading factor of Q. Explicitly, U
r1 can
be calculated by a similar method, where F is given this time by
the Cholesky factorization of the matrix

Gr1dPr1E{hr1dh
H
r1d}+
2σ
2
wITb
−1. Still referring to (10), ˆ s
b
MAP is one of the legitimate
differentially encoded DQPSK symbol vectors s, which maximizes
the term {− U
ss 
2 −  U
r1s 
2 +l n P r ( v)} involved in the
numerator of (10). The signal vector ˆ s
b
MAP can be attained by
implementing a speciﬁc sphere detection (SD) algorithm, which
is similar to that described in [10], and additionally constraining
the SD’s search space to χ:u[μ]=b.T h e nˆ v
b
MAP is the corresponding
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b
MAP. Simi-
larly, if the SD’s search space is ﬁxed to χ:u[μ]=¯ b, ˆ s
¯ b
MAP and ˆ v
¯ b
MAP
are readily obtained.
Our complexity comparison between the single-path SISO-
MSDSD decoder advocated in [6] and the proposed relay-aided
SISO-MSDSD decoder is provided in Fig.4. In the spirit of [6],
the average number of real-valued multiplication operations (RMO)
required for generating a soft-output during the SISO-MSDSD
detection once per iteration is employed here as our complexity
measure. If the time-selective block-fading channel associated with
a correlated fading block length of Tb =6 , and a normalized
Doppler frequency of fd =0 .01 are assumed, the SNR values
of 6.05 dB and 0.82 dB represent the corresponding “turbo-
cliff” points in Fig.5b for the single-path SISO-MSDSD assisted
system and for the relay-aided SISO-MSDSD assisted system,
respectively. We will return to these issues later in the context
of Fig.5b. For the sake of a fair comparison, we ensured that both
the conventional single-path SISO-MSDSD decoder and the relay-
aided SISO-MSDSD decoder operated near their associated “turbo-
cliff” points. Then we varied the ap r i o r imutual information of the
two different SISO-MSDSD decoders and recorded the associated
number of RMO required for producing a single soft-output in
once iteration. It is demonstrated in Fig.4 that the proposed relay-
aided SISO-MSDSD decoder approximately doubles the complex-
ity compared to the single-path SISO-MSDSD decoder right across
the entire ap r i o r imutual information region considered. The
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remaining components of the DN’s receiver are similar to the those
of the RN, hence they affect the overall complexity in a similar
way.
When designing an iterative decoding aided cooperative system,
the distributed turbo coding scheme advocated in [12] is attractive,
since it is capable of simultaneously beneﬁting from both the
interleaving-induced increased time-diversity gain at the RN, as
well as from the iterative decoding gain at the DN attained by
the iterative information exchange between the direct and relayed
versions of the same codeword. Naturally, the improved system
performance is achieved at the cost of increasing the complexity
imposed by employing an extra decoder stage.
Naturally, the proposed relay-aided SISO-MSDSD algorithm
constitutes a realistic method of maintaining a low complexity,
where the combination of the information provided by the direct
and relayed signal streams, namely by z
s
1 and z
r1
2 is achieved
without an extra iteration stage. More explicitly, in a cooperative
network, where the distributed turbo coding principle is employed
by invoking the single-path SISO-MSDSD algorithm, as in [8],
each input signal stream is ﬁrst individually processed by a single-
path SISO-MSDSD aided turbo decoder within the inner iterative
stage of [8, (Fig.5)]. Then the resultant information is passed on to
the outer iterative stage of [8, (Fig.5)], and typically at least two
iterations are carried out in order to exchange information between
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
IA(Relay-Aided-SISO-MSDSD-URC), IE(RSC)
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
I
E
(
R
e
l
a
y
-
A
i
d
e
d
-
S
I
S
O
-
M
S
D
S
D
-
U
R
C
)
,
I
A
(
R
S
C
)
. . . . . . . . . . ............................... . . . . . . . . .
Relay-Aided-SISO-MSDSD-URC . RSC of =6 ,R c = 0.5
Trajectory
Dsr =D rd = 0.5
SNR = 0.82 dB
I
d
inner =2
I
d
outer =6
Nwind =6
(a) EXIT Chart
10
-5
2
5
10
-4
2
5
10
-3
2
5
10
-2
2
5
10
-1
2
5
1
B
E
R
-2 -1 0 1 2 3 4 5 6 7
Overall System Equivalent SNR [dB]
Single-Link Direct Transmission System
DF Based Successive Relaying Aided System
= 0.833 bits/s/Hz
DF Based
Successive Relaying
Aided Network Capacity
Single-Link
Direct Transmission
Network Capacity
(b) BER performance
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the different input signal streams. Hence, based on our complexity
comparison in Fig.4, it is reasonable to argue that our three-stage
relay-aided-MSDSD-URC-RSC decoder is capable of halving the
system complexity imposed by the conventional single-path SISO-
MSDSD aided distributed turbo decoder.
V. SIMULATION RESULTS AND ANALYSIS
Based on the analysis provided in Sections III and IV, all the
system parameters adopted in our forthcoming simulations obey
Table I, except when we provide different speciﬁc interpretations.
We use an interleaver frame length of 480×10
3 symbols in order
to eliminate the fading-induced correlations among the symbols of
different decision blocks for the sake of achieving efﬁcient iterative
decoding.
Channel Model Time-Selective Block-Fading Channel
Path-Loss Exponent α =3
Correlated Fading Block Length Tb =6
Normalized Doppler Frequency fd =0 .01
Channel Coding RSC Code
Code Memory Length ν =6
Code Rate Rc =0 .5
Modulation DQPSK
MSDSD Observation Window Size Nwind =6
Inner Iterations of DN’s Decoder I
d
inner =2
Outer Iterations of DN’s Decoder I
d
outer =6
Relay Position Dsri = 1
2 ; Gsri = Grid =8
Overall Bandwidth efﬁciency η =0 .8333 bits/s/Hz
TABLE I: SYSTEM PARAMETERS
A. BER versus SNR
Let us now investigate the robustness of the proposed three-
stage relay-aided-MSDSD-URC-RSC scheme in terms of its BER
performance. We commence by identifying the “turbo-cliff” SNR
with the aid of Extrinsic Information Transfer (EXIT) Charts, as
detailed in [13]. The relevant EXIT-chart and BER results of the
proposed transceiver are shown in Fig.5.
Observe in Fig.5a that an open tunnel exists between the
EXIT curves of the two-stage relay-aided-MSDSD-URC inner
decoder and the outer RSC decoder, when the overall equivalent
SNR value
2 reaches 0.82 dB where the associated Monte-Carlo
simulation based decoding trajectory relying on a frame length
of L =9 6 0× 10
3 bits is also provided. This trajectory closely
matches the EXIT curves and demonstrates that I
d
outer =6outer
iterations are sufﬁcient for our system to approach the point of
perfect convergence at (1.0,1.0) in the EXIT chart. Consequently,
an inﬁnitesimally low BER is expected beyond the point of SNR
=0 .82 dB.
2Here the terminology of 'equivalent SNR' is deﬁned as the ratio of the
transmit power with respect to the receiver’s noise, which is unconventional
in the sense that it is measured at physically different points. However, this
deﬁnition is convenient for the relay-aided system considered.
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proposed DF based SRAN is also characterized, as inferred from
Fig.2. In our case, the corresponding bandwidth efﬁciency is η ≈
Rc×log2 Mc×
Tb−1
Tb =0 .8333 bit/s/Hz. The proposed transceiver
architecture of Fig.3 exhibits a performance within 2.9 dB from
the capacity of the DF based SRAN. This 2.9 dB discrepancy may
be further reduced for example with the aid of an irregular outer
code, as detailed for example in [4]. To elaborate a little further,
observe in Fig.5b that an approximately 5.2 dB power reduction is
achieved by the proposed DF scheme in comparison to the classic
direct transmission regime.
B. Throughput versus Complexity
The conventional time-selective Rayleigh fading channel having
a normalized Doppler frequency of fd =0 .01 is assumed in
this subsection. Then, according to the properties of EXIT charts
[13], the area under the soft-demodulator’s bit-based EXIT curve,
namely A, determines the maximum achievable coding rate of the
outer channel encoder, while guaranteeing near-error-free trans-
mission for a normalized throughput below this value. Hence the
maximum achievable throughput of the proposed DF based SRAN
experiencing a conventional time-selective Rayleigh fading channel
is given by
Tmax =l o g 2 Mc ·A bits/s/Hz. (11)
It is demonstrated in Fig.6a that the maximum achievable
throughput can be improved by increasing the observation window
size of the relay-aided SISO-MSDSD decoder. However, this
throughput improvement is achieved at the cost of imposing an
increased complexity on the system, especially on the relay-aided
SISO-MSDSD decoder. Hence we further compare the system’s
complexity imposed by employing different observation window
sizes Nwind. Naturally, the total complexity can be evaluated as
Ctotal
Δ = Iiter × E(Cper−iter), (12)
for different inner codes, where Iiter represents the number of
iterations within the open tunnel between the inner and outer
decoder’s EXIT curve required for approaching the point of perfect
convergence at (1.0,1.0) in the EXIT chart, while E(Cper−iter) is
the average system complexity imposed during a single iteration.
As described in [13], the EXIT curve of the optimum outer code,
which is capable of attaining the maximum achievable throughput
should perfectly match the EXIT curve of the inner codes, namely
that of the demodulator. Consequently, an extremely narrow open
tunnel will occur between the outer and inner code’s EXIT curve.
As a penalty, a high Iiter value is required. Hence we may
readily assume that optimum outer codes matched to different inner
codes having different observation window sizes require a similar
value of Iiter. Consequently, instead of comparing Ctotal,w em a y
directly use E(Cper−iter) for our complexity comparisons, where
the proportionality of the complexity associated with different
observation window sizes remains. Such optimum outer codes
may be designed, for example using irregular convolutional codes,
where only the coding rates of the individual constituent sub-codes
are different. Hence only the complexity imposed by the relay-
aided SISO-MSDSD decoder has to be involved in the complexity
comparison.
Based on the above analysis, we ﬁrst ﬁx the observation window
size. Then we gradually increase the ap r i o r imutual information
of the relay-aided SISO-MSDSD decoder from 0.0 to 1.0 by a
step-size of 0.02 and employ the average of all the recorded RMO
per bit values associated with each of the iterations as an approx-
imation of E(Cper−iter). After implementing this approximation
process for each Nwind value considered, the trade-off between
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Fig. 6: The trade-off between the maximum achievable throughput
and the complexity per bit, where various values of Nwind are
investigated.
the maximum achievable throughput and the complexity imposed
is visualized in Fig.6b, where different SNR values are considered.
VI. CONCLUSIONS
In this contribution, based on the capacity analysis of Section
III and the simulation results of Section IV, we may reasonably
conclude that instead of invoking the distributed turbo coding
regime of [12], which inherently leads to the employment of
the conventional single-path SISO-MSDSD decoder, our proposed
transceiver was speciﬁcally designed for the DF based SRAN,
which allowed us to halve the system complexity. Furthermore,
a power reduction of about 5.2 dB was attained with respect to its
direct transmission based counterparts.
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