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ABSTRACT 
Timber procurement is part of the flow of wood 
from forest to production. In the present study, it is 
referred to as timber flow, which consists of log-
ging, roadside inventory, transportation, and mill 
inventory functions. Local timber flows should be 
managed by tactical means of decentralized deci-
sion making (DDM), which are facilitated by dy-
namic models of a decision system. The technique 
consists of several hierarchical negotiation levels 
which can solve a local procurement problem by 
the technique of functionally decentralized deci-
sion making (FDDM). Models describing the sys-
tem are also bigger and more complicated than 
models which are constructed for geographically 
decentralized decision making (GDDM). Conse-
quently, the models may cause different dynamic 
results. Therefore, this study has two main objec-
tives: 1) to introduce a technique of GDDM and 2) 
to consider the effects of the time-factor using 
dynamically determined functions of local pro-
curement. Using this application, the system can be 
controlled for balancing timber flows, because the 
system's internal adjustment process is defined 
with higher precision; the extra costs caused by a 
disturbance can be diminished by adjusting the 
durations of local timber-flow functions. The impli-
cations of these results for improving decision mak-
ing (DM) of local timber procurement in Finland 
are discussed. 
Keywords: Buffer stock, cumulative cost curve, dy-
namic linear programming (DLP), tacti-
cal. 
INTRODUCTION 
During the last three decades, the issue of deci-
sion making (DM) of the wood procurement sched-
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ule has been addressed through various forms of 
mathematical programming, such as dynamic pro-
gramming, linear, quadratic, and separable pro-
gramming; non-linear programming or gradient 
methods; and simulation. In studies conducted 
abroad, these operation methods have been ap-
plied for harvesting and transportation with cost 
optimization [1, 5, 6, 7, 10, 11, 20, 21, 22]. 
In the Finnish forest industry, the variations of 
linear programming (LP) have usually been used 
for a similar optimization context. Therefore, many 
applications of this method have been proposed [8, 
16, 17, 23, 31]. According to these studies, general 
linear optimization with constant and static param-
eters has been the method preferred most often, 
especially within long-term (one year) planning 
problems at the highest echelons of timber procure-
ment divisions. The time scale of the plan has not 
yet been considered within the local tactical DM 
context. That tactical decision should be based on a 
short-term plan, e.g., for two months, which is 
adjusted for fast changes in circumstances (distur-
bances) in the problem context. 
Often a short-term model has been used for solv-
ing problems in which transportation has played a 
central role. Therefore, the models have been de-
signed for partial stage management of timber 
flows overlooking an option of integration to man-
age the entire logistics timber flows from the stump 
to industrial products [23]. Industrial standards for 
mills’ timber demands have become more demand-
ing during the past few years. On the other hand, 
high real interest rates for short-term investments 
and financial purposes have influenced the total 
costs of timber procurement. Furthermore, many 
other time related factors have also stimulated 
progressively growing interest in reducing the lo-
gistics costs to manage the entire timber flow effi-
ciently. 
As a response to these criteria changes, the Finn-
ish forest industry has increased the control (opera-
tional modelling) over timber flow in the direction 
of having less in-system inventory on hand. This is 
known as just-in-time (JIT) inventory [3, 13]. Be-
cause of JIT, criteria of the local tactical DM have 
also changed. Besides cost minimization, buffer 
stocks of timber flow should be decided by local 
decision makers, because changes in their timber 
order can happen every day. The changes cause 
additional costs if buffers do not include enough 
timber to satisfy timber order. Therefore, multiple 
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objectives should be handled by a DM method 
which comprises a system with local tactical mod-
els. 
To support timber procurement management, 
various methods or techniques can also be used in 
DM. According to Keipi [17], the development of 
techniques used in the DM of wood procurement in 
Finnish forest industry companies may be divided 
into five phases: 
• traditional budgeting, 
• partial optimization models, 
• integrated optimization models, 
• experimental computer approaches(including 
simulation), and 
• DDM techniques (still to come). 
The DDM of timber procurement means that 
most often decisions are left to the lower hierarchi-
cal levels of an organisation [17]. Furthermore, two 
levels can be easily included in DM systems to 
support the work of a decision-making group 
(DMG). Accordingly, the DM of a small DMG has 
been more relevant for local DM than for individual 
or hierarchical DM. 
On the local level, it could be argued that the great 
changes in short-term DM have caused problems in 
the DMG’s DM. To solve these problems, the head 
of wood procurement divisions has paid special 
attention to locally integrated operational and tac-
tical management. So far, however, tactical man-
agement has not been used properly. First, tactical 
planning should include an optimization of activi-
ties of the business (utilization rates, productivity, 
and contracts), in which the solution should be a 
new partial adaptation for a utilization rate of 
capacity, while the overall capacity is not changed 
[27]. In this context, the business is the timber 
procurement from stump to mill; the capacity is 
determined by the higher hierarchical level as the 
existing timber procurement plan and the budget; 
the contracts are defined as the market stands and 
the machines (productivity) owned by private con-
tractors; and the partial adaptation or adjustment 
means that DMG designs the new short-term plan. 
Secondly, in Finland since the late 1960s there has 
been a long tradition of FDDM, which has greatly 
affected decision makers’ thinking and the existing 
tactical applications. The Finnish literature on or-
ganisations has paid much less attention to geo-
graphical decentralizing, although GDDM tech-
niques should be applied at the local level. 
Thirdly, in generation of tactical decision alterna-
tives for small geographical units, dynamic DM 
systems would be more practicable than static sys-
tems. If the problem of cost minimization is solved 
using a static system, the solutions represent a 
single moment in time. DMs are assumed to be 
capable to adapt their decisions to disturbances 
(external shocks) by instantaneously controlling 
the system without adjustment costs. This has been 
usual when optimizing models of wood procure-
ment are used in capital management of monetary 
flow. Thus, companies’ static models have been 
long-term models. Consequently, the elements of 
the system, including capital, have been assumed to 
be variables. To avoid these problems in the dy-
namic inconsistency [4], tactical DM should be 
provided with a dynamic system. This kind of 
system is also better to characterize as the time 
variant system [28]. 
If dynamic systems would be used for generation 
of tactical short-term schedules, total costs of tim-
ber flows could be increased by an adjustment cost 
of the capital based on time-related inputs, such as 
changes of timber order, timber inventory resources, 
and limits of budget. In this study, they are referred 
to as the time-factor. Under these local conditions, 
the capital is used as an explicit (fixed) cost-factor. 
This will cause internal adjustment costs in the 
system, when buffer stocks are used as the adapter. 
The research problem is to introduce a useful 
tactical implementation for the GDDM, and to test 
the implementation with the illustrative experi-
ment based on empirical data. At the system level, 
the contribution of this study is to develop the 
preliminary dynamic application to a tactical deci-
sion process of the independent and local profit 
units. The DLP-model is applied, in which time-
varying parameters are used in the models’ weight 
parameters and time-related parameters are used 
in the models’ constraints. The hypothesis has three 
parts: the time factor influences local total and unit 
costs and the tactical decisions of local manage-
ment operate with time, thus dynamic tactical ap-
plications are useful in the GDDM. 
GDDM TECHNIQUE 
General information connections of a region of 
the experiment are described in Figure 1. For geo-
graphical decentralizing, a region was divided into 
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Figure 1. Crosses of lines depict a region’s informa-
tion connections in a decentralized or-
ganization. Districts are independent 
profit units. 
smaller distinct districts operating as the local ech-
elon in the divisional hierarchy and managing their 
purchasing, logging, and transportation operations 
independently. In functional decentralizing, the 
responsibilities of these operations were separated 
based on the hierarchy, functions, and the meaning 
of the decision (operational, tactical). Accordingly, 
the DDM was also divided into two distinct tech-
niques, which were based on those different princi-
ples used in delegating responsibilities within a 
decentralized organization: 
• functional technique (FDDM), and 
• geographical technique (GDDM). 
The GDDM was a usual negotiation and optimi-
zation process, which provided the consensus deci-
sion for the DMG. This procedure is consistent with 
the steps of the methodology recommended by 
Hotvedt et al. [14] except that they used the princi-
ples of the FDDM. General principles of the GDDM 
are described in (Figure 2). For reaching the consen-
Figure 2. General principles of the GDDM. 
sus as to the best compromise schedule, the re-
gional supervisor controlled and coordinated the 
districts' operations via participative management. 
In the first phase, the district managers updated the 
common information base and the supervisor pre-
pared drafts for the districts according to the method 
of Field et al. [9]. According to that method, the 
solution values for each district were then used in 
the model of the initial plan which was based on the 
local information. In the second phase, the manag-
ers had the option of negotiating the final plan (a 
tactical plan) together. 
Before the models could be formulated, prior 
defining of local goals for the DMG’s tactical plan-
ning was necessary. A pattern of these goals was 
also used as criteria of the DMG for the consensus 
decision about the timber procurement schedule. 
To find out initial directions for DM, the use of the 
minimum of the discounted total costs and the 
maximum of the timber delivery was obvious (iden-
tified by the company). According to interviews by 
Keipi [17], managers of a functionally decentral-
ized organization also had specific criteria for the 
FDDM. Here, the local criteria (local goals) were 
based on those of functional managers, but the new 
synthesis was defined for the GDDM purposes. 
Consequently, the local criteria of the district man-
agers were as follows: 
• satisfying timber demands of mills, 
• having sufficient mill inventories at the end of the 
planning horizon (buffer stock), 
• minimizing transportation costs, 
• minimizing mill inventory costs by keeping in-
ventories small (JIT), 
• satisfying timber needs of transportation volume, 
• minimizing logging costs, 
• having sufficient roadside inventory at the end of 
the horizon (buffer stock), and 
• minimizing roadside inventory costs by keeping 
the inventories small (JIT). 
The first and the most important criterion from 
these were to satisfy mills' qualitative and quantita-
tive timber demand when the members of the DMG 
indicated their preferences. In this context, more 
attention was paid to the quantitative demands. 
These demands were equally divided among the 
distinct districts according to the region’s timber 
orders. The qualitative requirements could be de-
fined about different tree species and requirements 
for the timber material, but these were outside the 
scope of this study. The idea was to come up with 
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the time-oriented criteria relevant for tactical DM 
when dealing with local conditions. The order of 
importance of the other criteria was not ranked. 
Coordination of the initial plan into one tactical 
plan was made using the methology of parametric 
programming of the RHS for multi-objective analy-
sis. For the GDDM the model was the pure local 
model with local cost weights and buffer param-
eters, which completely integrated the district’s 
timber procurement functions. Therefore, the mod-
el’s small changes to meet the practical manage-
ment needs were agreements done by the participa-
tion of the district managers. In conventional FDDM 
models integration was made by using aggregate 
input and output data of the higher hierarchical 
level. The final model was the solution of the final 
reformulation of the evaluated model solved after 
the preceding negotiation. Thus, the tactical deci-
sion was the result of the "planning cycles", where 
negotiations of the DMG and predestined number 
of model runs were made with the cooperation of 
the regional supervisor. 
DYNAMIC TACTICAL APPLICATION 
Keipi [17] applied a DLP model in the FDDM at 
the highest echelon of a division, referred to in this 
study as the conventional model. To extend his 
findings, this study was concerned with the use of 
local DLP models in the GDDM at the local level of 
the division. In particular, the tactical optimizing 
models [25] were applied for the experiment of the 
GDDM. For more about the tactical formulation of 
DLP and its applications see Palander [25]. All 
models could be solved by the Simplex algorithm 
and the experiment was played by undergraduates 
of the university of Joensuu. 
The application comprised the dynamic DM sys-
tem that investigated the problem as a logging and 
transportation system (Figure 3). The basic input 
data of the system have been introduced in two 
studies [24], [25]. Besides the decision criteria, the 
decision variables, states, and relationships of the 
system dynamics were described, computed, and 
controlled by ordinary ways using the DLP models’ 
parameters and constraints. Therefore, the DLP 
results provided a good form of the parametric 
solution for the time-related sensitivity analysis, 
and for considerations of the application for the 
GDDM. 
Figure 3. Monetary and material flows were 
optimized using the program that in-
cluded the functions of logging, transpor-
tation, and inventorying, both at the road-
side and at the mill. 
In the experiment of the tactical application of the 
GDDM, a new timber procurement schedule had to 
be prepared for a problem that occurred when the 
region’s timber order changed while the mills' tim-
ber demands had not changed. Following the 
GDDM, the district managers responded to the 
new situation and tried to adapt their decisions 
with the cooperation of other districts, but the 
managers could not cope with the situation using 
the initial model of the FDDM. The solution of this 
initial model is provided in Table 1 and Figure 5. 
Therefore, assembling the DMG was necessary and 
the managers reformulated the entire initial model, 
applying the local duration of timber flow functions 
using the buffer stocks of the roadside inventories 
of timber flows. 
The GDDM continues by the demonstration of a 
simple changing process from the initial model to 
the final model. Before the cycles (reformulation) 
started, the initial solution was presented to the 
districts’ managers. They individually evaluated 
the solution in the beginning of the first cycle, but 
the new initial solution did not satisfy the DMG. 
Therefore, the DMG decided to use the logging and 
transportation capacities to the full, i.e., the local 
tactical criterion of at least 15000 m3 was trans-
ported from the districts to the mills during every 
decision period. This caused changes in allocations 
corresponding to bigger periodic logging volumes 
of at least 20,000 m3, 17,000 m3, 10,000 m3, 10,000 m3. 
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The final model coped with that tactical decision 
criterion, but DMG must compromise. That model 
was the result of two cycles of the GDDM. First, the 
initial model was modified by the DMG to comply 
with their pattern of the local goals. Unfortunately, 
no feasible solution was provided by this new 
model. Next, in the second cycle, the DMG decided 
to change the criterion of the buffer stocks of the 
standing inventories from 20 weeks to 12 weeks. 
This tactical change produced the final model 
(Model 1) used in the analyses of the hypothesis. 
minimize Z1 = [ 
transportation 
F _ • ' i f i 
logging operations 
F J i 
I I I (4^*(W/2 
i i /=i f=\ 
roadside inventory 
F J i 
I I I &M *< 1 + &2ÛÏ 
i 0 /=1 f=\ 
mill inventory 
F if i 
I I I imurm 
i C jfcl /=1 
minimize Z2 = [ 
stand inventory 
F J i 
I I I'UU -O 
i l f=\ S=\ 
maximize Z3 = [ 
transportation 
F _•y if i I I I I 9%-h^ 
i i /=i / i i / i i 
subjected for following restrictions 
Region's timber order 
Yikjt + Mikt-1 = Dikt, V i,j,k,t 
balancing material flow; 
roadside 
mill inventory 
Y + M ijt-1 - D ikt + M ikt 
initial roundwood inventories; 
M ik0 = MI ik 
timber allocation possibilities; 
Mikt - Mmaxikt 
Mikt ž Mminikt 
Lj - Lmaxij 
Lij ž Lminij 
Yij - Ymaxij 
Yij ž Yminij 
buffer stock requirements; 
L ij4 ž LB ij 
Y ij4 ž XB ij 
M ik4 ž MB ik 
non-negativity; 
L, X, Y , M ik ž 0 
where 
Z1 = optimum total costs (FIM), 
Z2 = optimum stand inventory (m3), 
Z3 = optimum transportation (m3), 
Dikt = volume (m3) of timber grade i required 
by mill k during period t, 
Lt = volume (m3) of timber grade i logged and 
ij hauled in area j during period t, 
Mikt = volume (m3) of timber grade i retained in 
mill inventory k during period t, 
Xt = volume (m3) of timber grade i required in 
ij roadside inventory of area j during per-
iod t, 
Ynt = volume (m3) of timber grade i transported 
ij from area j to mill k during period t, 
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Lmaxij = maximum volume (m3) of timber grade i 
logged in area j during the planning hori-
zon, 
Lminij = minimum volume (m3) of timber grade i 
logged in area j during the planning hori-
zon, 
Mminikt = minimum volume (m3) of timber grade i 
required at the mill inventory k during 
period t, 
Mmaxikt = maximum volume (m3) of timber grade i 
stored at the mill inventory k during per-
iod t, 
Ymaxijt = maximum volume (m3) of timber grade i 
transported from area j during period t, 
Yminijt = minimum volume (m3) of timber grade i 
transported from area j during period t, 
clijt = pre-roadside timber procurement cost 
per unit volume (FIM/m3) of timber grade 
i transported from area j, 
cmik = mill inventory cost per unit volume (FIM/ 
m3) of timber grade i in mill inventory k, 
cyijkt = transportation cost per unit volume (FIM/ 
m3) of timber grade i from area j to mill k 
at stage t, 
coffit = moisture coefficient of timber grade i at 
stage t, 
Liij = stand volume (m3) of grade i stored in 
area j at the beginning of the planning 
horizon, 
MIik = volume (m3) of grade i stored in mill k at 
the beginning of the planning horizon, 
XIij = volume (m3) of grade i stored at roadside 
in area j at the beginning of the planning 
horizon, 
Lbik = volume (m3) of grade i required in log-
ging in area j at the end of the planning 
horizon, 
MBik = volume (m3) of grade i required in mill 
inventory k at the end of the planning 
horizon, 
XBij = volume (m3) of grade i required at road 
side in area j at the end of the planning 
horizon, 
P = annual interest rate, 
T = number of discrete periods (two weeks) 
of the planning horizon, 
K = number of mill inventories, 
J = number of management areas, and 
I = number of timber grades. 
Among the local manager's goals, the volumes of 
the various stand inventories (buffer stocks) were 
subjected to the restrictions; the discounted total 
costs had to be minimized by keeping the volumes 
of inventories small and by satisfying the require-
ments of the current and future states of the timber-
flow functions. Further, purchase was assumed to 
be included in the initial stand inventory. The para-
metric optimizing technique provided the struc-
ture for the construction of the constraints by which 
that subjection could be controlled. 
Most often tactical decisions are based on time-
related schedules. Therefore, the time factor is an 
important aspect of the GDDM. The effects of the 
time factor were divided into partial sub-factors 
(capital, interest, logging costs, and transportation 
costs), described as functions of time. The first was 
controlled by RHS parameters and latter three by 
weights of decision variables. Buffer stocks as a 
parameter could be used for combining several 
criteria which depended on the time. Therefore, the 
buffer stock was the most important criterion for 
the modelling purposes. Here, time was pictured as 
a ’coordinator’ for adjustment costs of the system. 
Thus, the dynamic problem of the monetary flow 
involved with the essential capital requirements 
was transformed to volumes of timber flow by the 
buffer stock requirements of the timber-flow inven-
tories. Capital was determined as funds accumu-
lated in the various inventories of timber flows 
instead of funds accumulated in the volumes of 
timber delivered to the mills. 
In the models, over the two months’ DM horizon, 
the change of the capital accumulation of timber 
flows varied depending on allocations made dur-
ing the preceding two weeks’ period. This started 
from the first period while the buffer stocks for the 
final period were determined as fixed by some 
volumes of timber. Because of this, the states of the 
system could be eventually determined as the proc-
ess of partial adjustment of the capacity instead of 
the capital. Further, in the GDDM the durations of 
timber-flow functions were interpreted as weeks of 
the local buffer stocks, which were transformed to 
the capital accumulation for the districts. There-
fore, the state of the system was not as much stable 
when the solution was solved by the GDDM, and 
this distinguished it from the combination of the 
FDDM. 
Buffer stocks were the manager’s means to con-
trol the system. The information base included 
input data about the monetary and timber flows. 
Monetary flow was conventional to manage using 
budget, because its role has increased in all organi-
zational levels. Actually, because of the local level, 
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the budget was related to the cash flow of the funds. 
Timber flow was managed by the stages of the 
defined time accumulation. Hence, durations of 
timber-flow functions were important. They were 
used in the cumulative curve, which was presented 
in the figure for the stumpage sales of wood pro-
cured for the Finnish forest industry [19] . 
The entire buffer time needed for securing a 
continuous flow of timber was about ten months: 
twenty weeks for stand inventorying, four weeks 
for logging, nine weeks for roadside inventorying, 
one week for transportation, and four weeks for 
mill inventorying. Stand inventorying as the tim-
ber-flow function was the DM criterion. The trans-
portation function was omitted from the transfor-
mation between cash flow and timber flow. The 
other three partial timber-flow functions were con-
sidered separately and they were determined using 
the following equations: 
LBij = lcoffij * (D / WEEKS) * (LIN 
XBij = lcoffij * (D / WEEKS) * (X 
MBik = mcoffik * (D / WEEKS) * 
where 
LBij = volume (m3) of grade i required for 
stumpage inventory in area j at the 
end of the planning horizon, 
XBij = volume (m3) of grade i required at 
the roadside in area j at the end of the 
planning horizon, 
MBik = volume (m3) of grade i required in 
mill inventory k at the end of the plan-
ning horizon, 
LINV = total logging inventory, 
XINV = total roadside inventory, 
MINV = total mill inventory, 
LINVij = volume (m3) of grade i available in 
the stumpage inventory in area j at the 
beginning of the planning horizon, 
XINVij = volume (m3) of grade i available at the 
roadside in area j at the beginning of 
the planning horizon, 
MINVik = volume (m3) of grade i available in 
mill inventory k at the end of the plan-
ning horizon, 
D = region’s timber order, 
WEEKS = weekly length of the planning horizon, 
lcoffij = buffer stock coefficient as weeks for 
logging inventories, 
xcoffij = buffer stock coefficient as weeks for 
roadside inventories, and 
mcoffik = buffer stock coefficient as weeks for 
mill inventories. 
Fixed useable working was determined by means 
of these equations as the minimum level combined 
with fixed timber inventory resources; in this appli-
cation it was the minimum volume requirement. 
This was relevant to assume for two reasons; first, 
the budgeting traditions of the forest industry sup-
ported it, and second, during the short-term DM 
horizon the decision system was subjected to the 
assumption of partial adjustment. Accordingly, the 
adjustment costs of a fixed capital are part of dis-
counted total costs to be taken into account when 
conducting GDDM. 
The adjustment costs were imagined as either 
external or internal costs. External costs can be 
illustrated by assuming that the capital accumula-
tion in inventories was financed by a loan. Then the 
interest rate of the loan was a cost factor in cash flow 
determined by the finance markets. Internal costs 
were imagined as the capital not available for the 
other timber-flow functions. 
Cash flows and timber flows could be considered 
in the light of cumulative curves of procurement 
costs. Previously, Korpilahti [19] employed this 
curve as a useful tool when he illustrated the cost 
accumulation in wood procurement. In this appli-
cation, the real, dynamic path of the capital accu-
mulation for timber flows was approximated by the 
separately straight curve (Figure 4), which sup-
ported DMG’s DM. Further, the graphs of cumula-
Figure 4. A cumulative curve is separately linear. 
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tive cost curves were a presentation technique, 
which were used to analyze the hypothesis. By the 
graphs the separate cost effects on total and unit 
costs between the functions could be presented. A 
graph also provided an analysis of the internal 
adjustment process of the system, when the differ-
ences of the capital accumulation for two decision 
alternatives of the GDDM were described during 
the interval [t0, tn]. Solutions were provided by the 
following difference equation (or recurrence rela-
tion) [26]. £ 
/ eiWt= MmyQttiAj / î - j - t 
where 
Q(t) is capital accumulation during a time hori-
zon (weeks’ 36,...,43), 
Q(ti) is capital accumulation at a selected dis-
crete time (week’s 36, 37,...,43), 
dt is a derivative, 
Ðti is a change, 
a is week number 36, 
b is week number 43, and 
n is number of discrete times. 
The summation expression bears a certain resem-
blance to the definite integral expression. When the 
change in time is infinitesimal, the upper limit of the 
summation sign is infinite, and the integral is the 
continuous counterpart of the discrete concept of 
summations. However, models of this study dealt 
with discrete time when the volumes of decision 
variables were solved. Further, the variable t 
changed from one integer value to the next. For the 
graphs, timber-flow functions (stages) were de-
scribed separately as four periods and by the aver-
age values. Therefore, the graphical expression was 
the separately straight curve. 
RESULTS 
Table 1 and Figure 5 show that there can be the 
different allocations of timber inventory resources 
between the conventional and local models when 
the system is the same and the DMG’s goals are the 
same at both hierarchical levels. The allocations of 
the logging and transportation functions also 
changed, especially because the dynamics of the 
system were modelled by the dynamic balance 
equations and local time variable parameters (dy-
namic component). Consequently, the allocation 
costs were related to each other by the timber-flow 
functions which also influenced the adjustment 
costs of the fixed capital. 
The local dynamic component caused a small 
margin (<1%) with respect to the conventional 
model. The allocations changed more clearly when 
the DMG set their own local goals of the roadside 
inventory at the beginning of the GDDM. The GDDM 
component caused the significant difference of the 
total costs between the initial models, which was 
about 24.6% (Table 1). Evidently, the different allo-
cations resulted in the lower total costs when the 
local models and GDDM were used. 
The hypothesis was investigated by comparing 
the results provided by the initial models with the 
results provided by the final model; comparison 
included the versions for the interest rate of 10%. 
Figure 5. The cumulative curve of unit costs for the conventional model of the FDDM (left vertical axis) and 
the differences of the dynamic component when compared to the respective but lower costs of the 
local model of the FDDM (right vertical axis). 
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Table 1. Optimal solutions of the initial DLP models. 
DM technique Model Optimum total costs FIM/m3 
FDDM Conventional model 11 926 510 
FDDM Local model 11 810 280 
GDDM Local model 8 993 195 
Activity number 
Function 
1 Y 
2 Transportation 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 L 
26 Logging 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 X 
38 Roadside 
39 
40 
Level m3 
610 
140 
0 
0 
0 
3750 
3750 
0 
0 
3250 
0 
5000 
0 
2000 
0 
2000 
0 
5000 
0 
0 
3000 
5000 
2000 
5000 
14250 
0 
5750 
4820 
10820 
0 
680 
0 
8430 
0 
0 
9110 
10000 
13000 
3000 
23640 
Conventional model 
Opportunity costs 
FIM/m3 
0 
0 
0 
.0800 
.1100 
0 
0 
0 
0 
0 
.0300 
0 
0 
0 
0 
0 
.0300 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
Level m3 
0 
750 
0 
0 
3750 
0 
0 
3750 
0 
4610 
3640 
0 
0 
2000 
0 
5000 
0 
2000 
0 
3000 
0 
5000 
4090 
2910 
19750 
250 
0 
0 
15640 
0 
0 
91100 
0 
0 
2660 
6450 
10000 
13000 
3000 
29750 
Local model 
Opportunity cost 
FIM/m3 
.0267 
0 
.1101 
0 
0 
.0017 
.0267 
0 
.1101 
0 
0 
.0017 
.0255 
0 
.1101 
0 
0 
0 
.0255 
0 
.1101 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
Table 1. (cont'd) 
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Function 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 M 
53 Mill inventory 
54 
55 
56 
57 
58 
59 
60 
61 
Level m3 
12860 
5000 
21460 
23680 
0 
20140 
21680 
3430 
15140 
19680 
4540 
6000 
6000 
3000 
3000 
3000 
5000 
3000 
3000 
7500 
10000 
Opportunity costs 
FIM/m3 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
Level m3 
8750 
3000 
25140 
17000 
300 
20140 
24110 
1000 
15140 
19680 
4540 
6000 
6000 
3000 
3000 
3000 
5000 
3000 
3000 
7500 
10000 
Opportunity cost 
FIM/m3 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
First, the effects of the time factor were analyzed by 
the graph of the cumulative curves for total costs 
when the change of the buffer stocks of the stands 
was essential for feasible solution (Figure 6). The 
duration of stand inventorying (time factor) was 
meaningful, and influenced the total costs of timber 
procurement. Further, it seemed that the costs were 
affected by the capital accumulation and the inter-
est rate (time factor) when they were included and 
considered as parts of cash flow. Obviously, the 
greatest proportion of the increases of the total 
costs were caused by the bigger procurement vol-
umes during the DM horizon. This was evident and 
did not verify the hypothesis, but the shape of the 
curves did, because it revealed that the change of 
the time factor caused the dependence of the total 
costs. 
Secondly, the specific analysis of the time-factor 
was provided by consideration of the internal ad-
justment process of the system (Figure 7). Both 
curves described cumulative differences of the unit 
costs (cost addition) between the initial model and 
the final model, from which the differences be-
tween the shapes of the total cost curves of Figure 
6 were derived. At the end of the first stage of 
timber flows (logging), the cost difference of the 
total cumulation without interest was about FIM 3, 
while at the last stage of timber flow (mill invento-
rying) it was only FIM 1.5. The change for the 
diminished standing buffer caused these differ-
ences by the cost effect of combined logging costs 
and the final remittance of the stumpage price. 
The effect of the time-factors was more evident 
when the correspondence of the differences of the 
unit costs (internal adjustments) was considered 
for the conventional model and the local model 
(Figure 5) versus the initial models and the final 
models (Figure 7). In both figures, the first models 
had conventionally determined (average) logging 
costs. In Figure 5 the costs of the second model were 
the local and time variable costs based on the 
FDDM. In Figure 7, the costs of the second models 
were the local and time variable based on the 
GDDM, i.e., the final solution was influenced by the 
more numerous time factors. In Figure 7, the peak 
of the difference value in week 16 compared to the 
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34 27 36 39 
Wteks of wood flew 
Figure 6. The time factor influenced strongly the total costs during the GDDM, when buffer stocks of 
standing inventories were changed from 20 weeks to 12 weeks. 
Figure 7. The analysis of the effects of the dynamic component in the GDDM was provided by consideration 
of the internal adjustment process; cumulative differences between the unit costs of the initial 
solutions and the final solutions are described by the curves. 
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value at the last stage of timber flows indicated the 
effect of the time-factors. The effect was about FIM 
1.5, while the corresponding change from week 24 
to week 38 in Figure 5 was about FIM 0.5. 
DISCUSSION 
The new synthesis was defined using the local 
planning goals of the tactical manager, which were 
assumed to be consistent with real-life require-
ments. Therefore, if these goals are fulfilled, then 
the GDDM is a useful tool to be implemented in 
solving practical problems. The validity of local 
models has already been discussed by Palander 
[25], and observed to be logical. Furthermore, the 
use of the dynamic approximation of the difference 
equation has also been observed to be logical [19, 
24, 25]. However, the use of these tools is a part of 
the DM process. Therefore, considering the validity 
of the DDM techniques, this was also essential. 
There are various reasons for the GDDM. The 
most important one was the well-defined structure 
of combined interior information flows. In the 
FDDM, information flows to the mills were only 
connected through the upper hierarchical levels, so 
that a more aggregated multi-level technique pro-
vided the framework for the DM process. Conse-
quently, the term multi-level planning has been 
employed to describe functionally decentralized 
p lann ing [17]. These techniques have been 
labourious to use and often they have lacked the 
communication tools to make them suitable for 
practical purposes. In the GDDM communication 
was natural because the DMG was small and per-
manent. Further, although the concrete coordina-
tion of DM of the DMG was assigned for them-
selves (supervisor), the management operations 
were strictly based on the manageable negotiation 
and optimization program. Therefore, what may be 
called information cheating [2, 15] can be controlled 
and avoided. 
For the modelling of the system the FDDM has 
some serious disadvantages against the GDDM. In 
real life situations, the actors (employees, units) of 
the functional organization need more often to use 
cross connections outside the company's approved 
information flows. Further, cost responsibilities are 
not so self-evident as they should be in the local 
profit units. These non-descriptive characteristics 
of the FDDM make it mathematically more difficult 
to model, since the system has more unpredictable 
relationships between its elements. Furthermore, 
the huge running and replacement costs of pro-
grams of large-scale models have been a serious 
limitation for the more advanced use of FDDM. 
Therefore, the programs have been run only in 
centralized computer systems. 
When the GDDM is used, programs for local 
management can be simpler and can use less com-
puter memory. Consequently, configurations for 
PC computers become more feasible. As a further 
point, the cost of information exchange might be 
decreased by this technique for the reason that 
independent profit units could use a new strategy 
of information systems [29]. Of course, there could 
be other applications to responding to the GDDM 
and there could also be different system descrip-
tions, which could be formulated as DLP models. In 
this context the discussion of the dynamic system is 
emphasized. For the dynamic balance of our mod-
els, the linking variables were the roadside and mill 
inventories. This decision was based on the dy-
namic structure of the system as described in Figure 
3. Probably, there could be other possible choices 
for model construction, e.g., one or other from the 
timber procurement functions. 
After numerous tests and the theoretical model 
considerations, however, it was difficult to imagine 
more appropriate and effective linking variables 
for dynamics than inventories. Moreover, the local 
managers' goals, the budget restriction and the 
buffer stock equations were linked by them. Ac-
cording to Hadley [12], the selection of state param-
eters of dynamic programming (DP) is a most 
subtle task. Once this is accomplished, it is usually 
a straightforward matter to obtain the dynamic 
recurrence relation. This is consistent with the re-
sults of our DP analysis [24] and was also observed 
in this study when the equations for dynamics of 
DLP (or states) were constructed between the peri-
ods. Therefore, sufficient time should be devoted to 
this phase of model construction. 
Most often tactical decisions are related to time. 
Therefore, special considerations were concentrated 
for this aspect of the GDDM. The effects of the time 
factor were divided into partial sub-factors (capi-
tal, interest, logging costs, and transportation costs), 
described as functions of time. By using the model’s 
time-varying cost parameters as the weights of the 
decision variables, three latter sub-factors had their 
combined cost effect (1%) of the total costs. This 
result agrees with the previous results presented by 
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Palander [24] in the Table 5 for the unit costs of 
logging and purchasing. In that study the unit cost 
was described by the addition of logging of 10% for 
every week of the diminished standing buffer. 
However, this cost effect was small. Given all the 
uncertainties, unknowns, and inaccuracies of data 
it is likely that a 1% difference is meaningless, and 
the two models perform the same when measured 
by the objective function. In our experiment of the 
GDDM were two of the system’s elements of the 
first sub-factor (stand inventory, roadside inven-
tory), which described the durations of the timber-
flow functions. Roadside inventories were used to 
determine the effect of the GDDM component on 
the total costs of the initial model. The different 
local goals of the districts shortened the average 
duration of the roadside inventory. Therefore, the 
GDDM component caused the significant differ-
ence (24.6%) between the FDDM and the GDDM. 
Accordingly, the initial model based on the GDDM 
could be more accurate. 
By using the buffer stock parameters as the RHS 
values of the constraints (goals), the effect of the 
first sub-factor on the total costs and the unit costs 
of the final model could be brought up during the 
GDDM. In addition, it is not necessary that decision 
makers set preference weights and goal levels in 
advance. Therefore, the instrumental theory of the 
parametric DLP may also be assumed to be appro-
priate for applications in extended systems of wood 
procurement. An example for successful consid-
eration was the change of the volume of the stand-
ing inventory, which was caused by the require-
ment of the change of the buffer stocks. When the 
buffer stocks, as a defined time factor, diminish, the 
system's timber resource stock accumulates less 
capital for actions (timber flow) and the new state is 
closer to the JIT inventory. 
The JIT inventory is a good aim when the state of 
the dynamic system is solved. Momentarily, how-
ever, the regional timber order increased and the 
mills' timber demands remained constant. There-
fore, the stock, i.e., as the timber inventory on hand, 
and the total costs increased. The interpretations of 
the total cost curves seem to support the hypoth-
esis, which assumes that the use of the dynamics is 
important in the GDDM. The results revealed that 
the time factor influenced the local total costs, 
although all aspects of the time factor from which 
the differences between shapes of total cost curves 
could be derived were not analytically defined 
through the results of this study. However, the 
dynamic component analyzed after the increase in 
the local resource stock (capital) was a shock for the 
dynamic system. Adjustments were tried and the 
situation was almost normalised by the new timber 
allocations. However, higher unit costs remained at 
the last stage of timber flows, which can be imag-
ined to be the additional cost of the disturbance. For 
practical purposes, finding out the durations of 
timber-flow functions when there would be no 
additional costs in a system would be interesting. 
Then, the dynamics of a system could be controlled 
for balancing timber flows. 
The cumulative curve was the useful tool for the 
analyses of the change of the costs. It had only the 
limitation of the linear assumption for its separate 
stages of timber flow, because the models dealt 
with discrete time and its average stage costs, i.e., 
the volumes of decision variables were determined 
separately, when time changed from one integer 
value to the next. It is also meaningful to see that the 
pattern of change in the variables was described by 
partial derivatives or differences, rather than by 
derivatives or differentials. In accurate graphical 
expressions, there could be knees in the 'stages' of 
the cumulative curve. Then the stages could be 
different from the separately straight cumulative 
curve. Furthermore, the curve could no longer be 
smooth as would be the case with non linearity. 
In Finland, the organizations of the forest indus-
try are changing, having fewer working managers, 
and the privately owned local timber-procurement 
enterprises are coming. Moreover, timber growing 
enterprises and procurement enterprises may soon 
form geographical integrations. Accordingly, their 
procurement will be controlled by the geographical 
delivery of contracts. This study provides some 
directions for management of local contractors, but 
more information about the geographical and 
participative techniques of the tactical DM is needed. 
Keipi [17] has described three styles of leadership 
based on Tannenbaum and Schmidt [30], which are 
suitable for participative DM: 
• function managers present pilot plans; their su-
pervisor puts a final plan together; 
• function managers present pilot plan to their 
supervisor; the DMG puts a plan together; and 
• managers and their supervisor (DMG) prepare 
the plan; managers put a plan together. 
Kilkki [18] has presented an example of the first 
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alternative concerning a timber growing enterprise. 
The second style has been considered by Keipi [17] 
concerning functionally decentralized timber pro-
curement planning. Based on this study, the third 
alternative is proposed, which may be the potential 
alternative for the GDDM in real life situations of 
the future. 
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