The debate in Europe over the need for setting up geographic information infrastructures has focused over the last five years on the national and transnational levels. In Europe, and elsewhere around the world, there are now some very good examples of national data infrastructures in a number of countries. As Masser (1999) argues in his review of eleven national geographic infrastructures across the world, these developments are taking place in countries that differ considerably in population and land size, wealth, and system of government. They also vary in focus from disaster management, to environmental stewardship, to the modernisation of public administration. What they do share is the realisation that the increased availability of digital information, and of geographic information in particular, offers new opportunities for creating a shared framework for integrating data coming from different sources, and that governments have a responsibility to develop information strategies. Moreover, these national initiatives all revolve around three key elements: (1) the identification of strategic data sets of value to a wide range of users (core data); (2) a mechanism to share the knowledge of who has what data, and what are its characteristics (metadata); and (3) a coordinating framework to develop the infrastructure.
that the barriers to effective partnerships are technical, organisational, and behavioural. Similar issues feature also in Europe, although the wide range of institutional settings that exist in this continent require a greater body of empirical research findings than has hitherto been collected.
Against the background of these considerations, we discuss here the emergence of local data infrastructures in Great Britain. In this country, local authorities are much larger in size than their counterparts in continental Europe. Therefore there has traditionally been less of a need to develop broad interagency collaborations in the delivery of services and supporting data infrastructures as in other countries such as France. This is starting to change with the development of a new policy framework at the national level which increasingly requires local agencies such as the police, the health authorities, and local government to work together in addressing local problems. The European and national policy frameworks are discussed in the next section of the paper. This is followed in section 3 by the analysis of six case studies of local data-sharing frameworks investigated in Britain, and in section 4 some political and organisational issues that need to be addressed to make these frameworks work successfully are identified.
The policy context 2.1 The European context
At the European level, the quest for a specific policy framework on geographic information (GI2000), which was set in motion after the establishment of the National Spatial Data Infrastructure in the USA in 1994, has so far failed to translate into action. The communication to the European Parliament expected in 1996 is now unlikely to see the light, and even within the Fifth Framework Programme for Research and Development (R&D) the specific cross-action programme on geographic information (GI) has now been postponed to the year 2000^01 (DG XIII, 1999 ). This does not mean that there is no interest for GI within the European Commission R&D programmes, but that GI is still predominantly seen as no more than a bit of`content' to be repackaged in the drive to foster the development of European information-based industries. Thus what is lost is the understanding of GI as a strategic platform for integrating data sets and analysing policy decisions spatially (Burrough et al, 1997) .
On the positive side, the recent Green Paper on Public Sector Information (European Commission, 1999) clearly identifies the strategic importance of increasing access to public-sector information not only for the benefit of economic actors (this is the main focus of the paper), but also for the provision of more efficient services and better governance. As argued in the paper:`T he use of new technologies can considerably increase the efficiency of the collection of information. It gives public bodies the possibility to share available information when this is in conformity with data protection rules, rather than duplicating its collection from citizens and businesses. This can notably reduce the administrative burden on citizens and business, and in particular SMEs. ... At the same time, sharing information leads to better informed public bodies, that have access to all data relevant for their functioning'' (paragraphs 56, 57). The Green Paper recognises that the public sector is the single largest source of information which the private sector needs to tap into, if an information-based economy is to develop. It also clearly identifies a number of barriers. The most critical is that, as yet, there is no established framework with clear and consistent principles for the exploitation of public-sector information by the private sector (European Commission, 1999, paragraphs 42, 44), which is the rationale for developing the Green Paper in the first place. Among the key issues identified as needing to be addressed are: the appropriate definition of public sector in this age of public^private partnerships; the relationships between public and private sector with respect to data dissemination and service provision; the definition of what type of data ought to be included in the discussion; conditions of access; data documentation; pricing; and copyright, privacy, and liability.
As Great Britain is recognised as one of the European countries that has taken a lead in establishing guidelines and in developing electronic products from public-sector data, it is worth now turning our attention to its policy framework.
The British context
The policy framework in Great Britain is well illustrated by Masser (1998) who argues that most of the core data sets at the national level, which would form the backbone of a national geographic information strategy, are already in place. These include the complete national topographic database by the Ordnance Survey (OS), socioeconomic data from the Office of National Statistics, and land and property data from the Land Registry (England and Wales) and the Registers of Scotland. The last two organisations have also been involved in pilot projects (the National and Information System and Scot-LIS, respectively) which are now being developed further across the country.
As Masser also points out, two key policies are shaping the developments in the United Kingdom: the 1988 Next Steps programme, which has turned a large number of government organisations into executive agencies with stringent performance and cost-recovery targets, and the 1986 Tradeable Information Initiative which asked government departments to review their data holdings and make as much information as possible available to the private sector at various charges. Although these policies may have contributed to the development of the core data sets highlighted above, and more generally to the increased availability of public-sector data, they have also created the context for a lack of clarity and consistency in the practices of government agencies with respect to what data are available and at what cost. These inconsistencies are seen as hampering both the market and the democratic process insofar as existing pricing policies may inhibit access to data by individual citizens or pressure groups. This in turn is exacerbated by the lack of coordinating mechanisms with the degree of political support experienced in other countries (Masser, 1998) .
Whereas the framework presented by Masser focuses primarily on public-sector data and organisations at the national level, a number of recent policy developments have also increased pressure on organisations at the local level to share and increase access to their data holdings. Under the general heading of`joined-up government' (Cabinet Office, 1999) the New Labour government that came into power in May 1997 has launched policies which emphasise the strategic importance of partnerships between government agencies, voluntary organisations, and the private sector to deliver more efficient and effective services at the local level. Such policies include, for example, the Crime and Disorder Act 1998,`Bringing Britain together: a national strategy for neighbourhood renewal',`New Deal for Communities', and the establishment of action zones in the fields of health, education, and employment.
These new initiatives all share a common managerial approach that audits the problem; targets policy interventions; develops performance indicators; develops outcome measures; and evaluates the effectiveness of the interventions by repeating the audits. This approach places a high premium on the ability to use up-to-date operational data to develop local knowledge-based and evaluation-based policy. Furthermore, because it emphasises multiagency work, it also places a premium on the ability to share information between agencies.
The crucial importance of data sharing was recognised, for example, in the discussion paper``Getting to grips with crime'' (Home Office, 1997), which preceded the Crime and Disorder Act. In this paper it was recognised that the key parties involved in formulating and implementing local crime and disorder strategies (the local council, police, health authority and probation committee) would need``to share relevant information as freely as possible within the constraints of existing legislation, in particular the Data Protection Act'' (paragraph 22). However, the authors did not feel that it was desirable to enshrine in legislation an obligation to share this information, thus leaving greater flexibility at the local level to come to the appropriate arrangements. Whilst this flexibility is clearly welcome, it does also leave considerable uncertainty on how best to approach information sharing. What information should be shared? How often? Who should be involved? What are the implications of the Data Protection Act? What are the opportunities and constraints?
To address some of these issues, in the following section we look at some case studies of data sharing in practice.
3 Case studies
Background and methodology
The background to this research lies in work carried out at the University of Sheffield on behalf of a group of public-sector agencies operating in the city to identify data holdings held by each agency that could be of relevance in the context of reducing crime. Later, as the scope broadened with the emergence of joined-up government policies and audits required in numerous policy areas, the project was extended to include agencies and sectors not related to crime and disorder. From this project it emerged clearly that there was very little guidance on how to approach data sharing at a local level. Hence it was also decided to conduct a number of case studies of practice elsewhere to inform the policy process in Sheffield.
Information about ongoing data-sharing experiences was collected from several sources such as GIS journals, the WWW, and interviews with experts. The selection was then focused on those cases which could present a variety of situations and give a picture of geographic data infrastructures in practice at different levels of development. Three cases were selected in England (Sheffield, Merseyside, and Brent) and three in Scotland (Glasgow, Edinburgh, and Forth Valley). The six case studies range in population between 200 000 and 600 000 inhabitants. They represent therefore medium-sized to large local authorities in Great Britain.
In England the 1998 Crime and Disorder Act creates the framework for potential information sharing by a number of public-sector organisations of which the city council, health, and police are the most important. In Scotland this Act does not apply, but there are greater institutional links between city councils and police authorities, and a number of initiatives, such as community planning, emphasise the need for partnerships and could therefore provide a positive environment for information sharing.
As the focus of the research is on data-sharing experiences at the local level, particular attention was given to the interactions between the three largest organisationsöthe local authority, police, and health authorityöfocusing on the extent of their horizontal collaboration, and disregarding other aspects of data sharing that involve national organisations (for example, the Ordnance Survey), or vertical integration within the same organisation (that is, reporting to headquarters). The case studies were conducted through in-depth interviews with key actors in different agencies and the analysis of secondary data.
The key features of the case studies are analysed in the next section with respect to the history of the data-sharing experiences, models of interaction, and focus. Within each of these topics, a three-fold categorisation has been developed to highlight the key emerging issues. In addition, given that the experiences at the national level of geographic information infrastructures all involve the three key elements of core data, metadata, and coordination, the case studies are further assessed with respect to these elements. Table 1 provides a summary of the themes developed to investigate the case studies. No single case study falls neatly into just one theme, as they are all characterised by a complex web of personal and organisational interactions often with many overlapping projects and initiatives.
Analysis of findings

Origins
In terms of the origin of data sharing, the experiences of the six case studies can be summarised by using three themes. The first includes developments that arose out of reorganisations of local government in the periods 1985^86 and 1996^98. During the first of these periods, metropolitan councils were abolished in six conurbations with the creation of single-tier unitary authorities. During the second period, regional councils were abolished in Scotland, and some (but not all) county councils were abolished in England and Wales. In the context of our case studies, the abolition of the metropolitan authority in Merseyside in 1986 split responsibilities for strategic matters between five district authorities, of which Liverpool is the largest. These authorities, together with the police and the emergency services, had already been developing operational experience in sharing a common framework for referencing geographic information through the Merseyside Address Referencing System (MARS). MARS was a pioneering development including a graph of street centre lines and address ranges for linking socioeconomic information. With the abolition of the strategic authority, the five district councils decided, together with the other agencies, to cofund a joint information bureau, the Merseyside Information Service (MIS), to develop and maintain MARS, and collect information of joint value, for example through traffic surveys. A similar incentive led to the establishment of the Forth Valley GIS in Scotland, once the Central Regional Council was abolished in 1996. This outfit is jointly funded by the three unitary authorities that emerged from this reorganisation and provides services to them as well as to external agencies such as East Scotland Water and Scottish Enterprise.
The second theme also stems from central government but takes the form of initiatives like those referred to in section 2 which require auditing a particular problem (unemployment, poor education, poverty, and so on) and formulating a strategy to tackle it, or specific programmes and projects funded by the government. In this research, (Craglia, 1998) . The latter had a wider remit with local authorities having to bid for funding specific projects, but the case study investigated in the London Borough of Brent also focused on a project for reducing crime and the fear of crime. As a result of this project, there are regular exchanges between the police, who provide crime data aggregated at postcode level, and the Borough Council which maintains the street gazetteer and analyses the crime data in relation to other data sets in the council on land, property, and planning. The third theme reflects origins that are more endogenous to the case studies rather than induced externally. Examples of this can be found both in Sheffield and Glasgow where similar high priorities of urban regeneration and economic restructuring have led to the establishment of broad alliances of different agencies in the public and private sectors. In these cases, the analysis of existing problems and the formulation of local strategies also requires some integration of information held by different agencies.
Models of interaction
Looking at the six case studies as a whole, we can discern three models of interaction between the agencies: the information service model, the project model, and the partnership model. The information service model has to some extent already been introduced in the previous section and refers to instances such as Merseyside and Forth Valley, where a separate unit is established with cofunding from the stakeholders. This core funding buys services agreed on an annual basis such as the maintenance of OS maps and other key referencing systems, GIS services, and joint data acquisition. Additional services either to the partners or to external organisations are then provided on a consultancy basis with revenues ploughed back into the joint service. Interestingly, in neither of the two case studies is the local health authority formally involved as a stakeholder, although it collaborates directly with the city or district councils. We are therefore seeing, even in these case studies where a formal organisation has been set up to share data, that parallel initiatives exist on specific projects relating to a common geographical area.
The project model involves a direct relationship between different actors such as the city council and police, as is the case in Brent, or the city council and the health authority (Liverpool, Glasgow) based on specific projects such as the Healthy Cities Programme launched by the World Health Organisation in 1987. Even in a context such as Merseyside, where a formalised agreement exists setting up the MIS, data sharing also takes place outside this framework, for instance, in relation to the projects promoted by the Safer Merseyside Partnership to improve community safety.
This project-based model appears to be effective in responding to very specific needs on a one-off basis but has the potential drawback of requiring often considerable time in supplying the information required, as each time similar issues about data extraction, integration, and analysis have to be addressed resulting in considerable duplication of effort. Moreover, the absence of mechanisms to maintain up to date the value-added information obtained by integrating data from different sources means that the analysis is often static and unable to capture the rapid changes taking place in the urban environment. Finally, these project-based arrangements work reasonably smoothly when the projects are clearly defined, and the data owners at the technical level know each other well, have long-term commitments, and are thus able to overcome through personal contact and knowledge existing institutional and organisational bottlenecks. The dependence on this informal network of actors makes this approach very vulnerable to changes in staff.
The partnership model is based on voluntary mechanisms through which information is shared on an ad hoc basis between organisations. Compared with the previous two models, this mode of interaction is much more informal and based on personal contacts and social networks, rather than funded projects specifically acting as hubs for information sharing, which characterise the other two models. This category applies to all the case studies to a greater or lesser extent. The distinction that we are drawing here is between those cases where this is still the predominant way of sharing information, or those where these voluntary arrangements sit side by side with more formalised arrangements such as those in Merseyside, Forth Valley, and Brent. For example, in all the case studies there is some sharing of information between the health authority and the city council to update population counts between census years. With respect to the implementation of identified strategies, and the development of city-wide data-sharing arrangements to support them, the results of this partnership model have to date not been very successful. Even the setting up of high-profile forums with the chief executives of all the key agencies and employers in the city does not necessarily lead to coordinated action on the ground. This is because there is often a strong organisational inertia within each of the agencies involved which makes it very difficult to shift spending priorities and match commitments made even at the highest level of the organisation. Moreover, there still seems to be a major lack of awareness of the opportunities created by digital information to support policymaking and policy monitoring in a more detailed and timely manner than was hitherto the case. For example, it is still difficult to know the total amount of public funding spent over time in any given part of a city, and whether these financial efforts have produced any significant results.
Focus
The main focus of the experiences analysed in the case studies can be divided into increased efficiency, ad hoc response to specific information needs, and economic regeneration. Efficiency and effectiveness are the main reasons for setting up shared information services such as those in Merseyside and Forth Valley. This means that duplications in terms of data sets and costs are reduced. In these cases, the awareness developed by the participating organisations of the value created by the informationsharing platform makes it possible to use this platform for an increasingly wide range of projects, which may also include economic regeneration, policy monitoring, and resource allocation targeting.
The focus on ad hoc response reflects those instances in the case studies where information sharing takes place only in the context of specific projects, subjects of which may include health, education, crime reduction, and so on. In these instances there seems to be little awareness that it might make sense to develop and fund a more permanent arrangement for data sharing, thus reducing duplication of efforts.
Economic regeneration is the main focus of the two partnerships discussed above. As argued earlier, the broadness of this topic has made it difficult to identify clear priorities. This also applies to the development of data-sharing mechanisms to support them, which is the topic addressed in this paper. In the two cases investigated in Glasgow and Sheffield, there is a lot of goodwill and there are certainly a very large number of projects going on all at the same time. They include traditional forms of economic regeneration based on grants, incentives, or redevelopment as well as new initiatives based on the opportunities created by digital information. These include community-based initiatives focusing on information technology (IT) training and Internet-based public participation, industry-related activities to support the creation of new jobs and services, and a host of other projects of the type described by Graham and Marvin (1999) in other locations across Britain. In fact, even creating a full inventory of all the digital information and IT-related projects in the case of Sheffield proved not only incredibly difficult but also almost impossible to maintain up to date. So it is not the lack of initiatives per se that is problematic in these case studies. What is missing is a clear understanding within public-sector agencies of the opportunities created by digital information to support the allocation of resources and the monitoring of policy. These issues will be discussed further in section 4.
Core data
Core data sets have been identified and assembled only in the two information services in Merseyside and Forth Valley. These core sets include base maps, land and property gazetteer, and socioeconomic and employment data. It is important to underline again that the shared data sets are in a sense one of the main reasons for the setting up of the information units. From the original core data, other data are being added based on specific projects. The benefits in this particular model are that new data sets become part of a shared inheritance useful for reuse beyond the original project. Hence there is a historical memory and a common resource being developed all the time by the staff dedicated to this joint service.
In all the other cases the data to be shared are established according to the needs deriving from the particular projects. Data sets are pulled together according to necessity and are then often not updated. This creates duplication of efforts, as the same combination of data sets is often required for different projects or for monitoring the outcomes of policy over time. The case of Edinburgh, however, deserves specific mention. Here there is a voluntary agreement between city council and health authority to carry out regular updates of population estimates at the finest census level by using data sets from both organisations, so that a core data set of recognised value has been established.
Metadata
As expected, only the two information services investigated have produced metadata regarding the core data sets available to all participants. The metadata started with being in paper form and are now increasingly digital and available on-line. In all other cases, there is little or no evidence of shared documentation of who has what data, and what are their main features. Metadata is a buzz word within academic circles relating to geographic information or information studies, but certainly does not seem to be widely seen as relevant in practice, at least at the local level. This is largely understandable because of the work involved in preparing this documentation. Documenting a data set is important if these same data have to be used by somebody else. Until recently, this has not been common practice even within the same organisation or department, let alone across organisations or economic sectors. Hence the pressures to document data sets held within an office are only starting to emerge, following the transition to digital information and the increasing economic and policy pressures to share these data for purposes beyond those for which they were collected in the first place (for example, see European Commission, 1999). National agencies in the United Kingdom have started to be more exposed to these pressures, not least because of the Tradeable Information Initiatives of the Department of Trade and Industry mentioned in section 2. At the local level, however, these pressures and the debates about national spatial data infrastructures have made little inroads as the concerns are much more on the delivery of services with diminishing resources and there seems little time for broader strategic thinking. Data sharing is sometimes perceived as leading to misunderstanding and misuse of information when the data are not used for the purpose for which they were originally collected. In this context, data documentation is seen by many as an unnecessary luxury, potentially leading to more work, and ultimately loss of control of`my' data.
3.2.6 Coordination Coordinating mechanisms range from highly organised relationships, regulated through formal agreements, to ad hoc arrangements. Formal legal agreements were established in the case of the two information services set up in Merseyside and Forth Valley. They establish operational priorities, costs, and financing and also in both cases give financial responsibility to one specific authority for the appointment of staff jointly funded by the partners. An important function of the information services is the arbitration of service-level agreements with suppliers such as Ordnance Survey and external clients.
Ad hoc arrangements exist in all the other case studies. The crucial element here is the network of personal relationships that has developed over time among technical staff and middle management. As argued earlier, these social networks can overcome many obstacles and are crucial even in the most organised of setups. However, although they are able to coordinate day-to-day activity with few actors involved, these purely personal communication channels are not supported by adequate resources and mandates have limitations in establishing more permanent arrangements at a broader city-wide level. Hence they cannot support alone the establishment and maintenance of a data infrastructure. Table 2 provides a qualitative overview of the findings indicating the relative strengths and weaknesses of the experiences analysed.
Discussion and conclusions
The case studies analysed in this paper indicate the variety of arrangements that exist with respect to data sharing among public-sector agencies at the local level. Each city investigated is finding its own way to respond to common pressures. Comparing the case studies with respect to the features of national geographic information infrastructures (core data, metadata, coordination) only two out of the six cases analysed come anywhere close to being fully fledged infrastructures. However, the experiences of these more advanced case studies are not immediately replicable in other circumstances as they build on past histories, social networks, and local conditions that are not found to the same degree elsewhere. For example, the development of MARS in Merseyside was a specific example of a common framework to reference data across different organisations, whereas the case for establishing Forth Valley GIS built on the experiences with the Corporate Unit of the Central Regional Council, which provided GIS and IT services to a range of organisations prior to the reorganisation of local government. This is not to say that there are no examples of good practice also in the other cases investigated. There are good and effective arrangements for analysing crime data and maintaining up-to-date street gazetteers in Brent, good practices for updating population counts in Edinburgh, and positive practices of information pooling based on specific projects in all the cases analysed. There are, however, a number of common features that are worth highlighting.
Change
In all the cases investigated, there is a considerable degree of change: institutional, organisational, and technological. Examples include the process of devolution in Scotland, the successive reorganisations of local government, new legislation, and changes in computer systems, procedures, and personnel. The pressure created by these changes, which often compound each other, is an important context for understanding the experiences described. Change creates opportunities that can be seized to introduce new working practices and forge new alliances. It also creates stress, fear, or more simply limits the time available to think strategically and look beyond the crisis of the day. Even in the instances where least progress seemed to have been made in exploiting the opportunities created by the availability of digital information to support policy objectives, it was often not the lack of goodwill that inhibited progress but the work pressure in a constantly evolving organisational context.
Information policies
One of the salient features of the case studies is the limited awareness of the value of digital information as a key asset of the organisation. A poignant observation in this respect was made by one of the managers interviewed, who rightly argued that local authorities have five key assets: people; plant and machinery; money; technology and equipment; and information. For each of these assets there is at least one director in the city council, indicating the awareness of the value of this asset, and the need to manage it properly. This applies to all assets except information, for which nobody is responsible at the highest level, that is, a director who is in charge of identifying what information is used and how this use can be optimised to support the business of the organisation. Information is not yet perceived as an asset, contrary to the case of IT for which there are both IT strategies and IT managers.
This observation clearly touches the critical point and explains the absence of organisation-wide, let along city-wide, strategies and policies on information. It can be argued that this lack of awareness is also made more difficult in some respect by the fast-moving technological development, so that the policy framework is constantly striving to catch up with an evolving field in which the full impact of digital transactions is not understood. This is probably right, but the point here is that, whilst technological development opens new avenues, opportunities, and threats, attention ought to be focused on the broader information issues, and the need to develop information policies and strategies, rather than on technological updates alone.
Given the dynamic nature of this field we are likely to witness constant change in the years ahead, if only because the demand for more information will continue to grow and there will be more opportunities for sharing information, as witnessed by the increased use of the Internet. In the absence of information policies, however, it is likely that the ad hoc nature of the developments described earlier will continue to characterise developments, and major opportunities will be missed. Such opportunities include, for example, the ability to monitor policies and investments more effectively, and on a geographical basis. This is not the common practice, as it is still almost impossible to know how much public money is being spent by all public-sector agencies in a given part of a city. Funding is still very much taking place on a sectoral and project-by-project basis, so that even if it is now possible to pull all this information together on a common geographical base, this is not done, limiting to a great extent the ability to evaluate the cumulative impacts of policies and programmes. It is possible that increasing pressures for accountability and better services will raise the level of priority attached to these issues. However, as the case studies suggest, it is still going to take a long time before government agencies restructure their way of operating to become more responsive to the needs of citizens and customers.
Education and awareness
The lack of awareness of the implications of digital information and the meaning of`Information Society' is rooted partly in the normal dynamics of the diffusion of innovations and change. In the context of increasing the access to public-sector information and sharing data by using geography as an integrating framework, it appears that the debates taking place at national and transnational levels have yet to permeate to and be made relevant at the local level of governance. As Rogers (1983) argued, however, the channels of communication represented by the media, professional organisations, and educational institutions play a critical role in transmitting signals that affect the extent of diffusion. In this regard it is worthwhile noting how these channels also emphasise technology rather than information.
In the context of the planning profession, for example, Graham and Marvin (1999) argue that planners have not yet grasped the full implications of digital information and related services and networks in shaping the physical form of the city, its economy, and emerging culture. Many other professional groups that are relevant to the management of the city and its functions could share this analysis, as educational systems themselves have yet to provide adequate critical tools to assess these impacts. Hence the current emphasis on IT education rather than information policy does little to change the findings of the case studies discussed above.
What the case studies also confirmed is that interorganisational data sharing is less a matter of technology, information, or standards, and much more a painful collective experience of learning to adapt from vertical organisational structures to a mixture of both vertical and horizontal workings, especially evident from the experience of the partnership model of interaction. This continues to be difficult, and in some respect is not helped by the relatively large size of all the key organisations involved, city or district councils, police, and health authorities in Britain. Such large organisations are accustomed to report along a vertical hierarchy to central government, but are selfsufficient in other respects so that they have less need to collaborate with other agencies at the local level. Moreover, such collaboration and related sharing of information makes demands to strategic long-term thinking which is often at odds with the short-term, responsive mode of traditional bureaucracies. Social, technological, and political pressures may have started to change this to a certain extent, but it is clear that it is going to be a long process which can be helped through a number of local grass roots as well as centrally directed initiatives. It is not going to be easy though, however appealing and unproblematic the technological solutions may appear to be.
