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Abstract 
Computational Fluid Dynamics (CFD) analysis is increasingly being used for the study of 
complex hydraulic and thermal behaviour in nuclear and chemical engineering research. The 
bubble column reactors provide an effective mean for heat and mass transfer or even 
chemical reactions with relatively low maintenance and operation cost. The scale-up and 
scale-down design of bubble column have acquired great importance from various industries 
due to its versatile application. To obtain a rational design and better operation, the 
hydrodynamics of the embedded gas-liquid flow must be understood. Bubbles within the bulk 
liquid flow undergo deformation, coalescence, breakage and condensation subject to local 
flow conditions and heat and mass transfer processes. 
To account for the coalescence and breakup phenomenon of gas-liquid bubbly flows, the 
population balance modelling (PBM) has been used along with continuity and momentum 
equations within the two fluid modelling frameworks. A comprehensive population balance 
model validation study has been done for assessing DQMOM (Direct Quadrature Method of 
Moments) in simulating gas-liquid flow with wide range of bubble sizes and strong bubble 
interactions, furthermore the relative merits and capabilities of applying DQMOM has also 
been studied in comparison to the ABND (Average Bubble Number Density) and 
homogeneous MUSIG (MUltiple SIze Group) models under the same gas-liquid flow. 
Specific attention is directed towards evaluating the performance of DQMOM, ABND model 
and homogeneous MUSIG model in capturing the transition from wall peak to core peak 
radial void fraction distribution especially in large pipe flow, corresponding to the prevalence 
of lift forces acting on the small- and large-sized bubbles. Numerical results are validated 
against gas-liquid flow experiments published in literature (Lucas et al. 2005, Lucas et al. 
2010) 
The assessment for performance of different population balance approaches reveals that the 
behaviour of breakup and coalescence kernels has dominant effect on solution method of 
PBM (Deju et al. 2013). Hence, the research work is focused to gain more insight on the 
applicability of existing models in capturing the bubble coalescence and breakage 
phenomenon in a large bubble column comparable to practical industrial systems. In order to 
account this subject some widely adopted bubble coalescence and breakage kernels 
assessment were done in simulating the local hydrodynamic variables (e.g. void fraction and 
bubble size distribution) in large bubble column and the physical mechanism of each kernel 
V 
 
and its coupling effects with the two-fluid model via interfacial forces has been investigated. 
A total of six coalescence and breakage kernels were considered. The widely adopted 
breakage kernel by Luo and Svendsen (1996), Martinez-Bazan et al. (1999a, b) along with 
the more recent model by Wang et al. (2003) were chosen. For the coalescence kernels, the 
model by Coulaloglou and Tavlarides (1977), Prince and Blanch (1990) and Lehr et al. 
(2002) were selected. Numerical results were validated using the experimental data by Lucas 
et al. (2010) for the large-scale bubble column with inner diameter of 195.3 mm. 
The homogeneous MUSIG study assumes all bubbles travel in one single velocity field which 
may not valid in practical systems. To obtain a deeper understanding of the flow structure in 
the bubble column reactor, the inhomogeneous MUSIG approach has been applied to 
describe the breakup and coalescence of bubbles and the evolution of bubble size distribution. 
The inhomogeneous MUSIG model enables consideration of different velocity fields for 
bubbles with different sizes. Meanwhile, the bubble breakup and coalescence phenomenon 
can be also modelled to capture the bubble interactions and its impact on the bubble size 
distributions. The performance of different breakage and coalescence kernels and its coupling 
effects with multiple velocity fields were also assessed. 
Numerical results have shown that lateral separation of small and large bubbles is in well 
agreement with the experimental measurements. The evolution of bubble size and its 
associated bubble migration due to the lift forces is well described by the inhomogeneous 
MUSIG approach. 
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Chapter 1 
	

The aim of this chapter is to provide a brief description of the research work, started with the 
background and scope of the research in vertical gas-liquid flow. Then the objectives are 
described and explained subsequently. An outline of the thesis based on each chapter is 
included at the end of this chapter. 
1.1 	


Vertical gas-liquid flow generally represents the dominant flow characteristic in a bubble 
column. The main function of a bubble column is to provide effective heat and mass transfer 
or even chemical reactions with relatively low maintenance and operation cost; some of the 
practical applications include handling oxidation, chlorination, alkylation, polymerization, 
hydration, fermentation and biological wastewater treatment and metallurgical processes. 
Because of its versatility, the scale-up and scale-down design of a bubble column have 
attracted enormous interest. Figure 1.1 shows a schematic representation of gas-liquid bubbly 
flow, where the bubbles are injected in the liquid flow. 
 In order to achieve a rational design and better operational conditions, the hydrodynamics of 
the two-phase flow is required to be fundamentally understood. According to previous studies 
(Krishna et al. 1996, Krishna and van Baten 2003), the performance of a bubble column is 
not only related to the overall operation parameters (e.g. superficial velocity, pressure and 
temperature) but also affected by the local hydrodynamic variables such as the void fraction, 
bubble size distribution, interfacial area concentration, bubble coalescence rate and bubble 
breakage rate. Accurate knowledge of these hydrodynamic variables throughout the entire 
system is thus paramount to the successful design and operation of a bubble column. 
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In the past decades, the Eulerian-Eulerian approach (also known as the two-fluid model) has 
emerged as a promising tool to simulate the local hydrodynamics in bubble columns 
(Simonin et al. 1993, Sokolichin and Eigenberger 1994, Boisson and Malin 1996, Pfleger et 
al. 1999, Sokolichin and Eigenberger 1999). In order to resolve the interfacial momentum 
transfer, most interfacial force models require the knowledge of the bubble size distribution 
or interfacial area concentration, which is crucial to the overall prediction of the local phase 
distribution. Some earlier studies have simplified the problem with a single bubble size (or 
so-called “mean” bubble diameter) (Krishna et al. 2000, Pan and Dudukovic 2001).  
   
Figure 1.1 Gas-liquid bubbly flow 
Such assumption is obviously invalid beyond bubbly flow conditions in most industrial 
applications. Mounting industrial interests have certainly spurred numerous studies in 
attempting to better synthesize the behaviour of bubble coalescence and bubble. This has 
Coalescence/
Merging
Bubble 
injection
Break-up
Distorted bubbles
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resulted in a widely adopted approach known as “Population Balance Modelling” which is 
able to track the dynamical evolution of the bubbles within the two-phase flow domain. 
Many population balance modelling approaches in the framework of computational fluid 
dynamics (CFD) simulations were proposed for the interfacial area concentration prediction 
(Pfleger and Becker 2001, Venneker et al. 2002, Marchisio and Fox 2005, Bhole et al. 2008). 
The Multiple sized-group (MUSIG) model offers a promising approach which has been 
extensively applied by different researches (Lo 1996, Yeoh and Tu 2004, 2005, Sha et al. 
2006, Yeoh and Tu 2006, Cheung et al. 2008, Yeoh et al. 2008). Within the model, alongside 
with the continuity equation, the population balance of bubbles that exists in the gas phase is 
accounted through the discretisation of a series of bubble size classes where for each class 
solves a scalar equation that accommodates the phenomena of bubble coalescence and bubble 
breakage. On the other hand, the Interfacial Area Concentration Transport (IACT) equation 
(Hibiki and Ishii 2000b, c, Fu 2001, Hibiki and Ishii 2001, Hibiki et al. 2001b, Hibiki and 
Ishii 2002, Hibiki et al. 2003, Ishii and Kim 2004) and the Average Bubble Number Density 
(ABND) model proposed in previous studies (Cheung et al. 2007a, b, 2008) present a 
relatively simpler approach to solve the population balance of bubbles. Lately, the direct 
quadrature method of moments (DQMOM) model that stems from the concept of method of 
moment has been proposed and attracted considerable attention (Fan et al. 2004, Desjardins 
et al. 2008, Fox 2008, Fox et al. 2008). Although encouraging results have been obtained, all 
of the aforementioned studies at best have demonstrated the feasibility and performance of 
various numerical approaches in solving the population balance of bubbles within the two-
phase flow domain. Limited emphasis has been devoted towards the understanding and 
modelling of the mechanisms of bubble coalescence and breakage under different flow 
conditions.  
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The phenomena of bubble coalescence and bubble breakage have drawn a significant 
attention in the theoretical and experimental field over the past decades. Many models exist 
in the literature for the coalescence and breakage of fluid particles. A comprehensive review 
on coalescence and breakage models has been performed by Liao and Lucas (2009, 2010), 
summarizing the formulation and theoretical considerations taken within the various models. 
Although several models have been proposed, the performance and applicability of these 
models remains questionable. 
There have been only a few studies that have been carried out to evaluate the performance of 
several coalescence and breakage kernels in bubble columns. Chen et al. (2005b) have 
assessed the performance of several bubble coalescence and breakage kernels. Predictions by 
the coalescence models of Chesters (1991), Prince and Blanch (1990) and Luo (1993) as well 
as breakage kernels of Luo and Svendsen (1996) and Martinez-Bazan et al. (1999a, b) were 
validated against three different experimental data. They concluded that the choice of bubble 
coalescence and bubble breakage closures did not have a significant impact on the simulated 
results. Owing to the lack of experimental data, the model validations were nonetheless 
mainly focused on comparing the results against the liquid velocity and turbulent kinetic 
energy. Only one comparison of the gas phase distribution was performed. The influence of 
coalescence and breakage kernels on the bubble size distribution and phase distribution has 
been found to be rather inconclusive. Bordel et al. (2006) carried out a study of several 
bubble coalescence and breakage models in capturing the evolution of bubble size 
distribution in a bubble column. Nevertheless, the study was limited to homogeneous regime 
with low superficial gas velocities with weak bubble interactions. Similar model assessments 
were also performed by Podilla et al. (2007) and Mitre et al. (2010). Numerical results were 
validated against the experimental data by Hibiki et al. (2001a) and Mitre et al. (2010) 
respectively.  
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Limited by the pipe diameter (i.e. 50.8 mm and 73.0 mm respectively), the evolution of 
bubble size distribution was found to lie in a very narrow range of bubble sizes. The largest 
bubble sizes were between 7 mm and 10 mm. Recently, Jo and Revankar (2011) presented a 
comparative study on the bubble coalescence and breakage models for a packed-bed reactor. 
Again, the experimental flow conditions considered in the study exhibited only bubble sizes 
ranging up to 5 mm. In an industrial bubble column, especially beyond bubbly flow 
conditions, large bubbles (i.e. > 20 mm) could be formed due to strong bubble interactions 
leading to a wide range of bubble sizes throughout the system.  
Hence, the main focus has been aimed to gain more insights on the applicability of existing 
models in adequately capturing the phenomena of bubble coalescence and bubble breakage 
through population balance modelling, that are prevalent in a large-scale bubble column 
which is comparable to an industrial system in practice. The work has been devoted to 
implement the theories in practical industrial application. 
Figure 1.2 shows a flow chart for the research work that been pursued during the study. First 
of all, the coalescence and breakage kernels are coded in FORTRAN software and then 
implemented into Ansys CFX through user sub-routine. The results were compared and 
validated with experimental data while the kernels were implemented in support of 
homogeneous MUSIG model. The work followed by implementing in-house code of 
DQMOM and comparing different population balance method to evaluate an efficient method 
to capture the bubble coalescence and breakage phenomenon. Further study was extended for 
the implementation and validation of inhomogeneous MUSIG model for different kernels. 
Some preliminary study also has been carried out for kernel assessment with heat and mass 
transfer.  
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Figure 1.2 Flow chart of research outline 
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Specifically, three main research objectives are: 
• Modelling and analysis of mechanistic coalescence and breakage kernels. 
 Implement some of the widely adopted bubble coalescence and breakage 
kernels into ANSYS CFX command language through FORTRAN user sub-
routine. 
 Assess the model's applicability in predicting the local hydrodynamic 
variables (e.g. void fraction and bubble size distribution) that are relevant in a 
bubble column. 
 Investigate and understand the physical mechanisms of each kernel and the 
effect of the interfacial forces affecting the two-phase flow structure with the 
two-fluid model. 
 Investigate different breakage and coalescence kernels performance for boiling 
and condensation. 
• Assessment of different population balance methods. 
 A comprehensive study on validation and of assessing DQMOM model in 
simulating gas-liquid flow with wide series of bubble sizes and strong bubble 
interactions. 
 Determination of the intrinsic worth and capabilities of applying population 
balance methods comparing DQMOM, ABND and homogeneous MUSIG 
models within the two-fluid modelling framework under the similar gas-liquid 
flow conditions. 
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 Application of different velocity field to capture the lateral migration of 
bubbles depending on their size.  
 Performance assessment of different breakage and coalescence kernels and its 
coupling effects with multiple velocity fields. 
1.2 		
The motivation, scope and the structure of this thesis have been explained in Chapter 1. 
In Chapter 2, past numerical studies of population balance methods and theories for breakage 
and coalescence models are reviewed. The chapter begins with the review of multiphase flow 
and bubble column in this area. There are different flow regimes exist in the gas-liquid flow 
and a flow regime map helps to identify the possible boundary for different flow regions. It is 
then followed by understanding the importance of population balance modelling and review 
of literature on population balance study.  Then a review is done for the mechanistic 
theoretical models for coalescence and breakage and their implementation.  This literature 
review provides the details of knowledge which the current research is based on.   
Chapter 3 addresses the mathematical and experimental details. The equations for the two 
fluid model, interfacial momentum forces, population balance models, bubble coalescence 
and breakage models are introduced here. The experimental setup and flow conditions are 
also discussed in this chapter.   
Chapter 4 covers the modelling and analysis of coalescence and breakage models. Influence 
of these models on void fraction, bubble size distribution, interfacial area concentration are 
described and the lateral migration in relation with bubble sizes is discussed. This is followed 
by the consideration of collision frequency, coalescence efficiency, breakage frequency and 
daughter size distribution analysis for different coalescence and breakage kernels. This 
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chapter also covers the assessment and validation of coalescence and breakage kernels for 
subcooled boiling flow considering the heat and mass transfer. A preliminary study has been 
done for both cases of low and high pressure flow conditions.  
Chapter 5 covers the assessment study of population balance methods. The moment 
sensitivity study is discussed for the DQMOM model. Then a comparative analysis is 
elucidated for DQMOM, ABND and homogeneous MUSIG model. The performance, merits 
and drawbacks are discussed for each model, followed by the validation with experimental 
data. This chapter also extends the MUSIG model analysis from homogeneous to 
inhomogeneous application. Numerical comparisons are discussed for homogeneous and 
inhomogeneous MUSIG model with different coalescence and breakage model 
implementation. Radial separation of small and large bubbles are analysed through void 
fraction profile, bubble size distribution and breakage rate profile. 
In Chapter 6, the research outcomes are summarized. Also the recommendations for further 
study are suggested afterwards.  
  
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Chapter 2 
	
	

This chapter starts with the description of multiphase flow and various forms and flow 
regimes of gas-liquid flow configuration. Population balance approach is a potential 
numerical approach to solve and simulate the complex gas-liquid flow that involves bubble 
interactions, such as; coalescence, breakage, deformation etc. Therefore, the importance of 
population balance approach and literature on previous works are discussed. Particular 
information about the bubble coalescence and breakage mechanism has been further 
provided. Available models and previous works on their implementation are discussed 
thereafter. 
2.1 	
Multiphase flow can be defined as a simultaneous fluid flow consisting of two or more 
different phases, such as gas, liquid or solid. These flows can be classified in different forms 
depending on the state of different phases. In a multiphase flow, two-phase flow is the most 
common class that includes gas-solid flows, liquid-solid flows, gas-liquid flows etc. Gas-
liquid flows can take different configuration. In this type of flow, either bubbles can travel in 
a liquid flow or liquid droplets can travel in a gas flow. In the first case, the liquid is 
considered as continuous phase and the bubbles are assumed as dispersed phase. For the 
second case, the gas is taken as continuous phase. In gas-liquid flow, the bubbles or droplets 
are moving and deformable in time and space domains and complex interactions occur 
between the interfaces, and also between the bubbles and the liquid flow. Since the bubbles 
or droplets are freely deformable within the continuous phase, they can form different 
geometrical shape, such as: spherical, elliptical, distorted, cap etc.  Figure 2.1 summarizes the 
various gas-liquid flow configurations. (Ishii and Hibiki 2006)  
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Flow transition Flow regime Configuration Geometry 
Dispersed flows 
Bubbly Gas bubbles in liquid 
 
Droplet Liquid droplets in liquid 
 
 
 
 
Mixed or 
transitional 
flows 
Cap, Slug or Churn 
turbulent flows 
Gas pocket in liquid 
 
Bubbly annular 
Gas bubbles in liquid film 
with gas core 
 
Droplet annular 
Gas core with droplets and 
liquid film 
 
Bubbly droplet 
annular 
Gas core with droplets and 
liquid film with gas bubbles 
 
Separated flows 
Film 
Liquid film in gas, gas film in 
liquid  
Annular 
Liquid core and gas film, gas 
core and liquid film 
 
Figure 2.1Gas-liquid flow configurations. (Ishii and Hibiki 2006) 
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2.2 	
Bubble columns containing gas-liquid flow are extensively used as multiphase reactors in 
chemical, biochemical, petrochemical and pharmaceutical industries. Figure 2.1 summarizes 
the common gas-liquid flow configuration in vertical column. Typically a bubble column 
reactor consists of a cylindrical vessel with a gas distributor at the bottom and the gas is 
injected through this distributor in the form of bubbles into the liquid flow or liquid-solid 
suspension. They are useful in conducting the chemical reactions involving oxidation, 
chlorination, alkylation, polymerization, hydrogenation etc (Shah et al. 1982, Fan et al. 
2004). They have also been used in some biochemical processes such as fermentation and 
biological wastewater management, and as well as in a variety of metallurgical operations 
such as leaching of metal ores.  Bubble column reactors have number of advantages that 
make them as smart reactor choice for multiphase processes. Excellent heat and mass 
transfer, little maintenance, low operating cost, lack of moving part and compactness are 
some of the attractive features these reactors possess. 
In general, a projection of small multiphase reaction system into a larger one is always 
challenging and important task. Therefore, the design and scale up of bubble columns has 
gained a considerable amount of attention in recent years. Due to the complex hydrodynamics 
and its influence on transport characteristics, accurate and successful design and scale up 
require an improved understanding of multiphase fluid dynamics. In order to design such 
bubble column reactor the information of following hydrodynamic parameters are needed. 
They are specific gas-liquid interfacial area, sauter mean diameter, axial dispersion 
coefficient for gas, liquid and solids, gas holdups, mass transfer coefficient, overall heat 
transfer coefficient and chemical properties of the mediums. These design parameters can be 
estimated through experimental studies using some specialized measuring devices and 
accessories. Due to the scale dependency of the fluid dynamics phenomena, the successful 
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design and scale up of bubble column reactors depends on the assessment of three main 
phenomena: (1) heat and mass transfer, (2) mixing characteristics, (3) chemical influences of 
the reacting system. Thus it is required to improve the understanding of the multiphase fluid 
dynamics and its influence on phase holdups, mixing and transport characteristics 
(Degaleesan et al. 2001).  
The particular difficulties in modelling two phase flow transients emerges due to the presence 
of interfaces between phases and existing discontinuities coupled with them. The internal 
flow structure of two phase flow is classified by the flow pattern or regimes. Experimental 
results obtained by parameter investigations also show their dependency on the regime 
predominant in the column. So the use of regime dependent correlation together with two 
phase flow regime criteria is essential and many works have been undertaken to predict the 
flow regimes (Gould 1974, Spedding and Nguyen 1980, Taitel et al. 1980a, Weisman and 
Kang 1981). 
       
         (a)                               (b)                              (c)                                  (d) 
Figure 2.2Flow patterns, (a) Bubbly flow, (b) Slug flow, (c) Churn flow, (d) Annular flow. 
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2.2.1 Bubbly flow regimes in vertical columns 
For co-current upward flow of gas and liquid in a vertical column, the liquid and gas phases 
distribute themselves in several flow regime or structure and the fluid dynamics parameters 
strictly depend on the regime prevailing in the column. The flow regimes in bubble columns 
are classified depending to the superficial gas velocity in the column. Flow regimes are 
depicted in Figure 2.2 and can be described as follows.    
  ! ! 	"
Bubbly flow is observed where the gas is dispersed or suspended as small bubbles in the form 
of discrete substances in a liquid continuum. There exist complex interactions between the 
moving and deformable interfaces of bubbles, and also between bubbles and the liquid flow. 
The bubbles in this type of flow widely vary in size but much smaller than the diameter of the 
tube. The shape of the bubbles is typically nearly spherical. 
 
Figure 2.3Bubble deformation 
  !  	
When the gas void fraction increases, the distance between bubbles decreases, as a result the 
bubbles collide and coalesce together to form larger bubbles. These bullet shaped bubbles are 
characterised with a hemispherical nose with a blunt tail end, flow up the pipe separated from 
one another by slugs or liquid and surrounded by a thin film between them and the tube wall. 


Spherical bubble Cap bubble 
Taylor bubble 
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These bubbles sometimes called Taylor bubble may even flow downward due to the gravity 
force, although the fluid might flow upward.  Figure 2.3 demonstrates the bubble deformation 
from spherical to cap and finally to Taylor bubble. 
  ! # 	

This flow regime is an intermediate flow pattern between the slug and annular flow regimes. 
The slug and churn flow pattern both show large fluctuations in void fraction and pressure 
drop. The main characteristic of churn flow is the up and down oscillation motion of the fluid 
with increasing velocity of the flow, as a result the structure of the fluid becomes unstable. 
This instability outcome from the gravity and shear stress on the thin film of the liquid of 
Taylor bubbles acting in opposite direction.  
 
Figure 2.4Flow regime map for bubble columns (Deckwer et al. 1980) 
  ! $ %

	
In this type of flow, liquid travels as a thin film on the tube walls forming as annular ring of 
liquid. At higher velocity of gas, it flows as a continuous phase towards the centre of the pipe 
and the liquid gets expelled away from the centre. Liquid may carried in the gas core as small 
droplets.  
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2.2.2 Flow regime map 
 A regime map that helps to identify the boundaries of possible flow region is shown in 
Figure 2.4 that is presented by Deckwer et al. (1980). The flow regimes map is formed based 
on the column diameter and the superficial gas velocity. The map described in the figure is 
valid for both bubble and slurry bubble column. The transition between various flow regime 
is indicated by the shaded area. To find out the exact boundaries for transition from region to 
region we need to study the individual system. 
2.3 
	
2.3.1 Modelling the discrete phase 
 # ! ! &	

	

The formulation of population balance equation comes from consideration of the Boltzman 
equation. This equation is expressed in an integro-differential format to describe the particle 
(or bubble) size distribution (PSD), such as: 
         ! "   (2.1) 
Here    is the particle size distribution and    is velocity vector. These 
parameters are dependent on external variables x and t and internal space vector		. x and t 
represents the spatial position vector and physical time respectively. On the other hand 
components of  could be characteristics dimensions, volume, mass etc. In equation (2.1), the 
net source or sink term includes the birth and death rates due to merging and breakage 
processes given by; 
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"   ! #$% & ' ( ()*  ' ( ( +(
'  % & (( +,* (
% -(.( / (( +( ',) . (  
(2.2) 
 
where & ( is the coalescence rate between bubble of size   and  (, . ( is the 
breakage rate at which bubbles of size  break into bubbles of size (,	-( is the number of 
daughter bubbles produced due to breakage of size ( and / ( is the probability density 
function produced upon break-up of a parent bubble with size   
Due to the mounting interest of practical industrial application, various numerical approaches 
are developed to solve the population balance equation (PBE). Monte Carlo method is being 
the attractive one compared to other method; is based on statistical ensemble approach 
(Liffman 1992, Maisels et al. 2004). This method has the advantage of flexibility and 
accuracy to track the particle change. Nevertheless, it needs substantial computational time 
due to the reason that this method's accuracy is directly proportional to the particle number in 
the simulation. In this research work, concentration has been put onto other numerical 
method such as, Method of Moments (MOM), Class Methods (CM), Average number density 
approach etc. 
 # !  '(
	


A population of particle can be defined as a density, number, sometimes mass or volume of 
particles. To better synthesize a particulate system containing particles as disperse phase, an 
analysis of behaviour is needed for the population of particles and a single particle within the 
system. Population balance is of great interest for scientist and engineers for its wide 
application. Especially the chemical engineers have made a diverse use of population balance 
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in their field. Beside of chemical industry, others such as mechanical, materials, 
environmental, aeronautical and so on. There is a wide variety of disperse phase that includes 
solid-liquid, liquid-liquid and gas-liquid dispersions. Analysis of reactor equipments (nuclear 
reactors, fluidized bed reactors, bioreactors etc.), separation equipments (liquid-liquid 
extraction, solid- liquid leaching etc.); all rigorously involve the application of population 
balance. 
The fluid particles can be naturally present in the system or deliberately introduced into the 
system. These fluid particles are the dominant influence to shape the system's characteristics 
behaviour. The widely adopted population balance approach attempts to incorporate the 
behaviour and the dynamic evolution of the population of particles.  
The overall behaviour of system is governed by the population of particles. These particles go 
through 'birth' and 'death' processes that results in dynamic changes of the population 
distribution. The creation of new particles (birth) and the termination of an existing particles 
(death); creates huge challenges to model these processes. The concept of population balance 
modelling was found over many decades ago; but only recent breakthrough made it possible 
to implement the idea through the use of computational fluid dynamics (CFD) and the 
advanced experimental measurement techniques.   
The model development for various population balance approach are described in chapter 3. 
Literature reviews are done for the population balance approaches, coalescence and breakage 
models to predict the size distribution in gas-liquid bubbly flow in perspective of CFD are 
elucidated in the following sections. 
 # ! # )	
	

((

Selma et al. (2010) presented their work for a rectangular bubble column and stirred tank 
reactor using open source CFD package OpenFOAM for modelling and predicting 
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multiphase flow behaviour. They have implemented the direct quadrature method of 
moments (DQMOM) and method of classes (CM) and compared the results. The chosen 
experiment by Pfleger and Becker (2001), the rectangular bubble column height is only 1.2 m 
with 0.2 m width and 0.5 m diameter. The bubble size range was set between quite narrow 
range of 0 to 10 mm. Simulation was done for another experimental setup by Alves et al. 
(2002) for stirred tank reactor. Eulerian-Eulerian approach has been integrated along with the 
standard k-ε model for turbulence. The predicted data for gas volume fraction, velocity 
profiles and local bubble sizes are in good agreement with the measured data available in 
literature (Pfleger et al. 1999, Buwa and Ranade 2002, Bhole et al. 2008, Díaz et al. 2008) for 
both qualitative and quantitative comparison. They have concluded that the DQMOM method 
appears to be an interesting solution method with a drastic reduction in the computational 
requirement. When using method of classes with 15 and 25 classes of bubble size, 25 classes 
showed more accurate result although with much higher computational effort. The authors 
support the DQMOM method over the CM due to the relative computational efficiency.  
Marchisio et al. (2003a) validated the quadrature method moments (QMOM) for size 
dependent aggregation and breakage, the results also compared with both Monte Carlo 
simulations and analytical solution for molecular growth and death. They have demonstrated 
that this method has simular accuracy compared with discretised population balance approach 
with simultaneous aggregation and breakage. Nonetheless, this method reduces the number of 
scalars involved with extremely low CPU time. Moreover there is no lower or upper limit 
involved for the classes which is an advantage. In another paper (Marchisio et al. 2003b) 
implemented the quadrature method of moments (QMOM) in commercial CFD code 
FLUENT with simultaneous aggregation and breakage. Turbulent and Brownian aggregation 
kernels are considered with different breakage kernels, such as power law and exponential; 
various daughter size distribution functions were symmetric, erosion and uniform. However 
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there have been some problems that were detected for the standard implementation. In 
QMOM, instead of solution of PBE itself, it needs the solution of the transport equation for 
the moments. This makes difficult to treat a system such as fluidized bed or bubble column 
reactor. The reason lies behind the fact that these systems have a strong dependency of the 
dispersed phase velocity on the internal coordinates. 
Marchisio and Fox (2005) criticized the previous work on QMOM in their later paper based 
on the solution of direct quadrature method of moments (DQMOM). They have reported two 
main disadvantages of QMOM method. Firstly, this method loses its simplicity and efficiency 
if it is applied to multi-variant distribution. Secondly, this method tracks only the moments of 
the PSD, but it does not represent the poly-disperse systems realistically with strong coupling 
between the internal coordinates and phase velocities. In order to address these issues 
Marchisio and Fox (2005) formulated the direct quadrature method of moments (DQMOM) 
and therefore validated and tested for mono-variate and bivariate PBEs. Instead of tracking 
the moments of PSD, DQMOM directly tracks down the variables appearing in the 
quadrature approximation. For mono-variate PBEs, the authors have validated the DQMOM 
results by comparing with analytical QMOM results. DQMOM appears to be very promising 
due to its ability to describe the multivariate PBEs. 
Krepper et al. (2008) formulated the Inhomogeneous multiple size group (MUSIG) model 
based on the Eulerian modelling framework and implemented into the CFX. The authors 
showed the inhomogeneous MUSIG model’s capability to describe the bubbly flow with 
higher gas content. The separation phenomenon of large and small bubble is well described 
which is a key phenomenon to establish the flow regime concept. Good agreement with the 
experimental observation has demonstrated in terms of bubble forces closure models. On the 
other hand, deviations occurred for bubble coalescence and fragmentation. Krepper et al. 
(2008) mentioned bubble fragmentation and coalescence proven to be the weak points in 
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CFD analysis as these models largely depends on the uncertainty involved with the turbulent 
properties of the two phase flow. 
Cheung et al. (2007b) reported the numerical study based on average bubble number density 
(ABND) model and multiple size group (MUSIG) model for dealing the gas-liquid bubbly 
flows in isothermal conditions. Three different coalescence and breakage models (Wu et al. 
1998, Hibiki and Ishii 2002, Yao and Morel 2004) are employed to demonstrate the bubble 
number density changes due to and wake entrainment, random collision and turbulent 
induced breakage. To account the production and death rate of bubbles in MUSIG model, the 
breakage model by Luo and Svendsen (1996)and the coalescence model by Prince and 
Blanch (1990) has been adopted. The predicted result from ABND and MUSIG model shows 
better compliance with experimental data. But computational time was increased for MUSIG 
model compared to ABND model. The numerical results were found to over predict for 
higher gas void fraction, that shows the inherit limitations of the models to handle the flow 
beyond bubbly flow regime. 
2.3.2 Modelling the details of the interactions 
Liao and Lucas (2009) presented a literature review on the mechanism and models for fluid 
particles (bubbles) breakup in turbulent dispersion. They have reviewed the models for 
daughter size distribution and breakup frequency are available in the literature. They have 
categorized the mechanisms into turbulent fluctuation, shearing off, viscous shear stress, and 
interfacial instability. Five cases were defined for breakup criteria due to turbulent fluctuation 
and collision. Please refer to the Figure 2.5 for the details.  In the cases, where partial breakup 
frequency has not been provided directly, the model for daughter size distribution has to be 
proposed together with total breakup frequency. The authors have summarized three different 
22 
 
approaches for daughter size distribution, such as:  empirical, phenomenological and 
statistical models. 
 
Figure 2.5Classification of breakup frequency models based on breakup mechanisms. (Liao 
and Lucas 2009) 
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Figure 2.6 Different shapes of daughter size distribution in terms of phenomenological 
models (Liao and Lucas 2009). 
The summery of each model can be found out from Liao and Lucas (2009). Based on the 
shape of DSD, phenomenological models can be classified as: bell shape, U shape and M 
shape (see Figure 2.6). Among these, M shape was concluded to be the most reasonable one. 
In the paper, the limitations of the existing breakup models have also been discussed. The 
discussion follows the aspect that the breakup closure still has to improve to overcome the 
limitations. 
Later Liao and Lucas (2010) presented another review on the mechanisms for coalescence 
process for the fluid particles. Five categories were found out for coalescence to take place. 
Such as turbulent fluctuation, viscous shear stress, capture in turbulent eddies, buoyancy and 
wake entrainment. The discussion went on for the models for collision frequency, 
coalescence efficiency as well as contact and drainage times. Three theories were proposed in 
the literature for coalescence process. Film drainage model being the most popular theory, 
others are energy model and critical approach velocity model (Figure 2.7). However, in terms  
=	!
 (  
 =7
=
,;;;!
'B
')
,;;-!"B
)
,;;C!

,;;;"*++*!"
/
*++?!"D
B5*++<!
24 
 
 
Figure 2.7Classification of coalescence efficiency models (Liao and Lucas 2010). 
of considering different mechanisms to formulate the coalescence closure, all the relevant 
mechanism still hasn't been considered due to limited understanding of existing complexity 
of the underlying processes. Most of the models assume one mechanism to be dominant 
while neglecting others without further investigations. The authors mentioned the limitations 
of the current coalescence closures and emphasized on further study to develop consistent 
coalescence models to apply into wide flow conditions. 
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Coulaloglou and Tavlarides (1977) proposed a theoretical drop breakup and coalescence 
model from fundamental experimental concept for turbulent liquid-liquid dispersion flow. 
The model parameters are determined from experimental data of liquid drop size distribution 
and frequency of mixing in a continuous flow vessel setup with different operating 
conditions. The breakup model is formulated based on the consideration of drop deformation 
under pressure fluctuation influence and the critical time needed for drop deformation to 
breakup. On the other hand, the coalescence model is developed on the assumption of the 
proportionality to the collision rate multiplied by coalescence frequency of drops to 
deformation. Favourable agreement of model prediction and experimental observations 
validate the model's applicability for predicting dispersion properties.  
Prince and Blanch (1990) proposed phenomenological model of bubble coalescence and 
breakup in gas-liquid turbulent dispersion flow in air-sparged bubble column. They have 
considered various bubble collision mechanisms, such as: turbulence, buoyancy and laminar 
shear for bubble coalescence. Nonetheless, bubble interactions with turbulent eddies are 
analysed for bubble breakup. They have described a method of experimental measurement 
techniques in turbulent system for coalescence and breakup events and then used the data for 
the validation of the proposed mechanistic model. For the experimental examination they 
have used both distilled water and salt water. In case for distilled water the coalescence and 
breakup rates calculated from the model compared reasonably well with experimental data.  
On the other hand, the dynamic bubble collisions and salt concentration level lead the 
inapplicability of this model in the electrolyte solutions. The coalescence and breakage rate 
were deemed to be a function of bubble size as shown in Figure 2.8. However, this model 
contributes to the development of bubble coalescence and breakup rates measurement method 
in 'clean' system, providing a framework for reactor performance optimization regarding 
mass transfer. 
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Tsouris and Tavlarides (1994) attempted to improve previously formulated droplet 
coalescence and breakage model based on recent advancement as well as existing framework. 
They have formulated the breakage function as a product of breakage efficiency and collision 
frequency between droplets and eddy. Moreover, the coalescence efficiency model has been 
updated with partially mobile interfaces for film drainage concept of drops.  
 
Figure 2.8 Coalescence and breakage rate as a function of bubble size. [Prince and Blanch 
(1990)] 
The significant characteristic of this model is that it can be applied for dense dispersion, i.e., 
up to 30% gas holdup. The interaction between eddy and the drops are considered for drop 
breakup mechanism. Additionally, a maximum stable drop size can be derived from this 
approach. They have also proposed a daughter drop probability density function based on the 
energy requirement to break a larger drop creating daughter drops. The parameters are 
estimated from the experimental data of toluene-water system of a stirred tank contactor. 
Luo and Svendsen (1996) developed a theoretical model for drop/bubble breakup rate based 
on isotropic turbulence theory. The main advantage of this model considers that there is no 
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unknown or adjustable parameter. The daughter particle size distribution can be obtained 
directly as a result. The breakage rate is predicted for mother particles with a given size 
combination of daughter particles. The breakage rate predicted from this model compared 
very well with the experimental data. However, the authors suggest to validate the model 
predictions for improved experimental studies.  
Martinez-Bazan (1999a, b) have proposed a bubble breakup model based on completely 
different premises than the other models proposed before. The breakup frequency is given as 
proportional to the difference of non-inertial forces (Figure 2.9); which are the case of bubble 
deformation. It does not have the concept of unknown number of eddies or calculating 
collision cross-sectional area. According to this model, the breakup frequency increases with 
the bubble size; but for larger bubbles the frequency decreases. The authors criticized the 
previous models that were derived based on the classical kinetic theory of gases. While the 
other models shows a monotonic increase of breakup frequency in relation with bubble size 
and turbulent eddy dissipation rate (ε); this model calculates the maximum breakup frequency 
that decreases afterwards with the bubble interfacial surface tension.  
Wang et al. (2003) have developed a novel theoretical breakup model for bubbles in the 
turbulent flow. The model is based on the collision between turbulent eddy and bubbles. The 
authors have listed several characteristics that the daughter size distribution should have, such 
as: a local minimum probability for equal breakup, dependency on mother bubble size and 
energy dissipation rate, daughter size distribution should vanish as the breakup fraction 
approaches zero and finally no singularity point or uncertain parameters. Taking account of 
all these criteria, the breakup model developed by these authors calculate the frequency to 
increase with the mother bubble size and turbulent eddy dissipation rate. Also this model 
provides an increase probability for unequal breakup. 
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Figure 2.9 Pressure acting on bubble surface. Solid line represents the confinement force due 
to surface tension and the dashed line represents the deformation force by the turbulence. 
(Martinez-Bazan et al. 1999a, b) 
Zhao and Ge (2007) developed another bubble breakup model based on slurry bubble 
columns and fluidized bed containing fine particles with three phase flow. They have 
included the influence of disperse phase density as well as the pressure effect. This has been 
done through the consideration of time taken by the bubbles to response to the hitting eddy. 
The turbulent eddy size is considered for daughter size distribution formulation. This model 
has no tunning parameter and the breakup frequency calculated is in good agreement with 
selected experimental data. The special finding from this theoretical model is to predict 
intensified bubble breakup for higher pressure and increased solid concentration. 
Lehr et al. (2002) formulated a new breakup kernel based on the physical principles. They 
have also investigated the bouncing velocity of bubbles and coalescence happens based on 
the critical bouncing velocity. The dependency of coalescence or bouncing based on bubble 
diameter and relative approach velocity is shown in Figure 2.10. Besides, the coalescence 
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efficiency depends on the chemical composition for liquid and gas phase. Their previous 
investigation reveals that the coalescence efficiency is independent of any physical parameter 
and it is a constant value for pure liquid.  
 
Figure 2.10 Relationship of coalescence efficiency with bubble diameter and relative 
approach velocity. (Lehr et al. 2002) 
From their experiment, they have found out that the critical velocity for pure liquid is 0.08 
m/s, in order for coalescence to happen. For the breakup kernel function, the authors have 
mentioned about few assumptions they made. Such as: breakup of bubbles is due to arrival of 
turbulent eddies, only binary breakup of bubbles is considered and the breakage is calculated 
from the balance of interfacial force of the bubbles and the inertial force of the hitting eddy. 
According to this breakup kernel, equal size breakup is convenient for smaller bubbles and 
unequal breakup is preferred for larger bubbles. 
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Kamp et al. (2001) presented a mechanistic bubble coalescence more for microgravity bubbly 
flow. They have progressed their model development into two steps. In the first step, the 
frequency and the probability of coalescence are calculated in terms for equal bubbles as well 
as unequal bubbles. For equal bubbles, the turbulence and the collision due to higher 
Reynolds number are considered for coalescence. While, for unequal breakup, interaction 
between bubble-bubble and bubble-turbulence eddy is considered. In the second step, the 
source term in transport equation is evaluated using the derived coalescence expressions 
implemented within the commercial computational fluid dynamics code. The model results 
are validated against experimental data that has been carried out using a pipe flow in 
microgravity operating conditions. In case of gravity absence, collisions between bubbles are 
primarily found out due to the turbulence. The authors have concluded that the successful 
prediction under microgravity condition is important for complete and better understanding 
of bubble size evolution. It is due to the fact that, the velocity difference in different sized 
bubbles makes it harder to model the coalescence mechanism under buoyancy effect. 
2.3.3 The application of the models 
Several studies have been done for the influence of coalescence and breakage closure on the 
bubble size evolution in bubble column (Chen et al. 2005a, Bordel et al. 2006, Podila et al. 
2007, Mitre et al. 2010, Jo and Revankar 2011). 
Chen et al. (2005a) modelled the flow in bubble column using the Eulerian multiphase model 
as incorporated in the Fluent software. They have tested several bubble breakup and 
coalescence closures. The models by Luo and Svendsen (1996) and Martinez-Bazan et al. 
(1999a, b) have been implemented for breakup closures. While, Chesters (1991), Luo (1993) 
and Prince and Blanch (1990) were chosen for coalescence. They have concluded that the 
choice of bubble breakup and coalescence closures did not have a significant impact on the 
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simulated results. Nevertheless, bubble size distribution has not been validated against 
experimental data.  The validation of model predictions matches well with the experimental 
data for liquid velocity and kinetic energy profiles.  
 
Figure 2.11 Experimental photograph of bubble column with air superficial velocity of 0.01 
m/s (Bordel et al. 2006) 
To balance out the coalescence and breakage rate, the breakage rate was magnified by a 
factor of 10. The authors suggested that a full three dimensional analysis is needed instead of 
two dimensional application, to overcome some discrepancies of unrealistic gas holdup 
profiles. The implementation of population balance equation shows better agreement for 
churn-turbulent flow regime.  
Bordel et al. (2006) studied several models of bubble coalescence and breakup for the bubble 
size distributions in bubble column. The breakup models of Hagesaether et al. (2002) and 
Wang et al. (2003) were combined with different coalescence models, such as Lehr et al. 
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(2002), Chesters (1991) and Prince and Blanch (1990)). They have validated their model 
implementation with the experimental data obtained through image analysis. The 
experimental photograph of inside of bubble column is shown in Figure 2.11. However, the 
bubble diameters were discretised into a narrow range of size distribution (0-10 mm). 
Besides, the experiments were performed in the air-distilled water system consisting only 
column size with 10 cm of diameter and 200 cm of length. Only 100 bubbles were analysed 
in the experiment which might not be enough number of replicate to include in a statistical 
model. The emphasis is given onto the column length to reach the dynamic equilibrium 
condition. This equilibrium length depends on the sauter mean bubble diameter rather than 
the initial bubble distribution. The validation is done for different flow conditions. The 
authors have focused the argument onto the concept that the entire column is not essentially 
in equilibrium. To determine the specific interfacial area concentration, the importance of 
sauter mean diameter and column length cannot be neglected.  
Podila et al. (2007) simulated the gas-liquid flow using the Eulerian-Eulerian CFD approach 
in tubular reactors using the population balance equations to describe the bubble coalescence 
and breakage. They have combined two breakup models (Luo and Svendsen 1996, Lehr et al. 
2002) with three other coalescence models (Prince and Blanch 1990, Luo 1993, Lehr et al. 
2002). A quite narrow bubble sizes were used varying between 0.5 and 7 mm. Simulation 
results were validated against the experimental data by Hibiki and Ishii (2001)for  medium 
sized pipe (dpipe=0.0508 m, L/dpipe=53.5). Good agreement was obtained by using either 
Prince and Blanch (1990) or Lehr et al. (2002) model for coalescence. On the other hand, 
Lehr et al. (2002) was found superior compared to Luo and Svendsen (1996) model for 
breakage. Gas holdup in radial direction, turbulence intensity and local sauter mean diameter 
is compared for the purpose of validation. The authors claim the adopted approach 
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applicability in more complex hydrodynamic situation found in mechanically agitated tank 
and therefore can reduce extensive load of experimental test.  
Mitre et al. (2010) analysed the breakage and coalescence models in bubble column 
simulation. Two models for breakage (Luo and Svendsen 1996, Martinez-Bazan et al. 1999a, 
b) and three models for coalescence (Prince and Blanch 1990, Luo 1993, Kamp et al. 2001) 
were considered. The experimental set-up was consisted of a cylindrical glass column with 
7.3 cm inner diameter and 2 m height. They have concluded that it is necessary to adjust the 
parameters of some of the breakage and coalescence models according to the operational 
conditions within the experimental uncertainty. The Kamp et al. (2001) model for 
coalescence mechanism found to be more consistent compared to others. As the advantages 
of this model includes the independency from uncertain parameter. Therefore the relative 
error was found to be the smallest. For breakage model evaluation, Martinez-Bazan et al. 
(1999a, b) has been consistent with the available data.  
In a recent study by Jo and Revankar (2011), a comparative study on bubble coalescence and 
breakup has been carried out for packed-bed reactor. They have implemented several 
mechanistic models (Konno et al. 1980, Prince and Blanch 1990, Chesters 1991, Luo 1993, 
Luo and Svendsen 1996, Martinez-Bazan et al. 1999a, b), but only for a very narrow bubble 
size groups ranging from 0 to 5 mm to match the experimental data. The bubble breakup and 
coalescence models were applied in different combination for predominant coalescence flow 
as well as predominant breakup flow. The bubble size distribution change has been described 
in terms of medians along the axial direction. The prediction estimated by CFD analysis 
consisting of existing bubble breakup and coalescence models did not agree well with the 
experimental data. So they suggested a new bubble breakup and coalescence model for 
packed-bed reactor. 
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Lately, Mukin (2014) presented the modelling approach or mono disperse and polydisperse 
bubbly flow within the Eulerian framework. The author has developed a new bubble 
coalescence and breakup model and compared the results with the model given by Yao and 
Morel (2004). The results are validated against the experimental data from MT-Loop and 
TOPFLOW facility with pipe diameter of 50.8 mm and 195 mm respectively. The open 
source CFD package OpenFOAM has been used to perform the simulation.   
2.4 	((" 
In summary, various models are proposed in literature considering population balance 
approach and bubble coalescence and breakup, in predicting the interfacial area concentration 
using the computational fluid dynamics (CFD). Although the performance and feasibility 
studies were done for different population balance models, but none of the studies cited 
conducted a comprehensive and analogical analysis of different PBM related to practical 
large pipes. Moreover, very limited attention is devoted in understanding and modelling of 
various mechanisms of bubble coalescence and breakup processes. To gain more insight to 
the applicability of the existing models, it is necessary to adequately capture the complex 
interactions of bubble coalescence and breakup to predict the local hydrodynamic properties 
(gas volume fraction, bubble size distribution, interfacial area concentration, gas and liquid 
velocity etc) in large scale industrial bubble column. The current study has been undertaken 
to circumvent the research gaps by implementing the models and assessing their performance 
and practicability under wide range of bubble interaction.  
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This chapter provides the detailed description on mathematical models of two-fluid flows. 
The two-fluid model has three important closure terms, namely, the interfacial area 
concentration, interfacial force and the turbulent viscosity. These closure terms are solved 
through the population balance, drag force and non-drag force and the turbulent model 
respectively. These models are described in detail in this chapter. For the population balance 
modelling, the closure term of coalescence and breakage is important feature; the available 
models are also mathematically formulated. The simulated results are validated with the 
comparison of experimental data. The experimental details are discussed at the end of this 
chapter.   
The definitions of some common terms are given below that are used in the model 
formulation. 
Void Fraction (α) 
Void fraction is defined as the volume fraction occupied by the gas phase of the two-phase 
flow channel.  In general, void fraction is always fluctuating over the time. So it is recorded 
for a period of time and then the time-averaged value is used. Therefore, the local void 
fraction can be expressed in terms of superficial velocity of gas and liquid phase.  
0 ! 12 ' 1# ' 2 
Assuming both phase moving at the same velocity. i.e Urel=0, 
	2 ! 11  1  2 ! 11  1  										2  2 ! # (3.1) 
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Size Fraction (f) 
Size fraction is defined as the ratio of the volume of a specific size group of bubble to the 
total void fraction of the gas phase. Similar to void fraction, this parameter also range from 0 
to 1. If the gas phase is divided into i groups depending on size, then the size fraction of ith 
group is fi. 
 ! 22  3 ! .4..56	7386	9:;4/  (3.2) 
 
Density (ρ) 
The density of fluid can be defined as the ratio of mass of the fluid over the volume of the 
fluid. It is expressed as ρ=m/V kg/m3. 
Viscosity (µ) 
The viscosity of fluid is defined as the fluid resistance to flow. A fluid without any resistance 
is known as inviscid fluid. The shear stress (τ) of fluid flow is directly proportional to its 
velocity (du/dy) and the proportionality constant is known as the dynamic viscosity. Here, the 
shear stress is the force applied on the cross sectional area of fluid flow. 
< ! = +4+>		  (3.3) 
 
Reynolds Number (Re) 
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Reynolds number is the ratio of inertial force to the viscous force of the fluid. It is a 
dimensionless parameter. In case for fluid flow inside a pipe or tube, the Reynolds number is 
expressed as,  
?6 ! @A+B=  +B ! C>+:&453D	+3&E66:	;	C6	/3/6  (3.4) 
 
3.1 	(
For isothermal vertical bubbly flow, the equations for the ensemble-averaged of continuity 
and momentum governing each phase are solved simultaneously. Denoting the liquid as the 
continuum phase (αl) and the gas (i.e. bubbles) as disperse phase (αg), these equations can be 
written as: 
The continuity equation for liquid phase 
( ) ( ) 0l l l l lα α
t
ρ ρ∂ +∇⋅ =
∂
u
  
 (3.5) 
The continuity equation for gas phase 
( ) ( ) 0g g g g gα α
t
ρ ρ∂ + ∇⋅ =
∂
u
  
 (3.6) 
The momentum equation for liquid phase 
( ) ( ) ( )( ) lgTl l l l l l l l l l l l l leα α α P α α µ Ft ρ ρ ρ∂  +∇⋅ = − ∇ + +∇⋅ ∇ + ∇ +  ∂ u u u g u u   (3.7) 
The momentum equation for gas phase 
( ) ( ) ( )( ) glTg g g g g g g g g g g g g geα α α P α α µ Ft ρ ρ ρ∂  +∇⋅ = − ∇ + +∇⋅ ∇ + ∇ +  ∂ u u u g u u    (3.8) 
where l
eµ  and geµ  stands for the effective viscosities for the liquid and gas phases 
respectively.. 
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3.2 '
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	(
The two-fluid model separately treats each of the phases with two set of conservation 
equations. Nonetheless, to close the conservation equation, it is required to provide the 
information on interfacial momentum transfer. It poses significant influence on bubble size 
distribution in bubbly flow. Therefore, it is a crucial part in modelling the gas-liquid flow. 
The total interfacial force consists of viscous drag force and other non-drag forces (such as: 
lift force, wall lubrication force, turbulent dispersion force etc.). The total interfacial force lgF
appearing in equation (3.7) is formulated according to the appropriate consideration of 
different sub-forces affecting the interface between each phase. For the liquid phase, the total 
interfacial force is given by: the drag, lift, wall lubrication and turbulent dispersion, viz., 
lg lg lg lg lg
drag lift lubrication dispersionF F F F F= + + +   
 (3.9) 
Note that the total interfacial force in equation (3.7) and (3.8) is given by Fgl = − Flg. 
3.2.1 Drag force 
The drag force is an important parameter that governs the motions relative to each other 
phases in bubbly flow. The inter-phase momentum transfer between gas and liquid due to 
drag force is given by: 
( )lg 18 l g l g ldrag D ifF C a ρ= − −u u u u   
 (3.10) 
 
where aif represents the interfacial area concentration (IAC). The drag coefficient CD in 
equation (3.10) has been correlated for several distinct Reynolds number regions for 
individual bubbles. The drag coefficient FG ! GHIJKLM IN  is given by Ishii and Zuber (1979) 
has been used to calculate the drag coefficient in the current research study. Here, ρ is the 
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fluid density, 4 ' 4   is the relative speed, D is the magnitude of drag force and A is the 
projected area of particle body in the flow direction. Another expression is frequently used 
given by Schiller and Nauman (1933), where the drag coefficient is calculated in terms of 
Reynolds number, such as FG ! OPQ #  RS#T?6*SUVW  
3.2.2 Lift force 
Lift force in terms of the slip velocity and the curl of the liquid phase velocity can be 
described according to: 
( ) ( )lg g l g l llift LF Cα ρ= − × ∇×u u u   
 (3.11) 
In equation (3.11), the constant CL represents as coefficient that is expressed in terms of the 
Eotvos number (Eo) that allows the lift coefficients to become positive or negative depending 
upon the bubble size Tomiyama (1998). The lift coefficient accounts the asymmetric wake of 
bubbles and bubble deformation effects. It is expressed by: 
( ) ( )
( ) 3 2
min 0.288tanh 0.121 , < 4
 = 0.00105 0.0159 0.0204 +0.474     4 10
0.29   
b d
L d d d d
Re f Eo Eo
C f Eo Eo Eo Eo Eo
Eo >10
   

= − − ≤ ≤

−
  
(3.12) 
 
where the modified Eotvos number Eod is defined by: 
( ) 2l g H
d
g D
Eo
ρ ρ
σ
−
=
  
 (3.13) 
in which DH represents the maximum bubble horizontal dimension that can be computed by 
using the empirical correlation given by Wellek et al. (1966):  
( )1 30.7571 0.163H sD D Eo= +    (3.14) 
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3.2.3 Wall lubrication force 
Bubbles usually reside close to the wall region due to the acting surface tension. But just 
immediate next to the wall, there exist very low void fraction. This is due to the wall 
lubrication force that must needs to consider in the gas-liquid flow simulation. This force acts 
normal to the wall and decays with distance. According to Antal et al. (1991), wall 
lubrication force can be expressed by: 
( ) ( )( )[ ]
w
w
s
ww
s
w
lglglg
rication ny
DCC
D
nuuuuF 





+
−−−
−= 21
2
lg
lub
.ρα
  
 (3.15) 
 
where Ds is the mean Sauter bubble diameter. The wall lubrication constants Cw1 and Cw2 in 
equation  (3.15) are considered to comprise values of –0.0064 and 0.016 based on the 
suggestion by (Krepper et al. 2005). >
  is the nearest wall distance and X
 is the unit normal 
pointing away from the wall. This force is active to very close adjacent to the wall and only 
when, >
 Y 'F
OZF
[+, here dp is the disperse phase mean diameter.  
3.2.4 Turbulent dispersion force 
Turbulent dispersion force emerges due to the result of diffusion caused by turbulence. The 
expression used in this current study is built on the Favre-averaging formulated by Burns et 
al. (2004) is applied. It is given as: 
lg 1
8
g g l
l g l t
dispersion TD D if g g l
b
F C C a
Sc
µ α αρ
ρ α α
 ∇ ∇ 
= − − −     
u u
 
 (3.16) 
 
where 
g
tµ
 is the turbulent viscosity of the gas phase. The coefficient CTD is set to a value of 
unity and Scb represents the turbulent bubble Schmidt number valued equals to 0.9. 
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Another popular model used for turbulent dispersion force, known as Lopez de Bertodano 
model and is included in the Ansys CFX due to compatibility with older version. However, 
Favre Averaged Drag model is more versatile and recommended to use in most situation in 
the manual of Ansys CFX 12.0. 
3.3 
		

There is no standard turbulence model customized for gas-liquid flow. From the numerical 
investigation, it has been found out that standard k-ε model tends to predict very high gas 
void fraction close to the wall (Frank et al. 2004, Yeoh and Tu 2004, 2005). The Shear Stress 
Transport (SST) model is developed by Menter (1994), it applies the k-ω model for the near 
the wall region and the k-ε model for the bulk flow. It has been revealed to offer more 
practical prediction of gas void fraction or volume fraction closer to the wall region of the 
flow domain. Therefore the SST model is employed in this study. For bubble-induced 
turbulence, the model proposed by Sato et al. (1981) has been implemented in the current 
study. Recently, Rzehak and Krepper (2013) introduced the concept of including source 
terms in the single phase two-equation turbulence models and thereby describe the bubble 
effects on the liquid turbulence. However, as validation on different models on bubble-
induced turbulence is out of the scope of this thesis. Therefore, it has been limited to Sato et 
al. (1981). 
Effective viscosity (µle) of the continuous phase in equation (3.7) comprises of the laminar 
(µllam), shear-induced turbulence (µlts) and Sato’s bubble-induced turbulent viscosities (µltd): 
l
t
l l l l
e lam ts td
µ
µ µ µ µ= + +
14243  
 (3.17) 
 
The shear-induced turbulence has been given by: 
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( )2l l l lts C kµµ ρ ε=   
 (3.18) 
whilst the bubble-induced turbulence has been expressed as: 
l l g g l
td p sC Dµµ ρ α= −u u    (3.19) 
 
in which the constants Cµ  and pCµ  take on values of 0.09 and 1.2 respectively. For the gas 
phase, turbulent viscosity can be obtained as: 
lg
g t
t l
g
µρµ
ρ σ
=
  
 (3.20) 
 
where gσ stands for the turbulent Prandtl number of gas phase with a value of unity. The 
effective gas viscosity of the gas phase in equation (3.8) is subsequently determined as: 
g g g
e lam tµ µ µ= + .   
3.4 &	

*&+
3.4.1 Direct Quadrature Method of Moment (DQMOM) 
Another different approach for computing the moment is to approximate the integrals in 
equation (2.1) using the numerical quadrature scheme – the quadrature method of moment 
(QMOM) as suggested by McGraw (1997). In the QMOM, instead of space transformation, 
Gaussian quadrature closure is adopted to approximate the PSD according to a finite set of 
Dirac’s delta functions. Taking the particle mass, M, as the internal coordinate, the PSD takes 
the form: 
1
( , , ) ( , ) ( ( , ))
N
i i
i
f M t N t M M tδ
=
≈ −∑x x x
  
 (3.21) 
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where Ni represents the number density or weight of the ith class and consists of all particles 
per unit volume with a pivot size or abscissa iM . 
With the aim to solve multi-dimensional problems, Marchisio and Fox (2005) extended the 
method by developing the direct quadrature method of moment (DQMOM) where the 
quadrature abscissas and weights are formulated as transport equations. The main idea of the 
method is to keep track of the primitive variables appearing in the quadrature approximation, 
instead of moments of the PSD. As a result, the evaluation of the abscissas and weights are 
obtained using matrix operations. Substituting equation (3.21) into equation (2.1) and after 
some mathematical manipulations, the transport equations for weights and abscissas are given 
by 
( )di i i iN N at
∂
+ ∇⋅ =
∂
V
  
 (3.22) 
 
( )di i i ibt
ζ ζ∂ + ∇⋅ =
∂
V
  
 (3.23) 
 
where ζi = NiMi is the weighted abscissas and the terms ai and bi are related to the birth and 
death rate of population which forms 2N linear equations where the unknowns can be 
evaluated via matrix inversion according to 
dA =α
  
 (3.24) 
The 2N× 2N coefficient matrix A = [A1 A2] in the above linear equation takes the form: 
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2 2
1 1
2 1 2 1
1
1 1
0 0
2(1 ) 2(1 )
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(3.25) 
2 1
2 2 2 2
1
0 0
1 1
2 2
(2 1) (2 1)
N
N N
N
A M M
N M N M− −
 
 
 
 =
 
 
 
− − 
L
L
L
M O M
L
  
 (3.26) 
 
where the 2N vector of unknowns α comprises essentially the terms ai and bi in equations 
(3.25) and (3.26): 
[ ]1 1 TN N aa a b b bα
 
= =  
 
L L
  
 (3.27) 
In equation (3.24), the source or sink term is defined by: 
0 2 1
T
Nd S S − =  L
  
 (3.28) 
Applying the moment transformation, the kth moment term Sk is: 
0
( , ) ( , , )kkS t M S M t dM
∞
= ∫x x
  
 (3.29) 
The sources and sinks of S(x,M,t) in the above equation can be closed through the 
specification of constitutive relations. 
In order to be consistent with the variables used in the multi-fluid model, the weights and 
abscissas can be related to the size fraction of the dispersed phase and an effective size which 
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comprises of the product between the volume fraction of the dispersed phase and abscissas. 
The transport equations for the weights and abscissas can be alternatively written for an 
inhomogeneous system as 
( ) ( )
d d
i i d d d
i i i ibt
ρ α
ρ α
∂
+ ∇ ⋅ =
∂
V
  
 (3.30) 
( ) ( ) 22
d d
i i i d d d
i i i i i i i i
M
M M b M a
t
ρ α
ρ α
∂
+ ∇ ⋅ = −
∂
V
  
 (3.31) 
For a homogeneous system where the bubbles are assumed to travel with a common gas 
velocity (Vd), the size fraction of fi is related to the weights and abscissas by 
d d
i i i if N Mρ α ζ= =
  
 (3.32) 
Using the above expression, the transport equations become 
( ) ( )
d d
i d d d
i i
f f b
t
ρ α
ρ α
∂
+ ∇ ⋅ =
∂
V
  
 (3.33) 
( ) ( ) 22
d d
i d d d
i i i i iM b M at
ρ α ψ
ρ α ψ
∂
+ ∇ ⋅ = −
∂
V
  
 (3.34) 
where ψi = fiMi. 
It should be noted that an attractive feature of the DQMOM is that the method permits the 
weights and abscissas to be varied within the state space according to the PSD evolution. 
Furthermore, different travelling velocities can also be incorporated into the transport 
equations allowing the flexibility to solve poly-dispersed flows where weights and abscissas 
travel in different flow fields (Ervin and Tryggvason 1997, Bothe et al. 2006).  
Based on the approximation provided in equation (3.32), the birth and death rates due to 
coalescence and breakage can be expressed according to: 
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\] ! #$^^__` a  a`  ]&a  a`  `   (3.35) 
b] !^^a]:a a`  __``   (3.36) 
 
\]c !^^a].a  a`  _`   (3.37) 
 
b]c !^^a]:a  a`  _`   (3.38) 
 
3.4.2 Multiple SIze Group (MUSIG) 
A more sophisticated model, namely the homogeneous MUSIG which was first introduced by 
Lo (1996), represents the most commonly used technique for solving PBE. According to 
Kumar and Ramkrishna (1996a, b), the discrete form of the number density equation, 
expressed in terms of size fraction fi of M bubble size groups, can be written as: 
( ).g gj j i g g gj j i if f St
ρ α ρ α∂ + ∇ =
∂
u
  
 (3.39) 
In the above equation, Si represents the net change in the number density distribution due to 
coalescence and break-up processes. This entails the use of a fixed non-uniform volume 
distribution along a grid, which allows a range of large sizes to be covered with a small 
number of bins and yet still offers good resolution. Such discretisation of the population 
balance equation has been found to allow accurate determination of the desired characteristics 
of the number density distribution (Kumar and Ramkrishna 1996b). The interaction term 
( )i C B C BS B B D D= + − −  contains the source rates of CB , BB , CD  and BD , which are the 
birth rates due to coalescence (BC) and break-up (BD) and the death rates to coalescence (DC) 
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and break-up (BB) of bubbles respectively. On the basis of the discrete approximation given 
in equation (3.39), the birth and death rates can be formulated according to:  
( ) ( )2 1 ,2g g k lC j j k l k lk l k l
M MB f f a M M
M M
ρ α += ∑∑   
 (3.40) 
 
( ) ( )∑=
k
ki
k
ki
g
j
g
jC MMaM
ffD ,12αρ    (3.41) 
 
( ),g gB j j k i k
k
B r M M fρ α= ∑    (3.42) 
 
( )∑=
k
kii
g
j
g
jB MMrfD ,αρ    (3.43) 
 
To account the discretized contribution of the birth rate happens due to coalescence, it is 
necessary to introduce the coalescence mass matrix. It is the fraction of mass of the kth bubble 
classes that goes into the ith bubble classes due to coalescence. The coalescence mass matrix 
can be defined as follows: 
1 if 
0 otherwise
k l i
kli
M M Mη + >= 

  
 (3.44) 
 
the above matrix kliη  is multiplied with the birth rate into equation (3.40) and  the birth rate is 
modified accordingly in case for coalescence. 
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PBM Level of complexity Distribution 
ABND 
-Simple but loss of 
distribution 
 
 
DQMOM 
-Faster computation with 
reasonable information on 
distribution. 
 
MUSIG 
-Expensive in terms of 
computation but better 
distribution. 
 
 
Table 3.1Population balance modelling approaches 
3.4.3 Average Bubble Number Density (ABND) 
For isothermal bubbly flow, the population balance of dispersed bubbles can be expressed in 
a straightforward manner through the adoption of an averaged quantity to represent the 
overall changes of the bubble population. By integrating the PBE as expressed in equation 
(2.1) over all bubble volumes, the average bubble number density can be obtained as: 
( ). gn n R
t
∂
+∇ =
∂
u
  
 (3.45) 
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where n is the average bubble number density and on the right hand side of the equation 
(3.45)  is the net rate of source and sink terms: ? ! dQe  dQe; representing the changes 
in bubble number density caused by random collision and turbulent induced breakage. 
Considering the spherical bubble assumption, the transport equation (3.45) is comparable to 
the interfacial area transport equation  that has been formulated by Ishii and his collaborators 
(Ishii 1975, Hibiki and Ishii 2000a). The source term for the mechanism of coalescence and 
breakage are modelled as stated in Yao and Morel (2004). The bubbles coalescence rate due 
to random collision is:  
( ) ( ) ( )
( )
2 1/3
2
1 11/3 1/3
3
expg l RC crRC
n RC 1/3 g g
s max max RC cr
-C We Weα ε
C
D α -α /α C α We We
ϕ = −
+
  
 (3.46) 
 
where the derived coefficients are 86.21 =RCC , 017.12 =RCC and 922.13 =RCC . Without 
considering the bubble coalescence due to wake entrainment, the bubble breakage rate is: 
( ) ( ) ( )
( )
1/3
1 11/3
2
1- exp
1 1-
g g l
crTI
n TI g
s TI cr
α ε
-We We
C
D C We We
α
ϕ
α
=
+
  
 (3.47) 
 
Here the value of the coefficients are 6.11 =TIC and 42.02 =TIC . The value for maximum 
acceptable gas volume fraction is taken as 0.52 (Hibiki and Ishii 2002) and critical Weber 
number of 1.42 (Sevik and Park 1973) are considered. 
Table 3.1 summarizes the features of different population balance models showing their 
complexity level and the distribution.  
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3.5.1 Coalescence models 
# , ! ! &
-
*!../+
 Turbulent random collision is considered for the bubble coalescence by Prince and Blanch 
(1990). In their paper, coalescence process in turbulent flows has been described in three 
steps. Firstly, the bubbles trap small amount of liquid between them. Then the liquid drains 
out until the liquid film thickness reaches a critical thickness. Finally, the bubbles rupture and 
coalesce together. Coalescence rate of bubbles has been proposed based on the collision rate 
of bubbles and the probability at which collision will result in coalescence. The coalescence 
rate (in terms of mass) is expressed as: 
( ) ( )0.52 2 2, exp4 iji j i j ti tj ij
t
a M M d d u upi
τ
 
 = + + −    
 
 
(3.48) 
Here ijτ is the contact time for two bubbles and ijt is the time required for two bubbles to 
coalesce having diameters di and dj.  
The contact time and coalescence time is given by the following equations. 
( ) 3
1
3
2
2
lij
ij
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ετ 


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= and ( )flijij hhdt 0
2
1
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ln162 










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

= σρ
 
(3.49) 
The equivalent diameter dij is calculated based on the proposal by Chesters and Hofman 
(1982): ( ) 12 / 2 /ij i jd d d −= + . The initial film thickness ho = 4101 −×  m and critical film 
thickness for rupture hf = 8101 −× m have been employed. The turbulent velocity ut in the 
isotropic turbulence (inertial sub-range) is given by Rotta (1972): ( )1/3 1/32 ltu dε= . 
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Coulaloglou and Tavlarides (1977)  also developed their model based on the assumption that 
the coalescence rate is proportional to the collision rate times the coalescence frequency of 
bubbles in turbulent flows.  Turbulent random motion induced collisions is considered as 
primary source of bubble coalescence. Based on the kinetic gas theory of (Kennard 1938), the 
collision frequency has been defined as the effective volume swept away by the moving 
particle per unit time. 
Ca  a`  ! fg b  b`  O4	O  4	`O [ Oh  (3.50) 
As only a fraction of collisions lead to coalescence, it is necessary to incorporate the 
coalescence efficiency to determine the coalescence rate. Coulaloglou and Tavlarides (1977) 
developed their coalescence model based on the film drainage model for deformable particle 
with immobile surface. 
ia  a`  ! 6/ j'Fekl m =@noO p ++`+  +` q
Pr (3.51) 
To fit the experimental data, the coalescence efficiency parameter (Fekl) in equation (3.51) 
was selected as	RS#st m #R[*DELO. 
Coalescence frequency can then be calculated from the collision frequency and the 
coalescence efficiency. 
&a  a`  ! Ca a`  ia  a`   (3.52) 
 
# , ! # ) *//+
Lehr et al. (2002) proposed the coalescence frequency based on the critical approach velocity 
model. An experimental investigation has been conducted to determine the criterion of 
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collision between two bubbles resulting in coalescence or bouncing. They have found that the 
colliding bubbles might result in coalescence or bounce back depending on the relative 
approach velocity perpendicular to the surface of contact. The critical approach velocity 
(4	) for distilled water and air has found as 0.08 m/s. They have defined the critical 
velocity as the maximum velocity of bubbles resulting in coalescence and they described this 
velocity has no dependency on the size of the bubbles. Collisions will result in coalescence 
only when the relative approach velocity of bubbles perpendicular to the surface of contact 
lower than the critical approach velocity.  
The coalescence rate function based on this model is as follows. 
&a  a`  ! fg b  b`  OE3X4( 4	6/ u'v2wx
[ yh2[ yh ' #z
O{  2wx ! RS| (3.53) 
The characteristic velocity (4() is equivalent to the turbulent eddy velocity with the similar 
length scale of the bubbles. The smaller eddies would not have sufficient energy to have 
significant impact on bubbles to collide. On the other hand, larger eddies would end up to 
transport the bubbles. For the larger eddies, characteristic velocity has been defined as the 
difference in rise velocities of the bubbles. This can be expressed as follows, 
4( ! E& p√$~[ yh +O yh  +` O yh  4 ' 4 q (3.54) 
3.5.2 Breakage models 
# ,  ! )	-

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The bubble break-up rate by Luo and Svendsen (1996) is under isotropic turbulence situation 
and assuming only binary breakup will occur. Breakup event is determined by the energy 
level of arriving eddy with smaller or equal length scale compared to the bubble diameter to 
induce the oscillation. The daughter size distribution is considered by means of a hypothetical 
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break-up volume fraction BVf . Expressing the coefficient of increase in surface area as cf = [
3/2
BVf +(1- BVf )2/3-1], the break-up rate (in terms of mass) is found as: 
:a a`  ! F# ' 2 p ~+` q
[ yh % #  O[[ y⁄ 	' #$Fo@~O yh + yh [ yh +
[
)  (3.55) 
where jd/λξ = is the size ratio between an eddy and a bubble in the inertial sub-range and 
consequently jd/minmin λξ = and C = 0.923 and β = 2.0 are determined from fundamental 
consideration of the break-up of drops or bubbles in turbulent dispersion systems. Equation 
(3.55) can either be calculated analytically via incomplete gamma functions suggested by 
Selma et al. (2010) or determined numerically via Boole’s rule (4th order approximation). The 
latter has been adopted in the current study.   
For binary breakage, the value of the dimensionless variable describing breakage volume 
fraction should between 0 and 1 (0<c<1). c ! RST refers to equal breakage and c !
R	;:	# would refer to no breakage. 
From equation (3.55), :a  a`   represents the breakage rate of bubble with mass of a into 
fraction of c and c  +c for a continuous  c function. The total breakage rate of 
bubbles can be obtained by integrating the equation (3.55) over the whole interval of 0 to 1. 
Total breakage rate can be expressed as, 
:a ! #$% :a  a`  [* +c (3.56) 
The advantage of this model is that it provides the partial breakage rate, :a  a`   directly.  
Then the daughter bubble size distribution for mother bubbles with size fraction of c can be 
derived by normalizing the partial breakup rate, :a  a`   by the total breakup rate, :a. 
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(3.57) 
# ,   2
 *//#+
While Luo and Svendsen (1996) only considered the energy constraint, Wang et al. (2003) 
drawn-out the model by adding the capillary constraint to calculate the breakage. According 
to this model, the dynamic pressure of the turbulent eddy must be larger than the capillary 
pressure resulting in minimum breakup fraction. On the other hand, eddy kinetic energy must 
be larger than the increase of the surface energy resulting in maximum breakup. The 
advantage of this model is having no adjustable parameter and providing the daughter size 
distribution directly by normalization of the partial breakup by the total breakup frequency.  
  ! RS$t# ' [ yh %  ¡¢£¡¤ ¥¦§¨© ª ª  ©
Oª[[ yh ©ª (3.58) 
The minimum eddy size, ª«¬ is taken between 11.4 and 31.4 times the Kolmogorov length 
scale (Tennekes & Lumley, 1973). The probability density for bubble of size © breaking into 
breakup fraction of ¥¦§ is calculated by, 
 ¥¦§¨© ª ! % #¥¦§«­® ' ¥¦§«¬ #¯ª,*  p'ª¯ªq©ª (3.59) 
where ¯ª is the mean kinetic energy of eddies. 
The total breakup rate can be calculated by, 
 ! %   *S* ©¥¦§ (3.60) 
The daughter bubble size distribution is expressed as,  
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(3.61) 
According to this model, breakup of bubbles will occur only when the dynamic pressure of 
approaching turbulent eddy exceeds the capillary pressure of bubbles. Thus the daughter size 
distribution function would vanish as the breakup fraction, c approaches zero. This is due 
to the fact that, a smaller bubble with radius of curvature tends to zero characterized by 
higher capillary pressure and therefor it is unlikely to break a very small bubble. Wang et al. 
(2003) have also mentioned that a local minimum probability exists for equal breakup as it 
requires more energy than a binary unequal breakup. The daughter size distribution is 
influenced by mother bubble size and the energy dissipation rate. This model has been 
formulated based on the premise that the distribution should not have any singularity point or 
any uncertain parameter.   
# ,  # 
33
 *!...4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Martinez-Bazan et al. (1999a, b) developed their model based on the assumption that a 
bubble will break when the turbulent kinetic energy of the continuous phase exceeds a critical 
value. They postulated that the rate of breakup processes is inversely proportional to the 
difference between the deformation force, ¸¹© per unit surface produced by the turbulent 
stress and the surface restoring pressure of the bubble, ¸º©. When ¸¹© » ¸º© the 
bubble will deform and eventually break. The bubble breakup frequency is a function of 
bubble sizes and the turbulent dissipation rate can be given by, 
:a ! ¼F½c~+O y⁄ ' #$
J+  (3.62) 
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The value of Kg is equal to 0.25 found experimentally and CMB =8.2 given by Batchelor 
Batchelor (1953). The probability of splitting any portions of size +w ¾ + ¾ + can be 
weighted by the difference in the stresses, ¿¸[ ! [O ÀF½cÁ©O y⁄ ' | Â¡, refers to the 
formation of a bubble with size dj. The formation of the complementary bubble of size	©y '
©y [ y⁄ , also involves the difference in stresses, 	¿¸O ! [OÀF½cÁ	©y ' ©y [ y⁄ O y⁄ ' | Â¡. 
Finally, the probability of the formation of a pair of bubbles would be the product of above 
two surplus stresses.  
Ã `  ! # m Ä#$ @F½c~+1$ t⁄ ' | o+Å m Æ#$ @F½c~	+t ' +1t # t⁄ $ t⁄ ' | o+Ç (3.63) 
Then the dimensionless daughter bubble size distribution is then calculated by normalizing 
the probability density function,   È È ©§¡* È ! #. The daughter bubble size distribution 
is expressed as, 
c  # ! É[O@Fa\~+` O y⁄ ' | o+3Êm Ä[O@Fa\~	+3y ' +`y [ y⁄ O y⁄ ' | o+3Å É[O@Fa\~+` O y⁄ ' | o+3Êm Ä[O@Fa\~	+3y ' +`y [ y⁄ O y⁄ ' | o+3Å+c#R  (3.64) 
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Some of the widely adopted bubble coalescence and breakage kernels have been 
implemented and assessment has been carried out on their applicability in predicting the local 
hydrodynamic variables (e.g. void fraction and bubble size distribution). The physical 
mechanisms of each kernel and the effect of the interfacial forces affecting the two-phase 
flow structure have been investigated. A total of six coalescence and breakage kernels are 
considered (three for coalescence and three for breakage). The results are validated against 
experimental data for isothermal flow condition and subcooled boiling flow. Particular 
emphasis has been given on the coalescence and breakage models effect on capturing the 
hydrodynamics in vertical gas-liquid flow. The results for isothermal flow condition have 
been submitted as a journal paper in April, 2014 for the publication in "The Canadian Journal 
of Chemical Engineering". The paper has been accepted in August, 2014. 
4.1 '
	

Fluid flow in bubble column reactor is extremely complex and accurate knowledge on flow 
behaviour is a prime requisite for the design and operation of bubble column. These reactors 
are extensively used in chemical processes (such as oxidation, chlorination, alkylation, 
polymerization, hydration etc.), biochemical process (such as fermentation and biological 
wastewater treatment) and metallurgical industries. There are numerous advantages of bubble 
column reactors such as excellent heat and mass transfer as well as low maintenance and 
operating cost. The scale up and design of bubble column have acquired profound attention in 
recent years due to its complex hydrodynamics. To obtain rational design and better 
operation, the hydrodynamics must be understood. Besides, the relationship between flow 
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pattern and design objectives must be established due to the influence on transport 
characteristics. The reactor safety benefits can be substantially increased by improved ability 
to accurately predict the hydrodynamic conditions. Computational fluid dynamics (CFD) has 
emerged as a promising tool to simulate the local hydrodynamics in bubble columns due to 
its ability to handle heat and mass transfer, chemical reaction, as well as mixing and 
turbulence. The CFD framework also enable us to incorporate the population balance 
equations (PBE) along with the continuity equation, thus helps to gain better perception of 
the factors affecting the bubble size distribution through the reactor. It also assists to 
incorporate the interaction among bubbles in dispersed flow.  The bubble breakage and 
aggregation phenomenon has to be modelled to include bubble interactions in the bubble 
number density conservation modelling framework of PBE. Therefore, the bubble 
coalescence and breakage models are very important for reasonable predictions of the bubble 
size distribution. 
In turbulent flows, the breakage of fluid particles is subjected to interfacial interactions and 
affected by the hydrodynamics of continuous phase. The main cause of fluid particle breakup 
in turbulent case is either the turbulent pressure fluctuation or the collision between particle 
and eddy. In addition to breakup, coalescence is also responsible for the evolution of bubble 
sizes in multiphase flows. The coalescence process usually divided into three sub-processes. 
First, two colliding bubbles trap some liquid between them. The bubbles stay in contact till 
the liquid film drains out and reach to a critical thickness. Finally the film ruptures resulting 
in coalescence between the bubbles. The breakup and coalescence phenomenon has drawn a 
significant attention in theoretical and experimental field over the past decades. There are 
varieties of models in the literature for the breakage and coalescence for fluid particles. A 
comprehensive study on breakup and coalescence models has been done by Liao and Lucas 
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(2009, 2010). Although several models have been proposed, there are still challenges remain 
for the applicability of the models in wide range of flow situations.  
The objectives of this study are thus: (i) to implement some of the widely adopted bubble 
coalescence and breakage kernels and assess their applicability in predicting the local 
hydrodynamic variables (e.g. void fraction and bubble size distribution) that are relevant in a 
bubble column; (ii) to investigate and understand the physical mechanisms of each kernel and 
the effect of the interfacial forces affecting the two-phase flow structure with the two-fluid 
model. A total of six coalescence and breakage kernels are considered. The widely adopted 
breakage kernels by Luo and Svendsen (1996), Martinez-Bazan et al. (1999a, b), and Wang et 
al. (2003) are selected. For the coalescence kernels, the models by Coulaloglou and 
Tavlarides (1977), Prince and Blanch (1990) and Lehr et al. (2002) are chosen. Numerical 
results are assessed against the experimental data by Lucas et al. (2010) for air-water flow in 
a tall vertical pipe with an inner diameter of 195.3 mm. 
Kernels 1 C: Prince & Blanch (1990) B: Luo & Svendsen (1996) 
Kernels 2 C: Coulaloglou & Tavlarides (1977) B: Luo & Svendsen (1996) 
Kernels 3 C: Lehr et al. (2002) B: Luo & Svendsen (1996) 
Kernels 4 C: Prince & Blanch (1990) B: Wang et al. (2003) 
Kernels 5 C: Coulaloglou & Tavlarides (1977) B: Wang et al. (2003) 
Kernels 6 C: Lehr et al. (2002) B: Wang et al. (2003) 
Kernels 7 C: Prince & Blanch (1990) B: Martinez-Bazan (1999a,b) 

Table 4.1List of different kernel combinations 
4.2 56(
7
In order to examine the performance of the coalescence and breakage kernels as well as the 
population  balance methods, predictions from the two-fluid model are compared and 
assessed against the –TOPFLOW (Lucas et al. 2010) experiment – that have been carried out 
in the Helmholtz-Zentrum Dresden-Rossendrof (HZDR) facility. The experimental details are 
briefly described below.  
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 
Figure 4.1 Schematic drawing of the test section of TOPFLOW experiment. 
This test facility consisted with vertical cylindrical pipe of large size with height 9000 mm 
and internal diameter of 195.3 mm. Water with a constant temperature of 30ºC was circulated 
from the bottom of the pipe to the top. The temperature was maintained by a heat exchanger 
fitted in the water reservoir. Even though the maximum superficial velocities for gas and 
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liquid phase were matching to the MTLOOP experiment (i.e. jg = 14 m/s and jf = 4 m/s), the 
implemented gas injection device was different. The gas injection unit was equipped in 18 
positions axially located from Z/D = 1.1-39.9. The injection unit was made of three levels of 
air chambers connected to gas injection orifices. In the upper and lower chambers, there are 
72 annular distributed orifices of 1 mm of diameter to inject small bubbles. Furthermore, the 
central chamber consisted of 32 orifices of 4mm diameter to inject larger bubbles. To record 
the instantaneous field information (such as: gas volume fraction, bubble size distribution), a 
fixed wire-mesh sensor was equipped at the top of the pipe. At each test the system pressure 
was adjusted in a manner, that the pressure at the corresponding active inlet is the same as 2.5 
MPa. So for each tests the same inlet conditions (e.g. bubble size distribution) are ensured. 
Figure 4.1 illustrates the schematic representations of TOPFLOW experiment. 
4.3 8	(
Numerical calculations were carried out using the commercial computational fluid dynamics 
code ANSYS-CFX12.1. Transport equations with appropriate source and sink terms 
describing the coalescence and break-up rate of bubble was implemented through a user 
FORTRAN subroutine into the ANSYS-CFX package. In order to reduce the required 
computational time and resources, the flow was assumed to be axisymmetric and the 
computational geometry was simplified considering a 60o radial sector of the pipe. The 
symmetrical boundary conditions were imposed for both vertical sides of computational 
domain. The coalescence and breakage kernels are applied in different combinations and 
denoted as Kernels 1, Kernel 2, Kernels 3, Kernels 4, Kernels 5, Kernels 6 and Kernels 7. 
Please refer to Table 4.1 for the list of combined coalescence and breakage kernels tested in 
this study. Numerical predictions are compared against two selected flow conditions: jl of 
1.017 m/s, jg of 0.140 and 0.219 4m/s which are referred as cases of 107 and 118 
respectively. Details of the inlet flow conditions are summarized in Table 4.2. The inlet 
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bubble size distribution is depicted in Figure 4.2. For the ease of reference, the flow 
conditions are denoted as Case T107 and T118 hereafter. Depending on a grid sensitivity test 
performed for the TOPFLOW experimental flow conditions, it was revealed from the grid 
independent solutions that computational meshes consisted of 48,000 elements did not 
noticeably change even though finer computational meshes (96,000 elements) were 
investigated. The percentage difference was only found to be 3%. For all flow conditions, 
reliable convergence criterion depending on the RMS (root mean square) residual of 1.0×10-4 
was adopted for the termination of numerical calculations. To balance the bubble coalescence 
and breakage, dimensionless multiplying factors are selected for the mass transfer rates of 
breakage and coalescence; as FB = 0.25 and FC = 0.05 respectively. 
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Table 4.2 Inlet flow condition for TOPFLOW 

Figure 4.2 Inlet bubble size distribution for T107 and T118 flow conditions. 
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4.4 9	
7	

4.4.1 Consideration of collision frequency and coalescence 
efficiency 
Bubble coalescence rate is evaluated according to both the bubble collision frequency and 
bubble coalescence efficiency. In all the coalescence kernels, the bubble collision frequency 
is determined by the turbulent fluctuation and random collision. Figure 4.3 shows the bubble 
collision frequency for the collision of two identical size bubbles at the pipe centre and near 
the pipe wall evaluated according to the three different coalescence kernels. Here, values of 
the eddy dissipation rate at the pipe centre and near the pipe wall (i.e. first grid cell away 
from the wall) are extracted directly from the liquid phase turbulence model. As all 
coalescence kernels assume that bubble collision frequency is proportional to the collision 
cross-sectional area (i.e. piP ©  ©O), the bubble collision frequency increases with the 
bubble size.  
 
 Figure 4.3 Predicted frequency of collision for equal size bubbles at the centre of the pipe 
(ε=0.006829 m2/s3) and near the wall region (ε=0.186918 m2/s3). 
In comparison to the location near the pipe wall, it can be observed that all coalescence 
kernels predict higher coalescence efficiency at the pipe centre. This is caused by the 
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difference of the eddy dissipation rate at the two locations. In all of the selected coalescence 
kernels, the bubble collision frequency is related to the approach velocity based on the eddy 
with the same size of bubble which is also proportional to the eddy dissipation rate. Hence, 
according to the correlation of turbulent velocity ut, given by Rotta (1972): 
( )1/3 1/32 ltu dε= ; the bubble collision frequency increases with higher turbulence level near 
the pipe wall region. 
On the other hand, the figure also depicts why the predicted void fraction and bubble size 
distributions are considerably insensitive to the choice of the coalescence kernels for the 
selected flow conditions. As shown, the bubble collision frequency is correlated to two main 
factors: bubble size and eddy dissipation rate. The bubble collision frequency diminishes 
when the eddy dissipation rate becomes insignificant at the pipe centre. 
 
 Figure 4.4 Coalescence efficiency of equal size of bubbles for selected kernel combination at 
the centre of the pipe (ε=0.006829 m2/s3) and near the wall region (ε=0.186918 m2/s3) 
Albeit higher turbulence level near the pipe wall region, most bubbles at the region are small 
due to the lateral lift force acting on these bubbles. Hence, only small differences are found 
for the wall peaking of void fraction profiles among all the coalescence kernels. It should be 
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noted that the bubble collision frequency is derived by assuming that bubbles are spherical in 
shape and driven by turbulent fluctuation and random collision. Additional mechanisms for 
other bubble shape (i.e. cap or Talyor bubble) could become significant (Cheung et al. 2012, 
Lee et al. 2013) . However, the formulation of these mechanisms is still subjected to active 
research. 
Figure 4.4 shows the corresponding bubble coalescence efficiency for the collision of two 
identical size bubbles as shown in Figure 4.3. In general, all kernels show higher bubble 
coalescence efficiencies for small bubbles. This agrees well with the experimental 
observations of Doubliez (1991) and Duineveld (1995) that the coalescence mechanism 
favours more gentle collisions between small bubbles. Furthermore, all coalescence kernels 
predict higher coalescence efficiency at the pipe centre than the near pipe wall region. This is 
again due to the assumptions in deriving the coalescence kernels in relation to the eddy 
dissipation rate. Figure 4.5 demonstrates the effect of eddy dissipation rate on bubble contact 
time and relative characteristic velocity of eddy at two selected near wall locations. As 
previously discussed for the coalescence kernels by Coulaloglou and Tavlarides (1977) and 
Prince and Blanch (1990), the bubble coalescence efficiency is expressed as a function of the 
required coalescence time for film thinning and contact time between bubbles.   
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Figure 4.5 Effect of bubble diameter and turbulent eddy dissipation (ε) on bubble contact 
time and relative characteristic velocity of eddy at near wall region for L/D=1.7 and 39.9 
In other words, the contact time has to exceed the required coalescence time to promote the 
possibility of coalescence to proceed. Increasing the eddy dissipation rate reduces the bubble 
contact time which thereby results in lower bubble coalescence efficiency. On the other hand, 
the bubble coalescence efficiency for the coalescence kernel by Lehr et al (2002) is defined 
as a relationship between the characteristic velocity of eddies and the critical velocity. The 
higher eddy dissipation rate leads to higher characteristic velocity which also results in lower 
bubble coalescence efficiency.
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It is also worthwhile to note that the coalescence kernel by Coulaloglou and Tavlarides 
(1977) shows a steeper decreasing trend of the bubble coalescence efficiency from small to 
large bubbles. The coalescence kernel by Prince and Blanch (1990) exhibits however a more 
gradual decreasing trend. For the coalescence kernel by Lehr et al. (2002), as the bubble 
coalescence efficiency is determined when the approaching velocity is lower than the critical 
velocity, the bubble coalescence efficiency is equal to unity for small bubbles at the pipe 
centre. This is because the approaching velocity of small bubbles is less than the critical value 
(i.e. 0.08 m/s). The bubble coalescence efficiency then starts to decrease as the approaching 
velocities of larger bubbles exceed the critical value. At the pipe wall region, the approaching 
velocities of bubbles are well above the critical value because of the higher eddy dissipation 
rate. Therefore, the bubble coalescence efficiency remains almost constant for all bubble 
sizes. Meanwhile, the coalescence kernel by Coulaloglou and Tavlarides (1977) shows the 
highest bubble coalescence efficiency for small bubbles at the pipe wall region. This causes a 
higher coalescence rate for small bubbles near the wall which later leads to slightly better 
predictions in the void fraction profile and bubble size distribution in comparison to other 
coalescence kernels (see also in Figure 4.14 and Figure 4.9).  
4.4.2 Considerations of the breakage rate and daughter size 
distribution 
Figure 4.6 shows the birth rate of different size bubbles due to breakage at the pipe centre and 
near the pipe wall being evaluated according to the three different breakage kernels. It is 
noted that the birth rate is evaluated according to the local void fraction, bubble size 
distribution and turbulent dissipation rate (as stated in the figure caption). Since all breakage 
kernels assume that breakage only occurs with sufficient turbulent kinetic energy of the 
colliding eddy, the breakage rates at the pipe centre, where turbulent dissipation rate is at its 
lowest, vanish to values close to zero. Noticeable increase of the breakage rate for larger 
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bubbles can be observed for the breakage kernel by Martinez-Bazan (1999a, b). This can be 
explained because of the higher void fraction of larger bubbles at the location (see also in 
Figure 4.13). Nonetheless, the breakage rate is still considerably insignificant. Despite the 
near pipe wall region having a higher turbulent dissipation rate, the turbulent kinetic energy is 
still considerably low. Thus, the breakage rates for the breakage kernels by Luo and Svendsen 
(1996) and Martinez-Bazan (1999a, b) remain insignificant. 
 
 Figure 4.6 Breakage frequency of mother bubbles for selected kernel combination at centre 
of the pipe (ε=0.006829 m2/s3) and near the wall region (ε=0.186918 m2/s3). 
On the other hand, higher breakage rates are predicted by the breakage kernel by Wang et al. 
(2003) as compared to the other two breakage kernels. According to the formulation of the 
breakage kernel, the only difference between Wang et al. (2003) and Luo and Svendsen 
(1996) is the introduction of bubble breakage efficiency expressed in terms of the maximum 
and minimum breakup fraction (i.e. cwx and cw) which is resolved by the energy 
constraint and force constraint, respectively. The breakage efficiency acts like a multiplier in 
the model which magnifies the breakage rate 5 to 10 times higher than the breakage kernel by 
Luo and Svendsen (1996). For a special case (i.e. cwx	Ë	cw), the breakage rate can be 
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scaled up to 100 times. This explains the tendency of attaining a higher breakage rate which 
can lead to have more small bubbles and a wall peaking void fraction distribution in the 
present study.  
  
Figure 4.7 Daughter Size Distribution for selected kernel combination at centre of the pipe 
(ε=0.006829 m2/s3) and near the wall region (ε=0.186918 m2/s3). 
Figure 4.7 shows the daughter bubble size distribution at the pipe centre and near the pipe 
wall predicted by the three selected breakage kernels. As depicted, the breakage kernel by 
Luo and Svendsen (1996) exhibits a U-shape distribution where the minimum probability is 
located at equal size breakage and the maximum when daughter bubble size approach to 0 or 
1. The distribution becomes flatter near the pipe wall as the higher turbulent dissipation rate 
provides more energy for breakage to proceed. On the other hand, the breakage kernel by 
Wang et al. (2003) shows a M-shape daughter size distribution at both the pipe centre and 
near the pipe wall locations. The main difference is the breakage probability vanishes to 0 for 
small bubbles where the capillary pressure becomes extremely high when the radius of 
curvature tends to zero. Theoretically speaking, the U-shape distribution with maximum 
probability for low breakage fraction is unrealistic as the capillary pressure is very high for 
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small bubbles and it is unlikely to break these bubbles. On the contrary, the M-shape 
distribution appears to be more convincing. In general, both U-shape and M-shape 
distributions exhibit similar characteristics. Thus, for the present study, the higher breakage 
rate predicted by the breakage kernel by Wang et al. (2003) is mainly caused by the 
magnification of the bubble breakage efficiency. 
Nonetheless, the breakage kernel by Martinez-Bazan (1999a, b) adopts a Bell-shape 
distribution where equal size breakage has maximum probability and the minimum when 
daughter bubble size approaches to 0 or 1. This explains why bubbles sizes are substantially 
over-predicted for this particular bubble size distribution (see also in Figure 4.8). With the 
Bell-shape distribution, most bubbles undergo even size breakage. In other words, the 
resultant daughter bubbles are much larger than the other breakage kernels. Therefore, the 
predicted bubble sizes are larger, even though the predicted breakage rates are of similar 
order to the breakage kernel by Luo and Svendsen (1996). 
4.4.3 Effect on the evolution of bubble size distribution  
As most interfacial heat and mass transfer processes are closely related to the interfacial area 
concentration, it is crucial that the performance of kernels in capturing the evolution of 
bubble size distribution is thoroughly assessed. Figure 4.8 shows the comparison of the 
measured and predicted cross-sectional averaged bubble size distribution of the selected 
Kernels at the two axial locations. At the upstream location, the bimodal bubble size 
distribution has been reasonably captured by all Kernels expect Kernels 7. Interestingly, 
although different coalescence kernels are adopted in Kernels 4 and 6, the predicted upstream 
bubble size distributions (i.e. L/D=1.7) are practically identical where the absolute 
differences (i.e. maximum of 4%) are found to be indistinguishable such has been depicted in 
the figure.  
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 Figure 4.8 Comparison of predicted Bubble size distribution for selected kernel combination 
This also implies that the bubble interactions are mainly dominated by the breakage kernels. 
As a consequence, noticeable differences can be observed between the Kernels 1, 4 and 7. At 
the downstream location (i.e. L/D=39.9), the measured bubble size distribution has shown a 
clear transition from bimodal to single peak distribution due to the breakage of bubbles. The 
transition process and peak behaviour are reasonably captured by most Kernels. For Kernels 
7, the bubble size distribution is found to be substantially over-predicted. This could be 
caused by the assumption of the daughter size distribution based on the assumed Bell-shape 
distribution from Martinez-Bazan (1999a, b). It is also worthwhile noting that Kernels 4 and 
6 marginally over-predict the amount of small bubbles (i.e. 0- 3 mm bubbles) in comparison 
to Kernels 1 which further confirms that the breakage kernel by Wang et al. (2003) has a 
tendency to predict higher breakage rate than the breakage kernel by Luo and Svendsen 
(1996). Table 4.3 tabulates the measured and predicted average bubble diameter at the two 
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axial locations. The table shows that the Kernels 2 give marginally better prediction among 
all the other Kernels for the given flow conditions. Figure 4.9 shows the predicted bubble size 
distribution based on different coalescence kernels. Once again, the results show that 
breakage kernel is the dominant factor in determining the bubble size distribution. As a result, 
the difference in the predictions is not significant between Kernels 1, 2 and 3.  
TOPFLOW Experiment 
   T107 T118 
L/D=1.7 
Experiment (mm) [19.43] [21.96] 
Kernels 1 (mm) [16.01] [15.43] 
Kernels 2 (mm) [15.87] [15.31] 
Kernels 3 (mm) [15.89] [15.32] 
Kernels 4 (mm) [14.02] [13.53] 
Kernels 5 (mm) [13.94] [13.46] 
Kernels 6 (mm) [13.93] [13.45] 
Kernels 7 (mm) [18.71] [18.03] 
L/D=39.9 
Experiment (mm) [7.49] [7.50] 
Kernels 1 (mm) [6.19] [7.01] 
Kernels 2 (mm) [6.46] [7.18] 
Kernels 3 (mm) [5.77] [6.05] 
Kernels 4 (mm) [4.90] [5.43] 
Kernels 5 (mm) [4.96] [5.22] 
Kernels 6 (mm) [4.50] [4.51] 
Kernels 7 (mm) [24.56] [21.69] 

Table 4.3 Predicted bubble diameter at different axial location for different kernel 
combination 
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Figure 4.9 Comparison of predicted Bubble size distribution for selected kernel combination 
4.4.4  Comparison of interfacial area concentration and gas 
velocity 
Figure 4.10 depicts the comparison of the measured and predicted radial interfacial area 
concentration profiles at the two axial locations. Similar to the findings for the void fraction 
profiles, the radial interfacial area concentration profiles at both pipe centre and pipe wall 
region are over-predicted by the breakage kernel by Wang et al. (2003) (i.e. Kernels 4, 5 and 
6). Predictions made from the breakage kernels by Luo and Svensden (1996) and Martinez-
Bazan (1999a, b) have been found to be comparable to the experimental measured data. 
Figure 4.11 shows similar comparison for the measured and predicted gas velocity profiles at 
the two axial locations. All model predictions are in good agreement with the measurements. 
Differences among models are noticeable but insignificant.   
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Figure 4.10 Interfacial area concentration along the radial direction for L/D=1.7 and 39.9 
 
Figure 4.11 Air velocity along the radial direction for L/D=1.7 and 39.9 
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This suggests that the influence of different coalescence and breakage kernels has only a 
small effect on the interfacial momentum transfer, which could be caused by the high density 
ratio between gas and liquid phase. The momentum conservation is therefore dominated by 
the liquid phase. 
4.4.5 Lateral lift forces in relation to bubble size 
The coupling between the bubble size distribution and the radial void fraction profiles is 
closely related to the interfacial lift forces acting on the dispersed gas phase. It is evidenced 
in literature (Tomiyama et al. 2002, Bothe et al. 2006) that the direction of lateral lift force is 
sensitive to the bubble size. For a typical air-water system (i.e. at 25oC under 1 atm), the 
probable radial position of bubbles can be characterized as (i) bubbles less than about 4.5 mm 
flow preferentially in the near pipe wall region, (ii) bubbles ranging from 4.5 mm to 5.5 mm 
flow around the radius ratio of r/R=0.8 and (iii) bubbles larger than 5.5 mm tend to flow in 
the core region, i.e. r/R<0.7 (Tomiyama et al. 2002). In the present study, according to the 
correlation in equation (3.12), the lift coefficient, ÌÍ, varies from 0 to 0.288 for small bubbles 
which results in the migration towards the near pipe wall region. On the other hand, ÌÍ 
becomes negative for large bubbles thereby driving them towards the pipe centre.  
Figure 4.12 shows the radial profile of the lift coefficient evaluated according to equation 
(3.12) at the downstream location (L/D=39.9) based on the bubble size predicted by all 
Kernels. As illustrated, most of the bubbles across the radial direction for Kernels 1, 2, 3 and 
7 are subjected to a negative lift force. One the other hand, all bubbles for Kernels 4, 5 and 6, 
are driven by a positive lift force which pushes the bubbles near the pipe wall region. Small 
bubbles are accumulated causing a wall peaking behaviour resulting in an over-prediction of 
the gas void fractions near the pipe wall (see Figure 4.13 and Figure 4.14). Meanwhile, it 
further confirms that the breakage kernel by Wang et al. (2003) predicts a higher breakage 
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rate which leads to the formation of smaller bubbles resulting in a wall peaking void fraction 
profile due to a positive lift force. For Kernels 7, all bubbles are subjected to a negative lift 
force; the radial gas void fraction profiles are captured reasonably well albeit bubble sizes 
being over-predicted. 
 
 Figure 4.12 Comparison of lift coefficient 
4.4.6 Influence of kernels on the void fraction distribution 
Figure 4.13 shows the comparison of the measured and predicted radial gas void fraction 
distribution for four Kernels (1, 4, 6 and 7) under two different flow conditions. As depicted, 
predictions from the four Kernels exhibit very similar radial profiles at the upstream location 
close to the gas injection points (i.e. L/D=1.7). This is probably due to the short distance from 
the gas injection causing bubbles having limited time to interact; the coalescence and 
breakage processes are yet to be developed and exert significant influence to the two-phase 
flow structures. At downstream (i.e. L/D=39.9), noticeable differences can be seen for the 
void fraction profiles predicted by the four Kernels. Principally, the core peaking behaviour 
of the gas void fraction is successfully captured by Kernels 1 and 7.  
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Figure 4.13 Comparison of predicted gas volume fraction distribution for selected kernel 
combinations 
On the other hand, Kernels 4 and 6, which involves the use of the breakage kernel proposed 
by Wang et al. (2003), over-predict the gas void fraction near the wall region thereby 
showing a wall peaking behaviour. Through the consideration of the coalescence kernel by 
Prince and Blanch (1990), Kernels 1 and 4 clearly show that the breakage kernel by Wang et 
al. (2003) has a tendency to produce higher breakage rate than the breakage kernel by Luo 
and Svendsen (1996). As a result, smaller bubbles are estimated by the former kernel causing 
a positive lift coefficient which eventually leads to a wall peaking behaviour as shown in the 
figure. It is noted that the difference of predictions between Kernels 4 and 6 is insignificant. 
This demonstrates that coalescence kernels by Prince and Blanch (1990) and Lehr et al. 
(2002) yield quite similar predictions.  
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Figure 4.14 Comparison of predicted gas volume fraction distribution for selected kernel 
combinations 
Figure 4.14 shows a closer examination on the effect of different coalescence kernels. The 
effect of different coalescence kernels could also be examined by comparing the predictions 
of Kernels 1, 2 and 3 at the downstream location (i.e. L/D=39.9) as shown in Figure 4.13. 
Through the consideration of the breakage kernel by Luo and Svensden (1996), it can be seen 
that coalescence kernel by Lehr et al. (2002) has an attribute to marginally over-predict the 
gas void fraction near the wall region. As a result, the void fraction at the core is slightly 
under-estimated. Predictions of Kernels 1 and 2 show comparable radial profiles while 
Kernels 2 appears to capture the void fraction better at the pipe core. Generally speaking, the 
predictions through the consideration of coalescence kernels by Coulaloglou and Tavlarides 
(1977) and Prince and Blanch (1990) predict similar coalescence rates under the same flow 
condition. Owing to the higher breakage rate predicted by the breakage kernel by Wang et al. 
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(2003), the void fraction is over-predicted at the pipe wall region by Kernels 5. The radial 
void fraction profiles are captured marginally better by Kernels 7 such as evidenced by the 
steep decrease of the void fraction near the pipe wall.  
4.5 	

Subcooled boiling flow is a very efficient form of heat transfer, which cause this 
phenomenon for a wide application is heat exchanger systems. For the development of 
advanced cooling system or energy conversion process, availability of surface area and 
satisfactory level of wall temperature as well as controlled operation conditions of boiling 
region is wanted. Subcooled boiling flow can be described as a phase change process where 
the vapour forms as bubbles on the heated surface. The nucleation sites activation occurs on 
the heated wall when the surface temperature exceeds the saturation temperature of the liquid. 
Therefore, the bubble nucleation happens in those small cavities known as nucleation sites. 
Further away from the wall, the subcooled bulk liquid temperature stays below the saturation 
value. For the modelling of subcooled boiling flow, the consideration of heat transfer and 
wall heat flux partitioning is required along with two-phase flow and bubble mechanisms in 
the bulk flow needs to be implemented. There are many empirical correlations that already in 
application to ascertain the parameters, such as: active nucleation site density, bubble 
frequency and bubble departing diameter. To overcome the challenges that remain in 
determining these parameters accurately; more mechanistic approaches have been considered 
recently. A proposal by Xiao and Yu (2007) of fractal model for determining the active 
nucleation site density shows enormous potential to strengthen the wall heat flux partition 
model. Moreover, a force balance model for bubble departing diameter has shown to 
contribute to contribute significantly in successfully capturing the impact of bubble growth 
and detachment size on void fraction and heat transfer in bulk liquid flow. The details of the 
correlations and fractal characteristics of active nucleation site density can be found out from 
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Xiao and Yu (2007) and Yeoh et al. (2011). In addition, force balance model development for 
bubble lift-off and departure has been established in Yeoh et al. (2011). 
The MUltiple SIze Group (MUSIG) model has been adopted to solve the population balance 
equation in current subcooled boiling study. In previous studies, the widely adopted Prince 
and Blanch (1990) and Luo and Svendsen (1996) is applied to consider the coalescence and 
breakup phenomenon. Although wide range of assessment has been done for different mass 
and heat fluxes for subcooled boiling flow. But a lack of thorough understanding of bubble 
coalescence and breakup behaviour leads the present study to implement different available 
bubble mechanism models. Three different coalescence models are applied [Prince and 
blanch (1990), Coulaloglou and Tavlarides (1977) and lehr et al. (2002)] combined with two 
breakage models [Luo and Svendsen (1996) and Wang et al. (2003)].   
To validate the numerical results at low pressure, the measurement by Yun et al. (1997) and 
Lee et al. (2002) were used. The concentric annulus setup is consisted with an inner heating 
rod with 19mm of outer diameter. The heated test section is 1670 mm in length and the outer 
wall is 37.5 mm of inner diameter.  There were 15 bubble classes adopted for the disperse 
phase in the MUSIG model for boiling that has been implemented in the numerical 
framework. As the geometric shape of the test section is annular, therefore the domain was 
modelled as a quarter of the annular section. The numerical results for different coalescence 
and breakage models also compared with the test results from a vertical steam-water upward 
flow in annulus channel at elevated pressure (Ozar et al. 2013). The test section is consisted 
of 2845 mm of heated section and 1632 mm of unheated section.  
4.5.1 Results and Discussion 
The measured and predicted radial vapour void fraction profiles and sauter mean diameter are 
compared for the local case L1. The inlet pressure is 0.143 MP, inlet temperature is 96.90C, 
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subcooled temperature is 14.30C and the heat flux is 152.9 KW/m2. The measuring plane is at 
1610 mm downstream locatd at the beginning of the heated section. The predictions are 
plotted against the dimensionless parameter (r-Ri)/(Ro-Ri).  
 
Figure 4.15 Void fraction profile and Sauter mean diameter for different kernel combinations 
and experimental data by Yun et al. (1997) and Lee et al. (2002) 
This dimensionless parameter value is equal to 1, indicating the inner surface of the unheated 
wall. On the other hand, the value equals to zero presents the heated surface of the rod. For 
all the kernel combination, the vapour bubble void fraction had a peak at the heated surface 
and then gradually decreasing towards unheated section. Then the bubbles travels away from 
the heated wall, coalesce and form larger bubbles. Further away, the sauter mean diameter is 
decreasing due to the condensation in the bulk liquid. In Figure 4.15, for same breakage 
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model of Luo and Svendsen (1996) combined with different coalescence models, followed 
similar trend. Nevertheless, it clearly shows that the combination with the breakage kernel by 
Wang et al. (2003) predicts the sauter mean diameter continue to increase further in the bulk 
liquid. As observed from the Wang et al. (2003) breakage theory formulation, they have 
considered the fact that the small bubbles are unlikely to break due to the increased surface 
tension. According to this model, the breakup will only occur when the turbulent kinetic 
energy of a hitting eddy exceeds a critical value and additionally the inertial force of the eddy 
needs to be greater in value compared to the interfacial force of the smallest daughter bubble. 
This could be the reason that the breakage model by Wang et al. (2003) was less sensitive for 
the smaller bubbles and thereby the coalescence continues further in the bulk liquid.  
For the elevated pressure conditions, three different pressures of 2.19, 4.97 and 9.49 bar have 
been used for the kernel results validation. The details of the flow conditions can be obtained 
from the paper by Ozar et al. (2013). Figure 4.16, 4.17 and 4.18 demonstrate the void fraction 
profile and sauter mean diameter compared with experimental data for different pressure of 
2.19, 4.97 and 9.49 bar respectively. Similar to low pressure tests, the void fraction profile 
demonstrated a sharp peak near the heated wall region for the high pressure case as well; due 
to the fact that bubbles are generated from the heated wall. All the kernel combinations 
experiences similar results. Sauter mean diameter profiles showed higher prediction of larger 
bubbles near the unheated wall region for the kernel combinations with Wang et al. (2003). 
Nonetheless, as pressure further increased to 9.49 bar, Wang et al. (2003) combination had 
closer prediction to experimental data compared to other kernel combinations.  
 Figure 4.16 Void fraction profile and sauter mean diameter for different kernel combinations 
and experimental data by Ozar et al. (2013). [Pressure at 2.19 bar] 
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 Figure 4.17 Void fraction profile and sauter mean diameter for different kernel combinations 
and experimental data by Ozar et al. (2013). [Pressure at 4.97 bar]
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 Figure 4.18 Void fraction profile and sauter mean diameter for different kernel combinations 
and experimental data by Ozar et al. (2013). [Pressure at 9.49 bar] 
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4.6 	(("
The evolution of the bubble size distribution is an important consideration in gas-liquid flow 
especially in determining the appropriate mass, momentum and heat transfer between 
different phases. In order to adequately capture the distribution and to account its effect on 
the local hydrodynamics in vertical gas-liquid flow, which generally represents the dominant 
flow characteristic in a bubble column reactor, a numerical assessment has been performed 
on six widely adopted different bubble coalescence and bubble breakage kernels. Three 
different breakage kernels have been selected where each kernel considers a different shape 
of the daughter size distribution of the bubbles such as the U-shape proposed by Luo and 
Svendsen (1996), the Bell-shape proposed by Maritnez-Bazan et al. (1999a, b) and the M-
shape proposed by Wang et al. (2003). These are combined with different coalescence 
kernels by Coulaloglou and Tavlarides (1977), Prince and Blanch (1990) and Lehr et al. 
(2002). The bubble size distribution, void fraction, interfacial area concentration and gas 
velocity profiles are compared against the experimental data (Lucas et al. 2010). Numerical 
results reveal that the effect on the two-phase flow structure is mainly due to the application 
of the different breakage kernels; the model of Wang et al. (2003) has shown a tendency to 
predict higher breakage rate. Although similar breakage rates are given by Luo and Svendsen 
(1996) and Martinez-Bazan et al. (1999a, b), the Bell-shape daughter size distribution by 
Martinez-Bazan et al. (1999a, b), which favours equal breakage of bubbles, results in the 
over-prediction of larger bubbles. A more sophisticated model for handling bubble induced 
turbulence should nonetheless is needed to apply in future investigation of vertical gas-liquid 
flow. 
  
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This chapter includes the assessment of the prediction capability of different population 
balance models, namely: DQMOM, homogeneous MUSIG and ABND model. The closure 
term for coalescence and breakage of bubbles were also coupled through the PBM. The 
results are validated with data MTLOOP and TOPFLOW experiment.  At the beginning of 
this chapter, the moment sensitivity study has been carried out for DQMOM method. The 
detail analysis of this part is published in a journal [Deju et al. (2012) Study of Isothermal 
Vertical Bubbly Flow Using Direct Quadrature Method of Moments. The Journal of 
Computational Multiphase Flows]. Later, a comprehensive analysis has been done for 
population balance models. The outcome from this part is also published as journal articles 
[Deju et al. (2013), Capturing coalescence and break-up processes in vertical gas–liquid 
flows: Assessment of population balance methods.  Applied Mathematical Modelling and 
Cheung et al. (2013), Modeling of bubble size distribution in isothermal gas–liquid flows: 
Numerical assessment of population balance approaches. Nuclear Engineering and Design]. 
5.1 '
	

Two-phase gas-liquid flows exist in many industries: chemical, nuclear, civil, mineral, 
pharmaceutical, energy, metallurgy and food. Due to the complexity in two-phase flow 
structures that are usually found in these industrial systems and since such flow structures can 
evolve dynamically and transit to different flow regions, the comprehensive perceptive of 
bubble size or interfacial area and its dispersion behaviour is of principal importance. 
Relevant experimental observations have revealed clear tendencies of the bubbles within the 
bulk liquid flow to undergo significant coalescence and break-up as well as deformation, 
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evaporation and condensation within the particular system of interest subject to local flow 
conditions and heat and mass transfer processes. Particularly for gas-liquid bubbly flow, the 
bubble size spectrum shows a single-modal distribution due to moderate bubble coalescence 
and break-up. While the gas volume fraction and bubble number density increases, the bubble 
size distribution slowly converts into double-peaked or bi-modal, that happens by bubble 
interactions. The complicacy is further added by the presence of lateral forces acting on the 
bubbles causes the changes of the bubble size distribution (Tomiyama 2004, Bothe et al. 
2006, Lucas et al. 2007). The lateral lift force significantly affects the bubble size distribution 
and it is perpendicular to the direction of main flow in a vertical channel. Small bubbles are 
generally flow along the pipe wall driven by positive lift forces. The larger bubbles get 
separated from the smaller bubbles and migrate towards the centre of the pipe, eventually 
turns into cap or Taylor bubbles due to additional coalescence. 
From a modelling perspective, enormous challenges remain in fully resolving the many 
associated interfacial effects occurring between different phases subject to turbulence in gas–
liquid bubbly flow. In order to aptly account for the coalescence and break-up related 
phenomena, population balance equations (PBE) have been solved along with the continuity 
and momentum equations within the two-fluid modelling framework. Many different 
methods exist for solving PBE and a lucid description of the mathematical and numerical 
issues involved can be readily found in (Taitel et al. 1980b). One population balance 
approach based on the class method (CM) is widely adopted, in which the internal coordinate 
(e.g. particle length or volume) is discretised into a finite series of bins. Applications of CM 
for bubbly flow simulations in the form of the MUSIG model have appeared in (Olmos et al. 
2001, Pohorecki et al. 2001, Frank et al. 2004, Yeoh and Tu 2005, Cheung et al. 2007b). 
Basically, the population changes of each class and the overall particle (bubble) size 
distribution evolution are explicitly resolved as source terms within the transport equations by 
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modelling the fundamental mechanisms of bubble coalescence and break-up. Discretized 
equations for population balance are designed to predict the desired quantities accurately 
through the simple idea that the representation of coalescence and break-up of bubbles would 
ensure exact preservation of the changes in the quantities of interest.  
Ever since the introduction of homogeneous MUSIG model into commercially available CFD 
package (Lo 1996), it has been frequently employed to predict the non-uniform bubble size 
distribution in a gas-liquid flow by solving a range of bubble classes. The term homogeneous 
refers to the assumption that all bubbles flow with a common gas velocity. Although 
encouraging results have been reported (Cheung et al. 2007b, a, 2008), the computational 
resources for solving large number of transport equations could become excessive in the case 
of gas-liquid flow in a large pipe where bubbles of large diameter are present. A simpler 
population balance approach, namely the ABND model, has been alternatively adopted to 
circumvent the problem (Cheung et al. 2007b, a, Duan et al. 2011). Assessment on the ABND 
model by Duan et al. (2011) has been performed by comparing the model predictions against 
the inhomogeneous MUSIG model and experimental data. The term inhomogeneous refers to 
the assumption where different grouping of bubbles flow at different gas velocities. 
Encouraging results from the ABND model evidently demonstrated the capability of the 
model to a certain degree in capturing the required dynamical changes of bubble size 
distribution via coalescence and break-up. Nevertheless, when the model was compared 
against the inhomogeneous MUSIG model, the ABND model provided inferior predictions of 
the Sauter mean bubble diameter due to the representation of the bubble size with a single 
average bubble number density quantity. Owing to the difficulties associated with CM and 
ABND model, DQMOM is proposed and applied instead in this present study. DQMOM 
(Marchisio and Fox 2005) represents one of the most efficient methods developed quite 
recently, inspired by the quadrature method of moments (QMOM) (McGraw 1997). The main 
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advantage of DQMOM is its numerical economy that condenses the problem substantially by 
only tracking the evolution of a small number of moments (usually 4-6). It requires the use of 
a limited number of scalars which keeps the problem tractable when applied to complicated 
multiphase flows and it does not, in general, depend on the width of the particle (bubble) size 
distribution. Thus, DQMOM offers a powerful approach in describing gas-liquid flow 
undergoing complex coalescence and break-up processes. 
The objectives are twofold: (i) to present a comprehensive model validation study of 
assessing DQMOM in simulating gas-liquid flow with strong bubble interactions and wider 
range of bubble sizes and (ii) to verify the comparative advantages and capabilities of 
population balance methods comparing DQMOM, ABND and homogeneous MUSIG models 
under the identical gas-liquid flow conditions in two-fluid modelling structure. Specific 
attention is directed towards evaluating the performance of DQMOM, ABND model and 
homogeneous MUSIG model in apprehending the shift from wall peak to core peak radial 
void fraction distribution especially in large pipe flow, interrelated to the dominance of lift 
forces acting on the different (small and large) sized bubbles. Numerical results are validated 
against gas-liquid flow experimental data in medium and large sized vertical pipes measured 
in the Helmholtz Zentrum Dresden-Rossendrof (HZDR) facility (Lucas et al. 2005, Lucas et 
al. 2010). 
5.2 56(
7
In order to examine the performance of the coalescence and breakage kernels as well as the 
population  balance methods, predictions from the two-fluid model are compared and 
assessed against the – MTLOOP (Lucas et al. 2005) and TOPFLOW (Lucas et al. 2010) 
experiments – that have been carried out in the Helmholtz-Zentrum Dresden-Rossendrof 
(HZDR) facility. The TOPFLOW experimental details are provided in chapter 4 and 
MTLOOP experimental details are briefly described below. One interesting feature between 
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these two experiments is that, these experiments offered different bubble coalescence and 
break-up dominancy, even under the same flow condition. Although the gas injection 
methods were different, it provides the basis to assess predictions of the coalescence and 
break-up characteristics via different population balance models. To validate the simulated 
results two flow conditions were selected. Table 5.1 summarizes the details of the flow 
conditions for 107 and 118 for MTLOOP and TOPFLOW experiments namely: M107, M118, 
T107 and T118. 
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Table 5.1 Flow conditions 
The two-phase flow experimental measurement were carried out in a vertical cylindrical pipe 
of medium size; with the height of 3500 mm and internal diameter of 51.2 mm. Figure 5.1 
illustrates the schematic representations of MTLOOP experiment. Water was circulated with 
a constant temperature of 30ºC from the bottom of the pipe. There was an injection device for 
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the air injection, consisted of 19 capillaries with internal diameter of 0.8 mm - equally 
distributed on cross section of the pipe. 
 
Figure 5.1 Schematic drawing of the test section of MTLOOP experiment 
An electrode wire-mesh sensor was placed to measure the local gas void fraction and bubble 
size distribution. The sensor was placed over the injection device to a certain distance. The 
distance can be varied from 30 mm to 3030 mm ;corresponds to dimensionless axial location 
Z/D = 0.6-60. The flow rates of gas and liquid were controlled closely by means of the 
compressed air circulated by pump at the inlet. The maximum superficial gas and liquid 
velocities are, jg = 14 m/s and jf = 4 m/s respectively. 
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5.3 8	(7
Numerical calculations were accomplished by the use of the commercial computational fluid 
dynamics code ANSYS-CFX11. The suitable source and sink terms representing the 
coalescence and break-up rate of bubble were implemented by means of the CFX Command 
Language (CCL). For DQMOM, transport equations governing weights and abscissas were 
solved of which the evaluation of the source terms ai in equation (3.22) and bi in equation 
(3.23) has been achieved through the use of a user subroutine incorporated within the CFX 
computer code. The computational geometry was simplified to a 60o radial sector of the pipe 
to reduce the computational time and resource. Symmetry boundary conditions were enforced 
at both vertical sides of the computational domain.  
 
Figure 5.2 Inlet bubble size distribution for M107, M118, T107 and T118. 
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Four sets of experiment data under two different flow conditions – denoted as case M107, 
M118, T107 and T118 – were selected from both experiments. A uniform gas void fraction 
was stipulated as inlet boundary condition for MTLOOP experiment. On the contrary, the 
wall injection method in TOPFLOW experiment was represented by placing12 equally 
spaced point sources for the gas phase at the circumference of the 60o radial segment. Each 
point source was assumed to have identical gas injection rate. The mesh sensitivity study for 
the TOPFLOW experimental flow conditions, revealed that even finer computational meshes 
(96,000 elements) did not provide appreciably different results (only 3% of difference) 
compared to meshes consisting of 48,000 elements.  
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Table 5.2 Bubble diameter prediction at different axial location by DQMOM model 
Thereby, following the grid independent solution, computational meshes of 48,000 elements 
has been used in this study and convergence criterion of #SR m #RLP residual was applied 
based on the RMS (root mean square) for the termination of numerical calculations.  
5.4 9	
7	

5.4.1 Moment sensitivity study 
The effect of number of moments on the volume equivalent mean bubble diameter for the 
experimental MTLOOP case (M107, M118) and TOPFLOW case (T107, T118) is depicted in 
Table 5.2. A sensitivity study on the use of 4, 6 and 8 moments for DQMOM was carried out. 
Comparisons of DQMOM predictions were also made against those of ABND and 
homogeneous MUSIG models. Predictions of the mean bubble diameter by the homogeneous 
MUSIG model have been achieved via 24 bubble classes. Two individual set of experiments 
that have been carried out in the Forschungszentrum Dresden-Rossendorf FZD facility have 
been considered for the validation of the simulated results. The experiments are – MTLOOP 
(Lucas et al. 2005) and TOPFLOW (Lucas et al. 2010).  
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Table 5.3 Computational time taken by DQMOM model for selected flow conditions 
The computational time numerical calculation with different number of moments for 
MTLOOP and TOPFLOW experimental setup is depicted in Table 5.3. 
  
  
Figure 5.3 Comparison of the predicted radial gas volume fraction distributions of the 
DQMOM model with the MTLOOP measurements. 
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In general, it has been observed that DQMOM model was efficient in capturing the transition 
from ‘wall peak’ to ‘core peak’ phenomenon of the gas volume fraction distribution 
(Serizawa and Kataoka 1988). While approaching the wall (Figure 5.3), as the breakage 
phenomena dominates over coalescence, the bubble size decreases and thus creating the 
radial bubble segregation. In the contrary, while approaching to the center of the bubble 
column, coalescence dominates due to high volume fraction of gas and therefore bubble size 
increases.   
  
   
Figure 5.4 Comparison of predicted bubble size distribution of the DQMOM model with the 
MTLOOP experimental data. 
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As illustrated in Figure 5.3, predicted gas volume fraction profile through axial direction is 
also in good agreement with measurement. Table 5.2 gives the value of bubble diameter 
prediction with the corresponding moments. In the present study and for the given geometry 
the number of moments was limited to 8 as shown in the table. By comparison with the 
experimental data with the DQMOM method, it does not appear that increasing the number 
of moments further increases significantly the agreement and seems to be within acceptable 
range. Additionally, as can be seen from Table 5.3, increasing the number of moments to 8 
the calculation becomes computationally expensive when compared to the much faster 
DQMOM method with 4 or 6 moments. As shown in Figure 5.4, the bubble size distribution 
has considerably widened due to the bubbles merging procedure.  The bubble size range has 
reached almost double of its initial size range especially for case M118. The clearly 
demonstrate that the evolution of bubble size distribution was dominated by bubble 
coalescence. At different stipulated flow conditions, the predictive capability for DQMOM 
method for 4, 6 and 8 moments has been demonstrated and it revealed that the results were 
comparable reasonably well with the experimental data. It has been found that 4 and 6 
moments give quite better results throughout the comparisons with experimental data under 
the conditions studied in the present work. Using more than 6 moments (i.e. 8 moments) 
gives also good results but the computational efforts gradually becomes excessive. 
  
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A void fraction distribution comparison between DQMOM and experiential data based on 
TOPFLOW experiment is presented in Figure 5.5. Due to the fact that bubbles were injected 
from the circumference of the pipe through the gas injection orifices, high concentration of 
bubbles were produced near the wall. Therefore, ‘wall peak’ void fraction distribution was 
found close to the inlet of the pipe. In general, prediction from the DQMOM model was 
reasonably well agreed with the measurement for different number of moments (4-8 
moments).  
  
  
Figure 5.5 Comparison of the predicted radial gas volume fraction distributions of the 
DQMOM model with the TOPFLOW measurements. 
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From Figure 5.6, axial void fraction profile also in reasonable good agreement with 
experimental data. Due to the pressure drop along the axial distance the void fraction shows 
an increment along the length. As stated earlier, the gas injection orifices located on the 
circumference, closely crowded group of bubbles were formed and then merged with each 
other generating larger bubbles. The quick coalescence of bubbles exposes a double-peaked 
bubble size distribution with a wide range of bubble size distribution. As demonstrated in 
Figure 5.7, the double-peaked distribution of bubbles slowly disintegrates to single-peaked 
distribution near the outlet of the pipe.  
  
  
 
Figure 5.6 Comparison of the predicted cross-sectional averaged gas volume fraction profiles 
with both MTLOOP and TOPFLOW measurements along axial direction. 
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Figure 5.7 Comparison of predicted bubble size distribution of the DQMOM model with 
TOPFLOW experimental data. 
Therefore, bubble breakage mechanism was identified as dominant mechanism in the gas-
liquid flow for TOPFLOW experiment. The performance of the DQMOM model has been 
tested with four, six and eight moments. Considering the increase in computational time with 
an increasing number of moments, six moments appears to be a decent choice for moment 
independent result.  
  
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Table 5.4 Measured and predicted mean bubble diameter prediction at different axial 
locations 
5.4.2 Comparison of MUSIG, DQMOM and ABND results 
against MTLOOP data 
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Figure 5.8 illustrates the cross-sectional bubble size distributions at three different axial 
measuring stations of Z/D = 4.5, 29.9 and 59.2 for experimental cases M107 and M118. 
Close to the gas injection capillaries, initial bubble size distributions were concentrated 
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within a range of bubble diameters between 4 mm to 7 mm for M107 and between 5 mm to 9 
mm for M118. For the two-phase gas-liquid flows at the axial location of Z/D = 59.2, the 
bubble size distributions for both experimental cases can be seen to encompass bubble 
diameters up to 14 mm for M107 and 30 mm for M118.  
 
Figure 5.8 Comparison of predicted bubble size distribution by DQMOM (6 Moments) and 
MUSIG model and measured MTLOOP experimental cases M107 and M118 at 
three axial locations. 
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This clearly attested the dominance of bubble coalescence prevailing within the gas-liquid 
flows. Comparing the axial predictions of the numerical results, the predicted profiles of the 
bubble size distribution by DQMOM were shown to be rather comparable to those of the 
homogeneous MUSIG model. Nevertheless, DQMOM appeared to perform marginally better 
at the downstream axial locations of Z/D = 29.9 and 59.2 especially with large bubble 
diameters being predicted above the bubble diameter of 4 mm and the absence of any break-
up of bubbles below this bubble size. As can be observed from Figures 5.8(b, c, d, f), the 
homogeneous MUSIG model yielded significant bubble size distributions for small bubble 
diameters at these axial locations, which clearly indicated the presence of bubble break-up. 
The measured mean bubble diameter at different axial location is tabulated in Table 5.4 and 
compared against experimental data. 
  
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Figure 5.9 shows the radial void fraction profiles measured at Z/D = 4.5 and 59.2 for 
experimental cases M107 and M118. Various phase distribution patterns were observed in the 
two experimental cases. According to Serizawa and Kataoka (1988), the phase distribution 
patterns could be subdivided into basic patterns such as wall peak, intermediate peak, core 
peak, and transition. Wall peak is characterized by a sharp peak with relatively high void 
fraction near the pipe wall and very low void fraction around the pipe center.  


Figure 5.9 Comparison of predicted radial radial gas void fraction distributions by 
DQMOM (6 Moments), MUSIG model and ABND model against MTLOOP measurements. 
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Figure 5.10  Comparison of predicted axial gas void fraction distributions by DQMOM (6 
Moments), MUSIG model and ABND model against MTLOOP measur
Non drag interfacial forces namely lift, turbulent dispersion and wall forc
impact on the lateral motion of bubbles 
observation it has been revealed that bubbles with diameter less than 5.8 mm have the 
tendency to travel to the near wall region due to the positive lift force, while larger bubbles 
moves towards the centre of the pipe 
and ABND model predictions exhibit some discrepancies compared to the measurements and 
failed to capture the core peaking characteristic near the outlet. This is due to the fact that 
MUSIG and ABND model under predicted the mean bubble diameter (i.e. below 5.8 mm). 
Which cause an inappropriate representation of lift force pushing bubbles away from the 
center of the pipe. Meanwhile, DQMOM model gave a larger bubble prediction (above 5.8 
mm); leading to a more realistic characterization of lift force direction and captured the core 
ear the pipe wall and 
ements.
(Tomiyama 1998). Based on experimental 
(Lucas et al. 2007). As shown in Figure 5
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peaking void fraction profile near the outlet. In general, DQMOM appeared to give 
marginally better predictions especially at the well-developed core peaking characteristics at 
z/D = 59.2 in both experimental cases of M107 and M118. However, the under prediction of 
the void fraction by the different population balance approaches at the pipe center at this axial 
location could be caused by the deficiency of the turbulence model in properly capturing the 
bubble-induced turbulence generated by the interaction of bubbles. 
Figure 5.10 shows the axial void fraction profiles for experimental cases M107 and M118. As 
can be seen from the figure that though DQMOM predictions were marginally under 
predicted they still showed similar trends with the measured data as well as those of the 
ABND and homogeneous MUSIG models, confirming the feasible application of DQMOM 
for predicting two-phase gas-liquid flows.    

Figure 5.11 Comparison of predicted axial development of size fractions of different 
bubble size classes for DQMOM against MTLOOP measurements. 
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Figure 5.11 depicts the predicted axial evolution of the size fractions of 6 bubbles size classes 
for DQMOM. For the experimental cases M107 and M118, it has been revealed that the 
increasing trend of bubble size classes 5 and 6 along the height of the vertical pipe signified 
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the generation of larger bubbles – the dominant effect of bubble coalescence. At the same 
time, the decreasing trend of bubble size class 3 along the height of the vertical pipe further 
confirmed the coalescence of small bubbles to large bubbles as the two-phase gas-liquid 
flows developed along the pipe.     
5.4.3 Comparison of MUSIG, DQMOM and ABND results 
against TOPFLOW data 
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Figure 5.12 illustrates the cross-sectional averaged bubble size distributions at three different 
axial measuring stations of Z/D = 1.7, 22.6 and 39.9 for experimental cases T107 and T118. 
In general, predictions from the DQMOM agreed rather well with the experimentally 
measured bubble size distributions at these three axial locations. In both cases, a bi-modal 
distribution was found in the surrounding area of the injection unit at Z/D = 1.7 which 
eventually transited to single-modal distributions at downstream axial locations of Z/D = 22.6 
and 39.9. Although only 6 moments were used, the evolution of the bubble size distributions 
via DQMOM was comparable to those of the experimentally measured distributions at these 
three respective axial locations. Similar to the MTLOOP experimental cases, the 
homogeneous MUSIG model has again shown the tendency of yielding significant bubble 
size distributions for small bubble diameters, particularly near the injection unit at Z/D = 1.7. 
Further downstream, the predicted bubble size distributions by the homogeneous MUSIG 
model were nonetheless found to correspond closely to the DQMOM as well as the 
experimentally measured distributions. 
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Figure 5.12 Comparison of predicted bubble size distribution by DQMOM (6 Moments), 
MUSIG and TOPFLOW experimental cases T107 and T118 at three axial locations. 
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Figure 5.13 shows the radial void fraction profiles at Z/D = 1.7 and 39.9 for experimental 
cases T107 and T118, which better illustrated the pronounced transition from wall-peak to 
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core-peak gas void fraction profiles. Unlike the flow behaviour in MTLOOP, bubbles were 
injected from the gas injection orifices placed on the boundary of the pipe for TOPFLOW. 
High concentration of bubbles was subsequently formed within the pipe wall region that 
resulted in the wall peak void fraction distributions close to the inlet of the pipe. In general, 
predictions from DQMOM were found to be in reasonable agreement with the measured 
profiles at Z/D = 1.7 but becoming closer to the measured profiles at Z/D = 39.9.  


Figure 5.13 Comparison of predicted radial gas void fraction distributions by DQMOM (6 
Moments), MUSIG model and ABND model against TOPFLOW measurements. 
The reverse predictive trend was however exemplified for the homogeneous MUSIG model. 
Interestingly, ABND model predictions were very comparable to those of the measured 
profiles at the two axial locations. 
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Nevertheless, possible discrepancies of the application of the different population balance 
approaches within the two-fluid model framework to the particular two-phase gas-liquid 
flows can be duly explained in the following outstanding modelling issues: (i) the inadequacy 
of the interfacial force models to handle swarm of bubbles of which correlations of isolated 
bubbles are normally applied in the absence of any consideration of interfacial momentum 
transfer due to neighbouring bubbles, (ii) the need to account for bubble-induced turbulence 
generated by swarm of bubbles and (iii) the formulation of additional bubble mechanisms 
beyond those of existing kernels for spherical bubbles that represent the coalescence only due 
to random collision and break-up due to turbulent impact.  

Figure 5.14 Comparison of predicted axial gas void fraction distributions by DQMOM (6 
Moments), MUSIG model and ABND model against TOPFLOW measurements 
Figure 5.14 shows the axial void fraction profiles for experimental cases T107 and T118. As 
shown, the predicted void fraction profiles for DQMOM and ABND were found to be in 
satisfactory agreement with the measurement. Nonetheless, predictions from the MUSIG 
model were considerably over-predicted. Such errors could be caused by the over-predicted 
interfacial area concentration near the outlet of the pipe (see Figure 5.16), this could 
introduces errors into the interfacial momentum transfer terms and under estimated the static 
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pressure drop along the pipe. Void fraction profile was then over-predicted due to errors in 
estimating gas phase density which is derived from static pressure using idea gas law.  
, $ # # 	
Figure 5.15 depicts the predicted axial evolution of the size fractions of 6 bubbles size classes 
for DQMOM. For the experimental cases T107 and T118, the increasing trend of bubble size 
classes 1 and 2 along the height of the vertical pipe clearly signified the generation of smaller 
bubbles – the dominant effect of bubble break-up. At the same time, the decreasing trend of 
bubble size classes 4, 5 and 6 along the height of the vertical pipe further confirmed the 
occurrence of the break-up of large bubbles to small bubbles as the two-phase gas-liquid 
flows developed along the pipe.  

Figure 5.15 Comparison of predicted axial development of size fractions of different bubble 
size classes for DQMOM against TOPFLOW measurements 
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

Figure 5.16 Comparison of predicted radial interfacial area concentration (IAC) distributions 
by DQMOM (6 Moments), MUSIG model and ABND model against TOPFLOW 
measurements. 
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The measured and predicted IAC profiles for the respective two axial locations of Z/D = 1.7 
and 39.9 are shown in Figure 5.16. Predicted IAC radial profiles via the three population 
balance approaches have been found to be in accordance with the measured profiles at these 
two axial locations for experimental cases T107 and T118. Nevertheless, the homogeneous 
MUSIG model attributed higher IAC by considerable margin close to the vicinity of the wall 
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at Z/D = 39.9, which was particularly exacerbated by the presence of the sudden peaking of 
the void fraction predicted near the wall (see Figure 5.13). This subsequently resulted in 
significant lower prediction of the interfacial gas velocities for two experimental cases at this 
location, which is exemplified in Figure 5.17.  

Figure 5.17 Comparison of predicted radial interfacial gas velocity distributions by DQMOM 
(6 Moments), MUSIG model and ABND model against MTLOOP measurements. 
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In order to gain some insight into the bubble behaviour of coalescence and break-up kernels 
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Figure 5.18a), the source terms become positive near the pipe inlet while negative source 
terms were found for large bubbles (see Figure 5.18b). This is due to the fact that large 
bubbles were injected from the pipe side and sequentially breaking up into small bubbles. 
This also exemplified the effect of kernels in capturing the revolution of bubble size caused 
by the local flow structure.  


Figure 5.18 Source term evolution by DQMOM (6 Moments) and MUSIG models against 
TOPFLOW measurements. 
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From mathematical perspective, although different numerical methods were adopted for 
solving the PBE, the birth and death rate of selected classes in MUSIG model and DQMOM 
exhibited similar trend along the axial direction. This suggests that mechanistic source terms 
on the right hand side of the PBE plays a significant role to characterize the bubble size 
evolution. In another word, in comparison to the solution method, bubble coalescence and 
break-up kernels are the dominant factor for the population balance of bubbles.  
On the other hand, in term of numerical efficiency, it is worth noting that another set of 
transferred source terms were adopted to govern the evolution of weighted abscissas in 
DQMOM model. As demonstrated in Figure 5.12, these source terms provide additional 
flexibility for DQMOM to broaden its abscissas; capturing the evolution of bubble size 
distribution throughout the pipe yet retaining a more efficient computational procedure in 
comparison to MUSIG.   
  
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Homogeneous MUSIG which was first introduced by Lo (1996), represents the most 
commonly used technique for solving PBE. According to this approach, the disperse phase is 
divided into M bubble size groups of size fractions of fi. To describe the mass conservation of 
size fractions the population balance method is applied and inter-fraction mass transfer results 
from bubble coalescence and breakage. Figure 5.19 graphically illustrates the difference 
between inhomogeneous and homogeneous MUSIG model. The Homogeneous model 
assumes that all the bubble size groups are travelling with the same velocity field. On the 
other hand, the Inhomogeneous MUSIG model divides the gaseous phase into N number of 
velocity groups (or phases) and characterized by its own velocity field (Shi et al. 2004, 
Krepper et al. 2008).   
 
Figure 5.19 Graphical illustration of Homogeneous and Inhomogeneous MUSIG model. 
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Each velocity group is further divided into a number of sub-size fractions in terms of bubble 
diameter range and PBM is applied to the sub size groups considering bubble coalescence 
and breakage. Therefore, conservation of mass is ensured between the size fractions of 
dispersed phase across different velocity field (Cheung et al. 2008).  
 
Figure 5.20 Lateral migration of bubbles resulting in regime transition (bubbly to slug flow). 
[Adopted from Krepper et al. (2008)] 
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The flow development along a vertical pipe largely depend on the bubble forces; finally 
results in bubble coalescence, breakage and radial separation of large and  small bubbles. For 
co-current upward pipe flow, the positive lift coefficient follows the direction of decreasing 
liquid velocity towards pipe wall. The lift coefficient changes its sign at a bubble diameter of 
5.8 mm. The bubbles larger than this size accumulate in the core region. In the presence of 
low superficial gas velocity, smaller bubbles prevail in the flow and move towards the wall. 
On the other hand, the presence of higher superficial gas velocity causes the bubble 
distribution shifting towards larger bubbles, thereby flowing in the core region.  
Further increment of gas superficial velocity would result in more amount of larger bubble 
generation. Moreover, the turbulent energy dissipation rate is also lower at the centre of the 
pipe. This will lead the bubbles to grow more and more while coalescence of bubble will 
continue in that region. Finally the flow transition will occur from bubbly to slug flow. The 
lateral migration of bubbles from wall to core region is shown graphically in Figure 5.20. 
In this study, the Inhomogeneous MUSIG approach has been applied to obtain a deeper 
understanding of the flow structure in the bubble column reactor that helps to describe the 
breakup and coalescence of bubbles and the evolution of bubble size distribution to better 
understand the regime transition. Two breakage kernels were chosen; the widely adopted 
breakage kernel by Luo and Svendsen (1996) along with more recent one by Wang et al. 
(2003). On the other hand, the coalescence kernel by Prince and Blanch (1990) was applied. 
The kernel combinations are referred as 1 and 2 from hereafter, and Table 5.5 tabulates the 
combinations considering coalescence and breakage kernel. The results from Homogeneous 
and Inhomogeneous MUSIG models were compared against the experimental data from the 
TOPFLOW test facility at HZDR (Lucas et al. 2010). Furthermore, the performance of 
different breakage and coalescence kernels and its coupling effects with multiple velocity 
fields were also assessed. 
120 
 
Kernel 
Combination Coalescence Model Breakage Model 
1 Prince and Blanch (1990) Luo and Svendsen (1996) 
2 Prince and Blanch (1990) Wang et al. (2003) 
 
Table 5.5 Coalescence and breakage model Combinations. 
 
5.5.1 Results and Discussion 
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Figure 5.21 shows the comparison of measured and predicted radial gas void fraction 
distribution for different population balance method considering the kernel combination 1. 
The Inhomogeneous MUSIG predictions are compared with the Homogeneous MUSIG as 
well as with the experimental data. For Inhomogeneous MUSIG model, bubble size range 
boundaries are selected based on the lift coefficient dependent on the bubble size. As found in 
literature (Tomiyama, 1998), lift force has a vital impact on the lateral movement of bubbles. 
Moreover experimental observation reveals that bubbles of less than 5.8 mm diameter have a 
tendency to travel to the near wall region due to positive lift force.  
 
Figure 5.21 Void fraction distribution along radial distance for kernel combination 1(flow 
condition T107). 
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On the other hand larger bubbles move towards the center of the pipe due to negative lift 
force. Based on the dependency on bubble sizes, the disperse gas phase has been divided into 
two bubble size classes. The first dispersed phase had 2 sub-size classes and the second 
disperse phase consisted of 13 sub-size classes; all the classes have equal size step of 3 mm. 
 
Figure 5.22 Void fraction distribution along radial distance for kernel combination 2 (flow 
condition T107). 
 
Figure 5.23 Void fraction distribution along radial distance for kernel combination 1 (flow 
condition T118). 
For both kernel combination, the disperse phase with smaller bubbles group showed a wall 
peak and the group containing larger bubbles (> 6mm) found to have a core peak (see Figure 
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5.21 and 5.22). Moreover, the comparison for total gas fraction profiles demonstrates that 
Inhomogeneous MUSIG gives better predictions compared to the Homogeneous one. For 
flow condition T118, similar tendency has been observed for void fraction prediction. (see 
Figure 5.23 and 5.24). 
 
Figure 5.24 Void fraction distribution along radial distance for kernel combination 2 (flow 
condition T118). 
Especially for kernel combination 2, the Inhomogeneous MUSIG gives noticeable 
improvement in the core peak prediction near the outlet of the pipe; whereas Homogeneous 
MUSIG predicted a large wall peak (Figure 5.22).  
, , !  	3	

Figure 5.25 and 5.26 illustrate the cross sectional bubble size distribution at two different 
axial location of Z/D= 1.7 and 39.9 for experimental case T107 and T118. In general, both 
Homogeneous and Inhomogeneous MISIG gave similar prediction. Bi-modal distribution was 
captured near the vicinity of the injection unit and predictions from the model were compared 
well with experimental data. This bi-modal distribution eventually transformed into single-
modal distribution at the downstream axial location Z/D=39.9.  
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Figure 5.25 Bubble size distribution for kernel combination 1 & 2( T107). 
Nonetheless, Inhomogeneous MUSIG model predicted slightly higher fraction of larger 
bubbles at the downstream (Z/D=39.9). Possibility of this discrepancy could be resulted from 
the division of dispersed phase only into two groups. Further classification of larger bubbles 
into more groups travelling in different velocity field might improve the prediction. 
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Figure 5.26 Bubble size distribution for kernel combination 1 and 2 (T118). 
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Figure 5.27 depicts the comparison of the measured and predicted radial interfacial area 
concentration profiles for T107 at the two axial locations for kernel combination 1 and 2. 
Similar to the findings for the void fraction profiles, the radial interfacial area concentration 
profiles at the pipe wall region are over-predicted by the breakage kernel by Wang et al. 
(2003) (i.e. Kernel combination 2). But Predictions made from the Inhomogeneous model 
found to comparable well to the experimental measured data for both kernel combinations.  
Figure 5.28 shows similar comparison for the measured and predicted gas velocity profiles 
for T107 at the two axial locations for both two kernel combination. Predictions from  
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Figure 5.27  IAC along radial distance for kernel combination 1 and 2 (T107). 
 
Figure 5.28 Gas velocity along radial distance for kernel combination 1 and 2 (T107). 
126 
 
homogeneous and inhomogeneous are in good agreement with the measurements. This 
suggests the dominant effect of liquid phase over the momentum conservation. 
Figure 5.29 and 5.30 shows the comparison of interfacial area concentration and gas velocity 
profiles for flow condition T118 correspondingly. The results from case T118 shows similar 
tendency as case T107. 
 
Figure 5.29 IAC along radial distance for kernel combination 1 and 2 (T118). 
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Figure 5.30 Gas velocity along radial distance for kernel combination 1 and 2 (T118). 
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Figure 5.31 depicts the breakage frequency for Homogeneous and Inhomogeneous MUSIG 
model at the axial location Z/D=39.9 for kernel combination 1 and 2 for flow condition T107. 
The breakage rate is calculated based on the local void fraction bubble size distribution and 
the local turbulent dissipation rate. Near the wall region, the dissipation rate is much higher 
compared to the core flow and it contributes to higher breakage rate in the wall region for 
smaller bubbles.  In case for Homogeneous MUSIG the breakage frequency for group 2 
bubbles showed a wall peak characteristic. As discussed earlier, the bubbles greater than 6 
mm diameter have a tendency to move towards the center of the pipe. So breakage frequency 
should also follow the similar trend for bigger bubbles as these bubbles are residing in the 
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center of the pipe. Inhomogeneous MUSIG model on the other hand, was able to capture this 
phenomenon. It was able to successfully predict the wall peak breakage rate for smaller 
bubbles and a core peak for bigger bubbles. Therefore, Inhomogeneous MUSIG model can be 
described as suitable model to consider lateral migration of different sized bubbles, 
representing an important criterion for regime transition.  
 
Figure 5.31 Comparison of Homogeneous and Inhomogeneous model breakage frequency 
along radial distance for kernel combination 1 and 2. 
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Gas-liquid flows are commonly confronted in many industrial systems. Numerical studies 
have been performed to assess the performances of different population balance approaches – 
direct quadrature method of moments (DQMOM), average bubble number density (ABND) 
model and homogeneous MUlti-SIze-Group (MUSIG) model – trailing the changes of gas 
void fraction and bubble size distribution experienced in complex flow conditions and to 
validate the model predictions against experimental measurements from medium- and large-
sized vertical pipes. Subject to different gas injection method and flow conditions, bubble 
size evolution exhibited a coalescence dominant trend in the medium-sized pipe; while 
bubble break-up was found to be dominant in large-sized pipe. The two experiments were 
therefore strategically selected for carrying out a careful assessment of existing population 
balance models in capturing the complicated behaviour of bubble coalescence and break-up. 
In general, predictions of all the different population balance approaches were in reasonable 
agreement with experimental data. More importantly, encouraging results have been obtained 
in adequately apprehending the dynamical evolution in bubbles size due to complex bubble 
interactions and transformation from wall peak to core peak of gas volume fraction. From a 
practical perspective, the ABND model may still be considered as a more viable method for 
industrial implementation of gas-liquid flow systems. Nonetheless, as a compromise between 
numerical accuracy and computational time, MUSIG model has performed rather well in 
capturing the essential two-phase flow structures within the medium- and large-sized vertical 
pipes when compared to those of ABND and DQMOM models.  
  
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The capturing of bubble mechanistic behaviour through population balance method was 
numerically investigated. The bubble coalescence and breakage models were implemented in 
the commercial software and their effects on the evolution of bubble size distribution 
validated against experimental data for isothermal and subcooled boiling flow condition. A 
rigorous assessment on the population balance models was done (method of moments, 
homogeneous and inhomogeneous MUSIG). The specific contribution from this study can be 
summarized as, (1) a comprehensive validation study of the population balance methods for 
medium and large scale bubble columns, (2) performance evaluation of bubble coalescence 
and breakup mechanisms, (3) implementation of coalescence and breakage kernels to Ansys 
CFX using FORTRAN user sub-routine through CFX command language, (4) an 
understanding of the physical mechanism and coupling effect of each kernel, (5) the kernel 
effect evaluation with inhomogeneous approach and finally (6) a preliminary study on kernel 
implementation in subcooled boiling flow. In this chapter, some of the major findings and the 
future recommendations are discussed. 
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A numerical assessment on six different widely adopted bubble coalescence and breakage 
kernels in capturing the evolution of bubble size distribution and its effect on local 
hydrodynamics in a vertical gas-liquid flow, which generally represents the dominant flow 
characteristic in a bubble column, is presented in this paper. Numerical predictions have been 
validated against the experimental data measured in TOPFLOW facility at the Helmholtz-
Zentrum Dresden-Rossendrof (HZDR) (Lucas et al. 2010). In general, the transition of phase 
distribution from wall peaking to core peaking is reasonably captured by most kernels. The 
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dynamical evolution of bubble sizes from bimodal to single peak distributions is successfully 
captured by most models and in satisfactory agreement with the measurements. Predictions 
for the interfacial area concentration and gas velocity profiles are found to compare 
reasonably well with experimental data. With the limited experimental data and diverse 
assumptions embedded in the kernels, there is no clear indication to identify the most 
appropriate coalescence and breakage kernels. Nonetheless, there are some findings and 
insights that can be drawn through the present study. 
Considering the turbulent fluctuation and random collision, bubble collision frequency is 
dominant by the collided bubble size and local turbulence level. For vertical gas-liquid flow 
in a tall pipe, all coalescence kernels give insignificant coalescence rates at the pipe center 
due to the low eddy dissipation rate. One may argue that such deficiency is caused by the 
inappropriate modelling of bubble induced turbulence by Sato et al. (1981) which could lead 
to under-estimation of the turbulence level at the pipe center. Experimental observations 
suggested that turbulence level at the pipe center roughly ranges from 1/3 to 1 of the level at 
the pipe wall region (Liu and Bankoff 1993). Based on the later study by Rzehak and Krepper 
(2013), local turbulence levels are found to be substantially under-predicted by the Sato’s 
model. A more sophisticated model for better handling bubble induced turbulence could be a 
possible solution. Meanwhile, it is worthwhile to point out that turbulence fluctuation and 
random collision could also become insignificant for large bubbles due to large size and low 
number density. Coalescence for large bubbles could then be dominated by the velocity 
gradient or wake entrainment mechanism which depends largely on the bubble shape. 
Additional coalescence mechanisms for other bubble shape (i.e. cap or Talyor bubble) could 
be a subject for future investigations. At the pipe wall region, the predicted collision 
frequencies are of the same order magnitude for all coalescence kernels. While all models 
predict similar void fraction profiles, the coalescence kernel by Coulaloglou and Tavlarides 
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(1977) gives slightly better predictions in the void fraction profile and bubble size 
distribution. 
More profound effects were nonetheless observed for the breakage kernels. This could be 
caused by the fact that most large bubbles were injected from the side wall and soon be 
broken down to small bubbles along the pipe wall region. Owing to the introduction of 
bubble breakage efficiency which is derived from energy and force constraints, the breakage 
kernel by Wang et al. (2003) has a tendency to predict higher breakage rate in comparison to 
other breakage kernels. Interestingly, although similar breakage rate were given by both the 
breakage kernels by Luo and Svendsen (1996) and Martinez-Bazan (1999a, b), the Bell-shape 
daughter bubble size distribution by the latter which favours equal size breakage leads to the 
over-predictions of the bubble size distribution. The U-shape daughter size distribution by 
Luo and Svendsen (1996) with maximum probability for low breakage fraction is unrealistic 
as the capillary pressure is very high for small bubbles since it is unlikely that breakage of 
bubbles would proceed. On the other hand, the M-shape distribution appears to be more 
physically acceptable. Nevertheless, both the U-shape and M-shape distributions exhibit 
similar characteristics and do not significantly affect the simulated results. Similar to the 
coalescence kernels, all breakage kernels assume that fragmentation of bubbles is caused by 
the impact of turbulent eddies. Therefore, the breakage rate diminishes dramatically at the 
pipe centre. Once again, a proper closure may need for other breakage mechanisms (e.g. 
surface instability or shearing off) at the pipe centre; especially for two-phase in a large 
bubble column where large and small bubbles are clearly separated due to the prevalence of 
the lateral lift force. 
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In this study, direct quadrature method of moments (DQMOM) has been assessed against the 
ABND and homogeneous MUSIG models. The numerical results have been compared 
against the experimental data of Lucas et al. (2005, 2010) measured in Helmholtz-Zentrum 
Dresden-Rossendrof (HZDR) facility. A sensitivity study on DQMOM using 4, 6 and 8 
moments has been performed. Comparing against the mean bubble diameter, DQMOM 
predictions of 4, 6 and 8 moments were found to be closer to the measurements when 
compared to those of ABND and homogeneous MUSIG models. Considering the dramatic 
increase in computational time with increasing number of moments for DQMOM, the use of 
6 moments such has been demonstrated in the sensitivity study was deemed to be a suitable 
compromise between numerical accuracy and computational time. 
With the application of two different gas injection methods, bubble coalescence was found to 
be dominant feature in the MTLOOP experiment while the bubble break-up was found to be 
more prevalent in the TOPFLOW experiment. Predictions by the DQMOM, ABND model 
and homogeneous MUSIG model were in reasonable agreement with the measurements. 
Transformation from wall peak to core peak gas void fraction profiles was effectively 
captured. These promising numerical results obviously demonstrated the capability of the 
different population balance approaches in aptly capturing the complex dynamical evolution 
of bubble size due to coalescence and breakage. In comparison to homogeneous MUSIG 
model, DQMOM represents a sound mathematical approach of solving the population 
balance equation with relatively less computational burden. In comparison to ABND model, 
DQMOM provides an elegant tool of better representing the wide range of bubble sizes with 
increased resolution by only tracking a small number of moments.     
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The results from homogeneous and inhomogeneous MUSIG models were also compared 
against the experimental data from the TOPFLOW test facility at HZDR (Lucas et al. 2010). 
Furthermore, the performance of different breakage and coalescence kernels and its coupling 
effects with multiple velocity fields were also assessed. Numerical results have shown that 
lateral separation of small and large bubbles is in well agreement with the experimental 
measurements. The evolution of bubble size and its associated bubble migration due to the 
lift forces is well described by the inhomogeneous MUSIG approach. 
As discussed before, the coalescence and break-up kernels have an important role on 
predicting the physical behaviour of bubble size evolution for different population balance 
methods. Therefore, the spherical bubble assumptions taken in most of the existing kernels 
might pose barrier to the applicability of the models beyond bubbly flow regimes where large 
bubbles may deform into distorted, cap or Taylor bubbles. Furthermore, wake entrainment 
and surface instability could become significant for cap or Taylor bubble interaction. The 
inclusion of coalescence due to wake entrainment and other possible bubble mechanisms into 
the population balance models may be also required to capture essential physical processes of 
the two-phase gas-liquid flow (Smith et al. 2012). Greater emphasis in improving the 
interfacial force model may also lead to better evaluation of the interfacial momentum 
transfer since majority of the correlations have been calibrated from isolated bubbles which 
may not be strictly applicable for bubbles that may be closely packed to each other. 
According to Simonnet et al. (2007), when gas void fraction exceeds the critical value of 
around 15%, the drag force acting on bubbles decreases significantly. This particular example 
demonstrated the need to consider the packing behaviour of neighbouring bubbles, which can 
substantially improve the interfacial momentum transfer calculation. 
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There are several further studies that can be performed to continue this research in numerical 
aspect. 
The coalescence and break-up kernels have an important role on predicting the physical 
behaviour of bubble size evolution for different population balance methods. Coalescence 
due to wake entrainment may also become significant, as in bubbly flow regimes bubbles are 
often subject to the balance of the surface tension and surrounding fluid motion. Similarly, 
bubble breakup due to surface instability and shearing-off process are usually neglected in the 
available models. These need further validation to investigate their effects in the air-water 
flow. 
Currently available coalescence and breakage kernels are derived based on the spherical 
bubble assumption. But practically speaking, large bubbles frequently undergo deformation 
and transform into cap or Taylor or distorted bubbles. So it is essential to capture the essential 
physical processes that will lead to master the simulation capability beyond the bubbly flow 
regime.  
Majority of correlations are derived based on the assumption of isolated bubbles. However, 
experimental observation (Simonnet et al. 2007) shows that the effect of drag force decreases 
significantly when the void fraction exceeds a critical value of approximately 15%. 
Therefore, the available kernels would not be strictly applicable in case of bubbles closely 
packed to each other. So the packing behaviour of bubbles needs to be taken into 
consideration to formulate the kernels. 
Current study reveals that the pipe centre is characterized by a very low eddy dissipation rate. 
This deficiency could cause by the under-prediction of turbulence by Sato's turbulence 
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model. A sophisticated and appropriate turbulence model might be able to overcome this 
deficiency. 
Bubbles in turbulent pipe flow frequently embrace complex bubble interaction (bubble 
coalescence and breakage) as well as heat and mass transfer that results in nucleation and 
condensation. As a preliminary study, the current development in coalescence and breakage 
kernels were applied to exploit the CFD techniques and kernel's capability in handling bubbly 
flow with heat and mass transfer. This initial analysis suggests that the potential of available 
kernels needs more rigorous and comprehensive analysis that would assist to adopt the 
complex hydrodynamics appears with heat and mass transfer. 
  
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