This paper addresses the compile-time optimization of a form of nested-loop computation that is motivated by a computational physics application. The computations involve multi-dimensional surface and volume integrals where the integrand is a product of a number of array terms. Besides the issue of optimal distribution of the arrays among the processors, there is also scope for reordering of the operations using the commutativity and associativity properties of addition and multiplication, and the application of the distributive law to significantly reduce the number of operations executed. A formalization of the operation minimization problem and proof of its NPcompleteness is provided. A pruning search strategy for determination of an optimal form is developed. An analysis of the communication requirements and a polynomial-time algorithm for determination of optimal distribution of the arrays are also provided.
Introduction
This paper addresses the problem of compile-time optimization of a particular form of nested loop computations motivated by certain multi-dimensional integral calculations in some computational physics codes modeling electronic properties of materials [2, 8, 12] . In addition to the issue of mapping of data and computations to optimize performance, there is also a need to optimize the total number of arithmetic operations by judiciously applying the distributive law of multiplication over addition. The following example helps explain the problem being addressed: If the above loop were input to an optimizing compiler, it would perform dependence analysis [13] on the loop and determine that the innermost (t-loop) was an independent loop and that the other three loops involved dependences due to reduction operations. Although the loop could be parallelized, no attempt would be made by the compiler to reduce the number of arithmetic operations involved. As shown below, a considerable saving in the number of operations is in fact possible for this computation, through application of algebraic properties of addition and multiplication.
Since addition and multiplication can both be considered associative and commutative (although floating-point operations are not strictly associative, vectorizing/parallelizing compilers generally treat these operations as acceptably associative), and multiplication distributes over addition, we have:
1.
If term X does not depend on i, then
The first rule allows us to reorder the positions of any number of consecutive summations while the second rule permits the extraction of an expression independent of a summation index out of that summation. By application of the algebraic properties, we can rewrite the function as:
This form of the expression can be transformed into the following program fragment:
The new program fragment requires only N j N t floating point multiplications and N i N j N t + N j N k N t + N j N t floating point additions. The total number of floating point operations, which is N i N j N t + N j N k N t + 2N j N t , is an order of magnitude less than that of the original program fragment. The temporary storage required is only for two scalar variables, Temp1 and Temp2.
The above example is simple enough to be able to manually seek the optimal index reordering and application of the distributive law to minimize the number of operations. However, the complex sequence of such summations that arise in some computational physics
applications are not easily hand-optimized. In addition to minimizing the number of operations, the effective mapping of the computations and the data onto a parallel machine also needs to be addressed. Thus, automatic compile-time support for operation minimization and mapping onto a parallel machine is desirable. These issues are addressed in this paper. Reduction of arithmetic operations has been traditionally done by compilers using the technique of common subexpression elimination [6] . Other approaches to reduce operation count can be found in [11, 15] . Loop transformations that improve locality and parallelism have been studied extensively in recent years [9, 14] . The optimal alignment of arrays in evaluating array expression on data parallel architectures is considered in [4, 5] . However, we are not aware of any work that considers loop transformation together with the application of the distributive law in order to minimize the amount of computation in nested loops.
Section 2 formalizes the operation minimization problem in terms of a sequence of function definitions that compute the same result as the original function. Section 3 proves that the problem of operation minimization is NP-complete. A pruning search procedure for determining an optimal form that minimizes the number of operations is developed in Section 4. Section 5 analyzes the amount of data movement incurred in implementing a sequence of formulae on parallel computers and presents an algorithm to determine the optimal data partitioning. Section 6 touches upon work in progress and provides conclusions.
Formalization of the Optimization Problem
Generalizing from the example of the previous section, the problem addressed is that of compile-time optimization for parallel execution, of nested loops of the following form: We are interested in deriving an automatable compile-time strategy for operation reordering and application of the distributive law to reduce the amount of arithmetic required. However, automatic generation of transformations such as those needed to transform the standard matrix multiplication algorithm into Strassen's algorithm are clearly beyond the scope of what we believe is feasible. Hence we first have to define more precisely the space of equivalent programs that are to be searched amongst. We formalize this space as a set of function sequences. Each function in a function sequence is either:
• a multiplication formula of the form: f r [ 
If r for any multiplication formula, and IX {i} If r for any summation formula. Each formula in a sequence computes a partial result of the function and the last formula produces the final result desired. Such a sequence of formulae fully specifies the multiplications and additions to be performed in computing the result, and it is straightforward to generate loop code corresponding to a particular formula sequence.
For example, the function can be represented by the formula sequence below:
whereas the optimized form corresponds to the sequence:
A formula sequence can be represented graphically as a binary tree to show the hierarchical structure of the computation more clearly. In the binary tree, the leaves are the Rvar's and the internal nodes are the functions f r [...] defined by the formulae, with the last defined function at the root. An internal node may either be a multiplication node or a summation node. A multiplication node corresponds to a multiplication formula and has two children which are the terms being multiplied together. A summation node corresponds to a summation formula and has only one child, representing the term on which summation is performed. As an example, the binary tree that represents the above formula sequence is shown in Fig. 1 .
The cost, or total number of floating point operations, of a formula sequence is the sum of the costs of the individual formulae in the sequence, which can be obtained as below: 
NP-Completeness of the Operation Minimization Problem
In this section we prove that the operation minimization problem formalized in the previous section is NP-complete. NP-completeness results for optimal code generation of arithmetic expressions are discussed in [1] , [3] and [16] . However, those results focus on the problem of minimizing load operations to registers. In addition, the arithmetic expressions considered there are much more general than the restricted class of summations of multiplications considered in this paper.
We consider a simpler subproblem of the operation minimization problem where no summation indices are present at all. Given a set of array variables, they are to be multiplied together in some order so as to minimize the total multiplication cost. Call this the multiplication subproblem. Proving this subproblem to be NP-complete will prove the operation minimization problem to be NP-complete.
This subproblem is different from the matrix-chain multiplication problem in that this subproblem does not impose a relative order among the array variables. Hence, the solution space of this sub-problem is much larger than that of the matrix-chain multiplication problem, and the technique of dynamic programming does not provide a polynomial-time algorithm.
To illustrate the multiplication subproblem, let us consider the example , where N i = N j = 10 and N k = 20. One way to perform the multiplications is , which requires N i N j + 2N i N j N k = 4100 arithmetic operations. However, this is not optimal; the optimal order of multiplication is , which requires only N i N k + N j N k + N i N j N k = 2400 arithmetic operations. Note that the cost of each node in the binary tree representing the order of multiplication is equal to the product of the sizes of the indices of the matrix represented at that node. The multiplication cost of the root in the binary tree is fixed and independent of the order of multiplication.
We prove the NP-completeness of the multiplication subproblem in two steps. First, we reduce the Subset Product problem to the Product Partition problem. Next, we reduce the Product Partition Problem to the multiplication subproblem. This proves NP-completeness of the multiplication subproblem as well as the operation minimization problem.
The Subset Product problem can be defined as follows. Given a finite set A, a size s(a) Z + for each , and a positive integer y, determine whether there exists a subset such that . This problem is known to be NP-complete [7] . Given a Product Partition problem instance <B, s'>, we can construct a multiplication subproblem instance so that the Product Partition problem instance <B, s'> has a solution if and only if any optimal solution to the multiplication subproblem instance has equal costs on the two nodes at the second level in the binary tree representation. The reduction is as follows. , representing the product of the sizes of all indices. If an optimal solution to the multiplication subproblem instance has equal cost at the two second-level nodes, then those two nodes must cost each (see Fig. 2(a) ). Since the n+2 matrices require n+1 multiplications, there are multiplication nodes below the second level in the binary tree. Thus, the binary tree has a cost of at most
If M b' and M b" are not split at the second level, the binary tree has a cost of at least (see Fig. 2(b) ). Therefore, M b' and M b" must each belong to a different node at the second level of the binary tree. Removing M b' and M b" from these two nodes gives us a solution to the Product Partition problem instance <B, s'>.
Conversely, if the Product Partition problem instance <B, s'> has a solution, then a binary tree for the multiplication subproblem instance can be constructed so that the two nodes at the second level have equal cost . We show that equal cost on the two second-level nodes is necessary in an optimal solution to the multiplication subproblem instance. If a solution to the multiplication subproblem instance has unequal cost on the two second-level nodes, say Ly on one node and on the other node, where , then the binary tree has a cost of at least . This is greater than , since (see Fig. 2(c)) . So, such a solution cannot be optimal and an optimal solution must have equal cost on the two second-level nodes.
If the multiplication subproblem can be solved in polynomial time, we can look at the second level of the optimal binary tree to see if the two nodes have equal cost and thus solve the Product Partition problem in polynomial time. But, the Product Partition problem has been shown above to be NP-complete. It follows that the multiplication subproblem is NPcomplete. Since every instance of the multiplication subproblem is an instance of the operation minimization problem, the latter problem is also NP-complete.
A Search Procedure for the Minimal-Cost Sequence
Since the operation minimization problem has been shown to be NP-Complete, it is impractical to seek a polynomial-time algorithm for it. We have to resort either to heuristics or use exponential-time searches for the optima. For the kind of loops that arise in practice, the number of nested loops and the number of array variables is typically less than ten. Thus a well-pruned search procedure should be practically feasible. Hence we pursue such an approach here.
The objective is to find the formula sequence that computes the desired function and incurs the least cost, i.e. requires the minimum number of floating point operations. A well-formed formula sequence computes the desired result if it satisfies the following conditions:
• Each R-var appears exactly once among the sequence of formulae.
• Except for those appearing in the Lvar, each index is summed over in a single formula.
• No index appears in any formulae subsequent to summation over that index.
• Each defined function f r [...], except the last one, appears exactly once among the formulae subsequent to its definition. Hence, a valid sequence must contain exactly multiplication formulae and m summation formulae, where n is the number of R-var's and m is the number of summation indices in the function computed by the given program fragment.
The following algorithm can be used to exhaustively enumerate all valid formula sequences:
1. Form a set of the R-var's. Call each R-var a term. Set r to zero. 3. Repeat step 2 until none of the two actions can be applied, at which time a valid formula sequence is obtained. To obtain all valid sequences, exhaust all alternatives in step 2 using depth-first search.
The enumeration algorithm discussed above is inefficient in that the particular formula sequence may be generated more than once in the search process. This can be avoided by creating an ordering among the R-var's and the intermediate generated functions (which can be treated as new terms, numbered in increasing order as they are generated). The modified search algorithm guarantees that the same formula sequence is not evaluated more than once. 3. Repeat step 2 until none of the two actions can be applied, at which time a valid formula sequence is obtained. To obtain all valid sequences, exhaust all alternatives in step 2 using depth-first search.
A further reduction in the cost of the search procedure can be achieved by pruning the search space by use of the following two rules:
• When a summation index appears in only one term, perform the summation over that index immediately, without considering any other possibilities at that step.
• If two or more terms have exactly the same set of indices, first multiply them together before considering any other possibilities.
It is easy to prove that the use of the pruning rules will not change the cost of the optimal formula sequence found. Based on these two rules, we obtain the following pruning search strategy:
1. Apply the two above rules repeatedly until neither of them can be applied any more.
2. Perform summation over all permutations of the remaining summation indices. For each summation index, collect all the terms involving that summation index and find the optimal multiplication order of those terms. Apply the two above rules whenever possible.
Minimization of Communication Cost on Parallel Computers
Given a sequence of formulae that has an optimal or near-optimal cost, we now address the problem of minimizing inter-processor communication cost in implementing the computation on a message-passing parallel computer. We consider the processors to form a logical onedimensional chain, and assume that each input array and intermediate array (representing the intermediate functions) is block-distributed among the processors along one of its dimensions. For an even distribution to be possible, we assume that the range N h of every index h is divisible by n p , the number of processors. Each array X is partitioned among the processors along its distribution index i(X), which is one of the dimensions or indices of X. It is preferable to have the distribution index of X be one of the dimensions or indices of X, that is, , where IX is the set of indices for X. Otherwise, we have , implying that a copy of X has to be replicated on every processor. If all arrays have the same distribution index, no data movement among the processors will be required during execution. This is achievable if and only if there exists an index that appears in the index set of every array. When this condition cannot be satisfied, we need to determine the combination of the distribution indices for the arrays that minimizes the communication overhead.
Two types of data movements, namely redistribution and replication, may be required and the amounts of data movement can be quantified as follows. Given an array distributed along one of its dimensions, redistribution is used when it is to be rearranged among the processors so that it is distributed along another of its dimensions. Let be the total size of array X, and T redist (s) be the communication time needed to redistribute an array of size s by all-to-all personalized communication (also called total exchange), in which the size of each message is . For most processor topologies, T redist (s) can be expressed as [10] , where C s and C w are topology-dependent functions of n p , t s is the start-up time for a message, and t w is the per-word transfer time. The second type of data movement is replication and is used when every processor needs a copy of the whole array. 
