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Abstract 
We study the problem of constructing a minimum makespan schedule for the n-job 
m-machine open shop with zero-one time operations and integer release dates and deadlines. 
The general scheduling problem is shown to be NP-complete. Two polynomial-time algorithms 
are given for the following special cases: (1) all possible mn operations have unit execution time, 
and (2) at most m + n operations have unit execution time. Next, the second algorithm is 
generalized to bounded cyclicity graphs. All the algorithms are capable of minimizing not only 
makespan but maximum lateness and maximum tardiness as well. 
Kqwords: Bipartite graph; Deadline; Edge-coloring; NP-completeness; Open-shop; Poly- 
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1. Introduction 
The open-shop scheduling problem has received a considerable attention in the 
literature [2,3, 6,7, 10, 121. Roughly speaking, the problem is to schedule n jobs 
consisting of different operations on m processors. Each of these processors performs 
a different type of operations. The operations of a job can be processed in any order 
but no two of them can be executed simultaneously. The aim is to construct a non- 
preemptive schedule with minimum makespan. This problem was extensively studied 
by Gonzalez and Sahni [6]. They showed that finding an optimal schedule for the 
problem is NP-hard, if m > 3. 
Since the general problem is NP-hard, it is natural to assume some restrictions on 
processing times of operations. The strongest restriction is that all operations have 
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unit execution time (UET). There are dozens of papers devoted to UET open-shop 
scheduling subject o various criterions of optimality and task characteristics. What is 
important, almost all problems with identical processing times are polynomially 
solvable. The only UET open-shop problems that are known to be NP-hard are some 
no-wait models of scheduling. For a comprehensive survey of such problems the 
reader is referred to [2]. 
In this article we consider a more general model of the open-shop problem by 
allowing zero-one execution time operations, i.e. we assume that execution time of 
every operation is either 0 or 1. This model of open-shop scheduling remains still 
NP-hard, if a schedule with the minimum total completion time is required [7]. 
Therefore, we assume henceforth the maximum completion time (makespan) as 
a criterion of optimality. On the other hand, as in classical scheduling problems we 
allow release dates and deadlines for all jobs (see e.g. [3]). A release date ri for a job i is 
a time at which all operations of this job become available for processing. A deadline 
di for a job i is a time by which all operations of this job must be completed. Thus, 
using the three-field notation scheme, our scheduling problem can be expressed as 
OlPij E {O,l},ri,Ci 6 dilc,,,. Unfortunately, so specified open-shop problem remains 
NP-hard. For this reason we assume that all release dates and deadlines occur at 
integral times only. Although such a subproblem still remains NP-hard, due to these 
constraints the problem considered here is easier to solve in extremal cases with 
respect o the total number of UET operations. 
The remainder of the paper is organized as follows. In the next section we state the 
problem more formally and introduce a graph-theoretical model of scheduling. In 
Section 3 we give a simple proof that deciding the makespan in our scheduling 
problem is NP-complete. The last two sections are devoted to polynomially solvable 
special cases. Section 4 deals with the case where every job consists of m operations, 
i.e. the associated scheduling raph is complete bipartite. Section 5 gives polynomial- 
time algorithms for the case where at most m + n operations have duration 1 and 
each connected component of the associated scheduling graph is either acyclic or 
unicyclic. A binary search technique used in these algorithms makes it possible to find 
schedules optimal with respect o the maximum lateness and maximum tardiness as 
well. 
2. Problem statement and mathematical model 
The general open shop scheduling problem can be stated as follows. There are 
m machines Ml, M2, . . . , M, E A and n jobs Jl, J2, . . . , J, E $ each of which has an 
integer release date Ti 2 0 and deadline diy i = 1, . , n. Every job Ji consists of at 
most m operations Oil, . . . , Oi, which have to be processed on Ml, . , M,, 
respectively. The operations of the same job can be processed in any order. The 
processing time pij of each Oij is given. In our case it is either 1 or 0. In the former case 
we call such an operation a unit tusk, in the latter we call it a zero tusk and say that the 
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corresponding operation does not exist. By Ci we denote the completion time ofjob Ji. 
No two operations of the same job can be processed simultaneously and each machine 
can work on at most one operation at a time. 
In this paper we assume that time is given in time units. If a unit task starts at time t, 
then it is started at the beginning of time unit t and is completed at the end of this unit. 
Similarly, a time interval (tr, tz] denotes a set of consecutive time units given by 
(tr + 1, . ..) t2). 
Given a set of jobs $, our aim is to find a schedule which minimizes the makespan 
C max = maX{Ci: i = 1, . . . ,n}, if such a schedule exists, or to state that no such 
schedule is possible. From here on the optimal makespan will be denoted by Cg,,, 
where C&, = co, if no schedule exists. The decision problem associated with this 
open-shop scheduling is defined as follows: “Given a set $ of jobs with unit tasks and 
integer release date/deadline intervals to be executed on m processors, and a bound 6, 
is it true that C &,, < b?” We shall call this a restricted with release dates and deadlines 
open shop (RRDOS) problem. 
An instance of RRDOS can be modeled as a restricted edge-coloring problem in 
a bipartite graph G = (V,, I’,,; E) obtained as follows. Each job Ji corresponds to 
a vertex I)i of the left-hand set V, of the bipartition (V,, V,) and each machine Mj is 
represented by a vertex wj of the right-hand set V,. Each unit task Oij corresponds to 
an edge between Ui and Wj. In addition to this, every vertex Ui has a set Ai of di - ri 
admissible colors corresponding to unit-length intervals occurring between Yi and di, 
i.e. (ri, ri + 11, . , (di - 1, di]. We assume that consecutive lements of Ai are ordered 
increasingly. i.e. Ai = (ri + 1. . . . , di} for each i = 1, . . . , n. Only these admissible 
colors can be assigned to the edges incident with Di in any feasible solution to RRDOS. 
Obviously, the color of an edge corresponds to the finishing time of operation Oij of 
job Ji. Such a graph G will be called a scheduling graph. Because of the above 
equivalence we shall speak indifferently of edge-colorings and schedules. 
Let A = A(G) denote the maximum degree of the vertices of G. From graph theory 
we know that A is a lower bound on the chromatic index x’ (G), so 
A 6 CL. (1) 
Now let us take into account the restrictions imposed by release dates and 
deadlines. Let pi denote the degree of vertex Vi in graph G (i.e. pi = pir + . . . + pim). 
Since all edges at Vi must be assigned pi different colors, a feasible solution cannot exist 
if di - ri < pi for some i < n. Therefore, the optimal makespan cannot be less than 
ri+piforeachi= 1, . . . . n.Hence, 
n = maX{ri + pi: i = 1, . . . ,n) 
is another lower bound on Cz,,. From (1) and (2) it follows that 
max{A, U} d C,&,, 
which is the best lower bound, as Il not always dominates A. 
(2) 
(3) 
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If ri = 0 and di > A for all i, then our problem reduces to a usual edge-coloring of 
a bipartite graph G. It is known that a schedule with completion time A exists. This 
follows from the following well-known K&rig’s theorem (see e.g. Cl]). 
Theorem 2.1. Let G be a bipartite graph. Then a minimal edge-coloring of G uses 
exactly A colors. 
In other words, the chromatic index of a bipartite graph G is x’(G) = A. The best 
algorithm for finding such a chromatic coloring is due to Cole and Hopcroft [4] and 
runs in time O(~E~log~I/,U1/,~) = O(mnlog(m + n)). 
Now let us consider an upper bound on C&,, in the case there is a solution. It is 
known that a schedule with maximum completion time 
SZ=max{ri:i=l,..., n}+A 
exists. This follows from the following theorem of Haggkvist [9]. 
(4) 
Theorem 2.2. Let G = (VI, V,; E) be a bipartite graph and assign to each vertex vi E VI 
a set Ai of A colors. Then G has a proper edge-coloring such that each edge {vi, wj} E E 
receives a color ,from Ai. 
As a consequence 
C&x d sz. (5) 
3. NP-completeness theorem 
We begin by showing that the RRDOS problem remains NP-complete even with 
strong restrictions imposed on problem instance. Our proof makes use of the follow- 
ing restricted bipartite chromatic index (RBCI) problem: “Given a bipartite graph 
B = (VI, V,; E) with A = 3 in which every vertex u in VI has degree 2 or 3, and the two 
edges on a vertex u E VI of degree 2 either have a common forbidden colorf 9 3 or 
are free from forbidden colors. The question is whether there exists a 3-coloring of the 
edges of B avoiding the forbidden colors”. The fact that the RBCI problem is 
NP-complete has been proved by the author in [ll, Theorem 81. 
Theorem 3.1. RRDOS is NP-complete even ifeach job has at most three tasks and has 
either no release date/deadline interval or one such interval of length 1. 
Proof. Let graph B = (VI, V,; E) be an instance for the RBCI problem. We first 
construct a supergraph of B, namely B+ = (VI, V,UW; EUF) in the following way. 
Let Ui c VI denote the subset of vertices with forbidden color i, i = 1,2,3. For each 
u E Ui we introduce one new vertex w E W and an edge {u, w} E F. Thus, we introduce 
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u3= @,I 
Fig. 1. An example of graph transformation: a) graphB. b) graph B+ 
IW 1 = IUi( + lUzl + IU3l vertices and edges in total. Each new vertex w adjacent to 
u E Ui has just one admissible color i, hence edge (u, w} can only be colored with color 
i 6 3. Finally, each vertex UE V2 is free from forbidden colors. Obviously, graph 
Bf can be constructed in linear time. Moreover, B+ has a proper 3-coloring of the 
edges if and only if graph B does. An example of such a graph transformation is given 
in Fig. 1. 
Given a graph B+ = VI, gJW; -q,JF), we construct an instance of the RRDOS 
problem by interchanging the positions of jobs and machines as follows. We assume 
(i) n = IV,1 + IWI jobs, 
(ii) m = I VI I processors, 
(iii) each job associated with w E W has a release date I, = i - 1 and deadline d, = i, 
iff (a, w} E F and u E Ui (jobs associated to vertices of V, have no restricting release 
dates and deadlines). 
In addition, each job has I,2 or 3 unit tasks according to whether the correspond- 
ing vertex u or w is adjacent in B+. Now it is easy to see that there exists a schedule 
with makespan 3 if and only if there is a proper 3-coloring of the edges of B+. Because 
of the one-to-one correspondence between restricted 3-coloring of Bf and B, the 
thesis of theorem follows. 0 
It is interesting to note that problem RBCI remains NP-complete even if every 
vertex u of degree 2 has a forbidden color fe { 1,2}. 
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4. Polynomial algorithm for mn unit tasks 
Let us consider the case that there are no zero tasks at all. Thus, each of n jobs 
consists of exactly m unit tasks and the corresponding scheduling raph G = (V,, V,; 
Ii) is a complete bipartite K,,. Of course, we have A = max{n, m} in this case. We 
recall that our aim is to find an optimal coloring of G such that the color c assigned to 
an edge incident with vi E V, is contained in { ri + 1, . . . , di). Obviously, such a solution 
cannot exist if di - ri < m for some i < n, since all edges at vi must be assigned 
m different colors. If each vertex of V, has m possible colors, then the existence of 
restricted edge-coloring is guaranteed by the following: 
Proposition 4.1. If each vertex vi E V, is assigned a set Ai of m colors each used at most 
m times in total, then K,, admits a proper edge coloring for which every edge {vi, wj} has 
a color from Ai. 
Proof. We shall show that this result follows from Kiinig’s theorem. Let A = 
A11JA2U . . . WA,. Given graph K,,, we construct a bipartite graph B = (V,, V,; E) 
with all edges {vi, ak} such that ak E Ai for some i = 1, . . . , n. Note that B is a graph in 
which every vertex in V, has degree at most m and every vertex in V, has degree 
precisely m. Hence, x’(B) = m. The fact that K,, admits a proper edge-coloring such 
that every edge {vi, ak} E E has color c E Ai follows from the fact that the edges of B can 
be partitioned into m matchings, each labeled by a vertex in V,. 17 
Proposition 4.1 implies a simple proof of inequality (5) in the case of complete 
bipartite graphs. If m 3 n, then each vertex vi has m admissible colors and each color 
is used at most n < m times. Hence, by the proposition, G admits a proper edge- 
coloring. If m < n, then A = n and each vertex vi has n admissible colors. Therefore, 
graph G is a subgraph of K,,. By Proposition 4.1, K,, admits a proper edge-coloring, 
so does G. 
The unit time open-shop problem OIUET,ri,Ci d dilCmax has been solved in [lo]. 
First, the authors show that determining the existence of a schedule which meets 
all given deadlines can be reduced to determining a maximum flow in a certain 
network. By using bisection search over Cz,, they find the makespan of minimum 
possible schedule. Finally, using a coloring technique similar to that described in the 
proof of Proposition 4.1, they obtain an optimal solution. The complexity of this 
approach is 0(n3m log(nm) log(n/m)). Moreover, the same approach can be used to 
find optimal schedules for problems OlUET, rilLmall and OlUET,rilT,,,, where 
T max = max{L,,,, 01. 
Sometimes, it suffices in practice to find efficiently a schedule that meets all release 
and due dates rather than just an optimal solution. If di - ri > A for all i = 1, . . . , n, 
then we can proceed as follows. First, we produce any optimal edge-coloring of 
K . Let Cij denote the number of a color assigned to Oii. Next, for each 
o;&ation we establish a time unit tij by shifting the numbers of colors to meet all 
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constraints, namely 
t,, = L ri/A J A + Cij if L ri/A 1 A + Cij > ri , 
” r ri/A ]A + cij otherwise. 
This algorithm can be done in time 0 (nm), i.e. proportional to the number of tasks. 
5. Polynomial algorithms for at most m + n unit tasks 
In this section we consider basically the case that there are at most m + n UET 
operations and each component of the scheduling raph is either acyclic or contains 
just one cycle. Note that in this case there are more than mn- 
(m + n - 1) = (m - l)(n - 1) zero tasks. If G is acyclic and there are exactly 
m + n - 1 unit tasks, then due to the fact that every Mj E 4! has to be used by some 
task, the scheduling raph G has m + n vertices and m + n - 1 edges. Thus G is a tree 
spanning all vertices. If there are less than m + n - 1 tasks, then G is a spanning forest. 
In this case each tree of the forest can be considered separately. Therefore, we may 
assume, without loss of generality, that there are exactly m + n - 1 unit tasks. The 
case of unicyclic graphs will be considered later on. 
As in the previous section, we begin with a simple argument that R is an upper 
bound on the optimal makespan in this case. In fact, since every tree has at least 
two vertices of degree 1, by successive prunning away pendant edges we obtain an 
ordering of the edges e,, e2, . . . , em+n_l such that ei has at most A - 1 adjacent 
edges among {ei, . . , ei-I}, i = 2, . , m + n - 1. If we color the edges in the 
stated order, then ei can always be assigned one color from A colors available 
to it. Therefore, there always exists a proper edge-coloring of G within the first 
A admissible colors at vertices of V’,. By taking the maximum of these we obtain 
c;,, 6 52. 
Now we give a polynomial algorithm for optimal restricted coloring of the edges of 
G, if a feasible coloring exists. Our method makes use of Groeflin’s concept of 
“tightening the spectrum of colors” in a restricted vertex-coloring of block graphs [8] 
and binary search for the restricted chromatic index. First, according to (5) we restrict 
the deadlines to be not greater than di = ri + A for all i. Second, we let L be an ordered 
list of all admissible colors of value ranging from max {n, A} to 52 occurring at vertices 
of V,. One entry on the list is just the restricted chromatic index of G. We can find it by 
using a binary search technique. Namely, starting from k being equal to the medium of 
L we decide about the colorability of G. If G cannot be edge-colored within k colors, 
the value of k is increased according to the list. Otherwise, k is diminished appro- 
priately. The crucial point of the algorithm is the verification of k-colorability of the 
tree. This can be done as follows. 
1. Delete all colors of value greater than k from all sets Ai. If Ai = 8 for some i, then G is 
clearly not k-colorable. 
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2. Construct the line graph L(G), i.e. the graph whose vertices correspond to the tasks 
and edges join pairs of tasks that cannot be scheduled simultaneously. Notice that 
L(G) is a block graph since all its blocks are cliques. 
3. Find all cut nodes in L(G), i.e. vertices whose deletion disconnects L(G), by deleting 
all vertices corresponding to pendant edges in G. Note that each cut node lies on 
exactly two blocks. 
4. Tighten the spectrum of colors. By this we mean the following procedure. 
Step 1: Take a cut node v of L(G) belonging to two cliques, say K1 and KZ. Find 
the set C, of all colors available to u. For any color c E C, delete c from C,, if there is 
no k-coloring of the vertices of K1 or Kz using c for v. 
Step 2: Repeat Step 1 for all colors in C,. 
Step 3: Repeat Steps 1 and 2 for all cut nodes. 
If for some v set C, becomes empty, then G is not k-edge-colorable. 
Finally, after finding the optimal value of k we color the consecutive cliques in order 
K 1, ... , I& such that I(K,U . . . UKi)nKi+ll < 1 for i = 1, . . . , I- 1, where 1 is the 
number of all cliques in L(G). Each clique is colored according to the earliest deadline 
rule. However, we have to modify it slightly. Namely, since every clique except K1 has 
one vertex, say v, precolored with c, we set Y, = c - 1 and d, = c for that vertex. An 
example of the algorithm is given in Fig. 2. 
Note that in the example of Fig. 2 we have A = 4, Zl = max(2,2,4,5,4} = 5, Sz = 
max{4,5,7,6,7} = 7, L = (5,6,7). The lower bound n is tight, since Cz,, = 5. 
Theorem 5.1. Zf the scheduling graph is a tree and for any job Ji we have di - ri > A, 
then an optimal schedule can be found in time O((m + n)3 log (m + n)). 
Proof. The optimality of the schedule follows from the exhaustiveness of the binary 
search for minimal k, so let us estimate the time complexity of the method. For a fixed 
k the complexity of verifying k-colorability of L(G) is O((m + n)3). This is because the 
most time-consuming step, i.e. tightening of the spectrum of colors, runs in that time. 
In fact, there are at most m + n - 3 cut nodes, each cut node has at most 
A < max{m, n} < m + n colors, and checking the colorability of a clique can be 
implemented to run in linear time [S]. Since each of the three preceding steps: deletion 
of colors, construction of the line graph and finding cut nodes requires at most 
O((m + n)‘) operations, the complexity follows. Also, the creation of list L takes 
O((m + n)‘) time, because IL1 d nA < n(m + n) = O((m + n)‘). The verification of 
k-colorability is executed less than r log,1 LI 1= O(log(m + n)) times, so the overall 
running time is O((m + n)310g(m + n)), as claimed. 0 
However, the high polynomial complexity of the above algorithm can be dimin- 
ished substantially for some highly structured trees. Namely, if G is a star or a path, 
then an optimal coloring can be found in linear time O(n) [S, 111. 
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Fig. 2. Illustration of the method: a) graph G, b) graph L(G) for k = 6. c) graph L(G) for k = 5, d) optimal 
solution, e) schedule. 
Now, let us consider the case that G = (V,, V,; E) is a spanning cycle. Of course, this 
is possible only if m = n. Since every other vertex of the cycle represents ajob, it has 
some release date and deadline such that 0 < ri < di - 2. We shall show that 
C!k = I,,, + 2, where rmax = IIlaX{ri: i = 1, . . . , n}. The solution obeying this bound 
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is obtained as follows. Let Ui,, Vi,, . . . , vim be a sequence of the vertices of V, arranged 
around the cycle. For each j = 1, . . . ,n the two edges incident with ai, are colored 
greedily in a clockwise manner, i.e. with colors ri, + 1 and Yi, + 2 in the stated or 
reverse order. If this leads to a legal coloring of the two last edges, the coloring is 
optimal. Otherwise, we move sequentially back in search of the first vertex, say Vi,, 
whose edges can be recolored with ri, + 2 and ri, + 1, and then we interchange colors 
on the edges incident with Ui,, . . . , vi.. The algorithm clearly runs in linear time. This 
method can easily be generalized to disconnected graphs composed of independent 
cycles. Obviously, in those cases the number of unit tasks is exactly m + n. 
Finally, let us consider the case when there are m + n unit tasks and the scheduling 
graph is connected. It is easy to see that such a graph G is unicyclic. In the following 
we outline a procedure for deciding the restricted k-coloring of G. Let U be the set of 
edges belonging to the unique cycle of G and let eE U be an edge with the fewest 
permissible colors among all edges of U. Furthermore, let C, denote the set of all such 
colors for e. Obviously, IUl must be even and IC,J 6 A. We delete e = {u,v} from 
G and replace it with the two pendant edges: e, = {x, u} and e, = {y, u}, where x and 
y are new vertices having a common set of colors C,. The new graph 
G’ = G + {e,, e,> - e is acyclic. Moreover, any restricted k-coloring of the scheduling 
graph G is equivalent o a restricted k-coloring of G’ in which both new edges are 
colored the same. Therefore, we can check the k-colorability of G by restricting the set 
of admissible colors for e, and e, to just one color from C, and applying to G’ the 
method designed for trees. If G’ is not k-colorable, we try to do the same with the next 
color from C,, etc. In this way we check whether there exists a feasible schedule for 
given release dates Ti and deadlines di < min{ri + A, k}. The optimal makespan can 
be found by using a bisection search for minimal k. 
Now, let us estimate the complexity of this algorithm. Since tree G’ has m + n + 2 
vertices o for a fixed c E C, the number of operations performed to check k-colorabil- 
ity is bounded by A(m + n)2. Because lC,l 6 A < m + n, the overall time complexity 
of this step is A2(m + n)2 = O((m + n)“). Using binary search requires at most 
O(log(m + n)) steps, hence our algorithm can be done in time O((m + n)” log(m + n)). 
In this way we have proven the following: 
Theorem 5.2. If the scheduling graph is unicyclic and for every job Ji we have 
di - ri 2 A, then an optimal schedule can be found in time O((m + n)410g(m + n)). 
In this section we have given several algorithms for optimal edge-coloring of trees 
and unicyclic graphs in the presence of intervals of forbidden colors. In this way we 
can solve the problem OlpijE {O,l},ri,Ci < diIC,,x in time O((m + n)410g(m + n)) 
provided that each connected component of the associated scheduling graph is at 
most unicyclic. Also, a binary search technique applied in these algorithms can be 
used to find optimal schedules for problems OlPij E {O,l},rilLmax and Olpij E (0, l}, 
ri IT,,,. Moreover, the approach presented in this section can be generalized to 
arbitrary scheduling raphs. The only difference is that in the general case we have to 
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find initially a spanning tree T and replace each edge not belonging to T by a pair of 
pendant edges with the same set of admissible colors. Then, using the algorithm 
described above takes time O((m + II + 11) 3 + Yog(m + n)), where 1’ = y(G) is the cyclo- 
matic number of G. This is so because y(G) is the number of edges whose deletion 
breaks all cycles in G. Obviously, the complexity of this approach becomes poly- 
nomial, if ;’ is fixed. 
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