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CUBIC FUNCTION FIELDS WITH PRESCRIBED RAMIFICATION
VALENTIJN KAREMAKER, SOPHIE MARQUES, AND JEROEN SIJSLING
ABSTRACT. This article describes cubic function fields L/K with prescribed ramification, where K is a
rational function field. We give general equations for such extensions, an algorithm to obtain an explicit
defining equation when the purely cubic closure K′/K of L/K has genus zero, and a description of the
twists of L/K up to isomorphism overK. For cubic function fields of genus at most one, we also describe
the twists and isomorphism classes obtained when one allows Möbius transformations on K. The article
concludes by studying covers of elliptic and hyperelliptic curves that are ramified above exactly one point.
INTRODUCTION
Let k be a perfect field, and let K be a function field over k. Let L/K be a geometric separable
cubic extension of K . We will refer to L/K as a cubic extension of K . If K = k(x), then a cubic
extension ofK is often also called a cubic function field. Such fields have been studied extensively in the
literature, which has led to several classifications and descriptions of these extensions and their minimal
polynomials, especially over finite fields. For instance, cubic function fields of fixed (resp. bounded)
discriminant are constructed and counted in [2, 13] (using class field theory), [22] (using an algorithmic
implementation of Kummer theory, applicable to a larger class of field extensions), [14,15] (building on
the algorithm of [1]), and [4, 17] (building on results of Shanks for cubic number fields, see e.g. [20]).
In addition, [6,16] also systematically study the signature of cubic function fields, and normal forms for
their minimal polynomials.
In the present paper, we will classify extensions by their set of ramified places instead of by their
discriminant. For this, we will build on the classification of [10, 11]: when p 6= 3, the extension L/K
admits a generator y whose minimal polynomial overK is either of the formX3−3X−α or of the form
X3 − β, for some α, β ∈ K . In the latter case, the extension L/K is called purely cubic, and otherwise
it is called impurely cubic. The papers [10, 11] determine standard forms for these extensions and show
how to read off the ramification properties from these forms. Moreover, they prove that any impurely
cubic extension L/K admits a so-called purely cubic closure K ′, which is a degree two extension of K
such that LK ′/K ′ is purely cubic.
The goal of this paper is to describe purely and impurely cubic extensions up to isomorphism and
bi-isomorphism, to find equations of such function fields when the purely cubic closure is of genus zero,
and to count the number of isomorphism and bi-isomorphism classes when k is a finite field. Here and
throughout the paper, “up to isomorphism” means the usual notion of isomorphisms of extensions, fixing
the base field K , whereas “up to bi-isomorphism” means that we are also allowed to take a fractional
linear transformation in the coordinate x of the rational function fieldK = k(x). Precise definitions, as
well as their geometric interpretation, are given in Section 1.
Our main results classify cubic extensions ofK whose purely cubic closure K ′ is of genus zero. The
bi-isomorphism classes in the case where the purely cubic closure is trivial and L is of genus at most one
are described in Propositions 3.3 and 3.7. In the case where the purely cubic closure is non-trivial, one
can descend from the purely cubic closure to describe the extension L/K. This approach can be used
to find an explicit defining equation, as indicated in Theorems 4.1 and 4.14. A series of propositions
in Section 5 shows how these results can be applied to describe the bi-isomorphism classes in the case
where K ′ 6= K and L is of genus at most one. It also counts the resulting number of classes in the case
Date: March 17, 2020.
2010 Mathematics Subject Classification. 11R16, 11R58; 11R11, 14H05, 14H10.
Key words and phrases. Cubic function fields, ramification, families, explicit aspects.
Acknowledgements: We thank Kiran Kedlaya for bringing the problem of determining the covers in Section 6 to our
attention.
1
where the base field k is finite and shows how to find explicit defining equations for these classes. The
results for purely cubic extensions and for impurely cubic extensions provide a converse to the results
in [10, 11] in the sense that we classify and construct extensions given a specified ramification type.
The paper is organised as follows. In Section 1, we review the theory around the purely cubic closure,
descent and twists. In Section 2, we briefly review the quadratic case, both to illustrate our methods
in this simpler case and to obtain some key results on cohomology groups. The latter are applied in
Section 3 to describe purely cubic extensions and their twists up to isomorphism and bi-isomorphism.
Section 4 gives the main results for impurely cubic extensions, obtained by descending from the purely
cubic closure. Section 5 classifies the bi-isomorphism classes of impurely cubic extensions L/K of
genus at most one. Finally, Section 6 constructs so-called Parshin covers, that is, extensions of function
fields of higher genus that are totally ramified above a single point.
1. FUNDAMENTAL NOTIONS
We let k be a chosen perfect base field, and assume that char (k) 6= 3. Let K be a function field
over k.
Definition 1.1. A cubic extension of K is a separable field extension L of K of degree three that is
geometric, i.e., that is not of the form Kℓ with ℓ a degree-three extension of k.
By virtue of restricting our extensions to those in Definition 1.1, we can also consider all of our
objects and morphisms in the language of smooth algebraic curves over k. In this way, a cubic extension
L/K is nothing but a degree-three separable mapX → P1k of curves over k. This is also reflected in the
following definitions.
Definition 1.2. Let L1/K and L2/K be two cubic extensions of K . Then L1/K and L2/K are called
isomorphic if they are isomorphic as extensions of K . Geometrically, this means that there should exist
a map ϕ that makes the diagram
(1.1) X1
  ❆
❆❆
❆❆
❆❆
❆
ϕ
// X2
~~⑦⑦
⑦⑦
⑦⑦
⑦⑦
P1k
commute.
The extensions L1/K and L2/K are called bi-isomorphic if there exists a pair of field isomorphisms
ι : L1 → L2 and ιK : K → K that are compatible with the inclusions of K into L1 and L2. Geometri-
cally, this means that there should exist maps ϕ and ψ that make the diagram
(1.2) X1

ϕ
// X2

P1k
ψ
// P1k
commute.
Remark 1.3. Many of the results in this paper are specific to the case where K = k(x) is a rational
function field, or slightly more generally to the case where K is the function field of a non-trivial conic
over k. Base function fields K of higher genus are considered in Section 6.
Definition 1.4. An extension L/K is called purely cubic if it admits a generator with minimal polyno-
mial X3 − β over K , and impurely cubic otherwise.
We need the following fundamental notion from [11]:
Definition 1.5. For any cubic extension L/K, we define the purely cubic closure of L/K to be the
unique smallest extension K ′ of K such that LK ′/K ′ is purely cubic.
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Theorem 1.6 ( [11, Theorem 3.1]). The purely cubic closure K ′ exists for any cubic extension L/K. If
L/K is not purely cubic, and generated by an element y of L with minimal polynomial X3 − 3X − α
over K , then K ′ = K(s), where s is a root of the polynomial X2 + αX + 1 and s + s−1 = α. In
particular, we always have [K ′ : K] ≤ 2.
Let L′ be the extension of K ′ defined by adjoining a root w of the defining polynomial w3 = s. Then
L is the fixed field of L′ under the involution sending (s,w) to (s−1, w−1). A generating element for
L is given by the trace y = w + σ(w) = w + w−1, whose minimal polynomial over K is given by
X3 − 3X − (w3 +w−3).
Definition 1.7. Let L/K be a cubic extension. We define the resolvent extension of L/K to be the
smallest extension Q of K for which LQ/KQ is Galois.
Remark 1.8. Let L/K be a cubic extension, and let M be an overfield of K . Then LM/M is purely
cubic if and only ifM contains the purely cubic closure K ′ of L/K. Similarly, LM/M is Galois if and
only ifM contains the resolvent extension of L/K.
The techniques from [10] now show us the following.
Lemma 1.9. (1) Suppose that char(k) 6= 2. Let L/K be a cubic extension with discriminant δ, so
that the resolvent extension Q of L/K equalsK(
√
δ). Then the purely cubic closureK ′ of L/K
is given byK ′ = K(
√−3δ).
(2) Suppose that char(k) = 2. Let L/K be a cubic extension whose resolvent extension Q is defined
by the polynomial X2 + X + γ. Then the purely cubic closure is defined by the polynomial
X2 +X + γ + 1.
Proof. (1) The discriminant of f equals −27α2 + 108 (cf. [10, Theorem 2.3]), whereas K ′ = K(s) is
defined by the polynomial X2 + αX + 1 (cf. Theorem 1.6), which has discriminant α2 − 4.
(2) LetX3+X+α be a minimal polynomial defining L overK . By [10, Theorem 2.3], the resolvent
extension is defined by X2 +X + (1/α)2 + 1 (alternatively, it is defined by X2 +X + 1/α + 1 after
changing the Artin–Schreier generator from z to z + 1/α). On the other hand, Theorem 1.6 shows
that the purely cubic closure is defined by X2 + αX + 1. Scaling X gives the defining polynomial
X2 +X + (1/α)2 (which under the same change of generator becomes X2 +X + 1/α). 
Definition 1.10. LetK be a field, and let Q1 and Q2 be two extensions ofK of degree at most two. We
define the complementary extension Q3 to Q1 and Q2 overK to be the remaining entry in the (possibly
degenerate) subfield lattice generated by Q1 and Q2 overK . In other words, Q3 is defined as follows:
(1) If Q1 = Q2 = K , then Q3 = K .
(2) If Q1 = K and Q2 6= K , then Q3 = Q2.
(3) If Q1 6= K and Q2 = K , then Q3 = Q1.
(4) If Q1 = Q2 are both non-trivial extensions ofK , then Q3 = K .
(5) If Q1 6= Q2 are both non-trivial extensions of K , then Q3 is the unique subfield of the bi-
quadratic extension Q1Q2 ofK that does not equal either Q1 or Q2.
Remark 1.11. Suppose that K is of characteristic not equal to two, and let Q1 = K(
√
d1) and Q2 =
K(
√
d2). Then the complementary extension to Q1 andQ2 overK is given byK(
√
d1d2). Similarly, if
K has characteristic two, with extensionsQi defined by x2+x = ai for i = 1, 2, then the complementary
extension toQ1 andQ2 overK is given by x2+x = a1+a2. Definition 1.10 gives a unified description
of these more concrete but separate constructions.
The following result generalises [11, Corollary 3.2].
Corollary 1.12. The purely cubic closure K ′ is the complementary extension to the resolvent extension
Q and K(ζ3) over K .
Since finite fields admit a unique quadratic extension, we recover the following result as a special
case of Corollary 1.12. Its first part can also be obtained from [10, Corollary 4.2] and [11, Theorem 5.2],
and its second part is also a consequence of [11, Corollary 3.2].
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Corollary 1.13. Suppose that the base field k = Fq is finite, and that the purely cubic closure K
′ is a
(possibly trivial) constant extension.
(1) If q is congruent to 1 (mod 3), then L/K is Galois if and only if it is purely cubic.
(2) If q is congruent to −1 (mod 3), then L/K is Galois and impurely cubic if and only if the
quadratic resolvent has a root and purely cubic and non-Galois otherwise.
Remark 1.14. Corollary 1.12 recovers the classical Kummer-theoretic result that if k contains a third
root of unity, a cubic extension L/K is purely cubic if and only if it is Galois. Contrary to the case of
finite base fields described in Corollary 1.13, it is possible for a cubic extension L/K with a general
field of constants k that does not contain a third root of unity to be both non-Galois and impurely cubic.
An example of this is the extension ofK = Q(x) defined by the polynomial
(1.3) X3 − 3X − 2(x
2 + 2)
x2 − 2 ,
whose purely cubic closure is the constant extension by Q(
√
2) and whose resolvent extension is there-
fore the constant extension by Q(
√−6).
We need two more notions to simplify and manipulate cubic extensions:
Definition 1.15. Let a field extension K ′/K be given, and let L′ be a purely cubic extension of K ′.
We say that the extension L′/K ′ descends if there exists a cubic extension L of K such that LK ′ is
K ′-isomorphic to L′ and K ′ is the purely cubic closure of L/K. In this case L/K is called a purely
cubic descent (or simply a descent) of L′/K ′.
Definition 1.16. Let a cubic extension L1/K be given. A second cubic extension L2/K is called a
twist (resp. bi-twist) of L1/K if the cubic extensions L1k and L2k of Kk are isomorphic (resp. bi-
isomorphic).
One of the main results of [9] is a full description of the ramification of a cubic extension. In particular,
this allows the determination of the admissible ramification types once the genus of the cubic extension
L/K is specified. In what follows we will instead classify cubic extensions with prescribed admissible
ramification: Given prescribed ramification at a fixed set of places and a prescribed purely cubic closure
K ′ of K , we determine whether there exist purely cubic extensions L′ of K ′ that descend to a cubic
extension L of K whose ramification is as prescribed.
2. QUADRATIC EXTENSIONS OF GENUS ZERO
Our results extensively use the purely cubic closure of a cubic extension L/K of a function field K ,
which is a quadratic extension of K . For this reason, and as an illustration of our methods, we prove
more well-known results via an alternative inroad, by classifying the possible geometric, separable,
genus-zero quadratic extensions Q ofK . As for the cubic extensions that we treat later on, the idea is to
pass to a suitable closure and then to descend and twist afterwards. First, we assume that char (k) 6= 2.
Then Kummer theory makes all three steps above explicit, except for the classification of bi-twists:
Proposition 2.1. Let Q/K be a quadratic extension over a base field k with char(k) 6= 2.
(1) If k = k, then Q/K is determined up to isomorphism by its branch locus, which is of total
degree two. Moreover, there is a single bi-isomorphism class of such extensions, represented by
Q = K(y) with y2 = x.
(2) Given a ramification locus S of total degree two, there exists an extensionQ/K with ramification
locus S, defined by an equation of the form y2 = f with f ∈ K . Extensions obtained from
different ramification loci are pairwise non-isomorphic.
(3) The isomorphism classes of the twists of an extension y2 = f are in bijective correspondence
with the classes [c] ∈ k∗/(k∗)2 = H1(Γk, µ2). This correspondence sends a class [c] to the
extension defined by y2 = cf .
To classify bi-twists, we first prove the following proposition, which will give a concrete description
of a cohomology group that we will also encounter in Section 3.
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Proposition 2.2. Let (Q1,D1) and (Q2,D2) be two conics with effective divisors of degree two. Then
(Q1,D1) and (Q2,D2) are isomorphic if and only if Q1 and Q2 are isomorphic and the splitting fields
of the divisors D1 and D2 coincide.
Proof. We may reduce to the case Q1 = Q2 = Q with non-trivial Galois action. Let D1 = a1 + b1
and D2 = a2 + b2 over the algebraic closure. Choose a parametrisation ϕ : P1 → Q over the common
quadratic extension q of k with ϕ(∞) = a1, ϕ(0) = b1, ϕ(1) = a2, denoting the coordinate on P1 by
t. Let λ ∈ q be such that ϕ(λ) = b2. Let σ be the involution coming from the extension q of k. Then
α := σ(ϕ)−1ϕ sends∞, 0, 1 to 0,∞, σ(λ) respectively and is therefore the involution α(t) = σ(λ)/t.
We get σ(ϕ) = ϕα. Now σ(ϕ) sends 1 to b2, whereas α sends 1 to σ(λ). We conclude that ϕ maps
σ(λ) to b2, which is also the image of λ under ϕ. We get that σ(λ) = λ and hence σ(α) = α.
Now let β : Q → Q be given by β = ϕγϕ−1, where γ is an involution of P1 that switches {∞, 0}
with {1, λ}. Then γ is defined over k and commutes with α. Therefore we obtain
(2.1) σ(β) = σ(ϕ)σ(γ)σ(ϕ)−1 = ϕαγα−1ϕ−1 = ϕγϕ−1 = β.
The automorphism β : Q→ Q is defined over k and sends D1 to D2 by construction. 
Remark 2.3. The automorphism group of the pair (P1, {0,∞}) is Gm ⋊ C2, with generators given by
x 7→ λx and x 7→ 1/x. Via conjugation, the factor C2 acts on Gm via inversion. Proposition 2.2 now
furnishes a concrete description of the cohomology group H1(Γk,Gm ⋊ C2).
We can apply the description of the cohomology group thus obtained to our current problem:
Proposition 2.4. The bi-twists of the quadratic extension y2 = x of K are in bijective correspondence
with the isomorphism classes (Q,D) of conics Q with an effective divisor D of total degree two over k.
Given (Q,D), a corresponding quadratic extension of K is obtained as the quotient Q → Q/ι. Here ι
is the involution of Q with fixed points D.
Proof. This follows because the bi-automorphism group of the standard extension y2 = x is isomorphic
to Gm ⋊ C2: the elements (λ, 0) act by (x, y) 7→ (λ2x, λy), and (1, 1) by (x, y) 7→ (1/x, 1/y). 
Remark 2.5. Note that the process described in the statement of the proposition always results in a
quotient curve isomorphic to P1 (cf. [23, Lemma 3.1]).
Remark 2.6. If k is a finite field, then the bi-isomorphism class of a quadratic extension of K is in fact
determined by the Galois structure of its ramification (or branch) locus, as we shall see in Corollary 2.9.
As Proposition 2.4 and the explicit examples y2 = x2 +1 and −y2 = x2+1 over R show, this does not
remain true over general fields.
The case char (k) = 2 requires different methods:
Proposition 2.7. Suppose that char(k) = 2. Then there is a unique bi-isomorphism class of genus-zero
extensions Q/K, represented by Q : y2 + y = x.
Proof. By [21, Example 5.8.8], we can take the defining equation of Q/K to be of the form Q : y2 +
y = f , where f has odd valuation at all places of K . Applying the Riemann–Hurwitz formula in its
formulation in [21, Example 9.4.6], we obtain that f only has a single pole of valuation −1. Taking a
fractional linear transformation in x, we may assume this pole is over infinity, and we obtain the form in
the proposition. 
An elementary result for quadratic extensions that will later find cubic analogues in Section 5 is the
following:
Proposition 2.8. Suppose that char(k) = 2. Then the isomorphism classes of genus-zero quadratic
extensions ofK that ramify at∞ are in correspondence with the set k∗ × k/H , whereH is the additive
subgroup of k generated by the elements γ2 + γ for γ ∈ k. To an element (α, [β]) of k∗ × k/H is
associated the isomorphism class of the extension defined by
y2 + y = αx+ β.
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In particular, when k is finite, the number of these isomorphism classes equals 2 · |k×|. Two such classes
are twists of one another if and only if their first entries coincide. In particular, the set of twists of a
given isomorphism class is parametrised by k/H , and hence is of cardinality two if k is finite.
Proof. As in [21, Example 5.8.8], one shows the existence of a defining equation y2 + y = αx + β
for a quadratic extension of the specified type. Artin–Schreier theory implies that two such equations
define isomorphic extensions if and only if α2x+ β2 = α1x+ β1 + γ2 + γ. Considering the poles of γ
shows that γ ∈ k. The statement on the cardinality when k is a finite field follows by considering the
homomorphism k → k sending γ to γ2 + γ, whose kernel consists of 0 and 1. 
Corollary 2.9. Let k be a finite field. If char(k) 6= 2, then there are exactly two bi-isomorphism classes
of genus-zero extensions Q/K, given by Q1 : y
2 = x and Q2 : y
2 = f respectively. Here f is any
irreducible polynomial of degree two over k.
If char(k) = 2, then there is a single bi-isomorphism class, represented by Q : y2 + y = x.
Proof. If char(k) 6= 2, then the claim follows from Proposition 2.4, since k only has a single non-
trivial quadratic extension and there is a single isomorphism class of conics over k. The case where
char(k) = 2 is Proposition 2.7. 
Remark 2.10. If k is a finite field with char(k) 6= 2, then we can normalise Q2 further by taking
f = x2 − d with d a preferred non-square in k. Moreover, the conic Q1 (resp. Q2, resp. Q) above then
admits the rational point (1 : 0 : 0) (resp. (1 : 1 : 0), resp. (1 : 0 : 0)) above infinity.
3. THE PURELY CUBIC CASE
In this section, we describe purely cubic extensions L/K. We also classify their twists, as well as
their bi-twists for purely cubic extensions of genus zero or one.
Let p 6= 3 and L/K be a cubic extension with generator y whose minimal polynomial is X3 − β ∈
K[X], for some β ∈ K . By Kummer theory, the ramified places of L/K are precisely those places
(finite or infinite) such that (vp(β), 3) = 1. Writing β =
∏s
i=1 β
ei
i , where ei = 1, 2 and the βi are
distinct irreducible polynomials of respective degrees di, we see that the finite places p of K such that
(vp(β), 3) = 1 are precisely the zero divisors pi of βi in K . Moreover, (v∞(β), 3) = 1 if and only if
(d, 3) = 1, where d =
∑s
i=1 eidi is the degree of β. (Note that deg(pi) = di and deg(∞) = 1.)
Theorem 3.1. Let T be a set of places ofK of cardinality t.
(1) Suppose that ∞ 6∈ T and that the places of T correspond to monic polynomials P1, · · · , Pt
which are indexed such that
(3.1) deg(Pi) ≡


0 (mod 3) for 1 ≤ i ≤ s,
−1 (mod 3) for s+ 1 ≤ i ≤ r,
1 (mod 3) for r + 1 ≤ i ≤ t.
Then any purely cubic extension L/K which is fully ramified precisely over the places of T
admits a generator y satisfying the equation
(3.2) y3 = uP ǫ11 P
ǫ2
2 · . . . · P ǫss
P
ǫr+1
r+1 · . . . · · ·P ǫtt
P
ǫs+1
s+1 · . . . · · ·P ǫrr
,
where ǫ1 = 1, and ǫi ∈ {±1} (i = 2, . . . , t) satisfy
∑t
i=s+1 ǫi ≡ 0 (mod 3), and where u ∈ k
is a unit. There are (1/3)2s(2t−s−1 − (−1)t−s−1) such covers up to isomorphism over k.
(2) Suppose that ∞ ∈ T and that the t − 1 finite places in T correspond to monic polynomials
P1, . . . , Pt−1 indexed as in (3.1). Then any purely cubic extension L/K which is fully ramified
precisely over the places of T admits a generator y satisfying the equation
(3.3) y3 = uP ǫ11 P
ǫ2
2 · . . . · P ǫss
P
ǫr+1
r+1 · . . . · · ·P ǫt−1t−1
P
ǫs+1
s+1 · . . . · · ·P ǫrr
,
where ǫ1 = 1, ǫi ∈ {±1} (i = 2, . . . , t) satisfy
∑t
i=s+1 ǫi 6≡ 0 (mod 3), and where u ∈ k is a
unit. There are (1/3)2s(2t−s − (−1)t−s) such covers up to isomorphism over k.
6
Proof. Index the fully ramified (possibly infinite) places P1, . . . ,Pt of L/K such that
(3.4) deg(Pi) ≡


0 (mod 3) for 1 ≤ i ≤ s,
−1 (mod 3) for s+ 1 ≤ i ≤ r,
1 (mod 3) for r + 1 ≤ i ≤ t.
Then there exists a Kummer generator z for L/K such that
(3.5) div(z3) =
∏r
i=1 P
ǫi
i∏t
i=r+1 P
ǫi
i
such that
∑t
i=s+1 ǫi ≡ 0 (mod 3). (Another valid Kummer generator is obtained by mapping ǫi 7→ −ǫi
for all i = 1, . . . , t.)
When t = s, the statement of the theorem follows by identifying Pi 7→ Pi, which determines the
minimal polynomial of the generator up to a unit u.
So from now on we assume that t − s ≥ 1 and set up a linear recursion: Let Ek be the number of
tuples (ǫ1, . . . , ǫk)with ǫi = 1,−1 (mod 3) such that
∑
i ǫi ≡ 0 (mod 3), and Fk the number of tuples
with
∑
i ǫi ≡ 1,−1 (mod 3). Then E1 = 0 and F1 = 2, and
(3.6) Ei+1 = Fi and Fi+1 = 2Ei + Fi
for i ≥ 1. This gives a matrix ( 0 12 1 ) with eigenvalues 2 and −1; we may write
(3.7) ( 0 12 1 ) = −
1
3
(
−1 1
1 2
) (
−1 0
0 2
) (
2 −1
−1 −1
)
.
Then our recurrence is solved by
(3.8)
(
Ek
Fk
)
= −1
3
(
−1 1
1 2
)(
(−1)k−1 0
0 2k−1
) (
2 −1
−1 −1
)(
E1
F1
)
=
2
3
(
2k−1−(−1)k−1
2k−(−1)k
)
,
showing in particular that there exist solutions for any k. Again identifying Pi 7→ Pi, we see that now
ǫi ∈ {1,−1} for 1 ≤ i ≤ smay be chosen arbitrarily, while the above recursion confirms that there exist
compatible choices of ǫi for s+ 1 ≤ i ≤ t, which determine the extension up to a unit u as before. 
As for Proposition 2.1, one shows the following proposition using Kummer theory.
Proposition 3.2. The isomorphism classes of the twists of an extension y3 = f are in bijective corre-
spondence with the classes [c] ∈ k∗/(k∗)3 = H1(Γk, µ3). This correspondence sends a class [c] to the
extension defined by y3 = cf .
We describe bi-isomorphism classes of purely cubic extensions in two cases. The first is that where
the total ramification locus has degree two; the second is that where this degree is three. In the first, the
extension is isomorphic over k to that defined by y3 = x.
Theorem 3.3. The bi-twists of the extension y3 = x of K are in bijective correspondence with the
isomorphism classes (Q,D) of conics Q with an effective divisor D of total degree two over k. Given
(Q,D), the corresponding twist can be obtained as follows:
(1) Let q be the smallest extension of k splitting D, and let ι : P1 → Q be a morphism over q that
sends {0,∞} toD.
(2) We have σ(ι) = ια, where α(t) = λ/t for the affine coordinate x of P1 with λ ∈ k. Let
ϕ0 : P
1 → P1 be the map sending x 7→ x3/λ.
(3) Let ϕ = ιϕ0ι−1. Then ϕ : (Q,D)→ (Q,D) is a twist of ϕ0 that ramifies exactly in D.
There is only one bi-twist that is purely cubic, which is the trivial one. The bi-twists that are Galois are
those for which the splitting field of D equals k(ζ3).
Proof. As in Proposition 2.4, the first description follows because the bi-automorphism group of the
standard extension y3 = x is again isomorphic to Gm ⋊ C2. The second statement follows from [8,
Theorem 3.19]. Finally, a twist is purely cubic if and only if its branch locus has trivial Galois action,
which corresponds to the trivial case where (Q,D) is isomorphic to (P1, {0,∞}). In light of Corollary
1.12 this implies that a twist is Galois if and only if the splitting field of its branch locus equals k(ζ3). 
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Corollary 3.4. If the base field k = Fq is finite, then the extension y
3 = x has exactly two bi-twists.
Exactly one of these twists is Galois, namely the trivial twist if q ≡ 1 (mod 3) and the non-trivial twist
if q 6≡ 1 (mod 3).
Proof. The first statement follows from Proposition 3.3 because any conic over k is isomorphic to a
projective line, combined with the fact that k admits a unique non-trivial quadratic extension. The
second follows by using Corollary 1.13. 
Remark 3.5. In Proposition 5.1, we will find an explicit defining equation for the non-trivial impurely
cubic twist in Corollary 3.4 by using the methods from Section 4.
When Q 6∼= P1, we obtain bi-twists for which the base curve is no longer a projective line. Explicit
equations can then be obtained by using [8, Proposition 3.16].
Now consider the second case, for which the total ramification locus has degree three. In this case, the
extension is isomorphic over k to that defined by y3 = x(x− 1). We again determine the corresponding
bi-twists.
Proposition 3.6. The bi-automorphism group of y3 = x(x− 1) is isomorphic to µ3 × S3. Here µ3 acts
via (x, y) 7→ (x, ζ3y), whereas the generators (0∞) and (1∞) of S3 act via (x, y) 7→ (1/x,−y/x)
and (x, y) 7→ (x/(x − 1), y/(x − 1), respectively.
Proof. An explicit calculation shows that the claimed maps are bi-automorphisms and generate the in-
dicated group. That these generate the full bi-automorphism group follows from the fact that any bi-
automorphism must map the branch locus {0, 1,∞} of (x, y) 7→ x to itself, and that a bi-automorphism
that fixes x necessarily sends y to ζ i3y for some i. 
Theorem 3.7. The bi-twists of the extension y3 = x(x − 1) of K are in bijective correspondence with
the pairs (L, [c]), where L is an isomorphism class of an extension of degree at most three of K and
where [c] ∈ k∗/(k∗)3. Given a pair (L, [c]), a corresponding twist is given by:
(1) y3 = cx(x− 1) if L = K .
(2) y3 = cf , where f is the minimal polynomial of a generator of L/K, if L 6= K .
In particular, all these twists up bi-isomorphism are purely cubic. They are Galois if and only if k
contains ζ3.
Proof. This result follows by considering the twists corresponding to the factors of µ3 × S3 (cf. Propo-
sition 3.6) separately. The factor µ3 gives rise to multiplication of the polynomial defining the branch
locus in x by a scalar c. On the other hand, via the indicated automorphisms, H1(Γk, S3) classifies
the Galois stable subsets of P1
k
of degree three that classify the branch locus. By transitivity, two such
subsets of P1
k
are isomorphic if and only if they are isomorphic as Γk-sets, which is the case if and
only if they have isomorphic stabilisers under the Galois action. The Galois correspondence between
(sub)extensions and stabilisers then yields the result. 
Remark 3.8. A given cubic extension y3 = g of K can be transformed explicitly into one of the forms
of Proposition 3.7 as follows. Let f be the polynomial whose splitting field is isomorphic to that of g.
Label the roots α1, α2, α3 of f and β1, β2, β3 of g such that the Galois action on them coincides. Then
the Möbius transformation mapping αi 7→ βi is defined over k. Pulling back g by it and absorbing third
powers in the denominator if necessary gives a defining equation of the form y3 = df , which after a
transformation in y gives rise to a standard equation y3 = cf for which the classes of c and d in k∗/(k∗)3
coincide.
Since a finite field has exactly three isomorphism classes of extensions of degree up to three, we
obtain the following:
Corollary 3.9. If the base field k = Fq is finite, then the extension y
3 = x(x − 1) has exactly nine
bi-twists if q ≡ 1 (mod 3), and three bi-twists if q ≡ −1 (mod 3).
8
4. DESCENT FROM THE PURELY CUBIC CLOSURE
Let sets of places S and T ofK be given, together with a quadratic extension K ′ ofK of genus zero.
Write t = |T |. The following two results give a necessary and sufficient condition for the existence of a
cubic extension ofK that ramifies partially (resp. fully) at the places in S (resp. T ) and has purely cubic
closure K ′.
Theorem 4.1. There exists a cubic extension L of K such that K ′ is the purely cubic closure of L/K
and such that L is fully ramified at exactly the places in T if and only if all places in T split in the
quadratic genus-zero extension K ′/K .
Proof. Suppose that L/K is as described, and use the description of K ′ as K(s) in Theorem 1.6. Then
as LK(s)/K has degree six, the fully ramified places in L/K are the places below the fully ramified
places of L(s)/K(s). By Kummer theory the ramified places of L(s)/K(s) are at the zeros and poles
of s whose valuation is not a multiple of three. Let P be such a place. Then we have
(4.1) 0 6= vσ(P)(s) = vP(σ(s)) = vP(1/s) = −vP(s).
This implies in particular that σ(P) 6= P, so that P is split. As in Theorem 1.6, we see that L is the
fixed field of L(s) under the involution of L(s) overK which sends (g,w) to (g−1, w−1).
For sufficiency, let P1, . . . ,Pt be places inK ′ above the places p1, . . . , pt in T . Consider the divisor
(4.2) D = σ(P1)−P1 + · · ·+ σ(Pt)−Pt.
Since K ′ has genus zero, the Riemann–Roch theorem implies that there is a function f such that D =
div(f). We will consider a cubic extension L′ of K ′ defined by w3 = g = λf with λ ∈ k, for which
we will show that there exists a cubic extension L of K such that LK ′ = L′. In this case K ′ is by
construction the purely cubic closure of L/K, and the ramification of L overK is of the requested type
since all triple ramification in L′/K ′ comes from the subextension L/K.
By Theorem 1.6, to descend L′ it is sufficient and necessary to prolong the involution σ of K ′ to it.
We have σ(D) = −D by construction, which implies that σ(f) = λ/f for some λ. Note that λ is in k.
This follows because
(4.3) f = σ(σ(f)) = σ(λ)/σ(f) = σ(λ)/(λ/f) =
σ(λ)
λ
f
so that indeed σ(λ) = λ. Now let g = λf . Then
(4.4) σ(g) = σ(λ)σ(f) = λ · λ/f = λ3/g
For the extension L′ defined by w3 = g, we can prolong σ by setting σ(w) = λ/w, since then we have
the compatibility
(4.5) σ(w3) = λ3/w3 = λ3/g = σ(g).
This proves our existence claim for L′ and furnishes the requested cubic extension L/K. 
The proof of Theorem 4.1 also shows the following.
Corollary 4.2. If the hypothesis of Theorem 4.1 is fulfilled, then up to k-isomorphism, there are 2t−1
extensions L/K with the requested properties.
Proof. By Kummer theory, over k a cubic extension is determined by its signed ramification locus as in
(4.2) modulo the global negation corresponding to the isomorphism sending y to 1/y. Since there are t
sign choices in (4.2), we obtain the result. 
Remark 4.3. For the base field k = C, the number of covers up to isomorphism can also be determined
using a formula due to Serre [19]. It states that if G is a finite group and C1, . . . , Cn are conjugacy
classes in G, then the number of solutions of the equation
(4.6) g1 . . . gn = 1, gi ∈ Ci,
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equals
(4.7)
1
|G| |C1| . . . |Cn|
∑
χ
χ(C1) . . . χ(Cn)
χ(1)n−2
,
where χ runs over the irreducible characters of G.
Using covering theory, the isomorphism classes of the covers in Corollary 4.2 correspond to the solu-
tions up to conjugacy of (4.7), for C1, . . . C2 corresponding to 2-cycles and C3, . . . , Ct+2 corresponding
to 3-cycles. Using the character table of S3, the number of such solutions equals
(4.8) (1/6)322t(1 + 1 + 0) = 3 · 2t.
Since t > 0, all these solutions generate S3 and therefore do not admit automorphisms, implying that
their total number is (1/6)(3 · 2t) = 2t−1. In fact for arbitrary branch loci S and T with s = |S| ≥ 2
and t = |T | ≥ 1 we get 3s−22t−1 covers up to isomorphism as long as s is even. For parity reasons, the
number of solutions is zero when s is odd. When s = 0, we are in the situation of the previous section.
In this case a slight modification of the argument, using G = Z/3Z instead, indeed yields the number
of covers in Theorem 3.1. In this sense, the results in that theorem and Corollary 4.2 are more explicit
versions of these abstract calculations. Note the independence of these numbers of char(k) when this
characteristic does not equal 2 or 3, in line with [3, Exposé 13, Corollaire 2.12].
Remark 4.4. The previous counting result over C extends without trouble to the case where the purely
cubic closure has genus larger than zero. However, the methods of Theorem 4.1 do not apply, since we
cannot conclude that the relevant divisor D is principal. Phrased differently, the issue is that the affine
coordinate ring of the projective curve corresponding to K minus a point is only a unique factorisation
domain if K is of genus 0.
For curves of higher genus, being able to construct of f requires the 3-divisibility ofD in the Jacobian
of K ′. This divisibility is not guaranteed when the base field is not algebraically closed. Moreover, the
isomorphism class of the resulting extension depends on the choice of a quotient. We will also encounter
this phenomenon in Section 6.
Remark 4.5. For fixed specified branch loci S and T , there may exist multiple genus-zero extensions
K ′ ofK in which T splits. To see this, we first consider the case where S = ∅ and where T is the single
degree-four place of K = k(x) defined by the Galois orbit of 1 +
√
2 +
√
3 over k = Q. Then T splits
over the different constant quadratic extensions K(
√
2), K(
√
3), and K(
√
6), as the pairs of places
defined by the pairs of polynomials
{
x2 + (±√2− 2)x∓√2}, {x2 + (±√3− 2)x+ (∓√3 + 2)},
and
{
x2 − 2x+ (±√6− 4)} respectively.
For an example with non-constant purely cubic closure, consider the case where S = {∞, 0} and
where T is the degree-two place defined by the Galois orbit of 6 + 4
√
2. Then T splits over both the
non-isomorphic quadratic extensionsK(
√
x) andK(
√
2x) that ramify over S. For the former extension,
described by y2 = x, we obtain the pairs of places described by the Galois orbits of points (x, y) given by{
(6± 4√2, 2±√2)} and {(6± 4√2,−(2±√2))}. For the latter extension, described by y2 = 2x,
we obtain the orbits given by
{
(6± 4√2, 1±√2)} and {(6± 4√2,−(1±√2))}.
In light of Proposition 2.1.(2), the purely cubic closuresK ′ that give rise to covers L/K are quadratic
twists of one another. Lemma 4.7 will show that the purely cubic closure is invariant under taking twists.
In particular, cubic extensions L/K obtained by using different K ′ are never isomorphic.
Let S, T , K ′ be fixed as above, and let L/K be a corresponding extension. We determine the twists
of L/K in the sense of Definition 1.16. In the purely cubic case, the twists are described by Kummer
theory, as in Proposition 3.2.
Proposition 4.6. LetL be a cubic extension ofK with non-constant purely cubic closure, or equivalently
a cubic extension of K whose set S of partially ramified places is non-empty. Then L/K has trivial
automorphism group over k and therefore does not admit non-trivial twists.
Proof. The group Aut(Lk/Kk) is trivial, since otherwise Lk would be Galois over Kk and S would
be empty. This implies that the cohomology group H1(Γk,Aut(Lk/Kk)) that parametrises the twists
consists of a single element. 
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If the purely cubic closure is constant, then we will classify the twists using a cohomology group.
Before embarking on this, we note the following:
Lemma 4.7. The purely cubic closure is invariant under taking twists, in the following sense: if L′/K
is a twist of L/K, then the purely cubic closures of these extensions coincide.
Proof. We may assume that the purely cubic closure is constant in light of Proposition 4.6. Moreover,
Proposition 3.2 shows that the twist of a purely cubic extension is again purely cubic. Now let m be
an extension of the field of constants k for which the base extension Lm/Km is purely cubic. Then
L′m/Km is a twist of Lm/Km and hence also purely cubic. Swapping the roles of L and L′ shows
that the extensions m for which Lm/Km is purely cubic are exactly those for which L′m/Km is
purely cubic. In particular, the smallest such field, that is, the purely cubic closure, coincides for both
extensions. 
Proposition 4.8. Let L/K be a cubic extension with constant purely cubic closure K ′. Then by Corol-
lary 1.12, the resolvent extension Q of L/K is also constant. Write Q = qK , with q an extension of k.
Then the twists of L/K are in bijective correspondence with the cohomology group H1(Γk, (Z/3Z)q),
where (Z/3Z)q is the group scheme of order three over k on whose non-trivial elements the Galois
action is defined by the quadratic extension q.
Proof. The first claim follows from Corollary 1.12. It implies that the group Aut(Lk/Kk) is a Galois
module of cardinality three. The non-trivial elements of this group cut out the quadratic extension q of
k, which implies the second claim. 
For extensions with non-trivial constant purely cubic closure, one can describe the twists via a coho-
mology group. This description will be a consequence of the following more generally useful lemma:
Lemma 4.9. Let L1 and L2 be two cubic extensions of K . Then L1 and L2 are isomorphic if and only
if they have the same purely cubic closure K ′ and the extensions L1K
′ and L2K
′ ofK ′ are isomorphic.
Proof. One direction is clear. Conversely, let L1 and L2 be cubic extensions whose purely cubic clo-
sures K ′ coincide, and suppose that L1K ′ and L2K ′ are isomorphic over K ′. Let M be a field iso-
morphic to both, and embed L1 and L2 into it. We know that L1 and L2 are both fixed fields under
involutions ofM that prolong the involution of K ′ over K .
If Aut(M/K ′) is trivial, then the involutions coincide, and so L1 and L2 will coincide as subfields
ofM , so that in particular they will be isomorphic. IfAut(M/K ′) is non-trivial, thenK ′ is the common
resolvent extension of L1 and L2. This implies that M is the Galois closure of both L1 and L2. But by
Galois theory, the cubic subfields ofM are all isomorphic. 
Let q be a non-trivial quadratic extension of the base field. Let L/K be a cubic extension with purely
cubic closure K ′ = qK , and let L′ = LK ′. Choose a defining equation y3 = f for L′/K ′.
Lemma 4.10. Let c ∈ q, and let M ′ be the extension of K ′ defined by y3 = cf . Then M ′ descends if
and only if the norm Nmqk(c) = cσ(c) of c from q to k is a third power in k.
This construction yields a bijective correspondence between the set of twists of L/K and the kernel
of the induced map
q∗/(q∗)3 → k∗/(k∗)3
[c] 7→ [Nmqk(c)].
(4.9)
To the class of c in this kernel, this correspondence associates the descent of y3 = cf (which is uniquely
determined by Lemma 4.9).
Proof. As in the proof of Theorem 4.1, we have to construct a suitable K-involution ofM ′. In light of
Theorem 1.6, we may assume that the original involution sends f to 1/f and y to 1/y. The involution
for y3 = cf should then still send y to λ/y for some λ ∈ K ′. This defines an actual involution if and
only if
(4.10) y = σ(σ(y)) = σ(λ/y) = σ(λ)/σ(y) =
σ(λ)
λ
y,
which means that λ ∈ k. Moreover, we need that the involution respects the defining equation, so
(4.11)
λ3
y3
= σ(y3) = σ(cf) = σ(c)σ(f) =
σ(c)
f
=
cσ(c)
cf
=
cσ(c)
y3
.
This gives the criterion forM ′ to descend in the statement of the lemma. The rest of its statement then
follows from Proposition 3.2 and Lemma 4.9. 
Corollary 4.11. The cohomology group H1(Γk, (Z/3Z)q) is isomorphic to the kernel of the homomor-
phism q∗/(q∗)3 → k∗/(k∗)3 induced by the norm map as in (4.9).
Lemma 4.12. There are canonical isomorphisms
(4.12) H1(Γk, (Z/3Z)q) ∼= ker(q∗/(q∗)3 → k∗/(k∗)3) ∼= N1/N31 ,
where N1 is the group of elements in q
∗ with norm one (which by Hilbert’s Theorem 90 is isomorphic to
(q∗/k∗)). As a result, the twists of the unique descent of y3 = f are parametrised by the unique descents
of the extensions y3 = cf , where c runs though representatives of the quotient N1/N
3
1 .
Proof. We have already proved the existence of the first isomorphism. For the second, apply the Snake
Lemma to the diagram
(4.13)
1 (q∗)3 q∗ q∗/(q∗)3 1
1 (k∗)3 k∗ k∗/(k∗)3 1
It then suffices to show the following:
(1) The kernel of the norm homomorphism (q∗)3 → (k∗)3 is N31 ;
(2) The canonical map (k∗)3/Nmqk((q
∗)3)→ k∗/Nmqk(q∗) has trivial kernel.
For (1), let β ∈ q∗ with β = δ3 with δ ∈ q∗ be in the kernel. Then Nmqk(δ3) = Nmqk(β) = 1.
If k does not contain ζ3, then this immediately Nm
q
k(δ) = 1 and we are done. If k does contain ζ3,
and Nmqk(δ) 6= 1, then we may assume that Nmqk(δ) = ζ3. But then also β = (ζ3δ)3, where now
Nmqk(ζ3δ) = ζ
2
3ζ3 = 1, so that once again we find β ∈ N31 .
For (2), suppose that α ∈ k∗ with α = γ3 with γ ∈ k∗ is such that α ∈ Nmqk(q∗). We want to show
that γ is a norm as well. This follows from the fact that the group (k∗)/Nmqk(q
∗) is 2-torsion, so that the
class of γ in it coincides with that of α. 
It remains to make the results so far explicit in terms of defining equations. Recall that by the argu-
ments in [11], cf. Theorem 1.6, we already have the following general existence result.
Theorem 4.13. Let L/K be an impurely cubic extension whose purely cubic closure K ′ = K(r) is
defined an element r with minimal polynomial X2 − aX − b over K . Let σ generate the Galois group
of K ′ over K . Then there exist elements P,Q ∈ K and an element ϑ = P + Qr ∈ K such that L/K
admits a defining equation x3 − 3x− α with
(4.14) α =
σ(ϑ)
ϑ
+
ϑ
σ(ϑ)
=
P +Qσ(r)
P +Qr
+
P +Qr
P +Qσ(r)
=
2(P 2 + aPQ) + (a2 + 2b)Q2
P 2 + aPQ− bQ2 .
We now restrict to the situation where sets of places S and T of partial and total ramification are
specified, as well as a corresponding purely cubic closure K ′ of genus zero whose ramifying places
coincide with those in S and that splits the places in T . We aim to obtain explicit P , Q, ϑ and α in
(4.14) such that the pole orders of α are minimised. We will accomplish this by descending a suitable
purely cubic extension w3 = f ofK ′.
Recall that by Corollary 4.2 there are 2t−1 isomorphism classes over k of cubic extensions L/K of
the type that we are looking for, and that these are classified by their signed ramification locus up to
global negation. Let X2 − aX − b be the minimal polynomial over K of a generator r of the quadratic
extension K ′ ofK . On the level of places, choosing signs comes down to fixing a decomposition
(4.15) pi = Pi + σ(Pi) := P
−
i +P
+
i
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inK ′ for every pi in T .
Theorem 4.14. Given K ′, S and T , as well as decompositions (4.15), one can explicitly compute el-
ements P,Q ∈ K and ϑ = P + Qr ∈ K , such that setting f = σ(ϑ)/ϑ and α = f + f−1 gives a
defining equation x3 − 3x− α for L/K as in (4.14) corresponding to the sign choices in (4.15).
The places where α has a pole are exactly those in T ; moreover, we have vp(α) ≥ −1 for all places
p ∈ T , except for one place p ∈ T (which then has vp(α) = −2) if the total degree of T is odd and S
consists of a single place of total degree two. The twists of L/K can be obtained by replacing f by uf
for u ∈ N1/N31 .
Proof of Theorem 4.14. We start by observing that if S is non-empty, thenK ′ is not a constant extension,
and therefore K has a degree-one place by Remark 2.5, which pulls back to a Galois stable divisor η of
total degree two for K ′. If S is empty and K ′ is constant over K , then the anticanonical divisor of K
similarly defines a Galois stable degree-two divisor η forK ′.
Case 1: deg (T ) is even. In this case we write deg(T ) = 2e and choose ϑ = P +Qr for P,Q ∈ K
such that
(4.16) (ϑ) =
t∑
i=1
P−i − e · η.
Let f = σ(ϑ)/ϑ. Then σ(f) = 1/f . Moreover, because η is Galois stable we obtain
(4.17) (f) =
t∑
i=1
(
P+i −P−i
)
,
which leads to the right choice of signs. Let L′ = K ′(w), where w3 = f . It remains to determine
the fixed field of L′ under the involution sending (f,w) 7→ (1/f, 1/w). The element y = w + w−1 is
invariant under this involution, and we have
(4.18) y3 = w3 + 3w + 3w−1 + w−3 = 3y + (w3 + w−3) = 3y + (f + f−1).
We conclude that for α = f + f−1 we obtain Equation (4.14), as claimed. It follows from the construc-
tion that vpi(f) = −1 for all i and that these are the only poles of f , so that vp(α) ≥ −1 for all places p
ofK .
Case 2: deg (T ) is odd. In this case one of the places in T , say p1, has odd degree. This means that
both K and K ′ correspond to a projective line, and that both have a place of degree one.
Case 2a: deg (T ) is odd and S is empty or contains a place of degree one. Under this hypothesis,
K ′ has a Galois stable degree-one place Q. Indeed, if S is empty, then we can take Q to be any degree-
one place of K ′, which exists by the previous paragraph, and if S contains a place q of degree one,
then we let Q the unique place of K ′ over it. The construction above can then be adapted by instead
considering ϑ = P +Qr such that
(4.19) (ϑ) =
t∑
i=1
P−i − deg(T ) ·Q.
Setting f = σ(ϑ)/ϑ, we again have (4.17), and as α = f + f−1 with f = σ(ϑ)/ϑ we indeed have
vp(α) ≥ −1 everywhere.
Case 2b: S consists of a single place of total degree two. Theorem 4.13 shows that in order to
find a minimised defining equation of the form (4.14), we need to find ϑ such that (4.17) holds. Writing
ϑ =
∑
P−i −D shows that satisfying (4.17) requires the existence of a Galois stable divisor D of odd
degree onK ′, yet these do not exist because of the hypothesis on S. We conclude that in this case there
is no defining polynomial x3 − 3x− α with v(α) ≥ −1 everywhere.
Instead we let e = (deg(T )− 3 deg(p1))/2, and choose ϑ = P +Qr such that
(4.20) (ϑ) = −3P−1 +
t∑
i=1
P−i − e · η.
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Then for f = σ(ϑ)/ϑ, we have that (f) equals (4.17) up to 3(P+1 −P−1 ). By Kummer theory, this still
yields the correct ramification, and α = f + f−1 yields the claimed defining equation.
In all cases, the fact that the twists are as described is a consequence of Lemma 4.12. Note that by
Hilbert’s Theorem 90, we may write u = σ(λ)/λ. Twisting f to uf is then equivalent to changing ϑ
to λϑ, which can still be written in the form P ′ + Q′r for P ′, Q′ ∈ K and which does not affect the
divisor D. 
Remark 4.15. Note that the poles of the element ϑ constructed in the proof of Theorem 4.14 can be
controlled if so desired. Moreover, one can use (4.19) as long as the ramification locus contains a rational
point that is fixed by the involution, for example that given in Remark 2.10 for Q1 andQ. By choosing a
coordinate on the corresponding P1 with a pole at the specified point, finding ϑ in (4.19) comes down to
expressing the elements pi of T as norms of polynomials. The two possibilities per pi of doing so then
give rise to the sign choices in (4.15).
Remark 4.16. We consider Case 2b of Theorem 4.14 in some more detail. Let κ− be a degree-one place
of K ′, which the proof shows to exist, and let κ+ = σ(κ−) be the Galois conjugate of κ−. Then there
exists a function ℓ onK ′ of degree one such that div(ℓ) = κ− − κ+. It follows that ℓσ(ℓ) = c for some
constant c ∈ k. Let e = (deg(T ) + 1))/2 and define ϑ = P +Qr via
(4.21) (ϑ) = κ− +
t∑
i=1
P−i − eη.
Let f = ℓσ(ϑ)/ϑ. Then σ(f) = c/f , and by Galois stability of η we obtain
(4.22) div
(
ℓ
σ(ϑ)
ϑ
)
=
t∑
i=1
(
P+i −P−i
)
.
For y = w + cw−1, with w3 = f , one verifies that this gives the generalised defining equation
(4.23) y3 − 3cy − α = 0
with α = c(f + cf−1), which has at most simple poles at all places of K .
Note that c does not equal 1, in line with the proof of Theorem 4.14. Indeed, after normalising we
may assume that K = k(x), that the extension K ′ of K is defined by y2 = x2 − d, and that the points
κ− and κ+ are over∞. In this case ℓ = x + y and ℓσ(ℓ) = (x + y)(x − y) = d. This cannot be 1 (or
any square, for that matter), since then the branch locus, defined by x2 − d, would split over k, contrary
to our hypothesis that it consists of a single place of degree two.
The ramification of a generalised defining equation of the form (4.23) can still be read off: Putting
y = w + cw−1 yields
(4.24) w3 + 3cw + 3c2w−1 + c3w−3 = 3cw + 3c2w−1 + α,
or w3 + c3w−3 = α. This means that if we let s be a root of the polynomial X2 − αX + c3, we have
y = w + cw−1, where w satisfies w3 = s. Thus the purely cubic closure is defined by X2 − αX +
c3. Therefore, arguing as in [10] shows that the total ramification of L/K is at the poles of α whose
multiplicity is not divisible by three, and that the partial ramification is at the zeros of α2 − 4c3 whose
multiplicity is not divisible by two.
Remark 4.17. The techniques used in this section do not require that the base field K be k(x), as the
only crucial hypothesis was that the purely cubic closure K ′ was a conic. We may equally well take K
to be the function field of a non-trivial conic over k.
5. BI-TWISTS
We now consider bi-twists for some classes of impurely cubic extensions. We cannot hope to cover
all cases, as this would be equivalent to fully solving the Galois descent problem for superelliptic curves
of exponent three. We classify the extensions obtained by the ramification typeR of their base extension
Lk/Kk. The Riemann–Hurwitz formula yields four possible values for R and the genus gL of L which
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we now discuss separately, first for char (k) 6= 2.
(R,gL) = ((3
2),0) : This case is covered by Theorem 3.3. Restricting to conics Q that admit a
point will give those bi-twists Y → X for which the target curve X is still isomorphic to P1 over K .
We now consider these in some more detail. In Theorem 3.3, these correspond to the pairs (Q,D) with
Q ∼= P1. Such pairs are classified by the splitting field of the degree-two divisorD, and we will construct
corresponding twists in the spirit of Theorem 4.14. To do this, we choose a quadratic extension q of the
base field k along with a defining polynomial X2 + aX + b for q over k.
Proposition 5.1. An equation of the bi-twist of y3 = x corresponding to q is given by
y3 = 3y +
2x2 + 2ax+ (a2 − 2b)
x2 + ax+ b
.
Proof. Consider the roots r and r of the polynomial X2+aX+b in q. We can take f = (x−r)/(x+r)
in Theorem 4.14 over the constant quadratic extension qK . This yields
α = f + 1/f =
x+ r
x− r +
x− r
x+ r
=
(x− r)2 + (x− r)2
(x− r)(x− r)
=
2x2 − 2(r + r)x+ r2 + r2
x2 + ax+ b
=
2x2 + 2ax+ (a2 − 2b)
x2 + ax+ b
.
Since the ramification locus splits over q, this equation gives the requested bi-twist. 
Remark 5.2. The results above are uniform in that they also function in characteristic two. Taking a
defining polynomial for q in Artin–Schreier form X2 +X + a then gives
α =
1
x2 + x+ a
.
In characteristic not equal to two, taking a defining polynomial for q in Kummer form X2 − d yields
α = 2
x2 + d
x2 − d.
Remark 5.3. When k is a finite field, the above result shows how to obtain the non-trivial bi-twist men-
tioned in Corollary 3.4. Its specific defining equation depends on the choice of an irreducible polynomial
defining the quadratic extension of k.
(R,gL) = ((3
3),1) : This case is covered by Theorem 3.7, which also applies when k is of charac-
teristic two. Note that for all these bi-twists Y → X the base curve X is indeed isomorphic to P1.
(R,gL) = ((3
122),0) : By Proposition 4.6, the covers with this ramification do not admit non-trivial
twists. However, there still the possibility of bi-twisting, since there is an automorphism switching the
branch points below the partial ramification points. This can be seen by considering the cover
(5.1) y3 = 3y + x,
which has the given ramification type (namely, full ramification occurring over x = ∞ and partial
ramification over x = ±2). The relevant bi-automorphism group is Z/2Z. Therefore, as in the previous
case, it suffices to find the bi-twist of the cover (5.1) corresponding to a fixed Galois structure on the
branch locus, cut out by the quadratic extension q of the base field defined by the polynomial X2 − d
say.
Proposition 5.4. An equation of the bi-twist of y3 = 3y + x corresponding to q is given by
y3 = 3y + 2
2x2 − d
d
.
Proof. We follow Theorem 4.14. Let the branch locus be defined by the zeros of x2 − d. The corre-
sponding quadratic extension defined by u2 = x2 − d has two rational points over∞. A function with
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a pole and a zero at these points is given by (x+ u)/(x− u). We therefore descend the extension of the
projective line with coordinate x defined by{
u2 = x2 − d
w3 = x+u
x−u
under the involution (u,w) 7→ (−u, 1/w), which yields
α = f + 1/f =
x+ u
x− u +
x− u
x+ u
=
(x+ u)2 + (x− u)2
(x− u)(x+ u)
=
2x2 + 2u2
x2 − u2 = 2
2x2 − d
d
. 
Remark 5.5. As in the previous case, we obtain two bi-twists when the base field k is finite, since k
then admits a unique quadratic extension q. Its specific defining equation depends on the choice of an
element d whose square root defines q over k.
(R,gL) = ((3
222),1) : We first consider these covers over the algebraic closure k. By Proposition
2.1.(1), we may then assume that the purely cubic closure is defined by u2 = x, so that the places of
partial ramification are over∞ and 0. We ensure that full ramification takes places over 1. This gives
rise to the versal family of covers defined by descending
(5.2)
{
u2 = x
w3 = u+1
u−1
u+λ
u−λ
for λ 6∈ {∞, 0,±1}. The resulting descents are given by
(5.3) y3 = y +
x2 + (λ2 + 4λ+ 1)x+ λ2
x2 − (λ2 + 1)x+ λ2 .
Proposition 5.6. Two covers obtained from (5.3) for the parameter values λ1, λ2 are isomorphic if and
only if λ1 = λ2 and have trivial automorphism group over k. They are bi-isomorphic if and only if
λ1 = λ
±1
2 and have bi-automorphism group Z/2Z over k.
Proof. By Lemma 4.9, it suffices to consider the covers (5.2). An isomorphism maps the common purely
cubic closure to itself and therefore either fixes u or sends it to −u. Consideration of the branch locus
in u in the former case shows that w is mapped to ζ i3w for some i and that this does not change the
defining equation. Similarly, the latter possibility yields that w is sent to ζ i3/w. Also in this case, the
defining equation in (5.2) is not affected. The covers (5.3) have trivial automorphism group in light of
Proposition 4.6.
Now we consider the bi-automorphisms of (5.2). By what went before, it suffices to analyse the
possible action on the branch locus, which is partitioned into the branch points {∞, 0} with partial
ramification upstairs and the branch points
{
1, λ2
}
with full ramification upstairs. Generically, there is
a unique non-trivial automorphism of P1 that maps these pairs to themselves, namely the involution x 7→
λ2/x. This lifts to the bi-automorphism (x, u,w) 7→ (λ2/x, λ/u,w) of (5.2), which commutes with the
involution (x, u,w) 7→ (x,−u, 1/w) used in the descent and therefore defines a bi-automorphism of
(5.3). The other lifts do not give rise to more bi-automorphisms of (5.3).
It therefore remains to consider the cases where the sets {∞, 0} and {1, λ2} are mapped to themselves
by other automorphisms of P1. Since the automorphism found previously switches ∞ and 0, we may
assume that these points are fixed. The automorphism is then of the form x 7→ cx. A non-trivial such
automorphism can only map
{
1, λ2
}
to itself if λ = i, in which case also c = −1. The automorphism
then lifts by sending u to iu. Applying this to the rational fraction
u+ 1
u− 1 ·
u+ i
u− i
defining w3 maps it to
u+ 1
u− 1 ·
u− i
u+ i
,
meaning that we do not in fact obtain an automorphism in this case.
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The analysis of this bi-automorphism group also applies when analysing bi-isomorphisms between
covers defined by different parameter values λ1 and λ2. Composing with the non-trivial bi-automorphism
described above if needed, we may assume that the isomorphism maps x 7→ cx for some scalar c. Sim-
ilarly, applying the descent involution (x, u,w) 7→ (x,−u, 1/w) if necessary, we may assume that the
branch locus {1, λ1} is sent to {1, λ2}. This can only happen if λ1 = λ−12 , in which case we obtain a
bi-isomorphism (x, u,w) 7→ (λ22x, λ2u,w) that intertwines the descent involutions and hence induces
an isomorphism of the descended covers (5.3). 
We conclude that µ = λ + λ−1 ∈ k \ {∞,±2} parametrises the bi-automorphism classes of covers
(5.3). Moreover, given a parameter value for µ in the base field k, we can find a corresponding bi-
isomorphism class defined over k as follows.
Proposition 5.7. Given µ ∈ k with µ 6∈ {∞,±2}, a corresponding cover is defined by
(5.4) y3 = 3y + 2
x2 + (µ+ 4)x+ 1
x2 − µx+ 1 .
This cover branches partially above {∞, 0} and fully above the roots of x2 − µx+ 1.
Proof. This equation can be obtained via the substitution x 7→ λx in (5.3). 
It remains to determine the bi-twists of (5.4). The common non-trivial bi-automorphism is given by
(x, y) 7→ (1/x, y). Substituting x → x+1
x−1 and writing the parameter as µ = 2 − 4/(1 − ν) yields the
alternative family
(5.5) y3 = 3y + 2
(2ν − 1)x2 − ν
x2 − ν .
with ν 6∈ {∞, 0, 1}. This family has partial ramification at {±1} and full ramification at the roots of
x2 − ν. The bi-twists of the covers in this family are quickly identified, as follows.
Proposition 5.8. Given ν ∈ k with ν 6∈ {∞, 0, 1}, the bi-twists of (5.5) are parametrised by k∗/(k∗)2.
The class defined by an element d of k∗ corresponds to the equation
y3 = 3y + 2
(2ν − 1)x2 − dν
x2 − dν .
Remark 5.9. As in the previous case, if the base field k is finite, then given ν ∈ k with ν 6∈ {∞, 0, 1},
we obtain two bi-twists. The defining equation of the non-trivial bi-twist depends on the choice of an
element d whose square root defines a quadratic extension q over k.
Remark 5.10. The family of covers under consideration here (as well as those below for the case
(R, gL) = ((3
221), 1) in characteristic two) is related to three-torsion points on the Jacobian of genus-
one curves. This is because the corresponding covers have full ramification at two distinct places,
which we may assume, after twisting if needed, to be its pole and zero. Note that this is the only
ramification possible for a function corresponding to a three-torsion element of a genus-one curve Y ,
except if j(Jac(Y )) = 0, in which case the ramification type (33) is also possible (for exactly one of the
three-torsion points on the Jacobian of Y ).
This concludes our analysis when char(k) 6= 2. So now we consider the complementary case
char (k) = 2. The cases (R,gL) = ((32),0) and (R,gL) = ((33),1) remain unchanged.
(R,gL) = ((3
121),1) : This is the characteristic-two version of the case (R, gL) = ((3122), 1)
above. A cover with the requested ramification is given by
(5.6) y3 = y + x.
It is fully ramified over∞ and partially ramified over 0. By Proposition 4.6, the covers with this ramifi-
cation do not admit non-trivial automorphisms over k.
Proposition 5.11. The cover (5.6) has trivial bi-automorphism group over k. In particular, it has no
bi-twists.
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Proof. Any bi-automorphism has to fix the distinguished points ∞ and 0 and therefore sends x to λx.
Moreover, this bi-automorphism would induce a bi-automorphism of the resolvent extension, which is
defined by z2 = z+x−2+1 or alternatively by z2 = z+x−1+1. But this is impossible by Artin–Schreier
theory. Indeed, the existence of such a bi-automorphism implies an isomorphism of the aforementioned
extension with z2 = z + (λx)−1 + 1, which is impossible unless λ = 1 since otherwise (1 − λ)x−1 is
not of the form α2 + α. 
(R,gL) = ((3
221),1) : This is the characteristic-two version of the case (R, gL) = ((3222), 1)
above. We first consider these covers over the algebraic closure k. We may then assume that the purely
cubic closure is defined by u2 + u = x, and can put the place of partial ramification at∞ and a place of
full ramification at 0. This time we cannot scale the other place of full ramification, so we do not fix it.
This gives rise to the versal family of covers defined by descending
(5.7)
{
u2 + u = x
w3 = u+1
u
u+λ+1
u+λ
for λ 6∈ {∞, 0, 1}. The resulting covers are partially ramified over∞ and fully ramified over {0, λ2 + λ}.
They descend to
(5.8) y3 = y +
λ2 + 1
x2 + (λ2 + λ)x
.
Proposition 5.12. Two covers obtained from (5.8) for different parameter values λ are all distinct up
to both isomorphism and bi-isomorphism. They have trivial automorphism group and bi-automorphism
group Z/2Z over k.
Proof. The first part of Proposition 5.6 carries over unchanged, except that now we get the possibilities
u 7→ u and u 7→ u+ 1. As for the bi-automorphisms of (5.8), the only non-trivial morphism respecting
the branch locus downstairs is x 7→ x+λ2+λ. Up to the descent involution (x, u,w) 7→ (x, u+1, 1/w),
this lifts to a unique bi-automorphism (x, u,w) 7→ (x + λ2 + λ, u + λ,w) of (5.7), which commutes
with the descent involution and therefore defines the unique non-trivial bi-automorphism of (5.8).
Because of the existence of this bi-automorphism, any non-trivial bi-isomorphisms between different
covers (5.7) would come from a scaling x 7→ cx. As in the proof of Proposition 5.11, none of these
with c 6= 1 lifts to give an automorphism of the common purely cubic closure, and therefore only trivial
isomorphisms exist. 
We conclude that λ ∈ k \{∞, 0, 1} parametrises the bi-automorphism classes of covers (5.8). In fact,
scaling x by λ2 + λ gives the simpler family
y3 = y +
1
λ2(x2 + x)
.
Note the inseparability phenomenon involving λ. We may replace λ2 by 1/λ since we are over a perfect
field, yielding the family
(5.9) y3 = y +
λ
(x2 + x)
.
This family has partial ramification at {∞} and full ramification at {0, 1}. The bi-twists of the covers in
this family are quickly identified, as follows.
Proposition 5.13. Given λ ∈ k with λ 6∈ {∞, 0, 1}, the bi-twists of (5.9) are parametrised by the
quadratic extensions of k, or alternatively by k/H , with the class of a ∈ k corresponding to the equation
y3 = y +
λ
(x2 + x+ a)
.
Proof. A cocycle in H1(Γk,Z/2Z) = Hom(Γk,Z/2Z) is determined by the quadratic extension over
which it splits. Using the Artin–Schreier exact sequence 0 → Ga → Ga → Z/2Z → 0, we see that
applying this cocycle comes down to substituting x+ λ for x, where λ satisfies λ2 + λ = a. This yields
the given equation. 
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Remark 5.14. As in the previous case, if the base field k is finite, then given λ ∈ k with λ 6∈ {∞, 0, 1},
we obtain two bi-twists. The defining equation of the non-trivial bi-twist depends on the choice of an
element a for which the Artin–Schreier polynomial t2 + t+ a defines q over k.
Remark 5.15. The following table summarises the number of bi-isomorphism classes when k is a finite
field, and refers to the relevant propositions to determine defining equations. The first pair of entries
are in general characteristic, the second pair is in characteristic not equal to two, and the final pair is in
characteristic two.
(R, gL) Number of bi-iso classes Proposition
(32, 0) 2 5.1
(33, 1) 3 or 9 3.7
(3122, 0) 2 5.4
(3222, 1) 2(q − 2) 5.8
(3121, 0) 1 5.11
(3221, 1) 2(q − 2) 5.13
Propositions 3.3 and 3.7 show that among these classes, the impurely cubic ones are exactly y3 = x and
the cases for (R, gL) = (33, 1). Similarly, the only Galois cases can be the first two with (R, gL) =
(32, 0) and (R, gL) = (33, 1). The former always admits a unique Galois bi-twist, and in the latter case,
either all or none of the extensions is Galois.
Remark 5.16. It may be interesting to use Oort–Sekiguchi–Suwa theory [18] to study the degeneration
of the preceding covers to characteristic two. Similarly, some of the above families degenerate to others.
For example, take char(k) = 2 and consider
y3 = 3cy + x.
For c non-zero, we get (R, gL) = ((31 22), 0), whereas c = 0 gives (R, gL) = ((32), 0). Similarly, the
family of equations
y3 = 3y + 2
2x2 − (λ− 1)2x+ 2λ2
(λ+ 1)2x
has (R, gL) = ((32 22), 0) for λ 6= ±1, whereas λ = 1 gives (R, gL) = ((32), 0).
6. PARSHIN FIBRATIONS
In this section we go beyond the constructions above by no longer assuming that the base fieldK has
genus zero. Let X be a smooth curve over an algebraically closed field k whose characteristic does not
divide six.
Definition 6.1. A Parshin cover is a degree-three cover Y → X that ramifies fully only over exactly
one point of X. A Parshin fibration is a family of Parshin covers of X, the unique branch points of
whose members sweep out all of X.
Proposition 6.2. (1) The projective line does not admit a Parshin fibration.
(2) Let ϕ : Y → X be a Parshin cover. Then the monodromy group of ϕ is isomorphic to S3.
Proof. We use the theory of the fundamental group, as we may by [3, Exposé 13, Corollaire 2.12]. The
projective line minus one point has trivial fundamental group, and therefore admits no unramified covers,
proving (1). Now let ϕ : Y → X be a Parshin cover of a curve of genus g > 0, with full ramification
over the point P say. By loc. cit., the fundamental group of X \ {P} is
π1 := 〈α1, . . . , αg, β1, . . . , βg, γ | [α1, β1] · · · [αg, βg]γ = 1〉,
and giving a degree-three connected and unramified cover of X \ {P} is equivalent to giving a map
π1 → S3 whose image is transitive. This image, which is the monodromy group of the corresponding
cover, is therefore eitherA3 or S3. Now the ramification type of P in the prolongation ϕ : Y → X of this
unramified cover is nothing but the cycle type of the image of γ in S3. If the monodromy group wereA3,
then all commutators would vanish, so that said the would be trivial. However, we have imposed in our
definition of a Parshin cover that this image be a three-cycle. We conclude that indeed the monodromy
group of ϕ is isomorphic to S3, proving (2). 
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Let ϕ : Y → X be a Parshin cover. The Riemann–Hurwitz formula implies that Y has genus
3g(X) − 1. By Proposition 6.2, the Galois closure Z → X of ϕ has two ramification points of index
three over the branch point of ϕ, and therefore has genus 6g(X) − 3 = 2g(Y )− 1.
We first consider the case where g(X) = 1, so that g(Y ) = 2 and g(Z) = 3. The cover Z → Y
is étale, so that Z is hyperelliptic, with automorphism group containing S3. We use the family for this
automorphism stratum from [7] to calculate the corresponding quotients.
Proposition 6.3. Let
Z : t2 = s(s6 − λs3 + 1).
Define ρ(s, t) = (ζ3s, t) and σ(s, t) = (1/s, t/s
4). Let
Y : v2 = (u2 − 4)(u3 − 3u− λ)
and
X : y2 = (x2 − 4)(x− λ).
Define the maps ψ : Z → Y and ϕ : Y → X by
(u, v) = ψ(s, t) = (s+ s−1, t(1− s−4)(s + s−1)−1)
and
(x, y) = ϕ(u, v) = (u3 − 3u, v(u2 − 1)) = (s3 + s−3, st(1− s−6)).
Then ψ is the degree-two quotient morphism of Z by σ, and ϕψ is the degree-six quotient of Z by the
automorphism group generated by ρ and σ. Moreover, ϕ ramifies triply above the unique point of X at
infinity and is unramified elsewhere. It thus furnishes a Parshin cover for X.
Proof. It suffices to verify that the indicated maps are well-defined, invariant under the respective auto-
morphisms, and of the indicated degree, which are direct calculations. 
Since the curves from Proposition 6.3 range through all k-isomorphism classes as λ varies, and since
we may use translations to put the branch point at infinity, we have found a Parshin fibration over k in
genus one. There is a similar way to deal with Parshin covers of hyperelliptic curves that ramify over a
Weierstrass point:
Proposition 6.4. Let
X : y2 = f(x) = (x2 − 4)g(x),
with g of odd degree, be a hyperelliptic curve. Then the curve Y obtained by adding the additional
equation z3 = 3z − x, or alternatively the curve defined by
Y : w2 = (z2 − 4)g(z3 − 3z),
defines a Parshin cover ofX that ramifies over the Weierstrass point ofX at infinity. Explicitly, we have
ϕ : Y → X
(z, w) → (z3 − 3z, w(z2 − 1)).
Proof. This follows from Theorem 1.6: If we take α = −x, then the total ramification of the resulting
cover occurs at the double pole of x, which is the Weierstrass point of X at infinity. Partial ramification
occurs at the zeros of α2 − 4 = x2 − 4 with odd valuation, but no such zeros exist. The final statement
follows by noting that evaluating x2 − 4 at z3 − 3z yields (z2 − 4)(z2 − 1)2. 
Remark 6.5. A similar statement to that of Proposition 6.4 holds for the curves
(6.1) X : y2 = f(x) = (x2 − 4c3)g(x)
and
Y : w2 = (z2 − 4c)g(z3 − 3cz),
between which there is the map
ϕ : Y → X
(z, w) → (z3 − 3cz, w(z2 − c)).
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This in fact suffices to find all Parshin covers ϕ defined over a given non-algebraically closed base field k
that are ramified over a Weierstrass point of X. Indeed, since this Weierstrass branch point is unique, it
is defined over k and we may place it at infinity. Moreover, if there exists a Parshin cover of X over k,
then the defining polynomial of X contains a quadratic factor. Indeed, as we shall see below, inspecting
the purely cubic closure of Y → X yields the existence of a degree-two étale cover of X, which by
uniqueness is defined over k if ϕ is. This étale cover X is defined by an equation z2 = h, where h is
a function whose divisor is 2-divisible and which therefore corresponds to a two-torsion element of X
that is defined over the base field. This torsion element corresponds to a quadratic factor of the defining
polynomial of X. Choosing c appropriately, we can therefore find a defining equation of the form (6.1),
and with it a Parshin cover defined over k.
We conclude by indicating how to construct Parshin covers of genus-two curves that ramify over
non-Weierstrass points. Giving closed formulas ceases to be useful, and instead we give an algorithm
to construct such covers. A corresponding implementation can be found at [5]. From now on, we start
using the fact that k is algebraically closed in an essential manner; in Remark 6.9 non-algebraically
closed base fields will be considered.
So let X be a genus-two curve over k. The purely cubic closure of a Parshin cover ϕ : Y → X
corresponds to a degree-two étale coverW → X, for whichW is again a hyperelliptic curve. Because
of our hypothesis k = k, we may assume thatW admits a defining equation
(6.2) W : v2 = u8 + a3u
6 + a2u
4 + a1u
2 + a0
and that the map W → X is the quotient by the involution i(u, v) = (−u,−v), which has no fixed
points. We then have
X : y2 = x(x4 + a3x
3 + a2x
2 + a1x+ a0)
for x = u2 and y = uv. Let ι(u, v) = (u,−v) be the hyperelliptic involution, and set j = iι = ιi.
Let Q˜ = (α, β) be a point onW , letQ = (α2, αβ) be its image onX, and let Q˜′ = i(Q˜) = (−α,−β)
be the second element of the fibre over Q. Let E = Q˜− i(Q˜).
Proposition 6.6. There are exactly two points P˜ on W such that 3E ∼ i(P˜ )− P˜ , which form a single
orbit under j.
Proof. Since i has a quotient of genus two, the subspace of Jac(W ) that is invariant under i is of dimen-
sion two, and the anti-invariant complement, that is, the Prym variety of W → X, has dimension one
and can be described as the (connected) image of i− 1. The class of 3E is in the image by connected-
ness. More naively, one can calculate an explicit representation in Mumford coordinates [12, §IIIa.2] as
in universal.m in [5].)
We conclude that there exists a point P˜ with 3E ∼ i(P˜ ) − P˜ . If P˜ ′ is another such point, then
i(P˜ ) − P˜ ∼ i(P˜ ′) − P˜ ′, hence i(P˜ ) + P˜ ′ ∼ i(P˜ ′) + P˜ and P˜ ′ = P˜ or P˜ ′ = ι(i(P˜ )) = j(P˜ ) by the
uniqueness of the g12 on a hyperelliptic curve and the fact that i has no fixed points. 
We will construct a Parshin cover of X that ramifies over the image P of P˜ on X by descending a
cyclic cover of W that ramifies over P˜ and i(P˜ ). For this, we follow the method of proof of Theorem
4.1. By construction, there exists a rational function f onW such that
(6.3) (f) = i(P˜ ) + 3i(Q˜)− P˜ − 3Q˜.
Theorem 6.7. Let f be as (6.3), let fi∗(f) = λ ∈ k, and let g = λf . Then the cover of X defined by
(6.4) z3 = 3cz + α
with
α = g + i∗(g) = g + λ3g−1 = λ(f + λf−1)
is a Parshin cover of X that ramifies over P .
Proof. This follows from the proof of Theorem 4.1 along with Remark 4.16, which show that the cover
w3 = g of W descends to (6.4). This latter cover has purely cubic closure W by construction and
therefore does not have any partial ramification. Its total ramification occurs over the fibre of P , which
contains the points i(P˜ ) and P˜ where the function g has a valuation that is not a multiple of three. 
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The techniques above furnish a Parshin fibration of X when varying the point Q˜.
Example 6.8. Consider the hyperelliptic curve
X : y2 = x(x4 + 4x3 + 4x2 − 5)
over the base field k = Q. It has the rational point Q = (1, 2), as well as an étale cover
W : y2 = x8 + 4x6 + 4x4 − 5
defined overQ. OnW , the pointQ lifts to Q˜ = (1, 2) and Q˜′ = (−1,−2). Using the Mumford represen-
tation with respect to the divisor ofX at infinity, the divisor Q˜−i(Q˜) corresponds to the pair (x2−1, 2).
Multiplying this with 3, we obtain the Mumford coordinates (x2 − 49/9, 3278/81), which corresponds
to the divisor i(P˜ ) − P˜ for P˜ = (7/3,−3278/81), which has image P = (49/9,−22946/243) on X.
Using our construction, we find a Parshin cover of X which ramifies over P . It is defined by
z3 = 15z + α
with
α =
(−320x − 480)y + (210x4 + 1320x3 − 6860x2 + 2680x + 1050)
9x4 − 76x3 + 174x2 − 156x + 49 .
Remark 6.9. There remain considerable rationality obstructions when extending the above procedure
to the case where the base field k is not algebraically closed. Firstly, we may then not be able to
write the étale cover W of X in the form (6.2). Secondly, finding P˜ in Proposition 6.6 may require a
further quadratic extension. Finally, while we have constructed P˜ starting from Q˜, it is more difficult to
determine Q˜ given P˜ , as this essentially amounts to 3-divisibility of the class of i(P˜ )−P˜ in the Jacobian
of W . We have explored these matters to some extent in [5], but leave more precise considerations for
future work.
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