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ABSTRACT
There exists a narrow operating window in bubble columns where the 
motion is so gentle that the normally dominating forces of coalescence 
and breakup no longer define column conditions. This behavior is 
synonymous with operation in the bubbly flow regime. During experimenta­
tion, two distinct hydrodynamic regions were observed; close to the 
sparger, the liquid was well mixed, whilst in the remainder of the 
column a dispersive flow model was determined to be appropriate. In the 
entrance zone, the isotropic turbulence theories of Kolmogoroff 
adequately represented transport behavior. This finding implies that a 
churn-turbulent environment, wherein bubbles are continuously reformed, 
will provide optimum transfer rates.
Elementary force balances are presented to predict bubble size, 
rise velocity and interfacial area, which correlate favorably with 
experimental data. The interfacial area was measured using the chemical 
method, specifically via the sulphite reaction, for which an innovative 
mechanistic model was developed. In addition a new theory to predict 
liquid circulation was derived and compared with applicable literature 
data. This latter analysis enabled voidage predictions to be made from a 
modified drift flux approach. It is also argued that liquid circulation 
holds the key to predicting the experimental values found for axial 
dispersion.
This research highlights the application of a fundamental approach 
to predict column parameters. Such procedure allowed column performance 
in the bubbly flow regime to be explained with a coherent theme.
Furthermore, bubbly flow is shown to possess the unique characteristics 
of low stress and dispersion (whilst maintaining adequate transfer 
rates) ideal for biochemical applications.
1.0 Introduction
This chapter documents the motivation for, and, more importantly, 
outlines the methodology used, in writing the following report on bubble 
columns. Bubble columns are contactors in which a discontinuous gas 
phase (in the form of bubbles) moves relative to a continuous phase. 
They can be batch or continuous and can be operated cocurrently or 
countercurrently. Bubble columns are frequently applied as gas liquid 
reactors for the manufacture of important products in the process 
industries (D2). In such applications bubble columns showed certain 
distinct advantages over other reactors, namely: excellent temperature
control, low maintenance owing to the absence of any mechanical parts, 
ease with which solids handling can take place without any erosion or 
plugging problems, and high effective interfacial areas and overall mass 
transfer rates (SI, Dl).
Quite recently bubble columns have gained an increasing importance 
in the area of biotechnology, particularly in fermentation and waste 
water treatment. Fermentation is a very distinctive biological 
operation where cells are grown to high population densities so that 
sustaining the supply of nutrients is of critical importance; this is 
especially difficult in the case of oxygen due to its extremely low 
solubility in water. Given the tendency of industrially important 
filamentous micro-organisms and mammalian cells to suffer mechanical 
damage, the use of high agitator power to achieve good oxygen mass 
transfer is not acceptable (Dll). Moreover, the presence of a 
mechanical mixing apparatus would increase the probability of contamina­
tion, especially in continuously operated applications. In addition to
1
2the risk to sterility, mechanical stirring is also economically
3
untenable in large reactors of order 200 m (Dll).
In any program of research the most important decisions are those
that define the direction of study. In this instance, such decisions
included: the operating regime, the experimental arrangement and which
chemicals should be studied. This latter choice was made in light of 
the increasing importance of the biotechnology and pharmaceutical
industries. The rheological behavior of microbiological cultures in 
fermentation can be simulated by carboxymethyl cellulose (CMC) solutions 
(Gl). Thus, water and CMC solutions were selected for study in this 
work. The gas phase chosen, for the same reasons, was oxygen. The gas 
sparger was comprised of an elastic membrane (flexisparger) stretched 
and clamped over a circular drumhead. The reasons for use of such were 
twofold: firstly, it had been reported that large mass transfer rates
and interfacial areas were attainable with such a device, without the 
clogging problems associated with the equally efficient sintered plate. 
Secondly, the measurement of the properties of the promising 
flexisparger have, with the possible exception of Deckwer et al. (Dl), 
never been fully documented. The operating regime of choice is 
discussed next.
In bubble columns the hydrodynamics, transport and mixing
properties such as holdup, interfacial area and dispersion depend 
strongly on the prevailing flow regime. The regime of choice has, up to 
now, been churn turbulence or slug flow. These are defined fully in the 
following chapter, but such flow is characterized as heterogeneous and 
is highly chaotic in nature. Industry has chosen, presumably with good 
reason, to operate in those turbulent regimes (B8). However, considering
3the low-shear demands of fermentation, as documented above, the more 
gentle bubbly flow may become increasingly popular. This work is to be 
limited to the study of bubbly flow.
One of the major aims of this dissertation is the prediction, from 
first principles, of some basic column properties. Operating in the
homogeneous bubbly flow regime may represent the best possible chance of 
achieving such an aim. This is because the conditions associated with 
bubbly flow remove much of the unpredictability associated with other 
regimes. Whilst bubbly flow represents the gentle extreme of operation; 
the other extreme is isotropic turbulence. This latter condition of 
intense turbulence has, to some extent, already been modelled 
successfully (B2, Kll). The choice of bubbly flow for this study 
represents the next logical step toward understanding the column 
hydrodynamics.
This research is, therefore, limited to the study of oxygen
flexisparged into CMC solutions at gas flow rates restricted to the
fairly narrow operating window that produces bubbly flow. Furthermore, 
the CMC solution viscosities were chosen so that Newtonian behavior 
could be assumed. This assumption was tested and, as noted by the
manufacturer, is to be expected in low-shear applications. At this 
point one may ask, with such restrictions how appropriate is the title 
"On Bubble Columns"? The original title of this dissertation was 
"Liquid hydrodynamics, transport properties and reaction kinetics of a 
flexisparged bubble column". It is now believed that the work covers 
most aspects of the available research areas and thus the title was 
changed to the current one.
4The dissertation begins with a literature survey; this is more 
detailed than normal and covers procedures used in, but not novel to, 
this work. The aim here was to cover the details early, so that they 
would not cloud the presentation of the new theory given in later 
sections. Following this are reported the basic column properties such 
as: gas holdup, bubble rise velocities and interfacial areas.
Theoretical predictions are given for these important parameters also. 
In the final chapters mass transfer and liquid axial dispersion 
coefficients are reported. In addition, the liquid hydrodynamics are 
investigated with view to predicting dispersion and liquid circulation 
velocities. The dissertation thus begins in a piece-wise manner with 
the subjects becoming more complex and interwoven towards the end. As 
will become clear, much of the following is new to the literature. To 
reflect this, the report is written in a manner that mirrors the path by 
which conclusions were drawn; it does not merely give the final result.
Contained in Chapter 4 is a mechanistic model of the sulphite 
reaction, which was the reaction used to determine interfacial areas. 
Although it is a sideline with respect to the initial aims of the 
dissertation, it does represent a significant innovation of the current 
literature.
Finally, as one reads the following, the important consideration of 
verticality should not be forgotten. Although a recent issue, it is now 
well accepted that less than a degree of tilt can have drastic effects 
on liquid mixing (R2, Tl). In this work, the column was one of the 
first ever to be designed to be vertical and was continually checked for 
true alignment.
2.0 LITERATURE REVIEW
2.1 Introduction
The important design parameters for a bubble column are: vertical 
alignment, flow regime, bubble size distribution, coalescence 
characteristics, gas hold-up, interfacial mass transfer coefficients, 
gas-liquid interfacial area, dispersion coefficients and heat transfer 
characteristics. To discuss all of the above in detail is beyond the 
scope of this work. However, because the focus of this research is the 
measurement of the interfacial area and mass transfer properties, within 
the bubbly flow regime, there exists a need to discuss most of them. In 
addition, is mentioned the important work done in this laboratory 
regarding the criticality of verticality.
The Introduction made mention of the fact that this study is to be 
based in the bubbly flow regime. For a definition of this, and the other 
regimes, namely: the chain bubbling, churn turbulent and slug flow, we 
turn to Wallis (W5), who characterized them as follows:
1. Chain bubbling: Succession of bubbles formed at a single 
orifice, rising so as to form a single chain, each bubble 
representing a link (encountered in specialized research 
application only).
2. Bubbly Flow or Quiescent Bubbling: This regime is character­
ized by almost uniformly sized bubbles with equal radial 
distribution. This regime generally occurs at low superficial 
velocities. It is regarded by many (S5, R2, Dl and R7) as 
being the economically optimum operating regime.
5
63. Churn Turbulent Regime or Heterogeneous Regime: At higher gas 
velocities bubbly flow cannot be maintained and channeling 
occurs, forming large bubbles rising at high velocities 
amongst many smaller bubbles. The churn turbulent regime is 
that most commonly encountered in industrial bubble columns 
(B8).
4. Slug Flow: In small diameter columns, large bubbles are 
stabilized by the column walls, forming slugs.
These differences are summarized in Figure 2.1.1. A comparison of 
the flow regimes readily indicates that higher interfacial areas can be 
achieved with bubbly flow. The operation by industry above this regime 
is probably because of the low superficial gas velocities associated 
with bubbly flow. It is proposed that the flexisparger will be able to 
widen the narrow operating window of superficial gas velocities, 
associated with this flow type.
Much of this work's novelty derives from the unique qualities of 
the sparger. These qualities have received little literature attention, 
due in the main to its recent introduction. The flexisparger properties 
are not therefore discussed in depth in this review. Rice et al. (R3) 
introduced the flexisparger in 1981, and reported that it produced 
significant increases in gas hold-up and repressed the onset of 
slugging. They also noted that more uniform emulsions were produced, 
which apparently reduced the degree of axial mixing. This was verified, 
six years later, by Rice and Littlefield (R2). Deckwer (Dl), measured 
higher gas hold-ups using a rubber sparger and also found increased mass 
transfer coefficients, (see Figure 2.1.2). The excellent results 
reported above, formed much of the motivation for this study, especially
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9when it is noted that perforated plates and nozzles were the only
practical sparging devices heretofore used. Sintered plates had research 
applications, but were too prone to clog for industrial use (a property 
not shared by the flexisparger), Figure 2.1.2 shows that the sintered 
plate also possesses beneficial properties. Kunugita et al. (K8)
reported increased gas hold-ups, with use of a 60|i glass filter sparger, 
as compared to a perforated plate. Since the flexisparger seems to
possess the enhancing qualities of the sintered plate, then the above
provides further encouragement for this study.
In Figure 2.1.2, both the sintered and rubber sparger's properties 
tend towards those for the perforated plate at higher flow rates. It can
be concluded that the advantages of these enhancing spargers are only
felt in the bubbly flow regime, which provides yet another motive for 
confining this dissertation to that region. As mentioned, the importance 
of the sparger device should not be overlooked as one reads the 
following review, which concentrates mainly on other, more well 
documented ardas, namely:
2.2 Basic Concepts and Measurements,
2.3 Interfacial Area,
2.4 Mass Transfer.
Empirical equations are presented for the gas hold-up, interfacial area 
and the mass transfer coefficient; however, a complete modelling of the 
column's hydrodynamics is not discussed. An excellent paper by Wijffels 
and Rietema (W8) introduces such a model based on overall and phase, 
continuity, force and energy balances. This important work aimed at
predicting, from first principles, the basic design parameters is
continued by Anderson (A6), and Anderson and Rice (A7).
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Finally, because of the sparger's unique properties, the effects of 
coalescence are reduced. This is due mainly to the uniform bubble size 
it produces (Section 2.2.4). In addition, the flexisparger1s ability to 
expand with increasing flow reduces the interference between successive 
bubbles, which as reported by Otake et al. (04) contributes as a major 
cause of coalescence.
The dissertation of Oolman (05) has defined three major causes of 
coalescence, namely: the bubble collision rate, variance in bubble size
and local liquid turbulence intensity. The effect of these on the 
coalescence rate is greatly reduced within the bubbly flow regime, 
especially when a uniform bubble size exists.
Coalescence occurs when two bubbles collide, thus trapping some 
liquid between them. The liquid then drains ('thinning') until the 
surface separation reaches a critical point, at which time they join. 
Salts inhibit the thinning of the intervening liquid film between bubble 
pairs (05). Thus for high viscosity CMC solutions used in a flexisparged 
column, bubble coalescence should not be greatly enhanced. This is 
because in addition to the salt affect (as described above), the 
flexisparger produces a uniform bubble size which reduces the number of 
collisions, hence reducing coalescence.
2.2 BASIC CONCEPTS AND MEASUREMENTS
2.2.1 Introduction and Characterization of Voidage.
This section discusses some of the more basic concepts and measure­
ments that can be made, such as the voidage (Section 2.2.2), sparger 
properties (Section 2.2.3) and bubble rise velocity (Section 2.2.4). In 
this development and throughout the dissertation the following basic 
nomenclature is used:
D column diameter
d bubble diameter
Uog'Uo8, superficial velocities, gas and liquid respectively 
In addition, no subscript refers to the liquid or continuous phase, 
whilst 'g' refers to the gas phase.
Wallis (W5) introduced the concept of "drift flux" as a means to 
relate phase flow rates to voidage. According to Wallis, the definition 
of drift flux is: the volumetric flux of either component relative to a
surface moving at the volumetric average velocity. It is given the 
symbol 32 '^ such that:
j2i = ^2(1-E) ~ ej-L (2.2-1)
where subscript 1 denotes the continuous phase, 2 denotes dispersed 
phase. This definition can be combined with the definition of the slip 
velocity, Us (the relative velocity between a bubble and the moving 
liquid):
12
We denote uQg/ the gas superficial velocity as j^, and similarly =
i y  so:
j2i = UsE(! - e) = UQgs - 11^(1 - e) (2.2=3)
Lapidus and Elgin (L7) proposed that the slip velocity should be 
independent of the absolute flow rates of either phase, and must depend 
only on the voidage and terminal rise velocity of a single bubble, U , 
in a liquid of infinite extent:
Ug = UfcF(e) (2.2-4)
or
j2i = V (1 " E) F(£) (2.2-5)
Various workers have proposed alternative expressions for F(e ). Lockett 
and Kirkpatrick (L9), reported the majority of these in 1975, the 
following is a revised list, (R3, SI).
Turner F(e ) = 1
Davidson and Harrison F(e) = l/(l-e)
Wallis F(e) = (l-e)n_1
n=3 for small bubbles and 1 for large.
1.39
Richardson and Zaki F(e) = (1-e)
Marrucci F(e) = (l-e)^/( 1-e^^)
1.39 3
Lockett and Kirkpatrick F(s) = (1-e) (1+2.55e )
Kara F(e ) = (1-E)m_1
for three phase flow
The equations of Wallis, Richardson and Zaki, and Kara are all of
the exact same form and due therefore to its popularity, will be the one
chosen in this dissertation. The phenomelogical law, U = U (l-e)n \
s u
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was given a theoretical basis by Ishii and Zuber (12). The following 
analysis is taken from their 1979 paper, where they write the axial 
momentum equation:
dp
0 = - e -r-^— - e p g + F (2.2-6)
dz g s
dpm
The pressure gradient for the mixture, can be written:
dp
= -Pm9 = - ( e p g  + (l-e)p)g (2.2-7)
whilst, the interfacial 'slip force', can be given in terms of the 
drag coefficient based on the slip velocity as
Fs = f <-CD Rd 1/2 P l».l V  (2-2-8>
Noting the ratio A^/V can be expressed in terms of the bubble diameter, 
Ad ^
—  = —  then Equations 2.2-6, 2.2-7 and 2.2-8 can be combined to yield:
“s2 = ( r f ^ )  (1-e> <•> - V s (2-2'9>
This equation yields two interesting results, the first (to be discussed 
in detail later) results when the voidage tends to zero, hence yielding 
an equation for the terminal rise velocity U^:
Ut =
M
4d g P " pg
- T - *  (2'2'10)
where C ^ is the drag coefficient for a single bubble rising in an
14
infinite medium. Secondly, by considering the ratio of Equations 
(2.2-9) and (2.2-10) we find:
t u \:
I * )
U '2 CDt (1-e) (2 .2- 11)
D
The form of the drag coefficient depends on the applicable Reynolds 
number. The equations most often encountered in the literature are:
= constant (2.2-12)
CD = 2.4/(Res)l/4 . (2.2-13)
CL = 10/i/Re" (2.2-14)D s
In Section 3.4 a criterion is developed which determines the applicable 
range of each equation. Considering a general form of the above, we may 
write:
CD = A/Resb and = A/Re^
where
U p d U. p ds tRe = ------ and Re,_ =----- :— '
where p^, the mixture viscosity, was given by Taylor (T2) to be = 
p/(l-e). Substitution of the above into Equation (2.2-11) yields:
1+b
U = U. (l-e)2_b (2.2-15)s t '
jL | ^
where we can, by analogy, take = n-1. Therefore we see n =
with n taking a value of 3,2 or 3/2 depending on the flow regime. This 
theoretical equation is of the exact form as the one chosen here to
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represent the slip velocity, and thus the above adds weight to that 
choice.
Experiments will be made to fit both n and U^. Although n is a 
fitted parameter, can be theoretically determined (as above). Stokes 
equation could be applied as a first approximation, however for the 
higher Reynolds numbers normally encountered in bubble columns, a more 
accurate approach would be that of Rice and Littlefield (R2). They 
substitute the intermediate friction factor of Kunii and Levenspiel (K9) 
into a force balance made on a rising bubble to yield:
Wallis (W5) recommends the correlations of Peebles and Garber (P4). 
These, he reports, are only applicable when the gas density is small 
with respect to that of the liquid.
The range of applicability of each equation is determined in terms of 
the following dimensionless groups (where d is the bubble diameter):
2/3
(2.2-16)
Terminal Velocity Equation Range of Applicability
region 1 <Refc<3•1 G -0.25
region 2 3.1G
1
-0.25
< Re
t
5.75 < G.
2
(2.2-19)
(2.2-20)
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^  T T 3g d U p
G = ---------- (2.2-21)
16 o
In this dissertation the theoretically based equations, such -as 
(2.2-16), will be favored. The basic equation from which 2.2-16 was 
derived is Equation (2.2-10):
U t - <2‘2-10>Dt
Substituting into this C = 10//Re _^ (Equation 2.2-13) yields Equation 
(2.2-16).
Levich (L8) took as his starting point Equation (2.2-10) and 
combined it with a balance of pressure and capillary forces on a 
deformed bubble or drop in order to deduce drag properties. Levich 
states that such a balance yields:
Ap S 9h + a 9S = 0 (2.2-22)
where S is the projected surface area of a bubble or drop with height h.
O I 13C
Noting Ap ~ 1/2 pU, and that — ~ ~ tTT, then 2.2-22 can be written:
~ ti n ~ S on
I . p ut2 v
h ~ 2o (2.2-23)
Levich made the assumption that the projected height and bubble 
diameter could be equated. For deformed bubbles the height will be less 
than bubble formation diameter, however, Levich combines Equations 
(2.2-10) and (2.2-23) to yield
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In the last equation, U is calculated to be 25.7 cm/s with a value of
0.65 used for C • (Suggested by Haberman and Morton, H14). Equations 
(2.2-16) and (2.2-24) will be used in the results section of this 
dissertation.
2.2.2 Gas Holdup or Voidage
Gas hold-up is one of the most important parameters characterizing 
the hydrodynamics of bubble columns. It is simply defined as the 
percentage (by volume) occupied by the gas. It is normally measured by 
use of a standpipe fitted to the column bottom. The voidage can then be 
simply calculated from the emulsion height, and the liquid height (as 
determined by the standpipe). By the use of many such pipes, the 
axially varying voidage can be measured between each tapping point. 
Normally, however, it is the overall or global voidage that is reported. 
Knowledge of the gas hold-up allows determination of the average 
residence time, which is important if a reaction is occurring. It can 
also be combined with the measured bubble diameter to gain an estimate 
of the interfacial area (Section 2.3).
In general, the column diameter does not affect the voidage, 
providing the column is large enough that wall effects may be neglected 
(SI). One of the first correlations for voidage was proposed by Hughmark 
(Hll):
f 0.35 cm/s ) f Pi °i ^1/3
2 I %
(2.2-25)
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This correlation was based on measurements taken from an air/water 
bubble column. In this equation the 0.35 has units cm/s and was a 
fitted parameter. This correlation includes no effect of liquid 
viscosity, and thus will not be used in this work. It is important to
the limit of bubble column stability (W5).
Akita and Yoshida (Al) approached the task of obtaining a correla­
tion for gas hold-up by initially postulating the parameters that might 
affect the voidage and then combined these parameters into dimensionless 
groups to yield:
where — is the ratio of orifice to column diameter. From a best 
parameter fit of their experimental data, they obtained:
Hikita and Kikukawa (H12), from measurements on air, water and 
methanol systems, found the liquid surface tension had considerable 
influence. Their experimental data are correlated by:
note that as U tends to infinity, e tends to 0.5, which is known to beog
r
e = f (Bo, Ga, Fr, — ) n ' ' D'
6
1/8 Ga1/12 Fr1'0 (2.2-26)
where
3
and Fr = -22- 
/g D
U
o
(2.2-27)
where we note the precoefficient is dimensional.
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Hikita et al. (H7) undertook a more detailed study six years later 
in which they determined that the effects of column diameter, nozzle 
diameter and clear liquid height were negligible. They applied a 
dimensional analysis and the least squares method to their experimental 
data to obtain (the lead constant is dimensionless):
_ 0.131 „ 0.578 0.062 0.069 0.107 0.053 0.185 n nos
e = 0.672 g U p p u u a (2.2-28)og Kg K rg
This is one of the only correlations to include the gas properties: 
viscosity and density p^. The authors do, however, point out that
these properties do not greatly affect the predicted voidage. In
contrast to the work of the above, a correlation produced by Gestrich 
and Rahse (G4) includes the effect of clear liquid height. It is
believed that this is not normally the case, with the local voidage only 
changing significantly in the region of bubble formation. For tall
columns, such as the one used in this work, clear liquid height has no 
effect.
Bach and Pilhofer (B8) measured the gas hold-up for an air-water 
system, and were able to correlate their results with the following
simple equation:
t"— = U °'7 (U in m/s) (2.2-29)1-e og ' og '
This correlation, as for much of the literature, was derived from
experiments made in the churn turbulent and slug flow regimes. Its
application, as stated in the introduction, to bubbly flow is therefore
limited. In the earlier part of this section, e was shown to be
proportional to U n; in general n decreases as flow intensifies. For 
og
churn turbulence n was reported to be 1, for bubbly flow n will be
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greater, whilst for higher gas rates n, as shown above, will be less 
than one.
Bach and Pilhofer (B8) extended their simple equation (above) to 
include other fluids by correlating their results using the Reynolds and 
Froude numbers in a manner similar to Akita and Yoshida (Al); they 
found:
Kawase and Moo-young (Kl), in a similar approach, hypothesized that 
the gas hold-up could be expressed as a function of the Froude, Galileo 
and Bond numbers, but due to lack of data were unable to ascertain the 
effect of surface tension which is incorporated in the Bond number. 
Their correlation is:
„ -0.6 „ 0.84-0.14n „ 0.07 ,
e = 0.24n Fr Ga (2.2-31)
UQ d3
where the definitions: Fr = - , Ga = —
S T d  o2
and n is the flow index in a power law fluid model (dimensionless).
Vetai and Tekie (V3) obtained data for non-Newtonian liquids, their 
correlation contains four dimensionless groups:
0.115 (2.2-30)
2 2
where Re_ = U D/v, and Fr = U /Dg. D og og
e = 0.950 (2.2-32)
As noted by Hikita et al. (H7), who produced a very similar equation for 
Newtonian fluids, the gas properties have very little effect on the
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predicted voidage. The liquid viscosity appears in three of the four 
dimensionless groups used in the correlation, but its overall affect is 
small. Kelkar and Shah (K7) determined, for CMC solutions, that the 
voidage was independent of viscosity up to an apparent viscosity of
0.005 Pa*s (5 cp)( after which the voidage decreased as viscosity 
increased. Their results, which are for batch operation, are reproduced 
in Figure 2.2.2.1.
In an attempt to simplify the many correlations presented in the 
literature to a form useful for water and CMC solutions, we assume that 
surface tension and liquid density are constant, (Wl, G1 and Y2, see 
Section 2.4.3). Thus, much of the above can be simplified to read, (for 
this work, constant gas and column properties were used):
e <* U 3 \ih  (2.2-33)og
Table 2.2-1 lists the dimensionless indices produced, when the 
correlations presented above are reduced to the form of (2.2-33).
Table 2.2-1
Reference a b Comments
H7 0.578 -0.053 4.2 < U < 3 8  cm/s og
p < 181 cp, Churn/Slug
Al 0.900 -0.150 U < 40 cm/s, p < 200 cp 
Churn/Slug
H12 0.470 -0.050 Churn/Slug
U < 38 cm/s, p < 138 cp
B8 0.690 -0.230 U < 1 0  cm/s, Churn og
K1 0.700 -0.140 U < 8 cm/s, p < 1220 cp
V3 0.769 -0.018 U < 9 cm/s, p < 1190 cp 
Bubbly/Churn
Ga
r; 
H
ol
du
p
e .  3 5 0 —i
Uoc  m / s
>j  /
0. 3 0 0 -
0 . 2 7
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fo r  CMC solutions. Figure 2.2.2.1
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The form of Equation (2.2-33) was suggested by Deckwer et al. (Dl) 
and Schumpe and Deckwer (S5). They correlate their results without 
inclusion of a viscosity term to yield:
Deckwer et al. (Dl): e = 0.0265(cm/s) (2.2-34)
Schumpe and Deckwer (S5): e = 0.0908(cm/s) uOg0"8  ^ (2.2-35)
The above therefore brings sense to the complicated array of 
equations found in the literature. The form of equation (2.2-33) will 
be used in the results section of this dissertation. A theoretical 
basis for this choice was presented by Kudrewizki (Kll). His analysis 
made use of the following defintions:
• potential energy of a gas,
Ep = £ (p - Pg )g I 4 (2.2-36)
• the kinetic energy:
*
Ek = £ y -  (1 - E ) l * 3 (2.2-37)
Equating the above two equations, noting the substitutions for turbulent
•k it
length (2. ) and velocity (v ) scales (see Equation 2.3-20 in Section 
2.3-4), yields:
U 3 \ 1/4
( ^ )£ * (2.2-38)
This form is consistent with the correlation suggested above, (2.2-33) 
and the equations of Bach and Pilhofer (B8, 2.2-30) and Kawase and 
Moo-Young (Kl, 2.2-31).
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2.2.2.1 Theoretical Determination
Iordache and Munteen (II) used a stochastic approach to the hydro­
dynamics, and proposed a model based upon the kinetic theory of 
vehicular traffic. Their analysis, which seemed very intuitive at times, 
required many assumptions to be made. For instance they assumed, 
somewhat arbitrarily, that if a bubble-bubble interaction occurs, both 
bubbles will leave with the same velocity, equal to that of fastest 
bubble prior to the interaction. Although this approach produces a 
seemingly believable result (given below) the method of analysis leaves 
too many unanswered questions.
Ut e
U =  t-tt (2.2-39)
og x _ ei/3
In a more traditional approach, Kawase and Moo-Young (K6) use the 
equation of motion for the liquid phase in a bubble column (e1 is the 
local voidage, e is the averaged value across the cross section):
r dr (rT) = ’ E') P 9  (2.2-40)
where
-(v + vt)p ^  (2.2-41)
e* = e ( ) (1 - (f)N> (2.2-42)
Equation (2.2-42) models the local voidage variation across the cross 
section of the column. From experimental results, a value of two for N 
gave the best fit between model and data. Thus (2.2-40) was solved and 
resulted in the following equation for liquid velocity, v (in the
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solution, where the molecular viscosity was ignored because it was 
considered to be negligible relative to the turbulent component):
f 4 2 >v = J3 - f "  + A ln(r) + B (2.2-43)
t V 8R J
The voidage in the above equation was solved by defining the velocity at 
the center line to be v , and using the experimental observation that 
v = 0, at r = 0.7R (Anderson and Rice (A7) deduced r = R/v/2, for equal 
areas of flow), then
v v
43  .° (2.2-44)
D g
This equation means that the center line circulation rate tends to zero, 
as the voidage goes to zero. Thus, any gas flow rate must cause some 
liquid movement. On application of the Prandtl mixing length theory, 
the turbulent kinematic viscosity was expressed:
2
X V0R
vfc = - — - ■■ (2.2-45)
where x is defined in terms of the flow index in a power-law model n, 
such that, x = 0.4n. Equations (2.2-44) and (2.2-45) are combined with 
an expression for v q derived from an energy balance to yield:
e = 1.07n2/3 Fr2/3 f Fr = - 2 3 ~  1 (2.2-46)
 ^ v/Dl '
For Newtonian fluids, no viscosity dependence is predicted. The velocity 
term is raised to the 2/3 power, which is in good agreement with
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the experimental correlation presented earlier. However, the dependence 
on column diameter, to the inverse one-third power, may be questioned, 
as it disagrees with experimental findings (H7).
2.2.3 Elastic Sparger Properties
In papers by Rice and Howell (R7, R12), two types of models were 
presented; one which predicted flow rate through an orifice as a 
function of pressure change, and a second which predicted bubble size as 
a function of flow rate. The latter is discussed in detail in Section 
2.3.4. The classification of flow through an orifice is of great 
importance. For instance, if the bubbles formed are in close proximity 
to each other, coalescence becomes more likely (04). It would therefore 
be very useful to have knowledge about the type of flow that is 
occurring through the orifice, specifically the hole Reynolds number. 
Rice and Howell believed that if the flow through the holes was laminar 
there would be less likelihood of bubble interaction. The Bernoulli
equation can be modified with use of a discharge coefficient to yield:
The hole area changes as the sparger expands. Rivlin and Thomas 
(Rll) confirmed that the radius of a hole in a sheet undergoing uniform 
extension is:
(2.2-47)
rH = XrH . (2.2-48)
where X is the extension ratio, which can be thought of as the distance 
between two points on an extended elastic sheet, divided by their
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original separation distance (measured just prior to the first bubble 
formation). Here, Ap is the pressure in the plenum chamber, minus that 
pressure required to form the first bubble. The flow area can now be 
expressed:
^  = AHi (1 + kAp) (2.2-49)
where A ^  is the initial unexpanded hole area. To continue the 
treatment of Rice and Howell, the discharge coefficient is introduced:
1/2C = K Re , for laminar flow (2.2-50)o o
Cq = K ' for turbulent flow through holes (2.2-51)
By substitution of the above, into (2.2-47), it can easily be shown 
that:
2*5U <*■ Ap for laminar flow through holes, (2.2-52)
UQg “ Ap3/^  for turbulent flow through holes, (2.2-53)
2/3Thus, a plot of (UQ^/Ap) versus Ap will yield a straight line for
laminar flow, and a plot of U //Ap versus Ap will yield similar results
for turbulent flow. This is the first important result produced by Rice
and Howell because it provides a very quick method to determine the
suitability of a new sparger, before extensive experiments are made.
Secondly, if such a plot as suggested above were made, then with a 
1/2
given Kq , (1/(12t t) as used by Rice and Howell R12), the initial hole 
size, r  ^ could be determined from the slope. This may be used along 
with the extension ratio, to predict via Equation (2.2-48) the hole
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diameter. This would subsequently allow the bubble size to be 
calculated from equations that require knowledge of the orifice size.
By defining Wq as the deflection at the pole, and W(r) as the 
deflection for any value r. Rice and Howell (R12) derive the following 
equation for the extension ratio A.
W(r) W
A(r) = 1 +  T— 2 (2.2-54)
Z
Noting W(r) = Wq at the pole, then the above allows A to be determined 
from simple pole measurements, which as commented above, permits r to 
be calculated.
Finally, Rice and Howell (R12), undertake a more fundamental 
analysis, in which they formulate two unique dimensionless groups and 
produce a simple expression relating flow and pressure through an 
elastic hole. The general result, given below, is for laminar flow and 
yields a first principle basis to check the spargers suitability (this 
equation is derived in full in Appendix G):
(N 1/3 - 1)1/2 (N 2 - 1)
N = ------------ ryr-------—  (2.2-56)
y  Nf
where is the dimensionless flow, and the dimensionless pressure. 
All of the above were developed for a single puncture at the centerline. 
It is intended to extend this work to multi-holed spargers in Section 
3.2.
The work of Rivlin and Saunders (RIO) and Rivlin and Thomas (Rll), 
formed the bases for much of the above. These papers take as their 
subject matter the deformation of rubber and produce relationships for
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the tension components in terms of the stored energy function and the 
strain invariants defined in terms of extension ratios. Furthermore, 
they determined, by detailed experiment, the relationships for the stored 
energy function. Their work, if covered in the detail it deserves, 
would require an extensive detour, from which one may never return, thus 
in an attempt to maintain continuity their results will be used without 
discussion. The above therefore represents a small section of the 
literature, yielding methods to determine hole size, and to test the 
flow type of the gas passing through the holes.
2.2.4 Bubble Rise Velocity (Slip Velocity).
The slip velocity, Us, which is defined as the average rise 
velocity of a bubble (within a swarm of bubbles) relative to the average 
liquid velocity, was introduced in Section 2.2.1. Discussed below is a 
method introduced by Nicklin (N7), for the experimental determination of 
Ug, termed the disengagement method.
In this method the column is allowed to reach steady state with 
continual bubbling. The gas flow is then suddenly cut off by 
depressurizing the sparger, and a plot made of the falling surface 
versus time. If the bubbles were different in size the larger ones 
would rise faster and thus the plot would have a maximum gradient 
initially. If the rate at which the surface falls is constant then 
uniformity of the dispersed phase must exist. The advantages of having 
a uniform dispersion are discussed in Sections 2.3.2 and 4.3. Secondly, 
by measurement of the gradient, one may calculate the magnitude of the 
slip velocity, as follows.
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By defining the upward velocity of the bubbles relative to the 
column as U , and their velocity relative to the downward flowing
liquid, Ug (the slip velocity) we may write:
US = <2-2-56>
And, by definition:
U
U = -22 (2.2-57)
Thus combining the above, yields:
U = U + U (2.2-58)s o og
This derivation, as it appears in Nicklin (N7), is very intuitive. An 
alternative derivation is given in Section 3.5, using continuity 
shock-wave theory. The disengagement technique is to be used in Section 
3.5 of this dissertation. The above was included to inform the reader 
of its origin. In a recent paper by Patel et al. (P5), the disengage­
ment method is extended to include different bubble sizes in a two and 
three zone model, in which they define a region near the wall where only 
small bubbles exist. If the bubble emulsion is essentially uniform (as 
is believed for the flexisparger), then such complications need not be 
incorporated. However, Patel et al. do point out the possibility of 
calculating bubble sizes from disengagement data with the use of an 
equation for the terminal rise velocity of a bubble (some example 
equations are given in Section 2.2.1). Contained in Chapter 3 are 
calculations of bubble sizes based on disengagement experiments.
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2.3 INTERFACIAL AREA
2.3.1 Introduction
The gas-liquid interfacial area is an important design variable, 
which depends on the geometry of the apparatus, the operating conditions 
and the physical properties of the liquid. For economical considera­
tions, the choice of a gas distributor with respect to maximizing the 
interfacial area must be viewed in relation to the corresponding energy 
input (B5). The mass transfer coefficient k^a is influenced by the 
varying interfacial area. For its determination, there are two principal 
methods to choose from:
1. physical techniques for local measurement,
2. chemical techniques for global measurement.
The latter may affect the coalescence rate especially when there exists 
a wide variance in the bubble size and hence rise velocity; such condi­
tions promote coalescence (B5).
A comparison by Danckwerts and Sharma (D5) showed that, of all the 
methods, the chemical method gave more accurate values of the inter­
facial area, as compared to those predicted by detailed photographic 
techniques. The widely used sulphite oxidation was chosen for this 
work. There exist, however, other chemical methods such as CO^ 
absorption in alkali, and reactions in organic substances (SI). Besides 
the chemical and physical techniques, a theoretical determination can 
also be applied. This section is therefore arranged in the following 
manner:
2.3.2 Chemical Method,
2.3.3 Physical Method,
2.3.4 Theoretical Determination,
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2.3.5 Physical Properties Necessary for Chemical Method,
2.3.6 Rate Constant Determination,
2.3.7 Mechanistic Modelling.
The final section is somewhat of an aside, and discusses the 
literature with respect to the mechanism in which the sulphite reaction 
proceeds. As will become clear, the mechanism for the sulphite reaction 
is complex, and not well understood. An attempt to clarify the 
situation is given in Section 4.4. The final part of this chapter
introduces this subject.
Many of the correlations presented for interfacial area were taken 
from data obtained whilst operating in the churn-turbulent regime,
especially with the more viscous solutions, within which, the transition 
to churn turbulent occurs at lower superficial gas velocities. This 
work concentrates on the optimum bubbly flow regime and thus direct 
comparison of the experimental measurements with the literature will not 
always be possible.
2.3.2 Chemical Method
The chemical method for the determination of the interfacial area 
between gas and liquid is more frequently used because of its experi­
mental simplicity (L3). On the other hand, chemical methods applied in 
nonuniform bubble dispersions result in effective interfacial areas 
lower than the geometrical ones (S5). Schumpe and Deckwer (S3) have 
shown this is due to the nonlinear dependency of the conversion on the 
interfacial area of a bubble. Since the dispersion structure is 
nonuniform, hence different conversions prevail in the bubbles as they 
leave the column. The measured overall conversion is thus an incorrect
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mean with respect to the interfacial area. The sulphite oxidation method, 
however, can be expected to yield approximately correct results owing to 
low conversions, a requirement delineated by Schumpe and Deckwer (S3). 
If the variance in bubble size is small, these authors prove that the 
chemical area approaches the geometrical area. This point is best made 
by use of Figure 2.3.2.1 which compares the measured area to the photo­
graphic (geometric) determined one. This indicates that firstly, the 
error is a lot less for the sulphite oxidation than for CO^ absorption, 
and secondly, the smaller the variance in the ln-normal distribution of 
bubble size (a-^n) the closer the sulphite results are to the true ones. 
Since in this work we make interfacial area measurements on CMC 
solutions, it is important to choose a method which will facilitate 
this. The sulphite oxidation reaction kinetics are known to be 
independent of CMC concentration (W3).
The experimental technique requires gas to be bubbled through a 
sulphite solution, the extent of reaction can be determined from either 
the change in sulphite concentration with time (W4), or the change in 
oxygen flow (S3,S5). This requires knowledge of gas solubility, 
diffusivity (Section 2.3.5) and rate constant data (Section 2.3.6). The 
theoretical basis is discussed in Appendix D, but can be summarized by 
the rate expression:
(2.3-1)
*
Where C^ is the surface concentration of oxygen and D 
diffusivity.
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Westerterp et al. (W4) used the above equation and noted the 
overall rate could be measured by monitoring the change in sulphite 
concentration with time, thus:
They determined the sulphite content by titration with iodine and 
thiosulphate with a starch indicator. By contrast Schumpe and Deckwer 
(S5) used a paramagnetic oxygen analyzer (Maihak) to measure the gas 
phase conversion; they required a pseudo stationary oxygen concentration 
in the exit stream for substitution (along with the overall absorption 
parameter ) into the reactor model. The constant which represents 
an effective rate, was measured separately in an absorption test which 
took place in a stirred cell with a plane interface. The reactor area 
assumed plug flow of the gas, and can be expressed:
where x is the measured oxygen mole fraction and z is dimensionless 
distance. This they solved accounting for the variation in hydrostatic 
head and the shrinkage due to absorption, combined with a balance on the 
inerts to produce an equation determining the interfacial area.
Voyer and Miller (V4) used two methods in their determination of 
the interfacial areas
1. CC>2 desorption from water
2. chemisorption of CO^ in NaOH solution.
(2.3-2)
)= AK2 (xP)3y/2 L dz (2.3-3)
36
The analysis of the gas was made by a thermal-conductivity cell, while 
the liquid phase was analyzed by a standard titration technique. Their 
analysis is as follows:
R = A K^* (C*-C ) (2.3-4)
*
where is the equivalent mass transfer coefficient for reaction,
which for a first order reaction is /k^D* (see Appendix D). Voyer and
*
Miller state the above is only valid when K /k > 5, k being the
i_l i_l i j
*
physical absorption mass transfer coefficient. The ratio /k^ is
termed the Hatta number. They determined R by monitoring the change in
gas concentration, and used a mass balance, similar to Schumpe and 
Deckwer's, to calculate the interfacial area. The same method of
analysis was used by Mashelkar (M3) and Carlton et al. (C3) also.
Onda et al. (03) reported success in the determination of the 
interfacial area by measuring the change in the sulphite concentration 
between inlet and outlet. In this steady state method a liquid flow rate 
was chosen which resulted in a measurable change in the sulphite 
concentration of the liquid, as it passed through the column.
Of the papers studied in this field, the above summarizes all the 
methods of analysis and experimental techniques used. Besides Schumpe 
and Deckwer (S5), who used in-house data, the reaction kinetics for most 
workers were taken from other sources, as Linek and Mayrhoferova (L6) 
point out, "if one is to use this method, it is essential that one 
maintains the applicable conditions throughout the experiment." In 
their literature review, they concluded that most of the experimental 
conditions used were different to those required by their respective
models. In short, the kinetics depend on sulphite concentration, oxygen
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partial pressure and catalyst concentration. If the same conditions are 
not met in the experimentation as were used in kinetic data determina­
tion then the results obtained may be in question. In addition, when 
using the popular transient technique, care should be taken because as 
the reaction proceeds, the pH, temperature and sulphite concentration 
change, all of which effect the kinetics. There is also an increasing 
tendency for the catalyst to precipitate with decreasing sulphite 
concentration. With all of these pitfalls, not all of the reported data 
will be of use.
An exhaustive search of the literature did not produce a single 
correlation for the interfacial area, which was obtained from 
measurements taken in the bubbly flow regime using the chemical method. 
In fact, most of the data are presented in graphical form even for the 
slug-flow regime. Such plots can be found in Burckhart and Deckwer (B7) 
and Mashelkar (M4). These along with other studies are summarized in a 
review paper by Shah et al. (SI) and reproduced in Figure 2.3.2.2. This 
Figure shows a wide scatter of results, but for the region of interest 
it would seem a value for the interfacial area of between one and four 
cm  ^ should be expected depending on the superficial gas velocity. A 
more direct comparison of the results obtained in this work may be made 
with Schumpe and Deckwer (S5). Figure 2.3.2.3 summarizes their results 
for water and CMC solutions.
The data collected for Figure 2.3.2.3 were also reported in the 
form of the following correlation:
a = 1.58 (cm 1) (2.3-5)
in
te
rf
ac
ia
l 
ar
ea
, 
a 
(1
/c
m
).
8  n
7 -  
b  
5 
4 -  
3 -  
2 -  
1 
0
PR l C 3 '
From Shan et ai. fSI )
SP
f P P , < S Y
(S3)
 —  —  D D  (Q~Z. ,
/ / /  f  ^
I f  SP  i S f /
I'll /  '
V  / /
/ / /  /  / - "  \S3j
/ hi /  /
!,j /  // .-^ P P  (S3),
I / '
it,/  — " — p p  (R 9 (
l / /  SP  S i n t e r e d  p l a t e
'P P  ( C 3 )  PP  P e r f o r a t e d  p l a t e
Su l p h i t e  o x i d a t i o n  —  P h o t o g r a p h y
P P  ( P Q
0 2 4 u 8 1 0  1 2  1 4  l b  1 8  2 0
supe r f i c i a l  g a s  ve loc i t y  ( c m / s )
Compar ison of in ter fac ia l  areas f ro m  pho tograph ic  
and sulphite oxidat ion Figure 2 .3 .2 .2
in
te
rf
ac
ia
l 
ar
ea
,
1 .  b 0
W a t e r1 . 4 0 -
i.O % CMC
1 . 0 0
0 . 8 0 —
0 . b 0 -
1 0  % CMC
0 . 4  0 -
F r o m  D e c k w e r  e t  al. (D1)  
P e r f o r a t e d  p l a t e  ( 1 0 m m )
0 2 8 1  0 1  24 b 1 4 1 b
S up e r f i c i a l  g a s  ve loc i t y  ( c m / s )
Inf luence of the CMC concen t ra t ion  on the 
speci f ic  in ter fac ia l  area Figure 2 .3 .2 .3
LO
40
2.3.3 Physical Method
The specific interfacial area "a" is related to the fractional gas 
hold-up e, and the mean surface bubble diameter d, by the following 
relationship, which is based on perfectly spherical bubbles:
a = 6e/d (2.3-6)
The fractional gas hold-up can be estimated from the correlations 
discussed in Section 2.2, or determined by the theoretical equations 
derived in the same section. The basis of the physical method is to use 
one of these predictive equations on an experimentally based correlation 
for the gas hold-up along with the measured bubble size.
Akita and Yoshida (A2) measured the bubble size by taking 
photographs with a single-lens reflex camera and an electronic flash 
light placed on the opposite side of the column. They produced the 
dimensionless result:
1 ! q D2 D 'l°'5r q D3 I0 ’1 1.13 1 _ 0.5 _ 0.1 1.13 ......
3 ( J 6 ° 3 Bo Ga S <2'3‘7>
where as before D = column diameter. To estimate the specific area one
must combine this with their correlation for e (Al, see Equation 2.2-29,
Fr = U //5g): og
e/(l-e)4 = 0.20 Bo1/8 Ga1//12 Fr (2.3-8)
Nakanoh and Yoshida (N2) refine the photographic technique of Akita and 
Yoshida- by enclosing the bubble column in a "water-tight transparent 
acrylic resin box with a square cross section". This prevented 
distortion of the pictures. They report the following for the bubble
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size which may be used with a voidage predictor and Equation (2.3-6) to 
find the interfacial area.
Buchholz et al. (B5) chose a physical method for their area determina­
tion and argued that the presence of the salts in the chemical method 
may affect the coalescence-promoting properties of the liquid, and thus 
the chemical method, by its very nature, will yield erroneous results. 
They also warn against the use of the photographic technique of Akita 
and Yoshida and Nakanoh and Yoshida (A2,N2) because the bubbles being 
measured are those near the wall, and these may not be representative of 
the ones in the bulk. They therefore introduced a new technique, which 
made use of a four-point probe tip. The conductivity between all of the 
points is monitored by a computer so that when a bubble passes through 
the probe the change in conductivity pulse that is produced between each 
of the sensors is processed in such a way that the following information 
is produced:
1. bubble rise velocity,
2. bubble rise angle,
3. diameter (normal to direction of ascent),
4. diameter (parallel to direction of ascent).
These latter two measurements can be used to determine aspect 
ratios, the height to breadth ratio of a deformed bubble. This is 
discussed in Section 6.2. Besides a graph of the interfacial area,
which measured up to 2 cm ^  for a superficial gas velocity of 4 cm/s,
3N -0.12 " - 0.12
(cm)
(2.3-9)
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they also reported that the average rise angle was close to 40°. This 
implies that as the bubbles rise they collide and their circuitous path 
takes them from side to side as well as up. A rise angle of 40° is very 
close to what one would calculate if it were assumed that the bubbles 
behave as molecules do in a gas, where a root mean path approach is 
hypothesized. In this model the actual distance travelled is /2 times 
the overall distance. Thus one may deduce from this that the actual 
rise velocity Ug may be related to the terminal rise velocity of a 
single bubble (U^) by the following:
Us = (1//2) Ufc.
This would only apply to large bubble concentrations and in the
limit may be a good model for bubble rise velocity. At lower gas
hold-ups, such as will be experimented on in this work, it is envisaged
that the above relationship will not be applicable. In Section 2.2 it
2
was reported that U = U (1-e) for bubbly flow and U = U for the
S L S L.
churn-turbulence regime. Combining these results leads to the following
2
relation: (1/^2 = (1-e) ), which yields a gas hold-up of 0.16. This is
close to the transition value found between bubbly and churn-turbulent 
flow. Thus, the above equation (Ug = 1//2 U^) seems suited for use in 
the churn regime.
Calderbank (C2) and Calderbank and Moo-Young (Cl) used a light
scattering technique to measure the interfacial area. In this, the
optical system is so arranged that light scattered by reflection and
refraction is not received by the photocell. This is achieved by 
arranging the photocell at such a large distance away from the column so 
that only that part of the incident parallel beam which passes through
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the dispersion without meeting any obstacle is recorded. The amount of 
light transmitted in this manner depends on the projected area of the 
dispersed phase only. This method of analysis involves measuring the 
intensity of the light passing through the bubble column. Their results 
were correlated for agitated vessels by:
( M  / ’>0-6 _1 ) P °'4 p°'2 U 1//2^ - 296.3 -----(dyne/cm) c m -------  _v..... . .-9.9... {2.3-io)
v(w/cm ) (g/cm ) (cm/s)  ^ o
where is the power per unit volume supplied to the system and for a 
bubble column may be expressed uQgP9 (P=PC)-
Results from photographs taken by Bhavaraju et al. (Bl), are 
correlated by (d = bubble diameter):
d/6 = 3.23 Re ~ ° ' 1 Fr °'21 (2.3-11)o o ’
4Q„ Q„2
where Re = — r2—  Fr _9_'o it 6 v 0 . 56 g
This relies on knowledge of the orifice diameter 6, which can easily be 
measured or in the case of the flexisparger be determined by a method 
presented by Rice and Howell (R7). The variable in the above
equation is the volumetric gas flow per hole. Bhavaraju et al. (Bl) also 
used Calderbank1s Equation (2.3-10) and modified it to fit their data 
such that:
70
° - 6  /M_o (Nm )
n 0.4 ... -3. 0.2 .. -3,Pv (Wm ) p (kgm )
o.i
(cm) (2.3-12)
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Sridhar and Potter (S6) reported that the major disadvantage of the 
chemical method is the difficulty in measuring the effects of the liquid 
phase properties on interfacial area. Thus, they proposed the use of a 
light transmission technique similar to that of Calderbank (C2). To 
enhance the validity of the method, Sridhar and Potter noted that, 
because of multiple scattering problems especially encountered with 
higher hold-ups, the technique had not received widespread use. By 
decreasing the path length to 1cm, as opposed to 50cm (used by 
Calderbank), and using optical fiber bundles, they were able to obtain 
more reliable results.
Semiat and Dukler (S7) introduced a new optical procedure, which 
they claim overcomes many of the problems associated with other 
techniques. They used a single beam laser system to measure the size and 
axial velocity of the dispersed phase during upward, two phase bubbly 
flow. The laser beam was directed across the diameter after passing 
through a Ronchi (see footnote) grating having 20 lines/mm. The slot 
beam was 0.25 mm wide. The velocity signal was collected by an 
unshielded single optical fiber so that it captured light from bubbles 
intersecting the beam. Thus, the data collected for each flow condition 
represented bubble velocities and diameters averaged across the entire 
flow area.
Footnote: Ronchi gratings, which are widely used in optical
laboratories, are very precisely ruled alternating transparent and 
opaque gratings set on film or glass.
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2.3.4 Theoretical Determination
The simplest of these involve the use of Equation (2.3-6), and can 
either make use of a correlation for voidage and thus result in a semi- 
theoretical area predictor, or rely on a theoretical voidage predictor 
such as Kawase and Moo-Young's (K6). Voidage predictors have already 
been discussed in full in Section 2.2 and thus the prediction of the 
bubble diameter will need further elucidation.
Equations (2.3-10) and (2.3-12) were in fact based on a balance 
between surface tension forces per unit area (a/d) and the shear stress 
x. A balance between the two yields:
We = —  = C (2.3-13)a '
This defines the Weber number. The following analysis is taken from
Hinze (H3), where C is taken to be invariant. Normally x is set equal
2
to 1/2 pUg the dynamic pressure of the fluid flow, (Us is the slip or 
relative velocity). In addition we note, the greater the value of We, 
that is the greater the external force x compared with the counteracting 
interfacial-tension force a/d, the greater will be the deformation. At 
a critical value Wecrj^' breakup occurs. Thus Equation (2.3-13) can be 
rewritten:
p U 2 d
Wecrit = C = <2‘3-14>
For the simplest case of isotropic turbulence, and making use of
Kolmogoroff1 s energy distribution law can be used (discussed in detail 
below):
Us = C1(Pm d)1/3 (2.3-15)
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*
where Pm is the power dissipated per unit mass. The substitution of v , 
the velocity scale from Kolmogoroff1s Equation (2.3-20), for Us in the 
above yields an expression, which if combined with the turbulent length 
scale as defined by Kolmogoroff (2.3-20) can be written:
a  n 0-6 -0.6 -0.4d = CL o p P (2.3-16)
max 2 m
If the substitution pP = P is made, the resultant equation is exactly
m v
(2.3-12) that of Bhavaraju et al. (Bl). The equation of Calderbank (C2, 
2.3-10) can also be theoretically derived from the above by simply 
combining Equations (2.3-16) and (2.3-6) to yield:
c/_ -0.6 0.2 _ 0.4a = 6/0^ a p P^ e (2.3-17)
Calderbank1s (C2) experiments in effect produced a correlation for the 
voidage, for if one compares (2.3-17) and (2.3-10) then:
e = 0.07827 (cm/s)”°‘5 C_ /u"“ (2.3-18)2 og
which is close to the correlations recommended for non-Newtonian voidage 
prediction, (Section 2.2). Thus, the reported correlations of 
Calderbank (C2) and Bhavaraju et al. (Bl) can be related to the above
theoretical derivation. Kawase et al. (K4) also use the same theoretical
Equation (2.3-16), but combine it with their own theory-based voidage 
equation (e = 1.07 , Fr = U /t/5g) to yield:
0  H / 1 5  g 7 ' 3 0  p 3 ' 5
a = °'452 °3 3 / 5 ' 1/6------ <2 '3-19>o' D
They determined the dimensionless constant multiplier in the above by 
experiment.
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The theory of Kolmogoroff is the crux of the theoretical area 
determination presented above. Hinze (H4) states that for flows with 
higher Reynolds numbers, the character of turbulence is wholly 
determined by the rate of energy dissipation. Hence, the character is 
controlled by the energy rate and the viscosity since this, too, 
determines the rate of dissipation. These considerations led to 
Kolmogoroff1s hypothesis:
"At sufficiently high Reynolds numbers there is a range of high 
wave numbers where the turbulence is statistically in equilibrium and 
uniquely determined by the parameters (energy dissipation per unit 
mass) and v. This state of equilibrium is universal."
It is termed "universal" because this range of turbulence is 
independent of external conditions, and thus the length and velocity 
scale can only depend on and v. Thus from dimensional analysis 
Kolmogoroff obtained:
Length scale „* = (v3/Pm )1^4
1/4 (2.3-20)
Velocity scale v = (vPm )
These equations, which are also used in Section 2.4 to determine a 
theoretical mass transfer coefficient k , predict that the bubble sizeJ_l
should decrease with increasing superficial gas flow rate. This result 
becomes apparent when the normal substitution (Baird and Rice, 1975) is 
made for the energy dissipation rate; Pm = U g (in Equation 2.3-1B"). 
The resulting trend this predicts (one of decreasing bubble diameter 
with increasing superficial gas velocity) is opposite to that found in 
the experimental literature. The above analysis fails to take into
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account the bubble formation process, but describes the tearing apart 
effect of shear on already formed bubbles. It is argued in Section 3.3 
that the magnitude of the relevant forces (namely those arising from 
buoyancy, inertia, viscous and surface tension) changes with superficial 
gas velocity. A balance between just two of the dominating forces (as 
is made above) will be correct for only a particular range of gas 
velocities. Wallis (W5) surveyed the equations that predict a 
theoretical bubble size at an orifice and recommended the results of 
Davidson and Schuler (D3) and Davidson and Harrison (D4). These 
equations ignore the momentum flux from the orifice and break down as 
the flow through the orifice becomes jet-like. Davidson and Harrison's 
(D4) equation is a balance between buoyancy and inertial forces, it 
reads:
where Q denotes volumetric flow through a single hole. Davidson and 
Schuler (D3) made a balance between buoyancy and viscous forces only. 
They recommended their equation for use with viscous media:
the number of holes in a sparger. Bhavaraju (Bl) used this latter 
equation with an experimental correlation for the gas hold-up to 
determine a theoretical area.
d = 1.2953 -3^
8 2/5
(2.3-21)
9
(2.3-22)
is the flow rate per hole and is equal to U A/N, where N is
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From preliminary work with the Flexisparger, it became clear that a 
more rigorous force balance including all the terms was required. 
Howell (H5) derived such an equation, which forms the basis of the 
approach used in Section 3.3. His derivation is as follows:
_,2
d
Vpg + -^-2 - 2irorH - 6 irp r(t) vb (t) = —  (apV(t) vfa(t))
(2.3-23)
retardation viscous
gas by surface retardation inertial
buoyancy + momentum - tension - (Stokesian) = retardation
The factor a in the inertial term is important, and accounts for the 
virtual mass of the bubble in accelerating the surrounding liquid; 
Howell recommends a = 1/2 be used based on experimental findings of 
Davidson and Harrison (D4). Howell then proposed that the first 
"nucleation" bubble formed is dominated by surface tension effects and 
thus its size is given by:
2 i o rD
V   s
o pg
This he substituted into the above force balance and after integration 
(ignoring the usually insignificant gas momentum term) his final 
equation reads:
x2 [1/2 (y1/3 - 1)] + N x[f (y2/3 - 1) - lny]
4 1/3 1 2 (2.3-24)
- 1/2 (f TT)i/J [ j (y - 1) - 2(y - 1) + lny] = 0
where
y = Vf/VQ (dimensionless volume)
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x = ■ 1   (dimensionless flow)
5/3j v
■4 o g'•j
and
/4 \1 / 3N = 3-rr (— tt) 
p  3
v
L
(v0 g)1/2
(dimensionless ratio of viscous to 
buoyancy forces)
This result (plotted in Figure 2.3.4.1) and modifications there of are 
used in Section 3.3 of this dissertation. In Chapter 3, attempts will 
be made to determine bubble size from rise velocities.
Molerus and Kurtin (M5) determine the interfacial area by measuring 
the voidage e then, from the global equation, find the rise velocity for 
batch systems using = U /e. By a simple force balance this rise 
velocity can be used to determine bubble diameter and thus combining 
this with the measured voidage the area is calculated. This technique 
is only semi-theoretical and assumes vertical rise which as shown by 
Buchholz et al. (B5) is not the case. One could however modify their 
technique by incorporating an average rise angle (for example the 40° 
rise angle as measured by Buchholz et al. B5). This would yield 
interfacial areas some 30% greater than one would calculate assuming a 
vertical rise.
2.3.5 Physical Properties Necessary for Chemical Methods
If the chemical method is to be used, Equation (2.3-1) requires 
that the solubility and diffusion coefficient of oxygen in sulphite 
solutions be known. The solubility can be expressed using the equation 
of Van Krevelen and Hoftijzer (V2):
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From Rice nnd Howell (R7)
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log ( j = - Kq 1/2 Ci zi2/2 (2.3-25)
CH20
★ *
Where C is oxygen solubility and Q is the value in pure water and Ct
is the ionic concentration, z^ is the valence of the ionic species, and
K is composed of three factors, K = i + i + i . This correlation 
o o + - g
was used by Jhaveri and Sharma (J2), and Rice and Benoit (R8), to 
mention but a few. However, the data in the original paper do not allow 
accurate determination of the solubilities far away from 25°C. This 
problem is addressed in a review paper by Linek and Vacek (L4), in which 
they recommend the use of the following correlation based on 
experimental data:
„* - „-6 ( mols  ^ 1602.1 (K)c = 5-9110 lFssJex!>(^ —
(2.3-26)
where T is the temperature in degrees Kelvin, P is the oxygen pressure
in atmospheres and is the molar sulphite concentration. This
2 4
correlation is to be used in this work. Its predictive properties were 
checked with data reported by Yasunishi (Y4). The effect of pressure on 
the Henry's law constant was found to be negligible for the pressure 
range used herein (P2, G2).
The diffusivity of oxygen in sulphite solutions is estimated by 
many researchers using the Nernst-Einstein equation. In this respect, 
this research will not depart from the trend. An excellent paper by 
Himmelblau (H6) compares the predictive equations for oxygen 
diffusivity. Figure 2.3.5.1 reproduced from this paper shows that the
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Scheibel equation seems best. Originally, concern was expressed over 
this choice, but a comparison of the Nernst-Einstein equation with 
Scheibels shows them to be of the same form, with different constants. 
The Scheibel equation will, therefore, be used in this work. In order 
to determine diffusivities from this relationship, viscosity data are 
required. The viscosity of sulphite solutions was calculated from a 
paper by Reith and Beek (R9), and checked against measurements made by 
Nyult and Kastanek (N6).
2.3.6 Rate Constant Determination
The chemical method can be used to predict the interfacial area, 
given the rate kinetics and the measured conversion. The determination 
of the rate kinetics uses exactly the same principle, but in reverse, in 
that the interfacial area is known and thus, by measuring the extent of 
reaction, the rate constant can be found.
In this dissertation the stirred cell, pressure drop-off method was 
used. The technique uses a well mixed sulphite solution, whose concen­
tration may be varied from one experiment to the next. Above the 
solution is a small volume of oxygen; again different initial oxygen 
partial pressures can be used. Normally the gas volume is small with 
respect to the liquid volume, so that the liquid concentration remains 
essentially constant throughout the experiment. By monitoring the 
pressure decline, the extent of reaction can be found, and hence the 
kinetics determined (see below for a more detailed explanation).
The other methods available include (1) a wetted wall column, (2) 
titration methods, which were used to determine the absorption rate 
indirectly by monitoring the sulphite concentration decrease as a
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function of time, and (3) rapid mixing techniques whereby contact was 
made for two streams of saturated solutions of oxygen and sulphite with 
pH and temperature being monitored as a function of time (B9).
The wetted-wall column (film reactor) was used by Wesselingh and 
Van't Hogg (W3), Reith and Beek (R9) and de Waal and Okeson (W6). This 
determination method makes use of laminar film formed by liquid flowing 
down the inside of a tube. The choice of flow is critical for too low a
flow will result in not all of the column being wetted; too high of a
flow will form ripples on the surface. The reaction is determined by
cutting off the gas flow and measuring the decrease of the gas volume in 
the absorber with a soap film meter. The inherent problem of this 
technique is the determination of the oxygen order, for generally this 
requires experiments at different oxygen partial pressures. This can 
only be achieved using a diluent gas, which results in an increased gas 
phase resistance, especially when it is noted that the gas cannot be 
stirred as liquid rippling will result.
The main draw-back of the titration technique is the difficulty of 
the titration itself. Yagi and Inque (Y3) developed an extension of this 
method where by they monitored the sulphite concentration by use of a 
polargraphic instrument, thus removing the need for titration. Others 
using this stirred cell technique include Fuller and Crist (F2), 
Sathyamurthy et al.(S9), Linek and Mayrhoferova (L3,L5) and Bengtsson
and Bjerles (BIO), to mention but a few.
An entirely different way of determining the kinetics of the 
sulphite oxidation reaction, is by using the Rapid Mixing Continuous Flow 
Method (RMCFM). In this technique, a saturated solution of oxygen is 
mixed with a sulphite solution thereby avoiding a diffusional resistance
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at the surface. This technique measures the homogeneous reaction 
kinetics, and cannot therefore be used for heterogeneous interfacial 
area prediction, such as is required in bubble column experiments.
The remainder of this discussion will be devoted to the pressure 
cell, which was used by Rice and Benoit (R8). It is important to 
understand the basis behind this method, not only because it is the 
technique used in this work, but because much of what Rice and Benoit 
achieved will not be repeated in this study, and will be taken as read.
A material balance on the constant volume (variable pressure) gas 
phase yields
* ■ 5 ^  ^  “ * < " _1 S " > V 2
Assuming Henry's constant is independent of oxygen pressure (P2) and 
defining 0 = P /P° , where P is the oxygen gas phase partial pressure,
3 d  3
P° being its initial value, Equation (2.3-27) then becomes:
3
n+1
d0 "?
A * = 0 (2.3-28)dt nm ' '
where K is defined: nm
—i— kD* (P° \n+  ^C, m
A R T  n+1 a %  ___ __K = ------  — ---------  (2.3-29)
nm v P° H
g a
Integration of (2.3-28) yields:
1,16 = ( ITS ) ln ( 1 - Knm ( ¥  ) l ) <2-3-30>
Applying the approximation ln (1 - p) ~ -p which is valid when Knm('^^)t 
is small (short time approximation). Equation (2.3-30) becomes,
ln9 ~ - K t (2.3-31)nm ' '
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Rice and Benoit, in their experiments, first changed the initial 
pressure P°a, at a constant sulphite concentration, (C°^). From curve- 
fits of semi-log plots, Knm was obtained. Then, holding P°a constant 
they varied C0^, again collecting values of From this, plots of
ln(Kam) versus ln(P°a) gave a slope of ln(C0^ ) , resulting in a 
first order dependency for oxygen. Next, a plot of ln(Knm) versus 
ln(C°^), at constant oxygen initial pressure, yielded a slope of m/2, m 
was found to be zero and thus no sulphite concentration dependency is 
predicted (zero order). The value of the rate constant was then 
obtained in the usual way.
Rice and Benoit predicted the reaction was zero order with respect 
to sulphite, if and only if the sulphite concentration was greater than 
0.5 molar. This limiting value assures that the absorption is not 
dependent on sulphite concentration. Oxidation of sulphite ions by 
absorbed oxygen brings about a local fall in the sulphite concentration 
near the interface. This will produce a local reduction of the pH, 
resulting in diminution of the rate of the accompanying chemical 
reaction. The zero order result was shared by many (R9, L5, W3, L3, A4, 
N6, W6 and F2), and will thus be used without further experimentation in 
this research.
The first order dependence on the oxygen concentration was also
measured by Alper (A4), Alper and Abu-Sharkh (A5), Nyvlt and Kastenek
(N6) and Linek and Mayrhoferova (L3, L6). However, others found a second
order dependency; it would seem there is an order change around an
-4
oxygen concentration of 2-6*10 mols/1. Alper and Abu-Sharkh confirmed 
this by pin-pointing the change at an oxygen partial pressure of 0.6 
atms. Their research was the only one to test the apparent second-order
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dependency region (low partial pressures) and the higher partial 
pressure (first-order) region in one study. This removed doubt that the 
method of analysis was responsible for this phenomena. Thus, in order to 
use, with confidence, the results of Benoit and the results of this work 
determined from the pressure cell, the bubble column must be operated at 
high oxygen partial pressures. This was achieved by using pure oxygen 
(which also stops any possible gas film resistance from contaminating 
the results) and a slightly pressured column.
Sawicki and Barron (S10), argued that the reported first-order 
dependency of oxygen originated from misinterpretation of data, or 
operation in a slow to medium reaction regime. Since the writing of this 
paper, however, the overwhelming volume of literature reporting a 
first-order dependency, should be enough to convince the reader 
otherwise.
In a review paper by Linek and Vacek (L4), they concluded that the 
dependence on catalyst concentration is first order, regardless of the 
oxygen partial pressure. This conclusion is reached by comparing results 
from the majority of the papers studied above, all of which predict this 
first-order dependency.
Benoit (B9), discusses the results obtained in the literature in 
much greater depth than is achieved here. However, the aims of this 
chapter have been met, in that the various ways in which rate data can 
be obtained have been discussed, and the assumptions used in this work, 
namely the sulphite-oxygen reaction is first order in oxygen and 
catalyst concentration and zero order in sulphite concentration (for the 
conditions used), have been verified. In an attempt to understand the 
reasons for this apparent change in the oxygen concentration dependency,
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it was felt that a study of the mechanistic modelling of the reaction 
may be helpful.
2.3.7 Mechanistic Modelling
This brief review of the literature is intended as an introduction 
to Section 4.4, in which the author attempts a mechanistic approach to 
the modelling of the oxygen-sulphite reaction. From the literature 
review of Linek and Vacek (L4), there would seem to exist three 
scenarios, and the differences can be summarized as follows:
Table 2.3-1
Reaction
conditions
order in 
sulphite
order in 
oxygen
order in 
catalyst
Homogeneous 1.5 0 0.5
Heterogeneous 
low pp* C>2
0 2 1
Heterogeneous 
high pp* C>2
0 1 1
*PP = partial pressure
In the homogeneous reaction, the oxygen is already in solution, and thus 
the RMCFM technique (see above), will determine the reaction kinetics 
for this case. When two phases exist; oxygen in the gas phase, and 
sulphite in the liquid, the reaction is said to be heterogeneous. 
Sawicki and Barron (S10) defined the differences as such: "In the 
homogeneous case, the reactants are uniformly distributed throughout the 
system. In the heterogeneous case, the reaction takes place along the
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diffusion path of oxygen through the liquid phase. In absence of 
effective mixing, the oxygen concentration is maximum at the interface 
and zero in the bulk of the liquid phase. In the homogeneous system the 
oxygen is depleted during the reaction, but in the heterogeneous system 
the oxygen is supplied continuously to maintain steady state."
For the homogeneous case, Bub (B12) points out that experimental 
results can only be obtained up to a sulphite concentration of 0.05 
mo1/1. With more concentrated sulphite solutions, the great heat of 
reaction (AH ^ 543 kJ/mol) makes it impossible to work adiabatically. 
As an introduction to the reaction kinetics, the simpler, well 
understood homogeneous reaction mechanism will be presented first. This 
mechanism initially proposed by Backstrom (Bll) in 1934 ignores the SO^ 
radicals, but assumes that the SO^ and SO^ radicals act as chain 
carriers. It is now known that at low sulphite concentration (as used 
in homogeneous reactions), the SO^ radical "recombination rate constant" 
is of the same order as that for the propagation step. Backstrom's 
(Bll) well accepted reaction mechanism is derived below. The results of 
Hayon et al. (H10) and Mishra and Srivastava (M6) strongly support the 
proposed mechanism as do the arguments of Bub, summarized above.
Initiation
2- 3+ - 2+
SCL + Co ,---> *S0„ + Co3 k 3o
(2.3-32)
Propagation
(2.3-33)
• SO ~ + SO 2~ .— > SO 2~ + *SO. 
5 3 k„ 5 3 (2.3-34)
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followed by:
SO 2~ + SO 2“ .— > 2SO 2 (2.3-35)
3 5 k3 4
,S05‘ + *S°5' ST'2 S2°102" (2'3-36)4
where this last reaction is the termination step. We now define:
XI = *S03- X2 = *S05"
2-
and, k V  = k^S03 , (the pseudo rate constant), then a steady state
(transient intermediate) approximation on the radicals yields:
dXl/dt = 0 = k 'Co2+ - k 0„X1 +k„'X2 (2.3-37)o 1 2 2
dX2/dt = 0 = -k 'X2 + k.O_Xl - k X22 (2.3-38)
2. x. A 3
Adding Equations (2.3-37) and (2.3-38) yields:
k 1Co2+ = k X22 (2.3-39)
o a
For the propagation reactions, (2.3-34) is rate determining, because 
reaction (2.3-33) has a higher rate constant (H10). Also the rate term 
is known to be independent of oxygen concentration, and making (2.3-33) 
rate determining would result in an oxygen dependency in the final 
result, thus:
R = k2S032_X2 (2.3-40)
Substituting for X2 from (2.3-39) gives
R - k 2 f ^ ) 1/2 (Co2V /2 (SO/')3/2 (2.3-41,
a
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This has exactly the correct dependencies as reported by the vast 
majority of the literature (see Table 2.3-1). It does not predict, 
however, a pH dependency; the reaction is known to have a maximum rate 
near a pH of seven (see Figure 2.3.7.1, and G3). A different mechanism 
may incorporate a pH dependency and this will be discussed in Section 
4.4.
For the heterogeneous case, the sulphite concentrations are normally 
greater than in the homogeneous case. To continue the arguments of Bub 
(B12), started above, if the sulphite concentration is high then the 
formation of the SO^ radical becomes important. Thus, a scenario exists, 
whereby, at low sulphite concentrations there is no significant SO^ 
radical production, whereas, at high sulphite concentrations, there is. 
As the reactants are the same in both cases, there must be two possible 
reactions. This is called a chain branching step. Bub (B12) proposes 
that because of the high sulphite concentrations, the SO^ radical 
becomes the chain carrier.
In his second paper, Bub (B13) uses the following mechanism, which 
includes the results of Backstrom (Bll) and the possible reactions of 
the SO radical. In order that there might result a pH dependence in 
the final form of the rate equation, as is reported by Gmelins (G3, see 
Figure 2.3.7.2), Bub (B12,B13) incorporates the possible hydrogenation 
reactions of the peroxanions, which forms Peroxomonosulphuric acid 
(Caro's acid) in a very quick, almost instantaneous step.
Propagation
•S03~ + 02 ---> *S05_ (2.3-42)
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»SOr + SO 2" r— > SO 2- + *So/ (2.3-43)
b  3  b  j
S052- + H+ <~~~> HS05~ (2.3-44)
k3
HSO/ + SO 2~ .---> 2«SO /  + HO_" (2.3-45)5 5 k. 4 2
4
•so/ + SO 2_ .— > SO.2" + • SO_“ (2.3-46)4 3 k,_ 4 3
SO 2~ + SO,.2” > 2SO 2~ (2.3-47)3 5 kr 4
b
HS05~ + S032- £--> HS04" + S042- (2.3-48)
Termination
•S03- * .S03' r -> S2062- (2.3-49)
8
• so/ + *SO/ r - -> SnO 2- (2.3-50)4 4 k_ 2 8y
.SOj- 4 .SOs- j--> S2O102- (2.3-51)
The termination reactions of the S04 radical can be neglected as it is 
the chain carrier. In his first paper, Bub (B12), systematically allowed 
each of the propagation steps (Equations 2.3-42 through 2.3-48) to be 
the rate determining one, and then calculated the rate expression
resulting from each assumption. Only reaction step (2.3-45), chosen as
the rate determining one, produced a rate equation that had the correct 
catalyst dependence (first order), and was a function of pH. Thus, using 
this step, he determined the reaction rate to be:
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k k 4 Co2+ (SO 2")2 Hf
R = ------2 1--— ---------------  (2.3-52)
k„ SO 2 .4 , + ,2
K3 ka2 k62 ( 1 ( 1 * h  )'
Appendix E contains a full derivation of the above. The final equation 
produced by Bub (B13) has the incorrect dependencies with respect to 
sulphite and oxygen. However, the pH dependence it predicts agrees very 
well with the experimental results (see Figure 2.3.7.3), passing through 
a maximum at or near the pKa of Caro's acid.
Caro's acid is the proposed intermediate. It was named after Caro, 
who was the first to isolate it. Its IUPAC name is Peroxomonosulphuric 
acid. The pKa is defined as the pH at which the acid is in equilibrium 
with its dissociation products. Thus if a reaction has a maximum rate 
at this particular pH, then evidence is given to Bub's proposal that the 
rate controlling step in the reaction mechanism involves Caro's acid.
For the heterogeneous case, there will always be some reaction 
occurring in the bulk, influencing the reaction rate. To minimize this, 
Bub (B13) suggests that results only be taken using a film reactor. In 
this research the apparatus used is a stirred cell and a bubble column, 
which may therefore lead to slight errors of analysis.
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2.4 MASS TRANSFER
2.4.1 Introduction
The volumetric liquid-phase mass transfer coefficient (k a) in
Li
bubble columns is a function of many parameters such as the physical 
properties of the fluid, the geometry of the column (alignment) and the 
sparger design (Kl). This section discusses the many ways the volumetric 
mass transfer coefficient can be measured and the resulting correlations 
such measurements produce. To successfully measure and compute k^a, 
knowledge of the physical properties of the system are required as well 
as an understanding of the dispersion process. This section will thus be 
divided into the following parts:
2.4.2 k a Correlations,
Lt
2.4.3 Physical Properties Used to Calculate k^a,
2.4.4 k a Measurement Techniques,
Lj
2.4.5 Dispersion Coefficients.
Even though this section will provide a wide scope of the current 
literature, in that correlations will be presented for both Newtonian 
and non-Newtonian liquids, the effect of surfactants will not be studied 
in detail except to say that, surface active agents will increase 
interfacial area, but reduce the circulation within the bubble and as a 
consequence the mass transfer rate (Ml).
The review will be slanted towards viscous solutions containing 
CMC, in order that a more useful comparison may be made with the results 
obtained in this work. The rheological behavior of microbiological 
cultures in a fermentation tower can fairly well be simulated by CMC 
solutions (G1,D1). The interesting affect of using small amounts of
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polymer additives (lOOppm) on the mass transfer coefficient will not be 
reported except that the addition of thickeners causes the resistance 
against vortex stretching to interfere with the mechanism of turbulent 
energy dissipation and thus leads to a reduction in the energy 
consumption (Rl).
Finally, there is considerable discrepancy among different data
sets; thus comparison between correlations is difficult. In fact many
correlations only fit the data that were used to create them. The
presence of very tiny bubbles held in suspension by the viscoelastic
fluids do nothing to aid mass transfer, but do interface with area and
gas hold-up determination (see Section 2.3),(M2). Thus, care should be
exercised in the use of predictors for k a where k is obtained from one
Li L
correlation and the area from another.
2.4.2 k a Correlations 
 Li_________________
Generally the bulk of the literature's correlations are based on 
very few experiments, and on the whole contain a wide variety of 
parameters and up to five fitted constants. For larger bubble columns 
k a is independent of the column diameter (SI). Figure 2.4.2.1Li
indicates that the influence of the liguid flow rate (U „) can be
o l
neglected (Nl).
Many of the earlier correlations took the form of the well known 
Frossling equation:
reported that the liquid phase mass transfer coefficients measured for
Sh = 2.0 + 0.6 Scm Ren (2.4-1)
where Frossling obtained m = n Calderbank and Moo-Young in 1961
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bubble swarms were independent of bubble size and slip velocity, but 
depended only on the physical properties of the system (Cl) (note the 
diameter dependence of the Raleigh number cancels with d in the Sherwood 
number). They reported the following:
Sh = 2.0 + 0.31 Ra1//3 (2.4-2)
3 * *
where Ra = d g/vD (d = bubble diameter, D = diffusivity). Assuming
that the drag coefficient is inversely proportional to /Re, then the
above reduces to (2.4-1). Yoshida and Akita (Yl), using a transient
technique in which the liquid phase was assumed well mixed, produced
some useful data, but no correlations. The same authors some eight years
latter produced the following correlation (Al):
V 1 ° „ 1/2 „ 0.62 „ 0.31 1.1  —  = C„Sc Bo Ga e (2.4-3)
2.
D
2 3
where Sc = Bo = ^ G a  = and D is the column diameter. This
* o 2D v
correlation has stood the test of time and is compared to more recent 
data in Figure 2.4.2.2 (SI). The value of was determined by Akita 
and Yoshida (Al) to be 0.6.
Perez and Sandall (PI) produced a correlation which included 
surface tension. This is based on the Frossling equation:
kTa D2 , n c f D U _  N 0.447 f N 0.694
*
i 1 1 r / u u  \ U  . •*** / / \ U  . U
21-2 R e D ' Sc ' (-r2) (/)
where Re„ = U D/v D s
The correlation of Yagi and Yoshida (Y2) was derived from data for 
agitated vessels and is thus of little use. It is included however
Fro m
h ' H -• ! I 's> U ,
U =  5 5 0 c mO Kataok
02- o  K a s t a n e k  e t  al. (K3
□  Deckw er  e t  ai. (D2)  D =  2 0 c m
a Toweli  e t  al. (S I ' I  D =  4 0 . 6 c m
1 E — 0 2
.0.5/
Correlat ion of Akita and Yoshida (1 974 )  —com par is ion  
with data  of o the r  authors.  Figure 2 .4 .2 .2
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because .it represents one of the first correlations to include non- 
Newtonian representation by the use of the Deborah number (d is the 
impeller diameter, N is the speed of rotation and A is the character­
istic material time):
Kataoka et al. (K2) measured the decreasing CO^ concentration of a 
desorbing system, in which air was bubbled through a saturated aqueous
bubble column 550cm in diameter. The following correlation was reported 
by the authors and represents one of the first correlations based on 
data from industrial scale columns:
Making the normal substitution a = 6e/d causes the linear voidage
Nakanoh and Yoshida (N2) on the basis of oxygen absorption into 
Newtonian and two non-Newtonian liquids (assuming a well mixed liquid), 
produced the following dimensionless equation which again makes use of 
the Deborah number to represent the viscoelastic behavior of 
non-Newtonian fluids:
Sh
k a d2 
L— —  = 0.06*N 
D
(1.+2.0(AN) )0.5 -0.67
m
(2.4-5)
CX>2 solution. The study was undertaken on an industrial scale using a
k a d' 
Li
2
Shm D
* (2.4-6)
where
dependence to cancel, so that Sh ^ 1//eT. .
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kLa D
2
0.5„ 0.75„ 0.39„ „ 0.55-1
* = 0.09Sc Bo Ga Fr (1.0+0.13 De ) (2.4-7)
★ n n
where Sc = v/D , Bo = -^-- , Ga = - and Fr =
° v /gD
They noted that the Deborah number was essentially zero for the range of 
concentrations of CMC solutions used in their research.
An excellent paper, published in 1986 by Kawase and Moo-Young (Kl), 
produced the following results:
kLa D
2
c Q -6.72 . 0.38n + 0.52. .,0.38n+0.14
-—  = 6.8n (Reoog > (Sc) (2.4-8)
U D
where Re„ = —  and n is the flow index. In order to give their formDog v
of the model creditability they produced the table below, which compares 
their correlation with those of the literature.
TABLE 2.4-1
*
Exponents for k^a Dependence on Uq , D, D , v and a.
Investigator Uog D D* V a
Kl 0.38n + 0.52 0.38n-l 0.86-0.38n -0.38 -
D1 0.59 - - 1 o 00 -
N2 1.0 0.17 0.5 -0.28 -0.75
HI 0.1 - 0.5 -0.867 -
G1 0.44 - - -1.01 -
*Note, for Newtonian fluids, n = 1
75
As the above table shows, there has been a recent trend to reduce the
complexity of the correlations from those of type (2.4-5) to those like
(2.4-8). This is very similar to the simplifications made in reducing
the complexities of the equations presented in Section 2.2.2 for
voidage. Deckwer et al. (D2) proposed an empirical correlation of type:
k a  = b U n (2.4-9)
L og
Deckwer reports that n is approximately constant at 0.8, whilst b was
— Q g _ Q 2
affected by the sparger and liquid type (b = 0.46-1.45 cm s ). 
Shah et al. (SI) produced the following for tap water.
, n  /tc-7 , - 0 . 8 2  - 0 . 1 8 ,  „  0 . 8 2k a = 0.467 (cm s ) U (2.4-10)L og
Kawase and Moo-Young (Kl) in a bid to extend this form to non-Newtonian 
fluids produced:
„ 0.9-0.38
k j ^ a  «  U Q g  K  ( 2 . 4 - 1 1 )
where K is the consistency index in a power law model, defined by the 
( dVz ^
equation x = K I I. . Godbole et al. (Gl) produced a correlation of
similar form:
k a  = 0.895 U °-44(cm/s) y_1'01(cp) (s'1) (2.4-12)
Li OQ
Finally Deckwer et al. (D2) in an attempt to modify the more 
complex literature correlations into the form given by Equation 2.4-9 
argued that the oxygen diffusivity is independent of viscosity (for CMC 
solutions, see Section 2.4.3) and, as argued by Akita and Yoshida (Al), 
the effect of column diameter rapidly decreases to zero (Figure
F r o m  Akita a n a  Y o s h i d a  (A1).
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2.4.2.3). Thus he reduces the correlations of Henzler (HI), Nakanoh and
Yoshida (N2) and Akita and Yoshida (Al), respectively to the following:
, 0.1 -0.867 . _ .k a  <* U v (2.4-13)
L og
i 0.6 -1.03 . ...k a  « U v (2.4-14)
L og
kTa « U v-0'28 (2.4-15)
L og
Their own results produce (Dl):
kLa (s'1) = 0.068 Uog°‘59(cm/s) p"°‘84(cp) (2.4-16)
2.4.2.1 Determination of k and Area Separately
_______________________________________  ij_________________________________________________
The prediction of k a can be achieved by the combination of two
Li
correlations. For instance the correlation for k given by Akita andJu
Yoshida (A2) and any of the correlations given for area in Section 2.3:
k a = 0. 5(dimensionless) g5,/8 D*1//2 p3^8 a 3/8 d 1^ 2 (2.4-17)
L
In 1977 Kastanek (K3) produced the first equation for k a with aL
semi-theoretical basis. He combined the k predictive equation of HigbieJj
with Kolmogoroff's time scale for isotropic turbulence in order to 
produce the following:
( " , U g s0.5 )1/2
Higbie's penetration theorem is derived in Appendix A. A parameter in 
Higbie's model is the exposure time t*, which via physical arguments was 
determined from Kolmogoroff1s theorem to be:
t* = «*/v* (2.4-19)
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where I* is the turbulent length scale v ' /(u0g ^  " and V*
1/4
turbulent velocity scale (u 9 v) • T^e hypothesis of Kolmogoroff1 s
theorem and greater explanation of the above definitions take place in
Section 2.3.4, where the theory of isotropic turbulence is used to gain
a theoretical estimate of the mass transfer area (which could be used
with Higbie's k predictor). Equation (2.4-19) can thus be written:
L
r \ o . 5
t* = ^  (2.4-20)
og
Kastenek then combines this theoretical k^ with the empirical power 
law expression of Deckwer et al. (D2) for the interfacial area in order 
to gain a k a correlation. Kawase et al. (K4) took this approach a 
little further in 1987, when they published the first predictive 
equation for k^a based on theory alone. The k^ equation was extended to 
include viscoelastic fluids such that:
2(n+1)
kL = —  >,
L
—  , U pg N
D* ( ----  ] (2.4-21)
where K and n represent the parameters in a power law model, x =
rdvz^n
Vdz” J ' w^ere K becomes viscosity when n = 1. The area (6e/d) was then 
determined from Calderbank's (Cl) theoretical equation:
0.6
d = C ----- 2-t — — —  (2.4-22)o .0.4 0.6
(U g) Pog
or from his experimentally modified equation which incorporates the 
affect of liquid viscosity:
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0.6 c , y \0.25
d = C -----° ■ - ■ ■ ■■■■ e ( -S ) (2.4-23)
° (Uog g)0'4 p0-6  ^>*L >
The voidage (e) was theoretically estimated from, (see Section 2.2.1):
e = 1.07n2/3 Fr2>/3 (2.4-24)
Combining these yielded:
(2 + n ) ( 2 2 n - 8>
•Ud+n)J _ ho(n+l)J _ 0.Sh = 0.452 n1’83 Sc+°'5 R e ^ d ^ ) /  F r W n * l ) )  ^0.6 _2
Dm
„ „l-n D U 2"n p ~2 kT a D2
where Sc = ------   , Re =----^ ----- , Bo = ^ ^  , Sh = --- —
pD*U I"" D K a Dm D*
og
U
and Fr =
i/Dg
This reduces to the simplified form given below if n=l (Newtonian fluid)
, _ c 0.5 0.75 7/30 0.6 . .Sh^_ = 0.452 Sc Re„ Fr Bo (2.4-26)
Dm D
When (2.4-24) is used as the voidage predictor in the correlation 
of Akita and Yoshida (Al) (Equation 2.4-3), the resultant equation is 
very similar to the theoretical one presented above (2.4-26). As the 
authors point out, this provides some confidence that the physical 
picture of their proposed model is correct. It may be argued however, 
that the voidage Equation (2.4-24) cannot in fact be correct because it 
depends on column diameter. This approach of Kawase et al. (K4) opens 
the door to many theoretical equations. For instance Higbie's result 
could be combined with Davidson and Schuler's (D3) bubble size 
predictor. Howell's (H4) equation could also be combined in a similar 
manner. Many of these possibilities are as yet unpublished, but such
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equations along with (2.4-26) will be used in the results section of 
this dissertation.
A second theoretical approach was presented by Calderbank and 
Moo-Young (Cl) where they assumed the usual functional relationship for 
mass transfer based on Reynolds and Schmidt number dependencies. The 
Reynolds number was defined is terms of Kolmogoroff1s isotropic 
turbulence:
,  * (U g ) 1^3 a4 / 3
Re = Z - L 2 L *  = _ ° 3 -----------  (2.4-27)
V V
Thus their resultant equation can be written: 
al * a2
Sh = (Sc) (Re ) (2.4-28)
The values a^ and a^ were determined from experimental data as 1/3 and
3/2, respectively.
2.4.3 Physical Properties
The properties of CMC solutions vary, depending on the 
manufacturer. It is thus advantageous to experimentally determine these 
properties, rather than theoretically predict them. As an aside, many 
of the previously presented equations require an apparent viscosity of 
the liquid. If the fluid is of the power-law type, then knowledge of 
the shear rate within the bubble column is required. Nishikawa et al. 
(N3) proposed that the apparent viscosity and average shear rate can be 
evaluated using the following procedure: (1) A heat transfer
coefficient-viscosity correlation curve is drawn for a given aerated 
tower with a Newtonian liquid. (2) The heat transfer coefficient for a 
pseudo-plastic (n < 1) liquid is measured at a given superficial gas
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velocity. Then the corresponding apparent viscosity is measured using 
the first plot. (3) From the flow curve measured by a rheometer, the 
corresponding average shear rate (y) can then be estimated. The 
following correlation was reported for CMC solutions:
1 n n  I . - 0 . 5  1 / 2  . - 1 .y = 100 (cms) U (s )og
( 2 . 4 - 2 9 )
For the low concentration fluids used in this work, a Newtonian behavior 
will be assumed, and thus the above will not be used. However, knowledge 
of surface tension and oxygen solubility are required. Tables of values 
for these constants are given below. As one can observe, all the values 
for different CMC concentrations lie close to those for water.
T A B L E  2 . 4 - 2  
Physical properties of CMC solutions
Investigator % W / W solubility
W1
G 1
G1
Y 2
g/cm s g/cm^ dyne/cm^ x 10"4]
0.00 1.0 1.0 72.4 13.8
0.06 6.1 - 72.2 13.6
0.10 7.0 - 72.1 13.6
0.13 7.9 - 71.9 13.6
0.50 9.6 - 71.7 13.4
2.00 203 - 71.1 13.0
1+ - 1.0 73.0 -
2+ - 1.0 72.5 -
3 + - 1.002 73.2 -
4+ - 1.003 68.4 -
5t - 1.005 67.7 -
6+ - 1.006 67.6 -
7 + - 1.006 67.6 -
CMC with 0.8m sodium sulphate
It - 1.008 73.4 -
2+ - 1.101 73.4 -
3 + - 1.101 72.7 -
0.4 - 0.998 71.2 -
1.0 - 1.000 68.4 -
1.33 - 1.001 67.7 -
2.0 - 1.003 67.4 -
Footnote t: The author did not give weight percent, the numbers given
are apparently just for identification and have no physical meaning.
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Based on the contents of Table 2.4-2, values for the density, 
solubility and surface tension for all dilute CMC solutions will be 
taken as equal to those of water.
Finally, knowledge of the dispersion and diffusion coefficients are 
required for all the solutions used in this work. A literature survey 
of the dispersion coefficients resulted in an extremely wide scatter of 
values, so much so that Section 2.4-5 is devoted to this subject. The 
diffusion coefficients for CMC solutions were measured by Akita, who 
produced the following values (referenced by N2 and Y2). These were 
measured in a diffusion cell using an oxygen electrode at the bottom.
Diffusion
TABLE 2 
coefficient
.4-3 
of CMC solutions
%w/w (Y2) 0.4 1.0 1.33 2.0 (N2) 0.3 0.5 1.0
°-5 2 
xlO cm /s
2.3 2.28 2.28 2.28 2.6 2.6 2.6
Deckwer et al. (Dl) assumed a constant value for diffusivity in his 
work. Both Zandi and Turner (Zl) and Perez and Sandall (PI) found that 
D* both increased and decreased with CMC concentration, whilst Wasan et 
al. (Wl) found D* to decrease with increasing polymer concentration. The 
Nernst-Einstein equation also predicts a decrease of D* with increasing 
viscosity, however the decrease it predicts is far greater than any 
reported values for CMC solutions. It is suspected that CMC hydrates 
behave almost like an inert colloidal (fine particle) suspension, with 
diffusion taking place in the liquid bridges.
A recent paper by Ju and Ho (Jl) stated that the literature was 
confusing and often mutually contradictory over the effect of polymer 
addition on solute diffusion coefficients. The controversy may be due to 
the problems associated with different measurement techniques. For
83
example, it has been proposed that the behavior of some polymeric 
solutions could be affected by the formation of a solvent layer at the 
surface. This layer results in a slip phenomenon. Thus, using flow 
methods such as falling films and laminar jet techniques will lead to 
errors in determining the diffusion coefficient. Ju and Ho (Jl) using a 
new submersed electrode technique produced their own results and 
concluded that in aqueous solutions of CMC the oxygen diffusion 
coefficient decreases with an increase in polymer concentration and can 
be well correlated by Wang's obstruction theory:
D* = D*q (1 - cup) (2.4-30)
where a  = geometric shape parameter (1.5 for spherical shape) 
tp = volume fraction of polymer in solution.
If the CMC concentration is larger than a critical value, the oxygen 
diffusion coefficient starts to increase. This could be explained as a 
result of the structure-breaking effect caused by the polyelectrolyte 
property of CMC. Unfortunately, the results they obtained were for a
TABLE 2.4-4
Diffusion coefficient of CMC solutions
-o wt CMC D* *10 5 cm2/s
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
1.5
2.0
1.98
2.19
2.28
2.29
2.36
2.84
2.77
2.08
2.00
1.87
1.89
1.82
1.71 (critical value)
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slightly different molecular weight to that used in this research and 
it is therefore proposed to use the value for the diffusion coefficient 
of oxygen in water (Section 2.3.5).
2.4.4 k a Measurement Techniques 
 Li_____________________________
The most widely used method in the determination of k a is toiJ
assume a well mixed liquid phase and then use a batch transient 
technique, in which the liquid concentration is measured whilst either 
absorption or desorption occurs. For instance, Akita and Yoshida (Al) 
used a dissolved oxygen probe to monitor the physical absorption of 
oxygen. They used the following relationship:
*
c - c
kLa = (A-p.) in h — -2) (2.4-31)
v c - c '
•k
where Cq is the initial oxygen concentration at time zero, C is the 
saturation concentration and C is the concentration at time t. This 
method is also used by other authors (Yl, Y2, Rl, PI and K2). Despite 
its wide acceptance, it is argued by Deckwer et al. and Shah et al. (Dl, 
SI) that the assumption of complete mixing is only valid for large 
column diameters (lm), and therefore this method is not recommended. In 
point of fact, complete mixing may not occur in large columns either, as 
careful work by Rice and Littlefield (R2) have shown that the length 
scale for turbulence is not the column, but the bubble diameter in the 
bubbly flow regime. For churn-turbulence, a scale equal to the column 
diameter may be correct.
The mass transfer coefficient has also been determined by measuring 
the reaction rate of the hydrogenation of a-methylstyrene under the
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limitation of mass-transfer (N4). Also by the same authors, a moments 
analysis of an exit gas, which had been pulsed with a soluble gas at the 
inlet, led to the determination of k a.
J_J
In a study by Ouyoung et al. (01) they determined k^a values from 
the eigenvalues of a set of first-order ordinary differential equations 
representing the tank-in-series model of unsteady-state gas absorption 
in the assumed well mixed liquid phase.
As the assumption of complete liquid mixing is not justified, k^a
should be based on concentration profile measurements (SI). This method,
which was first used by Deckwer et al. (D2), also forms the basis for
the model presented in Chapter 5. For this reason, the model is
reproduced in detail below. Valdes-Krieg (VI) used exactly the same
equation as Deckwer et al. (D2) in order to determine k a from
L
cocurrent concentration measurements. They replaced the second-order 
differential equation with two simultaneous first-order equations in 
order that they might use a computer to not only fit the profiles and 
obtain k a, but also to solve the defining equations. In their work withLi
highly saline solutions they obtained a value of 0.02 s  ^for k a.
L
Shioya and Dunn in 1978 (S2) also used a second order differential 
equation similar to the one below, but used the transient version . They 
combined two such transient second-order equations, one for the gas and 
one for the liquid, together with a first order equation to account for 
the time delay in the oxygen electrode. This technique necessitated the 
solving of a four by four matrix. The complexity of the solution led to 
the following steady state method to be selected as the basis for this 
research.
Deckwer et al. (Dl, D2) asserts that k a measurements be based onL
concentration profiles measured at cocurrent or countercurrent flow 
along the column and evaluated by means of the axial dispersion model. 
The produced profile is then compared to the model below and the mass 
transfer coefficient fitted using non-linear parameter estimators. The 
liquid concentration can be modelled:
where C" and C 1 represent the second and first differentials of concen­
tration with dimensionless distance z. The constant A is equal to the
saturation concentration and Bo is used to modify this value to account 
for a changing saturation concentration with liquid depth.
With the boundary conditions:
C" - C' - St C = -St (A + B z) Pe o o (2.4-32)
o
C(z = 0) = Cq + (1/Pe) C'(z = 0) (2.4-33)
C'(z = 1) = 0 (2.4-34)
The solution of (2.4-30) is thus:
C = AemZ + BenZ + A + B z - B /St
o o o‘ (2.4-35)
where m
n
(Pe/2)(1 + (1 + 4St/Pe)°‘5) 
(Pe/2)(1 - (1 + 4St/Pe)°'5)
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2.4.5 Dispersion Coefficients
For the above model, a knowledge of the dispersion coefficient is 
required. Rice and Littlefield (R2) recently surveyed the literature and 
brought attention to the wide scatter that exists. They concluded that 
the effect of vertical misalignment is of great importance and may 
result in an order of magnitude change in the dispersion coefficient, a 
hypothesis in agreement with the work of Tinge and Drinkenburg (Tl). 
This conclusion should be kept in mind as one reviews the literature 
values.
Reith et al. (R3) used a salt tracer which was injected into the 
column at a constant rate, with a continuous fluid flow. The axial 
dispersion coefficient was then calculated from the steady state axial 
concentration distribution upstream of the tracer injection point. They 
produced the following correlation:
U D
(U is the relative bubble (2.4-36)
velocity, D the column diameter)
Ohki and Inoue (02) used a batch column into which a known amount 
of a salt tracer was poured at time t . The concentration at a point 
well below the injection point was then monitored with time. The basic 
equation of one dimensional diffusion was employed with the appropriate 
boundary conditions to yield a series solution. This experimental model 
led to the following predictive equation:
Et = 0.3(cm*1 *2 s°-2) D2 U 1,2 + 170 (cm/s) 8 (2.4-37)
L og ' '
where 8 is the hole diameter, which based on the above, leads one to 
conclude that the dispersion coefficient is dependent on the sparger 
type.
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Cova (C5) used yet another technique to determine the dispersion 
coefficient. In his experiments, heat was used as the tracer and four 
thermocouples placed inside the column provided the necessary data from 
which the following correlation was produced, which has no column 
diameter dependence.
Q 2.75 -0.55 -0.4. M 0.45 0.4E^ = 8.26(cm s g ) U p (2.4-38)
Konig et al. (K5) used a similar technique to Reith et al. (R3)
but, unfortunately, did not produce a correlation. It was noted
however, that there existed two zones which had different dispersion
coefficients. The first, just above the sparger was characterized by
small bubbles and large dispersion coefficients, above which uniform
flow prevailed where E was found to be small. They also noted that at
Li
higher gas flow rates there is a flow regime change which was
characterized by higher dispersion values. They thus concluded that for
2
bubbly flow, dispersion is expected to be small (around 10 cm /s) and 
that the several high values reported in the literature were due to 
deviations of the employed columns from true vertical alignment.
Some three years later Rice et al. (R3) used a weighted moments 
method to determine E from impulse response tests. They used the form
J-J
suggested by Baird and Rice (B2) i.e.
Et = 0.35 D4/3 (U g)1/3 (2.4-39)L og ' '
to correlate results. Rice and Littlefield (R2) also chose this format 
to correlate their results, but because the values measured were so much 
smaller (due to true verticality) the bubble diameter as opposed to the 
column diameter was chosen as the length scale.
89
This recent finding apparently brings into question the validity of 
the literature values. For this dissertation the dispersion coefficient 
will be determined by experiment. The analysis will be exactly that of 
Barbe's (B3), and will be covered in full in Section 5.2 (sample 
calculation and program can be found in Appendix B). The method involves 
the injection of a highly concentrated base into a weakly acidic bubble 
column. The addition of an indicator produces a visual method of 
following the line of neutralization. The position-time data points can 
then be used along with the series solution obtained from the one 
dimensional diffusion equation to yield the overall dispersion 
coefficient.
This method has two major advantages: (1) it recognizes the
existence of the two zones and is able to distinguish between them, (2) 
it shows immediately if the column is non-vertical. The method therefore 
yields the dispersion coefficient and the height of the first zone, 
parameters which are required in the two zone mass transfer model to be 
used in Section 5.3. Results from Barbe (B3) showing the measured 
dispersion coefficient and CSTR height (height of the first zone) are 
reproduced in Figures 2.4.5.1 and 2.4.5.2. These measurements were made 
on a 15 cm vertical column and should thus be close to those determined 
by the author.
As yet the theory of why the dispersion coefficient is so highly 
dependent on the verticality is yet to be uncovered. It is believed, 
however, that the reason is due to the onset of large scale circulation 
brought about by density driven flow. As the column is tilted the 
bubbles still rise vertically and thus an unsymmetrical voidage profile 
results which acts as the driving force for circulation with a length
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scale equal to that of the column height. The fact that adding baffles 
to a bubble column decreases the dispersion coefficient (R4) adds weight 
to this theory as it is known that baffles decrease large scale 
circulation.
A similar phenomenon is the stability of flow during sedimentation 
in inclined channels. Papers by Herbolzheimer (H2), Leung (LI) and
Acrivos and Herbolzheimer (A3) provide a solution which incorporates the 
Orr-Sommerfield equations and show that the well known Boycott effect is 
in fact, a stability problem. They derive an equation for the wave
number of the falling fluid and then show that it increases rapidly from 
zero as the column is tilted. A similar analysis for bubble columns may 
prove the same type of flow instability exists.
2.4.5.1 Viscosity Dependence of the Dispersion Coefficient
As mentioned, the complete mass transfer model used to determine
k a requires knowledge of the dispersion coefficient. Again it shouldL
be noted that vertical alignment of the column is important in the 
determination of dispersion coefficients. If, for instance, increasing 
the viscosity affects the circulation within the column then this would 
manifest itself to a much larger extent in a vertical column than it 
would in a slightly tilted column where circulation is already occurring 
due to the tilt. Thus if the data collected were taken from experiments 
using a tilted column, the reported viscosity effect may not be as 
pronounced as it should be. The following are thus included for 
comparison purposes only. All dispersion data used in this work will be 
determined experimentally (see Section 5.2).
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Hikitu and Kikakawa (H12, H13) determined the dispersion
coefficient by means of a transient-state measurement technique. 
Aqueous potassium chloride solution was used as a tracer. From their 
results, the following equation correlating the experimental data was 
obtained:
The experimental results of Kelkar and Shah (K7) predict a similar 
dependence of dispersion on viscosity. Their experiments were made 
using seven different CMC solutions. They explain their results with 
the following hypothesis:
"The decrease in the dispersion coefficient with respect to 
viscosity can be explained on the basis of an increase in the bubble 
size with viscosity. Thus the bubbles carry less amount of liquid in 
their wake at higher liquid viscosity, which leads to decreased 
backmixing."
This hypothesis is counter intuitive, as larger bubbles should 
carry more liquid in their wake. It is thus expected that dispersion 
will increase with viscosity, for the bubbly flow regime.
Chen and McMillan (C4) summarize the reported affects of viscosity 
on dispersion coefficient with the following equation:
An apparent independence of dispersion (i = 0) to viscosity was 
reported by Cova (C5) and Alexander and Shah (A8). To summarize the
(2.4-40)
The viscosity dependence this equation predicts is E « 1/p
Li
0.12
Et <* 1/v1li 0 < i < 0.14 (2.4-41)
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literature it would seem that very little change in the dispersion 
coefficient is expected as the viscosity is increased. Finally, since 
the experiment to determine the dispersion coefficient takes place in a 
batch column, but the data collected from this experiment are used in 
parameter estimation of a column with continuous liquid injection, then 
it is important to ascertain the effect of (injected) liquid velocity. 
This affect was reported as negligible (K7, H12, C4, H13 and C5) even 
though the magnitude of the superficial liquid velocity may be as high 
as 5 cm/s. This is still small when compared to the measured 
circulation velocity found in a batch column (see Chapter 6). Thus, the 
liquid circulation imparted by bubbles dominates any velocity resulting 
from liquid injection and therefore leads to little dependence of the 
dispersion coefficient on overall superficial liquid velocity.
3.0 SPARGER MECHANICS AND BASIC COLUMN EXPERIMENTATION
3.1 Introduction
The long term goal of bubble column research is a complete
prediction of the column properties from first principles. This
research, although not that adventurous, suggests that such properties 
may be more accurately predicted from basic column measurements.
In Chapters 4 and 5, experiments are reported on the measurement of
the interfacial area and mass transfer coefficient. It is proposed that 
these important parameters can be determined from those more easily 
measured, namely: gas voidage, bubble size and bubble velocity. This
section is thus devoted to the determination and subsequent use of these 
parameters; it is divided as follows:
3.2 sparger classification,
3.3 bubble size prediction,
3.4 bubble rise velocity,
3.5 disengagement experiment,
3.6 drift flux analysis (includes temperature effects),
3.7 voidage results and predictions.
Section 3.3 presents a method which estimates interfacial area from
a first principle bubble size predictor. Sections 3.4 and 3.5
concentrate on the bubble velocity and make use of the disengagement 
technique introduced in Section 2.2.4. Finally Section 3.6 concentrates 
on fractional gas hold-up measurement and correlates the results at 
various different temperatures and surfactant concentrations. In 
Section 3.7 voidage predictions are made.
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The experiments reported in Chapters 4 and 5, as well as those used 
in this section, make use of the same basic equipment. This section 
will therefore serve as an introduction to the apparatus, with the 
specific details of each experiment covered later. The bubble column 
(depicted in Figure 3.1) is constructed from 15.24 cm (6") outside 
diameter (0.63 cm, 1/4" wall thickness) plexiglass pipe. This results 
in an inside diameter of 14 cm (5 1/2").
Oxygen flows through a calibrated rotameter (Fischer Porter 
10A1755A) that acts as a secondary flow meter. The oxygen is then dried 
by a non-indicating particulate dryer (Teklab FD-0100) and an indicating 
particulate dryer (Teklab FD-4400). After drying, the oxygen passes 
through the primary measuring device, a STEC SEF-1454 solid state mass 
flow meter, and then through another pressure regulator to the gas 
sparger. The gas leaving the column undergoes similar treatment before 
its flow rate is measured via a second mass flow meter, allowing direct 
determination of the amount of gas reacted during its passage through 
the column. This technique has apparently never been tried before, 
owing to the difficulty in earlier times of measuring absolute mass 
rates.
The drying process ensures correct operation of the mass flow 
meters. This can be appreciated fully when the principle of operation 
is understood. The device supplies a known amount of heat to the gas 
stream, and by measuring the temperature of the stream both prior to and 
after heat addition, the mass flow rate can be determined. The readout 
is calibrated in standard liters per minute. The incoming gas must 
therefore be moisture free because heat capacity is greatly affected if 
water is present.
T -  TEMPERATURE 
P -  PRESSURE 
D - DRYER
ID -  INDICATING DRYER 
MFM -  MASS FLOW METER 
PR -  PRESSURE REGULATOR 
-  WATER LINE 
-GAS LINE
DISSOLVED 
HOXYGEN 
PRO BEDRAIN OR C A T C H  TA N KVENT*
COMPRESSION 
SPRING m i c r o m e t e r
h»W
drain
ELASTIC
SPARGER
WATER 
MANOMETER
MARBLES
p l e n u m
VENT
ALKALI
injection
CATCH 
ANHBALL BEARING PIVOTCOMPRESSED 
AIR DRAIN F i g u r e  3 - 1 VO■^1
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Very early in the research, calibration measurements were made 
using both air and oxygen; these results confirmed that the mass flow 
meters could be used for any gas, with the correct result being obtained 
if the displayed output is multiplied by the ratios of specific heat and 
density of the gas used relative to air.
Figure 3-1 shows the upper and lower support systems for the bubble 
column. The bubble column rests on a 45.7 cm square iron frame, which 
is then positioned on a single stainless steel ball bearing. This 
single point of impingement enabled the column to be easily moved 
laterally at the top by the micrometer-spring system. A loaded spring 
holds the column proper against the micrometer, which was used to ensure 
near-perfect verticality. Turnbuckles quenched undesired motions in the 
column and allowed fine-tilt adjustment in the other horizontal 
direction. The micrometer, spring housing, and the hook bolts for the 
turnbuckles were all mounted on a 48 cm angle-aluminum square.
Two spargers were used in this work: the first with punctured holes 
(57) and the second with drilled holes. In this second design, the
initial hole size is better known and thus bubble size predictions can 
be made (see Section 3.3). For this reason the second of the two
spargers had the widest use. The shell of sparger no. 2 was built from 
acrylic sheet and pipe. A 3 mm thick latex membrane was then stretched 
over the shell and held with a PVC ring (Figure 3.2).
The holes (110) in the 3 mm thick latex membrane were arranged so
that the minimum spacing between the holes was 0.75 cm (Figure 3.3). In 
order to have the maximum number of holes per unit area, a triangular 
pitch was used. The holes were drilled with a 0.378 mm steel drill bit 
at approximately 1200 r.p.m. A microliter syringe was used to puncture
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the holes in sparger number one, but photographs have shown that this 
method produced slits with a wide distribution of size. High-speed 
drilling produced near-perfectly round holes with a more uniform 
size distribution. This uniformity was important to ensure that all 
holes would bubble, even at low gas flowrates. The only disadvantage 
was that the drilled holes allowed "weeping" to occur, while punctured 
holes (self-sealing) did not.
The column was designed with flexibility in mind; it is able to be 
filled with dilute acid from the storage tanks and a bottom port allows 
alkali to be added for dispersion measurements (Section 5.2). The
depicted wall nozzles (Figure 3.1) allow samples to be withdrawn from
the column at various positions, allowing axial concentration gradients
to be determined (used in k^a determination in Chapter 5). The ability 
to measure gas flow rates entering and leaving the column allows the 
extent of reaction to be determined in a situation where pure gas is 
reacting within the bubble column. This measurement technique is 
introduced in Section 4.3. The specific details for each experiment
will be discussed in later sections.
The experimental apparatus is not limited to that contained in 
Figure 3.1, but also contains a second bubble column which supplies a 
deoxygenated feed to the primary column. In addition, mixing tanks were 
installed which allow sulphite or acid solutions to be gravity-fed to 
the column. All of the above including a false floor and concrete dam 
were designed and installed as a part of the project.
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3.2 Sparger Classification
The classification of flow through a sparger is of great 
importance. As mentioned in Section 2.2.3, if jetting occurs prior to 
bubble formation the likelihood of bubble coalescence is increased. 
This in turn yields a wider variation in bubble size, which is believed 
to produce a greater degree of mixing. A first test of a new sparger 
should, therefore, be one that determines the type of flow occurring 
through the bubbling holes.
An analysis developed by workers in this research group (R12, Rll) 
leads to the following: for laminar flow through the holes, the flow
rate should be proportional to the pressure drop raised to the 5/2 
power. For turbulent flow, pressure drop raised to 3/2 power should be 
proportional to the flow rate. It is believed that if laminar flow 
exists then the occurrence of associated jetting phenomena (as described 
above) will be less likely.
This theory was put to the test when experiments were made on a 
sparger prototype. Figure 3.4 shows the raw results obtained, wherein 
UQg/v/F was plotted versus (the plenum pressure), and a straight line 
relationship resulted, which was indicative of turbulent flow. A second 
sparger was constructed and tested; the results reported in Figure 3.5 
show that laminar flow is occurring up until a certain superficial 
velocity after which a transition to turbulence occurs. The data 
collected after the transition point were plotted in the style of Figure 
3.4 to verify this.
The above theory is based on flow through a single hole, its 
application to multi-holed spargers is tested for the first time in this 
dissertation. It is proposed to apply the theory presented in Section
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2.2.3 (which was derived for a single holed sparger) to the multi-holed 
sparger. If the experimental results obtained are modelled with the 
equivalent successes that were obtained for the single hole experiments 
it will be assumed that extension of the theory from single to 
multi-holed is acceptable.
The aim of this original theory was two fold, firstly to estimate 
the initial hole size (a parameter used in bubble size prediction as 
discussed in Section 3.3) and secondly to gain a better understanding of 
the sparger dynamics. In its application to this work, several problems 
arose requiring the modification of the original work. It is proposed 
to present part of the original theory first, so that the reader can 
gain an insight into why and how the new theory developed.
To begin the analysis it is necessary to modify the Bernoulli 
relationship to get the well known orifice equation:
U A = N A^ C og H H o
—  Ap (3.2-1)
pg
where U = Superficial gas velocity, cm/s,
2
A = Column cross sectional area, cm ,
N = Number of holes in sparger,
H
2
A^ = Area of a hole, cm
C = Orifice coefficient, o
The pressure change (Ap) is given by (R7):
Ap = Pg - pgh - Pc (3.2-2)
where, Pq is the pressure within the plenum and the critical pressure,
P , is a measured quantity and denotes the pressure necessary to form
the first detectable bubble. In Figures 3.4 and 3.5 the plenum
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pressure is plotted, not the pressure drop, Ap. However, the theory 
still applies because and pgh are small (experiments were conducted 
in 1 cm of water). For laminar flow the orifice coefficient is given by:
C = K RerT (3.2-3)
o o 1 H
The dimensionless constant K was taken by Rice and Littlefield to be
o
l//l2tr (according to calculations of Happel and Brenner, H16). 
Rearranging (3.2-1) and (3.2-3) yields
U A v 1/2 |—  r \ 1/ 2
= 2 K \T M 'Ap ) o 'Tl V
r u A n I--  r ru N 
if* )
The final step in the derivation is obtained by making the 
2 2substitution A,, = ttX r„. , where X is the pole extension ratio. By 
H o Hi o
the inclusion of an extension ratio, an attempt is made to model the 
hole dimension, which increases as the flow rate increases and the 
membrane expands. Rice and Howell (R12) were able to prove that the 
fractional extension of the hole is proportional to the square of the 
vertical displacement of the sparger. Thus defining Wq as the vertical 
displacement of the sparger at the center and Z being the Sparger's 
radius then X can be expressed:
W 2
Xo = ! + -f- (3.2-5)
It was shown by Rice and Howell (R12) that this is equivalent to the 
hole extension, thus:
Xo “ V rHi <3-2-6>
Hence as Xq tends to unity, Equation 3.2-5 requires to approach zero
and the above predicts that r„ will tend to r .. Equation (3.2-4) canri Hi
now be written:
107
, U A . 1/3 , 4ttK 2 \ 1/3
f ^ 2 —  } = A r . f  2_ ) (3.2-7)I NH Ap J o Hi V Hg )
Extension to Multi-Holed Spargers
The above represents the extent of the theory developed by Rice and 
Howell. This applies when the hole is centrally located. In this work 
the sparger has many holes and the extension M r  ) of each reduces as 
the perimeter is approached. The actual extension depends on the 
vertical deflection W(r^) (see Figure 3.6), for which Rice and Howell 
(R7) deduced the following elementary relationship:
W(r ) W
A(rs) = 1 + ---|---° (3.2-8)
At the center W(0) = W , where as at the clamped edge W(Z) = 0, and thus 
A(Z) = 1 indicating that no extension occurs. Introduced here is the 
concept of an average extension ratio, A, which is defined:
W W
A = 1 + — r2 (3.2-9)
Z
where W is the average deflection height of the sparger, defined as 
Z
W = |  J W(r) dr, (3.2-10)
Referring to Figure 3.6, it can be seen that W(rg) can be written as
* f 2 2Wq - R + \j R - r , which allows Equation (3.2-9) and (3.2-10) to be 
solved, yielding:
IE x p a n d e d  M e m b r a n e :  e x t e n s i o n
W(r.)
2r
r a t i o  d e f i n i t i o n s  F i g u r e  3 . 6
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Z
W = (WQ - R) + £ f ^R2 - r2 dr (3.2-11)
o
Wo (3.2-12)
As is true for a single hole located in the center, measurements of 
the pole deflection allow A to be calculated. Figure 3.7 depicts the
Equation 3.2-7 allowed the initial hole size r  ^ to be determined.
Figure 3.8 demonstrates the applicability of this equation and yields a 
value of 0.032 mm for the initial hole diameter.
Limit of Theory
In both Figures 3.7 and 3.8 there are two regions where theory and 
data do not agree. The first, at very low flow rates, occurs because 
not all the holes will be bubbling. The second was originally thought 
to occur because of a flow transition (within the sparger's holes) to 
turbulence. This is suggested because the theoretical line (Equation
3.2-7) was deduced assuming that Cq « /Re, (which is only true for 
laminar flow). For turbulent flow Cq is a constant, a break away of the 
data from the theory was therefore believed to be because of a
transition to turbulence.
It is proposed here that the true reason for the discrepancy is due 
to a breakdown in the applicability of the equation for W, this occurs
when Wq = Z = R and corresponds to the extent that ' a spherical cap
assumption1 can be applied. Substitution of this limiting condition 
into Equation 3.2-12 states that:
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X = 1 + tt/4 ~ 1.785 (3.2-13)
max
Referring to Figure 3.8 it can be seen that the deviation of the theory 
away from the data occurs close to this value.
The predicted hole size of 0.032 mm is a lot less than one might 
expect given that the diameter of the needle used to make the holes was 
0.4 mm. However, it was believed that after puncturing the sparger, 
the natural tendency of the sparger was to close up these punctures. 
Howell (H5) also calculated smaller values for the hole size as compared 
to the puncturing implement (see Table 3.2-1).
Table 3.2-1
Comparison of Calculated Hole Size (Equation 3.2-7) with Actual Size
Sparger Method and Puncture Size d calculated 
via 3.27
Reference
Sparger #1 
3 1/2" Latex 
4" Latex 
Sparger #2
0.4 mm syringe punctured 
0.8 mm syringe punctured 
0.343 mm drilled 
0.387 mm drilled
0.032 mm 
0.064 mm 
0.036 mm 
0.023 mm
This work
H7
H7
This work
In order to determine whether hole closure occurs and to test the 
hypothesis presented above concerning the limitations of the spherical 
cap assumption, the above experiments were repeated on a second sparger. 
The new sparger was thicker (3 mm as opposed to 2 mm) and had 110, 0.378 
mm drilled holes; unfortunately, the calculated hole size was still low 
at 0.023 mm.
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Evolution of New Theory
At this point in the development concern was expressed over the 
wide discrepancy between theory and expected hole size (based on drill 
size). With the carefully drilled holes, it could no longer be assumed 
that the punctures were acting as slits, with only a small part of the 
hole in active use. In the original theory of Rice and Howell (R12) 
many simplifications are made, these include:
1) Equation 3.2-1 assumed that the pressure in the plenum chamber 
is very close to the discharge pressure above it, if this is not the 
case the Ap term in Equation 3.2-1 should be replaced by the equivalent 
expression for compressible flow:
Where subscripts 1 and 2 refer to conditions before and after the 
sparger. For the range of pressure drops encountered in this work 
errors of 5-15% should be expected when using the Bernoulli equation in 
the form of (3.2-1) as opposed to (3.2-14).
numbers of less than 50 (P6). In the original work (R12) the assumption 
of laminar flow is made. The authors assert this is valid by calculating 
the Reynolds number for the first bubble formation. This corresponds to 
X 1, which is the intercept on the graph. This intercept point is 
used to calculate the initial hole size. This procedure is only valid 
if the data used to determine the extrapolated line back to the 
intercept were collected in the same regime for which the theory was
k-1
k
1 (3.2-14)
2) which is only valid for Reynolds
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derived. This requirement was not adhered to; for instance, the data at 
and around X = 1.5 have Reynolds numbers the order of a thousand.
Sample Re Calculation
3
QgH = 2 cm /sec
v = 2 x 10 ^ kgm "'"s 1
2r ~ 1 x 10  ^m H
- 1000
Re 2r.
!2H_
H v
2 x 10~6
-4 -510 x 2 x 10
The errors resulting from the second of these original 
simplifications, were determined to be responsible for the large 
discrepancies between calculated and actual hole size. It was thus 
deemed necessary to replace the original equation for the orifice 
coefficient. Figure 3.9 shows the wide range of orifice coefficients 
reported in the literature. These are for multi-holed rigid plates (no 
data is available for the flexisparger). Initially, attempts were made 
to fit the literature data with the following model: Cq = k_Ren,
however each data set gave vastly different values for n. One can 
conclude therefore, that the discharge coefficient is not a strong 
function of the Reynolds number. Thus it is not the form of the 
orifice discharge coefficient that is important, but that it predicts 
sensible numbers (0 < Cq < 1) in the region of interest.
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Assuming the discharge coefficient can be adequately represented by
C = k Ren (3.2-15)
o o
and that on average rTT = A r._ , then Equation (3.2-1) becomes
H H .l
1
1-n 1 , 1-n n-i „n+f 2-n
( if*-  )2'n (AP)2(n"2) = X rHi ( “ ------------  ) (3.2-16)
H yg
By trying different values of n, the above was solved until the
intercept and slope gave the same result. For the new sparger this
value was 0.427 (see Figure 3.10). For the original sparger n was close
to 0.5 (Referring to Figure 3.8 it can be seen that the slope and
intercept almost agree with n = 0.5). It is noted that a plot of log
(U A/N ) versus log(Ap) would yield n more directly (slope = 0.5/1-n). 
og H
The intercept of interest occurs when X = 1, thus the above
optimization procedure is only able to determine n. The second step of 
this new procedure is the determination of kQ . An iterative routine was 
developed which determines kQ , and thus Equation 3.2-16 can then be used 
to determine both a hole diameter and then a Reynolds number. The 
produced Reynolds number (this is a range of values for the different 
flow rates used) is then substituted along with the assumed kQ in to 
Equation (3.2-15) and the orifice discharge coefficient calculated. If 
this value is not in the range expected (0 < < 1), then kQ is
adjusted and the procedure repeated. Contained in Table 3.2-2 are the 
results obtained for spargers one and two. The reported values for 
Relow an<^  Rehigh corresPon<3s to the Reynolds number calculated for the 
first and last points used in obtaining the slope in Figures 3.2-8 and
oo
^  0 .0 0 0 3 5 0 -
crr
co
<=5 0 .0 0 0 3 0 0 -
Q _
CO
2  0 .0 0 0 2 5 0 -
CT>O
0.000200
1 .1501 .050 1.100 1.200 1 .250 1 .300 1 .3501.000
Determination of n us ing  3 . 2 - 1 6 ,  Co =  Ko Re0-5 Figure 3 . 1 0
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3.2-10. It should be noted that because kQ and d^ are expressed as a 
product in Equation 3.2-16 it is impossible to calculate them exactly. 
The values in Table 3.2-2 represent average values of the calculated 
range.
Table 3.2-2
ko
n (mm) Re Low Re High Cq (range)
Sparger 1 0.015 0.5 0.155 771 2618* 0.42 - 0.77
Sparger 2 0.03 0.427 0.126 554 2215* 0.45 - 0.8
•k
Transition Re number.
The two major differences between this and the original work are
firstly; the use of an average extension ratio, (Equation 3.2-12 as
opposed to 3.2-5). This adaptation of the original theory led to the
determination of its applicability limit. A value for A of 1 + ir/4 is
the demarcation point beyond which the spherical cap assumption can no
longer be used. Experiments conducted on the second sparger were all at
extension ratios less than this, and as predicted the data did not stray
away from the theory (compare Figure 3.10 with 3.8). Secondly the
original equation for the orifice discharge coefficient (C = 1//12tt 
0 5Re ) is replaced with Equation 3.2-15. Although the exponent in the
power law dependence equation is somewhat of an arbitrary choice, the
pre-coefficient kQ must be chosen so that the predicted Cq is sensible.
The choice in this work of C = k Re11 is quite arbitrary, Churchill and
o o
Usagi (C6) report that Cq = a + b Re11 may be a more useful form to use.
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This area is to be left for further study by others. For this initial
study the simpler equation was chosen and resulted in the following:
0.5
For Sparger #1 (2 mm latex) Cq = 0.015 Re
0.43
For Sparger #2 (3 mm latex) Cq = 0.03 Re
The first sparger acts according to a laminar law, the second 
sparger according to some intermediate law. For a rigid sparger a value 
0.61 is usually used for C . The above suggests that as the sparger 
thickness increases, then apparently n must decrease (a very thick 
sparger would act as a rigid sparger). This agrees with intuition, in 
that a very thin sparger will undergo the most extension and thus the 
flow is more likely to remain laminar.
A final test of this implicit flow method is a comparison with the 
actual (photographed) hole diameter. In order to minimize errors, the 
sparger was first tested to determine flow, and pressure drop 
characteristics. It was then carefully removed and photographed, before 
being retested so as to be sure no changes (hysteresis) had occurred. 
Two different techniques were used to measure the hole size. In one 
case, five random holes were measured, in the other nine were chosen. 
Both techniques made use of a ruled microscope slide (Spencer 
Hemacytometer, see footnote). The average hole size was found to be 
0.138 mm (diameter, standard deviation 0.02 mm, see Figure 3.11). 
Substituting this value back into Equation 3.2-16 would yield a kQ of 
0.026, which lies well within the theoretical range, the average of 
which was 0.03.
Footnote: The Hemacytometer is a ruled microscope slide used for making
blood counts.
0 . 1  m m
U n e x p a n d e d  S p a r g e r  H o l e ,  F i g u r e  3 - 1 1
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Elastic Mechanics
This excellent agreement served as incentive to continue with the 
analysis. Application of Equation 3.2-15 requires that a plot of
'op;1'”
point
(U / J T p ) n versus Ap be made in order to determine the transition 
og
In the original work, a method was derived to determine the shear
modulus of the sparger. Rice and Howell (R12) use as their starting
point the statistical theory for energy storage to yield the following
form for the work function:
Wv = 1/2 G (2X2 + 1/A4 - 3) (3.2-17)
where:
is stored energy function
G is the shear modulus 
This they differentiated to yield an equation relating the tension Tq 
(Tq = P^R/2, where P^ = P^ - pgh; for this work the holes were just 
wetted and thus pgh ~ 0 ; the extent of the expansion is measured and 
reported in terms of the radius of curvature R) to the extension ratio 
A:
T = 2b G (1 - 1/A6) (3.2-18)o o '
The original sparger thickness is given the symbol bQ. Thus a plot of
“6 ”6
TqA /2bQ versus A should produce a straight line, with slope .equal to
the shear modulus (see Figure 3.12). The results are as follows
5 2
For Sparger 1 G = 3.0 x 10 N/m
For Sparger 2 G = 2.88 x 106 N/m2
These values are in good agreement with the literature.
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Finally an overall dimensionless test of the theory is made by the 
formulation of two unique dimensionless groups. A dimensionless 
pressure number is defined via Equation 3.2-18 to be:
P1 Z N = — ---- =
A dimensionless flow number results from Equation (3.2-16):
= (3.2-20,
o
Combining Equations (3.2-19) and (3.2-20) leads to a general result for 
flow through elastic holes (this equation is independent of n):
(N - l)1 N 6 - 1
N = ---       (3.2-21)
P Nf Nf
This general theory is tested in Figures 3.13 and 3.14. The 
assumption inherent in all of the above is that the multi-holed sparger 
acts according to the theory for a single holed sparger. As can be 
observed, the agreement is far better in Figure 3.14 than in Figure 
3.13. The former figure is for Sparger 2, which has drilled holes. For 
this case (the critical pressure required to form the first bubble) 
is zero and hence = Ap. The theory is supposed to make allowances 
for the critical pressure (which was experimentally measured). However,
the 'correct' value to use would be that pressure which causes all the
holes to just begin to bubble. Obviously, this is a hypothetical point,
which cannot be measured. It can, however, be predicted by determina­
tion of the intercept in Figure 3.13. This difficulty in extending the
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theory to multi-holed spargers is not encounted with drilled holes; for 
this case the theory predicted the results (Figure 3.14) accurately 
(somewhat better than the original work).
To conclude it has been shown in this section that the theory 
originally derived by Rice and Howell (R12) for a single hole can be 
successfully applied to a multi-holed sparger. Secondly, by modifica­
tion of the orifice discharge coefficient in a manner determined by the 
properties of Equation 3.2-16, hole diameters can be predicted which 
have excellent agreement with the photographically determined ones. 
Finally, it appears that the transition Reynolds number for flexi-
3
spargers is of the order 10 . This may arise as a consequence of 
"damping" of flow disturbances by the elastic membrane, i.e. a shock 
absorber.
3.3 Bubble Size Prediction
The interfacial area for spherical bubbles is defined by the 
following equation, which expresses area per unit volume of emulsion:
a = (3.3-1)
Given the bubble size (<3^ ) and the gas hold-up (e, this property is very 
easy to measure) one can gain estimates of the interfacial area ("a", a 
property that is difficult to measure). This section is devoted to the 
determination of the bubble size. Three distinct avenues of thought 
exist regarding bubble size prediction, namely: coalescence, breakup
and formation.
In a recent paper (Prince and Blanch, P7), it was argued that 
bubble size is controlled by a balance between the forces of coalescence
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and breakup. This, however may not always be the case. For instance, 
it is well known that trace surfactants and salts reduce coalescence. 
Moreover, the stresses necessary for breakup to occur are insignificant 
when the turbulence Reynolds number < 1500 (Stewart and Townsend, Sll). 
This limit is calculated directly from Kolmogoroff's theory of isotropic 
turbulence (e.g. Hinze, H4), which makes use of the turbulent velocity 
as defined in Kawase and Moo-Young (Kll). Bhavaraju et al. (Bl) 
reported that bubble breakup does not occur in high viscosity liquids 
even when the Reynolds number at the sparger hole exceeds 2000. Thus, 
in systems where rates of coalescence are insignificant and the liquid 
motion is inadequate to break bubbles, then it is clear that the bubble 
formation process must obviously control size distribution. Such low 
stress environments are particularly attractive for bioprocessing 
operations, where large interfacial areas are needed but cell damage 
must be minimal.
In the literature survey it was recommended that the formation 
force balance of Rice and Howell (R7) be used:
buoyancy - retardation by - viscous = inertial
force surface tension retardation (Stokesian) retardation
Vpg - 2irorH - 6irpr(t) vb (t) = ^  (a. pVt)vfa(t))
(3.3.2)
This balance does not take account of gas momentum effects, nor does it 
consider the use of the intermediate drag law. Considering these 
points, an attempt is made to develop a rather general model to forecast 
bubble size, especially applicable to small-holed devices.
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To begin the analysis, it is necessary to consider the curved
interface formed within the interior of the orifice. This is the first
stage of bubble birth, and it is assumed that the interface has a radius
equal to that of the orifice (Figure 3-15). This assumption is
supported by experimental observations, and is in agreement with the
findings of Pinczewski (P3), LaNauze and Harris (L10) and Marmur and
Rubin (M8). The formed bubble then grows until a force imbalance
occurs, at which point the process of detachment can begin. The
continually growing bubble then begins to rise vertically until the lens
or neck, attaching it to the sparger, breaks. This point of final
detachment, which has been the subject of debate, will be taken to occur
when the bubble base is at a distance of twice the hole radius (2r )H
from the sparger surface. To support this, the very fundamental
analysis of Kupferberg and Jameson (K13) suggested that the detachment
height occurs between r and 2r , whilst, experimentally PinczewskiH H
(P3) observed that the detachment occurred at approximately 2r (underH
practical conditions). Intuitively, taking the detachment distance (x^)
to be twice the radius of the initial satellite bubble (r , which forms
H
immediately after the neck attaching the previous bubble ruptures) seems
sensible; if one notes that this rupture occurs midway along the neck,
then the final detachment distance (xf) must be 2r (Figure 3.15).
L H
Following Kupferberg and Jameson (K13), it could be argued that this
process could occur first at x,. = r , requiring the rupture to occur atr H
the base of the preceding bubble. The difference the above modification 
would make is shown (cf. Figure 3.16) to be small, but the arguments 
concerning the precise conditions required for detachment (e.g. Rice and 
Howell, R7) will probably continue.
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The analysis now focuses on the force balance of a forming bubble. 
The modifications introduced here include the following. First, the 
addition of a gas flow momentum term which is shown to be especially 
significant at higher gas hole-velocities, such as in small-holed 
spargers. LaNauze and Harris (L10) and later Pinczewski (P3) also 
included the gas flow momentum to account for high gas density effects. 
Second, the drag coefficient, normally taken to be Stokesian, will be 
written as 10/ZRe (after Kunii and Levenspiel, K9), which corresponds 
more closely to the formation Reynolds number. Thus the force balance
depends on the coefficient of drag, Cp, which is a function of the 
bubble Reynolds number. Under practical conditions, the following drag 
relations are stipulated:
on a forming bubble can be written as (where p << p)
Vpg 2irar cosG 
H
(3.3-3)
H
buoyancy gas
momentum
surface drag 
tension
inertia
The drag force, F^, defined as
(3.3-4)
Ref < 1 F. = 6 i u r U, D b (3.3-5)
1 £ Ref £ 500
3/2 (3.3-6)
where r(t) denotes the instantaneous forming bubble radius.
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Under the usual circumstance of constant gas flow, the bubble 
velocity, U^, is determined using first the material balance:
dVrfr = G or V = V + Gt (3.3-7)
dt o
where the initial state is taken to be V at t = 0. This can also beo
written, for an assumed spherical shape:
dV 2 dr / *3 o q \—  = 4lrr ^  = G (3.3-8)
In the earlier formation stage, (see Figure 3-15) the bubble velocity is 
defined:
°b * i  = - f - i  (3-3-9>4 ir r
hence from equation (3.3-8):
^  ( G ) = ---ig2 (3 3-10)
dt dt 4 „ r2 > <4„>2 r5 ‘
For the typical conditions associated with forming bubbles (Re^ ~ 100) 
the force balance now becomes for the growth stage, taking cosG ^ 1 f°r 
aqueous systems:
G2 3/2 24 it 3 q | PU ( G a p G
j- p g r +  1 - 2tto rH - 5ir [ T V ^  J =  - (3.3-11)
it r„ 12 it r
H
This dynamic balance is valid until an imbalance occurs at lift off.
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The value of a, the coefficient of virtual mass, will be taken to 
be 11/16. In previous studies (Davidson and Harrison, D4 and Rice and 
Howell, R7) this coefficient was set equal to 1/2. Lamb (Lll) 
originally derived the virtual mass coefficient for the equivalent case 
of a sphere accelerating away from a wall (see Figure 3-15d) as
where s is the distance from the center of the sphere to the wall. If, 
as is assumed here, the total distance travelled before detachment is
+ 2rrT and ru << then s approximates to r, and thus a  becomes
t  H H r
11/16 in the limit. The approximate model is especially useful for 
small holed spargers.
The balance in Equation (3.3-11) defines r^, the bubble size at the 
onset of detachment, which is the solution just prior to bubble lift 
off. In the second stage, the bubble rises away from the sparger (in 
addition to the usual expansion) until the attaching neck breaks. The 
governing equation for this phase is again described by a force balance 
of the type given above, with the following modifications:
(i) the appropriate velocity to be used is now a combination of bubble 
rise (away from the sparger, dx/dt) and bubble expansion (dr/dt),
(ii) to simplify the analysis, the appropriate velocity for insertion 
into the drag term will be taken to be dr/dt. The error resulting 
from the omission of the dx/dt component is expected to be small
(3.3-12)
thus
= dx/dt + dr/dt (3.3-13)
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because the distance x^ is much less than the bubble expansion 
(r^ - r^). Moreover, at higher gas velocities it is the "form" 
drag which emerges as the dominant term (as compared to friction 
drag), which strengthens the arguments that dr/dt is a suitable 
drag velocity.
A balance for the second stage, where x denotes distance from the 
base of a bubble to the sparger surface, gives:
where relative time T is defined T = t - t^, and t^ denotes the final
time corresponding to bubble break off (x(T,.) = 2r„). Bubble volumes
£ H
for the two stages are defined as:
H
(3.3-14)
„2 
a  p  G
3
4tt r (T) dx 
3 dT12ir r2(T)
(t = td or T = 0) (3.3-15)
4 TT 3
V = V, + GT = q— r (T) d 3 (td < t < tf) (3.3-16)
and
(t = tf, Tf = tf - td). (3.3-17)
Applying the above substitutions to Equation (3.3-14) gives the 
integrable result:
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A ?  (Va * CT, ♦ „ r H, - F(M) ^ j = =  - f L  (?)2/3 ( j - V s  f 3
d f 4tt r dx ^
dT 1 3 dT J
d
3
where the functions are defined as:
G2 P.
'H' 11 „
it r
H
F(P) - ( fi ) 5, ( f  ( S  )3/2( t ) 1 ' 2 (3.3-18b)
(3.3-18)
F(ru) = T T ~  (  f ” 2 1 ° rH ) (3.3-18a)
the first representing gas momentum less retardation by surface tension 
and the second accounting for drag.
Integrating the above with the boundary condition dx/dT=0 at T=0, 
which describes initial lift-off velocity, produces the result:
jl2 (VdT + \  GT2) + F(rH)-T - F(y) [§ ( Jvd + GT - ^Vd>]
(3.3-19)
- r P - ) 1/3 r/v + rmi1/3 - v 1/3i - 4lT r^ T)
G U J  [( <3 GT) Vd ] " 3 dT
Integrating to the final state, taking x = 0 at T = 0, results in 
f2rH 8g (V - V )2 r
I *  '  H I 5 ^ h - V < v f - ” a)
o
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+ 2Vd In (Vf/Vd) + F(rH>
r (vf - vd) vd ,v,
 3  ing g v a'f t
_ 4 FQQ 1/2 _ 1/2 2.,F(iil
G2 f d G2
V, In a f t
1/3
(V£1/3 - vd1/3) ♦ & } 1' 3 V ' 3 1- f t
which can be written in dimensionless form:
4 ^ Vd 22 = -------   [y - 1 - 2 lny] + N [y - 1 - lny]„z r
11 rH G
- B [2 (y1/2 - 1) - lny] - (jij) 1/3[3(y1/3
H
1) - lny] 1
where the following dimensionless groups arise:
V
N = ^ — 4  
r 11 „2
p G r H n r H
( -- 2 -  2 1 0 rH ) C
N = 77M 11 r G 
H
fG_)3/2 
pL UirJ U  J C
and the ratio of final volume to expansion stage volume is: 
V„
V.
(3.3-20)
3.3-21)
.3-21a)
.3-21b)
For low Reynolds numbers, drag is Stokesian, hence the third term on the 
RHS may be replaced by
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I  (v2/3  -  1) - lny (3.3-22)
where
N = TT
36 Vd
2/3
11 rH G (?)  ( ? )
1/3
(3.3-22a)
The new theory is now tested using literature data. The selection 
of drag coefficient depends on the local Reynolds number and corresponds 
to the criterion given in Equations (3.3-5) and (3.3-6). Excellent 
agreement is obtained between the present theory and the fixed hole 
experimental data taken from Kumar and Kuloor (K12), as illustrated in 
Figure 3-17. A more direct comparison of the present theory with the 
data of Datta et al. (D8) and the model predictions by Kumar and Kuloor 
can be found in Table 3.3-1.
The agreement achieved thus far between the theory and some 
experimental data is very good. However, the true value of the 
modifications introduced here will be demonstrated by comparison with 
data taken from very small-holed flexispargers. Before this can be 
done, the effect of (changing) hole size must be accounted for, since as 
noted earlier the flexisparger is self regulating, with holes that 
expand and contract.
In the previous Section (3.2) it was shown that the hole size could 
be successfully determined from ru = Aru . The average extension ratio,
h i  r i .1
X was determined by experiment from Equation 3.2-12; whilst the initial 
hole size was calculated (via Equation 3.2-16) to be 0.126 mm 
(diameter).
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Table 3.3-1
Comparison of Experimental Data of Datta et al. (D8) with the Values Calculated from the General Model of
Kumar and Kuloor (K12) and this Work
Physical Properties 2r = 0.036 cm 
H
2r = 0.141 cm 
H *1.
= 0.388 cm
Viscosity
h
Pa-s
Surface
Tension
10"3-N/m
Density
^  3 
(gm/an )
G
(an3/sec)
Experi­
mental
Bubble Volume 
(cm )
Kumar & This 
Kuloor Work
G
(cm3/sec)
Bubble Volimie 
(cm )
Experi- Kumar & This 
mental Kuloor Work
G
(cm^ /sec)
Experi­
mental
Bubble Volume 
(cm )
Kumar & This 
Kuloor Work
0.0012 72.8 0.9994 0.00810 0.0072 0.0107 0.0088 0.06083 0.0292 0.06114 0.0369 0.20500 0.0984 0.20723 0.1112
0.0154 68.3 1.1700 0.00787 0.0070 0.0077 0.0071 0.05208 0.0250 0.03188 0.0301 0.18120 0.0870 0.09653 0.0905
0.0255 67.6 1.1850 0.00787 0.0070 0.0077 0.0070 0.05104 0.0245 0.03121 0.0295 0.18120 0.0870 0.09137 0.0888
0.0497 66.4 1.2100 0.00765 0.0068 0.0075 0.0067 0.04812 0.0231 0.03114 0.0283 0.17170 0.0850 0.08762 0.0853
0.1108 65.7 1.2200 0.00765 0.0068 0.0074 0.0066 0.04583 0.0220 0.03006 0.0277 0.17500 0.0840 0.08645 0.0844
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The known values of A and r are then substituted into Equations
H .1
(3.3-11) and (3.3-21) to yield the final forecast for bubble formation 
size (r^). These computed results are given in Figure 3.18 along with 
the size predicted by the Rice-Howell theory (R7). The results apply to 
oxygen bubbling in a 0.025 Pa-s CMC solution mounted within a 150 mm 
diameter column. Two additional curves are also plotted in Figure 3.18, 
one wherein gas momentum was ignored, the other using Stokes rather than 
the intermediate law for the viscous drag term. The experimental bubble 
size measurements, shown as points in Figure 3.18, are discussed next.
A true test of the new formation theory (which includes elastic
mechanics) resides in comparison with measured bubble sizes. Thus, in
addition to determining A and r^ for the sparger, the bubble size was
i
also measured. A physical technique was used, in which video tapes were 
made of the rising bubbles (Figure 3.19). The size of each bubble was 
determined by image analysis, in an initial clear liquid height of 2.2 
meters. A reference grid placed in the column prior to experimentation 
supplied the necessary scaling information. For each successive flow 
rate, up to 80 independent measurements were made for a total of four 
different viscosities (0.001, 0.025, 0.05 and 0.1 Pa*s CMC solutions).
The experimental bubble sizes are reported as a number average and 
a standard deviation. The use of a number average to represent the true 
bubble size implies that the variation in size is small (see Section 
3.5), and secondly, that the data is not consistantly skewed about the 
average point. In Figure 3.20 several bubble size distributions are 
plotted; these bar graphs demonstrate that the above conditions are 
satisfied. The results for the 0.025 Pa*s solution are plotted, for 
comparison, with the various theories given earlier. Considering Figure
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3.18, it can be seen that good agreement between the present theory and 
experimental data is achieved. In addition, the use of an intermediate 
drag law seems warranted, especially at higher gas velocities, although 
the improvement over Stokes law is not as marked as the addition of the 
gas momentum term. The remaining experimental results are plotted in 
Figure 3.21, the points represent the average values, whilst the error 
bars were calculated from the standard deviation. The new theory seems 
to give the correct viscosity dependence, especially for more viscous 
solutions. For very low gas velocities (<10 mm/s), the effect of actual 
contact angle may be significant, since we have taken cos0 = 1.
Before concluding this section, it should be noted that the above 
is only applicable to bubble flow, and does not account for complex 
phenomena of bubble coalescence and breakage. In the literature review 
(Section 2.3.4), a model was developed for bubbles that were already
formed when the forces of turbulent shear and surface tension were
equated. An increase in the superficial gas velocity will increase the
local shear thus causing bubble breakup. This affect will thus tend to
put a ceiling on the bubble size distribution; such phenomenon has been 
observed experimentally. The equation derived in Section 2.3.4 was:
d ' C2 0.4 <3'3-23>
P P»
This equation has been experimentally modified by three workers: 
Bhavaraju et al. (Bl) found that the bubble size increased proportional 
to viscosity raised to the one tenth power (refer to Equation 2.3-12). 
Calderbank (Cl) found a stronger dependence of viscosity to the one 
quarter power (see Equation 2.4-23), whilst in recent work, Walter
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order to include a viscosity dependence we use the modifications noted 
and replace energy disputation with ~ U g according to Baird and 
Rice (B2), so that for the present work, the result is:
0.6 , v 0.1
d = (0.7-1.15) _ ■ °------ —  (m) (3.3-24)
max v ' 0.6 .0.4 ((J J
P (U 9) 9og
The pre-multiplier is given as a range reflecting the disagreement in
the literature. The bubble size this equation defines is written as
d because it corresponds to the maximum size possible that could 
max
sustain the shearing affect of the liquid. As mentioned previously this 
result is only applicable above a turbulence Reynolds number of 1500 
(Sll, Kll). The result is however plotted in Figure 3-22 (with 0.7 
chosen as the pre-multiplier) where it is compared to the formation 
bubble size. It is suggested here that at lower gas velocities the 
formation prediction equation should be used, whereas at higher 
superficial gas velocities, the above equation becomes applicable. The 
intercept point between the two theories may indicate the upper limit on 
the range of Equation 3.3-21. As this work concentrates on the bubbly 
flow regime, the use of Equation 3.3-21 in the predictive section of 
this dissertation seems appropriate, especially if one considers the 
goodness of fit achieved between the theory and experimental data 
(Figure 3-21).
3.4 Bubble Rise Velocity
This section is devoted to the theoretical determination of the 
rise velocity (U^ .) for a single bubble. Section 2.2.1 reviewed the 
literature and recommended the use of a relationship derived by Levich 
(L8) for deformed bubbles:
B
u
b
b
le
 
d
ia
m
e
te
r
1 2-i
E q n  3 . 3 - 1  1 &  2 1
1 0 -
E
E
5 0 c p4 -
1 c p
m o t i o n  s i z e2-
0 2 31 4 5 b 7 8 9  1 0  1 1
Su pe r f i c i a l  g a s  ve loc i t y  ( c m / s )
C o m p a r i s o n  o f  f o r m a t i o n  b u b b l e  s i z e  w i t h  m a x i m u m  
( a s  p r e d i c t e d  b y  K o l m o g o r o f f )  F i g u r e  3 - 2 2
148
(3.4-1)
This result will be derived in detail later. The drag coefficient, CD 
was determined to be 0.42 by Yang et al. (Y5), which leads to a 
predicted value of 28.7 cm/s for the terminal rise velocity (Ut) in 
water solutions. Haberman and Morton (H14) report a drag coefficient 
value of 0.65 for air-water systems.
The intermediate law traditionally favored by the present research 
group is:
Both this and Equation (3.4-1) are derived from a balance between 
buoyancy and drag forces. Equation (3.4-1) is for a constant drag
necessary to determine which equation is appropriate and if there is a 
transition point between the two relationships. The usual force balance 
for steady rise of a bubble in an infinite medium is:
Into Equation (3.4-3) can be substituted the different forms of the drag 
coefficient as presented in the literature review (Section 2.2.1). 
Figure 3-23 depicts the applicable range for each drag coefficient (the 
choice of CQ = 0.65 will be discussed shortly). This plot suggests the 
following dependencies (also shown is the terminal rise velocity for 
each case):
2/3
(3.4-2)
coefficient, and Equation 3.4-2 is based on = 10//Re. It is thus
4/3 it (|)3 p g  =  CD (tt ( f ) 2 ) 1/2 PUt2 (3.4-3)
Re < 6
CD = 24/Re (3.4-4)
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6 < Re < 240
CD = 10//Re (3.4-5)
Re > 240
C,D
Constant (3.4-6)
The above implies that only for water and very low viscosities (< 3 
cp) can a constant drag coefficient be used, at higher viscosities it is 
the one-half power law that should be used. For this work (p < 50 cp) 
the Stokesian region is not encountered.
The equations thus far derived are valid only for spherical bubbles 
(W5). For larger bubbles the pressure differential, resulting from the 
bubble rise, tends to deform or squash the bubble. This enlargers the 
projected area, thus increasing the drag. The overall affect of this 
phenomenon is to limit the rise velocity to a constant. For very large 
bubbles the rise velocity increases once more due to formation and 
subsequent rocking of spherical caps. In this work the bubble size is 
much less than is required for such bubbles to form.
The only remaining question is at what size does the spherical 
bubble assumption no longer hold. In Figure 3-24 is plotted bubble rise 
velocity for tap and distilled water. The first point of interest is 
the difference between the two data sets, with tap water being the more 
'well behaved'. Secondly, the half power law model accurately predicts 
the bubble size for small Reynolds numbers (Re < 200), after which the 
constant drag law becomes applicable. This observation supports the 
recommendations and arguments given earlier. At even higher Reynolds
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numbers (corresponding to bubble diameter of 0.3 cm) the rise velocity 
plateaus, this is probably due to the formation of oblate spheroids. It 
is clear, therefore, that consideration must be given to the determina­
tion of a deformed bubble rise velocity.
In Figure 3-24 there is also plotted a correlation by Fan and 
Tsuchiya (F3). This correlation, although dependent on several experi­
mentally adjustable parameters, does do a nice job of predicting bubble 
size. The aim of this work was however, a prediction from first 
principles. As can be observed, a combination of Eguations 3.4-6 and a 
deformed model (to be determined) adequately fits the region of 
interest.
For the higher viscosity fluids, it was ascertained from Fan and 
Tsuchiya (F3) that the bubble size velocities were low enough that a 
spherical shape assumption (modelled by Equation 3.4-5) could be used 
throughout. A comparison of this simple equations predictions with 
those obtained from Fan and Tsuchiya are presented (Table 3.4-1) to 
support this claim.
Table 3.4-1
Comparison of Predictions by Equation 3.4-5 and the Correlation of 
Fan and Tsuchiya (F3) for a 25 cp CMC solution
d
(cm)
U (cm/s) 
[3.4-5)
U (F3) 
n = 1.35
0.192 7.9 5.9
0.211 8.6 6.9
0.232 9.5 8.1
0.255 10.5 9.3
0.281 11.5 10.7
0.309 12.6 12.1
0.340 13.9 13.5
0.374 15.3 14.8
0.411 16.8 16.1
0.453 18.5 17.3
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The above shows that for bubbly flow good predictions can be made with 
use of the simple rise velocity Equations (3.4-4, 3.4-5 and 3.4-6).
This is true except in the case of water when a deformed bubble equation 
is additionally required. Levich (L8) derived two equations to predict 
the rise velocity of a deformed object: one for a bubble and one for a
drop. The latter equation was derived by making a balance between 
surface and pressure forces:
Ap S 3h + a3S = 0 (3.4-7)
S is the projected surface area of a bubble with height h. Noting Ap ~ 
2
pU^ and making the assumption that the project height and bubble 
diameter can be equated allows the above to be written:
1 / 2  p U  2
= Z  IB =------   (3.4-8)d S 9h a ' '
Substitution of the above into Equations 3.4-6 yields an equation for
the rise velocity of a deformed bubble (oblate spheroid):
ut - ( s ^ ) 1/4 (3-4_9)
Only the constant drag case (high Reynolds numbers) is presented because 
at higher viscosities deformed bubbles are not formed in the bubble flow 
regime. The above equation predicts a terminal rise velocity of 28.7 
cm/s (C^ = 0.42, Yang et al. Y5) and 25.7 (Haberman and Morton, H14). 
This later value is closer to the experimentally reported ones (Figure 
3-23) and thus 0.65 will be the chosen value for Cp in this disserta­
tion.
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The other equation for determination of a deformed bubble rise 
velocity was also derived by Levich (L8) and is written:
It was initially suggested that a comparison between experimentally 
determined rise velocities for different conditions would determine 
which of the above (either Equation 3.4-9 or 3.4-10) was correct. The 
viscous work, however, takes place in the spherical bubble rise regime 
and is therefore not applicable.
It was thus decided to measure the affect of temperature on the 
terminal rise velocity. The results of this test (Section 3.6) led to 
the selection of Equation 3.4-9. The form of this equation also agrees 
well with that found in the correlation (F3) reported earlier. To 
conclude, the bubble rise velocity can be simply predicted via Equations 
3.4-5, 3.4-6, and 3.4-9. The accuracy of these predictions has been 
shown to be good, but is further tested in the next section.
3.5 Disengagement Experiments
The disengagement experiment was introduced to the reader as a 
means to determine the slip velocity (Section 2.2.4). Initially the 
reason for inclusion of this experiment was simply to determine whether 
or not uniformity of the dispersed phase existed. In Section 4.3 
(interfacial area determination) the assumption of a uniform bubble size 
was made. This experiment was designed to test that hypothesis.
The experimental technique required that the system be allowed to 
reach steady state with continual bubbling. The gas flow is then
(3.4-10)
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suddenly cut off by depressurizing the sparger (Figure 3.25). A video 
tape is made of both the falling surface and also the rising bubbles. 
By taking data from the former recording (frame by frame), a plot can be 
made of the falling top surface. If the bubbles were of different size 
the larger ones would rise faster and thus the plot would have a maximum 
gradient initially. Since the gradient is constant (Figures 3.26 and 
3.27), this implies a constant rise velocity. This conclusion has two 
important consequences:
1. A constant bubble size reduces the number of bubble-bubble 
interactions, and thus coalescence is reduced,
2. the analysis used in Section 4.3 can be simplified. The 
inclusion of the complex term which accounts for the variance in bubble 
size is thus seen to be not necessary.
Experiments were made at several superficial velocities and 
viscosities (see Table 3.5-1); all of the results predicted a uniform 
bubble size. This is a property that seems unique to the flexisparger, 
since all other spargers produce a curved disengagement profile 
indicating a bubble size distribution. This result, although important, 
is not necessarily the only one available from this relatively simple 
experiment. This author and others (P5, N7) believe that the slip
velocity can also be determined with use of the following analysis. 
This derivation is presented in full because it is felt that past 
attempts have either been largely intuitive or difficult to understand. 
The major cause for concern in this analysis is the assumption that the 
slip velocity calculated from this transient experiment will not 
accurately reflect the slip velocity found in a steady state bubble 
column. This will depend on the extent to which the experiment
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interferes with the liquid hydrodynamics. This topic will be discussed 
in full after the following derivation.
Figure 3.24 introduces the nomenclature and defines the control 
volumes. Defining Q as the gas mass flow rate and |l | as the liquid 
mass flow rate, we may write:
Gas balance on control volume 2:
Pg A e (x(t) - y(t)) = Qg (3.5-1)
Gas balance on control volume 1:
pg A (x(t)) = Qg (3.5-2)
Liquid balance on control volume 2:
(1 - e) A p (x(t) - y(t)) = - |l | (3.5-3)
Liquid balance on control volume 3:
P A (Y (t)) = |L| (3.5-4)
Combining Equations (3.5-1 and 3.5-3) yields:
Q3_ = __ M .
e  A  p ( 1 - e )  A  p g
(3.5-5)
Substitution of Equations (3.5-2) and (3.5-4) produces the first 
important result relating the velocity of the top interface to that of 
the bottom moving interface:
By videotaping the movement of both interfaces the above result can 
be checked. Figure 3-28 shows the slip velocity obtained from the 
experiment, the points marked 'diseng x' represent the results obtained 
by measuring the velocity of the top interface, correspondingly 'diseng 
y' represents the velocity of the bottom interface. The two data sets 
agree with each other, thus supporting the above result. The slip 
velocity can easily be calculated from either the top interface or the 
bottom interface. The slip velocity is defined as the relative velocity 
between the gas and liquid. As dy/dt defines the gas velocity (Ug) 
relative to a fixed point and dx/dt the liquid velocity (U ) relative to
Lj
a stationary point then the slip velocity (Ug) can be written:
us = dy/dt - dx/dt = ^  dx/dt = dy/dt (3.5-7)
The results gained for water are plotted in Figure 3-28, also 
plotted are the values predicted via the overall batch equation:
For water, good agreement is obtained between the calculated slip
velocity from the disengagement experiment and that calculated from the
batch result (Equation 3.5-8). In addition, if the internal circulation
of the liquid is ignored, then as shown in Section 2.2.1 the terminal
rise velocity can be determined from the slip velocity via; U = U f(e),
S X.
2
choosing f(s) = (1-e) (see next section) yields U^ _ (also reported in 
Table 3.5-1).
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Table 3.5-1
Comparison of Ug and via batch and disengagement experiments (sparger 2)
Solution and 
Viscosity
Water 12 cp CMC 25 cp CMC 50 cp CMC
U (cm/s) 
og
0.5 2.5 3.5 0.4 1.0 1.5 0.8 1.5 2.0 0.4 1.0 1.5
E 0.02 0.118 0.179 0.014 0.04 0.065 0.042 0.09 0.141 0.025 0.07 0.1
U via
disengagement 
(cm/s)
20.6 19.97 17.9 16.7 19.41 18.1 14.38 12.3 10.7 8.64 10.7 11.2
U via 
Eq. 3.5-8 
(cm/s)
24.5 21.1 19.5 28.6 25.0 23.0 19.23 16.3 14.2 16.0 14.3 15.0
0 via
disengagement
(cm/s)
21.5 25.7 26.6 17.2 21.1 20.7 15.67 14.9 14.5 9.1 12.3 13.8
U via 
Eq. 3.5-5,
3.5-6 and 3.5-9 
(cm/s )
21.9 23.6 24.6 12.8 14.1 14.7 11.2 12.0 12.5 8.3 9.5 10.0
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For water fairly good agreement is obtained between the two sets of 
slip velocities, and between the theoretically (Section 3.4) and the 
experimentally determined values for U^. However, at higher viscosities 
these errors increase, a trend which can be explained by the following 
hypothesis.
In a bubble column any voidage profile will cause there to exist a 
radial density gradient, which will in turn cause the continuous phase 
to circulate. The velocity one measures is thus a combination of gas 
relative to the liquid, plus the liquid velocity. If one imagines the 
gas to be equally distributed within a bubble street (that fraction of
the column containing bubbles) that is as wide as the column, then, due
to the batch flow requirement, the measured velocity will be equal to 
the bubbles relative velocity. For water this assumption is close to
the truth (A6), thus the good agreement achieved (as reported in Table
3.5-1) between slip velocities supports the use of the disengagement in 
determining rise velocities. At higher viscosities the results of Table
3.5-1 suggest that the bubble street narrows with increasing viscosity. 
This was in fact determined to be the case as will be demonstrated in 
Chapter 6.
To conclude, the disengagement techniques will continue to be a 
controversial one; its use in determining slip or rise velocities is 
limited to a few special cases (low viscosity, relatively flat voidage 
profiles). It did, however, give the author confidence in the previous 
chapters' predictions of terminal rise velocities. Its main use in this 
work was to verify the existence of a single bubble size.
Finally, there is presented below a very concise and original proof 
of the theory presented earlier, it uses the theory of a one dimensional
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shock wave, which is in fact exactly what occurs during disengagement. 
The velocity of a shock wave (V ) is defined in terms of the relative 
drift flux j (j21 = Ug e (1-e)) by the following equation (W5):
( j 2 1 > l  ~ ( J 21>2_
S £1 - E2
The subscripts refer to the zones in Figure 3-24, hence e^ = 1.0, 
e2 = °' ^21*1 = ° and ^21*2 = Us E Thus:
U = - v  /e = - - S  (3.5-10)s s e dt
Treating the bottom shock wave in exactly the same manner with 
e, s3 = 0, (j21)2 = us e (1-e ) and (j21)3 = 0 yields:
U = V ’/1-e = r r ~  r f  (3.5-11)s s 1-e dt
3.6 Drift Flux Analysis and Temperature Effect
As mentioned in Section 2.2.1, in order to forecast bubble column 
behavior, a drift flux analysis must be performed. From Chapter 2, 
according to Wallis (W5), we have:
u u 0
U = _°2 _ (3.6-1)
s e 1-e '
where Us, the slip velocity, can be written:
U = U. (l-e)n_1 s t (3.6-2)
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Two distinct thoughts exists on the treatment of 3.6-1. The more exact
treatment is to take account of the liquid circulation. This approach
forms the subject matter of the final section of this chapter, wherein
voidage predictions are made. The traditional treatment states that for
a batch column U „ = 0 and thus: 
o l
UQg = Ufc e (l-e)n_1 (3.6-3)
By measuring the gas hold-up (e) at various gas flow rates, a best 
fit for U^ _ and n was obtained. For water at ambient conditions a two 
parameter search yielded 26.65 cm/s for U and 3 for n. The accuracy of 
the fit is shown in Figure 3-29. At a superficial velocity of 3.00 cm/s 
(e = 0.16) the theory departs away from the data. After this transition 
the data were again successfully modelled with Equation 3.6-3, except a 
value of one for n was required. Figure 3.29 demonstrates this point 
for after e  = 0.16 the theoretical line changes to the form, U = U,e.
og t
Zuber and Hench (Z2) were the first to suggest that the churn-turbulent 
region could be successfully modelled by Equation 3.6-3 using n = 1.
Experiments were performed at many different column temperatures 
and the raw results are given in Figure 3-30. The rationale behind this 
stems from the technique used to determine interfacial area (Section 
4.3). In these experiments an exothermic reaction occurs, the affect of 
temperature on the bubble column behavior was thus sought so that the 
results obtained (from the interfacial area experiments) would not be 
misinterpreted. Moreover, by measuring the affect of temperature on the 
terminal rise velocity, it was possible to determine which of the two 
suggested terminal rise velocity equations (Section 4.4) was the more 
applicable.
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As the solution temperature increased, the transition to churn 
turbulence occurred at lower and lower superficial gas velocities. The 
voidage at which transition occurred is reported in Table 3.6.1. Each 
data set was fitted with Equation 3.6.3 and the value for U determined. 
The resulting trend in the values of U found was one of decreasing 
terminal velocity with increasing temperature. In Section 3.4
two deformed bubble models for U were derived:
< „ \ 1/4 , . 2 . 1 / 5
U. ~ f  I «* ~ f  (3.6-4ab)t v C D  g  J t v. cx p p  )
The predictions of these equations are also reported.
Table 3.6-1
Effect of Temperature on Drift Flux Parameters, Sparger 1
Temp
°C
Transition
voidage
Fitted Parameters 
Ut
U via 
3.6-4a 
CD = 0.65
U via 
376-4b 
a = 200
6.0 0.18 27 .8 3 25.9 23.7
15.0 0.16 27.3 3 25.8 24.8
25.0 0.16 26.65 3 25.7 25.8
33.6 0.14 25.95 3 25.6 26.6
40.3 0.10 25.56 3 25.5 27.1
The results show good agreement between Equation 3.6-4a and the 
experimental values. A value of three for n was also chosen by many 
workers in this field (W5, A6, B3 and R2). However, recent work by 
Anderson (A6) has determined that liquid circulation in the bubbly 
regime is fairly insensitive to the value of n chosen.
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Data were also collected at higher viscosities. Again, Equation
3.6-3 was able to successfully model the results. These were conducted 
using sparger 2 and are given below. The results for water (U^ _ = 27.5) 
differ very slightly from those found for sparger number one (Ut = 
26.65).
Table 3.6-2
Effect of Viscosity on Drift Flux Parameters, Sparger 2
Viscosity
cp
Transition to 
Churn, cm/s
Fitted
Ut
Pa:rameters
n
1.0 3.0 27.5 3
12 2.5 26.5 3
25 2.5 18.85 3
50 1.5 15.5 3
The effect of viscosity on U^ _ seems small. In fact, in Section 3.4 
it was reported that there should be no viscosity dependence for low 
viscosities (Equation 3.4-9, deformed bubble model). At higher 
viscosities the bubble does not deform and Equation 3.4-5 was 
recommended, which predicts a one-third dependence of U on viscosity. 
This is close to that reported above.
To conclude, although the simplified drift-flux Equation (3.6-3) 
ignores the affect of liquid circulation, it can still be very useful. 
Traditionally it has been used to correlate voidage data. The terminal 
rise velocity it predicts represents an average bubble plus liquid 
velocity, which in itself is useful to know, moreover, the effect of 
voidage on the relative rise velocity would be a difficult parameter to 
measure, whereas the determination of f(e) in Equation 3.6-3 was a
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simple matter. Assuming the two dependencies of voidage are of the same 
form, which seems reasonable, allows the simple drift-flux analysis to 
be used as an aid in the determination of the exact slip velocity.
Finally, the effect of the number of holes on the gas hold-up was 
thought to be of importance. Figure 3.31 shows the results obtained 
with three different spargers having 48, 260 and 760 holes respectively. 
It would seem that after a certain number of holes the measured voidage 
is not affected. This result is rather intuitive, because as the number 
of bubbles formed increases so does the frequency of bubble-bubble 
interactions. This puts an upper limit on the number of bubbles that 
can coexist without transition to a new regime. One of the reasons for 
moving to the new 110 hole sparger (#2) from the old 57 hole one (#1) 
was a consequence of this finding.
3.7 Voidage Results and Prediction
The gas hold-up was determined experimentally by comparing the 
expanded height of the bubble column's contents to the original 
unexpanded height, this technique is sometimes referred to as the 
standpipe method. The raw results are shown in Figure 3.32 and 
correlated with the form suggested in the literature review (Section 
2.2.2)
n rno ,, i >-1-15 -0.166. TT 1.15 0.166e = 0.038 ((cm/s) cp ) U p (3.7-1)
The ability of this correlation to fit the data is demonstrated in 
Figure 3.33. In Section 3.4 it was noted that drag coefficient for 
water was a constant, whereas for viscous solutions the half power law 
was shown to be applicable. As the voidage is obviously a function of
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rise velocity it seems appropriate to consider the viscous solutions 
separately. The results collected for 12, 25 and 50 cp CMC solutions 
are correlated with the following equation (Figure 3.34):
n,rt- M 1.05 0.426e = 0.0155 U u (3.7-2)
og
In Section 3.4 is was shown that the rise velocity is proportional 
to viscosity to the negative one-third power (Equation 3.4-5). Given 
voidage is proportional to the residence time and that residence time is 
inversely proportional to bubble velocity, then very approximately 
voidage will be proportional to the one-third power of viscosity. Given 
the agreement between this and Equation 3.7-2, it is suggested that a 
fairly good voidage predictor would be the simple drift flux equation:
_ U
e(l ~ e) ~ (3.7-3)
In the past the voidage has proved to be a very difficult parameter 
to predict. To some extent this has not been of great concern due to 
the ease with which it can be measured. In Section 6.4 two methods to 
predict voidage are presented. The second derives from an energy 
balance, the first is based on an adaptation of the drift-flux analysis 
(see previous section). The drift flux analysis relates the velocity of 
each phase, in the following, the effect of liquid motion is taken into 
account. First, we note that as the bubble density increases, then the 
rise velocity is impeded. This is modelled with the following (Section 
3.6):
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Ug = Ut (1 - e(r))n_1 (3.7-4)
where we note that the voidage is a function of radial position and n 
was determined to be three. This equation determines the local gas 
velocity relative to that of the liquids. By defining a local liquid 
interstitial velocity U , an equation can be written for the local gas 
velocity relative to a stationary point:
Ufc (1 - e(r))n_1 + Uc (3.7-5)
Multiplying this by e, produces an equation for the local superficial 
gas velocity which after integration yields:
R
11 = “Sog J2. uR
2he {Ut(l - e)n_1 + U } rdr (3.7-6)c 
o
This analysis introduces two new concepts to this dissertation. Firstly, 
the idea of a voidage profile and, secondly, a locally variant liquid 
velocity. The substitution of the terminal rise velocity (Section 3.4) 
along with the predicted liquid velocity profile (Chapter 6) will yield 
a first principle voidage predictor. The results of this approach are 
given in Section 6.4. The technique is introduced here because it 
relates strongly with the Drift Flux analysis of the previous section.
4.0 Interfacial Area Determination
4.1 Introduction
The oxidation of sulphite by oxygen has been widely used for the 
determination of interfacial area in gas-liquid systems (A4, A5, R9, 59 
and W6). The oxidation reaction can be written:
S032" + 1/2 02 — > S042” (4.1-1)
The rationale behind the choice of this experimental technique for the
determination of interfacial area is discussed in Section 2.3. Also 
derived there is the relationship which defines how interfacial area can 
be determined from the extent of reaction:
R = A K^* (C* - C ) (4.2-2)
where A = interfacial area,
R = rate of reaction,
it
C = interfacial oxygen concentration (saturated),
C = bulk liquid oxygen concentration,
Li
*
= equivalent mass transfer coefficient for reaction.
The last term for a first order reaction is equal to D_ . A first
order dependency on the concentration of oxygen is determined, in 
Section 2.3, to be appropriate for this work. Benoit (B9) derived in 
detail the equivalent mass transfer coefficient for reaction; this 
derivation is reproduced in Appendix D. Appendix D details and proves 
the following assumptions inherent in this experimental interfacial area 
determination method:
i. the gas film resistance is negligible,
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ii. the amount of unreacted oxygen transported via physical means
alone is small when compared to the amount that reacts at the
surface and is transported in the form of sulphate,
iii. the method is independent of liquid hydrodynamics due to the
very thin reacting boundary layer.
The technique by which the rate of reaction is determined within 
the bubble column and the method of calculating interfacial area form 
the subject matter of Section 4.3. Section 4.2 is devoted to the 
experimental determination of the rate constant, which is required in 
Section 4.3. Originally, it was hoped that the in-house data of Benoit 
(B9) could be used. Unfortunately, all of his measurements were made at 
a constant pH, whereas, this experiment takes place in an ever changing 
pH climate (due to production of hydrogen ions).
Finally, whilst obtaining the experimental data for the sulphite 
reaction, an interest was developed in the reaction mechanism. This
intrigue blossomed after an extensive literature search showed that a 
great deal of confusion existed about the mechanism for sulphite 
oxidation. In Section 4.4, an attempt is made to fully deduce the 
reaction mechanism. This interest is purely an aside to the aims of 
this dissertation; however, a better understanding of the mechanism 
allows a wider range of application for interfacial area determination. 
A mechanistic approach was undertaken because of confusion in the 
literature, and this uncertainty prompted the author to explore the 
detailed mechanisms for sulphite oxidation. The simultaneous
development of the pressure response cell method also stimulated this
study of mechanism, since it was now possible to conduct fast
experiments for verification of mechanism.
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4.2 Rate Constant Determination
The method of Rice and Benoit (R8, see Section 2.3) was used to 
determine the rate constant. The reasoning behind this choice is given 
in Section 2.3-6. In their paper they state that "much of the contro­
versy regarding sulphite oxidation as a model system for the chemical 
method resides in the sensitivity of this system to variation in reagent 
purity, water quality, etc. Much of this controversy would disappear if 
'in house1 kinetic information were used". Their advice was adhered to 
in this dissertation, where rate constant data were collected using a 
pressure response cell (Figure 4.1). The basic principle of operation 
is a very simple one, in that a well mixed sulphite solution is placed 
in contact with pure oxygen. The kinetics are then determined by 
measuring the resultant decline in pressure with time.
The internal volume of the cell, including ancillary fittings (e.g. 
pressure relief valve, etc.), was carefully measured before experiments 
were conducted. The difference between the total internal volume of the 
cell and the volume of liquid added is the effective gas volume V . The
3
measured cell volume was 1,003.25 cm and the interfacial area was 52.7
cm^. The standard liquid aliquot for all experiments in the new cell
3 3was fixed at 750 cm , so the gas volume was invariant at 253.25 cm (see
Appendix J). Some of the earlier data were collected using the original
cell prototype; Appendix J has the calibration results for this cell
(§)
also. The new cell was constructed from Lexan , with 4 baffles placed 
0.5 cm from the inside wall which ensured mixing uniformity. The cell 
liquid temperature was maintained constant by recirculating constant 
temperature water around the jacket surrounding the cell. The solution 
temperature was measured by two standard thermistors (YSI 400 series
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probes). In a recent paper by Rice et al. (R14), it was noted that a
large rise in the interface temperature occurs immediately after gas
injection. The magnitude of the interface "excess temperature" as
compared to the bulk temperature decreased to negligible proportions 60
seconds after gas injection. This finding was incorporated in the
following experimental technique. A 0.8 molar sodium sulphite solution
(Na^SO^, Mallinckrodt #8064) was mixed with cobalt sulphate (CoS0^-7H20,
Matheson, Coleman and Bell) so that the resultant molarity of cobalt was 
-410 M. The desired pH was achieved by adding either concentrated 
sulphuric acid or sodium hydroxide. 750 cm^ of the above solution was 
then poured into the pressure response cell (PRC), which was
subsequently pressurized with oxygen. A  few minutes were allowed to 
pass in order to dampen out the transient effects of gas addition (as 
noted above). Pressure versus time data were then collected; the
analysis of this data is discussed below. For further details on the 
experimental technique or a more detailed apparatus description, the 
thesis of Benoit (B9) can be referenced.
Two very well defined criteria exist which define whether or not
the experimental technique will accurately predict reaction rate
constants. These are sometimes referred to as the Hatta criteria; the 
first of these was introduced in the previous section and requires the 
rate via reaction to be greater than that via physical transport alone. 
This ratio termed the Hatta number is shown below, Appendix D proves
that the following condition is met:
Ha
1/2
»  1 (4.2-1)
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The first Hatta criterion ensures that it is the true reaction rate 
that is measured. It asserts that the amount absorbed into the body 
via diffusion alone is small when compared to that taken up via 
reaction. Thus, the overall uptake of oxygen is accounted for 
predominantly by the reaction rate.
The second Hatta criterion is more difficult to express in succinct 
mathematical form. It is quite often ignored by the literature, even 
though it is just as important as the first Hatta criterion. This 
second requirement states that the rate at which the surface liquid is 
replenished must occur faster than the reaction of the sulphite in that 
liquid. The replacement of liquid at the surface by fresh liquid (of 
bulk composition) is, in this case, accomplished by the stirring action.
The assumption inherent in a pseudo first order simplification is 
that the sulphite concentration is in such an excess that the small 
amount depleted during reaction does not limit its availability. 
Consider now the case of low liquid circulation and a high reaction 
rate. The sulphite at or near the surface would react readily leaving a 
depleted surface concentration. The oxygen is still available, but with 
so little sulphite at the surface the reaction is stunted. In this case 
the reaction rate depends mainly upon the stirring speed. It will not, 
therefore, depend greatly upon the oxygen concentration. This would 
result in a lower measured order with respect to oxygen (near zero 
order). This is because the rate now depends mainly on the speed with 
which fresh solution is delivered to the surface.
If we define B as the mean concentration of sulphite in the 
vicinity of the surface and B° as the bulk concentration, then the 
reaction rate term will be kinetically controlled if the maximum
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deviation of B away from B° is negligible (D5). Assuming for the moment
that the reaction is indeed pseudo first order, the distribution of B 
(sulphite) is given by:
Danckwerts (D5) defines in his surface renewal model (SRM) a 
parameter 'S', which is the fraction of the surface that is replaced 
with fresh liquid in unit time. Applying this definition allows the
Before rewriting Equation (4.2-2) to include the SRM of Danckwerts, 
it is possible to further simplify the equation via application of 
Hatta's first criterion (which, as shown earlier, is obeyed by this 
system). This requires the reaction rate term to dominate the diffusion 
term and thus the first term in Equation 4.2-2 can be ignored. We now 
rewrite Equation 4.2-2 to take account of this and substitute the SRM 
simplification to yield:
By applying the short penetration solution, Danckwerts (D5) determines
(4.2-2)
where C = average concentration of oxygen in the interface
z = number of moles of sulphite reacting with one mole of 
oxygen
-1
k = reaction rate constant (s )
transient term in Equation (4.2-2) to be rewritten as S(B - B°).
S(B° - B) ~ z k C (4.2-3)
the mass transfer coefficient Substituting this into
the above yields:
The left hand side of the above represents the difference between
surface and bulk concentration. The magnitude of this depends inversely
on the surface renewal rate. If the second Hatta criterion is to be
obeyed, then the left hand side (of Equation 4.2-4) must be small. 
*
Defining e as:
* B° - B *e _ ------ such that e < < l  (4.2-5)
B°
Allows Equation (4.2-4) to be rewritten:
* B° 2
e  (-— ) ~ Ha (4.2-6)
z C
In the above, the Hatta number has been substituted by definition.
*
Considering Equation (4.2-6) it is clear that for e to be small then:
R°
^  > Ha (4.2-7)
z C
This, in mathematical form, represents the second Hatta criterion. As 
an aside it should be noted that this theory is not applicable to bubble 
columns, in which surface renewal occurs as a consequence of the bubble 
rising and contacting fresh fluid. The bubble is always in contact with
_ it
fresh liquid and therefore B = Bq , which causes e to be zero, and this 
satisfies Equation(4.2-5).
Combining this result and Equation 4.2-1 allows both Hatta criteria 
to be expressed in one simple equation:
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Second Hatta First Hatta
Criterion Criterion
B
> Ha >> 1 (4.2-8)
z C
Test of Hatta Criteria for this Work. In Appendix D the Hatta number is 
calculated to be in the range 10 to 100: the first Hatta criterion is
thus satisfied. The left hand side of Equation (4.2-8) is calculated to 
be in the range of 200-600 depending on the pressure within the reactor. 
At very high rates (as found at high temperatures and pH's in the range
8.5-9.5) the Hatta number approaches these magnitudes (see insert). The 
results obtained at these conditions are, therefore, prone to maximum
error. Increasing the stirring speed would decrease this effect, but
would cause the surface to ripple, thus increasing the surface area.
Hatta number
*
k D
Ha = — - ---
*1,
k = 2000 s
* -5 2 - 1  
D = 2 x 10 cm s
= 200
k = 10 3 cm/s^Li
$
according to Rice et al. (R4)
As indicated, the assumption of "kinetically controlled" may break 
down at higher pH's. This effect was first observed by the author when 
the rate constant obtained using the Mark I PRC differed from that 
obtained using Mark II; this occurred solely at the higher reaction 
rates (see Figure 4.2). Only physical differences exist between the two
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cells, for instance, the effectiveness of the stirring, i.e. the surface 
renewal rate. It is this rate which is believed to control the overall 
rate in the high rate region. This may explain the differences observed 
between the two cells (see Figure 4.2). In Section 4.4 experiments were 
made to determine the dependence of the rate with respect to oxygen. 
The results showed there to exist a region of zero order dependency on 
oxygen, which coincided with the region of maximum rate constants. This 
lead the author to conclude that the second criterion of Hatta was not 
being fulfilled in such cases.
The limitation of the sulphite reaction by the surface renewal 
condition was also noted to occur by Botton et al. (B14). They reported 
that for concentrations of cobalt greater than 5 x 10  ^molar, it could 
no longer be assumed that the overall rate is limited by the rate of 
chemical reaction. This would manifest itself within the second
criterion of Hatta, where again, due to the high reaction rate, caused
by the relatively high catalyst concentration, the "liquid film is
limiting" (B14).
Determination of Rate Constants. Although at higher reaction rates the 
controlling mechanism may become surface renewal, for the conditions of 
interest (pH = 8, temperature = 25-35°C), the PRC operates in the
desirable kinetically controlled region. In order to verify this, 
experiments were made to determine a threshold stirring speed such that 
increasing the stirring rate did not affect the rate of gas uptake.
The majority of the analysis originally worked by Rice and Benoit 
(R8) is contained in Section 2.3-6. It is argued that at high oxygen 
partial pressures (> 0.6 atm) and at high sulphite concentrations (> 0.5
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molar) the reaction rate will be zero order in sulphite and first order
in oxygen. These conditions apply both in the PRC experiments where
pure oxygen was used at pressures in the range 5-45 psig and in the
bubble column where pure oxygen was used under pressures slightly
greater than 1 atm. In both cases, 0.8 molar sodium sulphite solutions
were used to be certain that the assumption of zero order in sulphite
-4
was valid. The catalyst concentration was 10 molar; under these 
conditions a first order dependency in catalyst concentration is 
expected (Section 2.3-6, A4, A5, B9, L3, L4, R9 and W6).
From the analysis of Section 2.3-6 a plot of log (P /P °) vs time
3 .  3.
yielded a straight line of slope K ^ ,  where K is defined (for a first 
order reaction):
= A R T
10 V He 
G
k 1Q D* (4.2-9)
2
where A = surface area of interface (52.7 cm )
R = gas constant
T = temperature °K
H = Henry's constant
V = volume of gas (253.25 cm'*)
G
P^ = pressure in PRC at time t 
j>a° = pressure in PRC at time t = 0
it
The physical properties D and He were taken from the literature, 
their specific sources are given in Section 2.3-5. Figures 4.3 through 
4.5 are random examples of the data collected. In Table 4.1 are 
reported the experimental conditions and results for each run; is
not reported because its value depends on the specific gas volume (after
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o n l y  slight adjustments to the equipment, retightening, changing seals 
etc., a recalibration occurred) used in the experiment. The rate 
constant was calculated using Equation 4.2-9 and a Fortran program (see 
Appendix K) in which allowances were made for the partial pressure of 
water vapor. The pH data are given to one significant figure, as 
recommended by the EPA. The standard deviation for the determined rate 
constant is reported in Figures 4.3-4.5, the error based upon this was 
normally less than 2%.
Table 4.1 Experimental Results
Exp# File Temp°C
Average
pH Dxio" 
cm /s
He
t/atm-mol
Ki?
s
1,3,BK1,133 NICK 559 48.5 9.0 2.78 2254 2615
2 ,3,BK1,134 NICK 558 48.13 8.0 2.76 2241 1975
12,BK1,135 NICK 557 47.94 7.0 2.74 2235 588
1,2,3,BK1,136 NICK 459 42.55 9.0 2.43 2052 1587
1,2,3,4BK1,137 NICK 458 42.7 8.0 2.44 2057 1069
2 ,4,BK1,138 NICK 457 42.0 7.0 2.4 2034 341
1,3BK1,139 NICK 359 34.0 9.0 2.04 1781 1047
1,3,BK1,140 NICK 358 33.87 8.0 2.04 1778 690
1,2,BK1,141 NICK 357 34.25 7.0 2.06 1797 208
1,2,BK1,142 NICK 159 17.25 9.0 1.31 1325 452
3,4,5,6,BK1,EX NICK 158 18.25 8.0 1.36 1343 208
1,2,BK1,144 NICK 157 19.4 7.0 1.40 1373 48
1,2,5,BK1,148 NICK 2590 26.0 9.0 1.69 1550 761
4,5,BK1,149 NICK 2580 25.9 8.0 1.68 1574 405
1,3,BK1,152 NICK 2570 26.00 7.0 1.69 1550 98
WANG-4 KNM-4 24.8 7.5 - - 162
WANG-20 KNM-20 25.3 7.9 - - 325
WANG-6 KNM-6 25.0 8.5 - - 553
WANG-7 KNM-7 25.0 8.9 - - 696
WANG-8/9 KNM-8/9 25.05 9.0 - - 729
WANG-18/19 KNM-18/19 24.9 9.1 - - 809
WANG-28 KNM-28 24.98 9.2 - - 840
WANG-27 KNM-27 25.2 9.2 - - 832
WANG-14-17 KNM-14-17 24.95 9.35 - - 841
WANG-26 KNM-26 25.1 9.5 - - 841
WANG-12/13 KNM-12/13 25.0 9.65 - - 816
WANG-10/11 KNM-10/11 24.9 10.0 - - 577
WANG-25 KNM-25 25.0 10.55 - - 307
WANG-41 KNM-41 25.2 11.00 - - 138
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The first fifteen results of Table 4-1 were taken from 48
experiments; these were conducted in order to determine the effect of pH 
and temperature on the rate constant. Rate constants are normally
reported in the form of the Arrhenius equation:
(-E /RT)
k in = A exp a (4.2-10)
10 o
A plot of log(k^Q ) versus (1/T) at a constant pH will thus yield a value 
for the frequency factor (A ) and the activation energy (E ) (see
O  cL
Figures 4.6-4.8). In determining activation energies, an error of 5% 
(± 3 kJ/mole) was found. The following table summarizes the results:
Table 4.2
pH 7.0 8.0 9.0
fto (s_1)
13
3.8 x 10
12
1.8 x 10 1.4 x 1010
kJ/mole 66.5 55.3 41.7
Linek and Mayhoferova (L6) found the activation energy to be 53.2 
kJ/mol at pH 8.4 and 53.4 at pH 8.5 for a sulphite concentration of 
0.5M. At a sulphite concentration of 0.8 molar and a pH of 8.0, Reith 
and Beek (R9) report a value of 58 kJ/mol; at the same conditions Rice 
and Benoit (R8) report a value of 58.1 ± 7.2 kJ/mol. Nyult and Kastanek 
(N6) found a value of 58.6 kJ/mol at a pH in the range 8.4 to 8.55. At 
a lower pH range of 6-7, Bengtsson and Bjerle (BIO) determined the 
activation energy to be 57 kJ/mol. DeWaal and Okeson (W6) conducted 
experiments at pH 7.5-8 and reported a value of 50 kJ/mol for the 
activation energy, whilst Wesselingh and Van't Hoog (W3) found the value
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to be 44 kJ/mol. The values determined here seem to be well justified
as compared to the literature. Very little quantified information is
available on the effect of pH; however, general agreement is reached on
the overlying trend, which is one of increasing rate with pH (7.0 < pH <
- 0.3
9.0). Coca and Diaz (C7) report that (OH ) ; this predicts an
effect somewhat greater (50-75%) than the one observed here. Linek and 
Vacek (L4) and Nyult and Kastanek (N6) correlate their results with the 
following equation:
(-E / R T )
k 10 = Ao (pH " 7 '9 + 0,04 T(°C)) exP 3 (4.2-11)
This equation in effect states that the activation energy is a function 
of hydrogen ion concentration. The magnitude of this effect, as 
predicted by the above, agrees very well with the results obtained 
herein. Botton et al. (B14) report in a recent paper that:
( 0 . 6 ( p H  -  7 . 8 ) / R T )  , „ „
k « exp ^  ' (4.2-12)
This also states that the activation energy is dependent on pH; the 
results this equation predicts are again in good agreement with those 
obtained from the present work.
The purpose of these experiments was to produce a correlation for 
the rate constant (as a function of pH and temperature) for use in the 
determination of interfacial area (Section 4.3). To ensure that the 
correlation was as accurate as possible no attempt was made to simplify 
the equation to a form similar to Equation (4.2-12). The final result 
was derived from a quadratic fit of the data contained in Table 4.2:
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k in = 6.3423X1073 [h ^ ^ 2 * ^ 854-0 -6217 PH >
10 (4.2-13)
( -  ( 7 6 . 2 6 + 7 . 1 6 3 p H - 1 . 2 2 3 p H 2 )
exp
The correlations and results reported from the literature show that 
the magnitude and trends of the present experimental results agree with 
those already published. This correlation will be used in the next
section where interfacial areas within a bubble column are determined.
With the aim of giving a better understanding of the effect of pH 
on the rate constant several additional experiments were made. The 
results of these are reported in the latter half of Table 4.1. A plot 
of the rate data versus pH (Figure 4.9) shows that rate is maximized at 
a pH of approximately 9.3. This maximum occurs exactly at the same pH 
as does the maximum found in rate data for the lower partial pressure of 
oxygen case (see Figure 2.3.7.3). In the literature survey (Section 
2.3.7) it is argued that the rate controlling step for the lower partial 
pressure of oxygen case involves Caro's acid, which has a pKa equal to 
the pH at which the maximum in rate is observed. Bud (B12 and B13) 
determined a mechanistic model which yielded a theoretical equation for 
the rate constant (This is derived in Section 2.3.7). In this equation:
k 10 = ~ ' F  1  2 (4.2-14)
(1 + H /K2)
the parameter K2 is determined to yield a best fit between the
experimental data (Table 4.1) and the model. In this case the value
-10
calculated was 4.85 x 10 ; the negative log of this (pK2) is -9.31,
which corresponds to the pKa of Caro's acid. The pH effect predicted is 
also plotted in Figure 4.9. It would seem that the model derived for
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the lower partial pressure of oxygen case apparently fits well the data 
obtained under high partial pressure conditions. Furthermore, because 
both data sets (experimental data from Table 4.1 and experimental data 
from Bub, B13, Figure 2.3.7.3) have maxima at the same pH, it would seem 
to imply that the mechanism for the high partial pressure case must be 
very similar to that for the low partial pressure case, probably 
involving the same intermediate (Caro's acid, Peroxymonosulphuric acid) 
in the rate controlling step. These observations fueled the authors 
interest in deriving a mechanistic model for the sulphite reaction (see 
Section 4.4).
4.3 Experimental Determination of the Interfacial Area
The experimental determination of the interfacial area within a 
bubble column was made using the popular chemical method. This was 
chosen over the other available methods (reviewed in the literature 
survey) because of its experimental simplicity and apparent superior 
accuracy (as determined by Danckwerts and Sharma, D5). As indicated in 
Section 2.3.2, the accuracy of the chemical method is enhanced when a 
uniform bubble size exists. This was shown to be the case for a 
flexisparged column in Section 3.5. The applicable reaction equation is 
given in the introduction, whiere it was written:
R = AgNg Jk1QD (C - CL ) (mols/sec) (4.3-1)
R = rate of reaction
k^Q = first order rate constant 
*
D = diffusivity
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Ag = area of a single bubble
N = the number of bubbles in suspensionD
*
C = interfacial oxygen concentration (taken to be saturated)
C = bulk oxygen concentration (taken to be zero)
Li
The first order rate constant was determined in the previous
* *
section (Equation 4.2-13), whilst equations for D and C are given in 
Section 2.3.5. Similar conditions to those used in the previous section 
must again be satisfied for this method to be valid. As in the PRC, the 
Hatta criteria must be fulfilled. The requirement that the rate via 
reaction dominates the transport rate is satisfied exactly as it is in 
the PRC by using the same solution concentrations. The surface renewal 
requirement states that the deviation of the interfacial sulphite 
concentration away from that of the bulk should be small, as the bubble 
is rising and constantly contacting fresh solution this condition is 
met. As stated in the literature survey, the use of pure oxygen in a 
slightly pressurized column allows the assumption of pseudo first order 
kinetics to be made. It also removes the hindrance of gas film 
resistance. Finally, the reaction kinetics are known to be CMC 
concentration independent (W3), which allows the method to be used at 
higher viscosities. Appendix D details the above and also proves that 
the method is independent of hydrodynamics.
The basic apparatus was introduced to the reader in Section 3.1.
The experiment required the column to be filled with a 0.8 molar sodium
-4
sulphite solution containing cobalt (10 M) as a catalyst. The column 
was then sparged with pure oxygen, and the mass flow rate of dried 
oxygen entering and leaving the column was measured. The difference
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between these two rates represents the extent of reaction. This 
technique was used for the first time in this work, and represents a 
new, quick method for the determination of the interfacial area, making 
use of the latest developments in mass flow meters. More typical of the 
techniques in the literature was that used by Onda et al. (03), where 
the change in sulphite concentration was measured between inlet and 
outlet points. This continual liquid flow technique has many more 
inherent errors than the one presented here. As the experiment 
proceeded, the ever changing values of temperature, pH and sulphite
concentration were recorded. This was facilitated by removing small 
samples, the pH was monitored using a Markson EletroMark analyzer, and 
the sulphite solution concentration was measured via titration with 
iodine solution (see footnote). Data were collected until either the 
sulphite concentration fell below 0.5 molar (no longer zero order with 
respect to sulphite), or the catalyst precipitated (catalyst solubility 
decreases with sulphite concentration).
The specific interfacial area, defined as the area of a bubble
divided by its volume, can be determined directly from the experimental 
results by use of Equation 4.3-1. The left hand side of Equation 4.3-1 
is replaced by the difference in molar flow rates between outlet and
inlet, hence:
Am = AgNg Jk1QD* C* (4.3-2)
Footnote: An iodine solution was made by adding 40g of potassium iodide 
(EM Science PX1005-1) along with 12.lq of iodine (Baker GH721) to 30 mil 
of water. This was made up to 11, the resulting solution was approxi­
mately 0.1 molar.
203
Noting N. 6 e it D2 H with a
6e
d
(4.3-3a,b)
2
where, A = single bubble area (ird )
D = column diameter
H = dispersion height
d = bubble diameter
it 2
V = volume of column (— D H) 
c 4
Allows Equation 4.3-2 to be written
Am = a V (4.3-4)
where a is the unknown interfacial area (per unit column volume).
A Fortran program was written (Appendix L), which takes as its 
input: mass flow in, mass flow out, voidage, sulphite concentration, pH
and temperature, and then uses Equations 4.3-4 and 4.2-13 to determine 
the interfacial area. Figures 4.10-4.13 show the experimental results 
obtained for water and CMC solutions (12, 25 and 50 cp). The bubble 
diameter, d, can also be determined from the interfacial area results 
using the relationship:
In Figure 4.14 the experimental bubble size, as predicted from the 
above, is compared to the theoretical formation size (given in Section 
3.3). The agreement was reasonable, although sizes based on the 
chemical method were somewhat larger. This implies that the sulphite 
reaction under-estimates the interfacial area (as compared to the
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geometric one). The reasons for this may be: the reaction conditions
near the bubble are different to the bulk conditions, the surface active 
agents in the mixture block some of the available area to reaction, and 
the inherent difficulties of accounting for the ever changing pH, 
temperature and concentration.
For design calculations it is recommended that the chemically 
determined area be used. The ratio of geometric area (Section 3.3) to 
the experimentally determined one was found to be 1.25:1, respectively. 
This difference is fairly respectable given the host of legitimate 
reasons noted above. In addition, it also compares well with the value 
determined by Schumpe and Deckwer (SI), which was for homogeneous bubbly 
flow also:
a , , = 1.35 a . ... (4.3-6)
photo sulphite
The overall trend reported here is of an increasing interfacial 
area with viscosity. Although opposite to most of the literature, this 
tendency has been reported elsewhere (SI, S5). Taking into account the 
reported increase of voidage with viscosity (Section 3.7) and the 
relationship given in Equation 4.3-5 implies that this should be so. It 
can be concluded that for viscous systems especially, it is advantageous 
to operate with a flexisparger in the bubbly flow regime. This is 
recommended not only because the interfacial area increases with 
viscosity, but in addition, the overall area obtained with the 
flexisparger is greater than that reported elsewhere (Figure 4.10).
Comparison of Results with Theory. The experimental results are 
correlated in Figure 4.15 with the following:
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_ n_ , -2.06 1.06 -0.07, „ 1.06 0.07
a = 0.82 (cm s cp ) U p (4.3-7)
A theoretical comparison can be made by combining the correlation for 
voidage (Equation 3.7-1) with the theoretical bubble size (Section 3.3) 
in the manner suggested by Equation 4.3-5. The theoretical size, a ^ 
this procedure predicts can be expressed:
_ Q1 1.02 0.13 . . _ q ,
a., = 0.91 U p (4.3-8)
th og
Although the agreement between the experimental correlation (Equation 
4.3-7) and the semi-theoretical one (Equation 4.3-8) seems excellent, it 
was argued in Section 3.7 that the viscous voidage results should be 
considered separately. As the interfacial area depends directly on 
voidage, the arguments of that section will be applied here also. The 
experimental results are thus recorrelated (Figure 4.16) for the viscous 
solutions only:
. „  , -1.99 0.99 -0.4, „ 0.99 0.4 IA , ..
a = 0.27 (cm s cp ) U p (4.3-9)
This can again be compared to the theoretical value below, which 
represents a combination of the theoretical bubble size (Section 3.3) 
and the voidage correlation determined from viscous data only (Equation 
3.7-2):
n „ 0.92 0.39 . „
a., = 0.37 U p (4.3-10)
th og ' '
The agreement between the predicted and measured values of 
interfacial area is quite good. In addition, the experimentally and 
theoretically determined exponents match closely. The use of the 
theoretical bubble size (Section 3.3) to predict interfacial areas is
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therefore recommended. From the results given here and elsewhere, a 
safety factor of 1.25-1.35 seems appropriate when making such 
calculations.
4.4 Mechanistic Modeling
4.4.1 Introduction and Model Classification
This topic was introduced to the reader in Section 2.3.7, where it 
was proposed that three kinetic expressions exist:
Table 4.4-1
Reaction
conditions
order in 
sulphite
order in 
oxygen
order in 
catalyst
Homogeneous 1.5 0 0.5
Heterogeneous 
low pp C>2
0 2 1
Heterogeneous 
high pp 02
0 1 1
Sawicki and Barron (S10) attributed the change in reaction order 
(with respect to oxygen) from second to first order to misinterpretation 
of data. The majority of the recent literature (R8, A4, L3, L6 and N6), 
however, reports that the reaction does in fact undergo an order change 
at a partial pressure of oxygen exceeding 0.6 atmospheres. Alper and 
Abu-Sharkh (A5) recently confirmed this finding by using the same 
experimental technique for both the low and high pressure cases.
In this section a mechanistic model is derived that predicts the 
reaction kinetics for the above three cases. In the homogeneous
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reaction the oxygen is already in solution and is depleted during the 
reaction. When two phases exist; oxygen as a gas and sulphite dissolved 
in liquid, the reaction is said to be heterogeneous. In such a system 
the oxygen is supplied continuously from an infinite source and the 
reaction takes place along the diffusion path (in the liquid). The 
reason for the inclusion of the two heterogeneous reaction systems (high 
and low oxygen partial pressure) is the experimentally observed change 
in order of reaction with respect to oxygen.
Aside from the very recent work of Bronikowska and Bronikowski 
(B15) attempts have only been made at modelling the homogeneous reaction 
and the low partial pressure heterogeneous reaction. The homogeneous 
model suggested by Backstrom (Bll) predicts the correct dependencies 
with respect to sulphite, oxygen and catalyst concentrations, albeit it 
does not have a pH effect included. This model of Backstrom presented 
in Section 2.3.7 is well accepted. It will, therefore, be used to check 
the predictions of the new model.
However, the main focus of this work is the development of 
mechanistic models for both heterogeneous cases. Bub's (B12, B13) model 
for the low partial pressure heterogeneous case shows excellent agree­
ment between the predicted and experimental effects of pH and catalyst 
concentration, but incorrectly predicts the sulphite and oxygen 
dependencies. Bronikowska and Bronikowski (B15) derived a model which 
seems to correctly predict the reaction rates for all of the cases 
mentioned. However, the model developed here is believed to more 
accurately represent the true situation. In the following two sections, 
this claim is supported by presenting a critique of Bronikowska and 
Bronikowski1s model (Section 4.4.2), and in Section 4.4.3 arguments are
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put forth in favor of the present model. Contained at the end of this 
chapter is a pull out summary of the model presented herein; this is 
intended for referral as one peruses the entire work.
4.4.2 Bronikowska and Bronikowski's Model
Bronikowska and Bronikowski (B15) developed their physico-chemical
kinetic model by considering the reactions of the transition metal
cations with water. It represents the only other attempt to model the
heterogeneous reaction system in the high partial pressure region. In
Appendix Q it is reviewed in much greater detail. As will become clear
3 +
later, the regeneration of the oxidized catalyst (Co ) is the key step 
in the mechanism. Bronikowska and Bronikowski argue that it is the 
reactions of the cobalt catalyst with water that account for this 
regeneration. To include an effect of pH, they write the cobalt 
reaction to include the ionization of water, thus incorporating the [H+ ] 
ion in their mechanistic equation. The maximum this equation predicts 
depends on the equilibrium constant for the hydrolysis reaction:
k +
Co2+ + nH20 -zz> Co(OH)^2-n^+ + nH+ (4.4-1)
V
Although no equilibrium constant data are reported by the authors, 
hydrolysis reactions with fairly nobel metals, such as cobalt and
nickel, normally have pK^ values (as defined above) below 7. The
Pourbaix atlas (P9) reports a value of 6.3 for the hydrolysis
transition. In order for a reaction of type (4.4-1) to be responsible 
for the experimentally determined dependency of rate on pH, the pK^
would need to be close to 9.3, not 6.3. Furthermore, it is reported
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(P9) that alkaline conditions promote the precipitation of cobalt 
hydrates.
In order for Bronikowska and Bronikowski (B15) to predict the
correct rate equations they assume that the cobalt-water reactions are 
only important for the heterogeneous reactions. For the homogeneous
case they ignore the reactions of cobalt with water and assume that
3+ 2 +[Co ] is proportional to [Co ]. This yields the result given in the
literature survey. One would expect that the reactions of cobalt with 
water would prevail in the homogeneous reaction. The fact that the 
correct kinetic dependence can be achieved without their inclusion would 
imply that maybe these reactions are not so important after all.
Furthermore, in the homogeneous case there is greater oxygen avail­
ability, increasing the likelihood of such a reaction. Bronikowska and 
Bronikowski assume also that the acid radicals ‘HSO^ and «HSO,-, or the 
respective radicals and "SO,. to be the chain carriers. They
look to Hayon et al. (H10) for support of their claim. However, Hayon 
et al.'s paper is purely for the homogeneous reaction. Secondly, Hayon 
et al. state quite clearly that the *S0^ radical reactions are of 
importance. Bub (B12) assumes that the *S0^ is the chain carrier, and
argues that because of the high sulphite concentration the [*S04] can no
longer be ignored, as it is for the low sulphite concentration
homogenous case. Bub also points out that the termination products
2 -
(S 0 ) of the »S0 radical, have been identified in the reaction
A o 4
mixture.
More convincing are the findings of Sawicki and Barron (S10) who
state that the heterogeneous system will provide a mechanism for the
2+ 3 +
regeneration of Co to Co . They determined that the activation
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energy for the reaction (which agreed well with the value determined 
in Section 4.2) was very similar to the reported values for the 
substitution reactions of cobalt III complexes. The excellent agreement 
between the two caused them to strongly suggest that: "the rate-limiting 
process in the heterogeneous system is the diffusion-controlled reaction 
step in which the cobalt II complex is oxidized to the cobalt III 
complex". Bronikowska and Bronikowski1s rate limiting reaction does not 
involve the catalyst regeneration, the mechanism introduced here does.
4.4.3 Arguments for Present Model
In critiquing the work of Bronikowska and Bronikowski (B15), 
several points were raised which favor this proposal. For instance, 
Sawicki and Barron (S10) determined that similarities existed between
the overall reaction and the cobalt III substitution reaction. This
lead them to conclude that the rate limiting step involves the cobalt 
regeneration reaction. In addition, Bub (B12) produced evidence for 
inclusion of the *S0^ radical in any proposed mechanism. He noted that 
the reaction products of the #S0^ radical had been identified in the 
reaction mixture.
Further support for the inclusion of the *S04 radical in the
reaction scheme stems from the requirement of the reaction rate limiting
step to have a pH dependence. As will be shown below, the «S0^ radical
is the only one to be involved in such a reaction. Moreover, Hayon et
al. (H10) assert that the reactions of the *S0^ radical need to be
included in order to explain the inhibiting effect of alcohols on
sulphite autoxidation. They determined that ethanol (for instance) at a
-4
concentration of 10 M decreased the depletion of sulphite by 30%. They
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also found that neither the ‘SO^ or •SO<_ radical was efficiently 
scavenged by alcohols, but that does in fact undergo a reaction
with alcohols.
The effect of pH on the rate can be incorporated using the 
reactions of acids known to be produced in the autoxidation sequence. 
The acids' dissociation constant corresponds to the pH at which the acid 
concentration is equal to that of its anion. The maximum rate for the 
homogeneous reaction is at a pH of approximately 7.0 (Figure 2.3.7.1); 
for the heterogeneous reaction (both HLPPO and HHPPO) the value is close 
to 9.3 (this work, B12, B9). The two acids thought to play a key role 
in the two reactions are sulphurous acid (homogeneous) and Caro's acid 
(heterogeneous). The pKa's for the above are 6.9 and 9.3, respectively. 
Noting the agreement between the pH at which the observed maximum rate 
occurs and the pKa yields support for the inclusion of the appropriate 
acid decomposition reactions. Section 4.4.3.1 overleaf explains the 
importance of pKa.
Even though differences exist between the heterogeneous high 
partial pressure of oxygen (HPPO) case and the low partial pressure of 
oxygen (LPPO) case, they have different dependencies on oxygen 
concentration. They do, however, share some equivalent properties, for 
instance, both reactions have the same activation energy (see Section 
4.2, L6, R9, N6, Bl, W9 and W3), and both pass through a maximum in rate 
at the same pH. These similarities imply that the rate determining step 
for both reaction types should be alike.
To conclude it would seem that:
• the rate determining step should involve the Co3+ regeneration 
(for the heterogeneous system),
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• the rate equation produced should have a pH dependence,
• both rate determining steps (HPPO and LPPO) should be similar,
3+ 2 +• the proportionality [Co ] " [Co ] exists, since this is
required to agree with the well accepted homogeneous reaction 
mechanism of Backstrom [Bll].
• the reactions of the *S0^ radical should not be ignored.
These requirements are satisfied in the following analysis.
4 . 4 . 3 . 1 .  The Importance of pKa (B17)
If the proposed rate limiting step  contains an acid as a reactant, 
then the concentration of the acid decreases rapidly when the pH is  
greater than the pKa. The pKa is defined as the pH at which the 
concentration of the anion equals that of the acid . For instance:
HS05“ < : : : > H+ + SC>52"
The equilibrium constant Ka is  defined:
[H+ ] [ S O 2~]
K = ---------------—
a [HSO ~]
T h u s: 9
[SO 1
pKa = pH - log -----------
[ h s o 5 “ ]
This implies that when pH = pKa, then [SO^2 ] = [HSO^ ] .
At low pH's the concentration of the anion (SQ^2 for this
example) is small; w hereas, the acid concentration (HSO^ ) is h igh . At
high pH's the situation is reversed . T hus, if  a proposed mechanism
2 -requires HSOj- and SO^ to react, then operation at a pH equal to  the  
pKa will ensure that both SO^2 and HSO^ are in good supp ly . At
pH's either side of the pKa only one of th ese substances will be at a
high concentration (see  Figure 4.17) .
If the overall rate of reaction goes through a maximum at a pH 
equal to the pKa of the acid involved in the proposed rate limiting 
step , it is likely that the chosen mechanism is correct.
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4.4.4 Core of the New Model
To begin the analysis, all possible reactions will be considered 
and a partial analysis completed, before any simplifying assumptions are 
made. The following reactions sequence is based upon work by Bub (B12), 
Backstrom (Bll) and Hayon et al. (H10).
Initiation
SO 2 ~ + Co3+ ---> *S0 “ + Co2+ (4.4-2)
J K0
Propagation
•S03 + 02 t--> *S05 (4.4-3)
• S05~ + S032“ £— > S052" + *302” (4.4-4)
2- + k3
S05 + H -::> HS05 (4.4-5)
k-3
HS05“ + S052" £— > 2<»S04" + H02~ (4.4-6)
4
HSO “ + Co2+ .---> Co3+ + *S0 ~ + 0H_ (4.4-7)
5 k5 4
+  2-  k6
H + S03 -==> HS03 (4.4-8)
k-6
HSO " + •S0_~ .— > HSO.~ + SO 2 (4.4-9)
3 5 k7 4 4 ' '
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*S0„ + SO 2 .---> SO 2~ + •SO, (4.4-10)4 3 kQ 4 3
o
so,2 + SO 2--.-- > 2SO 2” (4.4-11)3 5 k 4y
HSO,” + SO,2" .— > HSO ~ + SO 2 (4.4-12)5 3 k1Q 4 4
Termination
• SO,- + »SO,- .— > S_0,2- (4.4-13)3 3 1c 2 6
• SO, + •SO,- .— > S,0 2- (4.4-14)4 4 k12 2 8
• S05- ♦ .S05- j--> S2O102- (4.4-15)
Although all of the reactions listed are to be considered, insight 
can be obtained from analysis of just a few. In Figure 4.18 are drawn 
the key steps for both the homogeneous and heterogeneous reactions. 
This figure, which represents the final result, highlights the 
chain-like nature of the sulphite mechanism. The assumptions and 
methodology used in producing this figure are discussed next.
Hayon et al. (H10) studied many of the reactions listed above; in 
their paper the following values are reported:
Table 4.4-2
1!i—
1
9 3 
> 10 m /kmol s
k 2  =
> 10^ m2/kmol s
k3 = very large
IICO
Q *3
8.3 x 10 m /kmol s
*
* li 1.1 x 109 m2/kmol s
k 12 =
8 3
4 x 10 m /kmol s
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kg and k will be taken to be equal as suggested by Bub, because 
their reactions are very similar. The above reaction data show that the 
termination reactions are of equal magnitude and thus the following 
assumption is made:
k = k = k = k 9 11 12 13
This is equivalent to the k^ used in Section 2.3.7, and also to that
defined in Appendices E and F.
The concentration of HSOc will be written in terms of the
b
equilibrium constant K3 for the almost instantaneous step (4.4-5). 
Reaction (4.4-8) is very similar to reaction (4.4-3) and thus, HSO^ 
will be expressed in terms of the equilibrium constant K6 also. By 
substituting the following definitions:
XI = •SO." X2 = *S0 ~ X3 = •S0„~
3 5 4
2 -
and, k^ 1 = , (the pseudo rate constant),
a steady state approximation on the radicals yields:
3+ H+
dXl/dt = 0 = k 1 Co - k 0 XI + k _'X2 + k'X3 + k 'X2 (7 7 )
U L Z  Z  o  ! K b
- k XI (XI + X2) (4.4-16)3
+
dX2/dt = 0 = k 0 XI - k ' X 2  - k_'X2 (77) - k X2(X1 + X2) (4.4-17)
1 Z Z I Kb 3.
dX3/dt = 0 = k4Co2+ (|j) (S052-)2 + k5Co2+HS05" - k8 'X3 (4.4-18)
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Following a similar procedure to Bub (see Appendix E), (4.4-16) is added 
to (4.4-17) with (4.4-18) providing the substitution for X3, yielding:
k 0 Y
X2 = -----------------   (4.4-19)
+
k 0 + k ' + k„ 1 (5Jt) + k Y1 2 2 7 K6 a c
where:
Y = c V C° 2 X  + k4,(so52 ' )2 ( s V  ) + k5c°2*so52‘ ( 5 T F  )a a
(4.4-20)
2 -
A steady state approximation on the peroxanion SO^ , produces:
d(S°5 * „ , „ 2+ fH+') 2-. 2 , „ 2+ fH+>\ „„ 2-
0 = k 'X2 - k.Co
at - "2 -  - 4 “  (s) <S0 52'>2 -k5C°2+ (is) s°5
- k9 '<S°52-) ( 1 * s )  (4.4-21)
This can be simplified to:
0 = k2 'X2 - k4Co2+ f y  (so52')2 - S0 52"(k9 ' + ki4H+> (4.4-22)
where
k14 = (k5Co2+ + kg 1)/K3 (4.4-23)
4.4.5 Homogeneous Conditions
In the literature review, it was shown that the homogeneous 
reaction rate had an extreme at a pH close to 7.0 (G3). The 
dissociation constant for sulphurous acid is 6.91 (W7). It seems very
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reasonable to assume that the rate determining step for the homogeneous 
reaction involves the HSO^ ion. Reaction (4.4-9) is, therefore, assumed 
to be rate determining. Furthermore, this reaction will produce a pH 
dependence. Hayon et al. (H10) discuss the validity of incorporating 
the HSO^ ion in the rate determining step, but argue against it because 
at high pH values the termination reaction rate of the SO^ radicals 
supersedes the rate of reaction (4.4-9). However, it is likely that 
both Backstrom1s mechanism and the one below occur simultaneously, with 
the pH determining which of the two is rate limiting.
At low pH's assuming At high pH's assuming
(4.4-9) is rate determining: (4.4-4) is rate determining
E = k7S0 32‘ fe) X2 R - k2S032' X2 (4-4-24)
where X2 represents the radical For homogeneous conditions >
2 -
k^SO^ , due to the low sulphite concentration, the high dissolved 
oxygen concentration and the reportedly high value for k^, (see Table
4.4-1). Thus Equation (4.4-19) reduces to:
X2 = Yc (4.4-25)
It should be noted that if does not dominate the denominator, then
the final predicted rate equation would have an incorrect oxygen 
dependence. As discussed in the literature review, at low sulphite 
concentrations, the SO^ radical recombination rate is similar to the 
propagation rate. The S04 radical reactions can thus be ignored. 
Considering Equation (4-4-20) this result implies that the first term
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dominates. This assumption is the same as assuming that X3 tends to 
zero. Thus, we can write:
k 'Co^+ i
X2 = (   } 2 (4.4-26)
Substitution of this into Equation (4.4-24) yields the following for the 
overall homogeneous reaction rate:
At low pH's, via (4.4-24a): At high pH's, via (4.4-24b):
2 + x* 2-. 3/2- - is~ (r) (0.2+>‘<»32->3/2 e (r)' <-2+>’ «-32’>:
S. 3
(4.4-27ab)
This has the correct sulphite, oxygen and catalyst dependencies, and
includes a pH affect. The form of the above does not predict a maximum
in the rate, but does predict an extremum. This mechanism is an 
improvement on the original model for two reasons: it has a pH
dependence built in and involves the sulphurous acid. This latter point 
explains the observed maximum iri rate (G3, H10) at a pH of around 7.0;
the pKa of sulphurous acid is 6.91 (W7). As stated, both this and
Backstrom1s mechanism describe the actual reaction, the pH determining 
which of two is the rate controlling.
4.4.6 Heterogeneous Low Partial Pressure Case
The approach used thus far considered all of the reactions that 
might occur during sulphite autoxidation. These reactions were proposed 
based on the guidelines indicated earlier and include the effects of
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•SO^ and pH. Consideration has also been given to the method by which
3 +the true catalyst Co is regenerated. Step (4.4-10), as proposed by 
Hayon et al. (H10), explains the observed inhibition of the oxidation by 
alcohols. Hayon et al. showed that neither n°r *s°5 was
efficiently scavenged by alcohols, but that *SC>4 was. Equations 
(4.4-19 - 4.4-22) provided the starting point for the determination of a 
homogeneous mechanistic rate equation. The heterogeneous analysis is 
based upon these equations also.
For the homogeneous reaction it was argued that because of low 
sulphite concentrations, the denominator of (4.4-19) would be controlled 
by the term. For the heterogeneous case the situation is more
complicated. Initially attempts were made to include all of the terms 
in the denominator of (4.4-19), (see Appendix F). It was felt that the 
change over from second to first order dependence (of the rate on oxygen 
concentration) was a result of the increased dominating the
previously controlling k^SO^ term. This hypothesis was, however, proven 
to be false (see Appendix F). The only sensible result obtained 
requires that Equation (4.4-19) reduce to:
a
With hindsight, this becomes obvious because in order to maintain a pH 
and oxygen dependence in the final rate equation k Y must control the
3 C
denominator of (4.4-19), (choosing either the second or third term in 
the denominator would result in there being a sulphite dependence in the 
final equation). Furthermore, it is unlikely that the chemistry changes 
drastically from the first to second order case. Thus, the reduction of
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Equation 4.4-19 should not depend on oxygen concentration, which again
leads to the result: X2 = k.O„/k .
1 2 a
Substituting Equation (4.4-28) in to Equation (4.4-22) yields:
Thus far it has been argued that the rate determining step should
requirement was noted by Sawicki and Barron (S10). In their paper they 
postulate that the catalyst regeneration step is different for the 
homogeneous and heterogeneous systems. They assume that the oxidation 
of cobalt (II) to cobalt (III) is a function of oxygen concentration; 
thus, the heterogeneous system will provide a mechanism for regenera­
tion, because of the constant supply of oxygen in the system. In the 
homogeneous system, it is likely that after initiating the chain 
reaction the cobalt is not regenerated. Sawicki and Barron propose that 
in the case of the heterogeneous reaction, the regeneration of the 
catalyst appears to be a diffusion-controlled process and is possibly 
the rate-limiting reaction also. They give support to their proposal by 
showing that the overall activation energy corresponds to a reaction 
involving a cobalt catalyst. In the proposed sequence, reactions 
(4.4-6) and (4.4-7) fit this category. In both of these, the strong 
acid HSO,- is decomposed producing the •SO^ radical (which is the chain 
carrier). Bub (B12) argues that since step (4.4-6) is rate determining
for the uncatalyzed decomposition (G5), it can be assumed that this step
2 +is catalyzed by the Co ion in a similar manner to (4.4-7). Moreover,
2+the rate of the Co catalyzed decomposition was found to be second
2 - (4.4-29)
include the regeneration of Co
3+ and have a pH dependence. The former
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order with respect to HSO,. by Ball and Edwards (B15). These findings
support the choice of reaction 4.4-6 being used as rate limiting.
2 -
Substituting the concentration of SO,. (Equation 4.4-29) into the rate 
determining reaction (4.4-6) yields:
k k 2 Co2+ (k 0 )2 +
R = 4 2  ------ — --------- ------— r (4.4-30)
ka K3 (kg + k ^  H )
This result has the correct catalyst, sulphite and oxygen dependence for 
the low oxygen partial pressure case. Bub's analysis was only able to 
agree on the catalyst dependence. The pH dependence is exactly as 
Bub's which, as pointed out in the literature review, yields excellent 
agreement with experimental data (Figure 2.3.7.3). Reaction (4.4-6) 
involves the HSO,. ion, its choice as the rate determining step seems 
likely because the pKa for Peroxmonosulphuric acid (Caro's acid) is 9.3 
(M7), and the rate of reaction attains a maximum at a pH very close to 
this value.
4.4.7 Heterogeneous, Higher Oxygen Partial Pressures 
As pointed out above and proved in Appendix F, the only possible 
reduction of (4.4-19) predicts that X2 = k O /k . It is again noted
1 2 3
that in order for the chemistry to remain unaltered between the cases,
X2 should be the same for both. Since the pH dependence of the rate for
the higher partial pressure case (Figure 4.9) followed the same trends
as for the lower partial pressure case (Figure 2.3.7.3), it was
originally believed that the same rate determining step was responsible.
2 -
This would necessitate that SO,. was proportional to the square root ofb
X2, resulting in a first order dependence in oxygen concentration.
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Considering Equation 4.4-22, this could only occur if the second term
dominated. This term is the suggested rate determining one and should
be small. In addition to this objection, a change of
chemistry would be required. Therefore, as for the lower partial oxygen
2 -
pressure case, Equation (4.4-29) will be used to determine [SO,. ].
Based on the proposal of Sawicki and Barron (S10), it is also
possible that the change in dependence of the rate on oxygen
concentration is due to a change in the rate limiting step. It is 
suggested that reaction (4.4-7) may be the rate determining step for the 
higher partial pressure case. To further support this choice, reactions 
(4.4-6) and (4.4-7) are very similar, both involving HSO,. , and both
producing the chain carrier *S0^ . The overall rate equation that this 
proposal would yield is:
k,. Co2+ H+ k (k 0 )
R = — ---------- -— (4.4-31)
k (k + k H )
a 9 14
At low pH's this result predicts that the rate obtains a maximum, 
which is opposite to the experimental findings (Figure 4-9).
Proposed New Model. The concentration of the HSO,- acid at low pH's
2 -
will be very much greater than its ionized anion (SO^ ). For instance
at a pH of 8 , less than 10% of the HSO,. is ionized (see Section 4.4.3.1
and Figure 4.17). The major emphasis of this new model is the difference
2 -
in concentrations of S 0 C and HS0C between low and high oxygen partialb b
pressure situations. For the higher partial pressure case, the overall
2-
concentration of the SO,. anion is expected to be higher than for the 
low partial pressure case. This is due to the increase of pressure.
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which will clearly affect the *S0,. production rate (via reaction
2 -
4.4-3). This in turn increases the SO,. anion concentration and the
b
HSOg concentration (as predicted by 4.4-5). It is proposed here that
2 -
at high partial pressures and low pH's the production of S0r and its
b
subsequent reaction to HSO,. is so prolific that the rate determining
reaction (4.4-6) is no longer dependent on the HSO,. concentration but
b
2 -
depends solely on the SO,. concentration. At this condition, the rate
determining step is said to be pseudo first order, because the HSO,.
concentration is so high that any increase in it does not affect the
rate. This would not be the case for the lower partial pressure case
2 -
where the overall production rate of SO,. is less, thus affecting the 
concentration of the HSO,. acid. The activation energies for both the 
low and high partial pressure cases are the same (W6 , W3, R9, S10, B9 
and B13), thus indicating that very similar mechanistic pathways and
rate limiting steps exist for each case. This further supports the
assumption that no change in the mechanism occurs as the oxygen partial 
pressure is increased. In effect, there is no predicted difference in 
chemistry between the two cases. The difference is physical; at high 
pressures the HSO,. concentration will increase to a level of excess, so 
it no longer appears in the rate equation. Assuming for the moment that
the above hypothesis is true, the overall rate would be:
R = k4* Co2+ SO,.2- (4.4-32)
where = k^HSO,. ] and [HSO,. ] is the limiting concentration above
2 -which no increase in rate is obtained. With substitution for SO,. from 
(4.4-29) the above can be rewritten:
This result has the correct oxygen, catalyst and sulphite dependencies
as predicted by the literature for the higher partial pressure case. It
also correctly predicts the observed increase of rate with pH. Before
discussing the reason why the proposed mechanism predicts only a plateau
in the rate, not a maximum as the experiments (Figure 4-9) suggest it
should, it is important to discuss further why the rate dependence on
oxygen changes from second to first with an increase in pressure. The
2 -
increase in pressure will clearly affect the SO,. anion concentration. 
Considering the rate determining step (4.4-6) in a manner which allows 
the classic unimolecular theory to be applied (B18, D7) yields:
, 0 „ k_ 2++   2-   2- f „  2- . „ Co
H + S05 + S05 ---> S05 + C £— > Products (4.4-34)
k”  Pr
Making a steady state approximation on the intermediate, C^ yields:
^C I 2- 2 2-
—  = 0 = kf ' (s°5 ) - kr(S05 ) C]; - kCj. (4.4-35)
Thus the reaction rate is given by:
k k ' [Co2+] (SO 2")2
R = k C (Co ) = -E— -----   5---- (4.4-36)
P [k (SO,/ ) + k ]r 5 p
2 -
At low pressures and hence low SO^ concentrations, the above equation
predicts a second order dependence, whilst at higher pressure (higher 
2 -  2-
[ SOj. ]) the SOg dependence of the denominator causes the model to
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2-
predict a first order dependence for the rate on SO,. , and via Equation
4.4-29 the oxygen concentration. This model is not intended to replace 
the argument already put forth, but is included to show how a second 
order reaction can change to a first because of increasing reactant 
concentration.
Normally, when presenting a new mechanistic model, the only 
possible test is a comparison with the known kinetic dependencies of 
rate on the reactants. The beauty of this model is that it provides its 
own acid test. The basis of the proposal is that, at high oxygen 
partial pressures and low pH's the concentration of the HSO^ no longer 
affects the rate kinetics. This concentration will fall as the pH rises 
and the assumption of a pseudo first order rate should break down and 
revert back to a second order dependency. Experiments conducted in a 
Pressure Response Cell at high partial pressure and high pH's will test 
the validity of this latest proposal. The results obtained are reported 
in Table 4.4-3.
Table 4.4-3
Exp. and File pH Temp °C
Pstart
(psig)
Pfinish 
(psig)
1q4
KNM-31 10.6 25.1 10 4 -2.86
KNM-33 10.5 25.0 15 8 -2.70
KNM-30 10.5 24.9 20 12 -2.49
KNM-34 10.6 25.3 25 16 -2.43
KNM-29 10.5 25.5 30 24 -2.30
KNM-35 10.5 25.3 35 25 -2.24
KNM-32 10.6 24.8 40 30 -2.09
KNM-36 10.6 25.3 45 35 -2.06
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Exp. and File PH Temp °C Pstart
(psig)
Pfinish 
(psig)
5 ™  x 1q4
PH105-2 10.5 17.8 40 35 -2.04
PH105-3 10.5 17 .6 35 30 -2.07
PH105-4 10.5 17.6 30 25 -2.13
PH105-5 10.5 17 .6 25 20 -2.15
PH105-6 10.5 17.6 20 15 -2.24
PH105-7 10.5 17.6 15 10 -2.05
PH105-8 10.5 17.6 10 5 -1.80
PH1075-1 10.75 19.0 45 40 -2.03
PH1075-2 10.75 19.1 40 35 -1.83
PH1075-3 10.75 19.1 35 30 -1.83
PH1075-4 10.75 19.1 30 25 -1.79
PH1075-5 10.75 19.1 25 20 -1.76
PH1075-6 10.75 19.0 20 15 -1.63
PH1075-7 10.75 19.1 15 10 -1.53
PH1075-8 10.75 19.1 10 5 -1.25
KNM-44 11.0 25.0 45 39 -1.74
KNM-45 11.0 25.3 40 34 -1.68
KNM-43 11.0 24.7 35 29 -1.64
KNM-41 11.0 25.2 30 24 -1.52
KNM-46 11.0 25.1 25 19 -1.47
KNM-42 11.0 25.0 20 14 -1.37
Dependence on catalyst concentration.
Exp. and File pH Temp °C 2 +Co conc. (M)
S m  x lo4
KNM-40 10.56 24.7 0.5 x io~4
i - ioi:
-1.92
KNM-36 10.57 25.3 -2.06
KNM-37 10.51 25.4 2 x 10 -2.56
KNM-38 10.54 25.5 3 x 10-4 -3.76
KNM-39 10.52 25.2 4 x 10 -3.15
In Section 2.3-6 it is reported that a log-log plot of versus Pa°
will have a slope of pp- Figure 4-19 shows the first set of results 
plotted in this manner; these experiments were conducted at a pH of 
10.5. Figure 4-19 indicates that the dependence of the rate of oxygen 
is near zero order at this pH. In Section 4.2 it was stated that if the
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overall rate was too high, then the PRC would be surface renewal rate 
controlled. It is believed that this is the case here.
The second series of experiments (PH105-x) were undertaken at a 
lower temperature (lower rate, see Figure 4-20). Again at higher 
pressures the results were inconclusive, but at the lower pressures (as 
pressure decreases the dissolved oxygen concentration falls thus 
reducing the rate) a second order dependence of the rate on oxygen was 
found. This experimental result is significant for two reasons; 
firstly, it shows quite clearly that a transition occurs, not due to 
kinetics (experiments conducted at pH's just above or below this do not 
share this property), but to the experimental method. Not only are the 
arguments of Section 4.2 proven, but also the surface renewal rate to 
kinetic control transition point has been pinned. Secondly, the 
previously predicted second order dependence of the rate on oxygen 
concentration was actually measured. At higher pH's than this, it is 
expected that only second order kinetics will be found. Figures 4.21 
and 4.22 show the results obtained for experiments conducted at pH's of 
10.75 and 11.0 respectively. Both plots predict a second order 
dependence of the rate on oxygen concentration.
The only literature result found at high pH's and partial pressures 
was that of Sawicki and Barron (S10). They found no change in the 
second order dependency of the rate of oxygen even though their 
experiments bridged the normal transition point. Their experiments were 
conducted at a pH of ten.
The affect of the cobalt catalyst concentration on the rate of 
reaction was measured at high pH's (see Table 4-3); as was predicted, a 
first order dependence resulted.
Lo
g 
(K
Temperature = 17.2  C
- 3 . 6 4 0 - ,
P o s s i b l y  S u r f a c e  
r e n e w a l  r a t e  C o n t r o l l e d- 3 . 6 6 0 -
P r e d i c t s  n =  0 . 6 2S e c o n d  O r d e r .  k i n e t i c / - c o n t r o l  
P r e d i c t s  n  =  2 . 1 7 , / '- 3 . 6 8 0 -
- 3 . 7 0 0 -
- 3 . 7 6 0
1 . 3 0 0  1 . 3 5 0  1 . 4 0 0  1 . 4 5 0  1 . 5 0 0  1 . 5 5 0  1 . 6 0 0  1 . 6 5 0  1 . 7 0 0  1 . 7 5 0
L 0 G (  PQ )
S h o w s  c h a n g e  o v e r  i n  c o n t r o l l i n g  m e c h a n i s m ,  f r o m  s u r f a c e  r e n e w a l  t o  k i n e t i c  
Oxygen  o rd er  at  pH =  1 0 . 5 ,  F igure  4 . 2 0
238
Lo
g 
(K
Temperature = 19.1 C- 3 . 6 5 0 - 1
- 3 . 7 0 0 -
- 3 . 7 5 0 -
LINE FIT
Y = 0 . 4 2 8 1 6 X - 4 . 4 4 7 9
DATA- 3 . 8 5 0 -
P r e d i c t s  n =  1 . 8 6 ,
- 3 . 9 0 0 -
S e c o n d  O rd e r ,  k i n e t i c  c o n t r o l l e d
- 3 . 9 5 0
1 . 3 0 0  1 . 3 5 0  1 . 4 0 0  1 . 4 5 0  1 . 5 0 0  1 . 5 5 0  1 . 6 0 0  1 . 6 5 0  1 . 7 0 0  1 . 7 5 0  1 . 8 0 0
LOG( PQ )
O x y g en  o r d e r  at  pH =  1 0 . 7 5 ,  F igure  4 . 2 1
2
3
9
Lo
g 
(K
Temperature = 25  C- 3 . 7 4 0 - 1
- 3 . 7 6 0 -
- 3 . 7 8 0 -
—  LINE FIT
Y = 0 . 4 5 1 0 4 X - 4 . 5 5 7 2
- 3 . 8 2 0 - ■  DATA
- 3 . 8 4 0 -
P r e d i c t s  n =
- 3 . 8 6 0 -
S e c o n d  o r d e r
- 3 . 8 8 0
1 . 5 4 0  1 . 5 8 0  1 . 6 2 0  1 . 6 6 0  1 . 7 0 0  1 . 7 4 0  1 . 7 8 0
L 0 G (  PQ )
O x y g en  o rd er  a t  pH =  1 1 . 0 ,  Figure  4 . 2 2
240
241
For the high partial pressure case the results can be summarized:
Low pH: High pH:
R =
k4* k2 C°2+ kl°2
ka(k9 + k14 H >
k4 k /  CO2* ( k ^ ) 2 H* 
K3 k 2 (k9 + ku  H+ )2
(4.4-37a) (4.4-37b)
4.4.8 Conclusions
Mechanistic models for the heterogeneous reaction of sodium 
sulphite at both low and high partial pressures of oxygen have been 
derived and compared with experiment. The derived low partial pressure 
mechanistic model has excellent agreement with the literature, 
predicting the correct dependencies of the rate on oxygen, sulphite and 
catalyst concentration, as well as forecasting the effect of pH. The 
mechanistic model for the higher partial pressure of oxygen behaves 
exactly as for the lower partial pressure case, except at low pH's where 
the rate determining step becomes pseudo first order. This has been 
verified by experiment. Table 4.4-4 and Figure 4.23 summarize the 
overall results.
Finally, the suggested mechanism for the LPPO case is believed to 
be well justified. It is founded on the proposals of Bub (B12) and 
supported by the findings of Hayon et al. (H10) and Sawicki and Barron 
(S30). The higher partial pressure mechanism is also believed to be 
sound, not only because correct dependencies were determined and the 
prediction of a switch to a second order oxygen dependency at high pH's 
was observed, but mainly because it has the same chemistry as the low 
pressure case. This latter point follows the common sense hypothesis,
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Table 4.4-4
Reaction
Conditions
Homogeneous Heterogeneous 
low pp Oxygen
Heterogeneous 
high pp Oxygen
Order in .. low pH high pH low pH high pH low pH high pH
Sulphite 1.5 1.5 0 0 0 0
Oxygen 0 0 2 2 1 2
Catalyst 0.5 0.5 1 1 1 1
Notes
Possible change 
in catalyst 
dependency at 
low conc. of 
catalyst (B12). 
Model presented 
which agrees 
with the above.
Model presented 
which agrees 
with the above 
and predicts 
rate-pH profiles 
exactly as the 
literature.
Model presented 
which agrees 
with the above 
and fits with 
pH work
presented here. 
Experimental 
work verifies 
order change 
in oxygen.
that with so many similarities between the two reactions; it would be 
preposterous to propose a completely different mechanism. Thus, the 
above approach allows the considerable weight of support formed for the 
LPPO case to be equally applicable to the HPPO case.
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Initiation
SO,2' «■ Co3* :■"> -SO ' . Co2* (4.4-2) H50 * • Co2f r « >  CO3* * .S04' ♦ OH' SO.,2' . SOj2^ — > 250^' (4.4-11)
3 0 5 9
<4.4-7) _
Propagation * 2 -  - HS°S + S°3 i«”"> HS°4 * S°4
• S03“ + 02 £--> *S0S* (4.4-3) H ♦ S03 £--> HS03 (4.4-8) 10 (4.4-12)
Termination
•SO " * SO,2' c— > SO,2' * .so,' (4.4-4) H S O • «SO ' -j--> HSO * SO _ 2_
2 3 3 5 k, 4 ^ 4 ^ ^  j;-->S2062 (4.4-13,
SO.2' + H* -— > HSO." (4.4-S) , I . 2-
5 <--- 5 ^  , so32 .--> S042 * .S03 «S04 . .S04 j--> S20a (4.4-14)
3 8 (4.4-10)
HSO.' + SO,2" r— > 2«S0 ' ♦ HO,' (4.4-6) *S05 + 'SOj- jj— > S201Q2 (4.4-15)
b______ b 4 4 J   General Model_ 13_____________________
Defining, XI = «S03' X2 = «S0 5' X3 « «S04' ka = k,, =■ k,2 = k,3 and, k ^  » •'iSOj'
A steady state approximation on the radicals yields:
dXl/dt = 0 « k0 'Co3* - k,02Xl * k2 'X2 * kg 'X3 * k7 'X2 (|g) - kaXl (XI + X2) (4.4-16)
dX2/dt * 0 = k302Xl - k2 'X2 - 1^X2 (£g) - kaX2(Xl * X2) . (4.4-17)
dX3/dt = 0 = k,Co2* (|j) ;S052')2 ♦ ksCo2*HS05' - kg'X3 (4.4-18)
(4.4-16) is added to (4.4-17), with (4.4-18) providing the substitution for X3, yielding:
(4.4-19) where: Yc = (k0 'Co2*/ka ♦ V  (SO,.2')2 JJ—  ♦ k ^ S O , . 2'
1.0 . *■ k ♦ k ' (JT) W k Y
1 2  2 7 K6 a c (4.4-20)
A steady state approximation on the peroxanion SO,.2 , produces:
0 = k 'X2 - k C o 2+ (|t) ( S O 2')2 - S052~(kg ' + ku H+), "h0™  *14 = <k5Co2+ + kg' )/K3 (4.4-22)
HOMOGENEOUS
At homogeneous conditions due to the high dissolved 
oxgyen concentration k^O^ > k2S032 . Thus Equation 
(4.4-19) reduces to:
X2 3 Y_ (4.4-25)
As discussed, it is unnecessary to include the »S04 
radical reactions, thus X3 3 0. Considering (4.4-18) and 
(4.4-20) this requires:
f ^0'Co  ^1
Yc !’ X 2 “ [ \ -----) (4*4‘26)
At low pH's assuming (4.4-9) is rate determining:
R - k,S0,2' (j t ) X2
Thus:
h - L  ,110,4 /cn 2-.3/2
(4.4-24a)
(4.4-27a)
At high pH's assuming (4.4-4) is rate determining:
(4.4-24b)R - k2S032' X2
Thus:
R - k2 (jp)* (Co2*)1 (S032“ )3/2 (4.4-27b)
HETEROGENEOUS
For the higher radical concentrations encountered 
here, the termination reactions becomes important. Also, 
in order to maintain an oxygen dependence in Equation 
(4.4-1 
thus:
Jcl°2
X2 3 **r (4.4-28)
Substituting Equation (4.4-28) in Equation (4.4.-22) 
yields:
k,' (k.O )
  ----  (4.4-29)(SO,2'l
Using the above, with the intent of letting step (4.4-6) be 
rate determining yields:
k4 k;2 Co2* (ki° 2 )2
H
(4.4-30)
For the higher partial pressure case, it is argued that the 
same mechanism is responsible, except at low pH'a where it 
is hypothesized that the high (HSO,.'] concentration causes 
the rate to be psuedo first order in oxygen, thus:
2 *
(4.4-33)
ka <*9 * « )
At higher pH's the mechanism rovents back to a second order 
dependency i.e. Equation (4.4-30), (Experiments have 
confirmed this).
1
5.0 MASS TRANSFER
5.1 Model Development
In Section 2.4 of the literature review it was noted that several
methods for determining k a are available. The batch transient
Li
technique assumes that there exists a well mixed liquid phase, which as 
Deckwer et al. (Dl) noted is an unlikely scenario, especially for small 
diameter columns. Mass transfer data determined from the batch 
technique will, therefore, be inaccurate. On the other hand, assuming 
bubble columns act as tubes with plug flow of the phases is also a 
simplification. The flow pattern in bubble columns is more likely to 
lie somewhere between these extreme cases (D2).
For the column used in this work, the determination of k^a is based 
upon concentration profiles measured with cocurrent flow along the 
column, and is evaluated by means of an axial dispersion model. The 
experimental technique requires deoxygenated liquid to be injected into 
the column base. The rising liquid, which is aerated via gas injection, 
attains a steady concentration profile. The determination of the liquid 
phase mass transfer coefficient requires adjustment of the analytically 
produced model profile to the experimentally obtained one. This 
technique thus makes use of an optimization procedure. The model used 
in this work, which is based on the axial dispersion model, is discussed 
next.
The approach of Deckwer et al. (D2) was to fit the measured 
dissolved oxygen concentration profile to that obtained from the 
following balance:
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E_(l - e)C" - U TC' + k a (C* - C) = 0 (5.1-1)
1j oL li
where C 11 and C' represent the second and first derivatives of
concentration with distance. The variable U represents the
*
superficial liquid velocity and C , the saturation concentration, is a 
function of depth, z. The approach of Deckwer appears inadmissible 
because, experimentally, two distinct regions have been observed: a
well mixed (CSTR) zone just above the sparger which gives way to a plug 
flow regime some 40 cm above the sparger. Barbe (B3) confirmed the 
existence of two distinct regions (also noted to exist by others, R2, K5 
and D9) by measuring the height of the CSTR zone.
In the following new analysis both regions are considered, with the 
well mixed region analyzed first. Writing a mass balance for this 
region yields:
UoIA (CQ - C(0)) - AJ(0) - kja* (C^* - C(0)) Vfc = 0 (5.1-2)
where J(0) represents the flux entering the plug flow region:
_ Jn
J(0) = E_(1 - e) . (5.1-3)' L' ' dz1z=0 ' '
*
The variable V is the volume of the CSTR region (V = H A) with k a 
L  t  t  L i
representing the mass transfer coefficient in this zone. In this 
Chapter the superscript * is used to denote the small well mixed 
entrance region. The vertical distance z applies to the plug flow 
region. It, therefore, takes a value of zero at the top of the CSTR 
zone, some H^_ above the sparger. The variable C(0) is the concentration 
leaving the CSTR region which by definition is the concentration within 
the zone. The liquid concentration entering the column is given the
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symbol C , and is usually zero; whilst , the average saturation 
concentration within the CSTR region, is measured at a depth of H^/2 + 
L, where L is the height of expanded liquid above the CSTR section 
(total liquid depth is H + L). Applying these definitions allows 
Equation 5.1-3 to be rewritten:
UoL <C(0> - Co> - EL (1 - £> flz-0 ' V '  “C  -
To maintain continuity between the two regions, this equation for 
the CSTR zone must also form the boundary condition for the plug flow 
section. The plug flow region, which takes up the rest of the column, 
.is modelled with the following mass balance:
V 1 - e> 7 § - uoL i  + V  <c* - c> ' 0 <5-1- 5)dz
In addition to the boundary condition given by Equation 5.1-4 is the 
zero flux condition at the column top, this is expressed
f U  * 0 i 5-1- 6*
In the present model, account is taken for the variation of solubility
*
with hydrostatic head. The saturation concentration, C , varies with
it
distance z as is shown in Equation 5.1-7. The constant C in the 
following represents the saturation concentration at the start of the
it
plug flow region (z = 0). It is noted that C^ , the saturation
it
concentration in the CSTR region, is greater than C .
c. . C)* . „.a U L z.s)z (S.i-7)
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* ap + p g(! - e)L
where C, = -------   (5.1-8)t He ' '
In the above He is the Henry's coefficient and is the atmospheric 
pressure. In order to simplify the analysis Equation 5.1-5 is now 
rewritten in dimensionless form.
= (5.1-9)
d C
Likewise, the boundary conditions are rewritten.
1 + Q ffIc=0 = (St* + 1} '|J(0) + N* (5.1-10)
= 0 (5.1-11)
dC1 C=
M l
The above equations make use of the following dimensionless groups: 
*
“l* HtSt* = 1 (S.1-12)
oL
zk a
C = U  (5.1-13)
oL
k a L
CL = -0—  (5.1-14)
oL
E (1 - e) k a
n = ------- 5-----  (5.1-15)
u _oL
P g(l - e) U
N = ----------    (5.1-16)
He (Ct - Co )
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* it
N = St
c, - c
and
C. - Ct o
(5.1-17)
(5.1-18)
The solution of Equation 5.1-9 makes use of the method of 
undetermined coefficients and can be written:
ip = A 1 exp(r1C) + B1 exp(r2C) + N(C - 1) (5.1-19)
where = 1 + J 1 + 4Q 20
(5.1-20)
r2 2S2
(5.1-21)
By application of the boundary conditions (Equations 5.1-10 and 5.1-11), 
the following solution is obtained for the constants A^ and B^.
N - 1 - N
, O r  - S t - 1 .
St + 1 + 0 -     J exp(-r2CL)
A, =
- it r ri i
1 - exp((r1 - r2 )CL) - (st + 1) 1 - -  exp((r1 - r2 )CL )
(5.1-22)
N - 1 - N St + 1 + 0 exp(-r1CL)
B,
J2r2 1 - exp((r2 - r ^ ) * r  r 2- (St +1) 1^ - —  exp((r2 - r1)C;L)
(5.1-23)
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This result represents the final model solution. It can, however
be simplified given the expected range of experimental parameters. The
dimensionless parameter Q is expected to be small in magnitude, which
implies that:
exp(-r1CL) ~ 0 (5.1-24)
Substituting this approximation into the solution above allows the
following simplified result to be written:
exp(r1(C - CL))
=  ------------------------
rl *
—  (St + 1) - Qr
2
exp(r C)[N* - 1 - N(St* + 1 + fi)]
+ ------     + N(5 _ 1} (5.1-25)
nr2 - (St + 1)
The first term in the above is only significant when C tends to Q ,Lj
otherwise this term can also be omitted (see Equation 5.1-24) to yield:
■ff -ft
exp(r C)[N - 1 - N(St + 1 + £2)1
y = -----£----------- ;---------------  + N(C - 1) (5.1-26)
0 r - (St + 1)
This compact form of the solution has proven very useful in 
predicting concentration profiles for the range of parameters 
encountered in this work. A Fortran program was written (Appendix C) 
that used either the simplified form or, when appropriate, the complete 
solution (Equation 5.1-19). The complete solution was written into the 
program so that the model could predict the effect of large dispersion
i
* * N/C!r+'M
exp(r L  ) [N - 1 - N(St + 1 + J2)] + N£2 - — LL
2 L r2
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coefficients. The aim of Section 5.3 is to use this model to estimate 
the parameters, given an experimental profile. Before proceeding with 
this aspect of the research, the effect of each parameter on the model 
profile is considered. The following table lists the parameters used 
and their respective values.
Table 5.1-1
Expected Range of Parameters in Mass Transfer Model
0.5 < U _ <2.4 cm/s 
oL
(limits of apparatus)
0.5 < U < 4  cm/s 
og
(limits of apparatus)
30 < H < 50 cm (results of Barbe, B3)
0 < E < 100 cm^/s
Li
(results of Barbe, B3)
0.02 s”1 ~ k a (for water, preliminary result and from VI)
-1 * 
0 .1 s ~ k a Li
(for water, preliminary result and from P2)
it
In Figures 5.1 and 5.2 are shown the effects of ft and St ,
respectively, on the dimensionless concentration, The dimensionless
2
parameter ft = (E (1 - e)k a/U ) has little effect on the model
L  L  O L
solution for values of ft less than one; this corresponds to a dispersion
2
coefficient of approximately 100 cm /s. Figure 5.2 demonstrates the
effect of Stanton number in the CSTR zone. Increasing this can be
thought of as increasing the CSTR mass transfer coefficient.
Figures 5.3-5.5 are presented in dimensionless form so that a more
direct comparison can be made with the raw experimental results. The
most important parameter in this work is k a, the liquid mass transfer
Li
coefficient for the majority of the column. The predicted effect of k a
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on the oxygen concentration profile is shown in Figure 5.3. The height 
of the well mixed CSTR region is another important parameter and its 
predicted effect is shown in Figure 5.4. This figure may explain why 
traditionally, larger columns have been treated as well mixed; if, as is 
believed (Barbe, B3), H^ _ increases with column diameter then the trend 
of a flatter profile with increasing would also be true for
increasing column diameter.
Finally, Figure 5.5 demonstrates the insensitivity of the model 
solution to the dispersion coefficient, E . This figure is the
.U
dimensional equivalent to Figure 5.1. Deckwer et al. (Dl) also noted
that the optimized k a value was insensitive to variation in E . InL L
fact their attempts to determine E from the optimization routine
Li
produced scattered results. The findings of Rice and Littlefield (R2)
and Barbe (B3) suggest that the dispersion coefficient for this work
2
should be of order 10 cm /s. Even if this value were wrong by an order 
of magnitude, the predictions of this model (Figure 5.5) and the 
experiences of Deckwer et al. would still suggest that determining E
L
from the optimization routine would be difficult. It is because of this 
reasoning that the dispersion coefficient was independently measured.
5.2 Determination of Axial Dispersion Coefficient
The colorful acid-base moving boundary method was used to determine 
the axial dispersion coefficient. The experimental technique and method 
of analysis used are exactly the same as those of Barbe (B3). The only 
difference between this work and his are the solutions tested. Barbe 
(B3) limited his research to water, whilst CMC solutions are used here.
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The basis for the batch acid-base technique is to set up two 
separated regions driven by the concentration gradient of Fickian-like 
character. The measurement of the movement of the boundary can then be 
related to the effective dispersion coefficient.
Baird et al. (B4) were perhaps the first to use the acid-base 
technique for dispersion measurement, although their solution of the 
Fickian equations differs slightly from that of Rice and Littlefield 
(R2) who gave the following result:
C . f "bL ]
UAo { (1 - e)EL J
z E t z2n 1 L n n
L + 3 +  L2 2L 2
2 - cos <nnrzn/L)
—  )     exp( -m it ELtn/L )
11 m=l
(5.2-1)
where E is the Fickian-zone axial dispersion coefficient and L is the L
zone's height. The determination of (2n» Posi-t;*-on-time
movement of the LON (line of neutralization), will be discussed next.
The experimental method requires that the column be filled with
dilute acid and then sparged to ensure uniform concentration. Strong
alkali is then pumped into the column (N represents the flux) which
13
reacts with the acid and indicator to produce a color change. The array
[zn, t ] is determined from a VHS recording of this LON. Two parameters
are needed to fit the model represented by Equation 5.2-1 to the LON
data: E and H , the latter being the height of the well mixed entrance
Li L
region. Barbe (B3) developed an explicit parameter estimation routine 
to calculate the global best fit for the key parameters given above.
259
Several examples of the actual and theoretical LON are given 
(Figures 5.6 - 5.8), demonstrating the application of the parameter 
estimation routine. The coordinates (z1, t 1) represent the predicted 
beginning of the Fickian-like behavior. The parameters E and H were
li t
determined for four different solution viscosities (water, 12 cp, 25 cp,
and 50 cp CMC) and at various superficial gas velocities. The
requirement of "bubbly flow" set the upper limit on this latter
quantity. The results for all the conditions are given in Table 5.2-1.
The determined values of E and H are also reported in Figures 5.9
Ll L.
and 5.10, respectively. It is interesting to note that E does not seemLi
to be a function of superficial gas velocity, a finding corroborated by
Barbe (B3). An increase in viscosity causes E to increase; this is
Li
opposite to the trend reported in the bulk of the literature (Section 
2.4.5). This may be because the results given here are for bubbly flow, 
where as most of the literature is not. Deckwer et al. (Dl) did, 
however, note that dispersion increased with increasing CMC concentra­
tion. They offered no satisfactory explanation as to why this trend was 
so, but their findings are in agreement with those given here.
In contrast to Barbe's results is the behavior of the entrance 
length scale, H^_ (see Figure 5.10). This parameter was found to 
decrease with superficial gas velocity, a trend which was also 
documented by Devanathan et al. (D9). In fact, they reported the 
complete disappearance of the "entrance zone" for higher superficial gas 
velocities.
In defense of Barbe's (B3) claim that the entrance length be taken 
to be constant, it is clear that the variance in entrance length with 
respect to gas velocity increases with viscosity. To make this point
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Table 5.2-1: Dispersion Results
Solution Uog
E
Base
Rate
ral/min
T , time to 
n
Neutralizat ion, 
s
*
t , secs 
n
H^ _, cm
2 ,
E , cm /s 
L
Notes
Water 0.4 0.13 31.0 1715 74.5 60.2 1.9 p2/62; c,g,h.
(see also 1.0 0.036 32.5 1582 51.9 44.1 2.5 p2/61; c,g,h.
Barbe, B3) 1.5 0.061 28.4 1815 33.6 24.0 2.9 p2/60; c,g,h.
12 cp CMC 0.4 0.0137 30.8 1495 49.9 50.0 2.4 p3/5; d,g,h.
0.4 0.014 28.1 920 96.9 90.0 2.3 p3/6; d,g,h.
1.0 0.0395 25.8 1630 38.8 32.6 2.5 p3/4; d,g,h.
1.0 0.0407 27.6 1576 33.9 30.4 2.5 p3/7; d,g,h.
1.5 0.0694 26.3 1538 21.6 17.7 3.0 p3/8; d,g,h.
1.5 0.068 29.6 1605 25.2 24.7 2.7 p3/8; d,g,h.
25 cp CMC 0.8 0.039 26.5 1001 71.8 72.2 2.8 p2/146; e,g,h.
0.8 0.0373 28.8 970 66.1 72.6 2.8 p2/147; e,g,h.
1.5 0.093 21.15 1160 30.9 22.1 5.5 p2/144; e,g,h.
1.5 0.097 28.1 1075 31.7 34.0 4.5 p2/145; e,g,h.
2.0 0.137 28.0 1315 11.8 11.8 4.1 p2/148; e,g,h.
2.2 G. 15 27.8 1600 1.7 0 4.6 p2/149; c,g,h.
2.5 0.176 28.0 1585 0 0 4.5 p2/150; c,g,h.
50 cp CMC 0.4 0.022 35.6 537 69.7 77.0 8.0 p2/120; b,f,h.
0.4 0.0225 33.2 543 57.8 70.0 8.5 p2/123; d,f,h.
0.7 0.042 31.2 600 74.7 74.0 7.4 p2/121; b,f,h.
0.7 0.048 32.0 675 51.7 54.4 8.2 p2/125; d,f,h.
1.0 0.0613 30.9 731 39.7 41.0 7.7 p2/114; a,f,h.
1.0 0.0634 32.7 763 37.5 36.4 7.8 p2/118; a,f,h.
1.5 0.0927 31.3 792 32.7 35.1 7.3 p2/115; a,f,h.
1.5 0.0932 28.9 880 36.8 33.0 7.0 p2/119; b,f,h.
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Notes for Table 5.2-1
a, acid concentration = 0.0156 m (cAq)
b, acid concentration = 0.0169 m
c, acid concentration = 0.02 m
d, acid concentration = 0.0159 m
e, acid concentration = 0.0141 m
f, acid concentration = 5.09 m
g, acid concentration = 4.88 m
h, 0.01% MeOH containing 2g/100 cc of phenolphthalein
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clear, a comparison of the overall dispersion coefficient is shown in 
Figure 5.11.
The overall dispersion coefficient (Dq ) is based upon the total
time to neutralize the column contents (T^). For long periods of time, 
2
because ETt /L > 0.3, the series terms in Equation 5.2-1 can be
L n
ignored, thus
6(1 - e)
D -----------------
° N T
b xn _
(1 - e)L Ao
The overall dispersion coefficient represents a weighted average of
the Fickian and well mixed regions. It will, therefore remain constant
if both Et and H, remain unchanged. In Figure 5.9, ET is shown to be 
L t Li
constant, thus the trend in Dq is caused by the decreasing nature of 
with superficial gas velocity.
The aim of this section was the determination of E and H for use
Li L
in the mass transfer model. Although this has been achieved, the 
section would not be complete without comment on the observed trends of 
E with respect to viscosity and velocity. The following is rather
Li
speculative.
The dispersion of a tracer in a bubble column is a function of two 
separate transport phenomena: the axial transport rate, which must
surely depend on the axial liquid velocity, and the radial transport 
rate. The two oppose each other, in that dispersion will increase with 
axial velocity, whilst an increase in radial mixing will spread the
t
6Tn
(5.2-2)
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tracer out, thus reducing axial dispersion (similar to the Taylor 
model). Analytically, these thoughts may be expressed:
El « Uc(0) Si.D (5.2-3)
where Uc(0 ), the liquid centerline velocity, represents the contribution 
of axial mixing. The parameter 2,D , which has units of length, reflects 
eddy mixing length (both radially and axially). The form of Equation
5.2-3 has been suggested by others (J3, SI), in fact it has been used 
with some success for predicting industrial dispersion coefficients (SI, 
note 2,^ was set equal to the column diameter). Moreover, based upon the 
dependencies given in Chapter 6 , Equation 5.2-3 predicts an exponent for 
superficial gas velocity, in the range 0.25 - 0.5; which is close to the 
accepted value of 1/3 (B2).
If we consider 2.Q to be an eddy size, then according to Equation
5.2-3, E will increase as the eddy gets larger. This is in agreementLi
with known theory which states that as eddy size increases, radial 
mixing decreases (the smaller the eddy the greater the mixing, see 
Chapter 6 ). This "radial" length scale could be set equal to the column
3
diameter, in which case the dispersion coefficient would be of order 10 
2
cm /s and would have no viscosity dependence. The literature is, in 
fact, replete with correlations adhering to these predictions (C4, C5). 
In addition to the column diameter, 2.^  could also be proportional to 
bubble size, d (see Section 6.1, R2) or set equal to the diffusive 
value: 2,^  ~ ( pm being the energy dissipated per unit mass
(UQg g, B2) it is, therefore proposed that:
2,d = Max(d, 2-d) (5.2-4)
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In order to test the viscosity dependence, we note that Uc(0) does
not depend greatly on velocity (see Chapter 6 ), nor does (Figure
5.9). Defining the average dispersion coefficient for each viscosity as
E and considering only those terms in Equation 5.2-3 that depend_on 
L
viscosity, we can write:
E^ “ Max (d, 2,^ ) (5.2-5)
or
Et = f (d, y0'75] (5.2-6)
.Li n
This dependence is tested, somewhat successfully in Figure 5.12. 
In Figure 5.13 the predictions of Equation 5.2-3 are examined in full. 
It would seem as if this simple model does a good job of predicting E
Li
for the range of viscosity and velocities studied.
The premise used above is that axial and radial eddies depend upon 
different length scales. This concept has been mentioned elsewhere 
(L13, L14, see Section 6.2). The interaction between these interesting 
findings and the fluid mechanics of Chapter 6 still needs to be examined 
in order to make a theoretical prediction of axial dispersion.
5.3 Experimental Determination of k^a
The determination of the mass transfer coefficient k^a is based 
upon oxygen concentration profiles measured at cocurrent flow. 
However, successful evaluation of these liquid concentration profiles 
will only occur if the concentration gradient in the column is large 
(S7). This was achieved by using moderate gas velocities and fairly 
high liquid flow rates. This restriction is necessary because as the 
driving force for mass transfer decreases (the liquid approaches
7 -
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saturation), then small measurement errors transpose into large k^a 
inaccuracies. In this work profiles were measured for various 
superficial gas velocities and for four different viscosities: water,
12, 25 and 50 cp CMC. _
The experimental method made use of a liquid inventory of 
approximately 350 liters, which was stored in a header tank some 7 m 
above the bubble column. This design allowed de-oxygenated liquid to be 
gravity fed to the column at a steady rate. Prior to experimentation 
the liquid was continuously circulated and sparged with nitrogen until 
the liquid was oxygen free. For the initial few minutes of the 
experiment the column was sparged, but had no liquid flow. This allowed 
the dissolved oxygen meter to be calibrated at the saturation point. 
After which, the liquid was set to the desired flow rate and the oxygen 
concentration was measured at several locations. This was facilitated 
with use of several ports (for exact position see Table 5.3-1) connected 
via a manifold to a single dissolved oxygen meter. After passing 
through the column the oxygenated liquid was stored (for future use) in 
a second tank.
The results for all the runs are given in Table 5.3-1. As
mentioned the range within which U _ and U could be varied was limitedoL og
by the nature of the experiment and in addition by equipment 
restrictions. For instance, the maximum liquid velocity the column 
could withstand was 2.4 cm/s, at this rate water would saturate if the 
superficial gas velocity was; greater than 2.0 cm/s.
Table 5.3-1: Mass Transfer Results
Solution
Uog
cm/s
UoL
m/s
-4
e C(x), Dissolved Oxygen Concentration x 10 mols/liter,
(Section x is Distances Above Sparger, cm
3.7) o C(33) C(60) (C8 8) C(116) C(144) C(173) C(200)
Water
12 cp CMC
0.23 1.8 0.005 0 3.9 4.9 6.3 6.8 7.2 7.7 8.1
0.23 2.4 0.005 0 1.6 2.6 3.3 3.9 4.4 4.6 5.0
0.50 2.4 0.02 0 4.5 6.1 7.0 8.2 8.7 9.1 9.4
0.50 1.8 0.02 0 7.7 9.0 9.6 10.1 10.7 11.2 11.5
1.50 2.0 0.06 1.5 9.5 10.4 10.9 11.2 11.7 11.8 12.0
1.50 2.4 0.06 0 8.9 10.0 10.7 11.5 11.9 12.0 12.3
2.0 2.4 0.086 0 10.7 11.0 11.3 11.6 21.8 11.8 12.3
2.2 2.4 Liquid Saturates in Column at Maximum UoL
0.4 1.5 0.013 0.11 5.5 5.9 6.2 7.5 8.0 8.5 9.4
0.4 1.5 0.013 0.12 5.6 6.1 7.1 8.0 8.6 8.9 9.1
0.4 1.5 0.013 0.05 5.4 5.9 6.4 7.9 8.8 9.4 9.5
1.0 1.5 0.04 0.11 7.7 8.3 9.2 10.1 10.5 10.8 10.8
1.0 1.5 0.04 0.13 7.9 9.0 9.2 9.8 10.1 10.4 10.8
1.0 1.5 0.04 0.16 8.1 9.2 9.5 9.7 10.1 10.6 10.6
1.5 1.5 0.065 0.13 9.6 10.6 11.0 11.2 11.4 11.9 12.2
1.5 1.5 0.065 0.14 9.5 10.2 10.8 11.1 11.4 11.7 11.9
1.5 1.5 0.065 0.12 9.0 9.7 10.6 10.8 11.1 11.3 11.4
Table 5.3-1: Mass Transfer Results (Continued)
Solution
Uog
cm/s
UoL
m/s
- 4
e C(x), Dissolved Oxygen Concentration x 10 mols/liter,
(Section x is Distances Above Sparger, cm
3.7) o C(33) C(60) (C8 8) C(116) C(144) C(173) C(200)
25 cp CMC
50 cp CMC
0.8 1.31 0.059 0 7.5 8.6 9.3 9.8 10.3 10.6 11.1
0.8 1.35 0.059 0.09 8.0 8.9 9.3 10.1 10.5 11.0 11.5
1.5 2.4 0.09 0.29 8.4 8.8 9.2 9.7 10.1 10.6 10.9
1.5 1.67 0.09 0.17 8.4 9.1 9.6 10.0 10.4 11.0 11.5
2.0 2.32 0.154 0 9.1 10.1 10.7 11.0 11.1 11.3 11.4
2.25 2.32 Saturation of Liquid Even at Max U T
oL
0.4 1.0 0.025 0.29 7.8 8.3 8.9 9.2 9.4 10.1 10.4
0.4 1.0 0.025 0.23 7.7 8.1 8.6 9.0 9.2 9.8 10.1
0.7 1.02 0.052 0.3 8.9 9.3 9.5 9.9 10.4 10.4 10.7
0.7 1.0 0.052 0.27 8.8 9.1 9.3 9.9 10.3 10.5 10.8
0.7 1.0 0.052 0.31 8.8 9.3 9.9 10.1 10.4 10.6 10.8
1.0 1.03 0.072 0.23 9.0 9.4 9.9 10.4 10.5 10.7 10.8
1.0 1.03 0.072 0.22 9.1 9.3 9.7 10.0 10.4 10.5 10.8
1.5 1.0 0.1 0.51 9.9 10.2 10.5 10.7 10.9 11.3 11.6
1.5 1.0 0.1 0.2 9.9 10.3 10.6 10.9 11.0 11.3 11.5
2.0 Transition to Churn Flow
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Parameter Estimation. Four parameters are required to fit the raw 
experimental data (Table 5.3-1) to the axial dispersion model of Section
The effect of the latter term on the predicted oxygen concentration 
profile was shown in Section 5.1 to be small. The dispersion 
coefficient was thus independently measured via the acid-base moving 
boundary technique. The values obtained in that analysis (see Section
5.2) are to be used in this section. The task is reduced to a three 
parameter estimation problem. The first stage in obtaining such is the 
calculation of initial estimates, this was facilitated by use of a low 
dispersion model. In Section 5.2 it was reported that for the column 
used in this work the dispersion coefficient is very small. Assuming a 
negligible contribution of dispersion allows the material balances of 
Section 5.1 to be simplified, for the CSTR region:
The plug flow region mass balance can also be simplified to read:
5.1:
the mass transfer coefficient, k a,
Li
the height of the well mixed region,
the mass transfer coefficient, k^a ,
and the dispersion coefficient, E
cb - C(0)
C(0) - Co
(5.3-1)
(5.3-2)
where
C
P + p g(1 - e)(L- z )
i Cl (5.3-3)He
In Equation (5.3-2) the saturation concentration C is a function of z.
Unfortunately this causes the solution to be a function of z and
exp(-k^az/UQL), which can not easily be solved for k^a. The aim here is
to simply obtain an initial estimate for use in the parameter estimation
★
routine. Thus, in Equation 5.3-2 we replace C with its average value,
-* f c - c ^
C which allows k^a to be determined from a plot of In ----—  j versus
axial position (with data taken only from the upper parts of the 
column).
For the CSTR region it is assumed that the lowest sample point lies
within the zone. Equation 5.3-1 can thus be fitted to this point
*
yielding estimates of H and k a .X. L»
The k a values obtained from the low dispersion assumption areij
derived from several experimental points and should, therefore, be close
*
to the true value. However, the estimates of k a and H are basedL t
solely on one datum point and are thus expected to be inaccurate. A 
second source of initial estimates for the height of the CSTR zone are 
the values determined whilst fitting the dispersion coefficient (Section
5.2).
These initial estimates were then utilized by an explicit parameter
estimation routine which attempted to fit the model profile of Section
5.1 to the experimentally determined one. The error is minimized with
*
respect to the parameters: k^a, k^a and H^. The objective function for 
minimization is given by:
where i represents the sample number number and is the calculated 
model concentration. Powell's Conjugate Direct Method is used to find 
the minimum value of the objective function (see Appendix C). This
corresponds to the best fit mass transfer coefficients and CSTR height. 
These results are given in Table 5.3-2 with Figures 5.14 through 5.16 
demonstrating the application of the explicit procedure.
5.3.1 CSTR Region
The optimized values for the height of the well mixed zone are 
depicted in Figure 5.17. This parameter was also determined from the 
dispersion analysis (Section 5.2). The trend reported there, one of 
decreasing entrance length with superficial gas velocity, is also found 
in the values calculated from the mass transfer analysis as shown in 
Figure 5.17.
it
The mass transfer coefficient in the entrance zone, k^a , behaves 
very differently to the mass transfer coefficient in the rest of the 
column (Table 5.3-1). This is due to the vastly different liquid
conditions that exist in the two regions. In the entrance zone the 
liquid motion is very turbulent whereas, in the upper section, the
liquid is not macro mixed. It is expected that the mass transfer
coefficient in the entrance zone may be modeled by Kolmogoroff' s theory 
of isotropic turbulence. This analysis is presented in the Literature 
review (Section 2.4.2.1), where it was stated that only under conditions 
of high intensity of turbulence will the application of isotropic 
turbulence theory be correct (Kll). This theory cannot, therefore, be 
used to predict mass transfer in the majority of the column, but is 
tested here with the calculated CSTR mass transfer coefficients. The
279
Table 5.3-2
*
Optimized Values for k^a , k^a and
Solution U (cm/s) og e Ht(cm)
. * -1
V  s
. -1 
kLa S -
Water 0.23 0.005 29.0 0.021 0.0058
0.23 0.005 33.0 0.01 0.0046
0.5 0.02 33.0 0.055 0.0095
0.5 0.02 32.0 0.033 0.0109
1.5 0.06 25.3 0.106 0.0097
1.5 0.06 24.0 0.127 0.0162
2.0 0.086 26.8 0.203 0.0089
12 cp CMC 0.4 0.013 71.0 0.012 0.0067
0.4 0.013 40.0 0.021 0.0056
0.4 0.013 66.0 0.013 0.008
1.0 0.04 30.6 0.047 0.0068
1.0 0.04 32.6 0.05 0.0054
1.0 0.04 32.0 0.054 0.005
1.5 0.065 25.0 0.097 0.0072
1.5 0.065 22.0 0.102 0.0069
1.5 0.065 20.0 0.099 0.0063
25 cp CMC 0.8 0.059 33.0 0.039 0.0061
0.8 0.059 62.7 0.027 0.0079
0.8 0.059 34.0 0.042 0.0066
1.5 0.09 26.0 0.099 0.0083
1.5 0.09 22.0 0.081 0.0072
2.0 0.154 15.7 0.216 0.0095
50 cp CMC 0.4 0.025 40.0 0.025 0.0033
0.4 0.025 54.0 0.018 0.0032
0.7 0.052 49.0 0.029 0.0028
0.7 0.052 48.0 0.027 0.0033
0.7 0.052 32.0 0.040 0.0030
1.0 0.072 38.0 0.038 0.0031
1.0 0.072 43.0 0.034 0.0028
1.5 0.1 22.0 0.074 0.0029
1.5 0.1 33.0 0.055 0.0029
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*
optimized values of k a are correlated with the standard form used in 
this dissertation, yielding the following equation (see Figure 5.18).
i * n noo / “1-21 0.21 0.15. „ 1.21 -0.15kTa = 0.082 (cm s cp ) U p (5.3-5)
L og
To this result we apply the correlation determined for the interfacial 
area (Equation 4.3-5 in Section 4.3) to yield an equation for the mass
it
transfer coefficient, k . Note it is assumed that the overall transfer
Li
area is equal to the area in the CSTR region.
* . , . 0.85 -0.85 0.22, „ 0.15 -0.22 ._ , c,kT = 0.1 (cm s cp ) U p (5.3-6)
L ' c  og
or
1 * n / 1-29 -1.07, „ 0.15 -0.22 . _ _k^ = 0.036 (cm s ) U v (5.3-7)
The theoretically determined value, which combines Higbe's 
penetration theorem (Appendix A) with Kolmogoroff1s time scale (Equation 
2.4-20) was determined to be:
it
kL
4D* , u _ g ^ . 2 5
, ( - ? - )  (5-3-8>
or
i * r, nooo / 1 -25 0.25 -0.25k^ ~ 0.0283 (cm s ) UQg v (5.3-9)
The good agreement achieved between the experimental results and 
the isotropic turbulence theory suggests that the well mixed region 
sustains isotropic turbulence and that the application of this theory to 
such cases is justified.
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5.3.2 The Mass Transfer Coefficient, k^a
In Chapters 3 and 4 it was noted that the predictions for bubble 
size and area required consideration of the formation dynamics. 
Furthermore, in Section 5.2 it was reported that two distinct regions 
exist, the larger one being characterized by low dispersion. It is, 
therefore clear that the conditions in this upper zone do not sustain 
isotropic turbulence. In the Literature review it was reported that the 
majority of k^a correlations take the form of the Frossling equation:
Sh = 2.0 + 0.6 Rem Scn (5.3-10)
Combining the calculated values of k^a (correlated in Figure 5.19) with 
the experimentally determined bubble size allows the measured data to be 
expressed in the above form (note, both m and n have been fitted to the 
data):
k a  d2 , U d .0.53 , x0.32
= V ^ 87( ^ - )  ( ^ )
The experimental bubble sizes are shown correlated separately in Figure 
5.20. The agreement between the expected coefficients in the Frossling 
equation (m = 1/2, n = 1/3) and the values determined for this work (m = 
0.53, n = 0.32) is remarkable. It should be noted, however that many 
researchers believe the correct Reynolds number should include the slip 
velocity. A typical literature correlation takes the form:
Sh = a Re,m Scn eP (1.0 < p < 1.6) (5.3-12)m d — — ' '
U d
where Re, = —
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The major difference between this and the result given by this work is
that the above will predict an increase of k^a with superficial gas
velocity; whereas, in this work there was little effect of superficial
gas velocity on mass transfer (Figure 5.19). This latter trend of- a
constant k a with increasing gas velocity has been reported elsewhere 
Li
(Rl, HI).
Comparison with Literature Data. The k^a values obtained here (Table
-2 -1
5.3-2) lie in the range (0.3 - 1.0) x 10 s for superficial gas 
velocities less than 2 cm/s. Perhaps the most reliable source for 
comparison are the works of Deckwer et al. (Dl, D2) in which values and 
trends are reported in agreement with those determined here. Deckwer et 
al. (Dl) did note that Buchholz et al. (B5) found much higher k^a values 
(an order of magnitude) than the ones in their study. Although Deckwer 
could offer no suitable explanation it is possible, given the reported
fc
differences between k a and k a, that the liquid conditions in
li Li
Buchholz's column were more turbulent in nature. In Section 5.2 it was 
reported that the entrance length increases with column diameter, thus 
for small height to diameter ratios the liquid may be well mixed 
throughout, yielding larger mass transfer coefficients.
The mass transfer rate can also be increased via operation in the 
churn-turbulent or slug regime, this would also cause the liquid to be 
more well mixed. Unfortunately operation in such regimes increases 
bubble coalescence and yields much higher dispersion coefficients. It 
is clear, therefore, that the mass transfer coefficients determined here 
will not be as high as those measured under slugging conditions (Al, A2,
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Rl, SI, Y2). Moreover, it is difficult to imagine a scenario of high 
mass transfer with low dispersion.
To conclude, the use of Kolmogoroff's theory of isotropic 
turbulence has been justified, but only under conditions of intense 
mixing. In the majority of the column the mass transfer coefficients 
are considerably lower than for the CSTR region and were successfully 
correlated by an equation of the Frossling type. It is also noted that 
for "well sparged", vertical columns the effect of dispersion on the 
mass transfer coefficient can be neglected. This point can best be 
demonstrated by a comparison of the position at which the column reaches 
the 80% saturation point with and without dispersive effects.
Dispersion ^
Coefficient, E cm /s 
Li
Height at Which 
C/C = 0.8, cm
0 z = 80
10 = 81
50 = 82
In the above the following parameters were used: = 35 cm, UqL = 2.0
-1 * -1 
cm/s, UQg = 1.5 cm/s, k^a = 0.01 s and k^a = 0.1 s
6.0 Liquid Circulation
6.1 Introduction
This chapter is entirely devoted to the theoretical prediction of 
liquid circulation in bubble columns. In Section 6.2 is outlined the 
basic theory, with the following sections used to cover adaptations and 
modifications to that base. In the final section, predictions are made 
for the column used in this work. Successful comparisons are made with 
a variety of experimental data from the literature.
It is strongly believed that liquid circulation holds the key to 
predicting other basic properties. In Chapters 3 and 5, relations were 
reported between gas hold-up and circulation and liquid dispersion and 
circulation, respectively. In addition, mass transfer and mixing 
properties are inextricably linked to the buoyancy induced liquid 
circulation. Up to now, it was not possible to predict, with any degree 
of certainty, the magnitude of liquid circulation, especially with 
highly viscous or Non-Newtonian material (K6 , U3). Moreover, the
modelling of the turbulent processes extant in all bubble columns has 
been somewhat empirical (W10, W9 and Ul), without consideration of 
locally varying turbulence properties, such as Reynolds stresses.
More recently, Clark et al. (C8 ) and Anderson and Rice (A7) have 
effected closure by introducing Prandtl and von Karman turbulent 
stresses, respectively, to solve for local velocity profiles. In the 
present work, these concepts are extended in order to obtain the 
necessary conditions for circulation to occur.
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6.2 Theoretical Development
Figure 6.1 illustrates some of the physical conditions for the
present development. There are several approaches to modelling two
phase flow situations (W5) for tall columns, but the most general
approach is the so-called "separated flow" model, which according to 
Ishii (12), Ishii and Zuber (13) and Rietema (R16), yield the following 
z-directed momentum balances on the continuous and discontinuous (gas) 
phases:
3U
(1-e) p uc j f -  = - V • (1-e) Tc - (1-e) Vp - (1-e) pg + Fg (6.2-1)
3U
e P U, t—  = - V • e T - e7p - e p g - F (6.2-2)g d 3z c c  rg 3 s
where F is the "slip force", or interfacial drag force per unit volume, 
s
and the local voidage is taken to depend only on radial position, so
that e = f(r). Several power law models have been used to describe
locally varying voidage, but the most popular of these (Ul, W10 and Y5)
takes the form, in terms of dimensionless radius (£ = r/R):
e(5) = i t5^ )  (1 - 5m ) (6.2-3)
Ueyama and Miyauchi (Ul) suggest that m takes a value of around 2, but 
for bubbly flow conditions, the perforated plate sparger data of Hills 
(H8 ) given in Figure 6.2 shows that values of m between 5 and 8 also 
give a good fit.
Observations made during the course of this research and those of 
Ulbrecht and Baykara (U2), indicate the existence of a thin downflowing 
layer near (1-2 mm) the wall which is entirely bubble-free, mainly
Schematic showing typical viscous velocity profile, inversion position 
( 6 )  and m a x im u m  downflow velocity position ( X ) ,  Figure 6.1
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because of the restricted degrees of freedom for a bubble of size 2-4 mm 
to exist there. In dimensionless terms, the position of the maximum 
downflowing velocity is denoted by A and the inversion position (the 
demarcation between positive upflow and negative downflow velocity) is 
denoted as 6 .
Thus, two principal zones are proposed, with voidage distributions 
as follows:
m i
E, < A [6.2-4)
e(E) = 0
If the phase densities are essentially constant, the left hand sides of 
Equations (6.2-1) and (6.2-2) are identically zero. Adding the two 
momentum equations, noting << p, yields after integration in the 
region 0 < £ < A:
Tc <5) = [P' ‘ 1] 5 + J e<x >xdx (6.2-5)
o
where the dimensionless axial pressure gradient is defined:
P' = (~ §^)/P9 (6.2-6)
Similarly, for the clear solution in the region A < £ < 1 (where an 
asterisk is used to denote this wall region):
A
Tc* (C) = £_2^  [P' ' 1]5 + J (6.2-7)
o
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since for £ > X:
Z X K
J E(x)xdx = J e(x)xdx + J o *  xdx (6.2-8)
It is clear from Equation (6.2-8) that 
X
e = 2 J e(£) K d Z (6.2-9)
o
Inserting the distributions from Equation (6.2-4) finally yields:
Tc(5) -S-2-8 [ 1 - ( f  )"] ; 5 < *  (6.2-10)
,2 _2
Tc’<5> ■ ( 75 ) ( ) : 5 i X  <6'2"U )
These relations satisfy the required conditions for circulation, viz,
Tc(0) = T,(X) = Tc*(X) = 0.
Since X defines the location of maximum down flow, the following
zero stress requirement can be used to eliminate p 1 following
integration of Equation (6.2-7):
T *(X) = [(p'-l) X + f] = 0 (6 .2-12)
This can only be satisfied if:
X = J e/(l-p') (6.2-13)
In order for circulation to exist, the stress at the wall must 
exert a downward (anti-z) force so that
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T *(1) < 0 (6.2-14)
This implies from Equations (6.2-11) and (6.2-13):
(p'-l) + e < 0 (6.2-15)
hence, it is necessary that the dimensionless pressure gradient is
always less than the mean hydrostatic head:
p' < (1 - e) (6.2-16)
for downflow at the wall to exist. This requirement also ensures in
Equation (6.2-13) that X < 1.
To complete the integration for velocity profiles, the following 
strain models for the core, and wall regions are required:
“ c r  suo > i 2ie )  < 8U= ' i2
F  - W  J * p I T 1 (- W  J = To(5) ; 6 ^ x (6'2-17)K
V  f 3U*_c
R (- d f  ) = Tc*(5) ; 1 - X (6.2-18)
Thus, viscous contributions are included in both, but only the core 
sustains locally varying turbulence of the Prandtl type.
The Prandtl model was originally based on the assumption that 
eddies move about in the fluid in a manner similar to molecules moving 
around in gases. This is a rather poor analogy for single phase
systems, but may be more appropriate in describing the movement of 
eddies generated by the chaotic movement of bubbles. The scale for such 
eddies are expected to lie in the range
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*, < JL(g) < D (6.2-19)
3 1/4
where the lower, or diffusive, limit is L  ~ (v /P ) , P being thed c ' m m
energy dissipation per unit mass, which according to Baird and Rice
(B2) is P ~ U • g, hence 2,, ~ 0.1 mm for water. The upper limit is 
7 m og d
taken to correspond to column diameter (D) which is the largest scale 
for an eddy to exist. In between these scales is the bubble diameter, 
which is small (3-5mm) in the chain bubbling and bubbly flow regimes. 
However, as gas injection increases, the churn-turbulent condition 
arises, and this is followed by the slug flow regime. Transition to the 
latter two states depends on sparger type (especially number of holes, 
see Yoshitome and Shirai, Y6 ) and viscosity, but for water systems, 
slugs begin appearing when superficial gas velocity exceeds 40 mm/sec. 
Under such conditions, the bubble size can be of order column diameter, 
so that eddy scale (in the present model) becomes of this order.
It is also expected that the number population density of bubbles 
should enhance eddy scaling, being larger as bubble concentration (hence 
number of interactions) increases. To account for these local varia­
tions, the following scaling relationship is proposed:
« . ( £ )  =  d - e ( £ ) / e  ( 6 . 2 - 2 0 )
The conditions stated in Equation (6.2-4) will automatically yield the 
common sense result that 2, - 0 when £ > A, so that only viscous flow can 
exist in the narrow region near the wall. Moreover, scaling is such 
that the integral average of 2, is exactly equal to d, hence the 
necessity of placing e in the denominator.
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Inserting the closure relations into Equations (6.2-10) and 
(6.2-11) produces for E, < X:
dU v R c _ c
28,2U)
i . pu) '
V
C
where
P(5>
and for E, > X:
2e 
m X
(6.2-21)
(6.2-22)
(6.2-23)
The latter can be integrated directly using Uc(l) = Of the non-slip 
condition at the wall:
2 -
u *(5) = f g"R ) (C2 - 1 - 2X2 In K ) ; Z >  x (6.2-24)
 ^4 v X ' 
c
It is easy to show in the limit of Equation (6.2-21) using L'Hopital's 
rule that:
dU
lim
Z + X
(6.2-25)
which is required for continuity.
It is theoretically possible to integrate the square root of the 
quartic relationship in Equation (6.2-21) to yield elliptic integrals 
(Anderson and Rice, A7), but the algebra is quite tedious. For the
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present, the solution will be integrated numerically and expressed in 
integral form:
uc(5)
r /v R\- J  (-H
x) fix)
a (*>
dx (6.2-26)
in which Equation (6.2-24) is used, since continuity requires that
U (A) = U (A), hence: 
c c
- " 2 -
v 4 v A ' c
(A - 1 - 2A InA) (6.2-27)
Batch Flow Conservation The requirement of mass conservation for a 
batch system is used to find A for stipulated values of e and m as 
follows. The volumetric upflow rate must equal downflow so that the net 
liquid flow is nil, hence:
(1 - e) Uc £d£ + J ■< (?) ?d£ = 0 (6.2-28)
o A
These can be put in more suitable form using integration by parts, and
it is easy to show
1 f  q  R‘  )  -  f  1 + A4  -  2 A2  )  i f
0 = -I5 [ V J  e  J - jj
dU
d l
(6.2-29
as - | Eu’(X)
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Inserting the gradient dU^/dS from Equation (6.2-21) allows direct 
integration (numerical or analytical) of the batch flow condition. This 
yields an expression to find A for given values of e and m.
Asymptotic Solution for Large Viscosity As molecular viscosity 
increases, the functional part of the argument within the square root 
of Equation (6.2-21) becomes small, hence the square root can be given a 
series representation using the binomial expansion. Taking f(£) to 
represent the functional part such that f(£) < 1 :
This allows Equation (21) to be written in a form suitable for term by 
term integration:
This form is quite useful, since it clearly delineates the primary 
viscous contribution, with the turbulent part as an added perturbation. 
Thus, the viscous part varies 0(e), and the turbulent component varies
increases, since it is known that chaotic behavior increases at large 
voidage.
The pivotal point for integration of the above is the continuity 
condition
1 + j  f(?) - | f(£) + .... (6.2-30)
dU 2 m
(6.2-31)
+ *2 U ) + . . .
c
-2
as 0(e). This sustains the correct behavior pattern as voidage
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UC(A) = Uc*(A) (6.2-32)
*
where Uc (A) is known exactly from Equation (6.2-27). Applying this 
condition to evaluate the constant of integration, and inserting 2,(£) 
from Equation (20), yields after integration:
V£Hyo) z _ J,
,  „ . ,  _  (' ■ f e )  3  • = w  f t )
( M - “
„2 - v 2mA2
c
+ . . .
(6.2-33)
where
q>U) = 1 - [ | ] (6.2-34)
F(cp) = 4 4m <P + 3m+3
3 4m • 3m 2 , 8m2 (m + 3cp) ] / . . _.
<P (3m+3) (2m+3) <P (3m+3) (2m+3) (m+3) / (4m+3)
(6.2-35)
n (01 , 2 2 .  . 2 . . .  2
cv ' ~ 1 [ 2 . A -1-2A lnV) - fgRd') (8 'l (m+2)Z ( , A -1-2A lnA^ - (gRd_l (8 )
4 U+2 ,2 j " E [ x 2) L s J_ (.m+2 . J (. 2) 5  (4m+3) (3m+3) (2m+3) (m+3)
f N "■ V A[gR g] c
c * (6.2-36)
where the last expression describes the central plume, or centerline 
interstitial velocity of liquid.
Inserting the above into the batch flow condition, Equation 
(6.2-29), leads to an implicit expression to compute A:
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n = I aL. i_ { 1 + *4 - 2A2 'j 
8 m+4 ‘ 16 1 x2 J
1 f A2-l-2A2lnA ) 1
‘ 8 { .2 J ' 8+ E x~ / - (m+2 )
_ f 9 R d2  ^ .lm+212 41
I 2 J \ 3 <10> (4m+5)(3m+5)(2m+5)(m+5)
c
+ -2 f g R a2 ) jm±2j f  41 ___________ [m+3]_____________
£ U v 2 J x5 K 2  ’ (5m+5)(4m+5)(3m+5)(2m+5)(m+5) j 
c
(6.2-37)
2 2The dimensionless group (gRd /v ) can be represented as the ratio 
of buoyancy and viscous force, hence it is an Archimedes number:
V  = 9 R d2/Vc2 (6.2-38)
Bubble Size Prediction. It is necessary to know bubble diameter in 
order to compare the present theory with literature data. Unfortunately, 
most researchers have not reported measured bubble sizes. In Section
3.3 analysis is presented for bubble size prediction. Assuming the 
bubble diameter is equal to the formation diameter is only suitable for 
non-coalescing, low-gas injection rates. For most applications 
therefore, it is necessary to know both size and shape of the bubble.
In Equation 6.2-20 the locally varying size 8.(5) was taken to be 
proportional to the spherical bubble formation size. This simplification 
ignores several important characteristics. The most important being 
that the eddy size will be proportional to the deformed bubble's 
breadth. This is because the vortices, formed in the wake of a rising
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bubble, result from boundary-layer separation. If, for instance, the 
bubble takes an ellipsoidal shape, then eddy size will be greater than 
the spherical formation size. For larger bubbles, the pressure 
differential across a rising bubble tends to deform and squash the 
bubble. This enlarges the projected area, thus increasing the drag. 
The overall effect is to limit the rise velocity, so it becomes 
independent of size. In addition, any increase in vortex size (as it 
dissipates) was not considered. This phenomenon is also documented in 
Fan and Tsuchiya (F3), but will not be applied here.
The aspect ratio for a rising, ellipsoidal bubble is defined as the 
ratio of its height (minor axis) to its breadth (major axis): h/b. Fan
and Tsuchiya (F3) review the literature on this subject and the 
following correlation is recommended:
This relationship is presented in Figure 6.3, where it is compared to 
literature data. The Tadaki number is defined as:
The spherical formation size (d) can be found from the theory given in 
Section 3.3, which compared favorably with a variety of measurements. 
For large rising bubbles or droplets (d > 3 mm) deformation is so severe 
that becomes independent of size. In Section 3.4 several equations 
for prediction of bubble rise velocity were recommended. For larger
[0.81 + 0.206 tanh(2[0.8 - log Ta})]
f
Ta > 39.8
Ta < 1
1 < Ta < 39.8
(6.2-39)
Ta = g1//4 (p/a)3/4 d • Ufa (6.2-40)
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bubbles the Equation of Levich (3.4-9) yields a rise velocity of 25.7 
cm/s. This value is applicable for most air-water systems. Thus, 
formation size and rise velocity can be used to calculate the Tadaki 
number, from which the major length scale b can be determined (via 
Equation 6.2-39). In terms of an equivalent sphere diameter d, we have 
simply:
b/d = (h/b)“ 1/3 = f(Ta)-1/3 (6.2-41)
since equation (6.2-39) shows h/b = f(Ta). Thus, when Ta > 40, b ~ 
1.6d. We modify the local turbulence length scale (Equation 6.2-20) by 
replacing d with b, yielding:
2,(5) = b • e(?)/i (6.2-42)
where e(5 ) is the locally varying gas voidage, and e is the average 
voidage. In terms of Tadaki number, this becomes
2,(5) = d • f(Ta)_1/3 • e(5)/e (6.2-43)
-1/3
Thus, the elementary correction is simply (h/b) , which for Ta > 40
implies multiplication by the factor 1.6 .
It is necessary to include an estimation of bubble size and shape, 
since this information is usually absent from the experimental data on 
liquid circulation, and this parameter is vital in the computation of 
Archimedes number.
Comparison with Experiment. The new theory is tested in a detailed 
way by comparison with the widely quoted data published by J.H. Hills 
(H8 ). This paper has qualities quite rare in the two-phase literature,
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since the author gives not only local voidage profiles, but local liquid 
velocity as well (measured using the Pavlov-tube method). Key informa­
tion such as gas flow rate, number and size of sparger holes, and 
average static voidage (manometric measurement) are also given. Its 
completeness perhaps explains why it has become the singularly most 
popular paper as a data base for testing new theories. It is indeed 
remarkable that the bubble column literature is so replete with 
published work which contains missing, vital information. This of 
course makes testing of new theories quite difficult. Moreover, it is 
also clear that much otherwise useful data were taken from columns which 
were not perfectly aligned (e.g. Yang et al., Y5), as evidenced by the 
asymmetry of the profiles presented. Recently, Tinge and Drinkenburg 
(Tl) and Rice and Littlefield (R2) have shown that minuscule levels of 
tilt (< 0.5°) can cause enormous changes in flow patterns.
In preparation for comparison with experimental data, the two forms
of the theory are rearranged to show that a single dimensionless group
2 2arises, viz, e(gRd /v ). To make the exact integral expression, 
Equation (6.2-26), compatible with the asymptotic result in Equation 
(6.2-33), it is necessary to express both in terms of the dimensionless 
ratio Uc(5)/Uc(0). Representing the integral in Equation (6.2-26) as 
I(x), the rearrangement to find Uc(5 )/Uc(0 ) is:
where it should be noted that (X) < 0, i.e. downflowing liquid. Now,
introducing Equation (6.2-27) for (X), Equation (6.2-42) for £(£) and
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Equation (6.2-4) for e(£), and rearranging to define the integral- 
function:
I I(x)dx
[-uc (A)]
x • (p(x)
mA~
(1 + 2A2 InA - A2)
(6.2-45)
where as before (p(x) = 1 - (x/A)m . The curve shown in Figure 6.1 was
4computed from Equation (6.2-44) using: m = 8 , e = 0.01 and = 10 .
The corrective for bubble distortion (ellipsoidal) was not applied in 
this Figure.
Similarly, the asymptotic result is rearranged, Equation (6.2-38), 
which also shows the appearance of the single dimensionless group
(6.2-46)
hence,
u (5) 
uc(°)
2mA v \ j j ' ■ m A /
1 +
1 ( 2   ^A2-l-2A2lnA>\ - , (8 )
4 (m+2 x 2 j  " E Ar (^ 5j
(m+2 )‘
; (4m+3)(3m+3)(2m+3)(m+3)
(6.2-47)
where F(<p) is defined by Equation (6.2-35).
These results suggest comparing experimental data in terms of e N
Ar
for measured or known values of m. As mentioned earlier, the data of
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Hills suggest that m is large (rather flat profile) in the bubbly 
regimes, and upon transition to churn-turbulence, then m gradually takes 
values in the range 2-4. For small column diameters (< 200 mm) in water
4 mm/sec), circulation is expected to disappear. In this lower region, 
the voidage distribution becomes perfectly flat (m-*») and the buoyancy 
driving force, which is the engine for circulation, disappears. The 
current model is applicable even under these circumstances. This is 
easy to see using Equation (6.2-36) and (6.2-52), which shows in the 
limit as m-*», then A-»-l and Uc(0)-H).
At the upper end, in transition through churn turbulence to slug 
flow, the bubble size becomes in the limit equal to column diameter, so 
the current model may still be applicable if d is replaced with column 
diameter, provided that one can carefully pinpoint transition values for 
e, which are strongly tied to column diameter.
To explore the predictions from theory, the following range for e 
is investigated
For the sake of completeness, it is important to put the wall 
velocity, represented by Equation (6.2-24), in proper dimensionless 
form, thus
systems, this transition to churn-slug conditions occurs when U > 40 
mm/sec. At the lower end, in the so-called chain bubbling region (u0g <
1 < e N„ <10 Ar
6
(6.2-48)
U (5) 
uc (°) A
(6.2-49)
J I ( E ) d £ / [ - U c * ( A ) ]
o
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where the integral in the denominator is computed according to Equation 
(6.2-45) with the lower limit set at £ = 0. Similarly, the wall 
velocity for the asymptotic solution, using Equation (6.2-24) divided by 
the approximate centerline velocity (Equation 6.2-36), yields:
2 2 
S ' - 1 - 2A In £
* 4 I 2
U J S )  _ A
1 + ----------------------------------
H
u _ ( ° )  ?  ?  ,
I" i f_iL + A -1-2A lnA'j - [8_] (m+2 )_____________[ 4 U +2 x 2 J " E Artx5j (4m+3)(3m+3)(2m+3)(m+3)
(6.2-50)
Limitations of Theory Inspection of Equations (6.2-44), (6.2-45)
and (6.2-47) leads one to believe that Uc(£)/Uc(0) to depend only a
-  2 2single dimensionless group, i.e. = e(gRd /v ). However, this is
somewhat illusory, since A also appears in these relations, and this 
quantity is computed from the batch flow condition. In the simplest
case, Equation (6.2-37) (which is the batch flow relationship for the
asymptotic solution) shows that A depends as:
A = f (i Nftr, e2 N ^ ,  e) (6.2-51)
When e << 1, and < 1, the limiting value for A can be estimated from 
Equation (6.2-37):
1/2
A ~ NS t  ( 1 - S )  <6-2-52>
Extending this, so that when e << 1, and N_ >>1, then it is easy to
Ar
see that:
A : f (e Nftr) (6.2-53)
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These limitations are illustrated in Figure 6.4 by showing A versus e
NAr to pinpoint the range where only a single variable is necessary.
7
Typical water columns sustain ~ 10 , so under such conditions, a
single variable (e N ) is quite adequate for predicting performance.
n3T
However, this is not the case for highly viscous systems. Hence, for 
viscous systems, A depends on two separate variables e and N .
In Figure 6.5, the behavior of inversion position 6 , is shown, 
which was determined from Equation (6.2-44) by requiring UC(M  = 0. The 
present theory thus shows that essentially two asymptotes exist, 
depending on N ■ For highly viscous media < 1), then 6 ~ 0.6,
while for large columns containing inviscid liquids, 6 ~ 0.7. These 
predictions are corroborated by the experimental observations of 
Ulbrecht et al. (U3) who suggested 5 ~ 0.5 and 6 ~ 0.7 for viscous and 
inviscid systems, respectively.
Data of J.H. Hills (H8 ). This paper provides detailed measurements 
of voidage distribution and interstitial liquid velocity for three 
different sieve-type spargers. The most successful of these, called 
Plate B by Hills, contained 61 holes of diameter 0.4 mm, with one
central hole, the remainder being equally spaced around three concentric
circles. The column was made of Perspex, and had an internal diameter
of 138 mm and a height of 1370 mm. Local voidage and liquid velocity 
were measured at a position 600 mm above the sieve plate. Ordinary 
(Cambridge) tap water was used, and it was noted that the water was 
"hard" and needed no additional acidification for the conductivity-type 
voidage probe. Inspection of the voidage and velocity profile
measurements indicate the existence of radial symmetry, hence the
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possibility of significant misalignment or tilt was absent. The author 
notes, however, that work in the same department on two-dimensional 
columns had sustained "circulation up one side and down the other". As 
proved by Rice and Littlefield (R2), such an occurrence is a clear 
indication of misalignment, even for tilt as small as 0.25°. It can 
thus be assumed that the column used by Hills sustained near perfect 
vertical alignment.
For plate B, Hills reported five velocity profiles, along with the 
corresponding five data sets for voidage distributions using superficial 
gas velocities as follows: 19, 3B, 64, 95 and 169 mm/sec. The first
two of these are clearly in the range of true bubbly flow, while the 
latter three are increasingly in the churn-turbulence regime. Hills 
noted that circulation existed for all of the five gas velocities noted 
above.
In Figure 6.2 is illustrated the fitting of the power law 
relationship in Equation (6.2-3), to the low voidage data of Hills. It 
appears that m = 6-8 for bubbly flow. For the next highest velocity (64 
mm/sec), the voidage is fitted with m ~ 5, and becomes smaller still for 
higher gas velocity. These values are used as a basis for comparing 
predictions of liquid velocity. The mean voidage (e) for each data set 
is indicated on the curves.
To compare our theoretical predictions with the velocity data of 
Hills, estimates of bubble size and shape are required over the full gas 
velocity range noted above. Since there was no mention of bubble sizes 
observed, the predictions given in Section 3.3 coupled with Equations 
(6.2-39) and (6.2-43) are used to calculate a theoretical bubble breadth 
(see Table 6.2-1). Thus, in comparing velocity profiles (to follow), no
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adjustment of parameters was undertaken. The parameters m and e were 
determined from independent voidage experiments and bubble size (d) was 
either calculated from theory, or given as measured (e.g. Rietema and 
Ottengraf, R17). Correction for bubble distortion was applied according 
to Equation 6.2-43.
The theory is compared (Equation 6.2-44) in dimensional form with 
the bubbly flow data from Hills in Figure 6 .6 . The comparison is quite 
good, notwithstanding the fact that these low gas velocity data did not 
pass the consistency check applied by Hills (i.e. the batch flow 
condition). In these curves, also illustrated is the sensitivity to 
variations in the values of m.
For higher flows, the comparison is shown for a gas velocity 64 
mm/sec in Figure 6 .6 . This comparison is also quite good, indicating 
that the exponent for voidage distribution seems to be important in 
pinpointing flow regime.
It is not possible, in any straightforward way, to fit the newly 
proposed power law relation, Equation 6.2-4, because of the presence of 
A. However, since in the present situation, A ~ 1, hence this factor 
will not significantly change the values of e and m required to match 
experimental voidage distribution. The structure imposed by Equation 
(6.2-4) insures, however, that negative arguments can never appear under 
the square root in Equation (6.2-21) and elsewhere.
High Viscosity Experiments. There are several sources of high 
viscosity data, but much of these data are not useful because of absent 
or unreported physical information. However, some of these experiments 
are quite complete, and one even includes bubble size (Rietema and
Uc
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Table 6.2-1
Data and Predictions for Hills' (H8 ) Column; Column diameter: 14 cm; 
Sparger: 61 holes @ 0.4 mm diameter
Superficial 
Gas Velocity Voidage
Formation Size, d (mm) 
(Section 3.3)
Aspect Ratio, 
h/b
Equation (6.2-39)
Computed  ^
Minor Axis 
h (mm)
Computed 
Major Axis 
b (mm)
(proposed eddy size)
1.9 cm/s 0.07 5.0 0.807 4.34 5.37
3.8 cm/s 0.137 5.66 0.769 4.75 6.18
6.4 cm/s 0.182 6.02 0.749 4.96 6.63
^Hills (H8 ) used a resistance probe, and presents values argued by Rice and Geary (R19) to be 
minor axis scales. He reported values increasing with gas velocity as: 2.8, 4.02 and 4.14 mm.
318
Ottengraf, R17). When bubble size was not provided, a theoretical value 
was substituted.
In Figure 6.7, the high-viscosity velocity data reported by Rietema 
and Ottengraf (R17), are shown and compared to predictions from the 
theory (Equations 6.2-24 and 6.2-26, or Equations 6.2-44, 6.2-45 and
6.2-49). The comparison in this case is excellent. The voidage
exponent m is taken to be 8 , which was suggested by the low gas voidage 
data of Hills (H8 ). Additional details on this comparison are given in 
Table 6.2-1.
In Table 6.2-2, a comparison of some illustrative centerline 
velocity measurements is made with the current theory, for viscosity 
ranging from 0.009 to 0.35 Kg m 1sec 1. The comparisons are quite 
satisfactory, indicating that the new theory seems to have a sound 
fundamental basis.
This work did not consider the case of high velocity (1000 mm/sec) 
liquid injection, such as used in the extensive work of Serizawa et al. 
(S12). In their work, the phenomenon of "wall peaking" was observed, in 
what appeared to be a rather comprehensive experimental program. 
Wall-Peaking or saddle-shaped voidage curves were measured, and showed 
that the voidage maximum occurred very near the pipe wall, with a 
minimum voidage existing along the center line. It may well be the case 
that such behavior manifests itself as a true hydrodynamic phenomenon, 
or it may be a consequence of some other physical quirk (misalignment, 
for example). Nonetheless, the approach taken here can still be applied 
if Equation (6.2-4) is suitably replaced with saddle-shaped profiles.
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Table 6.2-2
Comparison of High Viscosity, Centerline Liquid Velocity with Predictions from Theory (m = 8 )
-4
v -10 
c
E Uog R
b (mm) Uc(0 ), m/s
Comments
(m2/s) (mm/s) (mm) Exp.
*
Calc. Exp. Calc.
3.5 0.0118 0.3 110 5.4 - 0.10 0.0973 Source: Rietema and Ottengraf (R17). 
Sparger comprised of 19 injection 
needles (size unspecified)
0.076 0.04 10 75 - 6.74 0.2 0.203 Source: Yoshitome and Shirai (X6 ). 
Sparger comprised of perforated plate
0.076 0.077 20 75
'
8.4 0.229 0.231 with 37 holes, size 0.8 mm diameter. 
A bubble size curve was presented.
0.076 0.156 50 75 6.5 0.38 0.433 but the corresponding viscosity was 
not. Authors provide surface tension 
information.
★
The calculated bubble formation diameter was determined from the theory presented in Section 3.3, 
with the appropriate account made for bubble distortion according to Equation 6.2-43.
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It should be noted that this new theory was not fitted, since 
parameters were estimated from independent measurements, and evolved 
naturally from the form given to the locally varying eddy size, £(5 ).
Finally, it is suspected that the exponent m may be continuously 
changing, so that for ideal bubbly flow, m-x», and for well-developed 
churn-turbulence, m ~ 2 , but for near bubbly flow, one should take m~8 . 
These observations suggest a structure like
m ~ k (e N„ )  ^+ 2 (6.2-54)
- ' Ar'
5
where k ~ 10 .
New theoretical and experimental work are necessary to predict 
voidage profiles from elementary first principles. In Section 6.4 an 
attempt is made via utilization of the energy equation.
6.3 Introducing Turbulence to the Wall Region
The liquid circulation model presented in Section 6.2 is extended 
below to include turbulence originating at the wall. This analysis is 
founded upon Equations 6.2-1 through 6.2-16 and begins by modifying the 
strain models. In the original analysis (Equations 6.2-17 and 6.2-18), 
closure was obtained using a strain model that incorporated both viscous 
and Reynolds Stresses. The latter was confined to the bubbly core (0 <
5 < X) where it was proposed that the Reynolds stress obeyed Prandtl's
model with a locally varying mixing length, 2,(5 )- The fluid in the wall 
vicinity was assumed to undergo viscous, laminar flow. In large 
columns, it is likely that the downflowing wall region will also sustain 
turbulence, as suggested by Anderson and Rice (A7). This modification
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is especially significant if some fraction of the core eddies are 
generated at the wall, as for single phase flow.
The original closure relationships are therefore modified to 
account for turbulence in the wall region. Thus, for both core and wall 
regions, the sum of viscous and Reynolds stresses are combined:
“c t SUc1 -I2 If-) ( 9W
iT (- s f )  * » T p  (- a r )  = V « > ' 0 < « i x <6-3“1>
K
y ,9U \  /3U*x2
C b f ~ )  - d ir.tSU- (^s] = / ( « ,  X < 5 < 1  (6.3-2)
R
Quantities with asterisk denote the wall region.
Mixing Length Scale. The choice of a correct mixing length scale for
the core fluid has been debated recently. Clark et al. (C8 ) and 
Devanathan et al. (D9) recommend the use of a single phase length scale 
as measured by Nikuradse (from Schlichting, S15). In contradiction to 
this, it is argued in the previous section that the proposed mixing 
length scale should be made proportional to the bubble size. Such an 
approach could be based on the premise that the vortices produced in the 
wake of a bubble would suppress the latent turbulence resulting from 
liquid circulation and would therefore dominate local mixing.
In many cases, the predictions based on either of the two length 
scale models are so similar (each with some experimental support) that 
discrimination between the two proposals is yet unclear. Cohen (CIO) 
measured the effect of hold-up on stirrer generated turbulence (in 
liquid-liquid dispersions) and determined that turbulence damping
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increased with holdup. This suggests that bubbles interfere with latent 
turbulence, implying that both sources of eddy formation may be 
significant.
Support for a bubble-based mixing scale can be found in the publica­
tions of Lubbert and co-workers (Lubbert et al., L14 and Lubbert and 
Larson, L13) who undertook to determine the origin of multiphase 
turbulence. In their work, heat tracers were used to measure the degree 
of dispersion that occurred over small distances within a bubble column. 
By considering the standard deviation of the measured signal, (results 
are summarized in Table 6.3-1) Lubbert concluded that not only was the 
turbulence non-isotropic, but that the dominant mixing mechanism was due 
to transport within the bubble's wake. Moreover, they noted that "the 
rising bubbles suppressed the development of the long cascade of 
stochastical eddies, which is a necessary condition to maintain local 
isotropic turbulence."
Incorporating these observations into a general relationship for 
the mixing length scales requires examination of a turbulent wall 
region, which thus gives rise to at least two core mixing lengths: one
is bubble induced, while the other originates at the wall and propagates 
into the core (as in single phase flow). For the core, energy 
dissipation is minimal when mixing length is largest, thus the following 
relationship is proposed:
I = Max(«._, «*) , 0 < £ < X (6.3-3)
B
At the wall (which is bubble-free), the mixing length has only one 
source, thus:
«* = R(0.14 - 0.08 £2 - 0.06 £4) (6.3-4)
Table 6.3-1
Mixing Source Standard Deviation Time
Exponent
Comments References
Diffusion a(t) = (2D*) t* . 12
*
D is constant diffusivity Richardson (R18)
Convective
Model
o(t) = oq | = uo t
or
o(t) - ( 2D* t*) t*
1
The elements of fluid move with 
a constant velocity, the spread 
of fluid is Gaussian; but with 
an additional spread which 
increases linearly with 
distance travelled.
Levenspiel and 
Fitzgerald (L12)
Isotropic
Turbulence
o(t) = o1 t3//2
= 0.134 cm/s3^2
3
2
In some cases the exponent for 
isotropic turbulence can be 
greater (approximately 2 , 
Lubbert and Larson, 1990)
Richardson (L13)
Experimental 
results for: 
Axial Mixing in 
Bubble Columns:
Radial Mixing in 
Bubble Columns:
/.I .0.8o (t) = a t 
z a
#4-1 .°-59a (t) = a, t r b
0.8
0.59
Their experimental results 
suggest that mixing in the 
axial direction is influenced 
partly by diffusive, and partly 
by convective mechanisms.
The radial exponent is close to 
to that required for diffusive 
mixing. This suggests non­
isotropic behavior
Lubbert and Larson 
(1990)
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it
where I is the length scale corresponding to single phase flow (from
Schlichting, S15) and I is the bubble-based scale, which was modified
B
in Section 6.2 to account for deformed, ellipsoidal shaped bubbles:
= (d/a1/3) • e(?)/e (6.3-5)
1/3where a is a bubble shape correction factor given in Equation 6.2-39 
where a = h/b.
Wall Region Mixing Length Scale. The single phase mixing scale,
originating in the wall region, can propagate into the core. Equation
6.3-3 governs the extent to which the continuous single-phase scale
(Equation 6.3-4) is applicable. The consequence of introducing a
turbulent wall region to the model is clearly demonstrated in Figure
6 .8 . By equating Equations (6.2-10) and (6.3-1), and (6.2-11) and
★
(6.3-2), followed by direct integration, the velocities Uc(5) and Uc (£) 
can be found. The solution, to be discussed later, predicts velocity 
profiles which are compared with the much used data of Hills (H8 ). In 
the vicinity of the wall, the velocity gradient is considerably smoother 
than the rather sharp profiles of earlier models (Figure 6.6 and also 
those shown in Clark et al., C8 and Walter W9).
In Figure 6.9, is demonstrated the application of Equation 6.3-3, 
where it is shown that the local length scale is either the local value 
of mixing length using the original (Section 6.2) model (fc^ d), or the
it
equivalent single-phase scale, 8. (£)• This figure, which serves to 
demonstrate the method by which the heretofore separate models, are 
combined, represents the length scale used for Hills column (uog = 3.8 
cm/s); it therefore complements Figure 6 .8 . It is clear that these
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scales are very nearly the same size. This is not altogether
*
unexpected, considering the results of Clark et al. (C8 ), who used % 
throughout, as compared to those depicted in Figure 6 .8 .
Mixing Length Based on Bubble Size. In Equation (6.3-5) the eddy size
1/3is written to include a correction factor (a ) to account for 
deformation. The aspect ratio, a, represents the height to breadth 
ratio of an ellipsoidal bubble. This is necessary since the size of 
eddies formed behind bubbles will be proportional to the major axis (Fan 
and Tsuchiya, F3), as discussed in Section 6.2. The implied dependence 
of turbulence length scale on eddy width is consistent with Prandtl's 
original hypothesis which required that "the mixing length (St) be 
proportional to the width of the turbulent mixing zone" (Hinze, H4).
Core Turbulence with Origins at the Wall. The single phase mixing 
*
length !t (£) relationship was based on data of Nikuradse (Schlichting,
*
S15) who found that St was independent of Reynolds number when this 
exceeded 1.1 x 10^. This may explain why small columns and higher 
viscosity solutions tend to be dominated by bubble-generated turbulence 
(Cristi et al., C19 and Lubbert and Larson, L13) since the Reynolds 
number is too small to precipitate wall-induced turbulence. For 
industrial applications, however. Equation 6.3-4 may more accurately 
reflect the true situation. Under such circumstances the bubble size 
has little affect on the intensity of liquid mixing. In the following 
section, a criterion is developed which delineates the applicable 
operating region for each model.
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Energy Minimization. The final aspect of the new model is the manner 
by which the two possible length scales are coupled. Choosing the 
maximum denoted in Equation 6.3-3 reflects the principle of energy 
minimization. Hinze (H4) writes "dissipation by viscous effects 
increases as the eddy size decreases, up to a maximum for a certain size 
of the smallest eddy". The equation for overall rate of mechanical 
energy dissipation can be written (Ishii, 13) in terms of Reynolds 
stresses:
V
The first term is clearly zero (since Uc(l) = 0 and Rc(0) = 0)/ thus the 
energy dissipation can be expressed for one-dimensional flow as:
where Rc(5) is the second term on the LHS of Equation (6.3-1). This 
shows that energy dissipation is inversely proportional to either d 
(bubble induced turbulence) or R (wall induced turbulence). The minimum 
energy is sustained for the largest of these two possible scales. It is 
the basis of the present model that the scale yielding the smallest 
energy dissipation is the proper scale (Rietema, R16).
(1 - e)R dV v c
(6.3-6)
V
which is rearranged to yield:
[(1 - e)Rc • U J  + (1 - e )Rc: VUJdV (6.2-7)
(6.2-8)
V
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Tests of New Theory. By inserting the closure relations (Equations
6.3-1 and 6.3-2) into Equations (6.2-10) and (6.2-11) yields:
dU v R 
c c
2 l 2 (Z)
1 + • p(E)
v
c
= Fc<5, Z) (6.3-9)
dU v R 
c
dE * 2* 2[l  (E)]
1 - . . 2qRJl (E)1 + - a • y(E)
v
c
= Fc*(E, l *) (6.3-10)
where Sl(E) and I (E) are given in Equations 6.3-3 and 6.3-4, and the 
definitions of p(E) and y(E) are:
P(E) = ^  E 
mA
(6.3-9a)
Y(E) = (6.3-10a)
Integration of Equations (6.3-9) and (6.3-10) yields:
<3
UC (E) - Uc (0) = J FcdE (6.3-11)
o
E
u*(5) - Uc (X) = | F*dE (6.3-12)
X
* *
Since Uc (l) = 0, and Uc (A) = Uc (A), it is easy to see that the
centerline velocity is:
The only remaining unknown, A., is determined through use of the 
conservation equation for batch flow. This requires upflow to equal 
downflow:
The consequences of introducing the possibility of turbulence in the 
wall region has already been illustrated (Figure 6 .8 ). The model seemed 
to track the small-column data of Hills (H8 ) reasonably well, without 
predicting unreasonably sharp profile shapes.
Additional evidence to support the theory requires comparisons with 
a wider range of circumstances. Two examples are presented. In the 
first, the bubble scale dominates, whilst in the second the single phase 
mixing scale is seen to take over.
Devanathan et al. (D9) measured mean and fluctuating liquid 
velocities, from which Reynolds stresses were calculated. Their final 
results (mean velocity and local eddy viscosity) are compared to those 
of the present model in Figures 6.10a and 6.10c, inspection of which 
shows clearly that bubble size is the principal scale (Figure 6.10b). 
The agreement obtained with these separate measurements is remarkable, 
given that the bubble size used was determined from a simple visual 
observation (Devanathan, D9). Also plotted in Figure 6.10b is the
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predicted liquid velocity profile if the mixing length scale was taken 
★
to be 2. (£) throughout (Equation 6.3-4). It is clear from this Figure
(6 .10b) that the scale 2, is too small and thus causes significant over
estimates of velocity.
Experiments on large columns are quite sparse in the literature.
Perhaps the most complete are the related works of Kojima et al. (K15)
and Koide et al. (K14). In these papers, both voidage and velocity
profiles are reported. The voidage data are fitted with a power-law
equation (Equation 6.2-3) and are illustrated in Figure 6.11a. It is
seen that the exponent m takes a value around 100; this of course
implies very flat voidage profiles, a condition known to minimize
circulation. Even for this extreme case, the comparison with our model
(Figure 6.11c) is again quite good. Considering Figure 6.11b, it is
*
clear that correct mixing length is given by 2, (£) almost throughout 
(Equation 6.3-4). A mixing scale based upon bubble size over predicts
"k
measured velocity, although again 2.^  and 2 are within an order of 
magnitude (Figure 6.11b). Thus, wall turbulence affects bubble 
interaction, thereby influencing rates of coalescence and breakage, and 
equilibrium bubble size (Prince and Blanch, P7).
Scale-Up Predictions. The velocity obtained in Equations (6.3-11) and 
(6.3-12) suggest a square root dependence of mixing times on gas holdup. 
The theory also predicts no direct dependence on either liquid (hc < 1 
Pa*s) or gas properties. Secondary affects will result from the way 
these properties influence bubble size (hence turbulence length scale) 
voidage and voidage profile (see for instance Shah et al., SI). The 
liquid velocities are not strongly affected by a viscosity change,
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except in the region close to the wall where an increase in solution 
viscosity decreases A, leading to a thicker wall layer. It can 
therefore be concluded that liquid properties have very little affect on 
mixing times. This was confirmed experimentally by Yoshitome and Shirai 
(Y6 ) who reported only a weak dependence of liquid velocity on bojfch 
surface tension and liquid viscosity.
The impact of column diameter cannot accurately be considered 
without due regard to the local turbulence length scale and voidage 
profiles. In Table 6.3-2 is summarized the approximate scale-up 
predictions (based on the current theory) for column diameter and other 
important parameters.
Comments and Conclusions. The original circulation model presented in 
the previous section has been extended to include the possibility of 
natural turbulence originating at the wall. This scale is compared with 
the scale of turbulence originating from the rising bubbles. A simple 
local energy minimization approach is utilized which allowed the liquid 
circulation and eddy viscosity to be estimated for a variety of 
experimental conditions. Estimates for predicting effects of scale-up 
were deduced based on the dominant scaling law. This was taken as the 
length which produced minimum energy dissipation. The initiation of 
turbulence in the downflowing film of liquid near the wall may be 
reasonably predicted using data from wetted-wall columns, where 
transition to turbulence occurs when Re^ > 1160 (Portalski, P8 ). Table
6.3-3 _shows estimated values of this film Reynolds number for the 
different experiments reported herein. It is clear from this that the 
large column data yields film Reynolds number well in excess of the
Table 6.3-2 Mixing Time Scale-Up Predictions
Parameter Predicted Exponent Literature Exponent Comments
e
(voidage)
1
2
-0.26 Correlation given by 
Ulbrecht, et al. (U2)
U
(suplrficial 
gas velocity)
id)
2
0.5
0.5
Correlation by Ulbrecht et al., (U2) 
Correlation by Wisecarver et al., (W12)
(viscosity) o<?> -0
Yoshitome and Shirai, Y6 found no 
significant effect of surface tension or 
liquid viscosity on bc(0 )
a (surface) 
tension) 0
-0
D 3(3)
2
(small columns) -
(column 
diameter)
I (3)
2
(large columns)
0.25
0.23
Correlation by Ulbrecht et al. (U2) 
Correlation reported in Kojima et al. 
(K15).
1, If U « e , as determined by Wallis (W5) for churn turbulence.
2, SligR? affects due to dependence of voidage, voidage profile exponent and bubble size 
on viscosity. In addition, as the liquid viscosity approaches the eddy viscosity, then 
U (0) will decrease with viscosity (as shown by Rietema and Ottengraf (R17).
3, Tfiis dependence will in fact be less due to the change of voidage exponent m, with 
column diameter. 336
337
transition value, while small column data give values asymptotically 
close to the transition value. This suggests that Re^ may be key in 
pinpointing turbulence conditions.
6.4 Energy Balance and Drift Flux Analysis
In Sections 6.2 and 6.3 a model was proposed that predicted liquid 
velocities. Although the theory had no fitted parameters, it did 
require knowledge of gas hold-up, bubble size and voidage profile. The 
latter term was modeled with Equation 6.2-3 and thus depended on an 
exponent m.
Presented in this section are additional arguments which will allow
one of these unknowns to be determined. In Section 3.7, it was noted
that given a voidage profile, the theory (presented below) could predict 
the overall gas hold-up. Normally, if the voidage profile is known then 
so will the overall voidage. As voidage and bubble size are more easily 
measured it is envisioned that this theory will be used to calculate m. 
Following, are presented two methods to predict such. The second 
derives from an energy balance; the first is based on an adaptation of 
the drift flux analysis (see Sections 3.6 and 3.7). Although these 
derivations seem completely separate, it has proven very difficult to
use them in an independent manner. It was initially hoped that two
parameters would be able to be determined, for instance m and e . 
However, the analysis given below has only been able to calculate one. 
This may be because the drift flux equation is, as Anderson (A6 ) notes, 
just a simplification of the Energy Balance. The two methods are 
however, mutually supportive, yielding approximately the same results.
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Table 6.3-3 
Film Reynolds Number
4<U (A)> R(1-AJ+
Source A U (A) Re =-----------------c\ f v
cm/s c
Small Column 
Data (Sl^ d)
Hills (H8 )
U =1.9 cm/s 
og
0.975 -25.9 906
U =3.8 cm/s 
og
0.977 -37.0 1184
U =6.4 cm/s 
og
0.979 -43.0 1290
Devanathan et al. 
(D9)
0.988 -46.7 1636
Large Column 
Data (J,<*D)
Kojima et al. (K15)
U =2.2 cm/s og
0.998 -62.05 5212
U =3.6 cm/s 
og
0.998
COi-H001 7873
U =4.4 cm/s 
og
0.998 -107.9 12,996
t, <U (A)> was linearly approximated as U (A)/2 and falling film 
thickness was taken to be R(l-A).
6.4-1 The Drift Flux Approach
This analysis, introduced in Section 3.7, simply relates the 
velocity of each phase. First we note that as the bubble density 
increases then the rise velocity is impeded. In Section 3.6 this effect 
was modelled with the following equation, in which n takes a value in 
the range 0-4.
Us = Ut(l - s(S))n-1 (6.4-1)
By introducing the local liquid interstitial velocity (Uc), an equation 
can be written for the local gas velocity relative to a stationary 
point:
Ut(l - £(e))n_1 + Uc (6.4-2)
Multiplying this by £(£)* produces an equation for the local superficial 
gas velocity which after integration yields:
X
Uog = J 2 e{Ut(l - e(5))n_1 + U ^ d ?  (6.4-3)
o
The integral limits are 0 to X, since from X to 1 the integral is zero. 
In the above is given by either Equation 3.4-5, 3.4-6 or 3.4-9, 
depending on the bubble Reynolds number. The liquid velocity term is 
rearranged, via integration by parts to yield:
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where the local voidage, £(£) is given via Equation 6.2-4 and Uc(A) is 
given by either Equation 6.3-12 or by Equation 6.2-27. The latter being 
used if the flow in the wall region is laminar. The predictions based 
on the drift flux approach (Equation 6.4-4) will be discussed after the 
next Section.
6.4.2 Energy Balance
The second independent equation relating the two unknown parameter, 
e and m (d, or more correctly I, can be calculated by other means) is 
derived by equating the rate of energy input (E^) to the rate of energy 
dissipation. Energy is dissipated via mechanical means, due to liquid 
circulation (Em K  arid is dissipated in flow around the bubbles (E^) •
Anderson (A6 ), reported that other sources, such as flow reversals, were 
small in magnitude and could therefore be neglected. According to 
Rietema (R16) the energy equation can thus be written:
E. = E + E, (6.4-5)l m d
For a uniform pressure gradient, the rate of energy input is (A6 ):
E. - (ttR2U ) p g H p ’ (6.4-6)
l og
In this case H is the total liquid height and p 1 , the dimensionless
pressure gradient, is given in Equation 6.2-13, to yield:
E. = irR2 p g H U (1 - e/A2) (6.4-7)
i og
The energy dissipated via mechanical means was written by Ishii
(13) in the following manner, which takes account of both dissipation
T v
via turbulent means (E ) and via pure viscous effects (E ).m m
Equation (6.4-8), which is written in terms of Reynolds stresses is 
rearranged to yield:
E T = I - 7 -[(1 - e)R • U ] + (1 - e) R : VU dV (6.4-10) 
m J L  c c c c j
V
Following the approach of the previous section, in which the first term
was noted to be zero (since Uc(l) = 0 and Rc(0 ) = 0 ), allows the
remaining term in Equation 6.4-10 to be combined with Equation (6.4-9)
to yield the following; in which Reynolds and viscous stresses are
combined into an overall stress tensor, T .c
]: dU
E = 2itRH (1 - e) T £d£ (6.4-11)m j c dE,
o
The stress relations, which were derived in Section 6.2 (Equations
6 .2-10 and 6 .2-11) can more conveniently be written:
5 e(S)
m+2
T
(6.4-12)
(6.4-13)
Combining these with Equation (6.4-11) yields an overall equation for 
mechanical energy dissipation:
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Em = 2UR2 H p g j ( ^ )  J e (1 - e ) ^  frt-
1 * 
f dU+  J  ( *  *  > "df- dM  (6.4-14)
2 X  X
The velocity gradients are expressed in Equations (6.3-9) and (6.3-10). 
If the flow at the wall (X < £ < 1) is not turbulent then the last term 
in Equation 6.4-14 can be replaced by the analytical solution:
E* = 2itR2H p g m
n2 -2 g R e
16 v X4
(-3X4 + 4X2 - 1 + 4X4 lnX) (6.4-14a)
The final term in the balance is that energy dissipated due to flow 
around the bubbles. It is proposed that the product of slip force (F ) 
and slip velocity represents this quantity.
E, = 2tt H R2 [ U F £d£ (6.4-15)b J s s
The slip force F , which represents the interfacial drag force per unit 
volume, can be determined by suitably rearranging Equations 6.2-1 and
6 .2-2 to yield:
F = e(l - e)p g + T [eV(1 - e ) - (1 - e ) Ve ] (6.4-16)
s c
The derivative of voidage, de/d£ is given via Equation 6.2-4 to be:
1 de = (m+2 )i I ? ' 1 (6 4-17)
R d * x2 r x "  ( }
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Substituting this and Equation 6.4-12, which represents the stress T , 
into Equation 6.4-16 yields:
Fs = p g e
m
(1 - e) +
e_l
,m+2
(6.4-18)
Inserting the above, along with the standard form for slip velocity 
(given in Equation 6.4-1), into Equation 6.4-15 yields the overall rate 
of energy dissipation due to the presence of bubbles.
E^ = 2tt H R p g e( 1 - e)n-1 (1 - E) +
- _m
£ i
. m+2 5d5 (6.4-19)
The terminal rise velocity, U^, can normally be removed from the 
integral sign because, either a mono-size bubble distribution exists, or 
more likely, the bubble size distribution falls within that region where 
rise velocity is not a function of size (d < 14 mm, see Section 3.4). 
Equations (6.4-7), (6.4-14) and (6.4-19) can now be combined to yield an 
overall energy balance.
U (1 - e/A2) = 2U I e (1 - e)n_1 
og t J
m
(1 - e) + £ S' 
.m+2 M S
? f dU -
-  J  ^  -  e >  d f 5  d 5  - 7 1
o A
dUJ (A2 - ?2) ~ ~  d? (6.4-20)
In the introduction it was noted that although this energy balance is 
very different to the equation derived from the drift flux analysis 
(Equation 6.4-4), it has proven difficult to use them in an independent 
manner. This point becomes especially clear if one observes the
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similarities between this result (rearranged below) and that of the 
drift flux analysis (Equation 6.4-4).
6.4.3 Test of New Theory
In Section 6.3, it was noted that in order to compute velocity 
profiles, the applicable length scale, voidage, and voidage profile are 
required. By adding either Equation 6.4-4 (Section 6.4-1) or Equation
6.4-20 (Section 6.4-2) to the theory allows one of these unknowns to be 
determined. It is thus possible to predict velocity profiles, given 
just one parameter. This assumes that the turbulent length scale can be 
obtained separately, for instance from the bubble size predictions of 
Section 3.3. As mentioned it is the voidage exponent that is normally 
not known; however, in the following test, in which the data of Hills 
(H8 ) are used, we provide the computational routine with voidage 
exponent and bubble size. The program then iterates until the test 
equation (either 6.4-4 or 6.4-20) is satisfied, yielding the optimum 
value for voidage (e).
Table 6.4-1 contains the results of this optimization procedure in 
which the voidage is predicted for Hills' column. Results are produced 
for a bubble based length scale (with laminar flow at the wall) and for 
the energy minimization based scale (with turbulence at the wall) as
U1 ^  f09 (1 - l/x2) JOo
X
f 2 2 dUcJ  ^  ) " d T
1 *
2/(m+2 )
(i - i/x2)
e(l - e) Z 2 d Z  -
(A2 - e)
E
A
(6.4-21)
Table 6.4-1
Predictions of Voidage for Hills' (H8 ) Column
(cm^s)
b
(cm) (cm/s)
m £
Experimental
n
T1
Drift Flux Eqn 
Turbulent
Wall ^
I = Max(SL,, 2, )D
leoretical 
(6.4-4) 
Laminar 
Wall 
St, a d
Voidage, via
Energy Eqn. (6 . >■ 
Turbulent 
Wall *
St, = Max (St, , St, )o
1-2 0) 
Laminar 
Wall 
St, d
1.9 0.54 25.7 8 0.07 3 0.0695 0.07 0.0703 0.0707
3.8 0.62 25.7 6 0.137 3 0.136 0.137 0.141 0.144
6.4 0.66 25.7 5 0.182
2
1
0.19
0.167
0.193
0.17
0.203
0.174
0.206
0.177
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defined by the requirements of Equation 6.3-8. The agreement obtained 
between the theory and experiment is excellent. Although the results do 
depend on n, the exponent in the slip velocity term, the range of 
applicable values for n is small. Normally n takes a value of 3 for 
bubbly flow and reduces in value as the flow becomes more churn 
turbulent in nature. The 'bubbly' results of Hills match with the
theory (n = 3). For higher superficial gas velocity, agreement is 
achieved with a value of n between 1 and 2 , which is certainly feasible. 
In fact, for the case of a constant drag coefficient, n was 
theoretically determined to be 3/2 (Equation 2.2-15).
If the applicable turbulent length scale is adequately predicted by 
the single phase scale (Equation 6.3-9), then it follows that liquid 
velocities can be predicted with the knowledge of only one unknown (for 
instance e).
Finally, the new theory is used to predict the velocity profiles
for the column used in this work. The theoretical liquid velocity
profile predictor of Sections 6.1 and 6.2 required no fitted parameters,
but was shown to depend upon the parameters e , m (the voidage profile
exponent) and I (the turbulent length scale). In this Chapter, this
latter term has been related to either the bubble size, d, or the
*
equivalent singe phase eddy size, I . Theoretical predictions have been 
given for both, and thus only e and m remain unknown.
The optimization procedure used here takes the measured value of e 
(Section 3.7), guesses a value for m and then using the theory of 
Sections 6.1 and 6.2 determines the theoretical liquid velocity profile. 
Once again the reader is reminded that this depends on which turbulent 
length scale, I or d is appropriate. Having obtained the velocity
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profile the optimization technique then makes use of either the energy 
balance (Equation 6.4-20) or the drift flux equation (Equation 6.4-4). 
These equations can be thought of as the objective function to be 
minimized. Whether or not the energy balance or the drift flux equation 
is satisfied depends upon the accuracy of the initial guess for m. An 
iterative procedure was developed whereby m was optimized such that the 
requirements of the objective function (either the energy balance, 
Equation 6.4-20, or the drift flux equation, Equation 6.4-4) were met.
There are thus four possible scenarios: a turbulent length scale
based upon the bubble size or upon the combined scale (Equation 6.3-8) 
and for each of these the optimization procedure can use either the 
energy balance or the drift flux equation as its objective function. 
Values were determined based on both of these, but as noted the two 
equations yielded similar results and thus only the results derived from 
the drift flux equation are given here. In Figure 6.12a and 6.13a are 
reproduced the optimum values of m and uc(0 ) (the centerline liquid 
velocity) for all the solutions used in this work. The 'kinks' in the 
predicted center line velocity curves are more likely due to problems in 
the optimization procedure than to real life transitions in the flow.
These first two figures are for a length scale based on the 
principle of energy minimization as given in Equation 6.3-8. It should 
be noted that because the bubble size is so small, the resultant length 
scale was consistently given by the single phase scale (Equation 6.3-9). 
In Figures 6.12b and 6.13b the same information is displayed but was 
calculated assuming that a viscous, laminar wall layer existed and that 
the core turbulent scale was based upon the bubble size.
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Two example velocity profiles are also given, one for the turbulent 
wall case (Figure 6.14), the other for laminar wall flow (Figure 6.15). 
Both plots are for a superficial gas velocity of 1.5 cm/s. The main 
difference between the two cases (as demonstrated in Figures 6.12-6.15) 
is that the predicted velocities are higher for a length scale based 
solely on the bubble size. This is a direct result of using the 
smaller, bubble based, length scale. The determined values for the 
voidage exponent (m) are generally high for both cases. This implies 
flat voidage profiles which may be a result of having a uniform bubble 
size. The increase of m to a maximum is an expected trend; for low 
superficial gas velocities the bubbles travel mainly up the column 
center, spreading out as their population increases. The observed 
decrease of m, in the case of water, may be due to a flow regime change.
It is left for others to determine experimentally which scale more 
accurately fits the data. In the previous section, it was hypothesized 
that wall generated turbulence will only result if the (wall) film 
Reynolds number is greater than the critical value. The film Reynolds 
number may therefore hold the key to determining which length scale, and 
hence which velocity profile, is correct. In all of the cases presented 
(for the column used in this dissertation) the film Reynolds number was 
less than the critical value (1160, P8 ). Considering the 50 cp CMC 
results, for which Re^ 2 50, it seems very unlikely that wall generated 
turbulence will play a part in the liquid hydrodynamics. If this is 
true for the higher viscosities (50 cp and 25 cp) then considering 
Figures 6.12 and 6.13 it seems likely that the bubble based turbulence 
length scale should also be used for the inviscid case. The conclusion 
given here, that the bubble based scale be used, is in accordance with
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the small-column recommendations given in Section 6.3. The higher 
velocities this bubble based scale predicts could be reduced if the 
eddies formed are larger than the bubbles which formed them. This may 
result if boundary-layer separation occurs prior to the midpoint of the 
bubble.
7.0 Comments and Conclusions
Two distinct modes of operation can be utilized by the designer of 
a prospective bubble column. The first, and perhaps the best understood, 
is the condition of high intensity of turbulence within the liquid 
phase. The second operating condition, which forms the focus for this 
work, is synonymous with milder liquid conditions. The key difference 
between the two cases is the intensity of mixing within the liquid 
phase. This is affected by gas flow rate, liquid properties, column 
parameters and column tilt. The latter is listed because liquid 
circulation is buoyancy driven, thus even small angles of tilt can 
drastically affect the voidage profile.
At or near bubble formation the bubbles only occupy the space close 
to the sparger; this causes the voidage profile to take on a square-wave 
shape. In Chapter 5, it was shown that the liquid was very well mixed 
in the region of the sparger. This phenomenon was also shown to 
disappear as the voidage profile became flatter. One can conclude, 
therefore, that the liquid turbulence intensity depends greatly upon the 
voidage profile also. In Section 5.3.1, the mass transfer coefficient
if
in the region of the sparger, k^ , was shown to be adequately predicted 
by isotropic turbulence theory.
For this work, the condition of intense liquid mixing is confined 
to the entrance region. It is possible nonetheless to operate in a 
manner such that the theory of isotropic turbulence can be applied 
throughout the column. This can be achieved with higher gas flow rates. 
In Chapter 6 , it was reported that column conditions (diameter, tilt) 
and fluid rheology play a key role in determining the liquid conditions
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also. Kawase and Moo-Young (Kll) conclude that for conditions of 
intense mixing the isotropic turbulence theories of Kolmogoroff can be 
successfully applied to bubble columns. Although these theories have 
been discussed, this dissertation's main concern was the study of bubbly 
flow.
In bubbly flow the liquid mixing is less intense. The column was 
constantly checked for vertical alignment so that the reported (R2 )
increase of mixing with tilt did not occur. Under such gentle
conditions the bubble size should not be influenced by liquid
conditions, but should depend upon formation dynamics only. This
hypothesis was confirmed in Section 3.3, where a force balance was made 
upon a forming bubble. This analysis was shown to accurately predict 
the bubble size. Furthermore, the use of a flexisparger in the bubbly 
flow regime produced a uniform bubble size. The flexisparger operates 
as a constant pressure device by constantly adjusting its own plenum 
volume. For each flow rate, the forming bubbles see identical 
conditions and should, therefore, be equal in size. In addition to 
predicting bubble size, elastic mechanical theory was utilized to 
successfully predict sparger mechanics (hole size, discharge 
coefficient, etc.).
The chaotic behavior inherent in most bubble columns does not 
apply to bubbly flow. The results given above imply that a simple 
analysis on a forming bubble can adequately predict column conditions 
(negating the need to consider coalescence and breakage phenomena). 
This approach was continued in Chapter 3, where it was shown that an 
approximate voidage could be calculated from the following semi- 
theoretical result:
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U = u. e(l - e)n_1 (7.1)
og t
In Section 3.6, the exponent n was determined to be 3 and was 
adequately predicted from a simple force balance on a rising bubble. A 
constant drag coefficient (0.65) was used for inviscid systems, whilst, 
the 1/2 power law (Cp = 10//Re) proved to be appropriate for viscous 
solutions. The calculated rise velocity thus decreased with increasing 
viscosity. This trend predicted that voidage would increase with 
viscosity; this was corroborated by experiment. In addition, the 
voidage results were also correlated with the following:
all results:
n  m o  / /  / v-1-15 -0.166, „ 1.15 0.166e = 0.038 ((cm/s) cp ) U y (7.2)
viscous data only:
n m c c  ,, / v-1.05 -0.426, It 1.05 0.426e = 0.0155 ((cm/s) cp ) U y (7.3)
In Chapter 4 the formation properties were again used with success 
to predict the interfacial area. The theoretical interfacial area was 
determined from the following:
ath = ¥  (7-4>
which yielded (for all data), using measured values for e and 
theoretical values for d:
. . -2.02 1.02 -0.13, „ 1.02 0.13
afch = 0.91 (cm s cp ) UQg y (7.5)
The experimentally determined value from the sulphite method was:
_ Q_ . -2.06 1.06 -0.07, „ 1.06 0.07 ,,
a = 0.82 (cm s cp ) U y (7.6)
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The experimental and theoretical results were also correlated for the 
viscous solutions only. This result and others are given in Table 7.1. 
Although the comparison between theory and experiment is quite good, it 
is advised that a safety factor of 25-35% be used if the design is to be 
based upon the theoretical interfacial area. It is also recommended 
that great care be taken when using the chemical method to determine 
interfacial areas. In Chapter 4 several guidelines were given, which 
should be abided. For future application, the analysis could be 
simplified by operating at constant pH and temperature. This would 
require base dosing and cooling. Whilst on the subject of recommenda­
tions, the determination of mass transfer coefficients would have been 
much easier had each sample port had its own dissolved oxygen meter.
The mass transfer coefficient determined in this work was 
correlated in the form of the Frossling relationship:
This result was calculated from data measured in the upper part of the 
column. The analysis presented in Chapter 5 was the first of its kind 
to consider and model two separate regions. The height of the entrance 
region, determined from the mass transfer analysis, decreased with 
increasing superficial gas velocity. This trend was found in the values 
determined from the separate axial dispersion experiments also. The 
mass transfer coefficients determined for the entrance zone were (as 
noted) very different to those applicable for the rest of the column 
(entrance zone accounted for approximately 1/6 of the total). In Table 
7.1 is reported the correlation determined for the entrance zone mass
Table 7.1: Summary of Results
All Data Viscous Solutions Only
Pre U (cm/s) 
og P(cp)
Pre U (cm/s) og P(cp)
Coefficient Exponent Exponent Coefficient Exponent Exponent
Voidage(l), e (Section 3.7) 0.038 1.15 0.166 0.0155 1.05 0.426
Bubble Diameter, d (cm)
Experimental2), (Figure 5.20) 0.26 0.183 0.02
Theoretical(3) (Section 3.3) 0.25 0.126 0.04
Interfacial Area a(cm )^
Theoretical, 6e(l)/d(3) 0.91 1.02 0.13 0.37 0.92 0.39
Experimental(4) (Section 4.3) 0.82 1.06 0.07 0.27 0.99 0.40
Mass Transfer (CSTR)^
* -1
k a (s )(5), Experimental 
Li
0.082 1.21 -0.15
*
, Experimental, (4)/(5) 0.1 0.15 -0.22
*
k^ , Theoretical (Section 5.3-1) 0.0895 0.25 -0.25
Mass Transfer, k^a (s ^)^
Experimental (Section 5.3-2) 0.011 0.26 -0.24 0.026 0.15 -0.51
k^a was also correlated in the form of the Frossling equation (see Equation 7.7).
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*
transfer coefficient, k a . The theory of isotropic turbulence appears
Li
*
to predict k adequately.
Li
To conclude, a flexisparged bubble column operated in the bubbly 
flow regime was shown to yield higher than average gas hold-ups and 
interfacial areas. These properties also increased with increasing 
viscosity. Although, the k a's determined were not as high as for well
L t
mixed columns, the values determined are sufficient for most biological 
processes; producing up to 100 millimoles oxygen/8,/h. This level of 
oxygenation is achieved in a low shear environment, ideal for mammalian 
cells and other fragile cultures. Furthermore, the low level of 
dispersion allows the column to operate as a multistage unit.
A mechanistic model for the sulphite reaction, which was the 
reaction used to determine interfacial area, was also derived. The 
model was able to forecast kinetic rate expressions for homogeneous and 
heterogeneous, and low and high partial pressure of oxygen cases. The 
predicted dependencies of rate on pH, catalyst concentration and 
reactant concentration were verified by experiment. The new mechanistic 
model developed represents a significant innovation of the current 
literature.
The final part of this dissertation relates to the arguments given 
at the beginning of this Chapter. Thus far, the key column properties 
have been reported. The latter part of this research focused on the 
liquid conditions in the column. The liquid mixing intensity is thought 
to play a key role in determining column properties. The aim of Chapter 
6 was to predict, from first principles, the liquid circulation 
velocity. This was successfully achieved. An integral part of the 
analysis was the choice made for the turbulence length scale. For
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'small columns' the appropriate length scale is the bubble breadth. 
This choice takes account of the distorted bubble shapes often 
encountered. For larger columns the applicable length scale was shown 
to switch to one based on column diameter. The criterion for change 
over, to this latter scale, was linked to the film Reynolds number (the 
magnitude of which was shown to depend on column diameter).
It is recommended that this beginning be expanded so as to include 
dispersion effects. By consideration of the velocity profile and all 
sources of dispersion it is hoped that a first principle axial 
dispersion model can be developed. Such an analysis may require the 
consideration of different mixing mechanisms for each direction.
Although the analysis of Section 5.2 was overly simplified, the 
theory given to predict axial dispersion coefficients did have some 
interesting repercussions. In addition to liquid velocity, the axial 
dispersion coefficient was shown to depend upon a length scale also. 
This length scale was affected by column conditions. Moreover, this 
dependence was similar to that reported for the length scale used in the 
prediction of liquid circulation velocities.
In Table 7.2 are drawn together the key components of this Chapter. 
This Table attempts to distinguish between the mild conditions of bubbly 
flow, the condition of isotropic turbulence and the 'grey area' between. 
It also summarizes the recommendations made for predicting the key 
column parameters.
It is stated that "isotropic turbulence theory leads to much 
simpler calculations for the evaluation of design parameters compared to 
those based on other models (Kll)." The contents of this dissertation 
go a long way toward refuting this belief.
Table 7.2: Behavioral Map for Bubble Columns
Parameter
Column
Condition
Bubble 
Diameter, d Voidage, e 2^^ ut {3) a‘4> kL3
Appropriate 
Length Scale, I
Liquid
Velocity
Liquid
Dispersion
Bubbly
Flow
Isotropic
Turbulence
formation 
dynamics 
(Section 3.3)
Coalescence 
and Breakage 
Dynamics
0.6
d<1 0.6 0.4 
p (Uogg)
Equation 3.3-24
U = U e(l-e)2 t og '
(Section 3.7)
11 = U e(1-e ) t og
U • U e t og
New drift flux 
analysis of 
Section 6.3 
includes liquid 
c irculation 
effects.
Inviscid:
u =t J3 CD
Viscous:
ut - d(-^-)2/3
T5/V * 
Spherical Cap:
»t = J?
Levich:
v
CD = 0.65 
Equation 3.4-9
6c
d
e via (2) 
d via (1)
Frossling:
Sh * Ren Scm m
Higbie/ 
Kolmogoroff
,U gN 0.25
t-fS
a via (4) 
(Section 5.3)
bubble breadth, 
b
(b/d) = fn(Ta)
Ta = Tadaki 
Number
Schlichting 
I = R(0.14- 
0.08C2 - 0.06C4) 
(s = r/R)
Column, D
uc(o)=/r d3//2
(See Chapter 6)
no viscosity 
or surface 
tension effect
U (0) “ /e D1/2 cv
v d4/3 < % g)1/3
(also « U (0) d, 
for viscous solutions 
appropriate length 
scale may be diffusive 
scale.)
V ' ,/3< V >,/3
isotropic turbulence 
theory (B2):
V  °4/3 V |W
(Section 5.2)
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NOMENCLATURE
2 3
interfacial area per volume, cm /cm
column cross-sectional area, cm2
2
surface area of a bubble, cm
2
area of a hole within a sparger, cm
constants in two zone model
bubble breadth, cm 
2
gD p/o ; Bond number, dimensionless
mean surface concentration of sulphite, mol/2,
concentration of oxygen within the reactor, normally expressed 
as a function of z, mol/2,
saturation concentration, mol/2,
saturation concentration at the interface, (top of CSTR zone), 
mol/2
average saturation concentration within the CSTR zone, mol/2
incoming oxygen concentration, mol/I
acid concentration, mol/?.
intermediate concentration in mechanistic model, (Section 4.4)
orifice discharge coefficient
drag coefficient
drag coefficient for single bubble rising in infinite media
-1 -1
heat capacity, Jkg k
bubble diameter, cm
mean bubble diameter, cm
column diameter, cm
U X/d, Deborah number, used for non-Newtonian fluids,
Kj
dimensionless
2
diffusion coefficient, cm /s
2
overall dispersion coefficient, based on t , cm /s
energy
2
eddy dispersion coefficient, cm /s
mechanical energy dissipation, W
energy input, W
energy loss associated with bubbles, W
3
slip force between phases, N/m
drag force, N
U //gd, Froude number, dimensionless
2
U /g D, modified Froude number, dimensionless
bubble frequency, s
2
acceleration due to gravity, cm/s
2
shear modulus (N/m )
3
flow rate per hole, cm /s, Section 3.3
3 2gD /v , Galileo number, based on column diameter, 
dimensionless
3 2gd /v , Galileo number, based on bubble diameter, 
dimensionless
dimensionless groups defined in Chapter 2
equivalent height of a bubble, cm
height of clear liquid above the sparger, cm
Henry law coefficient (various, i.e. mol/ii,-atm)
height of CSTR region, cm
intensity of light
number of holes in distributor
flux into plug flow region (when z=0), E^l-e) mols/ 
drift flux, Chapter 2, cm/s 
thermal conductivity Wm 1k 1 
liquid side mass transfer coefficient, cm/s
gas side mass transfer coefficient, cm/s
consistency index in a power law model
multiplier in orifice coefficient equation
overall mass transfer coefficient, cm/s
equivalent overall mass transfer coefficient for reaction,
-1
rate constant is first order, s )
equilibrium constant for a reaction
mass transfer coefficient, s
-1
mass transfer coefficient in CSTR zone, s
-1
drag coefficient
liquid mass flow rate, g/s
height of expanded liquid above CSTR zone, cm
height of CSTR zone, cm
mixing length scale, cm
turbulent length scale based on Kolomogoroffs theorem, cm
exponents (used for voidage profile, Chapter 6)
dimensionless groups used in Chapter 5
dimensionless groups used in Chapter 3
2
flux of base, mol/cm s
number of holes in the sparger
2 2
Archimedes number, (gRd /v ), dimensionless
pressure, kPa, atms, i.e. pressure in the column such that 
dP/dz equals axial pressure gradient, kPa/m
dimensionless pressure gradient
atmospheric pressure (101.325 kPa)
dispersed phase pressure gradient, kPa/m
mixed phase pressure gradient, kPa/m
rate of energy dissipation per unit mass, w/g
power per unit volume, w/cm^
power per unit area, w/cm^
U L/E_ (1-e) or Ut L/Et , Peclet number dimensionless 
oL L L L
C p/k Prandtl number, dimensionless
3
volumetric flow rate of gas, cm /s
radial coordinate, cm
bubble radius, cm
hole radius (in sparger), cm
initial hole radius (no expansion), cm
bubble radius after stage 1, cm
bubble radius after stage 2 (final size), cm
distance from the center of sparger to the hole, cm
original distance from the center line of sparger to a hole 
with no expansion (initial position), cm
gas constant (8.314 J k  ^mol
column radius, cm
2 2
radius of curvature for the sparger, z + Wq /2Wq , cm
Reynolds stress tensor, Pa 
3 *
D g/vD , Raleigh number, dimensionless 
3 *
d g/vD , Raleigh number based on bubble diameter, 
dimensionless 
U d
— , bubble Reynolds number, dimensionless 
column based Reynolds number, l^D/v^
dUG/v, dU^/cv, Reynolds number based on bubble diameter, 
dimensionless
^rbUb^V = G/2l,rv; bubble formation Reynolds number, 
dimensionless
DUg /v , D U ^ / e v , standard Reynolds number based on column 
diameter, dimensionless
Utdp/yc , Reynolds number for a single bubble, dimensionless
-1
Ugdp/pm = Usdp/yc(l-e) , modified Reynolds number, 
dimensionless
2G/irrHVg = G/n6Vg, hole Reynolds number, dimensionless
UQgd/v, bubble Reynolds number based on superficial gas 
velocity
* *
V &
-— — , Reynolds number based on Kolmogoroffs isotropic 
turbulence.
projected surface area, cm^
Danckwerts surface renewal rate, fraction of surface that is
-1
replaced with fresh liquid per unit time, s
variance in velocity 
*
v/D , Schmidt number, dimensionless
2—n * i-n 
KD /p'D U , Schmidt number for non-Newtonian fluid, 
og
dimensionless
kTd/D , Sherwood number, dimensionless
li
k D/D , Sherwood number based on column diameter,
Xi
dimensionless
2 *k^a d /D , modified Sherwood number based on bubble diameter, 
dimensionless
2 *
k a D /D , modified Sherwood number based on column diameter,
Lj
dimensionless
time, secs
time to form the stage of one bubble, sec
final time to form the stage two bubble, sec
t - t,, sec. d
initial time, sec
time to line of neutralization, secs
X, /v , time used in Highe's penetration theorem
Tadaki number, dimensionless
continuous phase stress tensor, Pa
superficial gas velocity, cm/s
superficial liquid velocity, cm/s
UQG/e, interstitial gas velocity, cm/s
local interstitial gas velocity, cm/s
U /1-e , interstitial liquid velocity, cm/s
local interstitial liquid velocity, cm/s
slip velocity, cm/s
bubble velocity, cm/s
rise velocity of a single bubble in an infinite solution, cm/s
3
bubble volume at time t, cm
3
bubble volume after stage one, cm
3
final bubble volume, cm
3
nucleation bubble volume, cm
Kolmogoroff's turbulent velocity, cm/s
H^A, turbulent zone (CSTR) volume, cm3
3
(H|. + L)A, column volume, cm
liquid velocity within the column, cm/s
center line liquid velocity, cm/s
vertical displacement of the sparger, cm
vertical displacement of the sparger at the center line, cm
2
stored energy function, N/m 
2
rd/o ~ pUg d/o, Weber number, dimensionless 
2
pU d /a, critical Weber number (when bubbles are about to
S ITlcOC
break), dimensionless
distance from sparger surface to bubble base
distance from sparger to bubble base at detachment
X3 radical concentrations. Section 4.4, mol/i,
axial co-ordinate, (equal to zero at top of CSTR zone), 
dimensionless
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Z radius of sparger, cm
z number of moles of sulphite reacting with one mole of oxygen
z distance to line of neutralization, cm
Greek Letters
a aspect ratio, h/b
a coefficient of virtual mass
p,Y functions defined in Section 6.3
6 hole diameter, cm
6 boundary layer width, cm
6 inversion position, Chapter 6, dimensionless
V penetration distance, cm
e local gas voidage
e 1 gas voidage in bubble street
e mean gas voidage
average shear rates, s 1
position of wall velocity maximum, Chapter 6, dimensionless
average extension ratio of the sparger, dimensionless
extension ratio of the sparger at the pole, dimensionless
liquid or continuous phase molecular viscosity, g/cm s
gas molecular viscosity, g/cm s
Hc(l-e)  ^ (T2), mixed molecular viscosity, g/cm s
2
liquid kinematic viscosity, cm /s
2
gas kinematic viscosity, cm /s
2
turbulent kinematic viscosity, cm /s
dimensionless concentration
dimensionless radial position
3
liquid or continuous phase density, g/cm
3
gas density, g/cm
376
3
Pm mixture density, g/cm
o interfacial surface tension (dyne/cm), N/m
o(t) standard deviation
log-normal distribution in bubble size, Section 2.3 
In ^
2
t Shear, Kg/ms (Pa)
Subscripts
A area
b associated with bubble
B bulk or CSTR
c continuous phase
d bubble diameter
D column diameter
Footnote: no subscripts refers to liquid properties or column diameter
377
g gas
I intermediate
k kinetic
L distance in z(axial) direction
L liquid
M mixed or modified
o initial value
p potential
t turbulent
t, T CSTR region, turbulent region
v volume.
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APPENDIX A, HIGBIE’S PENETRATION THEOREM
The following is derived from references B6, R5, and W2, and is a 
detailed derivation of Higbie's penetration theorem, which predicts the 
value of the mass transfer coefficient k^.
For a fluid flowing down a wall the controlling differential 
equation is:
D (A-l)
Using the short penetration approximation and letting V = V we may
write
(A-2)
This can be solved via combination of variables, thus:
x
(A-3)U
which yields:
(A-4)
3C = df 3n 
3z dr) 3z
(A-5)
These latter two equations, when substituted into (A-2), produce:
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For this analysis the boundary conditions are:
At x Sc q = 0, f = C (The surface concentration) (A-7)
s
As x & q becomes large, f = 0 (A-8)
Applying these conditions and integrating Equation (A-6) produces:
C/Co = 1 - erf(q) (A-9)
To this, we introduce the following two definitions for mass flux,
Na = V c <°> - <A'10>
N = -D* §*= I11 (x = 0) (A-11)
a dq 3x ' '
and these combined with the definition of q, allow 6q/6x to be
determined. The diffential, dc/dq determined at q = 0, takes a value of
2/.u^‘ ,^ from which k can be expressed:L
Defining the exposure time for the interface as t* = z/V, and 
integrating (A-12) with respect to t (between 0 and t*) allows the 
average transfer coefficient to be expressed in the following well-known 
manner:
(A-13)
APPENDIX B, DISPERSION COEFFICIENT PROGRAM
Following Rice and Littlefield (R2), it is assumed that mass 
transport is Fickian-like so that a material balance in the alkali 
region becomes:
9C 32C
st = r~2 ^aZ
This equation applies up to the line of neutralization (LON) where 
z = z^, above this in the acid region, we have
9C 92C
FT = el “T  (b'2)9z
The transformation suggested by Baird et al. (B4) is applied
C = Cg + (below LON) (B-3)
o
C = C + C (above LON) (B-4)
3. 3O
Thus equations (B-l) and (B-2) can be replaced with the single relation­
ship
9C ^ 32C ,_4
9t L 2 (B_5)
9z
Subject to following boundary conditions:
C = 0 at t = 0, (initial conditions) (B-6)
3C
—  = 0 at z = L, (no flux at top) (B-7)
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408
N, = - ( 1 - e ) E t t—  (at z = 0, base injection) (B-8)
b L dz
Noting that at the LON C = C , then the above is solved by Laplace
clO
transforms to yield the result
f N, \ „ , N, . . ET t 2
( b ) Z ( b ) T rl , L n , Z___,
Cao " - ( (1-£)El > n (. <l-e)EL J <3 l2 2l2>
(B-9)
~ m=0° (- m i T Z n'\ 2 22 Nb L  ^ v cos — T -  -m EL t
' I X T 1 7  J I —  2—  e x p  I — 1 2 - -
{1“£)EL m=! L
Thus an array of experimental values of the height of the LON
(z^) and the corresponding time (tn) can be used to find a best fit for
E . The raw data needs to be modified into z , t data by subtracting the 
L n n
height of the CSTR zone from the raw data, likewise the raw time array 
is modified. The height of the CSTR region could be any of the first few
points. The method of analysis is to select each one in turn and then
determine the dispersion coefficient this choice results in. The program 
which calculates the best-fit dispersion coefficient also determines the 
percent error between the model and the data of this best-fit. By 
choosing different values for the CSTR height the magnitude of this 
error changes. The choice of CSTR height which results in the minimum of 
error for the calculated best-fit dispersion coefficient, is thus 
chosen.
Barbe (B3) developed a program which uses all the data points to 
calculate the dispersion coefficient and also one which uses the first 
half of the data set. If the predicted best-fit dispersion coefficients
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are approximately the same using both of these programs, then the 
bottom fit must be of equal accuracy as the top. This implies that the 
choice of CSTR height is the correct one, for if it were not then there 
would be larger errors at the bottom because the program would _ be 
fitting the plug flow model to a CSTR region.
Barbe also developed an explicit parameter estimation method. The 
enhance height was allowed to have a set of continuous values, and the 
neutralization time was calculated assuming this zone behaved as a CSTR. 
Most of the error associated with the explicit method is near the bottom 
of the plug-flow zone, where the experimental data is highly erratic and 
error-prone. The method thus fits closely the data collected in the 
upper region, which is believed to be more accurate. Applying the same 
principle to the implicit method predicts that a simple top fit should 
yield the best results.
Barbe1 s (B3) program (overleaf), produces a plot of the data and
the best-fit lines using the explicit method outlined above. Figure 5.8
shows the type of fit obtainable and predicts the height of the CSTR
2
region to be 41 cm and the dispersion coefficient to be 7.7 cm /s, for a 
six-inch column, adjusted for precise verticality.
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IMPLICIT REAL*8 (A-H,0-Z)
DIMENSION X0(3), WX1(3), WX2(3), A(3,3), S(3), Z(50), 
+ T(50), ZN(50), TN(50)
COMMON /LABI/ Z, T, ZN, TN
COMMON /LAB2/ CAO, VOID, RNB, CBO, Q, AREA
COMMON /LAB3/ NPTS
EXTERNAL FI
READ (5,*) CAO, VOID, Q, CBO 
READ (5,*) DIAM, E 
READ (5,*) NPTS
C
DO 10 I = 1,NPTS
READ (5,*) T(I), Z(I)
C Z(I) = Z(I)* 2.54
10 CONTINUE
AREA = 3.141592654 * (DIAM/2.)**2. 
RNB = Q * CB0/AREA
N = 2
EPSLS = l.E-6 
CRIT = l.E-4 
LTYPE = 2 
MAXI = 100 
X0(1) = 2.0 
X0(2) = 53.0 
DO 40 I = 1,NPTS
WRITE (6,105) T(I), Z(I) 
40 CONTINUE
PRINT*,WX1,WX2 
PRINT*,S,A
CALL PCD(XO, WX1, WX2, S, A, FI, N, EPSLS, CRIT, LTYPE, MAXI)
PRINT*,WX1,WX2 
PRINT*,S,A
El = X0(1)
RL = Z(NPTS) - X0(2)
TNO = X0(2)*AREA*(1.-VOID)/Q*DLOG((CAO+CBO)/CBO)
WRITE (6,102) El
Y = 0.2 
FPR = 0.
C
DO 15 I = 1,101
on
 
n 
n
o
 
n
n
n
 
n
o
n
411
Y = 1.1*Y
ZR = DFLOAT(1-1)*RL/100.
20 CALL FUNC(Y, FNC, CAO, VOID, RNB, RL, ZR, El) 
CALL DERV(Y, FPR, RL, ZR, El)
YLAST = Y
Y = YLAST - FNC/FPR
ERROR = DABS(Y - YLAST)/(DABS(YLAST + 1.0))
IF (ERROR .GT. l.E-6) GOTO 20
ZR = ZR + X0(2)
TR = Y + TN0
WRITE (6,106) TR, ZR 
15 CONTINUE
STOP
102 FORMAT (' BEST FIT, DE ',F14.6)
105 FORMAT (F12.6,6X,F12.6)
106 FORMAT (F12.6,18X,F12.6)
107 FORMAT (F12.6,30X,F12.6)
108 FORMAT (F12.6,42X,F12.6)
109 FORMAT (F12.6,54X,F12 . 6)
110 FORMAT (F12.6)
END
DOUBLE PRECISION FUNCTION F1(X0)
IMPLICIT REAL*8 (A-H,Q-Z)
DIMENSION XO(3), ZN(50), TN(50), Z(50), T(50) 
COMMON /LABI/ Z, T, ZN, TN 
COMMON /LAB2/ CAO, VOID, RNB, CBO, Q, AREA 
COMMON /LAB3/ NPTS
E = X0(1)
TNO = X0(2)*AREA*(1.-VOID)/Q*DLOG((CAO+CBO)/CB0)
NPOSZ = 0 
NPOST = 0 
DO 5 I = 1,NPTS
IF (Z(I) .LE. XO(2)) NPOSZ = I 
IF (T(I) .LE. TNO) NPOST = I 
5 CONTINUE
IF (NPOSZ .GE. NPOST) THEN 
NPOS = NPOSZ 
ELSE
NPOS = NPOST 
ENDIF 
PRINT*, NPOS
NPPT = NPTS - NPOS
n
o
n
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DO 7 I = 1,NPPT
ZN(I) = Z(I+NPOS) - X0(2)
TN(I) = T(I+NPOS) - TNO 
7 CONTINUE
RL = ZN(NPPT)
SUMERR = 0.
DO 10 I = 1, NPPT 
ZR = ZN(I)
Y = TN(I)
IF ( I .EQ. 1 .OR. I .EQ. 2) THEN
Y = ZN(I)*AREA*(1.-VOID)/Q*DLOG((CBO+CAO)/CBO) 
ENDIF
15 CALL FUNC(Y, FNC, CAO, VOID, RNB, RL, ZR, E) 
CALL DERV(Y, FPR, RL, ZR, E)
YLAST = Y
Y = YLAST - FNC/FPR
ERROR = DABS(Y - YLAST)/(DABS(YLAST +1.))
IF (ERROR .GT. 0.0001) GOTO 15 
ERR = (DABS(Y-TN(I)))**2.
SUMERR = SUMERR + ERR 
10 CONTINUE
FI = SUMERR/FLOAT(NPPT)
PRINT*, 'FI 1,F1,' E 1,E,' ’,X0(2)
RETURN
END
SUBROUTINE FUNC(Y, FNC, CAO, VOID, RNB, RL, ZR, E) 
IMPLICIT REAL*8 (A-H,0-Z)
TERM1 = CAO/(RNB*RL/((1.-VOID)*E)) + ZR/RL - 1./3. - 
+ Y*E/RL**2. - 0. 5 * (ZR/RL)**2.
SUM = 0.
PI = 3.141592654 
1 =  0
11 I = I + 1
IF (Y .LT. 0.) PRINT*, 'DANGER'
TERMS = DCOS(DFLOAT(I)*PI*ZR/RL)*
+ DEXP(-1.*DFLOAT(I)**2.*PI**2.*E*Y/RL**2.)/
+ (DFLOAT(I)**2.*PI**2.)
SUM = SUM + TERMS 
ERROR = DABS(TERMS/SUM)
IF (ERROR .GT. l.E-9) GOTO 11
12 FNC = TERM1 + 2 . *  SUM
RETURN
END
n 
n
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SUBROUTINE DERV(Y, FPR, RL, ZR, E)
IMPLICIT REAL*8 (A-H,0-Z)
C TERM1 = -l.*E/RL**2.
C SUM = 0.
PI = 3.141592654 
1 =  0
11 I = I + 1
TERMS = DCOS(DFLOAT(I)*PI*ZR/RL)*
+ DEXP(-1.*DFLOAT(I)**2.*PI**2.*E*Y/RL**2.)
SUM = SUM + TERMS 
ERROR = DABS(TERMS/SUM)
IF (ERROR .GT. l.E-9) GOTO 11
12 FPR = TERM1 - 2.* E/RL**2. * SUM
C
RETURN
END
SUBROUTINE DERVE(Y, FPR, CAO, VOID, RNB, RL, ZR, E) 
IMPLICIT REAL*8 (A-H,0-Z)
C
TERM1 = -1.*Y/RL**2. + CAO *(1. - VOID)/(RNB*RL)
C
SUM = 0.
PI = 3.141592654 
1 =  0
11 I = I + 1
TERMS = DCOS(DFLOAT(I)*PI*ZR/RL)*
+ DEXP(-l.*DFLOAT(I)**2.*PI**2.*E*Y/RL**2.)
SUM = SUM + TERMS 
ERROR = DABS(TERMS/SUM)
IF (ERROR .GT. l.E-9) GOTO 11
12 FPR = TERM1 - 2.* Y/RL**2. * SUM
C
RETURN
END
APPENDIX C, MODEL PROFILE PREDICTOR FOR MASS TRANSFER
The following two programs were used in Chapter 5. The first 
program calculates a theoretical oxygen profile given the appropriate 
parameters. The program solves Equation 5.1-19. The second program uses 
Powell's Conjugate Direct Method to calculate the best fit value of the 
parameters given an experimental oxygen concentration profile. This 
latter program is described further in Section 5.3.
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C DETERMINES OXYGEN PROFILE FOR COCURRENT BUBBLE COLUMNS
DIMENSION XL(250), YL(1500)
REAL*4 KLA,KSTA,KLB,KSTB
IRME=0
IOUNT=0
SPACE=5.
C0=0
NO=0
READ(*,*) HT,UL,KLB,KSTB,UG,EL,VISC 
PRINT*,' LIQUID VEL ',UL
PRINT* , 1 HEIGHT CSTR ',HT 
PRINT* , 1 GAS VELOCITY 1,UG 
PRINT*,' VISCOSITY ',VISC
DO 6  NGG = 1,3,1 
IF(NGG.EQ.1)EL = 1.002 
IF(NGG.EQ.2)EL = 10.
IF(NGG.EQ.3)EL = 50.
IF(NGG.EQ.4)HT = 75.
KLA=(1./(VISC**0.67))*KLB 
KSTA=(1./(VISC**0.67))*KSTB 
PRINT*,' DISPERSION C ',EL 
PRINT*,' KLA ',KLA
PRINT*,' KLA* ',KSTA
L=245-HT
NO=NO+l
IF(UL.LT.1E-6)G0T0 4 
SIGL= L*KLA/UL
EP=0.01473*UG+0.023415*UG**2-0.00548362*UG**3+3.654E-4*UG**4 
c H IS 8E7 L PA/MOL 
HEN=8.E7
CTSTA=(101325+(98.1*L*(1.-EP)))/HEN 
CBSTA=(101325+(98.l*(L+(HT/2.))*(l.-EP)))/HEN 
C CONSTANT DEFINITION
RN=98.1*(1.0-EP)*UL/(HEN*KLA*(CTSTA-CO))
ST=KSTA*HT/UL
EPP=EL*KLA*(1.-EP)/(UL* * 2)
C
C- EPP = 0.0498
C- ST = 0.0+(0.5*B)
C- RN = 0.1
C
RNSTA=ST*((CBSTA-CTSTA)/(CTSTA-CO))
PRINT*,' RNSTA ',RNSTA,EPP,ST,RN 
R=((1.+4.*EPP)**0.5)/(2.*EPP)
Rl=(l./(2.*EPP))+R 
R2=(1./(2.*EPP))-R 
C CALCULATION OF CONSTANT A AND B 
Cl=l.+ST+EPP 
C2=RNSTA-1.0-RN*Cl 
C3=EXP(SIGL*R2)
Dl=((R1/R2)*(ST+1.0))-EPP*R1
D2=EPP*R2-(ST+1.0)
C5=RN*EPP-((RN*(ST+1.0))/R2)
A1=(C3*C2+C5)/D1
B1=C2/D2
C NEW SECTION FOR COMPLETE SOLUTION 
IF(EPP.LT.0.05)GOTO 13
RC3 = (RN/R2)*(EPP*R2-ST-1.0)*EXP(-R2*SIGL) 
RC4 = (RN/R1)*(EPP*R1-ST-1.0)*EXP(-R1*SIGL) 
RD1 = (R1/R2)*EXP((R1-R2)*SIGL)
RE1 = (R2/R1)*EXP((R2-R1)*SIGL)
RD2 = (ST+1.0)*(RD1-1.0)
RE2 = (ST+1.0)*(RE1-1.0)
RD3 = EPP*R1*(1.0-EXP((R1-R2)*SIGL))
RE3 = EPP*R2*(1.0-EXP((R2-R1)*SIGL))
RA1 = (C2+RC3)/(RD3+RD2)
RBI = (C2+RC4)/(RE3+RE2)
C LOOP TO STEP UP THE COLUMN CALCULATIG PROFILE
13 DUMMY=SPACE*INT(HT/SPACE)
NSEC=245/SPACE+2
DO 1 S=0,(245-HT),SPACE
SIG=S*KLA/UL
EXPO=Rl*(SIGL-SIG)
IF(EXPO.LT.20.0)THEN 
F1=EXP(-EXPO)
ELSE 
F1=0.0 
END IF
F2=EXP(R2*SIG)
F3=RN*(SIG-1.0)
IF(EPP.LT.0.05)THEN 
F4=A1*F1+B1*F2+F3 
ELSE
RF1=EXP(R1*SIG)
FF4=A1*F1+B1*F2+F3 
F4 = (RA1*RF1)+(RB1*F2)+F3 
PRINT* , 1 OLD 1 ,FF4,' NEW 1 ,F4 
END IF
C **
C F4 IS THE NON DIMENSIONAL CONCENTRATION
C PRINT OUT RESULTS
CONC=CTSTA-F4*(CTSTA-CO)
IF(S .EQ.0)THEN 
DO 2 J=0,DUMMY,5 
PERC=100*(CONC/CBSTA)
DIST=J
PRINT*,DIST,CONC, 1 ',PERC, 1 % OF MAXIMUM'
C GRAPH ARRAY DEFINITION 
IOUNT=IOUNT+1 
IF(NO.EQ.1)THEN 
XL(IOUNT)=J
ENDIF
YL(IOUNT)=CONC*1E4 
C YL(IOUNT)=1.0-F4
YL(IOUNT+NSEC)=CBSTA*1E4 
C YL(IOUNT+NSEC)=1.0-((CTSTA-CBSTA)/(CTSTA-CO))
2 CONTINUE
ELSE
CONTINUE 
ENDIF 
C C MAXIMUM
CMAX=CTSTA-((98.1*S*(1.-EP))/HEN)
PERC=100.*(CONC/CMAX)
DIST=S+HT
IF(PERC.GT.100.)THEN
PERC=100.0
IRME=IRME+1
CONC=CMAX
IF(IRME.EQ.1)THEN
PRINT* f 1 ***************************************************
PRINT* , 1 SATURATION OCCURS AT L =',DIST
PRINT* , 1 AS THIS LIQUID RISES GAS WILL COME OUT OF SOLUTION
PRINT * , 1 ***************************************************
ENDIF
ENDIF
PRINT*,DIST,CONC,' ',PERC,' % OF MAXIMUM'
C GRAPH ARRAY DEFINITION 
IOUNT=IOUNT+l 
IF(NO.EQ.1)THEN 
XL(IOUNT)=DIST 
JOUNT=IOUNT 
ENDIF
YL(IOUNT)=CONC*1E4 
C YL(IOUNT)=1.0-F4
YL(IOUNT+NSEC)=CMAX*1E4 
C YL(IOUNT+NSEC)=1.0-((CTSTA-CMAX)/(CTSTA-CO))
1 CONTINUE
6  CONTINUE
CALL GRAPHP (JOUNT,XL,Y L ,NO)
STOP
4 PRINT* , 1 LIGUID FLOW RATE IS TOO LOW SYSTEM WILL SATURATE ' 
STOP
END
SUBROUTINE GRAPHP (NXDATA,XDATA,YDATA,NO)
INTEGER*4 NSET,NXDATA,MAX 
CHARACTER*23 HEAD,KEYS(7)
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REAL*4 XDATA(*),YDATA(*)
C Plot heading
DATA HEAD /'CONCENTRATION PROFILE '/
C PLOT DATA (7 SETS OF Y VALUES)
C NSET = Number of data sets 
NSET = 1+NO 
C NXDATA = Number of x data points 
C Legend entries
DATA KEYS /'MODEL PROFILE 
'MODEL PROFILE 
'MODEL PROFILE 
'MODEL PROFILE 
'MODEL PROFILE 
'MODEL PROFILE 
'SATURATION PROFILE '/
0* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  
C** CALL SUBROUTINE GRAPH **
q* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
CALL GRAPH(XDATA,YDATA,KEYS,HEAD,NSET,NXDATA)
STOP
END
VISC= 5 ' 
VISC=10 ' 
VISC=15 ' 
VISC=20 ' 
VISC=25 ' 
VISC=30 '
PROGRAM TRAN FORTRAN
IMPLICIT REAL* 8  (A-H,0-Z)
REAL* 8  KLA,KSTA,HT
DIMENSION XO(3), WX1(3), WX2(3), A(3,3), S(3), Z(7),C(10)
COMMON /LABI/ Z, C
COMMON /LAB2/ UG,UL,EP,EL
COMMON /LAB3/ CO,NPTS
EXTERNAL FI
IRME=0
SPACE=5.
N0=0 
ZO = 0.
READ (5,*) UG 
READ (5,*) UL 
READ (5,*) EP
READ (5,*) EL
READ (5,*) HT
READ (5,*) KLA
READ (5,*) KSTA
2 (1 ) = 33.
z(2 ) = 60.
z(3) = 8 8 .
2(4) = 116.
2(5) = 144.
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z(6 ) = 173. 
z(7) = 200.
PRINT*,' DISPERSION C ',EL 
PRINT*,' LIQUID VEL ',UL 
PRINT*,' GAS VELOCITY ',UG 
PRINT*,' VOIDAGE ',EP 
PRINT*
PRINT*,' HEIGHT CSTR ',HT 
PRINT*,' KLA ',KLA
PRINT*,' KLA* ',KSTA
NPTS = 7
READ (5,*)CO 
DO 10 I = 1,NPTS 
READ (5,*) C(I)
10 CONTINUE
C
C
c
c
c
N = 3
EPSLS = l.E-4
CRIT = l.E-4
LTYPE = 2
MAXI = 1 0 0
X0(1) = HT
X0( 2) = 50.*KSTA
X0( 3) = 100.*KLA
S(l) = 0 . 0 0 2
S( 2) = 0 . 0 2
WRITE (6,105) ZO
DO 40 I = 1,NPTS
WRITE (6,105) Z(I), C(I) 
40 CONTINUE
CALL PCD(XO, WX1, WX2, S, A, FI, N, EPSLS, CRIT, LTYPE, MAXI)
HT = X0(1)
KSTA = X0(2)/50.0 
KLA = X0(3)/100.0
C
WRITE (6,102) KLA,KSTA,HT
C
L=245-HT
NO=NO+l
SIGL= L*KLA/UL 
C H IS 8E7 L PA/MOL 
HEN=8.E7
CTSTA=(101325+(98.1*L*(1.-EP)))/HEN 
CBSTA=(101325+(98.1*(L+(HT/2.))*(!.-EP)))/HEN 
C CONSTANT DEFINITION
RN=98.1*(1.0-EP)*UL/(HEN*KLA*(CTSTA-CO)) 
ST=KSTA* HT/UL
EPP=EL*KLA*(1.-EP)/(UL * * 2)
C
RNSTA=ST*((CBSTA-CTSTA)/(CTSTA-CO))
C PRINT*,' RNSTA ',RNSTA,EPP,ST,RN 
R=((1.+4.*EPP)**0.5)/(2.*EPP) 
R1=(1./(2.*EPP))+R 
R2=(1./(2.*EPP))-R 
C CALCULATION OF CONSTANT A AND B 
Cl=l.+ST+EPP 
C2=RNSTA-1.0-RN*C1 
C3=EXP(SIGL*R2)
Dl=((R1/R2)*(ST+1.0))-EPP*R1 
D2=EPP*R2-(ST+1.0)
C5=RN*EPP-((RN*(ST+1.0))/R2)
A1=(C3*C2+C5)/D1
B1=C2/D2
C NEW SECTION FOR COMPLETE SOLUTION 
IF(EPP.LT.0.05)GOTO 13
RC3 = (RN/R2)*(EPP*R2-ST-1.0)*EXP(-R2*SIGL) 
RC4 = (RN/R1)*(EPP*R1-ST-1.0)*EXP(-R1*SIGL) 
RD1 = (R1/R2)*EXP((R1-R2)*SIGL)
RE1 = (R2/R1)*EXP((R2-R1)*SIGL)
RD2 = (ST+1.0)*(RD1-1.0)
RE2 = (ST+1.0)*(RE1-1.0)
RD3 = EPP*R1*(1.0-EXP((R1-R2)*SIGL))
RE 3 = EPP*R2*(1.0-EXP((R2-R1)*SIGL))
RA1 = (C2+RC3)/(RD3+RD2)
RBI = (C2+RC4)/(RE3+RE2)
C LOOP TO STEP UP THE COLUMN CALCULATIG PROFILE 
13 DUMMY=SPACE* TNT(HT/SPACE)
NSEC=245/SPACE+2
DO 1 S1=0,(245-HT),SPACE
s i g =s i *k l a /u l
EXP0=R1*(SIGL-SIG)
IF(EXPO.LT.2 0.0)THEN 
F0=EXP(-EXPO)
ELSE 
F0=0.0 
ENDIF
F2=EXP(R2 * SIG)
F3=RN*(SIG-1.0)
IF(EPP.LT.0.05)THEN 
F4=A1*F0+B1*F2+F3 
ELSE
RF1=EXP(R1*SIG)
FF4=A1*F0+B1*F2+F3
n 
n 
n 
o
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F4 = (RA1*RF1)+(RB1*F2)+F3 
C PRINT* , 1 OLD 1 ,FF4 , 1 NEW 1 ,F4
ENDIF
C **
C F4 IS THE NON DIMENSIONAL CONCENTRATION 
C PRINT OUT RESULTS
CONC=CTSTA-F4 *(CTSTA-CO) 
IF(S1.EQ.0)THEN 
DO 2 J=0,DUMMY,5 
PERC=100*(CONC/CBSTA)
DIST=J
WRITE (6,106) DIST,CONC
2 CONTINUE
ELSE
CONTINUE 
ENDIF 
C C MAXIMUM
CMAX=CTSTA-((98.1*SI*(1.-EP))/HEN)
PERC=100.*(CONC/CMAX)
DIST=S1+HT
IF(PERC.GT.100.)THEN
PERC=100.0
IRME=IRME+1
CONC=CMAX
IF(IRME.EQ.1)THEN
PRINT *, 1 **************************************************** 1
PRINT* , 1 SATURATION OCCURS AT L =■,DIST
PRINT* , 1 AS THIS LIQUID RISES GAS WILL COME OUT OF SOLUTION1
PRINT* , 1 * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 1
ENDIF
ENDIF
WRITE (6,106) DIST,CONC,LOG(8.E7*(CMAX-CONC)/101325.)
CONTINUE
STOP
102 FORMAT (' BEST FIT KLA ',F10.6,4X,' KSTA ',F10.6,4X,' HT!,F6.1)
105 FORMAT (F12.6,6X,F12.6)
106 FORMAT (F12.6,18X,F12.6,4X,F9.5)
107 FORMAT (F12.6,30X,F12.6)
108 FORMAT (F12.6,42X,F12.6)
109 FORMAT (F12.6 ,54X,F12.6 )
110 FORMAT (F12.6)
END
C
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C
C
DOUBLE PRECISION FUNCTION F1(X0) 
IMPLICIT REAL*8 (A-H,0-Z)
REAL*8 KLA,KSTA,HT 
DIMENSION XO(3), Z(7) ,C(10) 
COMMON /LABI/ Z, C 
COMMON /LAB2/ UG,UL,EP,EL 
COMMON /LAB3/ CO,NPTS 
HT = X0{1)
KSTA = X0(2)/50.0 
KLA= X0(3)/100.0
c
c PRINT*,' IN FUNCTION ',C0,' 1,NPTS
c
c PRINT*,' DISPERSION C ' ,EL
c PRINT*,’ LIQUID VEL 1 ,UL
c PRINT*,1 GAS VELOCITY 1 ,UG
c PRINT*,1 VOIDAGE 1 ,EP
c PRINT*,’ HEIGHT CSTR ' ,HT
c PRINT*,' KLA 1 ,KLA
c PRINT*,' KLA* 1,KSTA
c
NPOSZ = 0
NPOST = 0
C
IF (NPOSZ .GE. NPOST) THEN 
NPOS = NPOSZ 
ELSE
NPOS = NPOST 
ENDIF 
C PRINT*, NPOS
C
NPPT = NPTS - NPOS
C
SUMERR = 0.
DO 10 I = 1, NPTS 
ZR = Z(I)
CR = C(I)
L=245-HT 
SIGL= L*KLA/UL 
C H IS 8E7 L PA/MOL 
HEN=8.E7
CTSTA=(101325+(98.1*L*(l.-EP)))/HEN 
CBSTA=(101325+(98.1*(L+(HT/2.))*(1.-EP)))/HEN 
C CONSTANT DEFINITION
RN=98.1*(1.0-EP)*UL/(HEN*KLA*(CTSTA-CO)) 
ST=KSTA* HT/UL
EPP=EL*KLA*(1.-EP)/(UL* *2)
RNSTA=ST*((CBSTA-CTSTA)/(CTSTA-CO))
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C PRINT* , 1 RNSTA ',RNSTA,EPP,ST,RN 
R=((1.+4.*EPP)**0.5)/(2.*EPP)
Rl=(1./(2 -*EPP))+R 
R2=(1./(2.*EPP))-R
C CALCULATION OF CONSTANT A AND B 
Cl=l.+ST+EPP 
C2=RNSTA-1.0-RN*Cl 
C3=EXP(SIGL*R2)
Dl=((R1/R2)*(ST+1.0))-EPP*R1 
D2=EPP*R2-(ST+1.0)
C5=RN*EPP-((RN*(ST+1.0))/R2)
A1=(C3*C2+C5)/D1
B1=C2/D2
C NEW SECTION FOR COMPLETE SOLUTION 
IF(EPP.LT.0.05)GOTO 13
RC3 = (RN/R2)*(EPP*R2-ST-1.0)*EXP(-R2*SIGL) 
RC4 = (RN/R1)*(EPP*R1-ST-1.0)*EXP(-R1*SIGL) 
RD1 = (R1/R2)*EXP((R1-R2)*SIGL)
RE1 = (R2/R1)*EXP((R2-R1)*SIGL)
RD2 = (ST+1.0)*(RD1-1.0)
RE2 = (ST+1.0)*(RE1-1.0)
RD3 = EPP*R1*(1.0-EXP((R1-R2)*SIGL))
RE3 = EPP*R2*(1.0-EXP((R2-R1)*SIGL))
RA1 = (C2+RC3)/(RD3+RD2)
RBI = (C2+RC4)/(RE3+RE2)
13 CONTINUE
if(zr.lt.ht)then 
S1=0. 
else 
S1=ZR-HT 
endif
SIG=S1*KLA/UL 
EXP0=R1*(SIGL-SIG)
IF(EXPO.LT.20.0)THEN 
F0=EXP(-EXPO)
ELSE 
F0=0.0 
ENDIF
F2=EXP(R2*SIG)
F3=RN*(SIG-1.0)
IF(EPP.LT.0.0 5)THEN 
F4=A1*F0+B1*F2+F3 
ELSE
RF1=EXP(R1*SIG) 
FF4=A1*F0+B1*F2+F3 
F4 = (RA1*RF1)+(RB1*F2)+F3 
ENDIF
o 
n
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C F4 IS THE NON DIMENSIONAL CONCENTRATION 
C PRINT OUT RESULTS
CONC=CTSTA-F4 *(CTSTA-CO)
IF(ZR.LT.HT)THEN 
cmax = cbsta 
else
CMAX=CTSTA-((98.1*S1*(1.-EP))/HEN) 
endif
PERC=100.*(CONC/CMAX)
IF(PERC.GT.100.)THEN 
PERC=100.0 
IRME=IRME+1 
CONC=CMAX 
IF(IRME.EQ.1)THEN
PRINT* 1 **************************************************** 1
PRINT*,' SATURATION OCCURS AT L =',DIST
PRINT* , 1 AS THIS LIQUID RISES GAS WILL COME OUT OF SOLUTION'
PR I NT * 1 **************************************************** 1
ENDIF
ENDIF
C PRINT*,ZR,CONC,' PERCENTAGE = ',PERC
ERR = (DABS(CR-CONC))**2.
C
SUMERR = SUMERR + ERR 
10 CONTINUE
FI = SUMERR/1.0E-10 
WRITE (6,131) Fl,X0(l),(X0(3)/100.0),(X0(2)/50.0)
RETURN
131 FORMAT ('ERR ',F10.6,2X,' HT ',F5.1,' KLAS ',F10.6,4X,F10.6) 
END
C
SUBROUTINE GRAPHP (NXDATA,XDATA,YDATA,NO) 
INTEGER*4 NSET,NXDATA,MAX 
CHARACTER*23 HEAD,KEYS(7)
REAL*4 XDATA(*),YDATA(*)
C Plot heading
DATA HEAD /'CONCENTRATION PROFILE '/
C PLOT DATA (7 SETS OF Y VALUES)
C NSET = Number of data sets 
NSET = 1+NO 
C NXDATA = Number of x data points 
C Legend entries
DATA KEYS /'MODEL PROFILE VISC= 5 ', 
'MODEL PROFILE VISC=10 ', 
'MODEL PROFILE VISC=15 ', 
'MODEL PROFILE VISC=20 ',
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'MODEL PROFILE VISC=25 
'MODEL PROFILE VISC=30 ',
'SATURATION PROFILE '/
C** CALL SUBROUTINE GRAPH **
* * * it * ★ ★ * ★ it it it * ★ * ★ * if it it * ifk 1t * * * * it ★ * * * * * it it itfe ft * * it it * * * it it it ★ * it ft * it
CALL GRAPH(XDATA,YDATA,KEYS,HEAD,NSET,NXDATA)
STOP
END
APPENDIX D, THE FILM THEORY FOR THE CHEMICAL METHOD
The overall mass transfer coefficient may be written:
1/Kg > l/kg * H/k^ = (D-l)
If the gas is highly soluble in the liquid, H will be small and 
K ~ k . In this case the liquid-side resistance is negligible. If the
g -  g
gas is relatively insoluble (large H, as for this work), the gas-side
resistance H/k^, so rearranging (D-l) yields: k^ = 2  HKg -
The relative magnitudes of the individual resistances evidently
depend on gas solubility, as represented by the Henry's-law constant.
This explains why in this work, with a relatively insoluble gas, that
the liquid side resistance is controlling, and k^ is taken as the
overall transfer coefficient (S4). Westerterp et al. (W4), actually
*  1/2
calculated the ratio of k^ to k^/H using k^ ~ (k^D ) , (see below) and
found the ratio to exceed 500, based on an internal Sherwood number of 
25, for a 4mm bubble.
Having established that the gas resistance is negligible, we now 
concentrate on the chemical method, where, if we assume for the time 
being, that the loss of oxygen via mass transfer is small with respect 
to that loss via chemical reaction, we may write:
resistance 1 /k becomes negligible in comparison with the liquid-side
(D-2 )
Making the substitution P = dc/dy, such that then:
(D-3)
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Integrating using the boundary condition that at y = 6 , C = 0 and 
dC/dy = 0 also, then:
/2 k Cn + 1  A 1/2
P - f  - - "-— j (D-4)
Y \(1+n) D /
Noting that the flux in the liquid is exactly balanced by filjm 
resistance:
N = D* dy
= k *(C*-0) (D-5)
y= 0  L
where C* is saturation value at the surface where y=0, and the bulk 
oxygen is zero (consumed by reaction). From the above, the equivalent 
mass transfer coefficient for reaction can be written:
kL* ‘ kn D* <D-6)
The assumption made in this derivation, that the transport flux be 
negligible, can now be checked. If the ratio of k^* via reaction to k^ 
(transport) is large, then the assumption is valid. This ratio termed 
the Hatta number is thus:
, 2 , . „ n - L l / 2
{—  k D* C }
Ha = n n ----------- (D-7)
For the first order case the Hatta number reduces to:
Ha = (k1 D*) 1 //2 /kL (D-8 )
For the sulphite reaction k^ is approximately 1000 (1/s), D* is of order
-5 2 -3
10 cm /s and k^ is approximately 10 cm/s as determined by Rice et
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al. (R14). (The correlation for Hikitu (H15) predicts a value of
one hundred. In order that the physical mass transport term can be 
neglected as compared to that via reaction, Schumpe and Deckwer (S3) 
recommend operation in a region where the Hatta number is greater than 
three. This condition is thus fulfilled and the assumptions outlined 
above are therefore valid.
For CMC solutions k^ and D* remain unchanged (W3, Dl), whilst k^ 
decreases making the Hatta number increase. The use of the sulphite 
method for area determination is therefore not invalidated by a rise in 
viscosity.
For the general case derived above, the total rate of reaction can 
be written
This forms the basis for the chemical method. The specifics of measuring 
the extent of reaction are discussed in the main body of the text.
Finally, it is important that the chemical reaction be fast enough, 
that the affects of local liquid hydrodynamics are not significant. It 
is assumed generally that the chemical method is hydrodynamically 
independent (L3), however the Sherwood et al. (S4) proof follows:
For the fast first-order reaction the controlling differential 
equation is:
_3
3.6x10 ' cm/s). This results in a Hatta number in the range of ten to
R = NA = AC {7 7 - k D* Cn _ 1 } 1 / /2 
1 +n n (D—9)
(D-10)
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with
C(0) = C* 
C( 6 ) = 0
The solution of Equation D-10, with the boundary conditions as given 
above, is normally expressed:
C = c. /siBi-lsliydl) (D.n)
 ^ sinh (a5) /
where
a = (k^/D* ) 1 / 2
This can be differentiated, to obtain the flux 
dC D*C*
N = -D* , 
dy y-O 5
a5coth(a6) (D-12)
It is common practice to estimate the apparent film thickness, 5, by
using (D-12) and setting adcoth(a6 ) to unity. This is equivalent to
calculating the film thickness for the no reaction case (B6 ). This
simplification reduces Equation (D-12) to N = D*C*/6 . Combining this
1/2
with the first order reaction case k = (k D*) yields:
Li 1
6 = (D* / ^ ) 1 / 2  (D-13)
which, for the typical numbers given above, yields a film thickness less 
than 100 microns. Thus the assumption of liquid hydrodynamic 
independence is clearly valid.
APPENDIX E, BUB'S REACTION MECHANISM
From Bub (B13), Hayon et al. (H10) and Backstrom (Bll), the steps
are:
Propagation
.S° 3 + 0 2 £--> .S05 (E-l)
• S05" + S032" £--> S052" + *3 0 2 " (E-2)
SO 2~ + H+ "” > HSOc~ (E-3)
b s.--  b
3
HSO - + SO r— > 2*S0 ~ + H0-” (E-4)
4
• S O /  + SO 2" .— > SO 2" + «S0/ (E-5)
4 3 kj. 4 3
SO 2~ + S052" > 2S042" (E-6 )
6
H S O /  + SO 2~ > HSO." + SO 2” ' (E-7)
5 3 k7 4 4 ' ’
Termination
.SO3 - ♦ .S03- j--> S2 062- (E-8 )
8
.S04- + .S04" s--> S2 082- (E-9)
•S05- ♦ .S05- j--> S2 O102- (E-10)
The termination reactions of the SO^ radical can be neglected as it is
the chain carrier; defining
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XI = «SOn X2 = •S0C X3 = •SO.
j b 4
2-
and k^' = k^SO^ • (the pseudo rate constant)
A steady state approximation on the radicals for the heterogeneous case 
yields:
dXl/dt = 0 = - k 0 XI + kj.1X3 + k 2 'X2 - kgXl2 - kgXlX2 (E-ll)
dX2/dt = 0 = k x0 XI - k 2 'X2 - kgXlX2 - k 1 QX22  (E-12)
DX3/dt = 0 - k 4 Co2+ (|j) (S05 2 - ) 2 - k^'XS (E-13)
In the last equation, substitution has been made for HSO,. in terms of
the equilibrium constant K3, for the instantaneous step (E-3). Secondly,
as the termination reactions are all of similar nature, Bub assumes
k = k„ = k„ = k„-, where he defines k as a termination rate constant, 
a 8  9 10 a
His assumption that all termination reactions (E-8 , E-9 and E-10) have
the same reaction rate constant, k will also be used in section 4.4.
a
Adding (E-ll) and (E-12) yields:
k5 1/2
XI + X2 = (—  ) ' (E-14)
K
a
Combining (E-13) and (E-14) yields
/ 2+ ?_ p H+ \ 1/f2
Xl = ( k 4Co (S05 ' ) K F I - j  X2 (E-15)
which on substitution into (E-12) produces: 
k 0 Y SO 2"
X2 = --------- B--- 2----------—  (E-16)
k l° 2  + k2(S°3 > + ka V S°5 >
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where
, k. Co2+ H+ \ 1/2
- H b t — )Yb ’ I - S T k   ' (E‘17>' a
2 -
Equation (E-16) can be simplified by assuming k Y, (S0C ) is small:
cl D D
Yb (S052")
X2 = p --- (E-18)
D
where
k2S°32'
B = 1 + ■ (E-19) 
K 1 2
2 -
A steady state approximation on the peroxanion SO^ produces:
2+ + 2 - 2  2 - +
— —  = 0 = k !X2 - k Co (H /K3)(S0C ) - kc ’SOc (1 + H /K3) (E-20)
at 2 4 b b D
into which can be substituted Equation (E-18), thus allowing X2 to be 
solved:
k 1 K3 Y, 2  kr 1 K3 Y, (1 + H+/K3)
X2 = ----2T T -2 -   Ir-T  (E_21)k Co H B k.Co H B
4 4
Assuming X2 is at a maximum, and thus neglecting the latter term of the 
above, allows Equation (E-21), with the substitution of (E-17), to be 
expressed:
k 1
2
X2 = ---- - (E-22)
k B 
a
Because reaction (E-4) is rate determining, then k 1 will be small with 
respect to the other pseudo rate terms, thus (E-20) may be simplified:
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SCL
V X2
k, 1 (1 + H /K3) 
b
Thus the rate, assuming (E-4) is rate determining
2 + + 
k4 C° H 2- 2
R = — -----  (S°5 >
which via (E-22) and (E-23) becomes:
R =
4 2+ 2- 2 +
k4 k2* Co (SC>3 > H
2 2 
k K3kr 
a 6
1 +
k2S°3 
kl ° 2
N.B. If k 0 > k2 S032", then
k' Co2+ H+ (SO 2 " ) 2
R =  + 1-----
(1 + H /K3)
2 -
or if k 2 S0 3 > then
k 1 Co2+ H+
R —
(S03 2 - ) 2 (1 + H+/K3 ) 2
(E-23)
(E-24)
(E-25)
(E-26)
(E-27)
Either way, the above does not match the rate equation dependencies as 
reported in the literature. Section 4.4 discusses the heterogeneous 
reaction and produces an alternate mechanism.
APPENDIX F, MECHANISTIC MODELING
The following details the analysis for section 4.4, starting with 
Equations (4.4-19) and (4.4-22):
k 0 Y
X 2  = k 0 + k '' + k Y (F_1)
1 2  2 a c
0 = k2 'X2 - k 4 Co2 +(HVK3)(S0 5 2 " ) 2 - SC>5 2 “(kg ' + k^H*) (F-2)
where k. = (kcCo2+ + k ')/K3
14 5 9
and k ' 1 = k 1 + k '(H+/K6 )
2 -
If we assume from (4.4-20) that Yc « SO,. , which is valid for the
heterogeneous case, because the first term is the initiation term, (and
thus small), then (F-l) can be rearranged to yield:
X2 (k 0 + k " )
SO <x y  = -----------------  (F-3}
5 c k.O_ - k X2 ' }
1 2  a
2-
Substitution for S0e in (F-2) and rearranging to form a quadratic for
D
X2 yields:
a(X2) 2  + b(X2) + C = 0 (F-4)
where
2 , , 2 
a = C k_k 
2 a
b = -2C2 kak 1 0 2 k2 ' - k 4 'H+/K3(kx02  + k2 " )  + (kg ' + k 1 4 H+)kaC(k1 0 2 + k2 " )  
c - (kl0 2 )2 k2 'C2  - (V  H- k 1 4 Ht )k1 0 2 C(k1 02  + k2 ")
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and C is a proportionality constant, (derivable from 4.4-20). If the
1/2
solution is assumed to be either: -c/b, -b/a or (c/a) , then,
for -c/b, X2 = k 0 /2k (F-5)1 A EL
or X2 = k O /k
1 A  e l
or X2 = (k1 0 2 )2 k 2 'C/(k4 'H+/K3 ( k ^  + k2 " ) 2)
for (c/a ) 1 / 2  X2 = (k6 '(kg ’ + k ^ H + J k ^ k ^  + k2 ’’)/(ka2 Ck2 '))1 / 2  (F-6 )
for -b/a X2 = k6 '(kg ’ + k ^ M k ^  + k2 ” )/k2 'Cka (F-7)
In all of the above we find X2 « if k^O.^ > k^'' , or X2 “ (k^O ) ^ 2
or proportional to a constant if k2 1 ' > k . ^ . This trend is in the 
opposite direction to the experimental evidence, in that the dependence 
on oxygen concentration decreases from second to first order as oxygen 
concentration increases. Thus the only result to follow the experi­
mentally determined trend is:
X2 = (F_8)
substitution of this into (F-2), neglecting the second term yields:
2-
SO
5 = V W  W  + k14H > <F-9 >
APPENDIX G, ELASTIC MECHANICS (from R12)
In Chapters 2 and 3 the extension at the pole was shown to be:
X = 1 + W 2 /Z2 (G-l)
o o
In addition, the radius of curvature was expressed:
R = (Z2 + W 2 )/2W (G-2)
o "  o
The following analysis makes use of the estimated values of shear
modulus G and initial puncture size to formulate two unique
dimensionless groups that lead to a simple expression relating flow and
pressure through an elastic hole.
We first express tension in terms of pressure using (Rivlin and 
Saunders, RIO):
T = P.R/2 (G-3)
o 1
Next, we express radius of curvature R in terms of dimensionless
deflection using Equation G-2:
R = [1 + (Wq /Z)2] • Z/(2Wq /Z) (G-4)
Placing this into Equation G-3 and inserting Equation G-l finally gives
an expression for tension at the pole:
P.Z , X . 
o
The tension at the pole, Tq was also defined (see Equation 3.2-18):
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T = 2b G(1 - 1/A 6) (G-6 )o o o
Inserting Equation (G-5) into (G-6 ) leads to the dimensionless 
expression:
, P.Z , A  - 1 N f A - 1 .
( 8 b~G ) = ( A~ ) ( , 6  ) = Np (G_7)
where we defined the dimensionless pressure number, N^. In addition, we 
can express the Bernoulli equation (3.2-7) in terms of extension ratio:
[3\i G /Apr3r 3 ) ] 1 / 3  = A = N 1 / 3  (G-8 )'g \>' c Hi o f
where we define the flow dimensionless group, N^.
Finally, we combine the last two results to get a general result 
for laminar flow through elastic holes:
<Nf 1 / 3  - D 1 / 2  , N, 2  - 1 .
= “  ^ 73—  ( )
APPENDIX H, MASS FLOW METER CALIBRATION
The mass flow meters were calibrated by passing the air through the 
flow meters and then to a large air-tight tank filled with water. The 
tank was arranged so that the air flowed into the top of the tank, and 
the water was forced out through a tube submersed in the water. The 
flow rate of air was held constant for a known length of time. By 
weighing the water before and after the experiment, the mass (or volume) 
of water displaced could be calculated.
The calibration curves for both mass flow meters used in this 
research are given in Figure H-l and H-2.
438
Tr
ue
 
Fl
ow
rc
ite
 
(L 
/
50
c
F
2 0 H
1 0 - —  Ca l i b r a t i o n
o  D a t a
10 15  2 0  2 5  3 0  3 5  4 0  4 5  5 0  5 55
M a s s  Flow M e t e r  R e a d o u t  (L /  m i n )
F igu re  H  —1. Ca l i b r a t i on  of  M a s s  Flow M e t e r  I
439
Tr
ue
 
Fl
ow
 
ra
te
 
(L
. 
/ 
m
in
50
aa
GOi
—  Ca l i b r a t i o n
Y = 0 . 9 2 3 5 8 X - 0 . 3 7 2 1 9
1 0 - 1
o  D a t a
0 5 10  15  2 0  2 5  3 0  3 5  4 0  4 5  5 0  5 5
M a s s  Flow M e t e r  R e a d o u t  (L /  m in )  
F igu re  H—2. Ca l i b r a t i o n  of  M a s s  Flow M e t e r  II.
440
on
 
on
 
on
 
n
o
o
n
APPENDIX I, BUBBLE SIZE PREDICTION PROGRAM
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc
c
C THIS ROUTINE COMPUTES THE BUBBLE SIZE FOR A GIVEN FLOWRATE
C USING NEWTON'S METHOD TO SOLVE THE EQUATION FROM SECTION 3.3
C IT ASSUMES DETACHMENT TO OCCUR AT A DISTANCE 2*Radius Of Hole
C IT IS THUS A 2 STAGE PROCESS, BASED UPON A FORCE BALANCE MADE
c UPON A FORMING BUBBLE, Equation 3.3-3
C
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
IMPLICIT DOUBLE PRECISION (A-H,0-Z)
DOUBLE PRECISION MUC,N ,M ,NSTAR,NHOLES,NMU 
DIMENSION DBUB1(4),DBUB2(4),DBUB3(4),DBUB4(4)
COMMON/FTERMS/X,NMU,CONST
COMMON/CONS/QHOLE,RHOC,G ,PI,RH,MUC,RHOG,SURF
COMPUTE PRELIMINARY TERMS 
DO 31 NCO = 20,20
DO 31 NCO = 1,80
DO 99 K=1,4
IF(K.EQ.1)THEN 
MUC= 1.0D-3 
RH=0.300D-2 
RHOC=1000.0D0 
ELSEIF(K .EQ.2)THEN 
MUC= 12.0D-3 
RH=0.033D-2 
RHOC=1000.0D0 
ELSEIF(K.EQ.3)THEN 
MUC= 25.0D-3 
RH=0.256D-2 
RHOC=1000.0D0 
ELSE
MUC=50.0D-3 
C SURF=6 8 .8D-3
ENDIF
C
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UOG=(1.ODO*NCO)/20.ODO 
C PARAMETERS
C MUC=1.OD-3
RHOC=1000.ODO 
RHOG=l.ODO 
SURF=72.8D-3 
g=9.81d0 
pi=3.14159d0 
C LAMDA VIA EXPERIMENT SEE BK 2 P 65
RH=(0.132D-3/2.ODO)*(1.ODO+(UOG*0.1189D0))
C RH=0.3D-2
VO=2*PI*SURF*RH/(RHOC*G)
QHOLE=(154.OD-6*UOG)/110.0 
C PRINT*,VO,QHOLE
C VO = 3.0436D-9
C QHOLE = UOG*l.4D-6
X = QHOLE / DSQRT(G * VO**(5.ODO/3.ODO))
CONST = (4.ODO * PI / 3.0D0)**(1.ODO/3.ODO)
NMU = 3.ODO * PI * CONST * MUC / (RHOC * DSQRT(VO 
DB00=2.0D3*(1.ODO/CONST)*VO**(1.0/3.ODO)
C PRINT*,DBOO
C
C GET ESTIMATE OF Y = V / VO
C
Y = 1.05D0 
10 CONTINUE
F = FDB(Y)
IF (F.LT.0.0D0) GO TO 20
Y = Y + l.ODO 
GO TO 10
20 CONTINUE
C
C FIND THE CORRESPONDING Y = V / VO
C
NLIM = 10 
YTOL = 0.00001D0 
FTOL = 0.00001D0 
1 = 1
IF (X.EQ.O.ODO) THEN
Y = l.ODO 
ELSE
CALL DNEWT2(Y,YTOL,FTOL,NLIM,I) 
ENDIF
C
C COMPUTE BUBBLE DIAMETER 
C
DBO = 6 .0D0*V0*Y/PI 
DB = DB0**(1.0/3.0)
DB=100.0D0*DB
443
DBUB1(K)=(4.0D0*PI/3.ODO)*(DB/2.ODO)**3 
DBUB1(K)=10.ODO*DB
q * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
C THE STAGE ONE BUBBLE SIZE 
£  * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
R=(2.ODO/CONST)*V0**(1.ODO/3.ODO)
CALL NICK(R ,RSULT)
C PRINT*,R,RSULT
RHIGH=R 
RESHIGH=RSULT 
R=2.ODO*RH 
CALL NICK(R,RSULT)
C PRINT*,R,RSULT
RLOW=R
RESLOW=RSULT
R=RLOW+((-RESLOW/(RESHIGH-RESLOW))*(RHIGH-RLOW)) 
CALL NICK(R,RSULT)
25 CONTINUE
C PRINT*,R,RSULT
IF(ABS(RSULT).L T .ID-7)THEN 
GOTO 23 
ELSEIF(RSULT.L T .0.ODO)THEN 
RLOW=R 
RESLOW=RSULT 
ELSE
RHIGH=R
RESHIGH=RSULT
ENDIF
R=RLOW+((-RESLOW/(RESHIGH-RESLOW))*(RHIGH-RLOW)) 
CALL NICK(R,RSULT)
CONTINUE 
GOTO 25
23 CONTINUE
DB1=2000*R 
DBUB2(K)=DB1
C30 WRITE(6,32)U0G,DB,DB1
C32 FORMAT(F6.3,' *,F6.3,F6.3)
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0  f t * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
C THE STAGE TWO BUBBLE SIZE
Q  * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
R=(2.7DO/CONST)*V0* *(1.0D0/3.ODO)
CALL NICK1(R,DB1,RSULT)
C PRINT*,R,RSULT
RHIGH=R 
RESHIGH=RSULT 
R=DBl/2.0D3
CALL NICK1(R,DB1,RSULT)
C PRINT*,R,RSULT
RLOW=R 
RE SLOW=RSULT
R=RLOW+((-RESLOW/(RESHIGH-RESLOW))*(RHIGH-RLOW)) 
CALL NICK1(R,DB1,RSULT)
35 CONTINUE 
C PRINT*,R,RSULT
IF(ABS(RSULT).L T .ID-7)THEN 
GOTO 33 
ELSEIF(RSULT.L T .0.ODO)THEN 
RLOW=R 
RESLOW=RSULT 
ELSE
RHIGH=R
RESHIGH=RSULT
ENDIF
R=RLOW+((-RESLOW/(RESHIGH-RESLOW))*(RHIGH-RLOW)) 
CALL NICK1(R,DB1,RSULT)
CONTINUE 
GOTO 35
33 CONTINUE 
DB2=200*R
DBUB3(K)=(4.0D0*PI/3.ODO)*(DB2/2.ODO)**3 
DBUB3(K)=2000*R
99 CONTINUE
GHOLE=l.OD6*QHOLE
C31 WRITE(6,34)UOG,DBOO,DBUB1(1),DBUB2(I),DBUB3(1)
C * DBUB2(3),DBUB3(1),DBUB3(2),DBUB3(3)
31 WRITE(6,34)UOG,DBUB3(1),DBUB3(2),DBUB3(3),DBUB3(4)
C *DBUB1(1),DBUB1(2),DBUB1(3),DBUB1(4)
34 FORMAT(F7.3,1 ',F6.3 ,F6.3 ,F6.3,F6 .3,F6 .3 ,F6.3,F6.3)
C *F6.3)
END
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cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
c
C SUBROUTINE NICK
C
C THIS ROUTINE COMPUTES THE FUNCTION FOR STAGE ONE
C
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc
SUBROUTINE NICK(R,RSULT)
IMPLICIT DOUBLE PRECISION (A-H,0-Z)
DOUBLE PRECISION MUC
COMMON/CONS/QHOLE,RHOC,G ,PI,R H ,MUC,RHOG,SURF 
TRM1 = (4.0D0*Pl/3.ODQ)*RHOC*G*R**3 
TRM2 = ((QHOLE**2)*RHOG)/(PI*RH**2)
C REMOVE MOM 
C TRM2= 0.ODO
TRM3 = 2.0D0*PI*SURF*RH
C
C USE INT LAW OR STOKES
TRM4A = 5.0D0*PI*(((RHOC*MUC)/2.ODO)**(1.0D0/2.ODO))
TRM4 = TRM4A*((QHOLE/(4.ODO*PI*R))** (3.ODO/2.ODO))
C STOKES
C TRM4 = (3.ODO/2.ODO)*MUC*QHOLE/R
C TERM 4 IS DRAG WILL LEAVE AS IF ALL FORM DRAG AND USE R NOT S 
C TRM4 = TRM4A*((QHOLE/(4.0D0*PI*S))**(3.ODO/2.ODO))
TRM5 = (RHOC*QHOLE**2)/(24.0D0*PI*R**2)
C IDEA IS TO USE S INSTEAD OF R AS THE DISTANCE THE C.L. MOVES 
C NEW IDEA BY RICE FOR S
C S=((R**2-RH**2)**0.5D0)
S=R
C Sl=2.0D0-(R**2/(R**2-RH**2))
Sl=l.ODO
S2=11.ODO/8 .ODO
TRM5 = (Sl*S2*RHOC*QHOLE**2)/(24.0D0*PI*R*S)
C PRINT*,TRM1,TRM2,TRM3,TRM4,TRM5
RSULT = TRM1+TRM2-TRM3-TRM4-TRM5 
RETURN 
END
n
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cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
c
C SUBROUTINE NICK1
C
C THIS ROUTINE COMPUTES THE FUNCTION FOR STAGE TWO
C
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc
SUBROUTINE NICK1(R,DB1,RSULT)
IMPLICIT DOUBLE PRECISION (A-H,0-Z)
DOUBLE PRECISION MUC
COMMON/CONS/QHOLE,RHOC,G ,PI,R H ,MUC,RHOG,SURF
VF=(4.0D0*Pl/3.ODO)*(R**3)
VD=(4.0D0*Pl/3.ODO)*((DB1/2.0D3)**3)
Rl=DBl/2.0D3 
IF(R1.GT.RH)THEN
S=((R1**2-RH**2)**0.5D0)
ELSE
S=0
ENDIF
S1=R1-S
Y=VF/VD
C ALFA ALLOWS 11/16 TO BE USED RATHER THAN ORIGINAL 1/2 
ALFA = 3.ODO/11.ODO
A1=ALFA*G*VD**2/(2.ODO*QHOLE**2)
A2A=ALFA*((QHOLE**2*RHOG/(PI*RH**2))-(2.ODO*PI*SURF*RH)) 
IGNORING MOM
A2A=-2.ODO*ALFA*PI*SURF*RH
A2=A2A*2.0D0*VD/(RHOC*QHOLE**2)
USE INT LAW OR STOKES
A3=ALFA*10.0D0*PI*(VD**0.5)*((2.ODO*MUC/RHOC)**0.5)/QHOLE**2 
A3=A3*((QHOLE/(4.0D0*PI))**1.5)*((4.0D0*PI/3.0D0)**0.5)
STOKES
A3=ALFA*9.ODO*(VD* *(2.ODO/3.ODO))*(MUC/RHOC)/(2.ODO*QHOLE) 
A3=A3*((4.0D0*Pl/3.ODO)**(1.ODO/3.ODO))
A4=((VD**(1.0/3.0))/(4.0D0*PI))*((4.0D0*Pl/3.ODO)**(2.0/3.ODO)) '
C HOW FAR DOES IT RISE? 
TRM1 = -2.0D0*RH
o
n
n
 
n
o
n
 
o
n
447
C TERM ONE IS THE DISTANT TRAVELLED AND IS NOT AFFECTED BY S STUFF 
TRM2 = Al*((Y**2)-1-ODO-(2.ODO*DLOG(Y)))
TRM3 = A2*(Y- l .ODO-DLOG(Y))
USE INT LAW OR STOKES
TRM4 = A3*((2.ODO*((Y**0.5)-1.ODO))-DLOG(Y))
STOKES
TRM4 = A3*(((3.ODO/2.ODO)*((Y**(2.0D0/3.ODO))-l.ODO))-DLOG(Y))
TRM5 = A4*((3.ODO*((Y**(1.0/3.ODO))-1.ODO))-DLOG(Y))
PRINT*,Y,VD,VF 
PRINT*,A l ,A 2 ,A3,A4,A5 
PRINT*,TRM1,TRM2,TRM3,TRM4,TRM5 
RSULT = TRM1+TRM2+TRM3-TRM4-TRM5
RETURN
END
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC
c
C SUBROUTINE DNEWT2
C
C THIS ROUTINE USES NEWTON'S METHOD TO FIND Y
C
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc
SUBROUTINE DNEWT2(Y ,YTOL,FTOL,NLIM,I)
IMPLICIT DOUBLE PRECISION (A-H,0-Z)
DOUBLE PRECISION FDB,FDBPR 
INTEGER NLIM,I,J 
EXTERNAL FDB,FDBPR 
F = FDB(Y)
DO 20 J=1,NLIM
IF (Y.EQ.l.ODO) THEN 
DELY = -0.001D0
ELSE
FPR = FDBPR(Y)
DELY = F/FDBPR(Y)
ENDIF
Y = Y - DELY 
F = FDB(Y)
IF(I.EQ.O) THEN
WRITE (6,199) J, Y, F 
END IF
C
IF(DABS(DELY).L E .YTOL) THEN
IF (I.EQ.O) WRITE (6,202) J, Y, F 
1=1
RETURN 
END IF
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IF(DABS(F).LE.FTOL) THEN
IF (I.EQ.O) WRITE (6,203) J, Y, F
1=2
RETURN 
END IF 
20 CONTINUE
C
I=-l
WRITE (6,200) NLIM, X, FX 
RETURN
199 FORMAT(1 AT ITERATION',13,3X,' Y= ',E12.5,4X,' F(Y) =',E12.5)
200 FORMAT(/1 TOLERANCE NOT MET AFTER ’,14,’ ITERATIONS X = ',
* E12.5,' F(X) = ',E12.5)
202 FORMAT(/' TOLERANCE MET IN ',14,' ITERATIONS X = ',E12.5,
* ' F(X) = ',E12.5)
203 FORMAT(/1 F TOLERANCE MET IN ',14,' ITERATIONS X = ',E12-5,
* ' F(X) = ',E12.5)
END
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
c
C FUNCTION FDB 
C
C THIS ROUTINE COMPUTES THE FUNCTION VALUE FOR F(Y).
C
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc
DOUBLE PRECISION FUNCTION FDB(Y)
IMPLICIT DOUBLE PRECISION (A-H,0-Z)
DOUBLE PRECISION NMU 
COMMON/FTERMS/X,NMU,CONST
C
C COMPUTE THE FUNCTION
C
TERM1 = X**2 * (Y**(1.ODO/3.ODO) - l.ODO) / 2.ODO
TERM2 = NMU * X * (1.5D0 * (Y**(2.0D0/3.0D0) - l.ODO) - DLOG(Y))
TERM3 = 0.5D0 * (Y**2 - l.ODO) - 2.ODO * (Y - l.ODO) + DLOG(Y)
TERM3 = TERM3 * CONST / 2.ODO
FDB = TERM1 + TERM2 - TERM3
RETURN
END
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC
c
C FUNCTION FDBPR
C
C THIS ROUTINE COMPUTES THE DERIVATIVE OF THE FUNCTION OF
C INTEREST.
C
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCG 
DOUBLE PRECISION FUNCTION FDBPR(Y)
IMPLICIT DOUBLE PRECISION (A-H,0-Z)
DOUBLE PRECISION NMU 
COMMON/FTERMS/X,NMU,CONST 
EXTERNAL FDB
C
u 
u
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COMPUTE THE DERIVATIVE
TERM1 = X**2 / (6 .ODO * Y**(2.ODO/3.ODO))
TERM2 = NMU * X * (l.ODO / Y**(1.ODO/3.ODO) - l.ODO / Y)
TERM3 = CONST * (l.ODO - Y / 2.ODO - l.ODO / (2.ODO * Y))
FDBPR = TERM1 +■ TERM2 + TERM3
RETURN
END
APPENDIX J, THE DATA OF CALIBRATION VOLUME
RUN #1 (20.0C) MARCH 13, 1988
PRESSURE PRESSURE VOLUME OF WATER ORIGINAL GAS VOL.
(gauge) (abs.) (V2 - VI) (VI)
(Psi) (Psi) (C.C.) (C.C.)
30.0 44.7 0
20.0 34.9 18.4 65.7
15.05 29.75 33.05 65.8
10.18 24.88 52.5 65.9
5.15 19.85 82.2 65.7
THE VOLUME OF REMAINING WATER: 718.0 VI = 65.8 ± 0.1
THE TOTAL VOLUME OF THE WATER: 800.2
THE TOTAL VOLUME OF THE CELL: 866.0
★ ★ f t * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
RUN #2 (20.OC) MARCH 14, 1988
PRESSURE PRESSURE VOLUME OF WATER ORIGINAL GAS VOL.
(gauge) (abs.) (V2 - VI) (VI)
(Psi) (Psi) (C.C.) (C.C.)
40.4 55.1 0
30.05 44.75 14.6 63.1
20.2 34.9 36.6 63.2
15.15 29.85 53.1 62.8
10.2 24.9 76.5 63.1
5.25 19.95 110.6 62.8
THE VOLUME 
THE TOTAL
OF REMAINING 
VOLUME OF THE
WATER:
WATER:
693.5
804.1
VI = 63.0 ± 0.2
THE TOTAL VOLUME OF THE CELL: 867.1
THE AVERAGE TOTAL VOLUME OF THE CELL = 866.5 C.C.
2
Interfacial Area: 45.4 cm
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NEW CELL
PRESSURE
(gauge)
(Psi)
PRESSURE 
(abs.) 
(Psi)
VOLUME OF WATER 
(V2 - VI) 
cm
ORIGINAL GAS VOL.
(vn
cm
30 44.7 0
20.1 34.8 29.2 102.6
15.2 29.9 51.3 103.6
10.2 24.9 82.6 103.9
5.2 19.9 128.2 102.9
THE VOLUME 
THE TOTAL
OF REMAINING 
VOLUME OF THE
WATER: 771.8 
WATER: 900.0
Vg = 103.25
THE TOTAL VOLUME OF THE CELL: 1003.25
APPENDIX K, RAW RESULTS AND PROGRAM FOR PRC
This program relates to the work of Section 4.2. The program takes 
as its input the pressure time data collected from the Pressure Response 
Cell experiments. By fitting a straight line to the slope of the data 
(log) it determines K(10) and thus the rate. See Section 2.3.2 and 4.2 
for further details. After the program the raw results are given.
DIMENSION PI(100),TIME(100),C (10),C2(10),PART4(100)
DIMENSION X(100),Y(100),XL(100),YL(100)
C ******* initializes various constants
GCON = 8314.0 
C ********* GAS CONSTANT */
AREA = 45.4E-04 
C ********* INTERFACIAL AREA AND GAS VOLUME 
VGAS=166.5E-6
READ(5,*) NSET
NVAR = 11*NSET
C ******** NVAR STORES THE NO. OF DATA POINTS IN ONE DATA SET 
MPAR = NVAR 
DO 33 1=1,NVAR 
c ******* P1 STORES THE PRESSURE IN PSIG */
READ(5,*) Pl(I),TIME(I)
33 CONTINUE
READ(5,*) TEMP
C**** ZNGAS calculates teh no. of moles of gas reacted in atime interval 
C ZNGAS = (Pl(l) - Pl(NVAR))/14.7*1.013E05*VGAS/GCON/(TEMP+273)
C******* The following is the vapor correction at different temperatures
VAPPRE=3.87+0.622*TEMP-0.01012*TEMP**2+0.5237E-3*TEMP**3
VAPPRE = (VAPPRE/760.0)*14.7
C**** This is the conversion of time and pressure to convenient units 
TOT=0.0
DO 10 I =1,NVAR 
MIN=ABS(TIME(I)/100.)
DUMMY=TIME(I)-(100.*MIN)
TIME(I)=MIN*60.+DUMMY 
P1(I) = P1(I) + 14.7 - VAPPRE 
PINIT=P1(1)
C PRINT*,P1(I)
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SID=P1(I )/PINIT 
DIG=ALOG(SID)
YL(I)= DIG 
C PRINT*,SID,YL(I)
T0T=T0T+P1(I )
10 CONTINUE
AVPRES=(TOT/NVAR)*(101325/14.7)
C PRINT*,(TOT/NVAR)
C****** This is the correction for the Henry's Constant 
C****** for Temperature and Concentration 
CO=0.8 
T=TEMP
TEMP=TEMP+273
AAA=1602.1/TEMP-O.9407*CO/(1.0+0.1933*CO)
BBB=5.909E-6*EXP(AAA)
H=101325./BBB 
C DAB CALCVIA NERNST EINSTEIN TYPE
VISC=2.75286-0.1004*T+0.00201*T**2-1.5902E-5*T**3 
DIFF=6 .9E-8*TEMP/VISC 
DIFF=DIFF*1.E-4
MS=1
MF=1
DO 150 1=1,NVAR 
XL(I)=TIME(I)
X (I )=XL(I )
150 Y (I )=YL(I )
CALL POLFIT( X, Y, NVAR, MS, MF, C, VAR)
PRINT *,' COEFFICIENTS OF BEST POLYNOMIAL ARE GIVEN B Y1
DO 200, 1=1,MF+1
J=I-1
PRINT *,J,' DEGREE COEFFICIENT',C (I )
200 CONTINUE
PRINT *,' VARIANCE = 1,VAR 
C CALL GRAPHP (NVAR,XL,YL,C,MF)
RATE=-C(2)*H*VGAS/(AREA*GCON*TEMP*DIFF**0.5) 
RATE=RATE**2
PRINT*,'RATE = ',RATE,' S-l',H,DIFF,TEMP,C(2),AVPRES
STOP
END
SUBROUTINE GRAPHP (NXDATA,XDATA,YDATA,C ,MAX) 
INTEGER*4 NSET,NXDATA,MAX 
CHARACTER*22 HEAD,KEYS(2)
REAL*4 XDATA(*),YDATA(*),C(*)
C Plot heading
DATA HEAD /'KNM PREDICTION '/
C Plot data (3 sets of y values)
C NSET = Number of data sets
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NSET = 2
DO 100 1=1,NXDATA
YDATA(NXDATA+I)=C(1)
DO 50 J=2,MAX+1
YDATA(NXDATA+I)= YDATA(NXDATA+I) + C(J)*XDATA(I)**(J-l) 
50 CONTINUE
100 CONTINUE 
C NXDATA = Number of x data points 
C Legend entries
DATA KEYS /1 DATA 1,
'LINE FIT '/
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
C** CALL SUBROUTINE GRAPH **
Q *  * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
CALL GRAPH(XDATA,YDATA, KEYS,HEAD,NSET,NXDATA)
STOP
END
As explained, the rate constant can be calculated from a plot of 
Log(P/P(0)) Vs time. In total over 100 experiments were made. The first 
set of raw data are average values for the data collected to determine 
the effect of pH and temperature on rate. For each condition at least 
two runs were made, in most cases the repeatability was +/- 5 secs. The 
second data set show in more detail the effect of pH at a constant 
temperature (25 C ) . The remaining results were used to verify the 
proposed mechanistic model and are contained in Section 4.4.
pH = 7 
PRESSURE 47.94 c
30 0
29 54"
28 1'54"
27 2'53"
26 3'56"
25 4 ’57"
24 6 '02"
23 7'08"
22 8'14"
21 9 ' 22"
20 10'31"
42 o o 34 .25
0 0
1>11" 1’13"
2■26" 2>46"
3 '45" 4 ’21"
5 '03" 6 '04"
6'21" 7 >40"
7 '39" 9 *20"
9 '04" 11 '07"
10 '34" 12 ’58"
12 '02" 14 >47"
13 '40" 16 '45"
26,.0 C 19 .4 C
0 0
21'11" 2 ’53"
4 ’'22" ' 6 ’03"
6 '40" 9 '06"
8 '56" 12 '25"
11'16" 15 ’45"
13'’34" 19 '08
15''57" 22 ’28"
18' 38" 26 '07"
21' 18" 29 ’59"
24' 03" 33 ’50"
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pH = 8 
PRESSURE 48.13 c
30 0
29 32"
28 1'04"
27 1 137"
26 2 '11"
25 2'43"
24 3 ’18"
23 3 ’56"
22 4'31"
21 5'08"
20 5'45"
42 .7 C 33. 00
0 0
42" 46"
1’26" 1'38"
2 ’09" 2'31"
2 ’51" 3' 24"
3 '36" 4' 16"
4 ’23" 5' 13"
5 ’10" 6 '10"
6 ’00" 7 10"
6 ’49" 8111"
7 ’40" 9' 13"
25..9 C 18..25
0 0
I1'03" 1'30"
2 '09" 1 2 '59"
3''15" 4''31"
4''24" 6 '05"
5''32" 7 ’'42"
6 '43" 9''16
7''55" 11'00"
9''08" 12'48"
10’28" 14''35"
11’'si" 16' 23"
pH = 9
PRESSURE 48.5 c 42.55 C 34.0 C 26.0 C 17.25
30 0 0 0 0 0
29 25" 29" 35" 40" 56"
28 48" 58" 1' 12" 1' 21" ’ 1' 48"
27 1' 14" 1' 29" 11 48" 2 ’04" 2'43"
26 1 ’37" 2 '00" 2'26" 2 ’47" 3 137"
25
ooCM 2'31" 3'02" 3'28" 4'33"
24 2'27" 3 ’04" 3 ’42" 4'12" 5' 28
23 2'53" 3 ’37" 4'20" 4'58" 6'26"
22 3' 20" 4' 10" 4 59" 5 ’43" 7 ’24"
21 3'47" 4 <44" 5'41" 6'30" 8 ' 23"
20 4 ’15" 5' 20" 6'19" 7'15" 9 ’23"
Pressure-Time Data for PRC
pH = 8.5 
25.0 °C
pH = 8.89 
25.0 °C
pH = 7.5 
24.8 °C
pH = 7.88 
25.3 °C
pH = 9.0 
25.0 °C
pH = 9.13 
25.0 °C
Pressure
Psig
pH = 9.2 
25.0 °C
30
29 16 03 46 45 54 58
28 1855 58 50 01
27 35 38 09 58 05
26 16 52 20 06 14
25 11' 20 57 09 31 14 22
24 13' 50 43 29 42 20 31
23 16' 18 2811 55 53 32
22 13 20 17 41 54
21 15 09 11' 40 10' 19 55 10'
20 17' 04 13' 06 11' 34 11' 05 10' 29 11' 20
4
5
6
Pressure-Time Data for PRC
Pressure
Psig
pH = 9.21 
25.2 °C
pH = 9.35 
24.94 °C
pH = 9.53 
25.1 °C
pH = 9.65 
25.0 °C
pH =
24
= 10.02 
.9 °C
pH = 
25.
10.55 
0 °C
pH = 11.0 
25.2 °C
30 0 0 0 0 0 0 0
29 56" 44" 55" 48" 58" 1' 35" 1' 39"
28 2' 04" 1' 48" 2' 04" 1' 52" 2 12" 3' 15" 4' 03"
27 3' 07" 2' 53" 3' 06" 2' 59" 3 28" 5' 06" 6' 47"
26 4' 12" 3' 58" 4' 03" 4' 02" 4 44" 7' 01" 9' 36"
25 5' 20" 5' 02" 5' 19" 5' 06" 6 00" 8' 52" 12' 35”
24 6' 31" 6' 06" 6' 29" 6' 08" 7 18" 10' 45" 15' 29"
23 7' 34" 7' 12" 7' 33" 7' 20" 8 39" 12' 39" -
22 8' 45" 8' 19" 8' 42" 8' 26" 10 00" 14' 32" -
21 9' 56" 9' 29" 9' 54" 9' 35" 11 20" 16' 33" -
20 11' 31" 10' 34" 11' 26" 10' 45" 12 42" 18' 36" -
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APPENDIX L, PROGRAM TO DETERMINE INTERFACIAL AREA
C TO FIND INTERFACIAL AREA USING CHEMICAL METHOD
c Uses Equations 4.3-4 and 4.2-11, see Section 4.3 for more detail.
c
c
DIMENSION XDATA(100),YDATA(100)
CHARACTER*23 HEAD,KEYS 
N=0
C INPUT INITIAL LIG HEIGHT AND EXP. RESULTS 
READ*,HEIGHT
C FLOW RATE IN, AMOUNT REACTED, VOIDAGE, CONCENTRATION, TEMP, PH 
1 READ(5,*) ST,X ,E P ,C O ,T ,PH
IF(ST.EQ.999.)GOTO 2 
N=N+1
C CONVERTS FROM S.L.P.M. TO MOLS OF OXYGEN 
10 DELM=1.171*X
DELMOL=DELM/(32.0*60.0)
C CONVERTS FROM AVERAGE FLOW RATE (SLPM) TO SUPERFICIAL VELOCITY 
UOG=(((2.0*ST-X)/2.)-0.41)*0.0967 
C RESIDENCE TIME OF A BUBBLE
TAU=HEIGHT*EP/((1.-EP)*UOG)
C PRESSURE AVERAGE
P=-35.47+54.39*UOG+1061.3*UOG**2-92.26*UOG**3 
PAVG=(2.*P+18894.)/2.
PAVG=PAVG+101325 
C VAPOUR PRESSURE OF WATER CORRECTION
VAPPRE=3.87+0.622*T-0.01012*T**2+0.5237E-3*T**3 
PAVG=PAVG-((VAPPRE*101325.)/760.)
C PRINT*,PAVG 
TEMP=T+273.
C DETERMINATION OF HENRYS COEFF, TO CALCULATE SATURATION OF OXYGEN 
AAA=1602.1/TEMP-O.9407*CO/(1.0+0.1933*CO)
BBB=5.909E-6*EXP(AAA)
H=101325./BBB 
C DAB CALCVIA NERNST EINSTEIN TYPE
VISC=2.75286-0.1004*T+0.00201*T**2-1.5902E-5*T**3 
DAB=6 .9E-8*TEMP/VISC 
C CASTA
CA=PAVG/H 
C RK10 OVERALL RATE
ACT=76.26+7.163*PH-1.223*PH**2 
FF=73.8023461-12.668541*PH+0.6217*PH**2 
C PRINT*,ACT,FF 
FF=10**FF 
R=8.314
EXPO=-1000*ACT/(8.314*TEMP)
RK10=FF*EXP(EXPO)
RHS=((RK10*DAB)**0.5)*CA 
VOLC=(HEIGHT/(1.-EP))* 0.154 
RHS=RHS*VOLC
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AREA=DELMOL/RHS 
DBUB=6.*EP/AREA 
C MASS TRANSFER CO
RMTC=0.6*(DAB**0.67)*((UOG/EP)**0.5) 
RMTC=RMTC/(0.46416*(DBUB**0.5))
RKA=RMTC* AREA 
WRITE(*,*)UOG,1,1,AREA,',',DBUB 
XDATA(N )=UOG 
YDATA(N )=AREA 
GOTO 1 
2 NSET=1
NXDATA=N
DATA HEAD /' CHEMICAL DIAMETER BUB.'/
DATA KEYS /' EXPERIMENTAL RESULTS '/
CALL GRAPH(XDATA,YDATA,KEYS,HEAD,NSET,NXDATA) 
3 STOP 
END
APPENDIX M, RAW VOIDAGE RESULTS
Raw Results, gas flow (slpm), voidage
WATER
Voidage = 0.027988*Uog + 0.0089051*Uog**2
6.30 .02100 15.70 .06250 23.90 .11200
7.20 .02300 16.30 .06500 24.60 .11700
7.50 .02300 17.10 .07100 25.50 .12200
9.20 .03200 18.20 .07750 25.90 .12300
10.00 .03500 18.90 .07800 26.20 .12800
10.50 .03700 19.30 .08300 27.10 .13300
10.90 .04000 20.40 .08700 28.20 .14300
12.00 .04300 21.30 .09400 29.20 .14800
12.20 .04400 21.50 .09630 30.00 .15300
13.20 .05070 22.20 .10100 31.00 .16150
14.20 .05400 23.20 .10300 00.00 .00000
15.20 .06000 23.80 .11150 00.00 .00000
12 cp CMC
Voidage = 0.033691*Uog + 0.0076166*Uog**2
4.00 .01300 16.20 .07100 6.70 .02500
5.80 .02100 15.10 .06500 7.70 .03000
7.10 .02500 14.00 .05900 8.50 .03300
8.40 .03100 12.70 .05200 9.60 .03900
9.30 .03600 11.40 .04600 10.70 .04300
10.10 .03900 10.00 .04000 11.70 .04800
11.20 .04400 9.00 .03500 12.60 .05200
12.00 .04800 7.60 .02900 13.90 .05900
13.10 .05400 6.40 .02300 14.50 .06200
14.10 .05900 5.00 .01800 15.70 .06900
15.20 .06500 4.50 .01600 00.00 .00000
16.00 .06900 5.40 .02100 00.00 .00000
Voidage = 0.0531*Uog
2.0 .0052 18.0 .0911 13.0 .0573
4.0 .0130 20.0 .1016 11.0 .0469
6.0 .0234 22.0 .1120 9.0 .0391
8.0 .0339 24.0 .1146 7.0 .0286
10.0 .0469 21.0 .0938 5.0 .0208
12.0 .0547 19.0 .0859 3.0 .0078
14.0 .0677 17.0 .0807 1.0 .0026
16.0 .0781 15.0 .0677 0.0 .0000
460
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25 cp CMC
Voidage = 0.021578*Uog + 0.0279101*Uog**2
1.30 .00600 10.20 .05850 17.50 .11700
1.70 .00697 10.80 .05940 17.70 .11560
2.60 .01140 11.10 .06380 18.10 .12230
2.80 .01286 11.60 .06470 18.20 .12200
3.00 .01530 12.20 .06770 18.40 .12380
3.70 .01868 12.30 .07000 18.60 .12950
4.40 .02400 12.80 .07120 19.00 .14200
5.00 .02965 12.90 .07420 20.50 .15970
5.60 .03250 13.70 .07850 21.50 .17200
6.10 .03390 13.70 .07890 21.80 .18450
6.20 .03575 14.70 .08690 22.00 .17700
6.50 .03760 14.70 .08730 22.80 .19100
7.40 .04085 15.60 .09396 22.90 .19700
7.50 .04360 15.60 .09846 23.70 .20860
8.10 .04450 15.70 .09765 24.40 .20830
8.20 .04680 16.30 .10490 24.60 .21520
8.40 .04910 16.40 .10410 24.90 .21590
9.20 .05000 17.20 .11250 00.00 .00000
9.30 .05310 17.40 .11560 00.00 .00000
50 cp CMC
Voidage = 0.084726*Uog - 0.0097138*Uog**2
3.80 .02400 7.20 .05400 11.10 .07830
3.90 .02360 7.50 .05600 11.40 .07950
4.10 .02700 7.70 .05700 11.40 .07950
4.60 .03200 8.20 .06000 11.80 .08080
4.70 .03300 8.80 .06500 12.50 .08600
5.30 .03940 8.90 .06500 12.80 .08780
5.50 .04100 9.20 .06700 13.40 .09100
5.80 .04350 9.40 .06810 13.40 .09200
6.00 .04400 9.70 .07100 14.40 .09600
6.30 .04840 10.30 .07400 15.00 .10000
6.70 .04930 10.80 .07600 00.00 .00000
7.10 .05300 10.90 .07500 00.00 .00000
APPENDIX N, RAW INTERFACIAL AREA RESULTS
The following table reproduces the raw data used for the 
determination of the interfacial area via the chemical method (Section 
4.3).
WATER, Initial Liquid Level: 202 cm
FLOW IN FLOW OUT GAS SULPHITE TEMP pH
SLPM SLPM VOIDAGE MOLARITY (C)
3.800 0.600 0.0099 0.7290 24.00 7.910
7.800 2.000 0.0248 0.7250 24.10 7.900
11.600 3.500 0.0396 0.7210 24.20 7.900
14.900 4.700 0.0545 0.7170 24.80 7.890
17.900 5.700 0.0718 0.6960 25.50 7.860
21.200 6.300 0.0371 0.6750 26.00 7.840
23.600 7.800 0.0990 0.6540 28.30 7.810
27.300 11.400 0.1213 0.6040 29.40 7.760
30.000 14.100 0.1386 0.5530 30.80 7.720
28.300 13.200 0.1262 0.5030 35.20 7.670
25.300 11.500 0.1089 0.4530 38.30 7.620
22.000 10.200 0.0891 0.4030 40.30 7.580
WATER, Initial Liquid Level: 192 cm
FLOW IN FLOW OUT GAS SULPHITE TEMP pH
SLPM SLPM VOIDAGE MOLARITY (C)
2.700 0.300 0.0052 0.7590 20.40 7.900
6.100 0.900 0.0182 0.7540 20.40 7.896
9.200 2.800 0.0313 0.7490 20.40 7.893
12.400 3.600 0.0417 0.7440 20.50 7.890
14.300 4.400 0.0495 0.7420 20.70 7.887
17.200 4.900 0.0625 0.7400 21.00 7.883
19.600 5.100 0.0729 0.7380 21.60 7.880
22.200 4.000 0.0885 0.7250 22.00 7.870
24.400 6.800 0.0990 0.7130 22.50 7.867
25.900 8.200 0.1094 0.7000 23.80 7.860
27.600 9.500 0.1198 0.6850 24.60 7.850
29.900 12.100 0.1302 0.6710 25.80 7.830
33.100 13.400 0.1250 0.6560 29.10 7.820
29.600 10.400 0.1042 0.6290 29.30 7.800
27.400 8.500 0.0938 0.6030 29.70 7.770
24.200 6.700 0.0807 0.5760 31.10 7.750
21.100 6.000 0.0755 0.5600 31.70 7.740
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17.700 6.000 0.0651 0.5430 32.50
14.600 5.000 0.0521 0.5270 33.80
11.900 4.800 0.0417 0.5153 34.60
9.300 3.500 0.0313 0.5037 35.00
7.900 2.100 0.0260 0.4920 35.50
5.800 1.400 0.0182 0.4850 35.70
4.000 1.300 0.0104 0.4780 35.00
2.100 1.200 0.0026 0.4710 35.70
WATER, Initial Liquid Level: 194.5 cm
FLOW IN FLOW OUT GAS SULPHITE TEMP
SLPM SLPM VOIDAGE MOLARITY (C)
4.400 0.900 0.0103 0.7930 24.40
8.100 1.900 0.0257 0.7930 24.90
13.700 3.700 0.0488 0.7930 25.10
16.600 4.500 0.0643 0.7930 25.30
19.900 4.600 0.0823 0.7930 25.60
21.800 5.200 0.0951 0.7840 25.80
23.600 6.000 0.1080 0.7740 26.60
25.200 7.000 0.1208 0.7440 27.30
27.700 10.600 0.1414 0.7130 29.40
29.800 12.900 0.1568 0.6810 30.20
32.500 15.700 0.1748 0.6490 32.50
35.400 18.600 0.1979 0.5820 34.20
30.800 18.300 0.1542 0.5140 41.80
25.600 14.400 0.1157 0.4610 44.00
22.500 11.900 0.0977 0.4080 45.30
L2cp CMC, Initial Liquid Level: 193 cm
FLOW IN FLOW OUT GAS SULPHITE TEMP
SLPM SLPM VOIDAGE MOLARITY (C)
3.000 0.400 0.0052 0.7490 23.60
4.000 0.600 0.0104 0.7480 23.70
5.000 0.800 0.0155 0.7470 23.70
6.000 0.700 0.0181 0.7470 23.60
7.000 1.000 0.0207 0.7460 23.60
8.000 1.700 0.0233 0.7450 23.70
9.000 2.100 0.0285 0.7440 23.70
10.000 2.300 0.0311 0.7420 23.70
11.000 2.200 0.0363 0.7400 23.70
12.000 2.400 0.0389 0.7380 23.80
13.000 2.500 0.0415 0.7350 23.80
14.000 2.800 0.0440 0.7310 23.80
15.000 3.000 0.0466 0.7280 24.00
16.000 2.700 0.0492 0.7260 24.10
7.720
7.710
7.700
7.690
7.680
7.676
7.000
7.670
PH
7.980
7.970
7.960
7.960
7.960 
7.950 
7.940 
7.920 
7.890 
7.870 
7.840 
7.790 
7.740 
7.680 
7.620
pH
7.940
7.940
7.930
7.930
7.930
7.920
7.920
7.920
7.910
7.910
7.900
7.900
7.890
7.890
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17.000 2.700 0.0518 0.7250 24.30
3.000 0.300 0.0052 0.7230 24.40
4.000 0.400 0.0078 0.7220 24.60
5.000 0.500 0.0130 0.7210 24.90
6.000 0.600 0.0155 0.7200 24.90
7.000 0.900 0.0181 0.7180 24.60
8.000 1.700 0.0233 0.7150 24.70
9.000 1.800 0.0259 0.7130 24.70
10.000 2.000 0.0311 0.7130 24.70
11.000 1.900 0.0337 0.7130 25.00
12.000 2.100 0.0389 0.7130 25.10
7.890
7.890
7.890
7.890
7.890
7.890
7.890
7.890
7.890
7.890
7.890
12cp CMC, Initial Liquid Level: 193.5 cm
FLOW IN FLOW OUT GAS SULPHITE TEMP
SLPM SLPM VOIDAGE MOLARITY (C)
3.000 0.400 0.0103 0.8120 22.00
4.000 0.100 0.0155 0.8110 22.00
5.000 0.700 0.0207 0.8100 22.00
6.000 0.900 0.0258 0.8090 22.00
7.000 1.100 0.0284 0.8080 22.00
8.000 1.700 0.0336 0.8050 22.10
9.000 2.200 0.0388 0.8020 22.10
10.000 2.400 0.0439 0.7990 22.10
11.000 2.300 0.0465 0.7960 22.20
12.000 2.400 0.0517 0.7920 22.30
13.000 2.600 0.0568 0.7880 22.50
14.000 3.000 0.0594 0.7840 22.50
15.000 3.400 0.0672 0.7800 22.70
16.000 3.600 0.0724 0.7770 22.90
17.000 3.800 0.0801 0.7740 23.10
18.000 4.000 0.0904 0.7710 23.20
19.000 4.200 0.0956 0.7680 23.30
20.000 4.600 0.1008 0.7570 23.80
21.000 5.100 0.1085 0.7470 24.10
22.000 5.600 0.1163 0.7360 24.30
23.000 5.900 0.1214 0.7250 24.70
24.000 6.400 0.1266 0.7110 25.20
25.000 7.300 0.1318 0.6970 25.70
26.000 8.200 0.1370 0.6820 26.10
27.000 8.900 0.1421 0.6680 26.40
28.000 9.700 0.1473 0.6540 27.70
29.000 10.300 0.1499 0.6400 28.20
25.000 7.300 0.1214 0.6250 29.70
27.000 9.200 0.1370 0.6110 30.30
pH
7.930
7.930
7.930
7.920
7.920
7.920
7.910
7.910
7.900
7.900
7.900
7.890
7.890
7.890
7.890
7.890
7.890 
7.880 
7.870
7.860
7.860 
7.850
7.840
7.840
7.830
7.830 
7.820 
7.810 
7.800
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25cp CMC, Initial Liquid Level: 185 cm
FLOW IN FLOW OUT GAS SULPHITE
SLPM SLPM VOIDAGE MOLARITY
2.300 0.800 0.0054 0.7260
4.100 1.200 0.0162 0.7200
5.500 1.200 0.0243 0.7130
6.200 1.100 0.0324 0.7070
9.500 3.300 0.0432 0.7030
11.800 3.400 0.0541 0.6990
13.700 3.800 0.0622 0.6950
15.800 4.300 0.0730 0.6880
18.400 4.600 0.0919 0.6810
20.400 5.300 0.1054 0.6740
22.300 6.100 0.1135 0.6610
24.500 7.400 0.1054 0.6480
22.300 5.000 0.0811 0.6350
20.200 3.800 0.0757 0.6260
18.200 3.800 0.0649 0.6170
13.700 3.700 0.0541 0.6080
10.900 2.900 0.0378 0.5960
8.500 2.400 0.0270 0.5850
6.200 1.100 0.0216 0.5730
4.100 0.900 0.0108 0.5700
2.300 1.100 0.0054 0.5660
2.300 1.100 0.0054 0.5630
TEMP
(C)
23.10
23.10
23.10
23.10
23.10
23.10
23.10
23.20
23.30
23.80
24.20
24.60
25.30
25.80
26.30
27.10
27.40
27.40
27.60
27.50
27.50
27.50
25cp CMC, Initial Liquid Level: 191 cm
FLOW IN FLOW OUT GAS SULPHITE
SLPM SLPM VOIDAGE MOLARITY
3.000 0.100 0.0105 0.7570
4.400 1.200 0.0209 0.7510
5.800 1.400 0.0262 0.7450
7.700 2.000 0.0366 0.7390
10.100 3.600 0.0471 0.7360
12.500 3.800 0.0576 0.7340
14.600 4.000 0.0681 0.7310
16.500 5.100 0.0812 0.7210
18.900 5.200 0.0942 0.7120
20.400 5.900 0.1047 0.7020
21.700 6.400 0.1126 0.6860
23.300 7.000 0.1178 0.6700
21.900 5.900 0.1047 0.6540
20.300 5.000 0.0969 0.6360
17.800 4.600 0.0759 0.6180
15.800 4.500 0.0628 0.6000
14.700 3.700 0.0576 0.5920
12.000 3.400 0.0471 0.5840
TEMP
(C)
23.80
23.80
23.80
23.80
23.80 
23.90
24.00
24.10 
24.20
24.80
25.10
25.60
26.60
27.50 
28.60
29.00 
29.30
29.50
pH
7.940
7.930
7.930 
7.920
7.910
7.910
7.900
7.900
7.890
7.890 
7.880 
7.860 
7.850 
7.840 
7.830 
7.820
7.810
7.810
7.800
7.800
7.790
7.790
pH
7.880
7.880
7.870
7.870 
7.860 
7.850
7.840
7.840
7.830
7.830 
7.820 
7.800 
7.790 
7.770 
7.750
7.730
7.730 
7.720
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8.700 2.800 0.0314 0.5760 30.20
6.000 1.100 0.0209 0.5700 30.20
4.600 1.100 0.0157 0.5640 30.20
3.200 0.900 0.0105 0.5580 30.00
50cp CMC, Initial Liquid Level: 192 cm
FLOW IN FLOW OUT GAS SULPHITE TEMP
SLPM SLPM VOIDAGE MOLARITY (C)
3.000 0.600 0.0156 0.9020 24.60
4.000 0.900 0.0234 0.8980 24.60
5.000 1.100 0.0339 0.8940 24.60
6.000 1.300 0.0391 0.8900 24.60
7.000 1.500 0.0469 0.8790 24.60
8.000 2.200 0.0547 0.8690 24.60
9.000 2.900 0.0599 0.8580 24.60
10.000 3.500 0.0651 0.8500 24.60
11.000 3.300 0.0729 0.8410 24.60
12.000 3.500 0.0781 0.8330 24.70
13.000 3.800 0.0883 0.8210 24.70
14.000 4.100 0.0885 0.8080 24.80
15.000 4.500 0.0964 0.7960 24.80
16.000 5.300 0.1042 0.7710 25.10
17.000 6.200 0.1042 0.7460 25.40
18.000 7.500 0.1146 0.7210 25.80
19.000 8.000 0.1146 0.6910 26.30
20.000 8.600 0.1172 0.6600 26.70
21.000 9.100 0.1198 0.6300 27.60
22.000 9.300 0.1224 0.6110 29.20
23.000 9.200 0.1250 0.5930 30.30
24.000 9.200 0.1302 0.5740 31.00
25.000 9.600 0.1354 0.5550 32.50
26.000 10.500 0.1380 0.5180 35.20
50cp CMC, Initial Liquid Level: 192.5 cm
FLOW IN FLOW OUT GAS SULPHITE TEMP
SLPM SLPM VOIDAGE MOLARITY (C)
3.000 0.900 0.0182 0.8890 24.30
4.000 1.100 0.0260 0.8860 24.30
5.000 1.000 0.0364 0.8830 24.30
6.000 1.200 0.0416 0.8800 24.30
7.000 1.500 0.0468 0.8700 24.30
8.000 2.200 0.0545 0.8590 24.30
9.000 2.900 0.0623 0.8490 24.30
10.000 3.700 0.0701 0.8440 24.30
11.000 3.500 0.0779 0.8380 24.30
7.720
7.710
7.700
7.690
PH
8.130
8.130 
8 . 1 2 0  
8 . 1 2 0  
8 . 1 2 0  
8 . 1 1 0  
8 . 1 1 0  
8 . 1 0 0  
8 . 1 0 0  
8.090 
8.080 
8.070 
8.060 
8.040 
8 . 0 2 0  
8 . 0 0 0  
7.980 
7.970 
7.950 
7.940 
7.930 
7.910 
7.900 
7.860
pH
8.300
8.290
8.290 
8.280
8.270
8.270 
8.260 
8.260 
8.250
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12.000 3.800 0.0831
13.000 3.800 0.0857
14.000 3.900 0.0909
15.000 4.200 0.0961
16.000 4.700 0.1013
17.000 4.600 0.1091
18.000 4.800 0.1143
19.000 4.700 0.1195
20.000 5.300 0.1247
21.000 6.100 0.1351
22.000 6.900 0.1403
23.000 7.600 0.1506
24.000 7.800 0.1506
20.000 6.900 0.1221
18.000 6.900 0.1065
16.000 5.600 0.0909
14.000 4.700 0.0727
0.8330 24.30 8.250
0.8210 24.40 8.250
0.8090 24.40 8.240
0.7970 24.40 8.240
0.7850 24.50 8.230
0.7830 24.60 8.230
0.7820 24.70 8.220
0.7800 24.70 8.220
0.7780 24.80 8.210
0.7580 25.20 8.200
0.7380 25.30 8.200
0.7170 25.40 8.190
0.6970 25.50 8.180
0.6890 25.80 8.170
0.6810 26.40 8.160
0.6730 27.10 8.150
0.6650 27.80 8.140
APPENDIX 0, MULTIPLE REGRESSION ANALYSIS PROGRAM
This little program performs a multiple regression analysis on any 
data set. It was used to correlate the majority of the data reported 
herein. For a more complete description the reader is referred to 
appendix D in the thesis of Barbe (B3).
IMPLICIT REAL*8 (A-H,0-Z)
DIMENSION AB(3,4), EPSI(320),U0G(320),RMU(320) 
RMM1 = 0.41 
DO 4 1=1,3 
DO 6 J = 1,4 
AB(I,J)=0 
6 CONTINUE 
4 CONTINUE
C
DO 10 1=1,31
READ(5,*) U0G(I),RKLA,DBUB,RMU(I)
C- UOG(I )=(FLOW-0 .41)*0.0967
EPSI(I )=RKLA*(DBUB**(2.0-RMM1))/2.04E-5
C
YI=DLOG(EPSI(I ))
XA=DLOG(UOG(I ))
XL=DLOG(RMU(I ))
C
AB(1,2)=AB(1,2) + XA 
AB(1,3)=AB(1,3) + XL 
AB(1,4)=AB(1,4) + YI
C
AB (2,2)=A B (2,2) + XA*XA 
AB(2,3)=AB(2,3) + XA*XL 
AB(2,4)=AB(2,4) + XA*YI
C
AB(3,3)=A B (3,3) + XL*XL 
AB(3,4)=A B (3,4) + XL*YI
C
10 CONTINUE
C
AB(1,1)=31 
AB(2,1)=A B (1,2)
AB(3,1)=AB(1,3)
AB(3,2)=A B (2,3)
C
N=3
NP = 4 
NDIM=3
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CALL ELIM(AB,N,NP,NDIM)
C
RCD = DEXP(A B (1,4))
RM = AB(2,4)
RN = AB(3,4)
C
WRITE (6,101) RCD,RM,RN
C
SUMERR = 0 . 0
C
DO 20 I =1,31
X = RCD*(UOG(I)**RM)*(RMU(I)**RN)
Y = EPSI(I)
IF(RMU(I ).L T .2) WRITE(6,102)X,Y
IF(RMU(I ).G T .2.AND.RMU(I ).L T .15) WRITE(6,103)X,Y
IF(RMU(I).GT.15.AND.RMU(I).LT.30) WRITE(6,104)X,Y 
IF(RMU(I ).G T .30) WRITE(6,105)X,Y
C
ERROR = (Y-X)*(Y-X)
SUMERR = SUMERR +ERROR 
20 CONTINUE
C
WRITE(6,106) SUMERR
C
STOP
101 FORMAT(' A = ',F12.6,//,'M = ',F12.6,//,1N = ',F12.6,
102 FORMAT(F12.6,6X,F12.6)
103 FORMAT(F12.6,18X,F12.6)
104 FORMAT(F12.6,30X,F12.6)
105 FORMAT(F12.6,42X,F12.6)
106 FORMAT(D12.6)
END
SUBROUTINE ELIM(AB,N,NP,NDIM)
IMPLICIT REAL*8(A-H,Q-Z)
DIMENSION AB(NDIM,NP)
INTEGER N,NP,NDIM
INTEGER NM1,IPVT,IP1,J ,NVBL,L ,KCOL,JCOL,JROW
C
NM1=N-1 
DO 35 1=1,NM1 
IPVT=I 
IP1=I+1 
DO 10 J=IP1,N
IF (ABS(AB(IPVT,I)).LT.ABS(AB(J,I))) IPVT=J 
10 CONTINUE
IF (ABS(AB(IPVT,I )).L T .1.OE-6) THEN 
PRINT 100 
RETURN
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END IF
IF (IPVT.NE.I) THEN 
DO 20 JCOL=l,NP 
SAVE=AB (I, JCOL )
AB(I ,JCOL)=AB(IPVT,JCOL)
AB(IPVT,JCOL)=SAVE 
20 CONTINUE
END IF
DO 32 JR0W=IP1,N
IF (A B (JROW, I ). E Q . 0) GO TO 32 
RATIO=AB(JBOW,I )/AB(I ,I )
AB(JROW,I )=RATIO 
DO 30 KC0L=IP1,NP
A B (JROW,KCOL)=AB(JROW,KCOL)-RATIO*AB(I ,KCOL)
30 CONTINUE
32 CONTINUE
35 CONTINUE
C
IF (ABS(AB(N,N)).LT.1.0E-6) THEN 
PRINT 100
100 FORMAT(/,'SOLUTION NOT FEASIBLE. A NEAR 0 PIVOT ENCOUNTERED1)
RETURN 
END IF
C
NP1=N+1
DO 50 KC0L=NP1 ,NP
AB(N,KCOL)=AB(N,KCOL)/AB(N,N)
DO 45 J=2,N 
NVBL=NP1-J 
L=NVBL+1
VALUE=AB(NVBL,KCOL)
DO 40 K=L,N
VALUE=VALUE-AB(NVBL,K )*AB(K ,KCOL)
40 CONTINUE
AB(NVBL,KCOL)=VALUE/AB(NVBL,NVBL)
45 CONTINUE
50 CONTINUE 
RETURN 
END
APPENDIX P, PROGRAM TO DETERMINE LIQUID CIRCULATION
This program is probably the most important one written for this 
dissertation, it is also the most complex. It relates to the contents of 
Chapter 6, where equations were given to predict the Liquid Circulation 
Velocity. The following can be adapted for any length scale and allows 
the user to select the wall condition (turbulent or laminar). The 
program has no inputs, it calculates its own applicable bubble breadth 
and Voidage. The values for m and voidage can be set at the beginning 
also. The contents of Section 6.4 are also included in the following; 
the program loops around until either the energy balance or drift flux 
equation (user's choice) is solved. It is recommended that Chapter 6 be 
consulted before reading the following.
implicit double precision (a-h,o-z)
DOUBLE PRECISION EP,F1,F2,F3,RLAM,RLAMM,EPBAR,SIDEL,SI,SIAC,C0N15
DOUBLE PRECISION C0N1,conl1,con2,con3,T O ,AL1,RIN,R L ,RLEP,RLEPSQ
DOUBLE PRECISION CON4,CON5,CON6,CON7,UOG,DB,CON12,CON13,R,CON14
DOUBLE PRECISION NHOLES,VISC,AL2,AL3,CON21,CON22,CON23
DOUBLE PRECISION MUGN,SURFN,RHOCN,RHOGN,DST
double precision binl,bin2,bin3,bin4,bin5,bin6,denom
double precision binul,binu2,binu3,binu4,thi,thil,ucsi4
double precision uc0,uc01,uc02,uc03,uc04,ucsil,ucsi2,ucsi3
double precision rlamlo,rlamhi,al21o,al2hi
DOUBLE PRECISION X(500),Y(1000),Z(500),DIS(500)
DOUBLE PRECISION FM(500,18),TH2(500)
DOUBLE PRECISION DFYD1(1000),DFYD2(5000),DFYD3(5000),dfyd4(5000) 
DOUBLE PRECISION DFYD5(5000),DFYD6(5000),DFYD7(5000),DFYD8(5000) 
DOUBLE PRECISION DFYD9(1000),DFYD10(1000),DFYD11(1000)
INTEGER*4 NSET,NXDATA,m 
CHARACTER*20 HEAD,KEYS(4)
NX=0
MM=3
MM1=1
mm2=0
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C FOR PLOTTING AS A FUNCTION OF AR
DO 21 L=1,3
IF(L .EQ.1)THEN
VISC= 1.0D-2
RNEXP = 3
M = 8
NN = 17
UOG= 1.9D0
EPBAR=0.07
ELSEIF(L .EQ.2)THEN
VISC=1.OD-2
RNEXP = 3
M = 6
NN = 9
UOG= 3.8D0
EPBAR=0.137
ELSEIF(L.EQ.3)THEN
VISC= 1.OD-2
RNEXP = 2
M = 5
NN = 13
U0G=6.4D0
EPBAR=0.182
ELSE
VISC = 50.OD-2 
RNEXP = 3 
M = 8  
NN = 9 
C U0G=1.0D0
ENDIF
PRINT* , 1 VISCOSITY IN CP IS ’,(100*VISC)
C R=0.0010D0
C K = 16, 0.3, 0.2 
C DO 11 K=1,NN
C UOG=0.1D0 + (0.2D0*K)
C
C IF(VISC.LT.2.OD-2)THEN
C M = 8
C , IF(UOG.LT.3.0)THEN
C EPBAR=0.028*UOG+0.0089051*UOG**2
C ELSE
C EPBAR=0.09+0.024l*UOG
C RNEXP= 3
C ENDIF
C ELSEIF(VISC.GT.2.OD-2.AND.VISC.LT.15.OD-2)THEN
C M = 8
C EPBAR=0.033691*UOG+0.007617*UOG**2
C ELSEIF(VISC.GT.15.OD-2.AND.VISC.LT.3 0.OD-2)THEN
C M = 8
C IF(UOG.LT.1.0)THEN
n 
n 
n 
o 
n 
n 
n
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C EPBAR=UOG*0.0495
C ELSE
C EPBAR=0.021578*UOG+0.02791*UOG**2
C ENDIF
C ELSEIF(VISC.GT.30.OD-2)THEN
C M = 8
C EPBAR=0.084726*UOG-0.0097138*UOG**2
C ELSE
C EPBAR=0.2
C UOG=l.0D0
C VISC=1.OD-2
C ENDIF
ICOUNT = 1 
MM2 = MM2+1 
c *****constants 
c M=RNEXP* 2
RM=M*1.ODO 
R= 7.ODO 
CDRAG=0.65D0 
C VISC=1.OD-2
RH0CN=1.ODO 
RH0GN=1.OD-3 
MUGN=1.OD-1 
SURFN=7 2.4D0 
g=981.0d0
C HILLS HOLES = 61 HOL = 0.04D0, mine =110 
NH0LES=61
C USE RICE-HOWELL TO SET LENGTH SCALE = BUB SIZE
CALL DBUB(UOG,DB,DST,NHOLES,R ,VISC,MUGN,SURFN,RHOCN,RHOGN)
RIETEMA BUB SIZE 
DST = 7.77D0 
DB = 1.62D0*DST
31 WRITE(6 ,3 2)UOG,DB,DST,EPBAR,RM,RNEXP
32 FORMAT(F6 .3,' ',F6.3,' ( ',F6.3,' ) \F7.4,’ !,F6.1,' \F4.1)
ICO=l
IPO=l
rl=db/epbar
'kifkitititicickiticick'k'kicicic'kickitititifk'kickif'k'k-kifk'kititicit'kitir'k'klt'kitickitickickickieitititQ
PROPOSE SCALING LAW FOR LARGE DIAMETER COLUMS
RL = (DB/EPBAR) + (0.20D0*(R/(1.ODO-EPBAR)))
ARC = (G*R*DB**2/VISC**2)
C PRINT*,’EP * ARC# = *,ARC
c fl = visc**2/ ( 2*g*r*l*l ) range 5e-6 to 0.5, water = 5e-5/l*l 
rlsta=0.OdO
C PRINT*,'VISC = ',VISC,' R = ',R, 1 K*D = 1,RL
c the rice constants
F1=VISC**2/(2.0D0*G*R)
F2=VISC*R/(2.0D0) 
f3=g*g*r**3/(4.0d0*visc**3)
C PRINT*,FI,F2
c SI=0.OODO
c lamda (m)
RLAM=0.999999 
4 RLAMM=RLAM * * RM
C PRINT*,RLAM,RLAMM
c definite integral for wall bit
CONll=(F2/F1)*(EPBAR/8 .ODO)*(1.0D0/RLAM**2)
CON12=(F2/F1)*(EPBAR/4.ODO)*(1.0D0/RLAM**2) 
c conl3 is Uc(lam)-ve
CON13=CON12*((RLAM**2-1.ODO)-2.ODO*RLAM**2*DLOG(RLAM)) 
CON14=rlam**4+l.OdO-(2.0D0*RLAM**2) 
c conl5 is integral of wall section (+ve number) 
conl5=conll*conl4 
conl6=epbar*conl3
N=1000 
RN=1.0D0*N 
c numerical integral
C DO 71 1=1,N
C SIDEL=(1.0D0-RLAM)/(RN-1.0D0)
C SIAC=RLAM+((1-1)*SIDEL)
C THE FUNCTIONFOR L
C RLEP = R*(0.14D0-(0.08D0*SIAC**2)-(0.06D0*SIAC**4))
C- RLEP = R*1.OD-5
C RLEPSQ=RLEP* * 2
C WCONl=-l.ODO*(EPBAR/RLAM**2)*(RLAM**2-SIAC**2)/SIAC
C
C
C
C
C
C-
C
C
C
C
C
C
C
C
C
C
WCON3=DSQRT(1.ODO+WCON2)
WCON2=(RLEPSQ/F1)*WCONl
WCON4=-1.ODO*(EPBAR/RLAM**2)*(RLAM**2-SIAC**2)/2.ODO
PRINT*,RLAM,SIAC,RLEP,WCON2
DFYD9(I)=0.ODO 
DFYD10(I)=0.ODO 
DFYD7(I)=0.ODO 
ELSE
IF(RLEPSQ.LT.1.0D-40)THEN
DFYD9(I)=-1.ODO*(SIAC**2)*(F2/RLEPSQ)*(1.ODO-WCON3)
C VELOCITY AT LAMDA
C
C
DFYD10(I)=-1.ODO*(F2/RLEPSQ)*(1.ODO-WCON3) 
DFYD7(I)=WCON4*(F2/RLEPSQ)*(1.ODO-WCON3)
C VELOCITY AT LAMDA
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c
/**
ENDIF
c
C 71 CONTINUE
c
c CALL SIMPSN(AL9,DFYD9,RLAM,1.ODO,N)
c CALL SIMPSN(AL10,DFYD10,RLAM,1.ODO,N)
c CALL SIMPSN(AL7,DFYD7,RLAM,1.ODO,N)
c- PRINT* , 1 UC ',CON13,-AL10
c- PRINT*,' INT 1,CON15,AL9
c- PRINT*,' RICE3 ',AL7
C- CON13 IS UC(LAM)-VE
C CON13=-AL10
C CON15 IS INTEGRAL OF WALL SECTION (+VE NUMBER)
C CON15=AL9
C CON16=-EPBAR*AL10
c next section determines integral for 0  to lam
c tests if approx soln required
IF(MM1.EQ.2)THEN 
binl=(rlam**2)/(rm+4.0d0) 
bin2 =epbar/(rm+2 .OdO)
bin3=(rlam**4+l.OdO-(2.0D0*RLAM**2))/(2.0d0*rlam**2) 
bin4=((RLAM* * 2-1.ODO)-2.ODO*RLAM** 2 *DLOG(RLAM)) 
bin4=bin4*epbar/rlam**2
denom=(rm+5.OdO)*(2 .OdO*rm+5.OdO)*(3.OdO*rm+5.OdO) 
denom=denom*(4.0d0*rm+5.OdO) 
bin5=(9.6d0/fl)*epbar**3*rl**2/rlam**5
bin6=(bin5/denom)*((epbar*((rm+3.0d0)/(rm+l.OdO)))-rlam**2) 
AL2=BIN1-BIN2-BIN3-BIN4+BIN6
RLIM=0.OOO1D0 
else
N=5000 
C N=200
RN=1.ODO*N 
c numerical integral
DO 7 1=1,N 
SIDEL=(RLAM)/RN 
SIAC=I*SIDEL 
C THE FUNCTIONFOR L
RLEP=RL*EPBAR*((RM+2.ODO)/RM)*(RLAMM-(SIAC**RM)) 
RLEP=RLEP/(RLAM**(RM+2.ODO)) 
rep=rlep/rl 
C THE SCLICHTING LENGTH SCALE
C* RLEPS = R*(0.14D0-(0.08D0*SIAC**2)-(0.06D0*SIAC**4))
C* RLEP = DMAX1(RLEP,RLEPS)
RLEPSQ=RLEP* * 2
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CON1=(RLAMM*SIAC)-(SIAC**(RM+1.0DO))
CON2=((RLEPSQ/F1)*((2.ODO*EPBAR)/RM)*CON1)/(rlam**(2.OdO+rm)) 
CON3=DSQRT(1.ODO+CON2) 
c constants for ep bit
con21=((rm+2.OdO)/rm)*epbar/(rlam**(rm+2.OdO))
CON22=2.ODO*(SIAC**RM)/(RM+2.ODO) 
con23=con21*(siac**2)*(rlamm-con22)
CON50=REP*(1.ODO-REP)* *(rnexp-1.OdO)
CON51=REP*(1.ODO-REP)*(F2/RLEPSQ)*(1.ODO-CON3) 
CON52=l.0D0*EPBAR*(SIAC**RM)
CON53=CON50*((1.ODO-REP)+(CON52/(RLAM**(RM+2.ODO))))
IF(RLEPSQ.LT.1.0D-20)THEN 
DFYD2(I)=0.ODO 
DFYD3(I)=0.ODO 
dfyd4(i)=0.0d0 
DFYD5(I)=0.ODO 
dfyd6 (i)=0.OdO 
ELSE
DFYD2(I) = (SIAC* *2)*(F2/RLEPSQ)*(1.ODO-CON3)
c ep bit
DFYD3(I)=con2 3 *(F2/RLEPSQ)*(1.ODO-CON3) 
c energy bit
DFYD4(I)=CON51*(SIAC**2)
DFYD5(I)=CON50*SIAC 
DFYD6 (I)=CON53*SIAC 
ENDIF
7 CONTINUE
C PRINT*,SI,J
CALL SIMPSN(AL2,DFYD2,0.OdO,RLAM,N)
CALL SIMPSN(AL3,DFYD3,0.OdO,RLAM,N)
CALL SIMPSN(AL4,DFYD4,0.OdO,RLAM,N)
CALL SIMPSN(AL5,DFYD5,0.OdO,RLAM,N)
CALL SIMPSN(AL6,DFYD6,0.OdO,RLAM,N)
C PRINT*,'CON15= 1,CON15,AL2
C PRINT*,'CON16= 1,CON16,AL3
C AVERAGE LIQ VEL
ALIQVU = CON13-((1.ODO/(RLAM**2))*(AL2+CON16-AL3))
CON99 = (4.0D0*RLAM**2)-(3.0D0*RLAM**4)-1.ODO
ALIQVD = (CON11/RLAM**2)*(CON99+(4.0DO*RLAM**4*DLOG(RLAM)))
AL2=-AL2-CON15-CON16+AL3
if(ico.eq.I)rlim=al2/1000.OdO
c RLIM=0.1*ARC
endif
C PRINT*,' AT RLAM = ' ,RLAM,' INT = ' ,AL2
IF(ABS(AL2).LT.rlim)THEN 
GOTO 12 
ELSEIF(ICO.EQ.1)THEN 
ico=ico+l 
al2 hi=al2  
rlamhi=rlam 
RLAM=0.99 
elseif(ico.eq.2 )then 
if(al2 .gt.0 .0 )then 
AL2HI=AL2 
RLAMHI=RLAM 
RLAM=RLAM-(0.02*IPO)
IPO=IPO+l
else
ico=ico+l
al2 1 o=al2
rlamlo=rlam
rlam=rlamlo+((-al2 1 o/(al2 hi-al2 1 o))*(rlamhi-rlamlo)) 
endif
elseif(al2 .It.0 .0 )then 
rlamlo=rlam 
al2 1 o=al2
rlam=rlamlo+((-al2 1 o/(al2 hi-al2 1 o))*(rlamhi-rlamlo)) 
else
rlamhi=rlam
al2 hi=al2
rlam=rlamlo+((-al2 1 o/(al2 hi-al2 1 o))*(rlamhi-rlamlo)) 
ENDIF 
GOTO 4
12 PRINT*,'RLAM = ',RLAM
C PRINT*,' AV LIQ VEL = ',ALIQVU
C PRINT*,' AV LIQ VEL = ',ALIQVD
IF(MM.EQ.1)goto 5
C JUST GET CENTRE LINE VELOCITY 
SI=0.00000 
C PUT DO J = 1,1
C SI=1.001D0
o 
n 
o
C PRINT*,' SECOND PART'
DO 10 J=l,l
C DO 10 J=l,146
if(k.eq.1)NX=NX+1 
IF(SI.GT.0.9901)THEN 
RIN=0.001D0 
ELSEIF(SI.GT.0.9001)THEN 
RIN=0•002D0 
ELSE 
RIN=0.01D0 
ENDIF
DO 10 J=l,200 
NX=NX+1
RIN=0.0001D0 
SI=SI-RIN
IF(SI.LT.0.0001)SI=0.0D0
IF(SI.GE.RLAM)THEN
AL1=C0N12*((SI**2-1.ODO)-2.ODO*RLAM**2*DLOG(SI))
C- NUMERICAL INTEGRAL FOR WALL 
C N=1000
C RN=1.0D0*N
c numerical integral 
C
C DO 81 1=1,N
C SIDEL=(1.0D0-SI)/(RN-1.0D0)
C SIAC=SI+((I-1)*SIDEL)
C THE FUNCTIONFOR L
C RLEP = R*(0.14D0-(0.08D0*SIAC**2)-(0.06D0*SIAC**4))
C- RLEP = R*1.OD-5
C RLEPSQ=RLEP* * 2
C WC0N1=-1.ODO*(EPBAR/RLAM**2)*(RLAM**2-SIAC**2)/SIAC
C
C
C
C-
C
C
C
C
C
C
C
C
WCON2=(RLEPSQ/F1)*WC0N1
WCON3=DSQRT<1.ODO+WCON2)
PRINT*,RLAM,SIAC,RLEP,WCON2
IF(RLEPSQ.LT.1.0D-40)THEN 
DFYD11(I)=0.0D0 
ELSE
DFYD11(I )=-1.ODO*(F2/RLEPSQ)*(1.ODO-WCON3)
n 
n
479
C
C
ENDIF
C 81 CONTINUE 
PRINT*,SI,JC-
C
C
C-
C-
CALL SIMPSN(AL11,DFYD11,SI,1.0D0,N ) 
PRINT*,'THIS IS THE NEW SECTION1 
PRINT*,'NEW 1 ,AL11
- CON13 IS UC(LAM)-VE 
AL1=-AL11 
else
IF(MM1.EQ.2)THEN 
binul=(4.0*rm+3.OdO) 
binu2 =(4.0*rm+3.OdO)*(3.0d0*rm+3.OdO) 
binu3=(4.0*rm+3.OdO)*(3.OdO*rm+3.OdO)*(2.0d0*rm+3.OdO) 
binu4=binu3*(rm+3.OdO) 
thi=1 .0 d0 -((si/rlam)**rm)
thil=l.0d0-((2.OdO/(rm+2.OdO))*((si/rlam)**rm))
uc01=(RLAM**2)-1.ODO-(2.ODO*(RLAM**2)*DLOG(RLAM))
uc02=(1.OdO/(2.OdO*(rm+2.OdO)))+(ucO1/(4.OdO*rlam**2))
uc03=(4.OdO/fl)*epbar**3*rl**2/rlam**5
UC04=UC03*(((RM+2.ODO)**2)/BINU4)
ucO=(f2/f1)*epbar*(uc02-uc04)
ucsil=(-si**2/(2.0dQ*rm*rlam**2))*thil
funl=(thi**4/binul)+(((4.0d0*rm)*thi**3)/binu2)
funl=funl+(((12.0d0*rm**2)*thi**2)/binu3)
funl=funl+(((8 .OdO*rm**3)*(rm+(3.OdO*thi)))/binu4)
ucsi2=(0.5d0/fl)*epbar**3*rl**2*((rm+2.OdO)**2)
ucsi2=ucsi2/((rm**4)*(rlam**8 ))
ucsi3=ucsil+((si**3)*ucsi2*funl)
ucsi4=(f2/f1)*epbar*ucsi3
all=ucsi4+uc0
else
N=1000 
RN=1.ODO*N
DO 70 1=1,N 
SIDEL=(RLAM-SI)/RN 
SIAC=SI+(I*SIDEL)
C THE FUNCTIONFOR L
RLEP=RL*EPBAR*((RM+2.ODO)/RM)*(RLAMM-(SIAC**RM))
RLEP=RLEP/(RLAM**(RM+2.ODO))
C THE SCLICHTING LENGTH SCALE
C* RLEPS = R*(0.14D0-(0.08D0*SIAC**2)-(0.06D0*SIAC**4))
C* RLEP = DMAX1(RLEP,RLEPS)
RLEPSQ=RLEP**2
C0N1=(RLAMM*SIAC)-(SIAC**(RM+1.ODO))
CON2=((RLEPSQ/F1)*((2.ODO * EPBAR)/RM)* CON1)/(rlam**(2.OdO+rm)) 
CON3=DSQRT(1-ODO+CON2)
o 
n 
o 
n 
n
o
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IF(RLEPSQ.LT.1.0D-20)THEN 
DFYD1(I)=0.0D0 
ELSE
DFYD1(I)=(F2/RLEPSQ)*(1.ODO-CON3) 
ENDIF
70 CONTINUE
C PRINT*,SI,J
CALL SIMPSN(AL1,DFYD1,SI,RLAM,N)
PRINT*,CON13 
PRINT*,'AL1',AL1
ALl=conl3-all 
endif 
ENDIF 
REAL LENGTH SCALE
IF(VISC.LT.10.OD-2)THEN 
RLSC = 0.11111*DB 
ELSE
RLSC = 0.05*((100.0D0*VISC)**0.75)/((UOG*G)**0.25) 
ENDIF
PRINT*,'AT SI = ',SI,' UC = ',AL1
X(J)=SI**2
Y(J+((K-l)*NX))=(AL1/100.0) 
Z(J )=AL2
10 CONTINUE
IF(MM.EQ.3)GOTO 55 
GOTO 11 
c used for plotting lam
5 X(K)=UOG
Y(K+((L-1)*NX))=AVLIQV 
if(1.eq.1)NX=NX+1
GOTO 11
C THIS SECTION PREDICTS THE VOIDAGE 
55 CONTINUE
IF(DST.GT.1.3 5D0)THEN 
UT = (G*DST/2.0D0)**0.5 
else
481
C USES EITHER 1/4 OR 1/2 POWER LAW TO CALCULATE TERMINAL RISE VELOCITY
IF(VISC.LT.2.0D-2)THEN 
C SPHERICAL BUBBLE, constant drag
UTS=(4.0D0*DST*G/(3.ODO*CDRAG))**0.5 
c levich deformed bubble
UTL=(4.0D0*SURFN*G/(RHOCN*CDRAG))* * 0.25 
ELSE
c intermediate 1 / 2  law, spherical
UTS=DST*((( 2.0D0*G)/(15.0D0*(VISC**0.5)))**(2.0D0/3.ODO)) 
c levich deformed
UTL=(2.ODO*SURFN/RHOCN)**(1.0D0/3.ODO)
UTL=UTL*(2.0D0*G/(15.0D0*VISC**0.5))**(2.ODO/9.ODO)
ENDIF
C USES MINIMUM VALUE SEE SECTION 3.6 
UT=MIN(UTS,UTL)
ENDIF 
c VOIDAGE PREDICTOR
ra = uog
rb = 2.0d0*ut*al5 
rc = conl6-al3
TEMP=uog-(2.OdO*ut*al5)-conl6+al3 
C PRINT*,TEMP,RA,RB,RC
c rice energy balance as modified by me nov 8 th 1990 
ricel = (uog/2 .0 d0 )*(1 .0 d0 -(epbar/rlam**2 )) 
rice2 = (-1.OdO/(rm+2.OdO))*al4 
RICE3 = -1.0D0*ALIQVD*EPBAR/2.ODO 
C PRINT* , 1 RIC 1 ,RICE3
C RICE3 WILL BECOME -AL7 
C* RICE3=-AL7
Rice4 = UT*al6
riceml = 2 .0 d0 *ricel/(1 .0 d0 -(epbar/rlam**2 )) 
ricem2  = 2 .OdO*rice2 / (1 .OdO-(epbar/rlam**2 )) 
ricem3 = 2.0d0*rice3/(1.0d0-(epbar/rlam**2)) 
ricem4 = 2.0d0*rice4/(1.0d0-(epbar/rlam**2))
c sum
C PRINT* , 1 RICE ENERGY BALANCE 1
sumrice = ricel - rice2 - rice3 - rice4
C PRINT*,SUMRICE,RICE1,RICE2,RICE3,RICE4
C* PRINT* , 1 MODIFIED TO NICK FORM ******* 1 ,UT
sumricm = riceml - ricem2 - ricem3 - ricem4
C* PRINT*,SUMRICM,RICEM1,RICEM2,RICEM3
C* PRINT*,RICEM4
PRINT* , 1 SUM = 1 ,TEMP, 1 ENER 1,SUMRICM
C SET LIMIT
RLIMM = 0.15*EPBAR/UOG 
c iterate around
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TEMP = SUMRICM
IF(ABS(TEMP).LT.RLIMM)THEN 
C PRINT*,TEMP
GOTO 51 
ELSEIF(ICOUNT.EQ.1)THEN 
ICOUNT=ICOUNT+l 
TEMP1=TEMP 
EP1=EPBAR 
C EP1=RM
IF(TEMP.GT.RLIMM)THEN
EPBAR = EPBAR + (0.002*UOG)
C RM = RM - 2.ODO
ELSE
EPBAR = EPBAR - (0.002*UOG)
C RM = RM + 4.ODO
ENDIF
GOTO 31
ELSE
EP2 = EPBAR 
C EP2 = RM
TEMP2 = TEMP
SLOPE = (TEMP2-TEMPI)/(EP2-EP1)
EPBAR = EP2 - (TEMP2/SLOPE)
C RM = EP2 - (TEMP2/SLOPE)
EP1 = EP2 
TEMPI = TEMP2 
C PROTECTION AGAINST UNSOLVABLE ROOTS 
if(epbar.gt.0 .5)then 
epbar = 1 . 0 0 0  
goto 51 
endif
IF(RM.LT.0.0)THEN 
RM = 0.25
if(abs(remb-epbar).It.1.0d-4)goto 51 
remb = epbar 
endif 
GOTO 31
ENDIF
51 X(K)=UOG
Y(K+((L-1)*NX))=RM 
if(l.eq.1)NX=NX+1 
C LETS NEXT M BE OLD ONE 
m=rm
11 CONTINUE 
21 CONTINUE
C GRAPH, NO OF DATA = NX,nset= no of sets 
NSET=4
CALL GRAPHP (NX,X,Y,NSET)
222 STOP 
END
SUBROUTINE SIMPSN(TOTAL,DFYDR,XMIN,XMAX,N ) 
implicit double precision (a-h,o-z)
DOUBLE PRECISION DFYDR(5000) 
double precision xmax,xmin,total 
c PRINT*,DFYDR
H=(XMAX-XMIN)/N 
SUM=0.ODO 
DO 4 1=2,N-l 
IF(MOD(I,2))2,2,3
2 SUM=SUM+4.*DFYDR(I)
GO TO 4
3 SUM=SUM+2.*DFYDR(I)
4 CONTINUE
TOTAL=H/3.*(DFYDR(1)+SUM+DFYDR(N))
RETURN
END
SUBROUTINE GRAPHP (NXDATA,XD,YD,nset) 
DOUBLE PRECISION Xd(500),Yd(500)
INTEGER*4 NSET,NXDATA 
CHARACTER*30 HEAD,KEYS(4)
REAL*4 XDATA(500),YDATA(500) 
k= 0
do 1 i=l,nxdata 
xdata(i)=xd(i)
1 continue
do 3 j = l,nset 
do 2  i=l,nxdata 
ydata(i+k)=yd(i+k)
2 continue 
k=k+nxdata
3 continue
C Plot heading
DATA HEAD / ’AVERAGE LIQUID VELOCITY 0 - '/ 
C Plot data (3 sets of y values)
C NXDATA = Number of x data points 
C Legend entries
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DATA KEYS /'WATER ' ,
'12 CP CMC
'25CP CMC ' ,
'50CP CMC '/
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
C** CALL SUBROUTINE GRAPH **
Q *  * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
CALL GRAPH(XDATA,YDATA,KEYS,HEAD,NSET,NXDATA)
RETURN
END
SUBROUTINE DBUB(UOG,DB,DST,NHOLES,RADCOL,VISC,MUGN,SURFN,
*RHOCN,RHOGN)
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
c
C THIS ROUTINE COMPUTES THE BUBBLE SIZE FOR A GIVEN FLOWRATE
C USING NEWTON'S METHOD TO SOLVE THE EQUATION FROM RICE-HOWELL
C GIVEN THE MINIMUM SURFACE TENSION BUBBLE SIZE.
C
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
IMPLICIT DOUBLE PRECISION (A-H,0-Z)
DOUBLE PRECISION MUC,N,M,NSTAR,NHOLES,NMU,UOG,DB,R,VISC 
DOUBLE PRECISION MUG,SURF,RHOC,RHOG,RADCOL 
DOUBLE PRECISION MUGN,SURFN,RHOCN,RHOGN,DST 
COMMON/FTERMS/X,NMU,CONST
COMMON/CONS/QHOLE,RHOC,G ,PI,RH,MUC,RHOG,SURF
C
C COMPUTE PRELIMINARY TERMS
C
C PARAMETERS
RHOC=1000.ODO*RHOCN 
RHOG=1000.ODO*RHOGN 
MUC=(1.OD-4)*VISC*RHOC 
MUG=(1.0U-4)*MUGN 
SURF=1.0D-3 * SURFN 
C PRINT*,RHOC,RHOG,MUC,MUG,SURF,NHOLES
C HILLS HOLES = 61 HOL = 0.4D-3 MDIAM 
HOLES=l.ODO*NHOLES 
g=9.81d0 
pi=3.14159d0
C RH=(0.132D-3/2.ODO)*(1.0D0+(UOG*0.1189D0))
RH=0.2D-3 
C RH=1.5D-2
VO=2*PI*SURF*RH/(RHOC*G)
QHOLE=(PI*RADCOL*RADCQL*1.OD-6 *UOG)/HOLES 
C PRINT*,VO,QHOLE
X = QHOLE / DSQRT(G * VO**(5.ODO/3.ODO))
CONST = (4.ODO * PI / 3.ODO)**(1.ODO/3.ODO)
NMU = 3.ODO * PI * CONST * MUC / (RHOC * DSQRT(V0 * G))
DB00=2.0D3*(1.ODO/CONST)*V0**(1.0/3.ODO)
C PRINT*,DBOO
n
o
n
 
n
o
n
 
n
n
n
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C THE HINZE BUBBLE
RUOG=UOG/100.ODO
DBOO=0.7D0*SURF**0.6/((RHOC**0.6)*(RUOG**0.4)*(G**0.4)) 
DHIN=1.OD3*DBOO*((MUC/MUG)**0.1)
C PRINT*,DHIN
GET ESTIMATE OF Y = V / VO
Y = 1.05D0 
10 CONTINUE
F = FDB(Y)
IF (F.LT.0.0D0) GO TO 20
Y = Y + 1.0D0 
GO TO 10
20 CONTINUE
FIND THE CORRESPONDING Y = V / VO
NLIM = 10 
YTOL = 0.00001D0 
FTOL = 0.OOOOIDO 
1 =  1
IF (X.EQ.0.0D0) THEN
Y = 1.0D0 
ELSE
CALL DNEWT2(Y,YTOL,FTOL,NLIM,I) 
ENDIF
COMPUTE BUBBLE DIAMETER
DBO = 6 .0D0*V0*Y/PI 
DB = DBO**(1.0/3.0)
DB=1000.0D0*DB
DBUB1=DB
0  A * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
C THE STAGE ONE BUBBLE SIZE
Q * * * * * * * * * * * * * * * * * *  * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
R=(4.ODO/CONST)*V0**(1.ODO/3.ODO)
CALL NICK(R,RSULT)
C PRINT*,R,RSULT 
RHIGH=R 
RESHIGH=RSULT 
R=1.2D0*RH 
CALL NICK(R,RSULT)
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C PRINT*,R,RSULT
RLOW=R 
RESLOW=RSULT
R=RLOW+((-RESLOW/(RESHIGH-RESLOW))*(RHIGH-RLOW)) 
CALL NICK(R,RSULT)
25 CONTINUE 
C PRINT*,R,RSULT
IF(ABS(RSULT).LT.ID-7)THEN 
GOTO 23 
ELSEIF(RSULT.LT.0.ODO)THEN 
RLOW=R
RESLOW=RSULT
ELSE
RHIGH=R
RESHIGH=RSULT
ENDIF
R=RLOW+((-RESLOW/(RESHIGH-RESLOW))*(RHIGH-RLOW)) 
IF(R .LE.0.ODO)R=RLOW/2.ODO 
CALL NICK(R,RSULT)
CONTINUE 
GOTO 25
23 CONTINUE
DB1=2000*R
DBUB2=DB1
C30 WRITE(6,32)UOG,DB,DBl
C32 FORMAT(F6.3, 1 ’,F6.3,F6.3)
Q * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
C THE STAGE TWO BUBBLE SIZE
C ft***********************************************
R=(2.ODO/CONST)*V0**(1.ODO/3.ODO)
R=2.0*DBl/2.0D3
CALL NICK1(R,DB1,RSULT)
C PRINT*,R,RSULT
RHIGH=R 
RESHIGH=RSULT 
R=DBl/2.0D3
CALL NICK1(R,DB1,RSULT)
C PRINT*,R,RSULT
RLOW=R 
RESLOW=RSULT
R=RLOW+((-RESLOW/(RESHIGH-RESLOW))*(RHIGH-RLOW)) 
CALL NICK1(R,DB1,RSULT)
35 CONTINUE
C PRINT*,R,RSULT
o 
n
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IF(ABS(RSULT).LT.ID-7)THEN 
GOTO 33 
ELSEIF(RSULT.LT.0.ODO)THEN 
RLOW=R 
RESLOW=RSULT 
ELSE
RHIGH=R
RESHIGH=RSULT
ENDIF
R=RLOW+((-RESLOW/(RESHIGH-RESLOW))*(RHIGH-RLOW))
CALL NICK1(R,DB1,RSULT)
CONTINUE 
GOTO 35
33 CONTINUE 
DB2=2000*R
VOL=(4.0D0*Pl/3.ODO)*((DB2/20.ODO)**3)
DBUB3=DB2 
C PRINT*,DBUB3
DB = MIN(DHIN,DBUB3)
C ADJUSTING THE LENGTH SCALE 
if(dbub3.gt.13.5d0)then
ut = (g*dbub3/Q.2d0)**0.5 
else
C USES EITHER 1/4 OR 1/2 POWER LAW TO CALCULATE TERMINAL RISE VELOCITY
IF(VISC.LT.2.OD-2)THEN 
C SPHERICAL BUBBLE, constant drag
UTS=(4.0D0*DBUB3*981.6/(30.0D0*0.65D0))**0.5 
c levich deformed bubble
UTL=(4.0D0*SURF*1.0D3*981.6/(0.65))**0.25
ELSE
c intermediate 1 / 2  law, spherical 
SURTE=1.0D3*SURF 
VISRT=1.OD4*MUC/RHOC 
DBRT=DBUB3/10.ODO
UTS=DBRT*(((2.0D0*981.6)/(15.ODO*(VISRT**0.5)))**(2.ODO/3.ODO)) 
c levich deformed
UTL=(2.ODO * SURTE/1.ODO)* *(1.ODO/3.ODO)
UTL=UTL*(2.0D0*981.6/(15.0D0*VISRT* *0.5))* *(2.0D0/9.ODO)
ENDIF
USES MINIMUM VALUE SEE SECTION 3.6 
PRINT*,UTS,UTL 
ut=min(uts,utl) 
endif
Ta = 0.225*ut*dbub3/10.OdO 
if(ta.le.1 .OdO)then 
wxx = 1 . 0  
ELSEIF(TA.GE.39.8D0)THEN 
wxx = 0.62
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else
wxx = 0.81 + (0.206*tanh(2.0*(0.8-logl0(ta)))) 
endif
PRINT*,' ****',TA,WXX,UT,(DBUB3/10.0D0) 
db = dbub3/wxx 
C PRINT*,'HEIGHT MEASURED',(DBUB3*WXX* * 2)
DB = DB/10.0D0 
DST=DBUB3/10.ODO
RETURN
END
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
c
C SUBROUTINE NICK
C
C THIS ROUTINE COMPUTES THE FUNCTION FOR STAGE ONE
C
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc
SUBROUTINE NICK(R,RSULT)
IMPLICIT DOUBLE PRECISION (A-H,0-Z)
DOUBLE PRECISION MUC
COMMON/CONS/QHOLE,RHOC,G ,PI,RH,MUC,RHOG,SURF 
TRM1 = (4.0D0*Pl/3.ODO)*RHOC*G*R**3 
TRM2 = ((QHOLE**2)*RHOG)/(PI*RH**2)
C REMOVE MOMENTUM TERM 
C TRM2= 0.0D0
TRM3 = 2.0D0*PI*SURF*RH
TRM4A = 5.0D0*PI*(((RHOC*MUC)/2.ODO)**(1.ODO/2.ODO))
TRM4 = TRM4A*((QHOLE/(4.0D0*PI*R))**(3.ODO/2.ODO))
C TERM 4 IS DRAG WILL LEAVE AS IF ALL FORM DRAG AND USE R NOT S 
C TRM4 = TRM4A*((QHOLE/(4.0D0*PI*S))**(3.ODO/2.ODO))
TRM5 = (RHOC*QHOLE**2)/(24.0D0*PI*R**2)
C IDEA IS TO USE S INSTEAD OF R AS THE DISTANCE THE C.L. MOVES 
C NEW IDEA BY RICE FOR S
C FOR LARGE HOLES INERTIAL TERM WILL BE ZERO UNTILL BUBBLE IS BIGGER 
C THAN HOLE
IF(R.LE.RH)THEN
TRM5=0
ELSE
S=R
Sl=l.ODO 
S2=ll.0D0/8.ODO
n 
n
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TRM5 = (S1*S2*RHOC*QHOLE**2)/(24.0DO*PI*R*S) 
ENDIF
C PRINT*,TRM1,TRM2,TRM3,TRM4,TRM5 
RSULT = TRM1+TRM2-TRM3-TRM4-TRM5 
RETURN 
END
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC
c
C SUBROUTINE NICK1
C
C THIS ROUTINE COMPUTES THE FUNCTION FOR STAGE TWO
C
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc
SUBROUTINE NICK1(R,DB1,RSULT)
IMPLICIT DOUBLE PRECISION (A-H,0-Z)
DOUBLE PRECISION MUC
COMMON/CONS/QHOLE,RHOC,G ,PI,RH,MUC,RHOG,SURF
VF=(4.0D0*Pl/3.ODO)*(R**3)
VD=(4.0D0*Pl/3.ODO)*((DB1/2.0D3)**3)
RI=DBl/2.0D3 
IF(RI.GT.RH)THEN
S=((RI**2-RH**2)**0.5D0)
ELSE
S=0.0
ENDIF
S1=RI-S
Y=VF/VD
C ALFA ALLOWS 11/16 TO BE USED RATHER THAN ORIGINAL 1/2 
ALFA = 8 .ODO/11.ODO
A1=ALFA*G*VD**2/(2.ODO*QHOLE**2)
A2A=ALFA*((QHOLE* * 2 *RHOG/(PI*RH**2))-(2.ODO*PI*SURF*RH)) 
IGNORING MOM
A2A=-2.ODO*ALFA*PI*SURF*RH
A2=A2A*2.0D0*VD/(RHOC*QHOLE**2)
A3=ALFA*10.0D0*PI*(VD**0.5)*((2.0D0*MUC/RHOC)**0.5)/QHOLE**2 
A3=A3*((QHOLE/(4.0D0*PI))**1.5)*((4.0D0*PI/3.0D0)**0.5)
A4=((VD**(1.0/3.0))/(4.0D0*PI))*((4.0D0*PI/3.0D0)**(2.0/3.0D0))
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TRM1 = -2.0D0*RH-S1 
C TERM ONE IS THE DISTANT TRAVELLED AND IS NOT AFFECTED BY S STUFF 
TRM2 = Al*((Y**2)-1.0D0-(2.0D0*DLOG(Y)))
TRM3 = A2*(Y-l.ODO-DLOG(Y))
TRM4 = A3*((2.0D0*((Y**0.5)-1.0D0))-DLOG(Y))
TRM5 = A4*((3.ODO*((Y**(1.0/3.ODO))-1.ODO))-DLOG(Y))
C PRINT*,Y,VD,VF
C PRINT*,A1,A2,A3,A4,A5
C PRINT*,TRM1,TRM2,TRM3,TRM4,TRM5
RSULT = TRM1+TRM2+TRM3-TRM4-TRM5
RETURN
END
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC
c
C SUBROUTINE DNEWT2
C
C THIS ROUTINE USES NEWTON'S METHOD TO FIND Y
C
ccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc
SUBROUTINE DNEWT2(Y ,YTOL,FTOL,NLIM,I)
IMPLICIT DOUBLE PRECISION (A-H,0-Z)
DOUBLE PRECISION FDB,FDBPR 
INTEGER NLIM,I,J 
EXTERNAL FDB,FDBPR 
F = FDB(Y)
DO 20 J=1,NLIM
IF (Y.EQ.1.0D0) THEN 
DELY = -0.001D0
ELSE
FPR = FDBPR(Y)
DELY = F/FDBPR(Y)
ENDIF
Y = Y - DELY 
F = FDB(Y)
IF(I.EQ.O) THEN
WRITE (6,199) J, Y, F 
END IF
C
IF(DABS(DELY).LE.YTOL) THEN
IF (I.EQ.O) WRITE (6,202) J, Y, F 
1=1
RETURN 
END IF
C
IF(DABS(F).LE.FTOL) THEN
IF (I.EQ.O) WRITE (6,203) J, Y, F
1=2
RETURN
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END IF 
20 CONTINUE
C
I=-l
WRITE (6,200) NLIM, X, FX 
RETURN
199 FORMAT(' AT ITERATION',I3,3X , 1 Y= ',E12.5,4X,' F(Y) =',E12.5)
2 0 0 FORMAT(/' TOLERANCE NOT MET AFTER 1 ,14, ' ITERATIONS X = 1,
* E12.5,' F(X) = 1 ,E12.5)
2 0 2 FORMAT(/' TOLERANCE MET IN ',14,' ITERATIONS X = 1 ,E12.5,
it ' F(X) = 1 ,E12.5)
203 FORMAT(/' F TOLERANCE MET IN ',14, 1 ITERATIONS X = ',E12.5,
★ ' F(X) = 1 ,E12.5)
END
ccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
c
C FUNCTION FDB 
C
C THIS ROUTINE COMPUTES THE FUNCTION VALUE FOR F(Y).
C
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc
DOUBLE PRECISION FUNCTION FDB(Y)
IMPLICIT DOUBLE PRECISION (A-H,0-Z)
DOUBLE PRECISION NMU 
COMMON/FTERMS/X,NMU,CONST
C
C COMPUTE THE FUNCTION
C
TERM1 = X**2 * (Y**(l.ODO/3.ODO) - 1.0D0) / 2.ODO
TERM2 = NMU * X * (1.5D0 * (Y**(2.ODO/3.ODO) - 1.0D0) - DLOG(Y))
TERM3 = 0.5D0 * (Y**2 - 1.0D0) - 2.ODO * (Y - 1.0D0) + DLOG(Y)
TERM3 = TERM3 * CONST / 2.ODO
FDB = TERM1 + TERM2 - TERM3
RETURN
END
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC
c
C FUNCTION FDBPR 
C
C THIS ROUTINE COMPUTES THE DERIVATIVE OF THE FUNCTION OF
C INTEREST.
C
ccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc
DOUBLE PRECISION FUNCTION FDBPR(Y)
IMPLICIT DOUBLE PRECISION (A-H,0-Z)
DOUBLE PRECISION NMU 
COMMON/FTERMS/X,NMU,CONST 
EXTERNAL FDB
C
C COMPUTE THE DERIVATIVE
C
TERM1 = X**2 / (6.ODO * Y**(2.ODO/3.ODO))
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TERM2 = NMU * X * (l.ODO / Y**(1.ODO/3.ODO) - l.ODO / Y)
TERM3 = CONST * (l.ODO - Y / 2.ODO - l.ODO / (2.ODO * Y))
FDBPR = TERM1 + TERM2 + TERM3
RETURN
END
APPENDIX Q, BRONIKOWSKA AND BRONIKOWSKI1S MODEL
Bronikowska and Bronikowski developed their physico-chemical
kinetic model by considering the reactions of the transition metal
cations with water. It is reviewed in detail because it represents the
only other attempt to model the heterogeneous reaction system in the
high partial pressure region. As will become clear later, the
3+
regeneration of the oxidized catalyst (Co ) is the key step in the 
mechanism. Bronikowska and Bronikowski argue that it is the reactions 
of the cobalt catalyst with water that account for this regeneration. 
The cobalt regeneration reactions are taken to be:
k
+
d
2Co 2+ + H„0
2 <
->
Co H20 Co
4+
(Q-D
k
d
4+ o 4+
Co H20 Co + 0 2  ---> Co H20 Co C>2 (Q-2)
Co H20 Co 024+ + 2Co 2+ products (Q-3)
Co H20 Co 024+ + H20 ---> 2Co3+ 0H~ + H2 02  (Q-4)
The rate of production of the cobalt ion is given by reactions
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Reaction (Q-4) represents the method by which the cobalt is reoxidized 
to the state required for the production of the sulphite radical. This 
production step was presented in Section 2.3.7 as the initiation step 
(Equation 2.3-32, it is reproduced below):
3+ k 7+
Co + HSO~ ---> Co + * h s o 2  (Q-6 )
3+ 3 +
Thus from the above, d[Co ]/dt = kQ [Co ][HSO^ ], comparing this to 
reaction (Q-5), and simplifying for the heterogeneous low partial 
pressure of oxygen (HLPPO) case and hetereogeneous high partial pressure 
of oxygen (HHPPO) case yields:
For HLPPO For HHPPO
k'[Co2V [ 0 2] 2t2
Co = -------------- Co = --- 1----- *—  (Q-7ab)
[h s o 3“] [h s o 3“]
where k 1 and k" are combinations of rate and equilibrium constants. 
Continuing with the kinetics of the sulphite reaction, they assume that 
the acid radicals *HS03 and *HSO,- are the chain carriers and propose
the following:
kl
•HS03 + 0 2  ---> *HS0 5 (Q-8 )
- k 2
•HS05 + HS03 ---> »HS03 + HS05 (Q-9)
k
•S03 + «S03 ---> S206 (Q-10)
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They state that the overall rate of reaction can be determined from
reaction (Q-8 ), thus
rate = ^  [«HS0 3] [0 2] (Q-1 1 )
They determine the concentration of *HS03 to be either given directly by
Equation (Q-6 ) as:
K [Co3+] [HSO "]
[•HSO ] = — --------— — -—  (Q-12)
Co
where Kq is the equilibrium constant for reaction (4.4-6). Or, for 
higher partial pressures of oxygen, from a balance between production 
and termination, thus Equation (Q-6 ) and (Q-10) are combined to yield:
[•HS03] = {k"[Co3 + ] [HSO^ ] } 1 (Q-13)
Substitution of Equation (Q-12) and (Q-7a) into (Q-ll) yields for the 
HLPPO case:
rate = k [Co2+] [0 ] 2 (Q-14)
Substitution of Equations (Q-13) and (Q-7b) into (Q-ll) yields for the 
HHPPO case:
rate = k [Co2+] [02] (Q-15)
For the homogeneous case they ignore the reaction of cobalt with
3+ 2+
water and assume that [Co ] is proportional to [Co ]. This yields the
results given in the literature survey. One would expect that the
reactions of cobalt with water would prevail in the homogeneous
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reaction, the fact that the correct kinetic dependence can be achieved
without their inclusion would imply that maybe these reactions are not
so important after all. Furthermore, the oxygen is more plentiful in
the homogeneous case, making such a reaction as 4.4-15 more likely.
Bronikowska and Bronikowski assume also that the acid radicals *HSO^ and
•HSO,., or the respective radicals •SO. and •SO,. to be the chain 
b b b
carriers. They look to Hayon et al. (H10) for support of their claim.
However, Hayon et al.'s paper is purely for the homogeneous reaction.
Secondly Hayon et al. state quite clearly that the *S0^ radical
reactions are of importance. Bub (B12) assumes that the is the
chain carrier; he argues that because of the high sulphite concentration
the [*S0^] can no longer be ignored as it is for the low sulphite
concentration homogeneous case. Bub also points out that the
2 -
termination products (S2 °g ) °f the •SO^ radical, have been identified
in the reaction mixture. To include an effect of pH, Bronikowska and 
Bronikowski rewrite Equation Q-l to include the ionization of water, 
thus incorporating the [H+ ] ion in their mechanistic equation. The 
maximum this equation predicts depends on the equilibrium constant for 
the modified reaction Equation (Q-l):
C02+ + nH20 Co(OH)n*2"n*+ + nH+ (Q-16)
Although no equilibrium constant data is reported by the authors, it is 
likely that pK^ as defined above will be below 7 (P9), not 9.3 as
required for a good match with the experimental data (see main text).
Finally and probably more convincing are the findings of Sawicki 
and Barron (S10) who state that the heterogeneous system will provide a
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2+ 3+
mechanism for the regeneration of Co to Co . By determining the 
activation energy for the reaction, which agreed well with the value 
determined in Section 4.2, and then comparing it to the reported values 
for the substitution reactions of cobalt III complexes they determined 
there to exist an excellent agreement between the two, causing them to 
strongly suggest that: "the rate-limiting process in the heterogeneous
system is the diffusion-controlled reaction step in which the cobalt II 
complex is oxidized to the cobalt III complex". Bronikowska and 
Bronikowski1s rate limiting reaction does not involve the catalyst 
regeneration, the mechanism introduced here does.
VITA, in true BSL fashion.
Our Hero, Nicholas W. Geary was born in Nuneaton, England during a 
hospital shift change on the ninth of September 1963; he has been 
trouble ever since. Unfortunately, school was of little interest to 
him; he would like to believe that this was due to his superior 
intellect. Throughout high school, athletic pursuits were his prime 
interest; indeed, he was fortunate enough to be lettered in five sports.
Of all the possible trades, he seemed destined to be a truck 
driver. Fortunately, fate played a hand; he failed an English exam (how 
ironic) and had to return to school. Having taken school lightly to that 
point, he suddenly realised that 'those nasty exams' were a passport to 
avoiding the real world. Extramural activities were still important 
however, with his father playing a key role in developing his love of 
the theatre. Reverence should also be paid to his mother, who was the 
source of his inspiration. Enormous respect is also felt toward his dear 
little sister, who at the time of his graduation from high school in 
1982, was well on the way to becoming an international banker.
Continuing on an education theme, he entered Exeter University 
later that year, where theatre and sports were still as important as 
Chemical Engineering; his chosen discipline. He not only staged two full 
scale productions and a concert there, but also played both rugby and 
basketball. Europe was also toured quite significantly. Ever thoughtful 
of the rigours of a real job, he decided that after graduation (in 1986) 
he would combine his love of travelling with his fear of working and set 
sail for the promised land; Louisiana! Rice (Dr) then entered his life 
to good effect, keeping him in line and enabling him to prosper. In 
addition, he continued his aforementioned interests and was able to 
travel and sample the finer points of life. On graduating with his PhD 
he will Post Doc. and then work for a while, hoping that this recipe 
will enable him to become a professor.
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