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ABSTRACT
We propose a novel iterative algorithm for solving a large sparse linear system. The
method is based on the EM algorithm. If the system has a unique solution, the
algorithm guarantees convergence with a geometric rate. Otherwise, convergence to
a minimal Kullback–Leibler divergence point is guaranteed. The algorithm is easy
to code and competitive with other iterative algorithms.
KEYWORDS
EM algorithm; indefinite matrix; iterative method; Kullback–Leibler divergence;
sparse linear system
1. Introduction
An important problem is to find a solution to a system of linear equations
Ax = b, (1)
where A = (aij) is an m1 ×m2 matrix and b is an m1-dimensional vector. We mainly
consider the square matrix where m1 = m2 = m, but the theory and computations
presented in the paper works for general A. If A is nonsingular with inverse matrix
A−1, there exists a unique solution to (1), denoted by x∗ = A−1b. When the dimension
m is large, however, finding the inverse matrix A−1 is computationally unfeasible. As
alternatives, a number of iterative methods have been proposed to find a sequence
(xn) approximating x
∗, and they are often implementable when A is sparse, that is,
most aij ’s are zero. For reviews of these iterative methods within a unified framework,
we refer to the monograph [24]. Many sources of such large sparse linear systems come
from the discretization of a partial differential equation; see Chapter 2 of [24]. Within
statistical applications, sparse design matrices have been considered in [17,18] and an
algorithm sampling high-dimensional Gaussian random variables with sparse precision
matrices has been developed in [2].
We start with a brief introduction of the most widely used iterative methods for
solving (1). Current iterative methods are coordinate-wise updating algorithms. Two
of the most well-known methods are Jacobi and Gauss–Seidel which can be found in
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most standard textbooks. Given xn = (xn,j), the Jacobi and Gauss–Seidel methods
update xn+1 via
xn+1,j =
1
ajj
bj −∑
i 6=j
aji xn,i

and
xn+1,j =
1
ajj
bj − j−1∑
i=1
aji xn+1,i −
m∑
i=j+1
aji xn,i
 ,
respectively. Although they are simple and convenient, both of them are restrictive in
practice because (xn) is not generally guaranteed to converge to x
∗; see Chapter 4 of
[24].
The Krylov subspace methods, which are based on the Krylov subspace of Rm,
Kn = span
{
r0, Ar0, A
2r0, . . . , A
n−1r0
}
,
are the dominant approaches, where x0 is an initial guess and r0 = b−Ax0. Under the
assumption that A is sparse, matrix-vector multiplication is cheap to compute, so it
is not difficult to handle Kn even when m is very large. If A is symmetric and positive
definite (SPD), the standard choice for solving (1) is the conjugate gradient method
(CG; [15]). This is an orthogonal projection method, see Chapter 5 of [24], onto Kn,
finding xn ∈ x0 + Kn such that b − Axn ⊥ Kn. To be more specific, recall that two
vectors u, v ∈ Rm are called A-conjugate if uTAv = 0. If A is symmetric and positive
definite, then this quadratic form defines an inner product, and there is a basis for Rm
consisting of mutually A-conjugate vectors. The CG method sequentially generates
mutually A-conjugate vectors p1, p2, . . ., and approximates x
∗ =
∑m
j=1 αjpj as xn =∑n
j=1 αjpj , where αj = p
T
j b/p
T
j Apj . Using the symmetry of A, the computation can
be simplified as in Algorithm 1. Here ‖ · ‖q denotes the `q-norm on Rm.
Algorithm 1 Conjugate gradient method for SPD A
1: Input: A, b, x0 and tol > 0
2: j ← 0
3: r0 ← b−Ax0
4: p0 ← r0
5: while ‖rj‖2 > tol do
6: αj ← rTj rj/pTj Apj
7: xj+1 ← xj + αjpj
8: rj+1 ← rj − αjApj
9: βj ← rTj+1rj+1/rTj rj
10: pj+1 ← rj+1 + βjpj
11: j ← j + 1
12: return xj
For a general matrix A, the generalized minimal residual method (GMRES; [26]) is
the most popular. It is an oblique projection method, see Chapter 5 of [24], which finds
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xk ∈ Kk satisfying b−Axk ⊥ AKk, where AKk = {Av : v ∈ Kk}. When implementing
GMRES, Arnoldi’s method [1] is applied for computing an orthonormal basis of Kk.
The method can be written as in Algorithm 2. For a given initial x0, let us write
the result of Algorithm 2 as Gk(x0). Since the computational cost of Algorithm 2 is
prohibitive for large k, a restart version of GMRES(k), defined as xn+1 = Gk(xn), is
applied with small k. It should be noted that the generalized conjugate residual (GCR;
[10]), ORTHODIR [30] and Axelsson’s method [3] are mathematically equivalent to
GMRES; but it is known in [26] that GMRES is computationally more efficient and
reliable. Further connections between these methods are discussed in [25]. Convergence
is guaranteed, but there are restrictions; see Section 3.
Algorithm 2 GMRES(k)
1: Input: A, b, x0 and tol > 0
2: β ← ‖b−Ax0‖2
3: v1 ← (b−Ax0)/β
4: for j = 1, . . . , k do
5: wj ← Avj
6: for i = 1, . . . , j do
7: hij ← wTj vi
8: wj ← wj − hijvi
9: hj+1,j ← ‖wj‖2
10: if hj+1,j < tol then set k ← j and break
11: vj+1 ← wj/hj+1,j
12: yk ← argminy ‖βe1 −Hky‖2, where Hk = (hij)i≤k+1,j≤k and e1 = (1, 0, . . . , 0)T
13: xk = x0 + Vkyk, where Vk = (v1, . . . , vk) ∈ Rm×k
14: return xk
The minimum residual method (MINRES; [22]) can be understood as a special case
of GMRES when A is a symmetric matrix. In this case, Arnoldi’s method (steps 4-11)
in Algorithm 2 can be replaced by the simpler Lanczos algorithm [19], described in
Algorithm 3, where αj = hjj and βj = hj−1,j .
Algorithm 3 Lanczos algorithm
1: β1 ← 0
2: v0 ← 0
3: for j = 1, . . . , k do
4: wj ← Avj − βjvj−1
5: αj ← wTj vj
6: wj ← wj − αjvj
7: βj+1 ← ‖wj‖2
8: if βj+1 < tol then set k ← j and break
9: vj+1 ← wj/βj+1
In summary, standard approaches for solving (1) are (i) CG for SPD A; (ii) MIN-
RES for symmetric A; and (iii) GMRES for general A. However, convergence is not
guaranteed for GMRES. As an alternative, one can solve the normal equation
ATAx = AT b, (2)
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where iterative algorithms guarantee convergence. However, this approach is often
avoided in practice because the matrix ATA is less well conditioned than the original A;
see Chapter 8 of [24]. There are a large number of other general approaches, and many
of them are variations and extensions of Krylov subspace methods. Each method has
some appealing properties, but it is difficult in general to analyze them theoretically.
See Chapter 7 of [24]. Also, there are some algorithms which are devised to solve
a structured linear system [4,12,16]. To the best of our knowledge, however, there
is no efficient iterative algorithm that can solve an arbitrary sparse linear system. In
particular, the most popular, GMRES, often has quite strange convergence properties,
see [11] and [14], making the algorithm difficult to use in practice.
In this paper, we propose an iterative method which guarantees convergence for
an arbitrary linear system. Under the assumption that A, b and x∗ are nonnegative,
the basic algorithm is known in [28] as an EM algorithm with an infinite number
of observations. Although the EM algorithm satisfies certain monotonicity criteria,
see [8], a detailed convergence analysis is omitted in [28]. Independently from [28],
Walker [29] studied the same algorithm viewing it as a Bayesian updating algorithm
and provided the proof for convergence. The innovation of this paper is to extend the
algorithm to general linear systems where A, b and x∗ are not necessarily nonnegative,
and to provide more detailed convergence analysis. In particular, our convergence
results include inconsistent systems, i.e. the linear system (1) has no solution. In this
case, it is shown that (xn) converges to a certain minimal Kullback–Leibler divergence
point.
The algorithm is easy to implement and requires small storage. The proposed al-
gorithm can serve as a suitable alternative to the Krylov subspace methods. The new
algorithm and its theoretical properties are studied in Section 2. A comparison to ex-
isting methods is provided in Section 3 and concluding remarks are given in Section
4.
Notation
Every vector such as b and x are column vectors, and components are denoted with a
subscript, e.g. b = (bi). Dots in subscripts present the summation in those indices, i.e.
a·j =
∑m
i=1 aij . The jth column of A is denoted by a
(j). For X, which may be a vector
or a matrix, is said to be nonnegative (positive, resp.) and denoted X ≥ 0 (x > 0,
resp.) if each component of X is nonnegative (positive, resp.). The number of nonzero
elements of X is denoted NX .
2. An iterative algorithm with guaranteed convergence
2.1. Algorithm for solving nonnegative systems
Assume that A is a nonsingular square matrix and A, b and x∗ are nonnegative. In
this case, Vardi and Lee [28] and Walker [29] proposed the iterative algorithm
xn+1,j =
xn,j
a·j
∑
i
aij
bi
bn,i
, n ≥ 0, (3)
where bn = (bn,i) = Axn and x0 ≥ 0 is an initial guess. To briefly introduce the main
idea, assume that b, x and a(j) are probability vectors, i.e. a vector with non-negative
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entries that sum to one.
Now consider discrete random variables I and J whose joint distribution is given
by
P(J = j) = x∗j and P(I = i|J = j) = aij .
Then, the marginal probability of I is
P(I = i) =
∑
j
P(I = i|J = j)P(J = j) =
∑
j
x∗jaij = bi.
Note that
P(J = j|I = i) = P(J = j)P(I = i|J = j)∑
j′ P(J = j′)P(I = i|J = j′)
=
x∗jaij∑
j′ aij′x
∗
j′
(4)
by Bayes theorem.
Vardi and Lee [28] constructed the iteration (3) through an EM algorithm. With
known A and b, consider the problem of estimating x∗ based on the observation
I1, . . . , IN , where (Ik, Jk)1≤k≤N are i.i.d. copies of (I, J). Since we do not directly
observe J1, . . . , JN , a standard method to find a maximum likelihood estimator is the
EM algorithm. Let Nij be the number of k’s such that (Ik, Jk) = (i, j). Then, the
complete log-likelihood is
Lc(x) =
∑
i,j
Nij log aij +
∑
j
N·j log xj ,
so we have
Q(x|xn) def= Exn [Lc(x)|I1, . . . , Ik] = C +
∑
j
Exn [N·j |I1, . . . , In] log xj ,
where C does not depend on x. Thus, the EM iteration xn+1 = argmaxxQ(x|xn) is
given as
xn+1,j =
Exn [N·j |I1, . . . , In]∑
j′ Exn [N·j′ |I1, . . . , In]
.
Since
Exn [Nij |I1, . . . , In] =
xn,jaij∑
j′ aij′xn,j′
Ni·
by (4), we have
xn+1,j = xn,j
∑
i
aij∑
j′ aij′xj′
Ni·
N··
.
Note that Ni·/N·· → bi almost surely as N →∞, reducing the iteration (3). Therefore,
(3) can be interpreted as an EM algorithm with infinite number of observations.
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Walker [29] viewed the iteration (3) as Bayesian updating. Given a prior xn and an
observation I, the posterior update of xn,j is given by
xn,jaIj∑
j′ aIj′xn,j′
by (4). Since we do not have data, a natural choice is to use average update
xn+1,j =
∑
i
xn,jaij∑
j′ aij′xn,j′
bi
which is exactly (3).
The update (3) can also be understood as a fixed-point iteration. From the identity
x∗j = P(J = j) =
∑
i
P(J = j|I = i)P(I = i) = x∗j
∑
i
aijbi∑
j′ aij′x
∗
j′
,
we consider an equation φ(x) = x, where
φj(x) =
∑
i
aijbi∑
j′ aij′xj′
and φ(x) is the corresponding vector. Then, it is not difficult to see that x = x∗ if and
only if φj(x) = 1 for every j. Thus, if the recursive update
xn+1 = xn ◦ φ(xn),
where ◦ denotes elementwise product, converges, it does so to x∗.
If A, b, x ≥ 0 but some of b, x and a(j)’s are not probability vectors, we can easily
rescale the problem as
A˜x˜ = b˜ (5)
with the update (3), where A˜ = (aij/a·j)i,j≤m, x˜ = (xja·j/b·)mj=1 and b˜ = (bi/b·)
m
i=1.
Theorem 2.1 assures the convergence of the update (3) with geometric rate. We need
well-known bounds for probability metrics for the proof. For m-dimensional vectors
u, v ≥ 0, define the Kullback–Leibler (KL) divergence D(u, v) = ∑mi=1 ui log(ui/vi)
and total variation V (u, v) =
∑m
i=1 |ui − vi|. In the definition of the KL divergence,
we let ui log(ui/vi) = 0 if ui = 0 and D(u, v) =∞ if ui > 0 and vi = 0 for some i. It is
well-known that D(u, v) ≥ 0 for every pair of probability vectors (u, v), and equality
holds if and only if u = v. Let ‖ · ‖1 denotes the `1-operator norm (i.e. maximum
absolute column sum) of a matrix.
Theorem 2.1. Assume that A ≥ 0, x∗, b > 0, x0 > 0 and A is nonsingular. Then, for
(xn) defined by (3), there exists N such that D(x˜
∗, x˜n+1) ≤ (1 − δ)D(x˜∗, x˜n) for all
n ≥ N , where x˜∗ = (x∗ja·j/b·)mj=1 and x˜n = (xn,ja·j/b·)mj=1 and
δ =
1
3‖A−1‖21
min
1≤j≤m
x˜∗j .
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Proof. If some of b, x∗ and a(j)’s are not probability vectors, we can reformulate the
problem using (5). Therefore, we may assume without loss of generality that b, x∗
and a(j)’s are probability vectors. For any x0 > 0, it is easy to see that xn > 0 and∑m
j=1 xn,j = 1 for every n ≥ 1. Thus, bn and xn are also probability vectors for every
n ≥ 1. From (3) we have
log xn+1,j = log xn,j + log
m∑
i=1
(
bi
bn,i
aij
)
≥ log xn,j +
m∑
i=1
aij log
(
bi
bn,i
)
,
where the inequality holds by Jensen. Therefore,
m∑
j=1
x∗j log xn+1,j ≥
m∑
j=1
x∗j log xn,j +D(b, bn).
This implies that
D(x∗, xn+1) ≤ D(x∗, xn)−D(b, bn), (6)
and D(x∗xn) converges, by the monotone convergence theorem. Thus, D(b, bn) → 0,
which in turn implies that xn → x∗.
Note that
V (x∗, xn) = V (A−1b, A−1bn) ≤ ‖A−1‖1V (b, bn),
where ‖ · ‖1 denotes the `1-operator norm (i.e.maximum absolute column sum) of the
matrix. Therefore,
D(b, bn) ≥ 12V 2(b, bn) ≥
1
2‖A−1‖21
V 2(x∗, xn),
where the first inequality holds by Pinsker’s inequality ([6,23]). Since
D(x∗, xn) =
m∑
j=1
x∗j log
x∗j
xn,j
≤
m∑
j=1
x∗j
(
x∗j
xn,j
− 1
)
=
m∑
j=1
(
1 +
x∗j − xn,j
xn,j
)
(x∗j − xn,j)
=
m∑
j=1
(x∗j − xn,j)2
xn,j
≤
 m∑
j=1
|x∗j − xn,j |√
xn,j
2 ≤ V 2(x∗, xn) max
1≤j≤m
x−1n,j
and xn → x∗, we have D(b, bn) ≥ δD(x∗, xn) for all large enough n, where
δ =
1
3‖A−1‖21
min
1≤j≤m
x∗j .
Therefore, by (6),
δD(x∗, xn) ≤ D(b, bn) ≤ D(x∗, xn)−D(x∗, xn+1)
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for all large enough n. It follows that D(x∗, xn+1) ≤ (1 − δ)D(x∗, xn) for all large
n.
Note that for any nonnegative vectors p and q with the same `1-norm, the Kullback–
Leibler divergence and the Euclidean norm are related as
1
‖p‖1
∑
j
pj log(pj/qj) ≥ ‖p− q‖
2
1
2‖p‖21
≥ ‖p− q‖
2
2
2‖p‖21
.
Thus, ‖xn − x∗‖22 ≤ 2‖x∗‖21D(x˜∗, x˜n).
The key to the proof of Theorem 2.1 is inequality (6). This inequality implies that
the larger D(b, bn) is the larger we gain at the nth iteration. It should be noted that
x∗, b > 0 is essential for the convergence of the algorithm. When bi ≤ 0 for some i, we
can easily reformulate the problem as
Axt = bt, (7)
where xt = x + t1m, bt = b + tA1m,1m = (1, . . . , 1)
T and t > 0 is a constant such
that bt > 0. Note that A1m > 0 because A is nonsingular and nonnegative. Note also
that A ≥ 0 and b > 0 does not imply that x ≥ 0. If t is large enough, however, we
have x∗ + t1m > 0, leading to Algorithm 4 which guarantees the convergence for any
A ≥ 0 and b > 0. We call this algorithm as the nonnegative algorithm (NNA). As seen
in Section 2.3, t can be chosen as a very large constant without being detrimental to
the algorithm.
Algorithm 4 Nonnegative algorithm for A ≥ 0 and b > 0
1: Input: A, b, x0, tol and t > 0
2: b← b+ tA1m
3: x0 ← x0 + t1m
4: n← 0
5: while ‖Axn − b‖2 > tol do
6: bn ← Axn
7: cn ← b/bn (componentwise division)
8: dn = A˜
T cn
9: xn+1 = dn ◦ xn (componentwise multiplication)
10: n← n+ 1
11: xn ← xn − t1m
12: return xn
Here we consider the computational complexity of Algorithm 4. In (3), we first need
to compute bn = Axn, and then compute cn = b/bn, where / represents componen-
twise division. Finally, we compute xn+1 = (A˜
T cn) ◦ xn, where A˜ = (aij/a·j)i,j≤m.
In summary, we need two matrix-vector multiplications and two vector-vector compo-
nentwise operations. Assume that the sparsity structure of A is known and NA ≥ m.
Then, the number of flops (floating-point operations; addition, subtraction, multipli-
cation, or division) for matrix multiplication is less than 2NA. Also, for a vector-vector
multiplication (or division), 2m flops are required. Therefore, the total number of flops
for one iteration of (3) is less than 4(NA +m). We compare the number of flops with
other algorithms in Section 3.
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We can apply Algorithm 4 for any linear system even when A is not invertible or
no solution exists. For the remainder of this subsection, we assume that A ∈ Rm1×m2 ,
b ∈ Rm2 , x ∈ Rm1 .
We first consider the case that a solution x∗ exists. Since a solution may not be
unique, it is not guaranteed that xn → x∗. Theorem 2.2 assures the convergence of
bn to b with an upper bound of order O(1/) for the number of iterations to achieve
D(bn, b) ≤ .
Theorem 2.2. Assume that A ≥ 0, x∗, b > 0 and Ax∗ = b. For any x0 > 0, the
sequence (xn) defined as (3) satisfies D(b, bn)→ 0. In particular, for every  > 0 there
exists N ≤ D(x∗, x1)/+ 1 such that D(bN , b) ≤ .
Proof. As in the proof of Theorem 2.1, we may assume that x∗, b and a(j), 1 ≤ j ≤ m2
are probability vectors without loss of generality. Then, bn and xn are probability
vectors for every n ≥ 1, so the inequality (6) holds in the same way. Thus, D(x∗, xn)
converges by the monotone convergence theorem and it follows that D(b, bn)→ 0.
For a given  > 0, let N be the largest integer less than or equal to D(x∗, x1)/+ 1
and assume that D(b, bn) >  for every n ≤ N . Then, since
0 ≤ D(x∗, xN+1) ≤ D(x∗, x1)−
N∑
n=1
D(b, bn),
using (6), we have N < D(x∗, x1)/. This makes a contradiction and completes the
proof.
Assume that the linear system (1) do not have a solution. In this case, the iteration
(3) converges to a minimal KL divergence points as Theorem 2.3. For the proof, we
view the iteration (3) as an alternating minimization for which powerful tools have
been developed in [7] to study its convergence.
Theorem 2.3. Assume that A ≥ 0 and b > 0. For any x0 > 0, the sequence (xn)
defined as (3) satisfies limnD(b, Axn) ↓ infxD(b, Ax), where x ranges over every
positive vector with
∑
j xja·j = b·.
Proof. Without loss of generality, we may assume that b and a(j), 1 ≤ j ≤ m2
are probability vectors. Let P and Q be the set of every bivariate probability mass
functions (i, j) 7→ p(i, j) and (i, j) 7→ q(i, j) such that∑j p(i, j) = bi and q(i, j) = aijxj
for some probability vector x, respectively. Then, it is obvious that P andQ are convex.
Let
qn(i, j) = xn,jaij and pn(i, j) =
biqn(i, j)∑
j′ qn(i, j
′)
.
Then, D(pn, qn) = D(b, bn) ≤ D(p, qn) for every p ∈ P, where the inequality holds
because b and bn are marginal probabilities of p and qn. Thus, pn = argminp∈P D(p, qn).
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For a probability vector x let q(i, j) = aijxj . Then,
D(pn, q) =
∑
i,j
pn(i, j) log
pn(i, j)
q(i, j)
= C1 −
∑
i,j
pn(i, j) log xj
= C2 −
∑
j
pn(·, j) log xj
pn(·, j) ,
where pn(·, j) =
∑
i pn(i, j) and Cj ’s are terms independent of x. Since
pn(·, j) =
∑
i
bixn,jaij∑
j′ xn,j′aij′
= xn,j
∑
i
aij
bi
bn,i
= xn+1,j ,
we have D(pn, q) = C2 +D(xn+1, x). It follows that qn+1 = argminq∈QD(pn, q).
In summary, the sequences (pn) and (qn) are obtained by alternating minimization.
By Theorem 3 of [7], D(pn, qn) ↓ infp∈P,q∈QD(p, q). Note that when
q(i, j) = aijxj and p(i, j) =
biq(i, j)∑
j′ q(i, j
′)
,
we have D(p, q) = D(b, Ax). Therefore, D(pn, qn) = D(b, bn) ↓ infxD(b, Ax).
2.2. General linear systems
For convenience, we only consider a square matrix A, but the approach introduced in
this subsection can also be applied to any linear system. The main idea is to embed the
original system (1) into a larger nonnegative system, and then apply Algorithm 4. This
kind of slack variable techniques are well-known in linear algebra and optimization. The
enlarged system should be minimal to reduce any additional computational burden.
As an illustrative example, consider the system of linear equations
a11x1 − a12x2 + a13x3 = b1,
a21x1 + a22x2 − a23x3 = b2,
a31x1 + a32x2 + a33x3 = b3,
where aij ≥ 0 for every i and j, so A has negative elements. We consider two more
equations
x2 + x4 = 0 and x3 + x5 = 0,
where each equation contains only two nonzero elements. Then, it is easy to see that
solving the linear system consisting of the above five equations is equivalent to solving
the following five equations:
a11x1 + a13x3 + a12x4 = b1,
a21x1 + a22x2 + a23x5 = b2,
a31x1 + a32x2 + a33x3 = b3,
x2 + x4 = 0,
x3 + x5 = 0.
(8)
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Let Py = c be the matrix form of (8), then we have P ≥ 0, so NNA can be applied.
This can be generalized as in the following theorem.
Theorem 2.4. For A ∈ Rm×m and b ∈ Rm, assume that Ax∗ = b. Then, there exists
a linear system Py = c with solution y∗, such that P is a (m + J) × (m + J) matrix
with J ≤ m, NP = NA + 2J and the first m components of y∗ are equal to x∗.
Proof. Let J = {j ≤ m : aij < 0 for some i ≤ m} and J be the cardinality of J . If
J > 0, we can write J = {j1, . . . , jJ} with j1 < · · · < jJ . Let A+ = (max{aij , 0})i,j≤m,
A− = −(min{aij , 0})i,j≤m and A˜− be the m × J sub-matrix of A− consisting of all
nonzero columns. Let D = (dij) be the J ×m matrix defined as
dij =
{
1 if j = ji
0 otherwise.
Define a (m+ J)× (m+ J) matrix P as
P =
(
A+ A˜−
D IJ
)
,
where IJ denotes the J × J identity matrices. It is obvious that NP = NA + 2J .
Consider the linear system
Py = c, (9)
where c = (bT ,0TJ )
T and 0J ∈ RJ is the zero vector. Then it is easy to see that
y∗ = ((x∗)T ,−(x∗J )T )T is a solution of (9), where x∗J = (x∗j )j∈J .
Hence, from the proof, we see that both P and c are easy to find. The corresponding
algorithm is summarized in Algorithm 5, where J = m is assumed for simplification.
Algorithm 5 General algorithm
1: Input: A, b, x0, tol and t > 0
2: P ← 02m×2m
3: for i = 1, . . . ,m do
4: for j = 1, . . . ,m do
5: if aij > 0 then pij = aij
6: else if aij < 0 then pi,m+j = −aij
7: pm+i,i ← 1
8: pm+i,m+i ← 1
9: c← (bT ,0Tm)T
10: y0 ← (xT0 ,−xT0 )T
11: y ← NNA(P, c, y0, tol, t) (Algorithm 4)
12: return (y1, . . . , ym)
T
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Figure 1. The effect of the value of t. Residual norms ‖Axn − b‖2 are plotted on log scale for t = 10 (black
solid), 100 (red dashed) and 1000 (green dotted). The three lines are almost overlapped.
2.3. Illustrations
Firstly, we illustrate the effect of t with a small dimensional example. We set m = 10
and generate a matrix A by sampling aij independently from the uniform distribution
on the unit interval [0, 1]. Hence, with probability one, A will be invertible. Each com-
ponent bi is also generated from the uniform distribution. We then ran 100 iterations
of Algorithm 4 with t = 10, 100 and 1000. At each step, we obtain ‖Axn − b‖2, which
are drawn in Figure 1 with natural logarithmic scale. The results are robust to the
value of t, which is a common phenomenon with all our experiments. Therefore, we
can choose t sufficiently large in practice.
We next consider a large sparse random matrix. We set m = 1000 and randomly
generated 5m nonzero nondiagonal elements from the uniform distribution on [0, 1].
Each diagonal element of A is generated from the uniform distribution on the interval
[0, 100]. We compare the NNA algorithm (t = 0) with GMRES, applied to the original
system, and normal equation given in (2). The result is given in Figure 2, showing the
better convergence for the NNA compared to GMRES.
Finally, we consider a real example, known as GRE-1107, which can be found in [21].
It is a nonsymmetric indefinite matrix, and the number of non-zero components is 5664
with m = 1107. NNA converges quickly without preconditioning while preconditioned
(by the incomplete LU decomposition) GMRES and BI-CGSTAB [27] fail to converge.
Residual norms are plotted in Figure 3.
In the next section we compare our algorithm with those mentioned in Section 1.
We do this under the conditions of guaranteed convergence, which impose a restriction
12
Figure 2. Residual norms ‖Asxn − b‖2 are plotted in log scale for NNA (black solid), GMRES applied to
the original system (red dashed) and GMRES to the normal equation (green dotted).
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Figure 3. Residual plot of NNA for the matrix GRE-1107.
on all algorithms, save our own. In particular, we will compare flops per iteration and
convergence rate.
3. Comparison with other iterative methods
As mentioned in the introduction, there is a vast amount of literature for solving
sparse linear systems, but difficult to study theoretically. As a consequence, only a few
algorithms possess convergence properties, but even then under restrictive conditions.
In this section, we compare widely used iterative methods and their convergence prop-
erties. Under the assumption that the arithmetic is exact, the result of this section
is summarized in Table 1. Note that the computational complexities of MINRES(k)
and GMRES(k) are not directly comparable to those of other methods because they
depend on the number of step size k.
3.1. Basic methods: Jacobi and Gauss–Seidel
It is easy to see that the numbers of flops for each step of the Jacobi and Gauss–Seidel
methods are 2(NA +m). Also, required storages is NA + 3m for Jacobi and NA + 2m
for Gauss–Seidel. Let L,U and D be the lower, upper triangular and diagonal parts
of A = L + U + D, respectively. Then, the Jacobi and Gauss–Seidel methods can be
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Table 1. Comparison of iterative methods with known convergence properties. The second column represents
sufficient conditions guaranteeing the convergence: DD (diagonally dominant), PD (positive definite) and SPD
(symmetric and PD).
Conditions for
FLOPs Storage
convergence
NNA - O(NA +m) O(NA +m)
Jacobi DD O(NA +m) O(NA +m)
Gauss-
DD or SPD O(NA +m) O(NA +m)Seidel
Conjugate
SPD O(NA +m) O(NA +m)gradient
MINRES(k) symmetric O(kNA + km) O(NA + km)
GMRES(k) PD O(kNA + k2m) O(NA + km)
expressed in matrix forms as
xn+1 = D
−1{b− (L+ U)xn} and xn+1 = (L+D)−1(b− Uxn),
respectively. It is well-known (see Chapter 4 of [24]) that updates of the form xn+1 =
Gxn + f for some G ∈ Rm×m and f ∈ Rm assures convergence if ρ(G) < 1, where
ρ(G) is the spectral radius of G. More specifically, xn obtained by the Jacobi and
Gauss–Seidel methods satisfy
‖xn − x∗‖2 ≤ {ρ(D−1(L+ U))}n‖x0 − x∗‖2
and
‖xn − x∗‖2 ≤ {ρ((L+D)−1U)}n‖x0 − x∗‖2,
respectively. It follows that xn → x∗ if the corresponding spectral radius is strictly
smaller than 1. For both methods, xn sometimes converges to x
∗ even when the spectral
radius is larger than 1.
It can be expensive to compute the spectral radius of a given large matrix. Fortu-
nately, there are well-known sufficient conditions which are easy to check. A matrix
A ∈ Rm×m is called diagonally dominant if |ajj | ≥
∑
i 6=j aji for every i ≥ 1, and strictly
diagonally dominant if every inequality is strict. A matrix A is called irreducible if the
graph representation of A is irreducible, and irreducibly diagonally dominant if it is
irreducible, diagonally dominant and |ajj | >
∑
i 6=j |aji| for some j ≥ 1. If A is strictly
or irreducibly diagonally dominant, then ρ(D−1(L+U)) < 1 and ρ((L+D)−1U) < 1;
see Chapter 4 of [24]. Another sufficient condition for ρ((L+D)−1U) < 1 is that A is
symmetric and positive definite; see [13].
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3.2. Conjugate gradient method
It is easy to see that the number of flops in steps 6–11 of Algorithm 1 is 2NA + 12m,
and the required storage is NA + 4m. Let xn be the approximate solution obtained
at the nth step of the conjugate gradient method. If the arithmetic is exact, we have
xm = x
∗, so the exact solution can be found in m steps. If m is prohibitively large, let
λmax(A) and λmin(A) be the maximum and minimum eigenvalues of A, respectively.
Then, an upper bound on the conjugate norm between xn and x
∗ is given as
(xn − x∗)TA(xn − x∗) ≤ 4
(√
κ− 1√
κ+ 1
)2n
(x0 − x∗)TA(x0 − x∗),
where κ = λmax(A)/λmin(A) (Chapter 6 of [24]). In practice, the improvement is
typically linear in the step size; see [20].
3.3. MINRES and GMRES
Ignoring the computational complexity of step 12, that is relatively small for k 
m, the numbers of flops required for steps 5, 7, 8, 9, 11 and 13 of Algorithm 2 are
2NA, 2m, 2m, 2m,m and (2k+ 1)m, respectively. Thus, the number of flops is 2kNA +
(2k2 + 7k + 1)m. Since we only need to save A, the orthonormal matrix Vk ∈ Rm×k,
the approximate solution and vector for Avi, the required storage is NA + (k + 2)m.
Here, storage for the Hassenberg matrix Hk is ignored because k is relatively small.
For the Lanczos algorithm (Algorithm 3), it is not difficult to see that the number of
flops is k(2NA + 9m).
In general, Algorithm 2 does not guarantee convergence unless k = m. In particular,
it is shown in [14] that for any decreasing sequence 0 > 1 > · · · > m = 0, there
exists a matrix A ∈ Rm×m and vectors b, x0 ∈ Rm such that ‖Gk(x0)‖2 = k. Define
(xn) as xn+1 = Gk(xn), a sequence generated by the restarted GMRES. Then, if A is
positive definite, xn converges for any k ≥ 1; see [9]. In particular, the rate is given by
‖Axn − b‖22 ≤
{
1− λ
2
min((A+A
T )/2)
λmax(ATA)
}nk
‖Ax0 − b‖22.
Some other convergence criteria of GMRES can be found in [5]. Also, more general
upper bounds for residual norms, but not guaranteeing convergence, can be found in
[20] and [24].
If A is symmetric (not necessarily positive definite),
‖Axn − b‖22 ≤
{
1− λ
2
min(A
2)
λmax(A4)
}n
‖Ax0 − b‖22
for every k ≥ 2; see [5], assuring the convergence of restarted MINRES. Under a certain
condition on the spectrum of A, a different type of upper bound can be found in [20].
3.4. s-step methods
A number of s-step methods and their convergence properties are studied in [5]. In
particular, it is shown that s-step generalized conjugate residual, Orthomin(k) and
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minimal residual methods converge for all positive definite and some indefinite matri-
ces. Here, s-step minimal residual method is mathematically equivalent to GMRES(s).
However, it is not easy in practice to check conditions for convergence of indefinite ma-
trices. Furthermore, computational costs for s-step methods can be expensive because
they require more matrix-vector multiplications in each step.
4. Discussion
The main contribution of the paper is to describe an algorithm which guarantees
convergence for indefinite linear systems of equations. The key idea is that arbitrary
systems can be embedded within a nonnegative system. Other algorithms, such as CG
and GMRES(k), guarantee convergence under certain conditions, but it is difficult in
general to transform an arbitrary system into a guaranteed convergent one for them.
Finally, we could do the updates using parallel computing which would provide
faster convergence times.
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