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Preface 
The acronym ROLLS stands for a Human Capital and Mobility network on Rational approximation, 
Orthogonal functions, Linear algebra, Linear systems and Signal processing. The project started in 
December 1993 and these proceedings are the final report of the project. Most of the papers were 
presented on the closing meeting that took place in Leipzig on November 2-3, 1996. 
The original contract CHRX-CT93-0416 was signed by researchers from 
• Katholieke Universiteit Leuven, Department of Computer Science, Rational approximation and 
related topics (BE) 
• University of Bradford, Department of Mathematics (GB) 
• University of Hannover, Institut fiir Angewandte Mathematik (DE) 
• University of La Laguna, Departamento de Analisis Matematico (ES) 
• Universitiit Leipzig, Fachbereich ftir Mathematik und Informatik (DE) 
• Universit6 des Sciences et Technologies de Lille, Laboratoire d' Analyse Num6rique t Optimisa- 
tion (FR) 
• Universidade do Porto, Faculdade de Ci6ncias, Grupo de Matematica Aplicada (PT) 
• University of Trondheim, Division of Mathematical Sciences (NO) 
• Technische Universit~it Chemnitz, Fachbereich Mathematik (DE) 
During the three years of the contract, the researchers from Hannover and Porto moved to Lille, so 
that from the original eight partners, only six remain in the end, but since the researchers migrated 
inside the boundaries of the network, the scientific objectives could be maintained. 
These objectives were to stimulate the collaboration of researchers in the different groups on topics 
that were covered by the project. These proceedings partially reflect some of the results obtained. 
Each of the participating teams have at least one contribution and several of the papers present joint 
results. 
The first topic of rational approximation i volves rational interpolation, especially Pad6 approxi- 
mation. In Pad6 approximation one solves an interpolation problem where all the interpolation points 
coincide in one point; usually the origin. The partial realization problem in linear system theory can 
be seen as Pad6 approximation at infinity. In linear system theory, there is a tradition of generalizing 
the scalar problem to the vector and matrix case, to deal with multi-input multi-output systems. In 
these proceedings, the contribution of Beckermann and Labahn provides a general module theoretic 
framework for solving very general matrix valued rational interpolation problems: extended M-Pad6 
approximation. This extends the scalar problem substantially. 
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In the paper by Graves-Morris and Roberts vector generalizations of scalar Pad6 approxima- 
tion are discussed. It contains convergence r sults and a Berlekamp-Massey type algorithm for the 
computation. 
Another scalar generalization is given in the paper by Matos. Here the classical powers of z are re- 
placed by more general basis functions. The paper gives an integral expression for the approximation 
error and discusses everal special cases of orthogonal polynomial bases. 
More classical two-point Pad6 approximants and multipoint rational approximants are used in 
the papers by Bultheel, Diaz-Mendoza, Gonzdllez-Vera nd Orive and by Bultheel, Gonz~lez-Vera, 
Hendriksen and Nj~stad (see further). 
For a long time, Orthogonal functions, more precisely orthogonal polynomials and orthogonal 
rational functions have played an important role in theoretical, applied and numerical mathemat- 
ics. In fact, the denominators of Pad6 approximants are known to be related to formal orthogo- 
nal polynomials. Their recurrence relations, on which the related theory of continued fractions is 
based, give rise to fast algorithms to compute the approximants and solve efficiently correspond- 
ing structured systems of linear equations. The same recurrences appear in the iterative methods 
for solving (large sparse) linear systems and (generalized) eigenvalue problems in linear algebra. 
See for example Brezinski's paper. Also, when the polynomials (or functions) are orthogonal with 
respect o a positive measure, then they are used to construct quadrature formulas of Gaussian 
type. 
This kind of quadrature formulas is the subject of the paper by Verlinden. He presents an ex- 
trapolation technique for Gauss-Legendre quadrature for an integrand with logarithmic endpoint 
singularity. 
In their paper Bultheel, Diaz-Mendoza, Gonz~lez-Vera and Orive, discuss the relation between 
two-point Pad6 approximants for Stieltjes transforms and corresponding quadrature formulas on the 
half-line. Especially, their convergence and rate of convergence are treated. 
Similar results are given for more general multipoint rational interpolants and corresponding 
quadrature on the unit circle in the paper by Bultheel, Gonzfilez-Vera, Hendriksen and Nj~stad. 
Orthogonal polynomials and quadrature are also an essential tool in the papers by Junghanns 
and Luther and by Capobianco, Criscuola and Junghanns where efficient numerical algorithms are 
presented for the solution of Cauchy singular integral equations and Prandtl's integro-differential 
equations. 
Linear algebra problems are implicitly solved in the paper by Beckermann and Labahn since 
the recurrences given have as a special case the recurrences for (formal) orthogonal polynomials 
which are also used in the solution of Toeplitz and Hankel systems for example. Also in the iterative 
solution of large sparse linear systems and (generalized) eigenvalue problems, such as Lanczos and 
other Krylov subspace methods recurrence relations of the same type are used. These recurrences 
can be traced in the paper by Brezinski who gives a survey of projection methods for the iterative 
solution of linear systems. 
An intensive research area in linear systems and signal processing is the so-called Schur analysis. 
The keywords are linear prediction and realization theory. Essential in this area is the analysis of 
(matrix-valued) Schur functions. The scalar Schur algorithm, also known in continued fractions, 
linear algebra, rational approximation and orthogonal polynomials, is a sequence of linear fractional 
transforms which constructs a rational Schur function, and which can even generate all solutions, of 
a Schur interpolation problem. 
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The paper by Fritzsche, Fuchs and Kirstein describe normalized elementary factors, which charac- 
terize each such linear fractional transformation a d which are thus essential in solving matrix-valued 
Schur interpolation problems. 
In the completion problem discussed in the paper by Fritzsche, Kirstein and Miiller one has 
to embed a rectangular matrix-valued Schur function in a square-matrix-valued inner function. The 
solution of this problem is related to the realization theory of electrical circuits. 
An explicit signal processin9 application of orthogonal rational functions is given in the paper 
by Nj~stad and Waadeland. Here the asymptotic behaviour of zeros of these orthogonal rational 
functions is given. It is shown how these provide information about the unknown frequencies of a 
trigonometric signal. 
These proceedings illustrate that the project has been successful. During the last three years, 
common interest has been deepened, new subjects emerged and it is most probable that collaboration 
will continue ven after the project is closed. 
The financial support of the European Union is greatly appreciated. The referees are thanked for 
the careful reading of the original manuscripts and keeping the process of producing these proceed- 
ings within reasonable time limits. Last but not least, we thank all the contributors, who did their 
utmost best to submit o the sometimes unreasonable deadlines imposed by the guest editors. 
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