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Jozef Kalinowski 
O N P R E S E R V E R S O F S I N G U L A R I T Y A N D 
N O N S I N G U L A R I T Y O F M A T R I C E S 
Abstract . Operators preserving singularity and nonsingularity of matrices were stud-
ied in paper of P. Botta under the assumption that operators are linear. In the present 
paper the linearity of operators is not assumed: we only assume that operators are of the 
form T = (fi,j), where f i j : K —• K and K is a field, i,j € {1,2, . . . , n } . If n > 3, 
then in the matrix space Mn(K) operators preserving singularity and nonsingularity of 
matrices must be as in paper of P. Botta. If n < 2, operators may be nonlinear. In this 
case the forms of the operators are presented. 
Let R, N denote the set of real numbers or positive integer numbers, 
respectively. Let Mn(K) be the set of n x n matrices over a field K, i.e. 
Mn{K) e Knxn, where n e N. We denote by Ej^ the matrix whose j,k 
entry is 1 and the remaining entries of which are 0. 
First of all let us introduce 
D E F I N I T I O N 1. An operator T from Mn(K) into itself is an operator pre-
serving singularity of matrices from Mn(K) if and only if for every singular 
matrix A € Mn(K) the matrix T(A) is singular. 
D E F I N I T I O N 2 . An operator T from Mn(K) into itself is an operator 
preserving nonsingularity of matrices from Mn(K) if and only if for every 
nonsingular matrix A £ Mn(K) the matrix T(A) is nonsingular. 
Let S and NS denote the sets of singular and nonsingular matrices from 
Mn(K), respectively. 
In the paper we consider the operators T from Mn(K) into itself of the 
form 
(1) T= ( f i j ) , where fid : K — K, = 1,2 n 
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for any matrix A E M n ( K ) , where the matrix T(A) := (/¿j(otij)) for i , j — 
1 , 2 ...,n. 
R e m a r k 1 . In case of n = 1 an operator T of the form (1) is an operator 
preserving singularity and nonsingularity of matrices from M\ (K) if and only 
if for x E K the equivalence x = 0 f i , \ ( x ) = 0 holds. 
Let us consider the case n > 2. We prove the following 
L e m m a . If an operator T of the form ( 1 ) , from M n ( K ) into itself for n > 2 , 
where K is a field, preserves singularity and nonsingularity of matrices in 
the space M n ( K ) , then the equivalence 
(2) x = 0 <i=> f i t j ( x ) = 0 
holds for all x E K , i , j E { 1 , 2 , . . . ,n}. 
Proof. Let us assume that n > 2. Let T be an operator preserving singu-
larity and nonsingularity of matrices. Let indices i , j E { 1 , 2 , . . . ,n} be arbi-
trary and fixed. Let us consider a permutation a of the numbers {1 ,2 , . . . , n} 
such that a(i) = j. Let us consider the generalized permutation matrix 
B\ E NS with entries 
{ x for k = i , I = j 
1 for k E {1,2, . . . ,n], k / i,l = a(k) 
0 for other indices, 
for x / 0. From Laplace's formula with respect to the z-th row we have 
n 
(3) det T(Bi) = f i j ( x ) • Did + £ /¿,fc(0) • Diyk ^ 0, fc=l, k^j 
where Dij, D,^ E K are some coefficients. 
Let B2 E S be the matrix obtained from B\ for x = 0. Then we have 
n 
(4) det T{B2) = Y , fi,k(0) • A,fc = 0 
fe=i 
with the same coefficients D ljc . From the difference 
d e t T{BX) - d e t T{B2) = ( f i d ( x ) - f i d ( 0 ) ) • A j + 0 
we obtain 
( 5 ) f i j ( x ) - f i j ( 0 ) + 0 f o r x + 0 . 
Let r E { l , 2 , . . . , n } , r / j . Let us consider the matrices Bs>T = B2 + 
xEitr. Since in the matrices B^)T all entries in the jf-th column are equal to 
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zero, then £ S. Using the Laplace's formula with respect to the i-th 
row we obtain det T(B^r) = /¿,r(x) • ¿ \ r + k^r /¿,fc(°)' A ,k = 0-
Let us consider the difference det T(i?3!r) — det T{B2) = ( f i , r ( x ) — 
/i,r(0)) • A,r = o for r ^ j. By (5) we obtain 
(6) A , r = 0 for r ± j. 
By (3) and (6) we have det = fitj{x) • Dh] ± 0, we get Di}j ± 0. 
By (4) and (6) we have det T{B2) = fij{0) • Dh] = 0. As A j ^ 0, then 
/ j j ( 0 ) = 0. Then by (5) we have f i j ( x ) ^ 0 for x ^ 0. This completes the 
proof of Lemma. • 
THEOREM, (a) If n = 2, then T of the form (1) preserves singularity 
and nonsingularity of matrices on Mn(K) if and only if there exist nonzero 
U\,U2, V\, V2 G K and an injective function g : K —• K satisfying g(0) = 0 
and g(xy) = g(x)g(y) for all x,y G K such that f i j ( x ) = UiVjg(x) for all 
x t K . 
(b) If n > 3, then T of the form (1) preserves the singularity and nonsingu-
larity of matrices on Mn(K) if and only if there are nonzero U\,U2, •.., un, 
v\, V2, • • •, vn G K and an injective function g : K —> K satisfying g{xy) = 
g(x)g(y) and g(x + y) = g(x) + g(y) for all x,y € K such that f i j ( x ) = 
UiVjg(x) for all x G K. 
Thus, for n > 3 the singularity and nonsingularity preserving maps T 
on Mn(K) may be written in the form T(A) = U[g(aij)]V, where U = 
diag(ui, U2, • • •, um) and V = diag(«i, V2, • • •, vn) are invertible diagonal ma-
trices and g is an injective endomorphism of K. For n = 2, the additivity of 
g may be even reduced to the sole requirement that ^(0) = 0. Note that the 
maps of part (a) may be nonlinear: for example, one can take g(x) = x3. 
Proof. Let n > 2 and suppose T is an operator of the form (1) preserv-
ing singularity and nonsingularity on Mn{K). By Lemma /¿j(0) = 0 and 
fi,j(x) 0 for all i,j and all i / O . Denote cl)3 = / M ( l ) . As /¿¿( 1) ^ 0, we 
obtain that Cjj ^ 0 for all i,j. Put gij(x) = c~jfij(x). Clearly, ghJ(0) = 0 
and <7zj(l) = 1 for all i,j. Define the matrix C = (cjj). By Lemma rank 
C > 1. We prove, that rank C = 1. 
In case n = 2, the rank C = 1, because C is the singular the matrix 
which all entries not equal to zero. 
In case n > 3, suppose for contradiction that the rank C = k > 1. 
Without a loss of generality we may assume that the determinant of the 
upper-left submatrix of C of the order k is not equal to zero. Let us consider 
the matrix B4 = E j = i Ei,j + XXfc+i Ei,i- N o t e t h a t matrix B4 G 
S. Then the matrix T(B4) = Eidcid + £lLfc+i CUEU-
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properties of determinants det F(B4) 0 and T(B 4 ) £ NS. Then the rank 
C can not be greater than 1, it must be equal to one. 
Then in cases n = 2 and n > 3 the equality rank C = 1 holds. This 
implies that there are Ui,Vj G K such that / ¿ j ( l ) = utVj for all i,j. 
For 1 < i r < m and 1 < k ^ I < n, let a be a permutation of 
the set { 1 , 2 , . . . , n } such that a(i) = k and cr(r) = I. We define S5 = 
xEiti + Er> k + xETti + X)m=l En,cr(m)- Matrices i?5, T(B^) G S, we get 
n n 
0 = fi,k(l)fr,l(x) - fr,k(l)fi,l(x) = XI UrnVm9r,l(X) ~ U™Vm9i,l{X)' 
m=1 m=1 
that is gr,i(x) = gi,i(x) for all x G K. Consequently, the matrix G = (fify) 
is constant along its column. Analogously, one can show that G is constant 
along the rows. This implies that all gij are one and the same function g, 
therefore fij(x) = UiVjg(x) for all i,j and all x. 
To prove that g is injective, suppose x ^ y and consider Bq = + 
El,2 + XE2,I + yE2,2 + £ n = 3 EM,M- We have B6, T(B6) 6 NS and hence 
n n 
0 ^ /l , l( l)/2,2(y) - /l ,2(l)/2,l(a0 = UmVmg(y) - umVmg(x), 
m=1 m=1 
which implies that g(x) ^ g(y), as desired. 
To show that g(xy) = g(x)g(y), take B7 = Ei!i+xEi!2+yE2,i+xyE2,i + 
J2n=3Em,m- Since B7,T(B7) g S, we obtain that 
n n 
0 = / l , l ( l) /2,2(ay) - /l,2(®)/2,l(y) = Yh UmVmg{xy) - umVmg(x)g(y), 
m=1 m= 1 
so we arrive at the equality g(xy) = g(x)g{y). 
At this point we have proved the necessary condition on T part of (a). 
To get the necessary condition on T part of (b), assume n > 3 and consider 
n 
B8 = xEitl + Eit2 + yE2,i + #2,3 + {X + y)Ez,\ + £3,2 + £3,3 + J 2 E m < m ' 
m=4 
As B% G 5 , we conclude that the determinant of T(B%) must be zero, which 
means that 
n 
0 = ^ Umvm(-g(x) - g(y) + g(xy)). 
m=1 
Thus, g(x + y) = g(x) + g(y). The proof of the necessary condition on T 
part of (b) is also complete. 
We now prove the sufficient condition on T parts (a) and (b). By Lemma 
T maps the zero matrix to itself. By the Theorem from [3] it follows that 
T is an operator preserving ranks of matrices from Mn{K) in parts (a) 
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and (b). Then it also preserves the singularity and nonsingularity of matrices 
from Mn(K). 
This completes the proof of the Theorem. • 
In the paper [1] a similar problem is studied under the assumption that 
operator T is linear. Linear preservers problems and results are presented 
in [2], 
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