Abstract: In this paper we are interested in the semi-parametric estimation of the extreme value index of a heavy-tailed model. We consider a class of consistent semi-parametric estimators, parameterized with two tuning parameters. Such parameters enables us to have an estimator with a null dominant component of asymptotic bias, and achieve a high efficiency comparatively to other classical estimators. After a brief review of the estimators under study, we provide a Monte Carlo simulation study of the estimators behaviour for some familiar models and for finite sample sizes.
Introduction
Let X 1 , X 2 , · · · , X n , be a set of independent, identically distributed (i.i.d.) random variables (r.v.'s) with a common distribution function (d.f.) F and X 1:n ≤ X 2:n ≤ · · · ≤ X n:n denote the associated ascending order statistics (o.s.). Suppose F is a heavy tailed distribution. Then, the quantile function U (t) := F ← (1 − 1/t), t ≥ 1, with F ← (y) := inf {x : F (x) ≥ y}, is of regular variation with index γ > 0, i.e., for every x > 0,
The parameter γ is the extreme value index (EVI), and measures the heaviness of the right tail function F := 1 − F . The rate of convergence in the first order condition in eq. (1.1), is ruled by the parameter ρ ≤ 0 in the relation
which is assumed to hold for every x > 0, and where |A(t)| must then be of regular variation with index ρ (see [17] ). For a heavy tailed model, the classic semi-parametric EVIestimator is the Hill estimator [18] , the average of the log-excesses above a high threshold X n−k:n ,
. . , n − 1. Most classical semi-parametric EVI-estimators have a high variance for high thresholds, i.e., for small values of k and high bias for low thresholds, i.e., for large values of k. Consequently, the mean squared error (MSE) has a very peaked pattern, making it difficult to determine the optimal k, where the MSE is minimal. The adequate accommodation of the bias of Hill's estimator has been extensively addressed in recent years by several authors. Recent overviews of statistics of univariate extremes can be found in [1, 9, 15, 20] .
We shall consider the class of semi-parametric estimators of γ introduced in [3] ,
with tuning parameters (δ, α), which may be controlled at our ease, Γ denotes the complete Gamma
n (k) ≡ 1, and
are consistent estimators of γ α Γ(α + 1) whenever k is intermediate, i.e., whenever k is a sequence of integers between 1 and n such that k → ∞ and k/n → 0, as n → ∞. The class of estimators in (1.3) generalizes the Hill estimator, which appears for (δ, α) = (1, 1), and for δ = 2 we obtain the class, studied in [2, 7] . When α = 1 we get the class of EVI-estimators studied in [13] . A class of location invariant estimators based on (1.3) with δ = 2 can be found in [19] .
Under the first order framework in (1.1) and for intermediate k, the statisticsγ (δ,α) n (k) are consistent for γ, and under the second order condition in (1.2) and whenever
is asymptotically normal, with asymptotic bias λb(δ, α) and asymptotic variance γ 2 σ 2 δ,α , with
Moreover, if ρ < 0 and δ > 1 there is thus a value α
0 (ρ)) = 0, i.e., we have a EVI-estimator with a null dominant component of asymptotic bias (see [3] ). For the particular but important cases, δ = 1.5 and δ = 2, we have α 
For simplicity and since it is important to reduce the bias, we shall assume ρ < 0 and consider the estimatorŝ
andρ an adequate estimators of shape second-order parameter ρ introduced in (1.2). For comparison, we also consider the minimum-variance reduced-bias (MVRB) corrected-Hill (CH) estimator in [8] , given byγ
with (β,ρ) adequate estimators of the second-order parameters (β, ρ) such that A(t) = γβt ρ , ρ < 0.
An asymptotic comparison between the estimator in (1.5) and others reduced bias EVI-estimators can be found in [5] .
The remainder of this paper is organized as follows: In the next section we present some estimators for the second order parameters β and ρ. In the last section we study the finite-sample properties of the estimators in (1.4) and (1.5), through Monte-Carlo simulation.
Estimation of the Second-Order Parameters
We have used particular members of the class of estimators of the second-order parameter ρ proposed in [11] . Such a class of estimators has been first parameterized by a tuning parameter τ ≥ 0, that can be straightforwardly considered as a real number [4] , and is defined aŝ
, τ ∈ R, (2.1) with the notation a bτ = b ln a if τ = 0. Interesting alternative ρ-estimators have recently been introduced in [6, 10, 12] . As suggested in previous articles, it is sensible not to choose the tuning parameter τ blindly. Here we use the same stability criterion used in [16] : Consider a sample with n positive values, compute {ρ τ (k)} k∈K , with K = ( n 0.995 , n 0.999 ), compute their median, denoted η τ , and compute
choose τ * = 1 and computeρ ≡ρ τ * =ρ τ * (k 1 ), with k 1 = n 1− , = 0.001.
For the estimation of the scale second-order parameter β we shall here consider the estimator in [14] , given bŷ
2)
, dependent on the estimatorρ, suggested before.
Exact Distributional Properties of the EVI-estimators: a Monte Carlo Simulation Study
We are now interested in the comparative behaviour of the adaptive estimation of the EVI given in On the basis of a Monte-Carlo simulation with 5000 runs, we present in table 1 the simulated values of the mean value (E) and the root mean squared error (RMSE) and the optimal level,
For each model, the smallest squared bias and RMSE is presented in bold.
Some conclusions:
1. All the simulated results suggest that the EVI-estimator with smallest squared bias has usually the smallest RMSE;
2. The simulated values for the EVI-estimatorsγ 
