1. Introduction. The objective of this paper is to describe and relate for a general audience several areas in commutative rings and algebraic geometry in which progress has been made recently by the following general method: translate the original problem into one of showing that certain equations cannot have a solution, and then apply the Frobenius to make these equations, which at first look merely unlikely, obviously absurd. This technique, which seems a priori limited to the char/? > 0 case, can be made to yield results for arbitrary Noetherian rings containing a field, by using the "metatheorem" (2.1) described in §2. The approximation theorem of M. Artin is the key to this kind of reduction.
Both the main results which we shall discuss in detail involve the notion of a "regular sequence" on a module. Let R be a ring (all rings are commutative, with identity) and M an .R-module (i.e. a unital /{-module). Then x v ..., x H in R is called a regular sequence on M or Msequence if: (l)2 y oc,M=^Mand (2) for each /, 1 < / < n, x t is not a zerodivisor on
(See [ABJ, [AB 2 ], [AB 3 ], [K,] , [M] , [N 2 ], [Rees] , and [ZS] .) If R is a local ring, i.e. a Noetherian ring with a unique maximal ideal m, then dim R denotes, equivalently, the supremum of lengths h of chains of the key to settling a whole slew of homological problems (see §4). Many of these problems were first suggested and explored by M. Auslander [AHJ] , [Au 2 ], while the first real progress later was made by Peskine-Szpiro [PSJ. Now one can by and large recover the known results on these homological problems from the existence of big C-M modules in the equicharacteristic case (the case where R contains a field), and their existence in that case is the second main result we want to discuss: again, one uses the technique of passage to char/? > 0. The explicit result is:
(1.2) THEOREM. If Ris a local ring which contains a field and x v ... 9 x n is a system of parameters, then there exists an R-module M such that x v ..., x n is a regular sequence on M.
The reader is referred to [H05] , [HoJ, [Ho^] , [Ho 10 ] for more information. The rest of this paper explores insights into the uses of (1.1) and (1.2), gives sketches of parts of the ideas of their proofs, and surveys some related results and open questions. Since one main theme is "how to prove it" using the Frobenius in char/?, we single out one consequence of (1.2) and give a detailed proof of it in char/? ( §4). In §3 we try to give some feeling for what rings of invariants of linearly reductive groups may be like, and also some insight into what it really means for a ring to be Cohen-Macaulay. 2. Artin approximation and a metatheorem for reduction to char/?. In this section we describe and sketch the proof of a result which permits reduction of many problems for Noetherian rings which contain a field to the case of Noetherian rings finitely generated over a field of char/? > 0. The most important tool is Artin approximation. Our result is expressed in terms of solvability of equations with a height condition.
If ƒ c R, a Noetherian ring, height ƒ or ht ƒ denotes min{dim R P : I c P, P is prime}.
By a "system of equations with height condition" over a ring A we mean a set of polynomial equations:
&\ F X (X, y)«o, F h (X,Y)-0
where X * X { ,..., X n , Y « Y y ,..., Y q9 and the F's are polynomials in the variables X, Y with coefficients in A. If R is an ^-algebra, we say that x*x, x n9 y « y l9 ... ,y q is a solution of S in R if (1) height H g x t R « n, and (2)F i (x,y) = 0 9 1 <i<h. Condition (1) is meant to imply, in particular, that 2,*,/? ¥= R (height R • +00, by convention). If 2,0c,/? =£ R then, by the KruU height theorem (see [N 2 , p. 26, Theorem (9. 3)]), ht^^R < n. Condition (1) may be viewed as a sort of nondegeneracy condition on the x 9 s. We can now state: (2.1) METATHEOREM. Let $ be a theorem about Noetherian rings which is true f or finitely generated domains over finite fields.
Suppose that 9" is equivalent to the statement that for a certain family {S x } XeA of systems of equations with height condition over Z («, q, and h may vary with A), no system in the family has a solution.
Then 9" is true for all Noetherian rings R which contain afield, regardless of characteristic.
We first remark that if a system & has a solution in R and P is a minimal prime of 2,*,/?, then the images of x, y in R P constitute a solution as well: moreover, the new values for the X t are a system of parameters for the local ring R p . By a local solution x v ..., x n ,y v ... ,y q of a system S we mean a solution in a (necessarily «-dimensional) local ring (R, m) such that x l9 ..., x n is a s.o.p. for (/?, m). Since we may always pass from solutions to local solutions, the metatheorem follows from: (2.2) THEOREM. Let $ be a system of equations with height condition over Z. Suppose that & has a local solution in a local ring which contains a field. Then it has a solution in a domain R finitely generated over a finite field K, and also a local solution in R m for a maximal ideal mof R such that R/xa » K.
We want to sketch the proof of this result (for more details see [Ho 5 , Theorem 3.1], [H<%, Lemma 3], or [Ho^, Theorem 5.2] ). However, we first need to discuss completion of local rings, which is a major tool for making reductions in the theory of Noetherian rings. The trick of reducing first to the local and then the complete local case works remarkably often.
The point is that if (R, m)is local we may complete in the m-adic topology to obtain a new local ring (R, m) , where m = mi? = the closure of m. In fact, we may complete any finitely generated i?-module M and get a finitely generated i?-module M (which is s R ® R M) . An alternative point of view is that M = proj lim / M/vctM. The completion^ functor is faithfully exact on finitely generated /J-modules. Moreover, dim R = dim R. Of course, R may already be m-adically complete: in this case, we call R a complete local ring. We refer the reader to [C] , [N 2 ], and [ZS] for further information.
The advantages of working over a complete local ring are enormous. For example, here is a weak form of a recent result from [PP] (long known in many special cases, e.g. for uncountable algebraically closed residue class fields) for solving equations over complete local rings: "Only if', of course, is trivial. "If is a deep result utilizing the same circle of ideas needed to prove M. Artin's approximation theorem, which we discuss next.
Some of the best, most useful results in algebra make assertions of the following type: that once we have adjoined "a few" obviously needed quantities to our ring to serve as solutions to equations of a certain kind, we can actually solve a tremendous bunch of other equations as well. For example:
(1) Once an integral domain A has been enlarged to its fraction field K (i.e. throw in the solutions of the equations bx = a, a, b E A, b ^ 0), any simultaneous system of linear equations which has a solution in some extension field has a solution in K.
(2) The fundamental theorem of algebra. Once we adjoin a solution of x 2 = -1 to the real numbers R, every nonconstant polynomial equation in one variable has a root. Our discussion of complete local^ rings indicated that one has a better theory for solving equations over R than over /?, and it turns out to be important to study the question: for which R is it true that every finite system of polynomial equations over R with solutions in R has solutions in Rl (Note that it is easy to see that if R has this property, then so does every local ring which is (a finite module over) a homomorphic image.) M. Artin has proved two beautiful and important theorems along these lines. Let us say that a local ring (ƒ?, m) is an approximation ring if it satisfies the following two equivalent conditions:
(1) Whenever a system of polynomial equations over R has a solution in R, then it has a solution in R.
(2) If a system of polynomial equations over R has a solution (s v ..., s n ) with the s f in R, then for every integer / > 0 there is a solution (r 1? ..., r n ) with the r, in R such that s ê = r } modulo m*R, 1 < i < n.
(Thus, the solutions over R of a system over R are m-adically dense in the solutions over R.) The conditions (1) and (2) are equivalent because the extra congruence condition can be expressed by using auxiliary equations and unknowns. By an analytic local ring we mean a homomorphic image of the convergent power series ring n 6 * C{X { , •.., X n ) c C[[X lf ..., X n ]] for some n.
The result we really need here for the metatheorem, however, is a special case of an algebraic version of this theorem which Artin proves in [Ar 2 ].
Let R * K[X U ..., X n ] be a polynomial ring over a field K 9 let m = SiXjR, and let A * R m . The special case of Artin's theorem we need tells us what the smallest approximation ring containing A is. [C] , [NJ). We may even enlarge K to be algebraically closed.
Let T -K[x l9 ..., x n l let Q ~ 2/^T, and A -T Q9 so that A -B. The first important reduction is to obtain a local solution in an algebra which is a finite module over A h (instead of over A). The idea of the proof is simple: use Artin approximation (2.5) on the "algebra structure" of R as well as (simultaneously) on the local solution of the system of equations. (The algebra structure is given by a multiplication table for a finite basis.) The details are a bit messy and we omit them.
The next step is to use the fact that A h is a direct limit of localizations of finitely generated ^-algebras at maximal ideals to show that there is a solution in such a ring. It is then possible to "unlocalize", i.e. to pass to a solution in a finitely generated ^-algebra: the condition that JC,, ..., x n be a s.o.p. is replaced by the weaker condition that Rad(2 ;*;/?) be a maximal ideal of height n.
The rest of the argument is almost standard these days: certainly, it is an increasingly common motif. One can often make a reduction from the case of finitely generated algebras over fields of char 0 to those over fields of char/7 > 0: we refer the reader to [PSJ, [HRJ, and [HRJ for further examples (and to [Bs 2 ] and its bibliography for examples outside commutative rings and algebraic geometry).
We complete our sketch of the proof of Theorem (2.2) with a brief outline of how such arguments usually run. One generally starts with a set-up (which may include A'-algebras, modules, maps, schemes, sheaves, morphisms, etc.) "defined" over a field K of char 0. One then observes that everything in sight is, in fact, "defined" over a carefully chosen finitely generated Z-subalgebra C of K (generated by coefficients of defining equations, etc.). One then uses facts like generic freeness (i.e. finitely generated modules E over finitely generated algebras over a Noetherian domain C have the property that E c is C c -free for suitable c ¥= 0 in C, and more: see, for example, [HR t , Lemma 8.1] and [HR 2 , Lemma 3.8]) closedness of bad (e.g. non-Cohen-Macaulay or singular) loci in schemes, etc. to show that after adjoining finitely many inverses for nonzero elements of C (the "new" C is still a finitely generated Z-algebra) the result one wants to prove for K, if it fails, will also fail upon applying ® c C/m for any maximal ideal m of C. But C/m is a finite field! Q.E.D.
Note that certain facts which one has automatically in charO but not always in char/? can often be preserved in passing to char/7 in this type of argument: it is almost as though one can assume both char 0 and char/? simultaneously.
(2.7). REMARK. In a finitely generated Z-algebra which contains Z only finitely many prime integers have inverses. Hence: (2.8). One proceeds exactly as in the proof (2.6) of Theorem (2.2). One completes, gets a local solution in a complete domain, which one represents as a finite module over a formal power series ring over a field or complete discrete valuation ring. One then uses the "mixed characteristic" algebraic form of Artin approximation [Ar 2 ] to descend to a finitely generated F-algebra, just as in the proof of Theorem (2.2).
3. Cohen-Macaulay rings and invariant theory. The purpose of this section is to explain some of the consequences of Theorem (1.1). Part of our objective is to explain what it "really means" for a ring to be Cohen-Macaulay. Another part is to illustrate, by a substantial set of examples, what rings of invariants can be like. We shall see that Theorem (1.1) is naturally motivated even in terms of the goals of classical invariant theory.
In the sequel we assume, for simplicity, that K is an algebraically closed field. Let G be a linear algebraic group, i.e. a subgroup of some Gl(«, K) which is defined by the condition that the entries of the matrices A -(a 0 ) in G satisfy certain polynomial equations over K (e.g. Sl(n, K) is defined by det A = 1). By a if-rational representation of G on V, where F is a finitedimensional K-vector space, we mean a group action G X F-» V in the usual sense which is also a üf-morphism of varieties (equivalently, the induced map G-+G1 K (V) is both a group homomorphism and a tf-morphism of varieties). If V is infinite-dimensional, we mean that F is a directed union of finite-dimensional subspaces W stable under G such that the action of G on each W is ^-rational. If G acts ^-rationally on V, we also say that V is a G-module. When R is a ^-algebra and G acts on R, we tacitly assume that G acts by A'-algebra automorphisms, so that we may speak of the fixed ring R G (in general, V G is just a vector space). See [Bor] , [DC] , [MuJ, [NJ, and [N 3 ] for further details.
The main case occurs when G acts linearly on the polynomial ring in n variables over K (to give such an action is the same as to give an action of G on the vector space of forms of degree one). Hubert's fourteenth problem, while phrased somewhat more generally, is basically motivated by the question of whether, in this situation, R G must be finitely generated (cf.
[DC], [Mu 3 ], and [N 3 ]). We shall return to this question later.
When it does happen that R G is finitely generated, there are two fundamental problems (in the terminology of [Weyl] Recall that a connected group G is reductive if its radical, i.e. its maximal normal connected solvable subgroup, is an algebraic torus. This is equivalent to asserting that modulo a finite subgroup, G is the product of a semisimple group (radical trivial) and an algebraic torus. In char 0, reductive and linearly reductive (every representation is completely reducible) are equivalent notions, and this is what makes the proof of finite generation relatively easy. However, in char/?, there are almost no such groups: the only connected ones are tori. To remedy the situation, one wants a representation-theoretic property weaker than complete reducibility which is still strong enough to imply finite generation.
With this in mind, let us examine the notion of linear reductivity a bit more closely. We first note that G is linearly reductive if and only if whenever V -** W is a surjection of G-modules, then V G -» W G is also surjective. If G is finite and \G\ is invertible in K 9 it is easy to see that this surjectivity property holds: if v^w and w € W G 9 then (\/\G\)l g^G g(v) E V G and maps to w. The key point is that there is a natural retraction operator p: V -** V G . If G is a compact real Lie group one can also average, and the existence of a similar natural retraction V -*» V G 9 the Reynolds operator, after complexifying, may be viewed as an instance of the inertia of truth. In any case, it is not hard to show that G is linearly reductive if and only if there is a natural G-module retraction p v : V -++ V G for all G-modules V. An apparently weaker but still equivalent statement is that if K is the trivial G-module and ƒ: V -*» AT is a G-module surjection, then there is an
Let S£(V) denote the nth symmetric power of the vector space V over K. Mumford conjectured that the following weakening of the last characterization of linear reductivity would hold for reductive groups in char/? > 0: If K is given the trivial G-module structure and V ~+* A' is a surjection of G-modules (K finite-dimensional), then for some positive integer e 9 if n = /?', the map S£(V) G 
If G has this property it is called "geometrically reductive", and so Mumford's conjecture can be reformulated as asserting that reductive groups are geometrically reductive. Moreover, one can reduce at once to the semisimple case. Nagata had shown quite some time ago (cf. [N 3 ]) that if G is geometrically reductive and acts on a finitely generated jSf-algebra R, then R G is finitely generated. Finally, Haboush [Ha] proved Mumford's conjecture, thereby getting invariant theory really going in char/?. We note that in our earlier examples, the groups G were all reductive.
We now consider briefly again the first and second fundamental problems of invariant theory with the idea of relating them to the question of whether rings of invariants are Cohen-Macaulay. Assume then that R is a polynomial ring, that G is a linear algebraic group acting linearly, and also that R G is finitely generated (which will be true if G is reductive). The first fundamental problem was then to give explicit generators, which is equivalent to giving an explicit Af-homomorphism of a polynomial ring S over K onto R G . The second fundamental problem is to find generators for the ideal I of "relations" on the algebra generators, which is equivalent to giving explicitly an exact sequence of S-modules:
S»>~+S->R
G ->0, where the images of the free generators for S" 1 are the specified generators of ƒ. Call these generators of ƒ/,,..., i Hi . Then, in the same vein, we can ask for S-module generators for the module of S'-relations (or syzygies) on /,,. •,, i H%t i.e. «,-tuples (s l9 •.., J^) such that 2y Sjij = 0. This amounts to explicitly extending the former exact sequence to an exact sequence:
S»2~+S
n *-»S-*R G -+0, and this may be construed as a "third fundamental problem". In a precisely similar fashion there are fourth, fifth, sixth, etc. fundamental problems, and a kind of overall fundamental problem, to wit, determine an explicit free resolution of R G as an S-module. We recall at this point that by Hilbert's syzygy theorem, at some point Kei^S"^1 -» 5^), the (i + l)th module of syzygies of R G 9 is itself projective («* free in the polynomial ring case), and so there exists a shortest free resolution: As we shall see shortly below, normality (even unique factorization) does not guarantee that the ring will be Cohen-Macaulay in higher dimensions.
In connection with checking Cohen-Macaulayness in graded rings like those above, we mention the following criterion: suppose that S is a finitely generated graded ^-algebra with S 0 * K. Then S can always be represented as finite module over a "polynomial" subring, i.e. a tf-subalgebra R generated by dim S algebraically independently forms of positive degree. Whenever this is done, S is C-M if and only if S is /{-free (the same holds if S is a local ring which is a finite module over a regular local subring R). [GH] . EXAMPLE E. Determinantal loci. Let R be a C-M ring and (xy) an r by s matrix with entries in R. Suppose that I t +i(xy) has height > (r -t)(s -0-Then it has height exactly (r -t)(s -t) and R/I t + X (xy) is again C-M. See [HE] . We note that this "biggest possible height" (r -t)(s -0 for 7 r+1 (x^) is achieved when the x u are indeterminatcs over a field or Z and R is the polynomial ring generated by the indeterminates.
If R is a regular local ring and I has height two and is such that R/I is C-M, then, conversely, I must be determinantal: in fact, I is the ideal of r X r minors of an r X r + 1 matrix with entries in the maximal ideal of R, where r + 1 is the minimum number of generators of I. No such classification is known for height three ideals with C-M quotients. They are not all determinantal.
Note By Theorem (1.1), whenever we solve the first and second fundamental problems for a linearly reductive group acting on a regular ring, we obtain a generic family of this sort. Cf. [HE] . EXAMPLE [Sam] there have been several counterexamples.
G. Unique factorization. For a while, no examples were known of UFD's which are not C-M. There is one interesting positive result along these lines (Raynaud-Boutot): if R is a complete local UFD with an algebraically closed residue class field of char zero, and dim R < 4, then R is C-M. See [Lip] as well as [Bou 2 ] and [HO] (where the same result is obtained in a slightly more restricted setting). On the other hand, since the question was raised in
The first was given in [Bt] . Let S be the polynomial ring in four variables over a field of char 2 and let Z 4 act by cyclically permuting the variables. 14 ], and many related examples are pointed out in [HRJ. [FG] shows that some of these char/7 examples may be completed. The first counterexample in char 0 is analytic [FK] 
Then the ring of invariants R is a four-dimensional non-C-M UFD. A three-dimensional example is derived from this in [Ho

(but Artin approximation shows that the completion of this 60-dimensional analytic local ring is also a counterexample). Many other counterexamples in char 0 may be found in [Mo].
A very interesting fact is that the ring of invariants in the example [Bt] is also the ring of invariants of a connected semisimple group acting linearly on a polynomial ring: a trick for doing this was pointed out to the author in correspondence by R. Let X and Y be (for simplicity) irreducible closed affine varieties in A" (although the results are essentially the same in any smooth ambient space) having the origin x * (0,..., 0) as an isolated point of intersection. For convenience we also assume that dim X + dim Y » n (< n is automatic); if dim X + dim Y < n the multiplicity we are defining turns out to be zero. Let R denote the local ring of A" at the origin x and let ƒ, / be the images of the defining ideals of X, Y resp. in R. Thus, R/ƒ, R/J are the local rings of X, Y resp. at x. We want to define the intersection multiplicity i x (X, Y) of X and Y at x. We note that the fact that x is isolated in the intersection is equivalent to the fact that l(R/I + /) is finite, where / denotes length (of a filtration in which all factors are a K) and is the same as vector space dimension over K when R contains a copy of its residue class field K (which is true in this case).
Also note that R/I + J s (R/I) ® R (R/J).
Before proceeding further with the general case we stop to consider the situation when we intersect a curve and a line in the plane.
In find them in [HRj] ). However, we do want to put forth some observations.
The most obvious point is that Theorem (1.1) is primarily a char 0 theorem, since there are so few linearly reductive groups in char/?, and the result is false for reductive groups in char/?. However, by "semistandard tricks" in the circle of ideas mentioned in the last part of (2.6) one can pass to char/? and get a contradiction. It's actually quite a bit more subtle than the kind of situation to which the Metatheorem (2.1) applies directly, but the principle is the same. The difficulty is that one starts in char 0 knowing that the ring of invariants is a direct summand as a module over itself of the original (regular) ring, but it does not seem possible to preserve this while passing to char/?. Instead, one uses various tricks to show that there is a sort of minimal counterexample in a graded situation, and then, working with one graded piece at a time, one passes to char/? while preserving "finitely many consequences" of the existence of the Reynolds operator in char 0.
Oddly enough, the only way the regularity comes in is that in char/?, if R is regular, the Frobenius F: R-* R makes R into a flat algebra over itself. (But this actually characterizes regularity!) The ring T -Klxpj] = S G considered in Example I above shows that it is not enough to assume that S is C-M rather than regular.
REMARK. In the finite group case, where 1/|C| G AT, it is enough to assume that R is C-M in order to get that R G is C-M. The point is that a s.o.p. in R G (say, for simplicity, that both R G and R are graded or local) will be a s.o.p. for R y hence, an /?-sequence. But then, since R G is a direct summand, it will also be an R ^-sequence. Q.E.D.
However, in the general case, when G is not finite, an s.o.p. for R G need not be an s.o.p. for R. E.g. consider again Examples 1 and 5 from the list of examples of rings of invariants. In Example 1, let r » 1, s > 1. Then the maximal ideal (x x y l9 ..., x x y 3 ) of R G has height s in R G but generates a height one ideal of R. In Example 5, suppose s * r + 1. Then the maximal ideal generated by the maximal minors in R G has height r + 1, but expands to a height 2 ideal in R.
REMARK. There is a theorem related to (1.1) which is true in char/?: If R is regular of char/? > 0 and A is a subring which is a direct summand of R as an A -module, then A is Cohen-Macaulay. (See [HRJ.) I conjecture that this is true for any regular Noetherian ring R, but I don't know it even for finitely generated algebras over fields of char 0! It is natural to look for stronger properties of rings of invariants than Cohen-Macaulayness. Some recent results indicate that if R is regular and G linearly reductive then R G has rational singularities.
We digress momentarily to discuss the meaning of this. Assume that K is an algebraically closed field of char 0 and that X is a normal irreducible variety over K. Then it is always possible [Hi] to map a smooth variety S onto X such that, if ƒ is the map S -> X 9
(1) ƒ is proper (if K = C, this means that inverse images of strongly compact sets are strongly compact), and (2) if we delete the singular locus from X and its inverse image from S, the restriction/: S -ƒ " \X sin^) -» X -X tàng is an isomorphism (in particular, ƒ is birational).
Such an/: S -> X is called a desingularization of X. Then X is said to have rational singularities if for some (equivalently, every) desingularization ƒ: 5 -> A", R%(® s ) • 0, i > 1. This is a local condition on Z. If X is affine, we may rephrase it to the statement that H'(S 9 G s ) -0, i > 1. We shall say that R has rational singularities if Spec R does.
An important point is that if X has rational singularities, then X is C-M (i.e. all its local rings are C-M). In fact, if X is normal and C-M then X has rational singularities if and only if every highest order regular differential form onl-X sing is the restriction of a highest order regular differential form on S (identifying X -X iing with S -ƒ ~l(X sing )). (4.4). BASS' CONJECTURE. Let R be a local ring and let T ^ 0 be a finitely generated module which has a finite infective resolution. Then R is CohenMacaulay.
It is worth mentioning the following conjecture [H02] which is easily shown to be equivalent to (4.3).
(4.5). HOMOLOGICAL HEIGHT CONJECTURE. Let R be a Noetherian ring, M a finitely generated R-module of finite profective dimension, and let I « Ann^Af. Let R-± S be a homomorphism to a Noetherian ring S and let Q be a minimal prime of IS. Then height Q < pd^Af. We leave it to the reader to see that when R « Z[X], M « R/XR, this reduces to the principal ideal theorem of Krull [Kr] : the first really deep theorem in the abstract theory of Noetherian rings.
Having discussed rigidity a bit and some of the other questions it suggests, we turn next to one of the other central problems in the homological theory of local rings: Serre's conjecture on multiplicities.
We proceed in slightly greater generality than necessary, and then specialize. Let R be a local ring and Af, N finitely generated /{-modules such that:
(1) /(Af ® R N) is finite (as in §3, / denotes length), and (2) Af has a finite projective resolution.
Then Torf (Af, N) has finite length for all i and vanishes for large i. Hence, assuming (1) and (2) we may define e{M, N) = 2 (-l)7(Torf (M, N) ).
Now if R is regular, M = /?/ƒ, N = ƒ?/ƒ (note that condition (1) holds automatically when R is regular), then, as already remarked in §3, e(R/I, R/J) agrees with the geometric notion of intersection multiplicity defined via cardinalities of fibers, but makes sense much more generally. In [S 4 ] Serre proves that this notion has some of the properties which one would like for large classes of regular local rings, and conjectures the same for all regular local rings. Specifically: (4.6). SERRE'S CONJECTURE ON MULTIPLICITIES. Let R be a regular local ring and let M 9 N be finitely generated R-modules We note that efforts to prove (4.6) by lifting modules formed at least part of the motivation for [BEj] , [BEj] , [BE3] (see [Nas] for a discussion of the relevance of lifting to multiplicities); however, recent results (see [Kl] , [Lau] , [S 3 ], and [Ho n ]) make this approach look almost hopeless.
A. Weil has raised the lack of a satisfactory theory of multiplicities as a reason for not attempting to do algebraic geometry in the kind of generality introduced by Grothendieck in [G] . See [Weil, p. 305] . Whether one accepts this point of view or not, the importance of settling (4.6) is clear.
Before discussing how C-M modules come into the picture, we want to mention a few other conjectures.
(4.7 The existence of small C-M modules comes down to the complete local domain case, and such a domain R is always a finite module over a complete regular local subring A which may even be chosen to be a formal power series ring over a field or discrete valuation ring. In this case it is easy to show that a finitely generated R -module M is C-M if and only if it is >4-free. Thus, R has a small C-M module if and only if R is embeddable in the ring ( 0t n (A) of n X n matrices over A (extending the embedding of A as scalar matrices) for some positive integer n. It is tempting to try to deduce the existence of small C-M modules from the existence of big ones. The following beautiful result of P. Griffith [Gr] is a step in the right direction.
(4.11). THEOREM (P. GRIFFITH). Let R be a complete local domain which is a finite module over the complete regular local ring A. Suppose that R has some big C-M module. Then R has a nonzero countably generated module which is free over A. We conclude this section and this paper with some remarks on the proof of Theorem (1.2). We refer the reader to [Hog] or [Ei] for a quick sketch of the argument and to [HoJ for details. Our objective here is only to get across the ideas of the proof.
The next question we consider is
The basic points are as follows: Start with R itself as an "approximation** to the big C-M module, and 1 as an element outside 2,*,/{. One then starts "killing" unwanted relations x k + l m k+x = 2*=iJc^ by adjoining new elements w" .. *, u k to the module one has and imposing the relation m k + x = 2/«i*/W/. Passing carefully to a direct limit of such "modifications" one obtains a module E which must work if anything does. The difficulty is in showing that if e is the image of 1 E R in E, then e £ 2" =1 x ê E. One comes down to this: R has a module E such that x v ..., x n is an ^-sequence if and only if for any module M obtained from R by successive modifications of the type described, the image of 1 G R is not in 2" = i x é M.
This condition can be translated into the condition that a certain family of systems of equations with height condition has no local solution in a Noetherian ring JR which contains a field (see §2). By the Metatheorem (2.1) one need only prove this in char/? > 0! We now come to the main theme: one applies the Frobenius to the equations which would have to hold if there were a solution, and thus obtains a contradiction. This argument is a bit too technical to give in detail here. Instead, we shall examine the same technique in a closely related example.
It is easy to show that if x l9 ..., x n is an Af-sequence on any module M 9 then for every positive integer /, 
