Abstract. Multi-thread programs are prone to bugs due to concurrency. 
Introduction
Multi-core hardware is a growing industry trend, for both high performance servers and low power mobile devices. Multi-thread programs can exploit multicore processors at their full potential. In the real world, most servers and highend critical software are multi-thread. Unfortunately, multi-thread programs are prone to bugs due to the inherent complexity caused by concurrency. It is dicult to detect concurrency bugs due to the huge number of possible interleavings.
Many concurrency bugs escape from testing into software releases and cause some of the most serious computer-related accidents in history, including a blackout leaving tens of millions of people without electricity [1] .
Among dierent types of concurrency bugs, atomicity violation bugs are the most common one. Atomicity violation bugs are caused by violations to the atomicity of certain code regions without proper synchronization. They widely exist in the real world systems and contributed to about 70% of the examined non-deadlock concurrency bugs [2] . Therefore, techniques for detecting atomicity violation bugs are extremely important. This paper presents a dynamic prediction tool McPatom to predict atomicity violation bugs involving a pair of threads accessing a shared variable using model checking, based on binary executables that use POSIX thread library. McPatom uses memory access patterns instead of subroutine atomicity. The only input needed by McPatom is a binary executable, while source code is optional for locating bugs.
The McPatom framework contains the following major steps: (1) using Pin [3] to instrument an interleaved execution of a multi-thread program and to record an interleaved trace containing only atomicity violation impacting events including all shared variable accesses and all synchronization routines (locks, condition variables, barriers and thread management events); (2) projecting the interleaved trace into a partial order thread model of abstract threads, which maintains the causal relation within actual threads imposed by the synchronization routines; (3) automatically translating the partial order thread model into a Promela program for model checking in Spin [4] ; (4) dening a complete set of atomicity violation patterns involving a pair of threads accessing every single shared variable and automatically translating them into temporal logic formulas; (5) using Spin to model check the atomicity violation patterns; and (6) mapping the violation reported in Spin to the execution trace in the original multi-thread program. Figure 1 gives an overview of McPatom framework. Furthermore the extracted thread model enables the checking of all alternative traces with the same causal relationships as the interleaved trace. The completeness of instrumented interleaved traces and the extracted thread models is proved.
2. A complete set of the patterns of unserializable interleavings involving two threads (most concurrency bugs involve only two threads [5] ) containing any number of accesses to a shared variable (either user dened or every word sized dynamically allocated memory accessed by multiple threads). These patterns generalize and cover the three accesses proposed in [2] [6] . These atomicity violation patterns become property specications to be checked. is dened as follows:
≺ is a partial order relation such that, for any e i , e j ∈ E (i = j), e i ≺ e j i (a) tid i = tid j and i < j, or (b
3. Mutual exclusion: for any e i , e j , e m , e n ∈ E (i = j = m = n), e j ≺ e m or e n ≺ e i i (a) tid i = tid j , action i = (Lock, lvar), action j = (U nlock, lvar), and (b) tid m = tid n , action m = (Lock, lvar), action n = (U nlock, lvar).
The above partial order relation (or simply causal relation) is similar to the happened-before relation given in [7] . From the above denition, we have (1) shared variable accesses within the same thread are ordered, and (2) While the partial order thread model (E τ , ≺) respects the causal relation in trace τ , it captures an equivalent class of alternative traces that obey the same causal relation as τ , in which each alternative trace τ is a result of rearranging some shared variable accesses not constrained by ≺. The partial order thread model allows us to explore all possible alternative traces that correspond to a set of feasible interleavings in a multi-thread program, however, the model provides an over-approximation without considering data-ow, thus cannot guarantee each permissible trace in the model is covered by some feasible interleaved execution in the multi-thread program P. 
Three-access and Four-access Atomicity Violation
Many recent works focused on three-access atomicity violations [2] [6] [5] , which involve one shared variable, two threads and three accesses to the variable. For simplicity, two threads are referred as a local thread (Thread 1) and a remote thread (Thread 2), the opposite view is also explored during the detection process. If two consecutive accesses of a shared variable in a local thread are interleaved with an access to the variable from a remote thread, the interleaving is a potential unserializable one. In practice, unserializable interleavings indicate the presence of atomicity violation bugs. The explanation of unserializable interleavings of three accesses and many real world atomicity violation bugs can be found in [2] .
Three-access atomicity violations are chosen by tools above because (1) there are many real world atomicity violation bugs involving only three accesses, and (2) checking only two accesses (current access and previous access) in a thread can reduce the complexity of algorithms. However, some atomicity violation bugs involve more than three accesses. A real world example [9] is shown in Fig. 5 .
The shared variable accesses in Thread 1 must be in an atomic region; otherwise, a possible interleaving may result in HandleEvent function of Thread 2 returning with a missing event. PSet [9] detected this bug (incorrect interleaving 1) since PSet keeps track of either the last writer or the set of last readers for every memory location. However PSet cannot detect the mutant of the bug (incorrect interleaving 2) because in PSet's view the mutant only involves a set of last readers and the current reading access. AVIO [2] cannot detect this bug because it involves more than three accesses. Fig. 5 . A four-access atomicity violation bug [9] in Mozilla (Incorrect interleaving 1 was detected by PSet [9] and missed by AVIO [2] , while incorrect interleaving 2 cannot be detected by either PSet or AVIO.)
Patterns of Two-thread Atomicity Violations involving Any
Number of Accesses
In the sequel, a two-thread atomicity violation refers to a two-thread atomicity violation involving any number of accesses of a shared variable, and A ∈ {Read, W rite}, R = Read, W = W rite, A * denotes zero or more A, A + denotes one or more A, R * denotes zero or more R and R + denotes one or more R.
This section gives a set of patterns covering all possible two-thread atomicity violations. 
Automatically encoding atomicity violation patterns into Linear time Temporal Logic (LTL) Formulas
For every shared variable and every pair of threads t1 and t2, McPatom automatically denes a LTL formula (3.1) for each pattern in Fig. 6 and another LTL formula (3.2) reversing the view of t 1 and t 2 . Let v be a shared variable, r = 0 and w = 64 as dened in section 2.2, A i ∈ {r, w}, and tid i , tid i ∈ {1, 2}.
where [] denotes Always, ! denotes Logical Negation, <> denotes Eventually, X denotes Next and U denotes Until. These formulas specify that the atomicity violation patterns do not occur. 
Predictive Analysis of Atomicity Violation using Model Checking
In this section, we discuss McPatom framework's general merits in terms of its soundness and completeness as well as specic ways in using Spin model checker [4] to show its applicability.
Soundness and completeness of McPatom
An important feature of a prediction method is its capability to predict as many We have used several real-world systems with known bugs listed in Table   1 (the issue numbers are the IDs in corresponding Bugzilla Databases) ( [2] , [9] ) to examine our tool's bug prediction capability, as well as four programs [2] without atomicity violations in SPLASH-2 parallel benchmark suite [10] to test the accuracy of our tool (no false positives are reported). Bug prediction capability McPatom has successfully predicted all the known bugs listed in Table 1 , especially bug number 6 -an extraction of a real world atomicity violation bug reported in [9] , which evades PSet [9] because this bug involves a set of last readers and the current reading access, and AVIO [2] because this bug involves more than three accesses.
Accuracy We have chosen four programs (also used in [2] ) without atomicity violations in SPLASH-2 parallel benchmark suite [10] 1 on a PC with dual core 2.33GHz CPU and 2GB memory. Performance data are given in Table 2 and Table 3 , where time to check included automatically running Spin, compiling generated pan.c and model checking properties for all shared variables. There are ten properties to check for each pair of threads accessing a shared variable based 1 Data available at http://users.cs.u.edu/~rzeng001/spin12/ on ve violation patterns and their mutants. Apache program contains more than two threads and results in more properties to be checked. Instrumentation overhead was similar to that given in [2] . Table 3 shows the shared variable with maximum number of accesses in each program. From Table 2 and Table   3 into atomic blocks in Spin to achieve partial order reductions , and enforces the wait/signal order of condition variables in the observed execution while exploring alternative interleavings. Table 2 and Table 3 show that the experiment with Apache has even better performance than others, due to Apache's heavy use of condition variables. Since atomicity violations involving a single shared variable can be checked independently from violations involving other shared variables, we can signicantly reduce the duration (not the cumulative time) of model checking by using multiple machines.
Related Works
There are many recent works on tackling atomicity violations. Some works proposed techniques to detect atomicity violations on actual program executions through testing [11] or runtime monitoring ( [2] , [12] , and [13] ). Other works developed methods to predict atomicity violations that may evade testing and runtime monitoring. In this section, we mention some recent works most relevant to ours on dynamically predicting atomicity violations. Most of these works share the following fundamental process: (1) instruments a multi-thread program P to record atomicity relevant events, (2) extracts a trace τ of atomicity relevant events from an interleaved execution σ of P , (3) projects trace τ into a partial order model M based on a causal relation dened on P , (4) explores various alternative trace τ in M to predict potential atomicity violations in a possible corresponding interleaved execution σ in P. Various methods and their supporting tools dier with regard to the strategies used in the above process.
How to abstract a partial order model M from a trace τ is critical. If the model is too restrictive, many feasible atomicity violations cannot be explored.
If the model is too permissible, the prediction may not be sound, i.e. a predicted atomicity violation may not be a feasible interleaved execution of P. Penelope It shows the tradeos between eciency and accuracy. jPredictor [16] denes a partial order model based on a concept of sliced causality and lock-atomicity, which may predict some infeasible violations. Our work abstracts a partial order model respecting the causal relationships imposed by all synchronization constructs, but without considering data-ow, our work also may produce some infeasible violations.
A variety of techniques have been proposed to explore atomicity violation traces from an abstract partial order model. CTrigger [5] and Penelope [14] developed dierent algorithms to generate potential violation schedules and to prune away many infeasible ones. However these algorithms may report infeasible atomicity violation traces as well as miss feasible ones. jPredictor [16] uses model checking to exhaustively check a property in the partial order model and is capable to predict other concurrency bugs in addition to atomicity violations.
Fusion [6] encodes the partial order model, the source program, and three access atomicity violation patterns into a logic formula; and uses a satisability modulo theory solver to check the feasible interleavings for atomicity violations. Our work converts the partial order model into a Promela program, denes a complete set of atomicity violation patterns as temporal logic formulas, and then uses Spin model checker to produce atomicity violation traces.
Conclusion
Concurrency bugs are extremely hard to detect using testing techniques due to huge interleaving space. This paper presents a tool McPatom using model checking to predict atomicity violation concurrency bugs. McPatom is powerful and can explore a vast interleaving space of a multi-thread program based on a small set of instrumented test runs. McPatom is applicable to large real-world systems.
McPatom focuses on atomicity violations involving each single shared variable, and thus cannot nd atomicity violations involving multiple variables. Another limitation is that redundant model checking may be performed if two recorded interleaved traces yield the same partial order thread model.
