Given a stream S of length m with element frequencies f i , i ∈ [n], and a function g : N → R, we consider the problem computing a (1 ± ǫ)-approximation to g(f i ). Most previous efforts have focused on specific functions, for example the p-th moment g(x) = |x| p or other norms. The main contributions of this paper are the complete classification of the space necessary for approximating periodic and decreasing functions, up to polylogarithmic factors, and a sublinear space algorithm for non-monotone functions satisfying a relatively simple sufficient condition. This is the first streaming complexity characterization for functions that are not just monotonically increasing, and it is the first improvement on the complexity of general streaming frequency sums since 2010. Our sharpest results characterize nonincreasing functions in terms of the domain size and stream length. In contrast to approximations of the frequency moments, it turns out the storage required to approximate a decreasing function depends delicately on the length of the stream. We apply our results to derive the first sublinear-space approximations to the harmonic mean, geometric mean, and the cumulative histogram of the frequencies.
Introduction
A turnstile stream is a sequence S = ((s 1 , δ 1 ), (s 2 , δ 2 ), . . . , (s m , δ m )), where s i ∈ [n] and δ i ∈ {−M, −M + 1, . . . , M }, where M ∈ N satisfies log M = O(log n). The frequency of i ∈ [n] after k ≤ m updates is f Streams model computing scenarios where incremental changes arrive at a server or processor. The task is to compute summary statistics of the frequency vector, for example norms, with limited storage. This paper addresses two questions: Given a function g : Z → R how much storage is necessary for an algorithm that approximates g(S) = bound, when ǫ is small, which matches the best known algorithm, due to Ganguly [9] . Andoni et al. show for constant ǫ that a Ω(n 1−2/p log n) lower bound applies to linear sketches of the frequency moments [2] . Two papers from Kane, Nelson, and Woodruff exactly characterize the space necessary to approximate F p for 0 < p ≤ 2 and p = 0 as θ(ǫ −2 log(mM ) + log log n) [13] and θ(ǫ −2 + log n) [14] , respectively.
For a general function g not much is known about the space-complexity. Most research has focused on specific functions. Chakrabarti, Do Ba, and Muthukrishnan [6] sketch the entropy norm, g(x) = x log x, when m sufficiently large compared to n. Subsequently, Braverman and Ostrovsky [5] characterized nondecreasing functions that have polylogarithmic approximation algorithms for all m = poly(n). Harvey, Nelson, and Onak [10] sketch the Renyi, Tsallis, and Shannon entropies in polylogarithmic space. Datar and Muthukrishnan [8] present a polylogarithmic space approximation algorithm for rarity, that is g(x) = 1 F 1 δ k (x) where δ k (k) = 1 and δ k (x) = 0 for x = k, however the guarantee for that algorithm allows for multiplicative and additive error. Indirectly relevant to all of this discussion is the paper of Li, Nguyen, and Woodruff [16] that shows any turnstile streaming algorithm can be simulated by a linear sketch with only logarithmic overhead.
Our results
The main contributions of this paper are the complete classification of the space necessary for approximating periodic and decreasing functions, up to polylogarithmic factors, and a sublinear space algorithm for nonmonotone functions satisfying a relatively simple sufficient condition. This is the first streaming complexity characterization for functions that are not just monotonically increasing, and it is the first improvement on the complexity of general streaming frequency sums since 2010 [5] . Each sketch is universal for the functions in its respective class with the same space complexity. We have not tried to optimize polylogarithmic factors.
Some of our results are set in the insertion-only model, but can be extended to the strict turnstile and turnstile models. Our lower bounds apply to the insertion-only model, and thus to all of the models. The sketching algorithm for decreasing functions, Theorem 3.4, applies only to the insertion-only model, but some discussion is given to generalizing it to the turnstile models. Proofs of some claims are left to the appendix.
Henceforth, we assume that m ≥ n and that g(0) = 0 and g(x) is a rational number at each x with numerator N x and denominator D x both satisfying log(N x ), log(D x ) ∈ O(log x). The assumption g(0) = 0 is natural since otherwise the value g(S) depends on S and domain specification. It is satisfied, for example, by all norms on the frequency vector that can be written as a component-wise sum and by all of the previously studied functions mentioned in the prior section. All functions will be assumed to be nonnegative, unless it is explicitly stated otherwise, and to simplify exposition we refer to a nonnegative function with domain N that is nonincreasing on [1, ∞) simply as "decreasing". It will often be expedient to assume g(1) = 1, which is not restrictive because all of our results apply to multiplicative approximations.
Let S n,m denote the set of all streams on domain [n] of length at most m. We are concerned with the approximation problem GSUM. Definition 1.1. An algorithm A solves GSUM(n, m, ǫ, g) if for each S ∈ S n,m A outputs a (1 ± ǫ)-approximation of g(S) with probability at least 2/3.
As we show in Section 2, sublinear space algorithms for GSUM necessitate nonnegativity or nonpositivity, and if g has zeros, aside from g(0) = 0, then it must be periodic. We complement the lower bound with anÕ(1) 1 -space approximation algorithm for any periodic function, our main result from Section 2.
Theorem 2.8. If g is nonnegative and periodic with period p = min{x ∈ Z ≥1 |g(x) = 0}, then there is a one-pass turnstile algorithm that solves GSUM(n, m, ǫ, g) and usesÕ(ǫ −2 log ǫ −1 ) space.
Next, in Section 3 we address all functions that are decreasing with upper and lower bounds on the space complexity of GSUM that match up to aÕ(ǫ −1 ) factor. In contrast to the frequency moments 2 , the space complexity of approximating decreasing functions depends delicately on the length of the stream. For a decreasing function g, the space complexity of GSUM(n, m, ǫ, g) is roughly min{t, n}, where t is the solution to an optimization problem.
Let g ∼ (y) = min{x ∈ N ≥1 |g(x) ≤ y}, the key to characterizing decreasing functions is
In the insertion-only model, one can interpret the feasible region for this maximization problem as the set of all streams where some item with frequency 1 is an ǫ-heavy element. Thus, there cannot be more than t ǫ + 1 nonzero frequencies in the stream when there is any ǫ-heavy element, and we can find the heavy hitter with (t ǫ + 1) log m space by storing a counter for each element appearing in the stream. Additionally, we show that the standard reduction from INDEX can be adapted with parameters maximizing the expression above to give a complementary lower-bound. The main result of Section 3 follows.
Theorem 3.4.
Given a decreasing function g with g(1) = 1, the space complexity of GSUM(n, m, ǫ, g) is Ω(min{t ǫ , n}) and there is a one-pass insertion-only algorithm usingÕ(min{ tǫ ǫ , n} lg m) storage. The algorithm requires a priori knowledge of m. We show in Section 2 that one can achieve a 2-approximation to t ǫ with λ 1 = λ 2 = · · · = λ t . In this case, we can take t ǫ to solve tǫg( m t ) = 1. As an example, let us take the harmonic mean with m = n c , for some c ≥ 1. We must approximate the sum applied to g(x) = 1/x, for x ≥ 1. It turns out that the storage necessary isΩ(min{ √ ǫ −1 n c , n}) and
More details on the harmonic mean and other generalized means are discussed in Section 5.
Finally, Section 4 describes, for 0 ≤ c < 1, a simple class of functions that can be approximated iñ O(n c ) space when m = poly(n) by a reduction to finding heavy elements for the frequency moments. The main result of Section 4 is the following. 
Then there is a two-pass algorithm for g in the strict turnstile model that usesÕ(ǫ −4 n 1−2/p ) space.
Communication Complexity
Communication complexity is a common means for lower bounds in the streaming model [1, 7, 17] . The main tool for our lower bounds to the space complexity of streaming computations is a standard reduction from the one-way communication problem INDEX(n). We will only describe the problem informally, see the book of Kushelivitz and Nisan [15] for background on communication complexity. In INDEX(n), there are two players Alice, who is given a subset A [n], and Bob, who is given an index b ∈ [n]. Alice and Bob share a one-way communication channel on which only Alice can transmit. The players are allowed independent (private) randomness, and the goal is for Bob to determine whether b ∈ A or b / ∈ A. It turns out that any protocol for which Bob can determine the status of b with probability at least 2/3 requires Alice to send him Ω(n) bits [15] .
Heavy-Hitters
Streaming sum computation can be reduced to the problem of finding heavy elements. Definition 1.2. Given a stream S ∈ S n,m with frequencies
In a typical application α will be constant or only polylogarithmically small. The main idea is that given an algorithm H that finds all heavy elements, one can solve GSUM by adding the contribution of the heavy elements to an estimate for the total contribution of the remaining elements, which individually are negligible.
Definition 1.3. ([4])
A heavy elements algorithm for g is an algorithm H(n, α, ǫ, δ) that for any stream with domain [n] returns a set of pairs H = {(i j , w i j )}. With probability at least 1 − δ the set H satisfies
The algorithm of [4] applies the heavy elements reduction recursively to randomly sampled substreams of the original stream in order to approximate GSUM. Their algorithm relies on a heavy elements subroutine and works in one-pass for the turnstile model if the subroutine does. The space required for the recursive sketch is only larger than its heavy elements subroutine by a factor of O(lg n). We use the reduction in the following sections.
is a space s heavy elements algorithm for g, then there
exists an algorithm that computes (1 ± ǫ)-approximation of GSUM, errs with probability at most 1/3, and uses O(s log n) bits of memory.
Crossing the axis and periodicity
Intuitively, g(S) ought to be difficult to approximate when small changes in the frequencies can result in large changes in its value. This is the case when g takes both positive and negative values because g(S) can be near 0 even when F 1 is arbitrarily large. Lemma 2.1 establishes this fact by a reduction to INDEX. For all subsequent results we will assume that g ≥ 0.
Lemma 2.1. Let (X , M ) be (N, I) or (Z, T ). If g is not linear and there exist integers
, then there exists ǫ > 0, depending only on g, such that any algorithm that solves
Henceforth we assume g ≥ 0. Of course, if g(x) = 0 for x = 0 then g(S) can be still be 0 for arbitrarily large streams. The lower bound of Lemma 2.5 and upper bound of Theorem 2.8 show a dichotomy among such functions -periodic functions can be approximated in polylogarithmic space while all other functions with zeros require Ω(n) space. Lemma 2.3 uses a slightly more general version of the INDEX reduction to establish lower bounds on GSUM algorithms. It will be useful for establishing lower bounds in the cases of periodic functions and decreasing functions. We remark that the reduction applies in the turnstile model as well with x, y 1 , . . . , y s ∈ Z. In that case, the condition on the length of the stream m can be replaced by a similar condition on F 1 to yield a somewhat sharper bound.
Lemma 2.2. Let y
then A uses Ω(s) space.
The proof of Lemma 2.3 is by reduction from INDEX(s). Lemma 2.2 is applied so that Alice can send i∈A g(y i ) to Bob without using too many bits of communication. The lemma is also useful in application -in lieu of exactly maximizing the lower bound of Lemma 2.3 we can find a 2-approximation with y 1 = y 2 = · · · = y s .
Periodic functions
A function with zeros cannot be approximated in sublinear space (for sufficiently large n and small ǫ) unless it is periodic with a period equal to the location of the first zero. However, GSUM can be solved in polylogarithmic space for such periodic functions. 
Proof. This is a direct consequence of Lemma 2.3 with y 1 = y 2 = . . . = y t = z.
Lemma 2.5. If Z
{0} are the zeros of g and there does not exists p ≥ 1 such that Z = pN, then there exists ǫ > 0, depending only on g, such that any algorithm that solves GSUM(n, m, ǫ, g) requires Ω(n) space.
Proof. Let p = min{z ≥ 1|g(z) = 0}, by assumption there is some x such that g(x) = g(x + p), choose ǫ < |g(x) − g(x + p)|/(g(x) + g(x + p)). When n ≥ 2x we have m ≥ n ≥ x + pn/2p, so that the hypothesis for Proposition 2.4 is satisfied with s = n/2p.
For the remainder of this section g is periodic with period p = min{x ∈ Z >1 |g(x) = 0}. We employ the method of recursive sketches from [4] to sketch periodic functions, so it is sufficient for us to present only a heavy elements algorithm.
Notice that because g is periodic, it is bounded. Thus, if g has an α-heavy element then the number of non-zero terms in the sum g(S) is at most O(1/α), and by hashing we can reduce the problem of finding heavy elements to finding a single frequency that is not a multiple of p or certifying, with high probability, that there is none. Given a promise that there is at most one frequency that is not a multiple of p we can perform the test just by checking the length of the stream modulo p. This can be done in O(1) space
The main idea, as exploited by Algorithm 1, is to split the stream into Ω(α −1 log α −1 ) substreams and find heavy elements in the substreams, which can be done efficiently for periodic functions by checking the length of the substream modulo p.
Algorithm 1 A 1-pass heavy hitters algorithm for periodic functions.
procedure
Define S i,j to be the stream of elements x where h i (x) = j.
else return ∅ end if end procedure Lemma 2.6. Let g be nonnegative and periodic with period p such that the zeros of g are pZ. Let
has any α-heavy element then there are at most Cα −1 frequencies are not divisible by p.
Proof. Let N denote the number of frequencies not divisible by p. If i is α-heavy then g(f i ) ≥ α g(f j ), and thus
Lemma 2.7. With probability at least 2/3 Algorithm 1 returns a set that contains all α-heavy elements. The space used by the algorithm isÕ(α −1 log α −1 ).
The proof is a straightforward application of Chernoff's Bound, we leave it to the appendix. Combining Lemma 2.7 and Theorem 1.4 we have the following. Theorem 2.8. If g is nonnegative and periodic with period p = min{x ∈ Z ≥1 |g(x) = 0}, then there is a one-pass turnstile algorithm that solves GSUM(n, m, ǫ, g) and usesÕ(ǫ −2 log ǫ −1 ) space.
There are two possibilities for storing X i,j in Algorithm 1. First, one can store only X i,j mod p. In this case, only a constant number of bits is required for each value and the storage required for the algorithm is entirely independent of m. This way Theorem 2.8 applies for arbitrarily large m.
The second possibility, is to store the length of the substreams. Clearly the storage required for this option grows with lg m, but we gain the advantage that the resulting sketch is universal for all periods p. Specifically, the storage required for Algorithm 1 depends on g only through C, so the sketch is universal for periodic functions of any period with max x g(x)/ min{g(x)|g(x) > 0} ≤ C.
A curious consequence, which has already been observed by McGregor, Rudra, and Uurtamo [18] , is that one can approximate the number of frequencies not divisible by p, for any integer p ≥ 1, with only polylogarithmic space, but approximating the number of frequencies divisible by p requires linear space.
Decreasing functions
We use "decreasing" in the weak sense to mean nonincreasing, and when we refer to a decreasing function g it should be assumed that g(0) = 0. Theorem 3.1 derives a lower bound on decreasing functions form Lemma 2.3. Every feasible point of the optimization problem in (1) defines a lower bound, so maximizing gives us the sharpest lower bound. Lemma 3.2 shows that any stream with a ǫ-heavy element has at most t ǫ + 1 distinct frequencies, so we can find ǫ-heavy elements in optimal space by storing a counter for each distinct item in the stream.
Lower Bounds
For a nonincreasing function u : R ≥1 → R we define
with the convention that min ∅ = ∞. Notice that u(u ∼ (y)) ≤ y when u ∼ (y) < ∞.
Next is the main space lower bound lemma for decreasing functions. It follows from Lemma 2.3; a proof can be found in the appendix.
, . . . , λ t are chosen optimally. In concert with the algorithm in the next section, this shows that the space complexity of approximating decreasing functions depends delicately on the length of the stream. That is in contrast with the situation for F p , p ≥ 2, where theθ(n 1−2/p ) space complexity is correct for all streams with m = poly(n).
As a consequence, all decreasing functions with polylogarithmic space approximation algorithms are iñ Ω (1) . As the next sections shows, all decreasing functions inΩ(1) can be sketched in one-pass in polylogarithmic space. As Section 4 shows, all functions inθ(1) can be sketched in polylogarithmic space with two passes.
Sketching
Given g, n, m, and ǫ the best bound that can be derived from Theorem 3.1 is Ω(min{n, t ǫ }), where t ǫ is given in (1). In general, one can solve the maximization problem in (1) by enumerating all possible solutions. According to Lemma 2.2, we can achieve at least half of the optimum with λ 1 = λ 2 = · · · λ t . Thus, it is much easier to simply test each point in [m] and choose the best lower bound given the constraints. If g is convex on [1, ∞) then it is easy to see that the optimal solution is to have λ i = 1 t for i ∈ [t], so it suffices to solve m = 1 + tg ∼ ( 1 tǫ ) for t. The important consequence of the next lemma is that one can find α-heavy elements in for g with only t α log m storage just by storing a counter for each distinct element, up to t α counters. By relating t α and t ǫ we can apply the recursive sketches of Theorem 1.4.
Lemma 3.2.
Given a decreasing function g with g(1) = 1, suppose S ∈ S n,m is a stream with an α-heavy element for g. Then S has at most t α + 1 distinct elements.
Proof. Let i be the index of the heavy element and let t ′ be the number of non-zero frequencies in the stream. Without loss of generality, the elements with nonzero frequencies are 1, 2, . . . , t ′ + 1 and i = t ′ + 1. Let γ j = αg(f j ), for j = 1, 2, . . . , t ′ + 1. We have
This means that t ′ j=1 γ j ≤ 1 and Proof. The lower bound is a direct application of Theorem 3.1. For the upper bound, let H denote the (n, α, ǫ, 0)-heavy hitters algorithm that stores a counter for each distinct element encountered, up to t α counters, and returns the set of all pairs of elements and their frequencies if the number of distinct frequencies is at most t α or the empty set if the stream contains more than t α distinct elements. Lemma 3.2 implies that H correctly returns a set (of size at most t α ) of elements and their exact values that contains every α-heavy element. The algorithm H uses at most t α lg n lg m bits of storage. If we set α = ǫ 2 log 3 n then t α ≤ log 3 n ǫ t ǫ by Lemma 3.3. Thus, the Recursive Sketches algorithm with heavy hitters oracle H uses at most O(
The solution to the optimization problem can be simplified somewhat when g is convex. A proof of the next corollary can be found in the appendix. The lower bound of Theorem 3.1 applies to insertion-only streams, hence it also applies to both turnstile models (though one must define g(x) for x < 0 in the general turnstile model). For decreasing functions, a relevant difference between the models is that F 1 = m in the insertion-only model, whereas F 1 ≤ m in both turnstile models. With some additional work the results of Section 3 can be re-parameterized in terms of F 1 and applied in the turnstile models. In particular, the algorithm described in the proof of Theorem 3.4 should estimate L 0 and use a heavy-elements-for-L 0 subroutine to replace the counters.
Non-monotonic functions
This section describes a class of functions for which a combination of hashing and F p heavy-hitters yields at two-pass algorithm in the strict turnstile model. The second pass is necessary to exactly compute the heavy element frequencies. A one-pass algorithm is possible when g does not vary too much locally, for example if g is uniformly continuous. 
Proof. We sketch a reduction to finding F p α-heavy hitters. The algorithm first hashes the stream into r =Õ(α −1 ) substreams so that each α-heavy element has the largest frequency in its substream, which will be sufficient because of Lemma A.2. According to Lemma A.3, each α-heavy element for g will be (α/C log k m)-heavy for F p . Next run any F p heavy elements algorithm [1, 12, 13, 14] for each substream to find (α/C log k m)-heavy elements in each substream and approximate their frequencies. In the second pass, the algorithm determines the exact frequency of each α-heavy element found in the first pass and uses a recursive sketch to approximate g(S).
Each F p -heavy elements algorithm requiresÕ(ǫ −2 n 1−2/p ) storage and is runÕ(α −1 ) =Õ(ǫ −2 ) times for the recursive sketch, so the first pass requiresÕ(ǫ −4 n 1−2/p ) space. The second pass just keeps a counter for each potential heavy element output by first pass, so it requiresÕ(ǫ −4 n 1−2/p ) space as well.
Applications

The frequency c.d.f.
For the first application, we consider the problem of computing a point on the cumulative histogram of the frequency vector in the insertion-only model. Let
Related work of Datar and Muthukrishnan [8] estimates rarity of a frequency k, which is defined as ρ k = #{f j = k}/F 0 , up to small multiplicative and additive error on sliding windows. Their algorithm uses polylogarithmic space. In our terms F 0 ρ k = δ k (S), where δ k (x) = 1 for x = k and 0 otherwise. Notice that if we apply Lemma 2.3 to δ k with x = k − 1 and y i = 1, for i = 1, 2, . . . , min{n, m − k}, then we have a Ω(min{n, m − k}) = Ω(F 0 ) lower bound on the space used by any algorithm that generates a purely multiplicative approximation to δ k . Thus, the trivial algorithm that stores a counter for each distinct element in the stream is optimal up to a constant factor.
Nonetheless, one can do better when approximating the cumulative distribution of the frequencies. The best lower bound from Theorem 3.4 is achieved by choosing λ i = 0, for all i = 1, 2, . . . , m−1 k+1 , thus we require Ω(min{n, m/k}) space to answer GSUM(n, m, ǫ, g) in one pass. In particular, a polylogarithmic space approximation algorithm is only available when k =Ω(m). From Theorem 3.4 we can approximate g(S) withÕ(min{n, m/(ǫk)} lg m) space. For example, in the special case where m = θ(n), then we can approximate the cumulative histogram at any point in ω(1) with sublinear space. If desired, one can normalize the histogram by F 0 or n without affecting the space complexity.
Generalized means
The harmonic mean of a sequence of positive real numbers
1/p , for p = 0, and M 0 (x) = x 1/n i , the geometric mean. M p is called the p th generalized mean of the sequence (x i ) n i=1 . For a stream S with non-zero frequencies f 1 , . . . , f k consider the problem of approximating M p (x). If p > 0, this is the well-studied frequency moments problem. Indeed, using results of [14] and [1, 12] one can approximate L 0 = k and |f i | p usingÕ(ǫ −2 n 1−2/p ) space, for p > 2, orÕ(1) space, for p ≤ 2. Taking (1 ± ǫ/4) to each of these and dividing gives a (1 ± ǫ) approximation to M p (S) using the same space.
Section 3 characterizes the complexity of approximating M p (x), for p < 0. In particular, the lower bound for polynomially decreasing functions described in Section 3.1 applies and is matched, up to aÕ(ǫ −1 ) factor, by Corollary 3.5. The space complexity of GSUM(n, m, ǫ, M p ) for one pass in the insertion-only
) and this bound is nearly tight.
Geometric mean
Last consider the geometric mean of the positive frequencies,
Our goal is to find a sufficiently good approximation X to log M 0 (x) so that e X is a (1 ± ǫ)-approximation to M 0 (x). For m = poly(n) and ǫ =Ω(1) it is possible to solve GSUM(n, m, ǫ, M 0 ) in polylogarithmic space. But first, since log(1) = 0, Lemma 2.5 implies a Ω(n) lower bound on the space used by any algorithm that solves GSUM(n, m, ǫ, 1(x > 0) log x). This is not a contradiction because we can accept additive error in the approximation to log M 0 (S).
Instead, notice that log(x+δ)−log(x) ≤ log(1+δ) ≤ δ and log(1+δ) > δ/2 for x ≥ 1 and sufficiently small δ. Let δ =Ω(1) and let g(x) = log(x+δ)/ log(1+δ) =Õ (1) . The function g satisfies the hypotheses of Theorem 4.1 with k = 0, C = 1, and p = 2, so we request a (1 ±θ(ǫ))-approximation to g(S) and L 0 . Specifically, let us set ǫ ′ = log(1+ǫ) 2 log m and δ = log(1+ǫ) 2(1+ǫ ′ ) . We take a (1 ± ǫ ′ /3)-approximationsĜ to g(S) and L 0 to L 0 . With these choices for the parameters exp{log(1 + δ)Ĝ/F 0 } is a (1 ± ǫ) approximation to M 0 (S). Indeed, we have the following upper and lower bounds on the error.
and
Theorem 2.1. Let (X , M ) be (N, I) or (Z, T ). If g is not linear
and there exist integers x, y ∈ X such that g(x) > 0 > g(y), then there exists ǫ > 0, depending only on g, such that any algorithm that solves GSUM(n, m, ǫ, g) uses Ω(n) space.
Proof. Suppose A is a one-pass (1 ± ǫ)-approximation algorithm for GSUM. We prove that A uses Ω(n) space by reduction from INDEX(n).
Alice receives a set A [n] with size n 1 = |A| and Bob receives an index b ∈ [n]. Let x, y ∈ X be any pair of integers such that g(x) > 0 > g(y) and let z ∈ X . Let n 2 = ⌊n 1
−g(y) ⌋, then C = n 1 g(x) + n 2 g(y) satisfies 0 ≤ C ≤ −g(y).
Alice and Bob jointly create a stream and apply A to approximate g(S). For each i ∈ A i , Alice adds (i, 1) to the stream x times. Next, Alice runs A on the stream and transmits the contents of its memory and the value n 2 to Bob. Bob adds (i, 1) to the stream y times for each of each of i = n + 1, n + 2, . . . , n + n 2 and adds (b, 1) to the stream z times if z > 0 or (b, z) to the stream in the turnstile model. He then finishes the computation. Note that the length of the stream and the size, n + n 2 , of the domain are O(n).
There are two possible outcomes: if b / ∈ A then
and otherwise
For sufficiently small ǫ (though constant in n), any (1±ǫ)-approximation algorithm will distinguish between these two cases unless g(x + z) = g(z) + g(x). In the former case, A inherits the Ω(n) lower bound of INDEX(n). In the latter case, the function must be linear if the turnstile model is used. If we repeat the argument with the roles of x and y switched then the lower bound holds unless also g(y + z) = g(y) + g(z). Since z was chosen arbitrarily, Lemma A.1 shows no function with positive and negative values satisfies this equation, which completes the proof for the insertion-only model. 
Proof. First, by Lemma 2.2 we can assume without loss of generality that y 1 = y 2 = · · · = y s = y.
We apply INDEX where Alice receives A [⌊s/2⌋] and Bob receives b ∈ [⌊s/2⌋]. For each i ∈ A Alice puts (i, 1) in the stream y times. She then runs A on her portion of the stream and sends the contents its memory to Bob along with |A|. Bob adds x copies of (b, 1) to the stream and completes the computation.
The exact value of g(S) is either g(x) + |A|g(y) or g(x + y) − g(y) + |A|g(y). Letĝ(S) denote the output of the computation and suppose that it is a (1 ± ǫ)-approximation to g(S). If |g(x + y) − g(y) + |A|g(y) −ĝ(S)| ≤ |g(x) + |A|g(y) −ĝ(S)|, then Bob declares b ∈ A and otherwise b / ∈ A. Indeed, if g(x) + g(y) > g(x + y) then we find
The last inequality holds by (3). The case g(x) + g(y) < g(x + y) is similar.
Hence, the protocol with A solves INDEX(⌊s/2⌋) which requires Ω(s) bits of communication including O(lg s) bits to send |A| and Ω(s) bits to send the memory of A.
Proof. Let N denote the set of frequencies that are not multiples of p, clearly N i ≤ |N |, for all i. By Lemma 2.6 if there is a α-heavy element then N i ≤ |N | ≤ Cα −1 , so the algorithm will return at the "if" rather than the "else".
then the algorithm correctly reports x as a heavy hitter with frequency congruent to
). According to Lemma 2.6 we have
so EY x ≤ 1/2. By a Chernoff's bound we have
Thus, when the algorithm returns a non-empty set the probability that an element is assigned an incorrect frequency (modulo p) is at most Cα −1 P (W x = f x mod p) ≤ 1 3 , by Lemma 2.6. That is, with probability at least 2/3 the algorithm returns all α-heavy elements and their frequencies. If there are no α-heavy elements then the output is vacuously correct.
The space used to implement the algorithm with Nisan's pseudorandom generator [19] is
Theorem 3.1. Let g be decreasing with g(1) = 1 and lim x→∞ g(x) = 0. Let (λ i ) t i=1 , for some t ≤ n, be nonnegative real numbers with λ i ≤ 1 and m ≥ 1 + i≤t g ∼ λ i
ǫ . Then any algorithm that solves GSUM(n, m, ǫ, g) uses Ω(t) space. Furthermore, if h ≤ g, h(1) = 1, and 4 max λ i ≤ ǫ, then any algorithm that solves GSUM(n, m, ǫ, h) uses Ω(t) space, as well.
Proof. By Lemma 2.2 we may assume λ 1 = λ 2 = · · · = λ t = λ and we can assume, without loss of generality, that λ ≤ min{ǫ, 1/8}. Also, if t < 8 the conclusion is trivial, so let t ′ = ⌊t/8⌋ ≥ 1.
The hypothesis of Lemma 2.3 holds with x = 1 and y i = y = g ∼ ( λ ǫ ), for 1 ≤ i ≤ t ′ . Upon checking (3) we find
For the first claim we have
+ g(y) − g(x + y)] − g(x) − g(x + y) because λ ≤ 1/4, ǫ ≤ 1/2, and g(y + x) ≤ g(y) ≤ λ/ǫ. For the second claim we have
where we have also used λ/ǫ ≤ 1/4. The Ω(t) lower bounds follow from Lemma 2.3. Proof. First, t * is well defined. Indeed, we have
Furthermore by convexity, we can assume g is continuous on [1, ∞). Finally, if we write m − 1 = tg ∼ ( 1 ǫt ) then t is increasing with ǫ, hence the solution exists. Suppose, for contradiction that no solution satisfies t * 1 2 ≥ 4, then m < 8g ∼ ( 8 ) and the bound is trivial. Let A be an algorithm that solves GSUM(n, m, ǫ, g). Since g is convex g ∼ is concave and the maximum in (1) is attained for λ i = θ( Proof. Let N denote the number of frequencies that are at least f .
Lemma A.3. Let g satisfy (2) . If i is a most frequent item in the stream and i is α-heavy for g then i is (α/C log k m)-heavy for F p .
Proof. We have
.
