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Abstract
We consider a class of inverse positive matrices, which is called Maximum inverse positive (MIP) matrices. If A is an MIP
matrix, then for any matrix B which has at least one entry larger than that of A, then B is no longer an inverse positive matrix.
Some existence and nonexistence results for MIP matrices are presented.
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1. Introduction
In this note, if all the entries of a matrix B are non-negative, we denote it by B ≥ 0; if B ≥ 0 and B = 0 we denote
it by B > 0.
Definition 1 ([1]). A real square matrix A is called an inverse positive matrix if A is invertible and A−1 > 0.
The class of inverse positive matrices contains the well known class of M-matrices. The class of M-matrices plays
an important role in analysis of iterative methods for linear systems [1]. While M-matrices are intensively studied,
other inverse positive matrices are not considered and analyzed. The main aim of this note is to study a class of inverse
positive matrices.
Definition 2. An inverse positive matrix A is called a Maximum inverse positive (MIP) matrix if for any P > 0,
A + P is no longer an inverse positive matrix.
Similarly, we can define minimum inverse positive matrices. The motivation for the study of MIP matrices is as
follows. Splittings are often used in iterative methods for solving a linear system of the equations Ax = b [4]. A
splitting of A: A = M − N with nonsingular M is called a regular splitting if M−1 > 0 and N > 0; is called a weak
regular splitting if M−1 > 0 and M−1 N > 0. According to the definition, if A is an MIP matrix then it is obvious that
A does not have any regular splitting. In this note, we will show that some special MIP matrices also do not have any
weak regular splitting (see Proposition 8).
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In this note, we will present some existence and nonexistence results for MIP matrices. The outline of this note is
as follows. In Section 2, we show that some special negatives of N0-matrices of order larger than 2 are MIP matrices.
An example is also given. In Section 3, we show that no MIP matrix is of order 2, and minimum inverse positive
matrices do not exist.
2. Existence results
Before we present some existence results for MIP matrices, we introduce the definitions of Z -matrix, M-matrix
and N0-matrix [3].
Definition 3. A real square matrix A is called a Z -matrix if all off-diagonal entries of A are non-positive. Any Z -
matrix A can be written as A = s I − B with B ≥ 0.
Definition 4. An n × n Z -matrix A = s I − B with B ≥ 0 is called M-matrix if s ≥ ρ(B); is called a nonsingular M-
matrix if s > ρ(B); is called a singular M-matrix if s = ρ(B), N0-matrix if ρ(B) > s ≥ ρn−1(B). Here ρ(B) denotes
the spectral radius of B; ρk(B) denotes the maximum value of the spectral radii of all k × k principal submatrices
of B .
Nonsingular M-matrices are inverse positive matrices. We note that if A is a nonsingular M-matrix, then B = A+ I
is also a nonsingular M-matrix. It implies that any nonsingular M-matrix are not an MIP matrix.
Lemma 5 (See [2]). Let A be an irreducible Z-matrix, then A is N0-matrix if and only if A−1 < 0.
According to this lemma, if −A is a N0-matrix, then A is an inverse positive matrix.
In the following discussion, we let α be a set of strictly increasing of integers chosen from the set N = {1, 2, . . . , n},
and we denote the principal submatrix of A with rows and columns α by A[α]. Note that A[l] is the lth diagonal entry
of A. The next theorem is the main existence result for MIP matrices in this note.
Theorem 6. Suppose that B is an irreducible non-negative matrix of order n ≥ 3, all principal submatrices of order
n − 1 of B are irreducible and have the same spectral radii s, then A = −s I + B is an MIP matrix.
Proof. By the assumption and the definition, s I − B is an irreducible N0-matrix, so
A−1 = (−s I + B)−1 = −(s I − B)−1 > 0,
i.e., A is an inverse positive matrix.
Let P > 0, we prove that A + P = −s I + B + P either is singular or its inverse is not a non-negative matrix.
Since P > 0, P must have one principal submatrix of order n − 1: P[α] > 0. Since B[α] is irreducible,
s = ρn−1(B) = ρ(B[α]) < ρ(B[α] + P[α]) ≤ ρn−1(B + P).
Thus the Z -matrix s I − (B + P) is not an N0-matrix, that is, A + P is a singular matrix or (A + P)−1 is not a
non-negative matrix. 
Corollary 7. If A is an MIP matrix given by Theorem 6, then all the diagonal entries of A−1 should be zero.
Proof. Let i ∈ N and α = N − {i}, then since s = ρ(B[α]), we have
A−1[i ] = det(A[α])/ det(A) = det(s I − B[α])/ det(A) = 0. 
Remark. We conjecture that the corollary holds for all the MIP matrices.
Now we give a concrete example of an MIP matrix of order n for n ≥ 3.
Example. Let e = (1, 1, . . . , 1)T. It is easy to verify that the matrix of order n:
An = 1
n − 1ee
T − I (1)
satisfies the conditions of Theorem 6, so A is an MIP matrix. Note that A−1n = eeT − I is non-negative and all the
diagonal entries of A−1 are zero.
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The matrix An in the example is a very special matrix. Let us look into its properties when a small perturbation is
introduced. Let P = ei eTj where ei is the i th unit vector and
C = (An + P)−1.
Then it is easy to verify that
• when i = j , C = 11+ eeT − I − 1+ (ei eTj − eeTj − ei eT), i.e.,⎧⎪⎨
⎪⎩
cll = − 1 +  , l = i, j ; ci,i = c j j = 0
ckl = 11 +  , k = i, l = j ; cil = cl j = 1, l = 1, 2, . . . , n.
• when i = j , C = (1 − )eeT − I − (ei eTi − eeTi − ei eT), i.e.,{
cll = −, l = i ; ci,i = 0
ckl = 1 − , k = i, l = i ; cil = cl j = 1, l = 1, 2, . . . , n.
If  > 0, then when i = j and l = i, j , cll < 0; when i = j and l = i , cll < 0. That is, in both cases, C is not a
non-negative matrix or An + P is not an inverse positive matrix.
On the other hand, if −1 <  < 0, then C is still a non-negative matrix or An + P is still an inverse positive
matrix. Therefore An + P is obviously not an MIP matrix. Note in this case that (An + P)−1[l] > 0 for l = i, j .
3. Nonexistence results
In Theorem 6, we require that the orders of the matrices are larger than 2. In fact, no MIP matrices of order 2 exist.
Let A =
(
a b
c d
)
be an inverse positive matrix. Then we have
A−1 = 1
Δ
(
d −b
−c a
)
> 0 (2)
whereΔ = det(A) = ad − bc.
• if Δ > 0, then (2) means that b ≤ 0, c ≤ 0. In this case, A is an M-matrix;
• if Δ < 0, then (2) means that b ≥ 0, c ≥ 0. Let e > 0, f > 0 so that P =
(
0 e
f 0
)
> 0, then we can easily verify
that
A + P =
(
a b + e
c + f d
)
is an inverse positive matrix. Therefore there does not exist any maximum inverse positive matrix of order 2.
Proposition 8. The MIP matrix An in (1) does not have any weak regular splitting.
Proof. We show this proposition by using a contradiction argument. Suppose that there are an inverse positive matrix
M and a matrix N such that An = M − N and M−1 N > 0. Let C = M−1 and B = C An . Since M−1 N = I −M−1 An
and A−1n > 0, we have
B < I, 0 < C < A−1n = eeT − I, (3)
From the second inequality of (3), we know that ci,i = 0 for i = 1, 2, . . . , n and 0 ≤ ci, j ≤ 1 for all i = j .
Define the set
T = {(i, j)|bi, j < δi, j }.
It is clear that T is not empty since B < I .
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• If p = q is such that (p, q) ∈ T , then bp,q < 0 (by the definition of T ). Since
bi, j = 1
n − 1
∑
k =i, j
ci,k − n − 2
n − 1 ci, j ,
we have
(n − 2)cpq >
∑
k =p,q
cp,k ≥ (n − 2)μ
where μ = mink =p cp,k . Suppose that l = q is such that cp,l = μ, then
bp,l = 1
n − 1
∑
k =p,l
cp,k − n − 2
n − 1cp,l ≥
1
n − 1 (cp,q + (n − 3)μ) −
n − 2
n − 1μ > 0.
This contradicts the first inequality of (3). This shows that when p = q , (p, q) ∈ T or bp,q = 0.
• Assume that (p, p) ∈ T , then we have
bp,p = 1
n − 1
∑
k =p
cp,k < 1.
Let μ = mink =p cp,k . We see that there must be μ < 1. Suppose that l = p is such that cp,l = μ, then we know
from the proof of the first part that bp,l = 0. But
bp,l = 1
n − 1
∑
k =p,l
cp,k − n − 2
n − 1cp,l =
1
n − 1
∑
k =p,l
cp,k − n − 2
n − 1μ ≥ 0,
it implies that cp,k = μ for k = 1, 2, . . . , n, k = p. This also means that μ > 0 since eTpC = eTp M−1 > 0 and
cp,p = 0. Thus we derive that if (p, p) ∈ T , then there is 0 < μp < 1 such that
eTpC = μpeTp A−1n .
Let
D = diag(d1, d2, . . . , dn) di =
{
μi if (i, i) ∈ T ,
1 if (i, i) ∈ T
then we know from the proof of the second part that D is a positive diagonal matrix, C = D A−1n and D < I since T
is not empty. Recall that C is M−1 and An = M − N , we have M = An D−1 and so
M−1 N = D A−1n (An D−1 − An) = I − D−1 < 0,
which contradicts that M − N is a weak regular splitting of An . 
We summarize in this note that we have studied some properties of maximum inverse positive matrices. Some
existence and nonexistence results are presented. Finally, we remark that there is no minimum inverse positive matrices
based on a similar definition (Definition 2) of maximum inverse positive matrices. The reason is as follows. Let A be
an arbitrary inverse positive matrix, μ = eTj A−1ei > 0 and  is a positive number less than 1/μ. Let B = A − ei eTj ,
then B < A and
B−1 = (I −  A−1ei eTj )−1 A−1 =
(
I + 
1 − μ A
−1ei eTj
)
A−1 > 0,
i.e., B is still an inverse positive matrix.
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