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RÉSUMÉ. Dans le cadre de missions réalisées conjointement par un agent artificiel et un agent
humain, nous présentons un contrôleur de la dynamique de l’autorité, fondé sur un graphe de
dépendances entre ressources contrôlables par les deux agents, dont l’objectif est d’adapter
le comportement de l’agent artificiel ou de l’agent humain en cas de conflit d’autorité sur ces
ressources. Nous définissons l’autorité relative de deux agents par rapport au contrôle d’une
ressource, ainsi que la notion de conflit d’autorité : une première expérience nous montre en
effet que le conflit constitue un déclencheur pertinent pour une redistribution de l’autorité entre
agents. Une seconde expérience montre qu’au-delà de la modification du comportement de
l’agent artificiel, il est effectivement possible d’adapter le comportement de l’opérateur humain
en vue de résoudre un tel conflit.
ABSTRACT. In the context of missions accomplished jointly by an artificial agent and a human
agent, we focus on a controller of the authority dynamics based on a dependence graph of
resources that can be controlled by both agents. The controller is designed to adapt the be-
haviours of the artificial agent or of the human agent in case of an authority conflict occurring
on these resources. The relative authority of two agents regarding the control of a resource
is defined so as the authority conflict, which appears relevant to trigger authority reallocation
between agents as shown by a first experiment. Finally a second experiment shows that beyond
the modification of the artificial agent’s behaviour, it is indeed possible to adapt the human
operator’s behaviour in order to solve such a conflict.
MOTS-CLÉS : initiative mixte, partage d’autorité, interaction homme-robot, réseaux de Petri.
KEYWORDS: mixed-initiative, authority sharing, human-robot interactions, Petri nets.
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1. Introduction
Nous considérons un système d’agents hétérogènes dans lequel un agent robotique
(robot terrestre d’exploration ou de surveillance, drone) ou logiciel (pilote automa-
tique d’un avion) réalise une mission en interaction avec un agent humain (opérateur,
pilote). Au cours de la mission, les agents se voient attribuer ou prennent l’autorité
(Hardin et al., 2009) pour utiliser une ressource, réaliser une tâche, satisfaire un but :
par exemple, un pilote automatique d’avion en mode Vertical Speed a l’autorité sur
la chaîne de commande des gouvernes pour atteindre une altitude de consigne tout en
garantissant certaines performances ; si l’équipage déconnecte le pilote automatique,
c’est l’équipage qui a l’autorité sur la chaîne de commande pour atteindre ce but. Un
changement dans l’affectation de l’autorité peut être prévu dans les procédures, le plan
de mission ; ou bien il peut se produire de manière imprévue :
– l’opérateur humain reprend en main une tâche contrôlée par l’agent artificiel
(logiciel ou robotique) parce qu’il constate une défaillance, un obstacle, un danger
imminent, ou pour toute raison qui lui est propre et n’est pas forcément exprimée ;
– l’agent artificiel reprend en main une tâche contrôlée par l’opérateur parce que
l’action de l’opérateur viole certaines contraintes (sortie de domaine de vol, collision
probable avec un obstacle, etc.) ou parce que les communications avec l’opérateur
sont rompues ;
– plus aucun agent n’exerce l’autorité : par exemple, le pilote automatique s’est
déconnecté et l’équipage, qui n’en est pas conscient, ne pilote pas (Mumaw et al.,
2001).
Le problème posé par ces changements imprévus dans l’affectation de l’autorité est
le risque de conflit dans l’état du système, dû au fait que le plan prévu pour l’agent ar-
tificiel n’est plus suivi, que l’opérateur a une conscience de situation (Wickens, 2008)
erronée, voire les deux. Ceci est illustré par l’expérience suivante, réalisée à l’ISAE
Supaéro, sur une mission de recherche et d’identification de cibles par un robot ter-
restre et un opérateur humain qui n’est pas en vue directe du robot. Au cours de la
mission, l’opérateur doit, via son écran d’interface, piloter le robot manuellement et
finement afin d’identifier des cibles. Alors que l’opérateur prend en main le robot
pour cette inspection, celui-ci entame une procédure autonome de retour à la base,
déclenchée par le capteur de décharge de la batterie (aléa simulé par une interface de
magicien d’Oz 1). Cet événement est perceptible pour l’opérateur sur son interface
via trois alertes : l’icône représentant la batterie passe de vert à orange, le mode de
pilotage clignote deux fois de « manuel » à « supervisé » et le synoptique affiche en
vert « retour base ». Toutefois, comme cet aléa se produit à un moment crucial de la
mission où l’opérateur est particulièrement focalisé sur sa tâche d’identification en
mode manuel, il est attendu qu’il ne perçoive pas ces changements d’état et que cha-
cun des agents (opérateur et robot) « s’entête » à poursuivre son but (identifier la cible
et retourner à la base, respectivement).
1. Interface permettant de déclencher des événements à l’insu de l’opérateur.
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Sujet Durée conflit (en s.) Résolution Alertes regardées
Dasje 6 oui supervisé, retour base, batterie
Deffra 50 non supervisé
Dupni 50 non supervisé, retour base
Gatthi 50 non supervisé, retour base
Guiju 50 non -
Guiny 50 non batterie
Hosal 18 oui retour base, batterie
Jacchi 50 non supervisé
Nival 10 oui supervisé, batterie
Peich 29 non retour base
Penju 50 non supervisé
Pense 35 oui supervisé, batterie
Rojan 50 non -
Schpa 50 non -
Tableau 1. Comportement des participants pendant le conflit d’autorité
Le tableau 1 résume les résultats d’oculométrie de quatorze participants à
l’expérience 2 analysés à l’aide du logiciel Eye tech Lab. La première colonne est
l’identifiant du participant, la deuxième indique la durée du conflit, la troisième si
la raison du conflit a été comprise et la quatrième si les trois alertes nécessaires à
la compréhension du conflit ont été regardées au moins une fois. Par exemple, le
participant Dasje a mis 6 secondes pour détecter et comprendre le conflit, il a porté
au moins une fois son regard sur le mode supervisé, sur le synoptique indiquant le
retour base et sur l’état de la batterie. Le participant Dupni n’a pas compris le conflit
après 50 secondes, bien que son regard se soit posé sur l’état du mode « supervisé »
et sur « retour base », en revanche il n’a jamais posé son regard sur l’état de la
batterie. Les résultats de cette expérimentation sont conformes à nos hypothèses
puisque le conflit d’autorité a conduit 10 sujets sur 14 à persévérer à tort dans
l’identification de la cible. L’analyse du comportement oculaire des 4 participants qui
ont réussi à interpréter la situation révèle que ceux-ci ont au moins regardé les couples
d’information (« état de la batterie », mode « supervisé ») ou (« état de la batterie »,
« retour base ») si ce n’est le triplet d’information (« état de la batterie », mode
« supervisé », « retour base »). Enfin, il convient de noter que le robot a également
continué son plan de retour à la base sans prendre en compte le conflit avec l’opérateur.
Le travail présenté ici a pour objectif de concevoir et de mettre en œuvre au sein de
l’architecture de l’agent artificiel un contrôleur de la dynamique de l’autorité pour :
2. Les sujets sont équipés d’un oculomètre de type Pertech (25Hz) afin d’analyser leur compor-
tement oculaire (où se pose leur regard).
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– détecter les conflits liés à un changement d’autorité imprévu ;
– identifier les conséquences de ces conflits sur la mission ;
– adapter les plans des agents et si nécessaire, l’affectation de l’autorité, pour « al-
ler dans le sens » du changement d’autorité ou au contraire « contrer » ce changement
d’autorité si certaines contraintes risquent d’être violées ; l’adaptation comprend l’en-
voi d’informations ou de recommandations à l’opérateur humain.
Nous supposons que l’agent artificiel est équipé d’une fonction de planification
(ou d’une bibliothèque de procédures) et d’une fonction de suivi de situation (ou
d’estimation d’état). Le contrôleur de la dynamique de l’autorité sera fondé sur des
éléments objectifs de la mission (ressources physiques et logicielles, tâches, buts,
contraintes), que nous appelons ressources, sur lesquelles nous définissons l’autorité
d’un agent relativement à un autre agent. L’état de ces ressources est une abstraction
de l’état du système estimé par la fonction de suivi de situation. Le plan de mission
(ou la procédure) est abstrait sous la forme d’un graphe de ressources au sein duquel
les conflits liés à un changement d’autorité imprévu vont apparaître. La résolution
d’un conflit consistera à modifier le graphe de ressources – via une modification
du plan ou de la procédure – voire à modifier l’autorité relative des agents sur un
sous-ensemble de ressources.
La section 2 propose une structuration de la littérature relative à l’autonomie et à
son contrôle et explique pourquoi nous préférons parler d’autorité. La section 3 intro-
duit les concepts de ressource, de graphe de ressources et d’autorité, qui constituent la
base du modèle formel présenté dans la section 4. Cette modélisation permet de défi-
nir formellement ce qu’est un conflit dans la section 5, ce qui nous conduit à présenter
dans la section 6 les méthodes de résolution de conflits proposées. Enfin, la section 7
présente les expérimentations réalisées afin de valider l’utilisation du conflit comme
déclencheur de l’adaptation du comportement des agents ainsi qu’une première ap-
proche pour réaliser cette adaptation.
2. Autonomie et contrôle de l’autonomie
Dans le cadre du contrôle d’un agent robotique (robot, drone) évoluant dans le
monde physique et supervisé par un opérateur humain, l’autonomie se caractérise par
la capacité de l’agent robotique à minimiser le besoin de supervision et à évoluer
seul dans son environnement (Schreckenghost et al., 1998). Considérant l’autono-
mie comme une relation (Castelfranchi et al., 2003; Brainov et al., 2003) entre un
agent artificiel et un agent humain, l’autonomie totale est le cas extrême consistant
précisément à réduire cette relation au minimum. Cependant, dans la pratique, les
objectifs d’une mission ne peuvent pas toujours être atteints de façon purement auto-
nome par un agent artificiel et l’intervention de l’opérateur est nécessaire. (Goodrich
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et al., 2001; Goodrich et al., 2007) illustrent ce point en rapprochant le temps pendant
lequel un robot peut agir sans intervention de l’opérateur et ses performances sur le
terrain : celles-ci déclinent rapidement lorsque le robot est négligé par l’opérateur. Un
équilibre doit donc être trouvé entre le contrôle purement manuel, qui permet en géné-
ral d’avoir une grande confiance dans le système mais qui soumet l’opérateur humain
à une charge de travail importante, et l’autonomie totale, qui décharge l’opérateur
mais offre moins de garanties en environnement incertain (Brookshire et al., 2004).
Ainsi, de façon à tirer parti des compétences complémentaires des agents humain et
robotique, la variation de l’autonomie de l’agent robotique est largement considérée.
Les approches évaluatives proposent une mesure a posteriori de l’autonomie d’un
agent robotique qui réalise une mission particulière : on peut citer par exemple MAP
(Hasslacher et al., 1996), ACL (Clough, 2002) ou Alfus (Huang et al., 2005). Cette
dernière propose d’évaluer l’autonomie suivant trois dimensions : complexité de mis-
sion, difficulté environnementale et interface avec l’opérateur. Cette méthode présen-
tée comme objective nécessite cependant d’agréger sur chaque axe les résultats d’un
grand nombre de métriques hétérogènes, ce qui pose le problème de la sémantique du
résultat.
Les approches prescriptives s’intéressent à la conception de systèmes intégrant
le contrôle de l’opérateur, en posant les questions de la définition des niveaux d’au-
tonomie et du passage d’un niveau à un autre. On peut ranger ces approches selon
plusieurs axes : l’objet sur lequel porte l’autonomie, le mode d’initiative adopté pour
faire évoluer l’autonomie, les critères pour décider de cette évolution, la perception
qu’a l’agent artificiel de l’agent humain.
2.1. L’objet de l’autonomie
Deux objets principaux sont considérés : le rôle et la tâche.
Un rôle est défini comme un ensemble de tâches à assurer par un agent donné
(Hardin et al., 2009). Les spécifications selon des niveaux d’autonomie correspondent
alors à une répartition pré-établie des rôles entre l’agent humain et l’agent artificiel :
(Sheridan et al., 1978) avaient proposé dès 1978 une classification de l’autonomie
opérationnelle (« automation ») d’un système robotique sur dix niveaux. Cependant
ce modèle est abstrait et ne tient pas compte de la complexité de l’environnement dans
lequel évolue le robot, ni du contexte de mission. D’autres classifications reposent sur
le même principe, notamment (Dorais et al., 1999), pour lesquels un niveau d’autono-
mie est caractérisé par la complexité des commandes traitées, (Goodrich et al., 2001)
pour qui un niveau représente la capacité d’un robot à fonctionner un certain temps in-
dépendamment de l’opérateur ou encore (Bradshaw et al., 2003), qui considèrent que
les rôles des agents varient en fonction des actions qui leur sont obligatoires, permises,
possibles, et de l’initiative qu’ils ont pour entreprendre ces actions.
Les principales limitations de ces approches sont le caractère figé du rôle des
agents pour chaque niveau ainsi que le nombre restreint de niveaux qui impose un
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cadre rigide. En effet, l’utilisation de niveaux prédéfinis et en nombre limité ne peut
rendre compte de la variété des situations rencontrées par un robot au cours de sa
mission, sans parler des problèmes de basculement d’un niveau à un autre. De plus,
il est difficile de trouver un juste milieu entre des définitions universelles et abstraites
de niveaux, et des définitions très concrètes mais spécifiques à un système particulier
dans le cadre d’une mission donnée.
L’autonomie peut également être considérée au niveau de la tâche (ou de l’acti-
vité) (Sellner et al., 2006; Finzi et al., 2005), un agent étant autonome pour réaliser
une tâche si cette tâche lui est affectée. L’autonomie considérée au niveau de chaque
tâche est susceptible d’apporter la solution la plus adaptée à chaque situation de la
mission, par contraste avec l’utilisation de niveaux d’autonomie rigides. En revanche,
elle nécessite de pouvoir distinguer, pour chaque tâche, qui de l’agent artificiel ou
humain est le plus à même de l’effectuer avec les meilleures performances.
2.2. Le mode d’initiative
Le mode d’initiative concerne la dynamique de l’autonomie : qui de l’agent arti-
ficiel ou humain a le pouvoir de modifier le niveau d’autonomie de l’agent artificiel ?
Dans la littérature, on distingue essentiellement l’autonomie adaptative, l’autonomie
ajustable et l’initiative mixte (Hardin et al., 2009).
L’autonomie adaptative confère au seul agent artificiel le pouvoir de modifier son
autonomie ; par exemple (Scerri et al., 2003) utilisent des techniques d’optimisation
pour que l’agent artificiel gère lui-même son autonomie en conservant ou transfé-
rant à un autre agent la prise de décision. Afin d’éviter les comportements dangereux,
(Chopinaud et al., 2006) génèrent des agents capables de se surveiller eux-mêmes et
de s’autoréguler, en adoptant dynamiquement des comportements de régulation pré-
définis.
Un des avantages de l’autonomie adaptative est de pouvoir systématiser et fiabiliser
certains comportements, notamment avec des tâches précises et répétitives. De plus,
elle permet d’obtenir des réactions plus rapides que celles que l’on pourrait attendre
d’un humain. En revanche, le système est privé des capacités d’analyse de l’opérateur
humain, en particulier il ne peut intervenir si le système n’agit pas correctement : son
interaction avec l’agent robotique est restreinte à ce qui est attendu de lui (Hardin et
al., 2009).
À l’inverse, l’autonomie ajustable confère au seul opérateur l’initiative du change-
ment d’autonomie : l’opérateur « conseille » le robot en mission (Myers et al., 2001),
ou choisit son niveau d’interaction (Dorais et al., 1999). Dans ce cadre, le système
permet à l’opérateur de faire usage de ses capacités d’analyse et de compréhension
globale de la mission et d’anticiper les aléas. L’inconvénient est que si l’opérateur
commet une erreur, s’il réagit trop lentement, ou si son expertise est insuffisante, les
performances du système global s’en ressentent ; les interactions de l’opérateur sur le
système ne sont d’ailleurs pas toujours bénéfiques (Schurr et al., 2006).
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Enfin, l’initiative mixte donne aussi bien au robot qu’à l’opérateur humain le pou-
voir de décider de l’autonomie du robot (Hardin et al., 2009; Sellner et al., 2006). Le
principe sous-jacent est de combiner les avantages des deux approches précédentes,
tout en en réduisant les inconvénients. Bien qu’idéale sur le papier, cette approche
reste à parfaire pour montrer ses bénéfices dans la pratique (Hardin et al., 2009).
2.3. Les critères de décision de l’évolution de l’autonomie
Dans le cas où le choix du basculement d’un niveau d’autonomie à un autre est
laissé à l’agent robotique (autonomie adaptative ou initiative mixte), plusieurs tech-
niques permettent de définir les conditions du basculement et de rendre opération-
nelle la variation de l’autonomie : (Scerri et al., 2003) dotent les agents robotiques de
capacités d’apprentissage fondées sur des processus décisionnels de Markov (MDP),
qui leur permettent de transférer la prise de décision si nécessaire à l’agent humain.
(Schurr et al., 2009) utilisent une approche similaire pour transférer la prise de déci-
sion, mais en tenant compte des possibilités d’incohérences entre agents ; cependant,
ces approches nécessitent de pouvoir estimer l’utilité de chaque stratégie possible, ce
qui est de fait une approche subjective. Les critères de (Hardin et al., 2009) sont expli-
cites et constitués par des événements présélectionnés (certaines actions de l’opérateur
humain, certains événements de mission) ; cependant, ces critères, bien qu’objectifs,
sont spécifiques d’une mission donnée et d’un ensemble restreint de tâches. Dans
les travaux de (Myers et al., 2001), le comportement de l’agent robotique change en
fonction de la vérification ou non d’un ensemble de règles définies par l’opérateur,
qui constituent les permissions et comportements que l’opérateur humain veut faire
respecter par le robot. Ce système pose toutefois le problème des conflits potentiels
entre règles. Citons également les travaux de (Sellner et al., 2006), où la décision de
l’affectation à l’agent robotique ou à l’agent humain d’une nouvelle tâche à exécuter
dépend de statistiques préétablies quant au succès de la tâche.
Une grande variété d’approches et d’outils est utilisée, qui sont souvent fondés sur
des critères et métriques spécifiques du système considéré et donc difficilement appli-
cables à d’autres systèmes.
2.4. Quelle perception de l’agent humain l’agent artificiel a-t-il ?
L’opérateur humain a en général une connaissance des capacités de l’agent
artificiel qu’il utilise, ainsi qu’une connaissance de son état courant, de ses possibles
états futurs (conscience de situation (Endsley, 1995)). Dans le cadre du contrôle
de l’autonomie de l’agent artificiel à l’initiative de l’un ou de l’autre agent, l’agent
artificiel doit lui aussi avoir un modèle des capacités de l’agent humain, ainsi que de
son « état ».
En ce qui concerne les capacités, l’opérateur humain peut intervenir à différents
niveaux d’ordres, depuis des ordres « bas niveau » (commande directe des actuateurs)
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jusqu’à des ordres « haut niveau » (buts) (Kortenkamp et al., 1997). Bien qu’une ap-
proche fréquemment utilisée consiste à automatiser les tâches dites de « bas niveau »
et à confier à l’opérateur les tâches de « haut niveau » (Hexmoor et al., 2009; Goo-
drich et al., 2007), il peut être important pour l’opérateur de pouvoir intervenir à tout
niveau, du but jusqu’à la commande : par exemple, en cas de défaillance dans le sys-
tème, l’opérateur a une meilleure conscience de situation s’il intervient à un niveau
d’automatisation faible, c’est-à-dire à un niveau « bas » (Kaber et al., 2000).
Dans le cadre du contrôle collaboratif de (Fong et al., 2002), le robot contacte
l’opérateur à chaque fois qu’il rencontre une difficulté : le robot sait ce qu’il peut at-
tendre de l’opérateur ; cependant, les interactions spécifiées ne se font a priori que sur
demande de l’agent robotique. Dans les travaux de (Kortenkamp et al., 1997), le robot
dispose de modèles de tâches réalisables par l’opérateur, ce qui lui permet de planifier
de manière globale (c’est-à-dire pour lui et pour l’opérateur, en requérant explicite-
ment l’opérateur pour réaliser certaines tâches), et de suivre l’exécution des tâches
réalisées par l’opérateur. Dans les travaux de (Finzi et al., 2005), le modèle de tâches
(incluant celles de l’opérateur) qu’a le robot lui permet de diagnostiquer un problème
à l’exécution et de lancer une procédure de réparation : en ce sens, l’opérateur agit
sous vérification du robot.
Enfin, l’intégration de données relatives à l’« état » de l’opérateur (physiologie,
expertise, charge de travail) permet à l’agent artificiel d’adapter son autonomie s’il
estime que cet état est dégradé (Barber et al., 2008; Coppin et al., 2009).
2.5. De l’autonomie à l’autorité
La revue de la littérature relative au contrôle de l’autonomie nous montre plusieurs
façons d’envisager ce contrôle, selon la granularité, le mode d’initiative, les critères
d’évolution, la perception qu’a l’agent artificiel de l’agent humain. Cependant, à notre
connaissance, les changements de contrôle ne sont pas étudiés sous l’angle des conflits
qu’ils peuvent provoquer entre les agents. Comme le soulignent l’expérience décrite
en introduction ainsi que l’analyse de rapports d’accidents aéronautiques (Dehais et
al., 2005), les changements d’autorité imprévus ou incompris peuvent en effet mener
à des situations inefficaces, dangereuses, voire catastrophiques. De façon à pouvoir
considérer de la même manière l’agent humain et l’agent artificiel, nous préférons
manipuler les notions d’autorité et de contrôle d’autorité plutôt que d’autonomie, qui
concerne exclusivement l’agent artificiel. Le contrôleur de la dynamique de l’auto-
rité que nous proposons a donc pour objectif la détection et la résolution de conflits
d’autorité, en prenant en compte les différentes facettes du contrôle :
– une mise en œuvre des différents modes d’initative (initiative donnée à l’agent
artificiel, à l’agent humain ou aux deux, en fonction du contexte) ;
– des objets de l’autorité de granularité pertinente pour la détection et la résolution
de conflits (objets sur lesquels les agents peuvent effectivement agir) ;
– un critère d’évolution de l’autorité objectif et indépendant de l’application ;
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– l’intégration de modèles de tâches et de l’« état » de l’opérateur dans les connais-
sances de l’agent artificiel et la prise en compte de l’intervention de l’opérateur aux
niveaux d’ordres pertinents, qu’ils soient de « haut » ou de « bas » niveau.
3. Ressources et autorité
3.1. Ressources
Un conflit d’autorité se manifeste par une incohérence dans le plan d’un agent
(par exemple, une contrainte n’est pas respectée) ou une interférence entre les plans
des agents (par exemple, utilisation d’une même ressource non partageable au même
moment). Afin d’éventuellement revoir la distribution de l’autorité des agents dans
le système, le conflit doit être évalué : identifier quels agents sont concernés, quelles
sont les contraintes violées, identifier ce que le conflit remet en question au niveau du
plan (connu) des agents. Le contrôleur de la dynamique de l’autorité sera donc fondé
sur une représentation des plans courants des agents, c’est-à-dire des tâches qu’ils
réalisent, des moyens qu’ils utilisent, des contraintes qu’ils doivent respecter, pour
satisfaire leurs buts. Nous représentons le plan d’un agent sous la forme d’un graphe
de dépendances.
Nous supposons que l’agent artificiel, dont nous réalisons le contrôleur de la dy-
namique de l’autorité, dispose de capacités de planification embarquées. Un graphe
de dépendances s’obtient par abstraction d’un plan calculé par le planificateur. Par
exemple, considérons un planificateur hiérarchique de type HTN - Hierarchical Task
Network - tel que JSHOP2 (Nau et al., 2001). L’opérateur de planification Navigation-
Robot, qui décrit la tâche de navigation automatique pour atteindre un point d’arrivée
donné, est le suivant :
1/ ( :operator ( !NavigationRobot ?z ?a)
2/ ((is_zone ?z)(is_robot ?a)(infoPosition_available ?a)(enough_energy ?z ?a)
/ (SteeringWheel_available ?a)(SafetyDistance_respected ?a) ))
3/ ((forall ( ?zone) ((is_zone ?zone)) ((position ?a ?zone))))
4/ ((position ?a ?z))
5/ )
L’opérateur NavigationRobot prend en paramètre la zone de destination 푧 et
l’agent devant effectuer la tâche 푎 (ligne 1). En ligne 2 sont donnés les prédi-
cats/préconditions devant être validés avant l’exécution de la tâche, à vérifier en fonc-
tion des paramètres fournis (푧 et 푎). Ensuite viennent les effets de l’opérateur : les
effets négatifs en ligne 3, c’est-à-dire ce qui est « retiré » de l’état du système et les
effets positifs en ligne 4 (ce qui est « ajouté »).
L’opérateur n’est pas instancié. Lorsque le planificateur a calculé un plan, celui-ci
se présente sous la forme d’une liste ordonnée de tâches instanciées à effectuer du type
{휏1, 휏2, ..., 휏푛}. Dans cette liste, les liens entre tâches n’apparaissent pas. Pour obtenir
un graphe de dépendances à partir du plan, il faut associer le plan aux opérateurs de
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planification, en substituant les variables par leurs valeurs instanciées données dans
le plan. Si une précondition 푝푐 d’une tâche 휏푗 correspond à un des effets d’une tâche
précédente 휏푖, alors 휏푗 est dépendante de 휏푖 via 푝푐. Cette relation construit le graphe
de dépendances.
Définition : Le graphe de dépendances généré à partir d’un plan est un graphe tel
que les nœuds sont des ressources et les arcs représentent la relation de précondition
« a besoin de » entre les ressources.
Une ressource représente donc un élément physique du système (capteur, énergie,
etc.) ou un élément symbolique (information, tâche, but, contrainte, entrée opérateur,
etc.) Un nœud puits du graphe est un but. Un tel graphe de dépendances sera appelé
graphe de ressources. Il s’agit d’un graphe dynamique qui sera mis à jour en fonc-
tion de la réactualisation du plan au cours de la mission. Seuls les buts poursuivis en
cours de mission ainsi que les dépendances associées sont présents dans le graphe de
ressources : cela signifie que seul le plan nominal, qui est créé sur un horizon fini, est
représenté sous forme de graphe ; cela limite par construction le nombre de noeuds à
inclure dans le graphe, qui augmente linéairement avec le nombre de tâches à inclure.
Figure 1. Graphe de ressources pour le plan de but WP-Goal
Exemple
Afin de produire le but « Atteindre point d’arrivée WP-Goal », l’opérateur de pla-
nification NavigationRobot est instancié avec comme paramètres la destination WP-
Goal et comme agent exécutant le robot. On obtient ainsi le graphe de dépendances
présenté figure 1, avec WP-Goal comme but, la tâche instanciée Navigation Robot et
les préconditions sur l’énergie, l’information de position, la commande de cap et le
respect de la distance de sécurité.
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On remarque que si l’une des ressources du graphe disparaît en cours d’exécution
(l’objet symbolisé par la ressource subit un aléa ou est détruit par l’action d’un agent),
les ressources qui en dépendent vont elles-mêmes disparaître.
3.2. Autorité
Définition : l’autorité d’un agent 푋 sur une ressource 푅 par rapport à un autre
agent 푌 est caractérisée par les trois propriétés suivantes :
– le droit d’accès : la capacité de l’agent푋 à inclure la ressource푅 dans un graphe
de ressources, c’est-à-dire à contrôler 푅 en vue de l’accomplissement d’un but ;
– le droit de préemption : si 푅 est une ressource non partageable, bien que 푋 ait
le droit d’accès à 푅, elle peut être contrôlée par 푌 . Le droit de préemption confère à
푋 le droit de contrôler 푅 dès qu’il le souhaite, aux dépens de 푌 le cas échéant ;
– la garantie de contrôle : une fois que푋 contrôle푅 (c’est-à-dire y a effectivement
accédé), 푋 peut être menacé de perdre ce contrôle au profit de 푌 par préemption. La
garantie de contrôle assure à 푋 que 푌 ne pourra pas lui prendre 푅 (Y n’a pas le droit
de préemption sur 푅 vis-à-vis de 푋).
Conséquences :
– l’autorité est graduelle : le contrôle de l’agent푋 sur la ressource푅 est de plus en
plus fort au fur et à mesure qu’il possède, dans cet ordre, les droits : accès, préemption,
garantie de contrôle.
– l’autorité, comme l’autonomie (Castelfranchi et al., 2003) est une notion relative
entre deux agents : par exemple, pour une ressource 푅 donnée, un agent 푋 peut avoir
le droit de préemption sur un agent 푌 , mais pas sur un agent 푍. Ainsi il y a autant de
relations d’autorité qu’il y a de couples d’agents susceptibles d’utiliser 푅.
– l’autorité est partagée entre les agents : pour un couple d’agents <푋 , 푌 > pouvant
contrôler une ressource 푅, le gain d’autorité de 푋 sur 푅 se fait au détriment de 푌 .
Par exemple, si 푋 obtient la garantie de contrôle sur 푅, 푌 n’a pas la préemption. À
l’extrême, 푋 peut avoir l’exclusivité de la ressource au détriment de 푌 si celui-ci n’y
a pas accès du tout : 푋 interdit l’accès de 푌 à 푅, même si 푋 ne contrôle pas 푅 en
permanence.
4. Modèle formel
Le modèle que nous proposons a pour objectif de définir formellement les liens
entre ressources dans le graphe de ressources, ainsi que l’autorité d’un agent 푋 sur
une ressource par rapport à un agent 푌 . Nous définissons successivement la ressource,
le lien entre ressources (interface) et l’autorité.
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4.1. Ressources
Une ressource est modélisée par un ensemble fini de propriétés et d’états, les
changements d’états étant déclenchés par des événements. Cette description permet
l’utilisation d’un formalisme de type réseaux de Petri, dont une des extensions
classiques convient particulièrement, les réseaux de Petri synchronisés (permettant de
synchroniser des réseaux de Petri entre eux et avec des programmes ou des actions
extérieurs via des événements, cf Annexe).
Quel que soit l’élément physique ou symbolique représenté par la ressource 푅, 푅
est modélisée par le réseau de Petri de la figure 2. Les propriétés particulières de 푅,
ainsi que ses états, seront représentés par le marquage de ce réseau de Petri.
4.1.1. Notations
Une transition étiquetée « transition1 » est notée ttransition1 ; une place étiquetée
« place1 » est notée pplace1. Le marquage MR = {푃푟푒푠푒푛푡,퐴푙푙표푐푎푡푒푑,#푈푠푒푟푠3}
d’un réseau de Petri 푅 correspond au fait que les places pPresent et pAllocated
contiennent un jeton, la place p#Users trois jetons et que toutes les autres places de
푅 sont vides. La relation {푃푟푒푠푒푛푡} ⊆ MR signifie que la place pPresent du réseau 푅
est marquée avec au moins un jeton. Elle ne précise rien sur l’état des autres places du
réseau. La relation {푃푟푒푠푒푛푡} ⊈ MR signifie que la place pPresent n’est pas marquée
(aucun jeton dans la place).
La figure 2 est le réseau de Petri générique représentant une ressource푅. Ce réseau
comprend deux sous-ensembles de places, permettant de représenter les propriétés et
les états de 푅.
4.1.2. Les propriétés de ressource
Les propriétés intrinsèques, invariables de la ressource, conditionnent son compor-
tement :
– 푅 est partageable si et seulement si {푆ℎ푎푟푒푎푏푙푒} ⊆ MR ; plusieurs autres res-
sources peuvent dépendre simultanément de 푅.
– 푅 est non partageable si et seulement si {푁표푛푆ℎ푎푟푒푎푏푙푒} ⊆ MR ; une seule
autre ressource peut dépendre de 푅.
– 푅 est préemptable si et seulement si {푁표푛푆ℎ푎푟푒푎푏푙푒, 푃푟푒푒푚푝푡푎푏푙푒} ⊆ MR ;
bien que reliée à une ressource 푅′ dans le graphe de dépendances, ce lien peut être
désactivé au profit d’une autre ressource 푅′′. Une ressource ne peut être préemptable
que si elle est non partageable.
– 푅 est non préemptable si et seulement si {푃푟푒푒푚푝푡푎푏푙푒} ⊈ MR.
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Figure 2. Réseau générique de ressource (ici non partageable, préemptable)
4.1.3. Les états de ressource
Le graphe de ressources est construit par les relations de dépendances entre celles-
ci, ce qui se traduit au niveau de chaque ressource par des états internes d’affectation :
une ressource est affectée à une autre dans le cadre de la relation de dépendance qui
les unit. Les états de la ressource changent en fonction des événements reçus par la
ressource et de ses propriétés.
푅 peut être dans les états suivants : 푅 existe si et seulement si {푃푟푒푠푒푛푡} ⊆ MR ;
푅 n’existe pas si et seulement si {퐴푏푠푒푛푡} ⊆ MR ; 푅 est disponible pour être
affectée à une autre ressource si et seulement si {퐴푣푎푖푙푎푏푙푒} ⊆ MR ; 푅 est in-
disponible si et seulement si {푈푛푎푣푎푖푙푎푏푙푒} ⊆ MR, cependant 푅 peut toujours
être affectée viatAllocation4 par préemption ; 푅 est affectée à une ressource utilisa-
trice si et seulement si {퐴푙푙표푐푎푡푒푑} ⊆ MR ; 푅 n’est pas affectée si et seulement si
{푁표푛퐴푙푙표푐푎푡푒푑} ⊆ MR. La place p#Users contient autant de jetons qu’il y a de res-
sources utilisant 푅. L’une ou l’autre des places pUsers<=1,pUsers>1 est marquée en
fonction du nombre de ressources qui utilisent 푅 simultanément.
Exemple
La ressource Steering Wheel est définie comme non partageable et préemptable.
Lors de la mission, seul un agent à la fois peut utiliser ce volant. En revanche, à
tout moment, le volant peut être préempté par un autre agent venant concurrencer le
premier.
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4.2. Arcs du graphe de ressources : interfaces
4.2.1. Définition
On appelle interface un arc du graphe de ressources. Une interface représente
donc le lien de dépendance qui existe entre deux ressources. Ce lien peut avoir
différentes propriétés.
La figure 3 est le réseau de Petri générique représentant une interface 퐼(푅푖, 푅푗)
entre deux ressources 푅푖 et 푅푗 , c’est-à-dire la relation de dépendance entre les res-
sources 푅푖 (ressource affectée) et 푅푗 (ressource utilisatrice).
Figure 3. Réseau générique d’interface (ici interface dépendante en initialisation)
Une interface entre ressources est toujours créée par un agent, qu’il soit humain
ou artificiel : il est le résultat d’une décision, l’agent choisissant à un instant donné
de connecter entre elles des ressources afin d’atteindre un but. Une interface est ainsi
marquée par le « sceau » de l’agent qui l’a créée. En ce sens, le réseau d’interface
utilise un jeton coloré (voir Annexe), la couleur du jeton étant propre à chaque agent
(humain ou artificiel).
Tout comme pour le réseau de ressource, on distingue deux catégories de places
dans le réseau d’interface, qui représentent :
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4.2.2. Les états de l’interface
Les places d’état représentent l’état de la requête d’affectation de 푅푖 à 푅푗 ,
qui change en cours de mission, en fonction des événements reçus par l’interface
퐼(푅푖, 푅푗) et des propriétés de celle-ci :
– la requête est inactive si et seulement si {푅푒푞푢푒푠푡푈푛푎푐푡푖푣푎푡푒푑} ⊆ MI(Ri,Rj) :
la requête n’existe pas encore ;
– la requête est active si et seulement si {푅푖푟푒푞푢푒푠푡푒푑푏푦푅푗} ⊆ MI(Ri,Rj) : la
connexion entre 푅푖 et 푅푗 est effective, 푅푗 exprime son besoin envers la ressource 푅푖 ;
– la requête est en cours de satisfaction si et seulement si
{푆푎푡푖푠푓푦푖푛푔푅푒푞푢푒푠푡} ⊆ MI(Ri,Rj) : 푅푖 est affectée à 푅푗 , la partie de plan
impliquant 푅푖 et 푅푗 est en cours d’exécution ;
– la requête est satisfaite si et seulement si {푅푒푞푢푒푠푡푆푎푡푖푠푓푖푒푑} ⊆ MI(Ri,Rj) : le
besoin de 푅푗 envers 푅푖 a été satisfait. Cet état est conservé jusqu’à réinitialisation du
réseau d’interface par tir de la transition tErasure ;
– la requête est annulée si et seulement si {푅푒푞푢푒푠푡퐶푎푛푐푒푙푙푒푑} ⊆ MI(Ri,Rj) :
le besoin de 푅푗 envers 푅푖 a été annulé par la ressource utilisatrice 푅푗 . Cet état est
conservé jusqu’à réinitialisation du réseau d’interface par tir de la transition tErasure.
4.2.3. Les propriétés de l’interface
Les propriétés intrinsèques et invariables de l’interface 퐼(푅푖, 푅푗) sont les sui-
vantes (voir figure 4) :
– 푅푗 dépend de 푅푖 à l’initialisation si et seulement si {퐼푛푖푡−퐷푒푝} ⊆ MI(Ri,Rj) :
푅푗 a besoin de 푅푖 uniquement pour devenir disponible ; lorsque la transition
tAllocation_int1 sur 퐼(푅푖, 푅푗) est franchie, alors tProduction de 푅푗 est tirée. Il n’y a
alors plus de lien entre 푅푖 et 푅푗 : {푅푒푞푢푒푠푡푠푎푡푖푠푓푖푒푑} ⊆ 퐼(푅푖, 푅푗), la requête est
close. Si 푅푖 disparaît par la suite, cela n’affecte pas 푅푗 ;
– 푅푗 dépend de 푅푖 à l’exécution si et seulement si {퐸푥푒푐−퐷푒푝} ⊆ MI(Ri,Rj) :
푅푗 a besoin de 푅푖 pour devenir disponible et pour le rester. Le tir de tAllocation_int2
sur 퐼(푅푖, 푅푗) entraîne le tir de tProduction de 푅푗 , mais 푅푖 reste affectée à 푅푗 jusqu’à
ce que celle-ci la restitue : {푆푎푡푖푠푓푦푖푛푔푅푒푞푢푒푠푡} ⊆ 퐼(푅푖, 푅푗) ;
– 푅푗 dépend de 푅푖 à l’exécution complète si et seulement si {퐸푛푑−퐷푒푝} ⊆
MI(Ri,Rj) : 푅푖 ne peut être restituée que lorsque 푅푗 est produite. L’affectation se fait
via tAllocation_int3 sur 퐼(푅푖, 푅푗). C’est uniquement lorsque tProduction de 푅푗 est tirée
que {푅푒푞푢푒푠푡푠푎푡푖푠푓푖푒푑} ⊆ 퐼(푅푖, 푅푗). Ceci provoque alors le tir d’une transition
tRelax(1,2ou3) de 푅푖.
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Figure 4. Dépendances entre 푅푖 et 푅푗
4.2.4. Exemple
Reprenons l’exemple de l’expérience décrite en introduction : le plan initial
consiste pour le robot à aller de manière autonome sur le point d’arrivée WP-Goal.
La figure 5 présente le graphe de ressources correspondant. Le nœud puits est le but
WP-arrival, qui dépend de la ressource Navigation Robot ; celle-ci requiert les res-
sources Position, Energy et Steering Wheel (commande de cap), ainsi que la ressource
SafetyDistance.
Les ressources sont en gris alors que les interfaces sont en blanc. Les arcs
représentent ici les liens entre réseaux de Petri : connexion par fusion de transitions
ou envoi d’événements, cf Annexe. La fusion de transitions et l’envoi d’événements
permettent de coordonner les changements d’états entre les différents réseaux
de Petri du modèle. C’est la création d’arcs de dépendance entre ressources qui
détermine quelles transitions doivent être fusionnées (de manière préétablie), et quels
événements les transitions doivent envoyer ou attendre.
La ressource Position est affectée à la ressource Navigation Robot via l’inter-
face Int1. La relation de dépendance est de type 퐸푥푒푐−퐷푒푝 car Navigation Ro-
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Figure 5. Graphe de ressources initial
bot a besoin de Position jusqu’à achèvement de la tâche. La connexion de Posi-
tion à Int1 a un impact au niveaux des réseaux de Petri sous-jacents : chacune
des transitions tAllocation(1,2,3ou4) de Position est fusionnée avec chacune des tran-
sitions tAllocation_int(1,2ou3) de Int1, ce qui donne douze combinaisons de paires
de transitions fusionnées. Si à un instant donné, une de ces paires de transitions
fusionnées est validée par le marquage respectif des réseaux (une transition vali-
dée sur Position et simultanément une sur Int1), alors Position sera prête à être
affectée. Il en va de même pour les ressources Energy, Steering Wheel et Safety-
Distance avec leur interface respective. Pour que l’affectation ait lieu, il faut que
toutes les ressources dont dépend la ressource utilisatrice soient prêtes à être affec-
tées ; ainsi en pratique Position, Energy, Steering Wheel et SafetyDistance ne sont
affectées simultanément à NavigationRobot que si toutes individuellement peuvent
l’être. Prenons le cas de la ressource Steering Wheel : il s’agit d’une ressource non
partageable, et préemptable. Elle est affectée à Navigation Robot viaint3, qui re-
présente une dépendance en exécution. Pour que Steering Wheel soit affectable, il
faut que la transition 푡퐴푙푙표푐푎푡푖표푛3 sur Steering Wheel soit validée par son marquage
(c’est-à-dire que {퐴푣푎푖푙푎푏푙푒,푁표푛퐴푙푙표푐푎푡푒푑,푁표푛푆ℎ푎푟푒푎푏푙푒} ⊆ MSteeringWheel) et
que 푡퐴푙푙표푐푎푡푖표푛_푖푛푡2 sur int3 le soit également ({푅푖푟푒푞푢푒푠푡푒푑푏푦푅푗,퐸푥푒푐−퐷푒푝} ⊆
Mint3), simultanément.
4.3. Autorité sur une ressource
L’autorité se définit comme une relation AR(X,Y) entre deux agents 푋 et 푌 et se
caractérise par trois propriétés : le droit d’accès, le droit de préemption et la garantie
de contrôle. Pour chaque agent, l’autorité prend une des valeurs suivantes : No Access,
Access ou Preemptability. En fonction de la valeur de l’autorité de l’autre agent dans la
relation AR(X,Y), le tableau 2 présente les propriétés résultantes pour chaque agent
vis-à-vis de la ressource 푅 :
342
Agent Autorité Accès Préemption Garantie
푋 No Access Non - -
푌 Preemptability Oui Oui Oui
푋 Access Oui Non Non
푌 Preemptability Oui Oui Oui
푋 Access Oui Non Oui
푌 Access Oui Non Oui
푋 Preemptability Oui Oui Non
푌 Preemptability Oui Oui Non
Tableau 2. Propriétés de l’autorité relative de X et Y pour la ressource R
Chaque double ligne donne, pour chaque agent 푋 et 푌 , la valeur de son autorité
sur la ressource 푅 et le statut des trois propriétés associées. On observe deux états
intermédiaires pour lesquels l’autorité des agents est équivalente ; il s’agit des relations
(Access / Access) et (Preemptability / Preemptability). Dans la première, les agents ne
peuvent se prendre mutuellement le contrôle de la ressource푅, chacun doit attendre si
nécessaire que l’autre agent ait terminé. Il s’agit d’une configuration de coopération.
La deuxième relation peut conduire à une oscillation du contrôle : les agents peuvent
se prendre mutuellement et indéfiniment le contrôle de la ressource푅, ce qui provoque
un comportement du système inefficace voire dangereux. Il s’agit d’une configuration
de concurrence.
4.3.1. Représentation de la relation d’autorité
Figure 6. Relation d’autorité entre les agents 푋 et 푌 sur la ressource 푅 : AR(X,Y).
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Le réseau de Petri de la figure 6 représente la relation d’autorité AR(X,Y) entre
deux agents 푋 et 푌 pour une ressource 푅. Ce réseau est sauf : une et une seule place
peut être marquée à la fois. Chacune des places de ce réseau représente une des six
combinaisons de valeurs d’autorité pour les deux agents : chaque place du réseau
est étiquetée par (Autorité de l’agent 푋 / Autorité de l’agent 푌 ), par exemple : (No
Access / Preemptability). Une transition entre deux états indique un gain ou une perte
d’autorité pour un seul des agents à la fois. Pour passer d’un extrême à l’autre, un
agent doit gagner de l’autorité (de « No Access » à « Preemptability ») et l’autre agent
en perdre (de « Preemptability » à « No Access »).
Une interface (non représentée ici) fait le lien entre ce réseau d’autorité et le
réseau de la ressource 푅 associée. Par fusion de transition avec les transitions
tAllocation(1,2,3ou4) de la ressource 푅, c’est bien la relation d’autorité AR(X,Y) qui
définit si la ressource 푅 peut être affectée à une ressource utilisatrice via une inter-
face créée par l’agent 푋 ou l’agent 푌 . Les couleurs de jeton, propres à chaque agent,
permettent de distinguer les droits en fonction des agents.
4.3.2. Exemple
Figure 7. Exemple de graphe de ressources incluant les relations d’autorité
La figure 7 représente une partie de l’exemple précédent, partant de la ressource
Steering Wheel. Les relations d’autorité ARi(X,Y) ont ici été ajoutées : il y a une rela-
tion d’autorité par couple d’agents (ici le robot et l’opérateur) pour chaque ressource.
5. Conflits sur les ressources
Lors du déroulement de la mission, des différences peuvent apparaître entre l’exé-
cution prévue du plan et son exécution observée. Ces différences proviennent d’aléas
liés à l’environnement, de défaillances, ou d’actions imprévues des agents, et vont se
manifester sur une ou plusieurs des ressources du graphe de ressources qui vont se
retrouver dans un état incohérent. L’incohérence pour une ressource se définit par un
marquage atteignable indésiré.
Un marquage indésiré peut apparaître au niveau de toute ressource du modèle.
Les ressources étant toutes représentées par le même réseau de Petri, il suffit d’étudier
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les marquages atteignables de ce réseau (figure 2) en fonction de son marquage
initial, c’est-à-dire en fonction des propriétés intrinsèques de la ressource. Nous
avons classé ces marquages atteignables selon qu’ils résultent d’une séquence de tirs
de transitions correspondant à l’exécution d’un plan nominal ou au contraire à une
séquence correspondant à un aléa, ces derniers étant des marquages indésirés.
Définition : un conflit sur une ressource 푅 est un marquage atteignable de 푅 indé-
siré. Il existe deux types de conflits : le conflit de destruction ConflictDestruction et le
conflit de préemption ConflictPreemption :
– ConflictDestruction = {Absent,Allocated} se produit lorsqu’une transition
tDestruction(1ou2) de la ressource 푅 est tirée alors que 퐴푙푙표푐푎푡푒푑 ⊆ MR (voir figure
8). Ce conflit résulte d’une panne, de l’échec d’une tâche, ou d’une violation de
contrainte ; 푅 est détruite alors qu’elle était affectée.
Figure 8. Conflit de destruction
– ConflictPreemption = {NonShareable,#Users2} se produit lorsque
la transition d’affectation tAllocation4−Preemption est tirée alors que
{퐴푙푙표푐푎푡푒푑,푁표푛푆ℎ푎푟푒푎푏푙푒} ⊆ MR. C’est le cas d’un agent qui requiert une
ressource non partageable déjà utilisée par un autre agent (voir figure 9), deux réseaux
d’interface sont alors connectés à 푅.
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Figure 9. Conflit de préemption
Exemple
En reprenant l’exemple précédent, alors que le robot réalise sa navigation auto-
nome vers WP-arrival, l’opérateur humain reprend le contrôle de la trajectoire via son
joystick.
Figure 10. Graphe de ressources après insertion des actions connues de l’opérateur
humain et conflit (les relations d’autorité ne sont pas représentées pour alléger la
figure)
346
Il peut le faire car {Access/Preemptability} ⊆ MASteeringWheel(r,h). Cette action
de l’agent humain modifie le graphe de ressources (voir figure 10) : la ressource Stee-
ring Wheel, déjà affectée à Navigation Robot via int4, est préemptable et requise
par Navigation Operator viaint8 ; les transitions tAllocation4 de Steering Wheel et
tAllocation_int2 sur int8 sont tirées. Steering Wheel est alors affectée simultanément
à Navigation Robot et à Navigation Operator, ce qui est incohérent car il s’agit d’une
ressource non partageable. On vérifie alors ConflictPreemption ⊆ MSteeringWheel. On
notera que le but de l’opérateur WP-Operator est inclu dans le graphe de ressources,
tout en étant inconnu, suite aux actions de l’opérateur sur son interface utilisateur. Le
graphe de ressources de la figure 10 constitue ainsi l’état explicite de connaissance de
l’agent robotique consécutif aux actions de l’agent humain.
6. Résolution de conflits d’autorité
6.1. Résolution sans changement d’autorité
Nous avons vu à la section 5 qu’il existe deux types de conflits : ConflictDestruction
et ConflictPreemption, qui correspondent à des marquages atteignables indésirés au
sein d’une ou plusieurs ressources du graphe de ressources.
Le rôle du contrôleur de la dynamique de l’autorité, fonction de l’agent robotique,
est de détecter les conflits puis de restaurer la cohérence au sein du graphe de res-
sources :
– Surveillance : observation du marquage de chacune des ressources du graphe de
ressources, pour détecter l’apparition d’un des deux marquages indésirés au sein de
l’une d’entre elles.
– Détection du conflit : Conflict ⊆ MRConflict pour une ressource 푅퐶표푛푓푙푖푐푡 du
graphe de ressources.
– Analyse du conflit : identification des ressources affectées par le conflit, ce sont
les ressources en aval de 푅퐶표푛푓푙푖푐푡 dans le graphe. Les relations d’autorité sur ces
ressources sont collectées, en vue de l’étude des solutions disponibles.
– Requête à la planification : sur demande du contrôleur de la dynamique de l’au-
torité, un plan est recherché pour restaurer la cohérence en réaffectant les ressources
entre agents, tout en conservant les buts poursuivis jusqu’alors : il s’agit des buts ter-
minaux, c’est-à-dire les ressources nœuds-puits du graphe, et des sous-buts définis
par l’opérateur humain que le robot doit respecter, n’ayant pas l’autorité suffisante
pour les modifier, les relations d’autorité entre agents restant ici inchangées. L’espace
de recherche de plan est contraint par les actions réalisables par les agents ainsi que
par les relations d’autorité entre eux sur les ressources. Si un plan est trouvé, un cer-
tain nombre d’opérations sont nécessaires pour transformer le graphe de ressources
avec conflit en graphe sans conflit : les interfaces ne faisant pas partie du graphe sans
conflit sont détruites. À l’inverse, à partir du plan solution généré, de nouvelles inter-
faces sont créées, connectées éventuellement à de nouvelles ressources. Les opérations
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pour passer du graphe avec conflit à un graphe sans conflit sont conditionnées par l’au-
torité de l’agent artificiel sur chaque ressource : en particulier, lors de la réorganisation
du graphe, l’agent artificiel ne peut détruire une ressource utilisée par l’opérateur hu-
main s’il ne dispose pas de la préemptabilité sur celle-ci. Il est à noter que lors de la
recherche de plan solution, l’interaction avec l’opérateur humain est une des actions
disponibles pour l’agent artificiel afin d’initier la restauration de la cohérence de la ou
des ressources en conflit.
Exemple
Sur l’exemple de la figure 10, un conflit de préemption a lieu sur la ressource
Steering Wheel. Les ressources Navigation Robot et Navigation Operator sont en
concurrence pour le contrôle de la ressource Steering Wheel qui est non partageable.
Soit le réseau d’autorité ASteeringWheel(r,h), qui représente la relation d’autorité entre
l’agent robotique 푟 et l’opérateur humain ℎ sur la ressource SteeringWheel. Cette rela-
tion d’autorité vérifie {Access/Preemptability} ⊆ MASteeringWheel(r,h), donc l’inter-
face créée par l’opérateur a priorité sur celle de l’agent robotique. Cependant, il doit
y avoir replanification, le plan de l’agent robotique étant désormais irréalisable : on
cherche un plan satisfaisant les buts WP-Operator et WP-Goal des agents, et dont la
représentation sous forme de graphe de ressources contient la ressource Navigation
Operator. Un plan solution possible est de laisser la main à l’opérateur et de relan-
cer la navigation du robot pour atteindre WP-Goal dès qu’il relâche le joystick de
commande (libérant la ressource SteeringWheel).
6.2. Dynamique du partage de l’autorité
S’il n’y a pas de plan solution sans changement d’autorité, la planification requiert
la modification des relations d’autorité afin d’agrandir son espace de recherche : les
transitions Ag r gain, Ag r loss, Ag h gain et Ag h loss sur les réseaux AR(r,h) peuvent
être tirées, 푅 étant une des ressources en conflit ou toute autre ressource disponible
permettant de créer un plan solution et sur laquelle l’agent robotique n’a initialement
pas l’autorité suffisante pour la contrôler.
Si même avec cet espace de recherche élargi aucun plan n’est trouvé, la planifica-
tion doit calculer un plan dégradé qui induit la perte d’un ou plusieurs buts initialement
poursuivis.
Exemple
La main étant laissée à l’opérateur pour la tâche de navigation manuelle (ressource
Navigation Operator), l’opérateur viole la contrainte de distance de sécurité, détrui-
sant la ressource SafetyDistance. On a alors ConflictDestruction ⊆ MSafetyDistance.
Un plan solution à ce conflit consiste à redonner la navigation en urgence au
robot : les transitions Ag r gain puis Ag h loss sont tirées successivement sur
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ASteeringWheel(r,h) afin d’obtenir {Preemptability/Access} ⊆ MASteeringWheel(r,h) :
l’agent robotique a gagné de l’autorité sur l’opérateur humain pour la ressource
SteeringWheel. Cela rend possible l’affectation de la ressource Steering Wheel à
la ressource EmergencyNavRobot pour produire la ressource SafetyDistance deve-
nue but. Le graphe de ressources correspondant à ce plan solution est présenté fi-
gure 11. On note que la ressource EmergencyNavRobot ne requiert pas SafetyDis-
tance puisqu’elle est destinée à la produire. Une fois la distance de sécurité rétablie,
l’agent robotique relâche la ressource Steering Wheel, la main est rendue à l’opérateur
(ressource Navigation Operator) qui dispose toujours de l’accès à cette ressource,
dans le cadre de la relation d’autorité modifiée précédemment (elle reste inchangée,
{Preemptability/Access} ⊆ MASteeringWheel(r,h)).
Figure 11. Graphe de ressources après prise d’autorité par l’agent robotique (les
relations d’autorité ne sont pas représentées pour alléger la figure)
7. Mise en œuvre
7.1. Architecture
L’architecture embarquée de l’agent robotique, presentée sur la figure 12, est com-
posée de :
– un Superviseur : c’est le cœur exécutif de l’agent robotique. À partir du plan
généré par le Planificateur et des événements en provenance du Contrôleur de la
dynamique de l’Autorité, le Superviseur lance ou stoppe les algorithmes, envoie les
ordres aux actuateurs ;
– un Planificateur : le planificateur génère le plan du robot (en intégrant des tâches
à réaliser par l’opérateur) afin d’atteindre les buts de mission tout en respectant les
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Figure 12. Architecture décisionnelle de l’agent robotique
contraintes. Une abstraction du plan en est extraite sous forme d’un graphe de res-
sources et est transmis au Contrôleur de la dynamique de l’Autorité ;
– le Suivi de Situation : il réalise en permanence une estimation de l’état courant du
système dans son ensemble (y compris l’opérateur humain3) et prédit ses états futurs,
sur la base des informations en provenance des capteurs et des communications. Les
événements (changements d’état, franchissements de seuils, etc.) détectés par le suivi
de situation viennent tirer des transitions dans les réseaux de ressources du graphe
de ressources, pour marquer les ressources comme produites (Present) ou détruites
(Absent) ;
– le Contrôleur de la dynamique de l’autorité : il contrôle la cohérence du graphe
de ressources, détecte les conflits consécutifs aux modifications du marquage des res-
sources effectuées par le Suivi de Situation, restaure la cohérence avec le Planificateur.
7.2. Outil de modélisation
Chaque ressource du système, tout comme chaque interface entre ressources ou
chaque relation d’autorité, est modélisée par un réseau de Petri générique. Afin de
représenter les plans de mission et leurs évolutions, il faut pouvoir créer des graphes
de ressources en s’affranchissant de la création et la connexion des réseaux de Petri
sous-jacents. De plus, ces concepts devant être mis en œuvre sur une plate-forme ex-
périmentale, il est nécessaire de disposer d’un outil à même d’être connecté à cette
3. Par exemple, via un oculomètre.
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plate-forme et de jouer ces réseaux de Petri. Il n’existe pas de logiciel correspondant à
ces besoins particuliers, aussi avons-nous développé notre propre outil, MNMS4, basé
sur un éditeur de réseaux de Petri diffusé en OpenSource, Pipe5 - (Bonet et al., 2006).
Notre logiciel permet en particulier :
– le jeu des réseaux de Petri du graphe de ressources, synchronisés par fusion de
transitions et envoi d’événements ;
– l’insertion en ligne (pendant le jeu des réseaux de Petri) de nouveaux réseaux et
la suppression de réseaux, afin de mettre à jour le graphe de ressources ;
– la connexion par socket avec tout autre programme externe afin d’inclure le
graphe de ressources dans une plate-forme expérimentale, incluant notamment les
fonctions de suivi de situation, planification, interface utilisateur, etc.
– en conception, la manipulation directe des ressources et interfaces (création, ges-
tion des propriétés, connexions entre réseaux) sans devoir manipuler les réseaux de
Petri sous-jacents ;
– en conception, l’édition directe manuelle des réseaux de Petri pour créer des
réseaux génériques.
7.3. Expérimentations
L’expérience décrite en introduction est reprise (même plate-forme expérimentale,
même scénario), avec la mise en place du contrôleur de la dynamique du partage
de l’autorité. Rappelons que la première expérience nous avait permis d’établir la
validité du concept de conflit comme déclencheur d’une redistribution de l’autorité
entre l’agent humain et l’agent artificiel.
Cette deuxième expérience a été réalisée avec 12 sujets. Il s’agit de tester empiri-
quement un des moyens d’action du contrôleur de la dynamique de l’autorité pour res-
taurer la cohérence suite à détection de conflit, à savoir une interaction planifiée avec
l’opérateur. Sur les bases d’un modèle simplifié de la conscience de situation de l’opé-
rateur (son comportement oculaire), l’agent artificiel va résoudre le conflit d’autorité
(l’opérateur persévère dans l’examen des cibles tandis que le robot tente d’exécuter
son plan de retour à la base) en modifiant à la fois son propre comportement et celui
de l’opérateur : l’agent artificiel utilise une procédure d’interaction visant à modifier
l’information présentée à l’opérateur. La figure 13 présente le graphe de ressources
visant à la fois à faire rentrer le robot à la base tout en permettant à l’opérateur de
sortir de sa persévération et de comprendre le comportement du robot.
L’agent artificiel poursuit simultanément deux buts distincts WP-Base et
SA_Operator, ce qui explique que le graphe de ressources n’est pas connexe. Le sous-
graphe de ressources pour le but WP-Base suppose que SteeringWheel soit affectée
4. Multiple (Petri) Nets Management System.
5. Platform Independent Petri net Editor.
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Figure 13. Graphe de ressources correspondant à la résolution du conflit
à la tâche Navigation Robot, ce qui implique que le robot a préempté SteeringW-
heel à l’opérateur (il faut que {Preemptability/Access} ⊆ MASteeringWheel(r,h)). Le
deuxième but, SA_Operator, signifie que l’agent artificiel cherche à sortir l’opérateur
de sa persévération en l’informant du conflit (conflit de destruction sur Energy) et
du plan créé depuis pour résoudre ce conflit, afin de lui restaurer sa conscience de
situation. Ce graphe de ressources contient ainsi une tâche d’interaction SendSACoun-
terMeasure, il s’agit d’une contre-mesure cognitive (Dehais et al., 2003) portant sur
les informations de conflit Info :ConflictOnEnergy et de plan Info :NewPlanGoToWP-
Base, les données oculométriques ayant permis d’estimer qu’elles n’ont pas été per-
çues (voir figure 14). La contre-mesure cognitive consiste à retirer sur l’interface de
l’opérateur humain la vision panoramique sur laquelle il est focalisé (pour localiser la
cible) et à la remplacer pendant 4 secondes par un message « Panne batterie, le robot
rentre à la base ».
Le tableau 3 résume les résultats de cette seconde expérience. La première
colonne indique l’identifiant du participant, la deuxième la durée du conflit après
l’envoi de la contre-mesure et la troisième détaille si les trois alertes nécessaires à
la compréhension du conflit ont été regardées au moins une fois après l’envoi de la
contre-mesure. Par exemple, le participant Pouch a immédiatement perçu et compris
le conflit après l’envoi de la contre-mesure cognitive et celle-ci l’a conduit à porter
au moins une fois son regard sur le mode « supervisé », sur le synoptique indiquant
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Figure 14. Interface de contrôle du robot : l’opérateur humain est équipé d’un ocu-
lomètre qui permet de déterminer les directions du regard à partir de la position de la
croix rouge. Dans cet exemple, l’opérateur humain est focalisé sur le mode de pilotage
« manuel ».
Sujet Durée conflit (en s.) Alertes regardées
Pouch 0 supervisé, retour base, batterie
Gargu 26 supervisé, retour base, batterie
Lesc 0 supervisé, retour base, batterie
Berdo 0 supervisé, retour base, batterie
Thola 0 supervisé, retour base, batterie
Lasni 0 supervisé, retour base, batterie
Gabje 0 supervisé, retour base, batterie
Jacra 0 supervisé, retour base, batterie
Magma 0 supervisé, retour base, batterie
Rogma 50 supervisé, retour base, batterie
Treau 0 supervisé, retour base, batterie
Herma 0 supervisé, retour base, batterie
Tableau 3. Résultats de l’expérience avec contre-mesure décidée par le contrôleur
dynamique de l’autorité
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le retour base et sur l’état de la batterie. Le participant Gargu a perçu l’ensemble
des informations pertinentes mais il a mis 26 secondes avant de rendre la main
complètement au robot.
L’analyse des résultats montrent que ce principe d’interaction avec l’opérateur ini-
tiée par le contrôleur de la dynamique de l’autorité est efficace : 10 participants sur
12 ont immédiatement rendu la main au robot pour le laisser rentrer à la base. Les
deux autres participants, qui n’ont pas rendu immédiatement la main, ont déclaré avoir
perçu le conflit à l’aide de la contre-mesure mais ils ont décidé de rester proches des
cibles car ils estimaient disposer d’une marge de manœuvre suffisante avant que la
batterie ne se décharge totalement.
8. Conclusion
Dans le cadre de missions réalisées conjointement par un agent artificiel et un
agent humain, nous avons présenté dans cet article un contrôleur de la dynamique de
l’autorité, fondé sur un graphe de dépendances entre ressources contrôlables par les
deux agents, dont l’objectif est d’adapter le comportement de l’agent artificiel ou de
l’agent humain en cas de conflit d’autorité sur ces ressources.
Nous avons défini l’autorité relative de deux agents par rapport au contrôle d’une
ressource à travers les propriétés d’accès, de préemption, de garantie de contrôle. L’au-
torité d’un agent sur une ressource peut ainsi évoluer au cours de la mission, afin
d’ajuster son comportement à celui de l’autre agent.
De futures expérimentations devraient permettre d’étudier en particulier les cri-
tères justifiant le gain ou la perte d’autorité pour un agent sur une ou plusieurs res-
sources, ce que nous nommons méta-autorité. L’aspect expérimental sera primordial
car permettre à un agent artificiel de reprendre de l’autorité sur les ressources manipu-
lées par un opérateur humain soulève de nombreux problèmes : cohérence de l’agent
artificiel, maintien de la conscience de situation de l’opérateur, communication entre
agents, acceptation par l’opérateur. En ce sens, des solutions permettant d’influen-
cer les actions de l’opérateur sans le perturber (guidage « subliminal », actions sur sa
conscience de situation par l’envoi de contre-mesures, etc.) doivent être développées.
Les premières expérimentations montrent que cette approche a le potentiel de ré-
soudre des conflits d’autorité. D’autres expérimentations doivent être conduites afin
d’observer si l’agent artificiel est capable d’adapter son propre plan en cas de prise
d’autorité imprévue par l’opérateur, ou s’il est capable de prendre de l’autorité lorsque
l’opérateur n’agit pas ou disparaît (conduisant à une absence momentanée d’agent
contrôlant le système).
L’utilisation d’un graphe de ressources et la localisation du conflit au sein de ce
graphe fournit des informations pertinentes pour l’interaction, ce qui implique éga-
lement un travail à venir sur les interfaces opérateur. Enfin, des travaux pour amé-
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liorer la représentation que l’agent artificiel a de l’ « état » de l’opérateur (physiolo-
gie, conscience de situation, charge de travail) sont en cours, afin de permettre une
meilleure interaction.
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Annexe. Réseaux de Petri
Un réseau de Petri < 푃, 푇, 퐹,퐵 > (David et al., 2005) est un graphe biparti
avec 푃 , ensemble fini de places, 푇 , ensemble fini de transitions, les arcs orientés
représentant respectivement la fonction d’incidence avant 퐹 : 푃 × 푇 → ℕ et la
fonction d’incidence arrière 퐵 : 푃 × 푇 → ℕ. Un réseau de Petri synchronisé est tel
que le marquage 푀 : 푃 → ℕ représente les conditions vérifiées et des événements
sont associés aux transitions ; l’évolution des jetons dans le réseau suit les règles de
franchissement des transitions : une transition est franchissable si elle est validée (ses
places amont sont suffisamment marquées) et l’événement associé se produit.
Fusion de transitions (Christensen et al., 1994) : deux transitions peuvent être fu-
sionnées même si elles n’appartiennent pas au même réseau. Pour pouvoir être tirées,
il faut que simultanément les deux transitions soient validées par leur marquage res-
pectif ; elles sont alors tirées simultanément. Dans le cas où le marquage des réseaux
est coloré, les deux transitions doivent être validées par un marquage de la même
couleur.
Envoi d’événéments entre transitions : lorsqu’une transition 푡1 est tirée, elle peut
émettre à cet instant un événement 푒. Si une autre transition 푡2 est réceptrice de 푒,
et qu’elle est validée lorsque 푒 est envoyé, alors 푡2 est tirée à son tour. En tant que
réceptrice, 푡2 doit obligatoirement attendre l’envoi de l’événement 푒 pour être tirée.
Si aucune transition réceptrice n’est validée par son marquage lorsque 푒 est envoyé, 푒
disparaît et ne persiste pas. Un événement 푒 peut également être porteur de la couleur
du marquage validant la transition émettrice.
Les mécanismes de fusion de transition et d’envoi d’événements permettent de
synchroniser des réseaux a priori non connectés. Cependant, il est toujours possible
de mettre à plat ces réseaux et de se ramener à un seul et unique réseau correspondant
à ces différents réseaux connectés par fusions ou événements.
Réseaux colorés (Jensen et al., 2009) : il est possible d’associer une couleur aux
jetons d’un réseau de Petri, qui correspond à un type. Si un réseau est marqué par
des jetons de couleurs différentes, les couleurs n’interfèrent pas : le réseau coloré se
comporte comme autant de réseaux non colorés indépendants qu’il y a de couleurs sur
son marquage.
