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ABSTRACT 
In living systems, RNAs play important biological functions. The functional form of an RNA 
frequently requires a specific tertiary structure. The scaffold for this structure is provided by 
secondary structural elements that are hydrogen bonds within the molecule. Here, we concen-
trate on the inverse RNA folding problem. In this problem, an RNA secondary structure is 
given as a target structure and the goal is to design an RNA sequence that its structure is the 
same (or very similar) to the given target structure. Different heuristic search methods have 
been proposed for this problem. One common feature among these methods is to use a folding 
algorithm to evaluate the accuracy of the designed RNA sequence during the generation pro-
cess. The well known folding algorithms take O(n3) times where n is the length of the RNA 
sequence. In this paper, we introduce a new algorithm called GGI-Fold based on multi-
objective genetic algorithm and Gibbs sampling method for the inverse RNA folding prob-
lem. Our algorithm generates a sequence where its structure is the same or very similar to the 
given target structure. The key feature of our method is that it never uses any folding algo-
rithm to improve the quality of the generated sequences. We compare our algorithm with 
RNA-SSD for some biological test samples. In all test samples, our algorithm outperforms the 
RNA-SSD method for generating a sequence where its structure is more stable. 
 
Keywords: RNA structure, inverse RNA folding, genetic algorithm, Gibbs sampling 
 
 
1. INTRODUCTION 
RNAs perform a wide range of func-
tions in biological systems. The functional 
form of RNA, frequently requires a specific 
tertiary structure. The scaffold for this 
structure is provided by secondary structur-
al elements that are hydrogen bonds within 
the molecule. Therefore, the study and 
analysis of RNA secondary structures are 
critical to understand their functional roles 
inside the cell (Condon et al., 2004; Higgs, 
2000; Hofacker et al., 1994; Khan et al., 
2011; Shapiro, 1988; Zare-Mirakabad et al., 
2009). In this sense, it is of great interest to 
propose computational techniques for pre-
dicting RNA secondary structural features. 
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Most of the existing computational ap-
proaches are based on a thermodynamic 
model that minimizes the free energy value 
for each secondary structure (Zuker, 1994). 
In other words, the stable structure of RNA 
has Minimum Free Energy (MFE). 
One of the most important problem in 
RNA area is the inverse RNA folding. In 
this problem, a secondary structure of an 
RNA is given, and the goal is to find a 
proper sequence that folds into the given 
RNA secondary structure. The inverse 
RNA folding problem can be used to design 
the non-coding RNAs, which are involved 
in gene regulation, chromosome replication 
and RNA modification (Knight, 2003; 
Cech, 2004). Also the designed sequences 
are applicable to construct ribozymes and 
riboswitches, which may be used as drugs 
in therapeutic agents (Busch and Backofen, 
2006; Storz, 2002), or for building self-
assembling structures from small RNA 
molecules in nanobiotechnology (Aguirre-
Hernández et al., 2007). The inverse RNA 
folding can be considered as a multi-
objective optimization problem. In this 
problem, there are exponentially many se-
quences to be considered as the candidates 
for the solution (Condon et al., 2004; Has-
linger and Stadler, 1999; Ganjtabesh and 
Steyaert, 2011). Also, the inverse RNA 
folding is not an easy problem. It is proved 
that for a given Hidden Markov Model 
(HMM) and target path, the existence of a 
sequence with the target path as Viterbi 
path (most probable path) is an NP-
Complete problem (Schnall-Levin et al., 
2008). Therefore, it is not reasonable to find 
a global optimal solution by testing all can-
didate sequences and thus the heuristic 
search methods are used to address this 
problem (Hofacker et al., 1994; Aguirre-
Hernández et al.; 2007; Andronescu et al., 
2004; Busch and Backofen, 2006; Ivry et 
al., 2009; Gao et al., 2010; Avihoo et al., 
2011; Taneda, 2011, 2012). 
RNAinverse, available as a part of the 
Vienna RNA package, is an original ap-
proach to solve this problem (Hofacker et 
al., 1994). This algorithm uses a distance 
score to measure the distance between the 
structure of the designed sequence and the 
target structure. The goal of this algorithm 
is to minimize the distance score, as well as 
to maximize the probability of folding the 
designed sequence into the target structure. 
When this distance score becomes zero, the 
algorithm ends and the generated sequence 
is returned. The second algorithm called 
RNA-SSD (RNA Secondary Structure De-
signer) is developed by Andronescu et al. 
(2004). RNA-SSD tries to minimize the 
structural distance via recursive stochastic 
local search. Busch and Backofen (2006) 
proposed another algorithm based on dy-
namic programming and local search, 
called INFO-RNA. This algorithm consists 
of two steps. In the first step, it generates 
the initial sequences using dynamic pro-
gramming. In the second step, it uses a sto-
chastic local search method to improve the 
quality of the initial sequence. There is a 
recent algorithm for this problem based on 
image processing approach (Ivry et al., 
2009). This algorithm replaces the distance 
measure used by RNAinverse algorithm 
with a new image processing distance tech-
nique, and thus creates a new version of the 
algorithm for the inverse RNA folding 
problem. Genetic algorithm is also used to 
solve the inverse RNA folding problem, 
both for RNA secondary structure (Taneda, 
2011) and pseudoknotted structures 
(Taneda, 2012).  
It should be mentioned that the existing 
methods use a folding algorithm for evalu-
ating and improving the accuracy and the 
quality of the generated sequences. Em-
ploying any folding algorithm requires at 
least O(n3) time steps. Therefore, it slows 
the overall running time of all proposed 
methods. On the other hand, any algorithm 
that uses a specified folding method will be 
biased to that method. In this paper, we pre-
sent a new method to solve this problem 
without using any folding algorithm. Our 
new algorithm (GGI-Fold) is designed 
based on the multi-objective genetic algo-
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rithm and Gibbs sampling method. At first, 
GGI-Fold designs a sub-sequence for each 
sub-structure of the target structure based 
on genetic algorithm. Then all sub-
sequences are updated by Gibbs sampling 
method. Finally, the sub-sequences are as-
sembled to construct a sequence corre-
sponding to the target structure. In this ap-
proach, our main effort is to generate feasi-
ble sub-sequences corresponding to sub-
structures in such a way that the assembled 
RNA sequence hopefully folds into the tar-
get structure. The GGI-Fold algorithm is 
implemented and tested on some biological 
data and the obtained results are compared 
with RNA-SSD algorithm. 
The rest of this paper is organized as 
follows. In Section 2, some basic defini-
tions are presented. In Section 3 and Sec-
tion 4, a new method for the inverse RNA 
folding problem and some results are 
shown, respectively. Finally, the conclusion 
is presented in Section 5. 
 
2. BASIC DEFINITION 
An RNA molecule is composed of a 
long, usually single-stranded chain of nu-
cleotide units: Adenine (A), Cytosine (C), 
Guanine (G) and Uracil (U). Thus, an RNA 
sequence of length ℓ in 5′-3′ direction can be 
represented as R = r1r2...rℓ, where |R| = ℓ 
and ri ∈ {A, C, G, U} (1 ≤ i ≤ ℓ).  
The RNA secondary structure is formed 
by the creation of hydrogen bonds between 
Watson-Crick complementary bases (A−U 
and C−G) and sometimes between wobble 
base (G−U). In an RNA secondary struc-
ture, each base interacts with at most one 
other base, and form structures like stems 
and loops. Therefore, for an RNA second-
ary structure representation, we write (i, j) 
if the nucleotide with index i is paired with 
the nucleotide with index j (i < j). For an 
RNA sequence of length ℓ, its structure is 
represented by a set T of base pairs (i, j) 
where 1 ≤ i < j ≤ ℓ. Then for all (i1 , j1), (i2, 
j2) ∈	T, we have i1 = i2 if and only if j1 = j2 
(each base can take part in at most one base 
pairing). The set T is called pseudoknot-
free structure if for all (i1, j1), (i2, j2) ∈ T, 
they are either nested (i1 < i2 < j2 < j1) or dis-
joint (i1 < j1 < i2 < j2), as shown in Figure 1. 
A pseudoknot-free secondary structure 
can be described as a string of balanced pa-
rentheses. In this representation, each two 
paired bases ri and rj, where (i, j) ∈	 T, is 
represented by ’(’ and ’)’, respectively. Al-
so, each unpaired base is represented by ’.’. 
As mentioned, each RNA secondary struc-
ture is composed of stems and loops. A 
consecutive of base pairs is defined as a 
stem, and each consecutive of unpaired 
base is defined as a kind of loop. There are 
five different kinds of loops as follows: 
hairpin loop, bulge loop, internal loop, mul- 
 
 
 
Figure 1: Schematic representation of stem and different kinds of loops in a RNA secondary structure 
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tiloop, and external loop. Each stem is rep-
resented by S and hairpin, bulge, internal, 
multi, and external loops are represented by 
H, B, I , M, and E, respectively. So, the giv-
en RNA secondary structure can be repre-
sented by its components list C = (c1, c2, ..., 
cn).For each i (1 ≤ i ≤ n) in this description, 
ci = (S, s1, e1, s2, e2) represents a stem, start-
ed from position s1 and ended in position e1 
and the paired positions started from s2 and 
ended in e2. Also, ci = (L, s, e), where L ∈ 
{H, B, I , M, E}, represents a kind of loop, 
started from position s and ended in posi-
tion e. For example, RNA secondary struc-
ture in Figure 1 is decomposed into its 
components as follows: 
C = ((E, 1, 4), (S, 4, 9, 76, 71), (M, 10, 11), 
(S, 12, 14, 29, 27), (B, 15, 16), (S, 17, 
19, 26, 24), (H, 20, 23), (M, 30, 30), (S, 
31, 34, 56, 53), (I , 35, 37), (S, 38, 40, 
50, 48), (H, 41, 47), (I , 51, 52), (M, 57, 
58), (S, 59, 61, 69, 67), (H, 62, 66), (M, 
70, 70), (E, 77, 80)). 
Based on the above discussion, the in-
verse RNA folding problem can be de-
scribed as follows: an RNA secondary 
structure is given as an input (target struc-
ture) and the goal is to find an RNA se-
quence R = r1r2...rℓ, such that its secondary 
structure is the same (or very similar) to the 
given target structure. 
 
3. MATERIALS AND METHODS 
In this section, we first explain how the 
real RNA dataset is reconstructed and then 
we present the details of our proposed 
methods. 
 
3.1 Real RNA dataset 
In order to compare the results of our 
proposed algorithm with the results of the 
other existing algorithms, we employ the 
same dataset of RNA sequences as present-
ed in Andronescu et al. (2004). This dataset 
contains 24 sequences of ribosomal RNA 
sequences (rRNAs) obtained from the RNA 
family database (Rfam). The Rfam (Grif-
fiths-Jones et al., 2003) is a collection of 
RNA families, primarily RNAs with a con-
served RNA secondary structure. The 
names, descriptions, and lengths of these 
sequences are presented in Table 1. 
To determine the structures correspond-
ing to the RNA sequences, we employ the 
RNAfold program (available as a part of 
Vienna RNA package). This program is 
implemented based on the Zuker’s algo-
rithm (Zuker, 1994). To measure the quality 
of the generated results, the RNAdistance 
(from Vienna RNA package) is used to 
compute the structural distance between the 
target and generated structures. 
 
3.2 A new method for inverse RNA folding 
problem 
As mentioned, the goal of the inverse 
RNA folding problem is to design a se-
quence for the given target structure. In 
Figure 2, the schematic representation of 
the inverse RNA folding problem is shown. 
In this section, we present a new algorithm 
based on multi-objective genetic algorithm 
and Gibbs sampling method for solving the 
inverse RNA folding problem. As it is men-
tioned, T is the given RNA secondary struc-
ture and C = (c1, c2, ..., cn) denotes the list 
of components appeared in T. 
Let Z = (z1, z2, ..., zn) denotes the list of 
sub-sequences, where zi is a sub-sequence 
corresponding to the component ci. Let also 
Zj denotes the prefix of Z of length j, i.e. Zj 
= (z1, z2, ..., zj) (Z0 is an empty list). The 
main steps of our algorithm (GGI-Fold) are 
illustrated as follows: 
1. The list C is decreasingly ordered by the 
length of its components. 
2. For each k, 1 ≤ k ≤ n, call genetic algo-
rithm MOGA (see section 3.2.1) with pa-
rameters ck and Zk−1. MOGA makes a 
sub-sequence zk according to the compo-
nent ck and the generated sub-sequences 
in Zk−1. 
3. The list Z is updated by Gibbs sampling 
method (see section 3.2.2). 
4. All the generated sub-sequences in Z are 
assembled to make a sequence corre-
sponding to the target structure T. 
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Table 1: The details of employed ribosomal RNA sequences 
ID Description Length(nt) 
Z83250 Rhizobiaceae group bacterium NR64 260 
L11935 Bacterial sp.from marine plankton 264 
LIU92530 Leptospira interrogans strain 94-7997013 289 
U84629 Unidentified marine eubacterium 299 
AF107506 Anabaena uncultured bacterium SY2-21 337 
AF106618 Ochrobactrum sp.BL200-8 350 
AJ011149 uncultured eubacterium 3-25 376 
S70838 Prevotella ruminicola M384 389 
U63350 Unidentified crenarchaeote 418 
AF141485 Uncultured eubacterium clone CRE-FL72 473 
U81771 Unidentified eubacterium clone vadin IA59 491 
AJ130779 Stenotrophomonas isolate P-26-14 506 
AF096836 Nitrobacter sp.Nb4 646 
X61771 Wolbachia pipientis 659 
AJ236455 Uncultured archaeon ST1-4 751 
AJ132572 Bradyrhizobium isolate 283A 780 
AB015827 Spirochaeta sp. clone Hs33 856 
D38777 Sulfolobus acidocaldarius 858 
AF029195 Unidentified methanogen ARC21 1053 
X81949 Planctomyces brasiliensis DSM 5305 1200 
AJ133622 Uncultured archaeon KTK 9A 1296 
AF056938 Methanococcus fervens 1398 
X99676 Pseudomonassp.Y1000 1442 
L77117 Methanococcus jannaschii (bases 157984-159459) 2375 
 
 
 
Since the longer sub-sequences are 
more important than the shorter ones, as 
well as they need more efforts to calculate 
their fitness values, so we first consider 
them. In the first step of the algorithm, the 
list C is decreasingly ordered based on the 
length of the components. In the second 
step of the algorithm, MOGA is performed 
on all components (from the longest to the 
shortest) to produce sub-sequences for each 
component. MOGA algorithm generates a 
sub-sequence for the current component 
based on the features of this component and 
all the previously generated sub-sequences 
for the longer components. However, we 
are not sure this ordering of the components 
to generate the sub-sequences is suitable 
enough. So, in the third step of the algo-
rithm, all sub-sequences are updated by 
Gibbs sampling method, i.e. first a sub-
sequence like zk is randomly removed from 
the list Z and then the algorithm MOGA is 
performed (with parameters Z and ck) to 
find a sub-sequence for ck. This method 
raises the dependency not only between 
small and large components, but also 
among all of them. Finally, when the algo-
rithm cannot produce better sub-sequence, 
these sub-sequences are assembled to make 
an RNA sequence for the given structure T. 
The details of the genetic algorithm 
MOGA (Step 2), Gibbs sampling method 
(Step3), and the process of assembling the 
generated sub-sequences (Step 4) are dis-
cussed in the following subsections. 
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Figure 2: Schematic representation of the inverse RNA folding problem 
 
3.2.1 Generating the RNA sub-sequences by 
genetic algorithm 
Genetic algorithm is a heuristic search 
method that mimics the process of natural 
evolution. This heuristic is used routinely to 
generate useful solutions to optimization 
and search problems. Genetic algorithms 
belong to the larger class of evolutionary 
algorithms, which generate solutions to op-
timization problems using techniques in-
spired by natural evolution, such as inher-
itance, mutation, selection, and crossover 
(Goldberg, 1989). 
In this section, our multi-objective ge-
netic algorithm, MOGA, is introduced to 
design a sub-sequence for each component 
in the target structure. This algorithm pre-
vents miss-hybridization as well as keeping 
the uniform chemical characteristics in the 
generated sub-sequences. Suppose that the 
component ck and the list Zk−1 are given to 
MOGA as inputs. In the population, each 
individual is an RNA sequence of length ℓk, 
where ℓk is the length of the component ck. 
Algorithm MOGA takes the component ck 
and the list Zk−1and generates the best sub-
sequence (based on the fitness function) for 
the kth component with respect to the sub-
sequences currently available in Zk−1, and 
the new generated sub-sequence is added to 
Zk−1 to produce the list Zk. The stopping 
condition is considered as a maximum 
number of regenerating the populations. We 
use the conventional genetic operations 
such as roulette wheel selection, one-cut-
point crossover, and single-point mutation 
(Goldberg, 1989). 
Our genetic algorithm employs a multi-
objective fitness function to evaluate the 
available solutions in the current popula-
tion. The fitness function is the summation 
of five different measures. Four of these 
measures are introduced by Shin et al. 
(2005) as follows: 
1. fAU_content is a partial fitness function for 
counting the amount of A or U nucleo-
tides in the sequence, which can be used 
to control the percentage of A/U or C/G 
in the designed sequences. 
2. fSimilarity is a partial fitness function for 
preventing undesired hybridization by 
keeping the sequences as unique as pos-
sible in order to improve the accuracy of 
the generated sequences. 
3. fContinuity is a partial fitness function for 
preventing occurrence of same bases con-
tinuously in a sequence in order to 
achieve the biologically relevance se-
quences. 
4. fHybridization is a partial fitness function for 
preventing the potential hybridization in 
a loop. This can be done in a similar 
manner as fSimilarity, where a sub-sequence 
is checked against the reverse comple-
ment of the other sub-sequences. 
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The last part of the multi-objective fit-
ness function is the minimum free energy 
(fMFE), which is the most important one in 
our genetic algorithm (Hofacker et al., 
1994). To consider these five different 
functions as a fitness function, we first 
scale them into the range of [0,1] and then 
totally add them up. Since each part of the 
multi-objective fitness function has its own 
importance, therefore a weight is assigned 
to each of them. The values of these 
weights are obtained experimentally. There-
fore, the fitness function is calculated as 
follows: 
Fitness= w1 × fAU_content+ w2 × fSimilarity + 
w3 × fContinuity +w4 × fHybridization + 
w5 × fM F E, 
where wis are the weights of each part in the 
fitness function. Note that the best fitness 
value is zero; therefore the genetic algo-
rithm tries to minimize the fitness function. 
3.2.2 Gibbs sampling method 
In addition to the processing of compo-
nents in decreasing order of their length, the 
Gibbs sampling method let us to process a 
random ordering for making sub-sequences. 
At first, the sub-sequences in the list Z are 
assembled to make a sequence R. In the 
second step, one of the generated sub-
sequences, say zk , is randomly eliminated 
from the list Z to obtain a new list Z′. Then, 
MOGA is performed with inputs ck and Z′ 
to generate a new sub-sequence z′k corre-
sponding to the component ck and add it to 
Z′. Then the new list Z′ is assembled to pro-
duce a new sequence R′. Later, the mini-
mum free energies of the sequences R and 
R′ over the target structure are computed. If 
the minimum free energy of R′ is less than 
R, then, the list Z is replaced by the new list 
Z′. This process is repeated for 2 × n times, 
where n is the number of components. In 
this way, the quality of the generated sub-
sequences is improved since each sub-
sequence has a chance to be improved with 
respect to the other sub-sequences. 
3.2.3 Assembling the sub-sequences 
As mentioned, the sub-sequences corre-
sponding to the components are generated 
by our genetic algorithm. Then, the quality 
of them is improved by Gibbs sampling 
method. To obtain the final result, these 
sub-sequences are simply assembled in the 
corresponding position of each component. 
This process is illustrated in Figure 3. 
 
Figure 3: Assemble the generated sub-sequences in order to produce the result 
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4. RESULTS 
The GGI-Fold algorithm is implement-
ed in C #.Net framework 3.5. We perform 
GGI-Fold on real RNA sequences taken 
from the RNA family database. The results 
of GGI-Fold algorithm over these sequenc-
es are compared to the results of RNA-SSD 
(Andronescu et al., 2004) as indicated in 
Table 2. As it is mentioned, the RNAdis-
tance (available as a part of Vienna RNA 
package) is used to compute the structural 
distance between the target structure and 
the generated results. 
Table 2 has six columns. The first one, 
indicates the names of the RNAs which are 
extracted from Andronescu et al. (2004). 
The second one, shows the length of these 
RNAs. The third one, represents the aver-
age structural distance between the target 
structure and the structures corresponding 
to the generated sequences. The fourth one, 
specifies the average free energies of the 
structures corresponding to the generated 
sequences. The fifth and sixth columns are 
the same as third and fourth columns for 
RNA-SSD, respectively. These averages 
are taken from 10 different executions of 
both algorithms. Since the RNA-SSD web 
server does not accept sequences of length 
greater than 500 bases, so the correspond-
ing rows for these sequences are left blank 
in Table 2. The comparison of the structural 
distance shows that our multi-objective ge-
netic algorithm produces six samples better 
than RNA-SSD. Also the comparison of the 
minimum free energy shows that the struc-
tures of the designed sequences by GGI-
Fold are more stable than those generated 
by RNA-SSD. The improved results are 
indicated as bold case in Table 2 for both 
methods 
 
 
Table 2: The comparison of the results generated by GGI-Fold and RNA-SSD 
RNA  Length 
Distance MFE Distance MFE 
(GGI-Fold) (GGI-Fold) (RNA-SSD) (RNA-SSD) 
L11935 264 32.6 −127.11  0  −90.25 
LIU92530 289 37.6  −139.46  39.4 −96.62 
U84629 299 24.2  −121.21  49.4 −85.13 
Z83250 310 19  −140.29  43.8 −101.498 
AF107506 337 27.4  −143.43  114.2 −135.802 
AF106618 350 24.6 −165.75  0  −115.79 
AJ011149 376 51.4  −157.371  77.2 −118.774 
S70838 389 32 −192.04  0  −137.88 
U63350 418 21.2 −227.68  4.2  −163.38 
AF141485 473 73.4  −210.076  153.2 −146.95 
U81771 491 65.6 −244.54  12.6  −163.43 
AJ130779 506 52.4 −216.062  − − 
AF096836 646 93.2 −340.1 − − 
X61771 659 42 −342.916  − − 
AB015827 736 92 −403.64  − − 
AJ236455 751 44.8 −379.32  − − 
AJ132572 780 71.6 −386.444  − − 
D38777 858 88 −436.02  − − 
AF029195 1053 83.2 −573.792  − − 
X81949 1200 111.6 −594.768  − − 
AJ133622 1296 165.6 −687.708  − − 
AF056938 1398 104 −763.84  − − 
X99676 1442 144.4 −721.628  − − 
L77117 2375 172 −1284.193  − − 
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5. CONCLUSIONS 
The inverse RNA folding problem is 
considered in this paper as a multi-objective 
optimization problem. We used genetic al-
gorithm and Gibbs sampling method to ad-
dress this problem. We employed the genet-
ic algorithm in an unusual way: instead of 
considering a population of chromosomes, 
each for a whole sequence, we break down 
the structure into some components and use 
the genetic algorithm for generating a good 
sub-sequence for each component. In this 
way, the generated sub-sequences are far 
from each other as much as possible. Also, 
instead of using the structural distance as a 
single measurement, we have employed 
five different measures to obtain the more 
reliable results. It should be mentioned that 
no folding algorithm has been employed to 
evaluate the accuracy of the generated se-
quences. As mentioned by Aguirre-Hernán-
dez et al. (2007), interactions between RNA 
molecules are of substantial biological in-
terest, and the RNA inverse algorithms can 
be extend to the design of duplexes of in-
teracting RNAs (Alkan et al., 2006; Mon-
taseri et al., 2011). The GGI-Fold algorithm 
can be extend easily for designing pairs of 
RNA strands that interact together. 
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