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block has equal diagonal entries and equal off-diagonal entries. The
result is applied to the study of the spectra of the usual graph ma-
trices by partitioning the vertex set of the graph according to the
neighborhood equivalence relation. The concept of a reduced graph
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n is treated. A recent conjecture posed by Tam, Fan and Zhou on
graphs thatmaximize the signless Laplacian spectral radius over all
(not necessarily connected) graphs with given numbers of vertices
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1. Introduction
In [32] in the study of graphs that maximize the signless Laplacian spectral radius over connected
graphswith given numbers of vertices and edges the concept of the neighborhood equivalence relation
of a graph was employed. It was proved that every optimal graph is a (degree) maximal graph. It was
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also pointed out that one can associate with the signless Laplacian of a maximal graph certain square
nonnegative matrix of smaller order and with the same spectral radius, and the same idea can be
adapted to graphs in general (see [32, the paragraph following Lemma 5.6]). In this paper, we pursue
this line of thoughts.
The ideawehave inmind is to look at the signless Laplacian (or other graphmatrix) as a blockmatrix
(with rowsand columns indexedbyvertices of the graph) partitionedwith respect to theneighborhood
equivalence relation of the graph. (Wewill give the relevant deﬁnitions later.) It is readily checked that
the signless Laplacian, treated as a partitionedmatrix in this manner, is a block-stochastic matrix with
the property that each off-diagonal block has equal entries and each diagonal block has equal diagonal
entries and equal off-diagonal entries. So a square nonnegative matrix usually of smaller order and
with the same spectral radius can be formed from the constant row sums of the individual blocks. We
found that it is possible to express the signless Laplacian spectrum as the union of the spectrum of the
smaller nonnegative matrix (which we will refer to as a reduced graph matrix) and certain multi-set
which depends only on the sizes of neighborhood equivalence classes other than singletons and the
common degrees for vertices belonging to these neighborhood equivalence classes.
Searching over books on graph spectra [4,5,6,16], we found that ideas similar to a reduced graph
matrix have appeared in the literature, in the context of front divisors or quotient matrices. However,
in these cases the corresponding partitioned matrix is a general block-stochastic matrix, which is
not exactly what we need. We have also found two papers by Haynsworth, namely [22,23] about the
spectra of partitioned matrices. The ﬁrst paper was often quoted by books or papers on graph spectra,
but not the second. Moreover, the results of Haynsworth are not quoted in their strongest form. In fact,
Haynsworth’s work can be traced further back to an earlier paper by Goddard and Schneider [17] and
it appears that the latter paper has been neglected. We have also noted that a result in Haynsworth’s
paper suits our purpose, but we are able to derive the result in a simpler way.
The purpose of this paper is to clarify the relationship between some existing results about the
spectra of partitionedmatrices and also to lay the groundwork for a uniﬁed treatment of various graph
spectra by using neighborhood equivalence relation and the concept of a reduced graph matrix.
This paper is organized as follows. In Section 2, we review some necessary deﬁnitions and results
that we will need. In particular, we introduce the concept of a reduced graph matrix.
In Section 3we beginwith a result which gives equivalent conditions for the existence of amatrix X
of rank r such thatAX = XB, whereA, B are given squarematrices, not necessarily of the same size. Then
we re-derive some old results about spectra of partitionedmatrices due to Goddard and Schneider [17]
and Haynsworth [22,23].
In Section4weﬁrst prove a result on the spectrumof a block-stochasticmatrix that has theproperty
that each off-diagonal block has equal entries and each diagonal block has equal diagonal entries and
equal off-diagonal entries. Thenweapply the result toderive a characterizationof the spectra of various
graphmatrices in terms of the spectra of the corresponding reduced graphmatrices and certainmulti-
sets which depend on the cardinalities of the neighborhood equivalence classes and the common
degrees for vertices belonging to a neighborhood equivalence class.
In Section 5 we apply the results of Section 4 to deal with the question of when n − 2 is the second
largest signless Laplacian eigenvalue of a connected graph of order n.
In Section 6, we prove that for every positive integer m 4, a graph with m edges maximizes the
signless Laplacian spectral radius over all graphs with m edges if and only if the graph is K1,m or the
union of K1,m with a null graph. Thenwe use the result to refute a recent conjecture posed by Tam et al.
[32] on graphs thatmaximize the signless Laplacian spectral radius over all (not necessarily connected)
graphs with given numbers of vertices and edges.
In thepreviouspaper [32] thenotationC(n1, . . . , nr) is introduced todenoteamaximal graphwhose
neighborhood equivalence classes, arranged in strict ascending order with respect to an induced total
order, have cardinalities n1, . . . , nr . This provides a vantage point to deal with maximal graphs. In
Section 7, from this viewpoint we give several different proofs for the characterization of the Laplacian
spectrumof amaximal graph (or threshold graph). Ourwork provides a transparentway to understand
whymaximal graphs (also, threshold graphs) are completely determined by their Laplacian spectrum.
We also give examples which show that maximal graphs (also, threshold graphs) are not determined
by their signless Laplacian spectrum.
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It is known that every graph thatmaximizes the signless Laplacian or adjacency spectral radius over
all connected graphs (respectively, all graphs) with given numbers of vertices and edges is a maximal
(respectively, threshold) graph. In Section 8,we extend the result to the case ofmaximizing the spectral
radius of a matrix of the form αA(G) + βD(G) + δJ + γ I, where α,β , δ, γ are given nonnegative real
numbers, α being positive. With hindsights we are able to offer a proof shorter than the known proofs
for the corresponding results on the signless Laplacian or adjacency matrix.
A primitive version of this work was reported by the second-named author in the 15th ILAS con-
ference held in Cancun in June 2008 in a talk with title “Maximizing spectral radius of unoriented
Laplacian matrix". It was intended that this paper be published before the paper [3,33], as the latter
two papers rely on a result of this paper (namely, Corollary 4.4). However, for some uncontrollable
reasons, the completion of this work has been delayed, but in the meantime we have also obtained
more complete, sharper results with better proofs. (We also want to point out that in the title heading
of [3] the ﬁrst name of the ﬁrst-named author of this paper was erroneously put as Ting-Jung.)
The adjacencymatrix and the Laplacian are twowell studied graphmatrices. At the timewhen this
work began, we were aware of only a few publications on the signless Laplacian. Now we know that
within a few years more than sixty papers have been published on this topic (see [7,8,9,10,11]).
Our recent work ([32,3,33] together with the present paper) can demonstrate the usefulness of the
concept ofmaximal graphs/threshold graphs in the study of graph spectra. Closely related to threshold
graphs are the Ferrers digraphs (see [26, Chapter 2]).We expect these graphs can be useful in the study
of the spectra of digraphs and leave it for future study.
2. Preliminaries
We denote the n × n identity matrix and the m × n matrix of all 1’s by In and Jm,n, respectively.
We write Jn,n simply as Jn. The vector all 1’s in R
k is denoted by e(k). Sometimes we also use J and e to
denote, respectively, a matrix and a vector of all 1’s. For every positive integer r, the set {1, . . . , r} is
denoted by 〈r〉.
We treat the spectrum of a matrix A as a multi-set and denote it by σ(A), the repetition number of
each element being equal to its algebraic multiplicity as an eigenvalue of A.
By a graph we mean a simple graph, i.e., one without multiple edges nor loops.
Let G be a graph of order n with vertices v1, . . . , vn and edge set E = E(G) = {e1, . . . , em}. The
adjacencymatrix ofG is the n × nmatrix A(G) = (aij) given by: aij equals 1 if vertices vi, vj are adjacent
and equals 0 otherwise. The diagonal matrix of vertex degrees of G is the n × n diagonal matrix
D(G) whose ith diagonal entry is the degree of the vertex vi. The matrix L(G) = D(G) − A(G) is the
well-known Laplacian matrix associated with G. The signless Laplacian of G is the matrix Q(G) =
D(G) + A(G).
For a vertex u ofGwedenote byNG(u) (or simplyN(u)when there is no danger of confusion) the set
of neighbors of u in G, i.e., NG(u) := {v ∈ V(G) : uv ∈ E(G)}. The set {u} ∪ NG(u) is called the closed
neighborhood of u.
We deﬁne relations G and ∼G on V(G) by
u
G
 v if and only if N(u)\{v} ⊇ N(v)\{u},
and
u ∼G v if and only if N(u)\{v} = N(v)\{u}.
It is straightforward to verify (see, for instance [32]) that the relation G is a pre-order, i.e., G is
reﬂexive and transitive, and ∼G is an equivalence relation. In the literature, the pre-order G on V(G)
is called the vicinal pre-order of G (see [26]) and the relation∼G is called the neighborhood equivalence
relation (see [2]) onG. The equivalence classes for∼G will be referred to as theneighborhood equivalence
classes ofG. From the deﬁnition it is clear that each neighborhood equivalence class is either a clique or
a stable set. Moreover, for any two distinct neighborhood equivalence classes U,W , either each vertex
of U is adjacent to every vertex ofW or there is no edge between vertices of U and vertices ofW .
Vertices with the same neighborhood are called duplicate vertices, whereas vertices with the same
closed neighborhoods are called co-duplicate vertices. It is clear that two vertices are duplicate
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(respectively, co-duplicate) if and only if they belong to the same neighborhood equivalence class
which is a stable set (respectively, a clique).
Note that a graph is completely determined (up to isomorphism) if the cardinalities of its neighbor-
hood equivalence classes are speciﬁed andwe can tellwhether a class is a clique or a stable set, and also
whether there exists an edge between a pair of distinct equivalence classes. To capture the relevant
information of a graph G we introduce the concept of the reduced adjacency matrix of G as follows:
Let V1, . . . , Vr be the neighborhood equivalence classes of G. For i, j ∈ 〈r〉, let γij equal 1 if there
is at least one edge between a vertex of Vi and a vertex of Vj and equal 0, otherwise. By the reduced
adjacency matrix of G we mean the r × r matrix B(G) = [bij] given by: bii equals γii(ni − 1) and bij
equals γijnj for i /= j.
It is clear that the reduced adjacency matrix determines a graph completely (up to isomorphism),
except for its isolated vertices.
Vertices belonging to the same neighborhood equivalence class share a common degree. Now let δi
be the commondegree shared by vertices belonging to Vi (i ∈ 〈r〉), and let(G) denote the r × r diag-
onalmatrix diag(δ1, . . . , δr).We call the r × rmatrix(G) − B(G) and(G) + B(G), respectively, the
reduced Laplacianand the reduced signless LaplacianofG andabbreviate themas ( − B)(G)and ( +
B)(G), respectively. We also use the term reduced graph matrixwith the obvious meaning. When there
is no danger of confusion, we write B, and  + B for B(G),(G) and ( + B)(G), respectively. The
terms reduced Laplacian spectrum, reduced signless Laplacian, etc. are usedwith the obviousmeaning.
In a sense, the reduced graph matrix is not a new concept. The reduced adjacency matrix B(G) can
be considered as the adjacencymatrix of amulti-digraph, which is usually referred to as a front divisor
of G (see [4, Chapter 4]), or as the quotient of G over certain partition of the vertex set, which in this
case is the partition by the neighborhood equivalence relation (see [16, Section 9.3]).
Let A = [Aij]t×t be a t × t block matrix with ni × nj blocks Aij . If each block of A has constant row
sum, then A is said to be block-stochastic (with respect to the partition). In books on graph spectra,
the corresponding concept is the equitable (or, regular) partition of the vertex set of a graph (see [16,
Section 9.3]).
Note that each of the graph matrices A(G), L(G), Q(G), when partitioned according to the neigh-
borhood equivalence relation, is not only a block-stochastic matrix but also has the property that each
off-diagonal block has equal entries and each diagonal block has equal diagonal entries and equal
off-diagonal entries.
We also need the concepts of a threshold graph and a maximal graph.
A graphG = (V, E) is called a threshold graph if there exist nonnegative real numberswv, v ∈ V (the
vertex-weights) and a real number t (the threshold) such that for any subset U of V , U is a stable set if
and only if
∑
v∈U wv  t.
Following Merris [27], we call a graph (degree) maximal if it is connected and its degree sequence
is not majorized by that of other connected graph.
It can be shown that a connected graph is maximal if and only if it is threshold; a threshold graph
that is not connected must be the (disjoint) union of a maximal graph and a null (i.e., edgeless) graph.
There are many known equivalent conditions for a graph G to be threshold (see [15] or [26]). One
equivalent condition is that the vicinal pre-order of G is total.
Threshold graphs have a beautiful structure and possess many important mathematical properties
such as being the extreme cases of certain graph properties. Their use in the study of graph spectra,
however, is relatively recent.
In [32] the symbol C(n1, . . . , nr) is introduced to denote a maximal graph with r neighborhood
equivalence classes V1, . . . , Vr , arranged in strict ascending orderwith respect to the total partial order
on the quotient set V(G)/ ∼G induced by the vicinal pre-order of the graph, such that the cardinality
of Vi is ni for i = 1, . . . , r. Here n1, . . . , nr can be any positive integers except that we require n	 r2
  2.
(A fuller discussion can be found in [32, Section 3 and Section 4].)
For themaximal graph C(n1, . . . , nr), there are edge(s) between Vi and Vj if and only if i + j r + 1;
in particular, Vi is a clique if and only if i
⌈
r+1
2
⌉
. Moreover, Vr is composed of the dominating vertices,
i.e., vertices that are adjacent to every other vertex of the graph. The δi’s can be expressed in terms of
the ni’s in the following way:
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δi =
⎧⎨⎩
∑r
j=r+1−i nj for 1 i
⌊
r
2
⌋
∑r
j=r+1−i nj − 1 for
⌊
r
2
⌋
< i r
. (2.1)
Conversely, we have
ni = δr+1−i − δr−i for i = 1, . . . , r, i /=
⌈
r
2
⌉
and n	 r2
 = δ⌈ r+12 ⌉ − δ r2 + 1, (2.2)
where δ0 is taken to be 0.
We also adopt the convention that the empty sum is taken to be 0 and the empty product is taken
to be 1. (Thus we have
∑−1
j=0 nj = 0 and
∏−1
j=0 nj = 1.)
For vertex-disjoint graphsG, H,weuseG ∪ H todenote their (disjoint)union. For suchpair of graphs,
their join, G ∨ H, is the graph obtained from G ∪ H by joining each vertex of G to every vertex of H.
If G is a graph on n vertices, we denote by Gc the complement of G (in the complete graph Kn). So
a null graph of order n can be written as Kcn . For convenience, we use K0 or K
c
0 to stand for the empty
graph (i.e., one without vertices or edges) and adopt the convention G ∪ K0 = G and G ∨ K0 = G.
The following known result is fundamental to this topic (see [7, Theorem 6.3 and Theorem 6.3′] or
[32, Theorem 5.4]).
Lemma 2.1. Every graph thatmaximizes the signless Laplacian spectral radius over all graphs (respectively,
connected graphs) with given numbers of vertices and edges is a threshold graph (respectively, maximal
graph).
3. A revisit of some classical results on partitioned matrices
The following result is well-known and is useful in the study of matrix equations (see, for instance
[25, pp. 270]): for square matrices A, B, not necessarily of the same size, there exists a nonzero matrix
X such that AX = XB if and only if A and B have a common eigenvalue.
It is natural to ask when there is a matrix X of rank r that satisﬁes AX = XB. If A and B are both
n × n and r = n, then the answer is clear: A and B are similar. So one may expect to ﬁnd an answer
that determines the relation between A and B up to similarity. Here is the answer:
Theorem 3.1. Let A, B be, respectively, n × n and m × m complex matrices. Let r be a positive integer. The
following conditions are equivalent:
(a) There exists an n × mmatrix X of rank r such that AX = XB.
(b) There exist nonsingular matrices P, Q of size n × n and m × m, respectively, such that
P−1AP =
[
E ∗
0 C
]
, Q−1BQ =
[
E 0
∗ D
]
,
where E is r × r.
(c) There exist nonsingular matrices P, Q of size n × n and m × m, respectively, such that
P−1AP =
[
E ∗
0 C
]
, Q−1BQ =
[
E ∗
0 D
]
,
where E is r × r.
If, in addition, A and B are both diagonalizable, then the following is another equivalent condition:
(d) A and B have at least r common eigenvalues (counting multiplicities).
Proof. (a)⇒(b): Since rankX = r, there exist nonsingular matrices P, Q such that
P−1XQ =
[
Ir 0
0 0
]
.
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Partition P−1AP, Q−1BQ as 2 × 2 blockmatrices such that their (1, 1)-blocks are both squarematrices
of order r:
P−1AP =
[
A˜11 A˜12
A˜21 A˜22
]
, Q−1BQ =
[
B˜11 B˜12
B˜21 B˜22
]
.
Then by equating the (2, 1)-block and the (1, 2)-block of the two sides of the relation (P−1AP)
(P−1XQ) = (P−1XQ)(Q−1BQ), we obtain A˜21 = 0 and B˜12 = 0. So the matrices P−1AP and Q−1BQ
are of the desired form.
(b)⇒ (a): Take X = P
[
Ir 0
0 0
]
Q−1.
(b)⇔(c): This is clear as every square matrix is similar to its transpose.
(b)⇒(d): By condition (b), A and B share at least r common eigenvalues, namely, those of E.
Now assume in addition that A and B are diagonalizable.
(d)⇒(b): Clearly we can ﬁnd nonsingular matrices P, Q such that P−1AP and Q−1BQ are both
diagonal matrices with the leading r × r principal submatrix equal to E, where E is a diagonal matrix
whose diagonal entries are r common eigenvalues of A and B. 
Note that, without an additional assumption, the implication (d)⇒(b) in Theorem 3.1 does not
hold. For instance, the matrices In and the elementary Jordan block Jn(1) have n common eigenvalues,
but there does not exist a nonsingular matrix X satisfying AX = XB.
The implication (a)⇒(b) in Theorem 3.1 is implicit in the proof of Goddard and Schneider [17,
Theorem 1]. Haynsworth [23] referred to the implication as a theorem of Goddard and Schneider.
Actually, Goddard and Schneider proved the following:
Let A, B be n × n and m × m matrices (with entries from a ﬁeld F) that satisfy AX = XB for some
matrix X of rank r. For any polynomial f (x, y) in two non-commutative indeterminates x and y, and
anym × nmatrix K , we have
det(xIn − f (A, XK)) = θ(x)p(x) and det(xI − f (B, KX)) = θ(x)q(x),
where θ(x), p(x), q(x) are polynomials of degree r, n − r, m − r, respectively, and p(x), q(x) are
independent of K and are therefore factors of the characteristic polynomial of f (A, 0) and f (B, 0),
respectively.
By choosing different f (x, y) they recovered various known results. The above-mentioned theorem
of Goddard and Schneider is just the special case when f (x, y) = x.
As a matter of fact, it is possible to deduce the theorem of Goddard and Schneider from a related
result on linear mappings, and there is also a formulation of Theorem 3.1 in the setting of linear
mappings.
At that time Haynsworth published two papers on partitioned matrices. Her work was inspired by
that of Goddard and Schneider [17]. The following is one of the main results in Ref. [22], the other
paper of Haynsworth’s.
Theorem 3.2 [22, Theorem 1]. Let A = [Aij]1 i,j t be a t × t block matrix with ni × nj blocks Aij
(1 i, j t). Suppose the blocks Aij satisfy the equation
AijXj = XiBij,
where Bij is a square matrix of order r, 0 < r  ni with strict inequality for at least one value of i, and Xi
is an ni × r matrix with a nonsingular matrix of order r, X(i)1 , in the ﬁrst r rows. Let the submatrix of Xi
formed by its last ni − r rows be X(i)2 , and let
Aij =
[
A
(ij)
11 A
(ij)
12
A
(ij)
21 A
(ij)
22
]
,
where A
(ij)
11 is r × r. Then A is similar to the 2 × 2-block matrix
[
B D
0 C
]
, where B is the t × t block
matrix [Bij]t×t , C is the t × t block matrix [Cij] with blocks Cij of size (ni − r) × (nj − r) and given by:
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Cij = A(ij)22 − X(i)2 (X(i)1 )−1A(ij)12 (and does not exist if either ni or nj = r), and D is the t × t block matrix
[Dij]t×t with Dij = (X(1)i )−1A(ij)12 (and does not exist if nj = r). Thus the roots of A are the roots of the
smaller matrices B and C.
By setting t = 1 in Theorem 3.2 we obtain the following result, which can be regarded as a sup-
plement of (a special case of) the theorem of Goddard and Schneider. We include a proof, which takes
only one line.
Theorem 3.3. Let A, B be, respectively, n × n and r × r matrices. Suppose that there exists an n × r matrix
X of rank r such that AX = XB. Assume that X =
[
X1
X2
]
, where X1 is nonsingular. Partition A into a 2 × 2
block matrix [Aij]1 i,j 2 such that its (1, 1)-block is r × r. Then there exists a nonsingular matrix P such
that
P−1AP =
[
B X
−1
1 A12
0 A22 − X2X−11 A12
]
;
hence σ(A) = σ(B) ∪ σ(A22 − X2X−11 A12).
Proof. The result follows from straightforward calculation by taking P =
[
X1 0
X2 In−r
]
. 
Wesingleout theabove special caseof Theorem3.2because it is in a simpler formandalsobecause it
is, in fact, “equivalent" to the theorem itself. Besides, wewould like to draw attention to the connection
between Theorem 3.1 and Theorem 3.2. Next, we are going to derive Theorem 3.2 from Theorem 3.3.
Thus, we have a simpler alternative proof for Theorem 3.2.
Proof of Theorem 3.2. The given conditions on the blocks Aij, Bij can be combined and rewritten as:⎡⎢⎢⎣
A11 · · · A1t
...
...
...
At1 · · · Att
⎤⎥⎥⎦
⎡⎢⎢⎣
X1
. . .
Xt
⎤⎥⎥⎦ =
⎡⎢⎢⎣
X1
. . .
Xt
⎤⎥⎥⎦
⎡⎢⎢⎣
B11 · · · B1t
...
...
...
Bt1 · · · Btt
⎤⎥⎥⎦ .
Let PT be the permutation matrix such that
PT
⎡⎢⎢⎣
X1
. . .
Xt
⎤⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
X
(1)
1
. . .
X
(t)
1
X
(1)
2
. . .
X
(t)
2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Note that PTAP can be partitioned as a 2 × 2 blockmatrix
[
A˜11 A˜12
A˜21 A˜22
]
, where A˜rs (r, s = 1, 2), in turn,
is the t × t block matrix [A(ij)rs ]1 i,j t . Write
Y1 =
⎡⎢⎢⎢⎣
X
(1)
1
. . .
X
(t)
1
⎤⎥⎥⎥⎦ and Y2 =
⎡⎢⎢⎢⎣
X
(1)
2
. . .
X
(t)
2
⎤⎥⎥⎥⎦ .
Then we have
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(PTAP)
[
Y1
Y2
]
=
[
Y1
Y2
]
B,
where PTAP is (n1 + · · · + nt) × (n1 + · · · + nt),
[
Y1
Y2
]
is a (n1 + · · · + nt) × rtmatrix of rank rt such
that the submatrix formed by its ﬁrst rt rows is nonsingular, and moreover B is rt × rt. By applying
Theorem 3.3 to PTAP we ﬁnd that A is similar to a 2 × 2 block matrix of the form
[
B Y
−1
1 A˜12
0 C
]
,
where C = A˜22 − Y2Y−11 A˜12. It is clear that C can be partitioned as a t × t block matrix [Cij]1 i,j t
with Cij = A(ij)22 − X(i)2 (X(i)1 )−1A(ij)12 . 
Suppose A = [Aij]1 i,j t is a block-stochastic matrix. Let bij denote the constant row sum of the
block Aij . Then Aije
(nj) = bije(ni) = e(ni)[bij]1×1 for all i, j. If we take Xi = e(ni) for i = 1, . . . , t and
B = [Bij]t×t with Bij = [bij]1×1 for 1 i, j t, then the hypothesis of Theorem 3.2 is met and we can
apply the theorem to obtain the following useful result on a block-stochastic matrix:
Theorem 3.4. Let A = [Aij]1 i,j t be a t × t block matrix with ni × nj blocks Aij (1 i, j t), where
ni  1 for each i, with strict inequality for at least one value of i. Suppose that A is block-stochastic. Let bij
denote the constant row sum of the block Aij and let B be the t × t matrix [bij]. Also let C = [Cij]t×t be
given by Cij = [a(ij)hk − a(ij)1k ](ni−1)×(nj−1), (h = 2, . . . , ni, k = 2, . . . , nj) (and does not exist if either ni or
nj is 1). Then σ(A) = σ(B) ∪ σ(C).
Note that in the above theorem C is virtually an s × s block matrix, where s is the number of i’s
such that ni  2.
In the study of graph spectra the above theorem is usually applied to a graph G whose vertex set
admits an equitable partition, that is,V(G) can be partitioned into (non-empty) subsets C1, . . . , Cs such
that the number of neighbors in Cj of a vertex u in Ci is a constant bij . In this case, the multi-digraph
H with adjacency matrix B is called a front divisor of G, or brieﬂy, a divisor of G. (See, for instance [5,
Section 2.4] or [16, Section 9.3].) By the above result, the characteristic polynomial of a divisor divides
the characteristic polynomial of the graph (equivalently, the spectrum of a divisor is included in the
spectrum of the graph). The latter assertion is usually attributed to Haynsworth [22] and Petersdorf
and Sachs [29]. As one can see from the preceding discussion, Haysworth’s result describes completely
whatσ(A) is, not just the inclusionσ(B) ⊆ σ(A). Haynsworth’s other paper [23] is usually not quoted,
nor is the paper [17]. Apparently, due to constraint in the referencing style of the journal, the paper
[17] was not mentioned in Ref. [22], and as a result people have overlooked [17].
We would like to point out that the papers [17,22,23] are rich sources for useful results on ma-
trices. In particular, some classical results of Brauer, and of Perfect on stochastic matrices and of
Williamson on partitionedmatrices are generalized.We refer the interested reader to these papers for
the detail.
To conclude this brief survey of results on partitionedmatrices, wewould like tomention the work
ofHaemers [18,19] on interlacing eigenvalues and graphs. In terms of the concept of tight interlacing he
has found a sufﬁcient condition for a partition of a Hermitianmatrix to be equitable, and the sufﬁcient
condition, in turn, is handy for proving various kinds of graph regularity (see [19] or [16]).
4. A result on partitioned matrices with applications to graph spectra
Our work in this paper and also those in Refs. [3,33] rely on the following result on a special
kind of block-stochastic matrices. As far as the spectrum of the matrix is concerned — which is
what we need so far for applications, the result follows from Theorem 3.4. We hope the result in
full strength can be of future use.We give a direct self-contained proof viamatrix blockmultiplication.
It is also possible to offer an alternative proof in a geometric way, from the view point of a linear
mapping.
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Theorem 4.1. Let A = [Aij]1 i,j r be a r × r partitioned complex matrix of order n with ni × nj blocks
Aij, i, j = 1, . . . , r, such that A is block-stochastic with respect to the partition. Suppose, in addition, that
each off-diagonal block of A has equal entries and each diagonal block has equal diagonal entries and equal
off-diagonal entries. Let bij denote the constant row sum of the block Aij and let B denote the r × r matrix[bij]. Let I = {i ∈ 〈r〉 : ni > 1}. Also, let αi,βi denote, respectively, the common diagonal entry and the
common off-diagonal entry of the block Aii. Then A is unitarily similar to
⊕
i∈I
(αi − βi)Ini−1 ⊕
⎛⎜⎜⎝
√
n1
. . . √
nr
⎞⎟⎟⎠ B
⎛⎜⎜⎝
√
n1
. . . √
nr
⎞⎟⎟⎠
−1
;
hence σ(A) = σ(B) ∪ {(αi − βi)(ni−1): i ∈ I}, where the exponents indicate multiplicities. Moreover, A
is diagonalizable if and only if B is diagonalizable.
Proof. Suppose |I| = s. By permuting the row blocks and column blocks of A simultaneously, if nec-
essary, we may assume that I = 〈s〉. Let P = [p1 p2 · · · pr],
where
p1 =
⎡⎢⎢⎢⎢⎣
e(n1)
0
...
0
⎤⎥⎥⎥⎥⎦ , p2 =
⎡⎢⎢⎢⎢⎣
0
e(n2)
...
0
⎤⎥⎥⎥⎥⎦ , · · · , pr =
⎡⎢⎢⎢⎢⎣
0
0
...
e(nr)
⎤⎥⎥⎥⎥⎦ ∈ Cn.
Since
Api =
⎡⎢⎢⎢⎢⎣
b1ie
(n1)
b2ie
(n2)
...
brie
(nr)
⎤⎥⎥⎥⎥⎦ = b1ip1 + b2ip2 + · · · + bripr
for i = 1, . . . , r, we have AP = PB.
For every i ∈ I and j ∈ {2, . . . , ni}, let q(i)j denote the vector in Cn with 1 as its
(∑i−1
t=1 nt + 1
)
th
component, −1 as its
(∑i−1
t=1 nt + j
)
th component and 0 elsewhere. Also let Q = [Q1 · · · Qs],
where Qi =
[
q
(i)
2 · · · q(i)ni
]
for i = 1, . . . , s. Then Aq(i)j = (αi − βi)q(i)j and we have AQ = QD,
where D = (α1 − β1)In1−1 ⊕ · · · ⊕ (αs − βs)Ins−1. Now let R =
[
P Q
]
. It is readily checked that R
is nonsingular. Moreover, we have
AR = A [P Q ] = [PB QD] = [P Q ] [B 0
0 D
]
= R
[
B 0
0 D
]
,
and so A = R
[
B 0
0 D
]
R−1. Note that R has orthogonal columns. Let U = RE−1, where E is the n × n
diagonal matrix diag
(√
n1, . . . ,
√
nr ,
√
2, . . . ,
√
2
)
. Then U is a unitary matrix and we have
A = U
⎛⎜⎜⎝
⎛⎜⎜⎝
√
n1
. . . √
nr
⎞⎟⎟⎠ B
⎛⎜⎜⎝
√
n1
. . . √
nr
⎞⎟⎟⎠
−1
⊕⊕
i∈I
(αi − βi)Ini−1
⎞⎟⎟⎠U−1.
So A is unitarily similar to the given matrix. The last assertion follows from the known result that if C
is the direct sum of A1 and A2 then C is diagonalizable if and only if A1 and A2 are both diagonalizable.
(See, for instance [24, Lemma 1.3.10].) 
For a partitionedmatrix A that satisﬁes the hypotheses of Theorem 4.1, if we apply Theorem 3.4 we
readily obtain σ(A) = σ(B) ∪ σ(C), where C = ⊕ri=1(αi − βi)Ini−1. So, as far as the spectrum of A
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is concerned, Theorem 4.1 is not better. It gives more information when the Jordan form of A is being
considered. We illustrate this by an example.
Example 4.2. Consider the following matrices:
A1 =
⎡⎢⎢⎣
0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0
⎤⎥⎥⎦ , A2 =
⎡⎢⎢⎣
1 −1 2 −1
1 −1 1 0
1 0 0 0
0 1 0 0
⎤⎥⎥⎦ and A3 =
⎡⎢⎢⎣
2 −2 2 −1
2 −2 1 0
1 0 0 0
0 1 0 0
⎤⎥⎥⎦ .
If we apply Theorem 3.4 to A1, A2, A3, respectively, we ﬁnd that in each case we have B = C =[
0 1
1 0
]
. So A1, A2, A3 have the same spectrum. However, the Jordan forms of A1, A2, A3 are differ-
ent; they are, respectively, J1(1) ⊕ J1(1) ⊕ J1(−1) ⊕ J1(−1)⊕, J2(1) ⊕ J1(−1) ⊕ J1(−1) and J2(1) ⊕
J2(−1).
Nowwe are going to apply Theorem 4.1 to study the spectra of various graphmatrices by partition-
ing them into block matrices according to the neighborhood equivalence relation of the graph. The
graph matrices we consider include: the adjacency matrix, the Laplacian, the signless Laplacian, the
Seidelmatrix, the normalized adjacencymatrix, the normalized Laplacian and the normalized signless
Laplacian.
The normalized adjacencymatrix, the normalized Laplacian and the normalized signless Laplacian
of a graph G are, respectively, denoted and deﬁned by:
Â(G) = D(G)− 12 A(G)D(G)− 12 , L̂(G) = D(G)− 12 L(G)D(G)− 12
and
Q̂(G) = D(G)− 12Q(G)D(G)− 12 ,
with the convention (D(G)− 12 )vv = 0 for d(v) = 0. So the vth row and column of Q̂(G) are both zero
if d(v) = 0, and the equality Q̂(G) = I + Â(G) holds only if G has no isolated vertices.
Indeed, we ﬁrst obtain a result on a graph matrix of the general form αA(G) + βD(G) + δJ + γ I
(which, for convenience, is often written as (αA + βD + δJ + γ I)(G)), or D(G)− 12 (A(G) + βD(G) +
δJ + γ I)D(G)− 12 , where α,β , δ, γ are real scalars. So the result covers the graph matrices mentioned
above, as well as what some people call the generalized adjacency matrix, i.e., matrix of the form
αA(G) + βJ + γ I with α,β , γ ∈ R and α /= 0.
Theorem 4.3. Let G be a graph of order n. Let V1, . . . , Vr be the neighborhood equivalence classes of G.
For each i = 1, . . . , r, denote by ni the cardinality of Vi and by δi the common degree for the vertices in
Vi. Let I1 = {i ∈ 〈r〉 : ni > 1 and Vi is a stable set} and I2 = {i ∈ 〈r〉 : ni > 1 and Vi is a clique}. Let
(G) denote the diagonal matrix diag(δ1, . . . , δr) and let B(G) = (bij) be the r × r matrix deﬁned by: for
i /= j, bij equals nj if there is an edge between Vi and Vj and equals 0, otherwise; bii equals ni − 1 if i ∈ I2
and equals 0, otherwise. Also, let N(G) =
⎡⎢⎢⎣
n1 · · · nr
... · · · ...
n1 · · · nr
⎤⎥⎥⎦
r×r
. Then for any real numbers α,β , δ, γ ,
(αB + β + δN + γ Ir)(G) and
(
− 12 (αB + β + δN + γ Ir)− 12
)
(G) are each diagonally similar
to a real symmetric matrix and we have
σ ((αA + βD + δJn + γ In)(G))
= {(βδi + γ )(ni−1) : i ∈ I1} ∪ {(βδi + γ − α)(ni−1) : i ∈ I2}
∪ σ((αB + β + δN + γ Ir)(G))
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and
σ((D−
1
2 (αA + βD + δJn + γ In)D− 12 )(G))
= {(β + γ d−1i )(ni−1) : i ∈ I1} ∪ {−αδ−1i + β + γ d−1i : i ∈ I2}
∪ σ
((
−
1
2 (αB + β + δN + γ Ir)− 12
)
(G)
)
.
If α > 0,β , δ, γ  0, then
ρ((αA + βD + δJn + γ In)(G)) = ρ((αB + β + δN + γ Ir)(G)), and
ρ
((
D−
1
2 (αA + βD + δJn + γ In)D− 12
)
(G)
)
=ρ
((
−
1
2 (αB + β + δN + γ Ir)− 12
)
(G)
)
.
Proof. As can be readily checked, under the diagonal similarity
X →
⎛⎜⎜⎝
√
n1
. . . √
nr
⎞⎟⎟⎠ X
⎛⎜⎜⎝
√
n1
. . . √
nr
⎞⎟⎟⎠
−1
,
the matrices N(G) and B(G) go, respectively, to the real symmetric matrices[√
ninj
]
1 i,j r
and
([√
ninj
]
1 i,j r
− Ir
)
◦ R,
where S ◦ T denotes theHadamard product (i.e., entrywise product) of S and T and R is the r × r (0, 1)-
matrix whose (i, j)-entry equals 1 if i = j and Vi is a clique or i /= j and there are edges between Vi and
Vj , and equals 0 if i = j and Vi is a stable set or i /= j and there is no edge between Vi and Vj . So it is clear
that the matrices αB(G) + β(G) + δN(G) + γ Ir and − 12 (αB(G) + β(G) + δN(G) + γ Ir)− 12
are each diagonally similar to a real symmetric matrix.
In below we give the proof for the assertions concerning the spectrum and the spectral radius
only for the matrix (αA + βD + δJ + γ I)(G), as the argument for the matrix
(
D− 12 (αA + βD + δJ
+γ I)D− 12
)
(G) is similar.
For convenience, denote thematrix (αA + βD + δJ + γ I)(G) byA.We index the rows and columns
of A by the vertices of G. By a permutation of the vertices, if necessary, we may assume that the
ﬁrst n1 rows of A are indexed by vertices from V1, the next n2 rows by vertices from V2, the (n1 +
n2 + 1)th to (n1 + n2 + n3) rows are indexed by vertices from V3, and so forth. Accordingly we
may treat A as an r × r partitioned matrix [Aij] such that Aij is equal to the submatrix of A with
rows indexed by Vi and columns indexed by Vj . As each of the matrices A(G), D(G), Jn and In, par-
titioned as block matrices in the same way as A has the property that each off-diagonal block of
A has equal entries and each diagonal block has equal diagonal entries and equal off-diagonal en-
tries, A also has the same property. By Theorem 4.1, the spectrum of A is equal to the union of the
multi-set {(βδi + γ )(ni−1) : i ∈ I1} ∪ {(βδi + γ − α)(ni−1) : i ∈ I2} and the spectrum of the r × r
matrix B, whose (i, j) entry is equal to the constant row sum of the block Aij . As the correspond-
ing r × r matrices for A(G), D(G), Jn and In are, respectively, B(G),(G), N(G) and Ir , B is equal to
αB(G) + β(G) + δN(G) + γ Ir . So the assertion for the spectrum of αA(G) + βD(G) + δJn + γ In
follows.
To prove the last part, we may assume that the graph G is connected. Then the digraph associ-
ated with the matrix A(= αA(G) + βD(G) + δJn + γ In) is strongly connected and the same is also
true for the matrix B(= αB(G) + β(G) + δN + γ Ir). So B is an irreducible nonnegative matrix. Let
(ξ1, . . . , ξr)
T denote the Perron vector of B. According to the proof of Theorem 4.1, we have the relation
AP = PB (where P is as deﬁned in that proof), which implies that
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x =
⎛⎜⎜⎝
ξ1e
(n1)
...
ξre
(nr)
⎞⎟⎟⎠
is an eigenvector of A corresponding to ρ(B). But x is a positive vector, it follows that x must be the
Perron vector of A and we have ρ(A) = ρ(B), as desired. 
Note that the above theorem does not cover the generalized Laplacian of G, which is deﬁned as a
symmetric matrix Q = (quv) for which quv < 0 when u and v are adjacent vertices and quv = 0 when
u and v are distinct and not adjacent (see [16, pp. 296]). However, if the generalized Laplacian Q is
compatiblewith theneighborhoodequivalence relationofG, i.e.,quu dependsonlyon theneighborhood
equivalenceclass containinguand foru /= v,quv dependsonlyon theneighborhoodequivalenceclasses
containing u and v, respectively, then it is clear that Theorem 4.3 can be applied to Q . We leave it to
the reader to write out the solution for this case.
An immediate consequence of Theorem 4.3 is the following:
Corollary 4.4. In the notation of Theorem 4.3, we have:
(i) The matrices B(G), ( ± B)(G),
(
− 12 B− 12
)
(G),
(
− 12 ( ± B)− 12
)
(G) are each diagonally
similar to a real symmetric matrix.
(ii) σ (A(G)) = σ(B(G)) ∪
{
0
(∑
i∈I1 (ni−1)
)
,−1
(∑
i∈I2 (ni−1)
)}
.
(iii) σ (L(G)) = σ(( − B)(G)) ∪ {δ(ni−1)i : i ∈ I1} ∪ {(δi + 1)(ni−1) : i ∈ I2}.
(iv) σ (Q(G)) = σ(( + B)(G)) ∪ {δ(ni−1)i : i ∈ I1} ∪ {(δi − 1)(ni−1) : i ∈ I2}.
(v) σ (̂A(G)) = σ
((
− 12 B− 12
)
(G)
)
∪
{
0
(∑
i∈I1 (ni−1)
)}
∪
{(
− 1
δi
)(ni−1) : i ∈ I2}, with the conven-
tion (−1)ii = 0 for δi = 0.
(vi) σ (̂L(G)) = σ
((
− 12 ( − B)− 12
)
(G)
)
∪
{
1
(∑
i∈I1 (ni−1)
)}
∪
{(
1 + 1
δi
)(ni−1) : i ∈ I2} .
(vii) σ (Q̂(G)) = σ
((
− 12 ( + B)− 12
)
(G)
)
∪
{
1
(∑
i∈I1 (ni−1)
)}
∪
{
(1 − 1
δi
)(ni−1) : i ∈ I2
}
.
(viii) ρ(A(G))=ρ(B(G)), ρ(Q(G))=ρ(( + B)(G)), ρ(̂A(G))=ρ
((
− 12 B− 12
)
(G)
)
, and ρ(Q̂(G))
= ρ
((
− 12 ( + B)− 12
)
(G)
)
.
Note that, in general, the common degree for vertices belonging to different neighborhood equiv-
alence classes may be the same — but this cannot happen if the graph is a maximal graph. So to ﬁnd
the actual multiplicity of an eigenvalue we need to sum up the contributions from different parts.
Part (viii) of Corollary 4.4 can also be deduced from its earlier parts. For example, the relation
ρ(A(G)) = ρ(B(G)) follows frompart (ii) and the fact thatρ(A(G)) is an eigenvalue of A(G), according
to the Perron–Frobenius theory for nonnegativematrices. Sincewe always haveρ(Q(G)) dmax(G) +
1, the relation ρ(Q(G)) = ρ(( + B)(G)) follows from part (iv).
Part (viii) of Corollary 4.4 cannot be extended to cover the Laplacian and the normalized Laplacian
spectral radii. As a counter-example, consider G = Kn. By Corollary 4.4(iii) σ(L(Kn)) = {n(n−1)} ∪
σ(( − B)(Kn)). Now ( − B)(Kn) = [0]1×1, so ρ(L(Kn)) /= ρ(( − B)(Kn)). Similarly, we can also
show that ρ(̂L(Kn)) /= ρ
((
− 12 ( − B)− 12
)
(Kn)
)
.
Note that the reduced Laplacian ( − B)(G) and the reduced signless Laplacian ( + B)(G) are,
in fact, diagonally similar to positive semideﬁnite matrices. This follows from Corollary 4.4(i), (iii),
(iv) and the fact that L(G) and Q(G), being positive semideﬁnite, have nonnegative eigenvalues. (That
these two reduced graphmatrices have nonnegative eigenvalues also follows from the Geršgorin circle
theorem, as they have nonnegative diagonal entries and are diagonally dominant.)
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We illustrate the use of Corollary 4.4 by two examples, which will be needed in later parts of this
paper.
Example 4.5. Consider the generalized cocktail party graph GCP(n, k), that is the graph obtained from
the complete graph Kn by the deletion of k independent edges (0 k
⌊
n
2
⌋
). In this case, the graph
has k + 1 neighborhood equivalence classes V1, . . . , Vk+1 such that V1, . . . , Vk are stable sets, each
of size two, and Vk+1 is a clique of size n − 2k, and there are edges between every pair of distinct
neighborhood equivalence classes. [The case when n = 2k has to be treated separately. For then we
have k neighborhood equivalence classes.] By Corollary 4.4 we have
σ(Q(GCP(n, k))) = {(n − 2)(n−k−1)} ∪ σ(( + B)(GCP(n, k))).
Now ( + B)(GCP(n, k)) is the (k + 1) × (k + 1) matrix Q given by qii = n − 2 for i = 1, . . . , k,
qk+1,k+1 = 2n − 2k − 2, qij = 2 for i /= j, j = 1, . . . , k andqi,k+1 = n − 2k for i = 1, . . . , k. As thema-
trix Q is block-stochastic with respect to the partition N1 = {1, . . . , k} and N2 = {k + 1}, by Corollary
4.4 we have
σ(Q) = {(n − 4)(k−1)} ∪ σ
([
n + 2k − 4 n − 2k
2k 2n − 2k − 2
])
.
So we obtain
σ(Q(GCP(n, k))) = {(n − 2)(n−k−1), (n − 4)(k−1),α1,α2},
where α1,α2 are eigenvalues of the 2 × 2 matrix
[
n + 2k − 4 n − 2k
2k 2n − 2k − 2
]
, both different from
n − 2 and n − 4, the larger one being the largest signless Laplacian eigenavalue of GCP(n, k).
The above argument does not cover the case n = 2k. By a similar argument, we also obtain
σ(Q(GCP(2k, k))) = {4k − 4, (2k − 2)(k), (2k − 4)(k−1)}.
Example 4.6. For k = 1, . . . , n − 2, let Gk denote the graph obtained from Kn by deleting k edges all
incident with the same vertex. Then Gk has three neighborhood equivalence classes and by Corollary
4.4 we have
σ(Gk) = {(n − 3)(k−1), (n − 2)(n−k−2)} ∪ σ
⎛⎝⎡⎣n − k − 1 0 n − k − 10 n + k − 3 n − k − 1
1 k 2n − k − 3
⎤⎦⎞⎠ .
It is readily shown that n − 2 is a simple eigenvalue of the latter 3 × 3matrix. So n − 2 is an eigenvalue
of Gk with multiplicity n − k − 1.
Immediate corollaries of theCorollary 4.4 are the following two results ﬁrst proposed as conjectures
and then conﬁrmed in the same paper [8, Conjectures 28 and 29]:
Corollary 4.7. If a graph G has k duplicate vertices (k > 1), with neighborhood of size d, then d is a signless
Laplaican eigenvalue of G with multiplicity at least k − 1.
Corollary 4.8. If a graph G has k co-duplicate vertices (k > 1), with closed neighborhood of size d, then
d − 2 is a signless Laplacian eigenvalue with multiplicity at least k − 1.
There is an error in the original conjecture: it is asserted that d − 1 is an eigenvalue instead of
d − 2.
We give a proof for Corollary 4.8: It is readily seen that the given k co-duplicate vertices belong to
a common neighborhood equivalence class which is a clique of size at least k and the common degree
for vertices in that class is d − 1 — as the size of the closed neighborhood of u is equal to dG(u) + 1.
So by Corollary 4.4(iv) d − 2 is a signless Laplacian eigenvalue of G with multiplicity at least k − 1.
For the Laplacian eigenvalue, the counterpart of Corollary 4.7 has appeared in Ref. [12, Lemma 3.1].
Further related results can also be found in Ref. [13].
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5. The second largest signless Laplacian eigenvalue
In view of Corollary 4.4(viii), to study the signless Laplacian spectral radius ρ(Q(G)) it sufﬁces to
look at the reduced signless Laplacian spectrum σ(( + B)(G)). But to study the other eigenvalues
of Q(G), for instance, its second largest eigenvalue, we need to consider also the eigenvalues coming
from the multi-set{
δ
(ni−1)
i : i ∈ I1} ∪ {(δi − 1)(ni−1) : i ∈ I2
}
.
(The same can be said for the other graph matrices.)
In this section we are going to apply the results of Section 4 to deal with the second largest signless
Laplacian eigenvalue of a connected graph. We follow the usual notation and arrange the signless
Laplacian eigenvalues of a graph G of order n in nonincreasing order: q1(G) q2(G) · · · qn(G).
We will need the following observation in our argument:
Lemma 5.1. Let G be a graph of order n. Let H be a graph obtained from G by deleting some edges. Then
qi(G) qi(H) for i = 1 . . . , n.
Proof. Let H′ denote the graph whose vertices are the same as those for G and whose edges are those
which are deleted from G in order to obtain H. It is readily seen that Q(G) = Q(H) + Q(H′). Since the
signless Laplacian of a graph is always a positive semideﬁnite matrix, by the monotonicity theorem
(see, for instance [24, Corollary 4.3.3] our result follows). 
Wenote, in passing, that the above lemma is still valid if signless Laplacian is replaced by Laplacian,
as the Laplacian of a graph is also positive semideﬁnite.
The following refuted conjecture appears in Ref. [8, Conjecture 30], the complete graph Kn being a
counter-example:
Conjecture. If G is a connected graph of order n 4 with at least two dominating vertices, then q2 =
dmax(G) − 1 = n − 2 with multiplicity at most 	n/2
 − 2, where q2 is the second largest signless
Laplacian eigenvalue of G.
In related to the above conjecture, we would like to point out that, for each j = 1, . . . , n − 2, we
can ﬁnd a graph G of order n such that n − 2 is a signless Laplacian eigenvalue with multiplicity j. Just
take the graph Gk , which has been considered in Example 4.6, with k = n − j − 1. Next, we are going
to give further observations concerning n − 2 as a signless Laplacian eigenvalue.
Let G be a graph of order n, different from Kn. Then G can be obtained from Kn by deleting some
edges. Since σ(Q(Kn)) = {2n − 2, (n − 2)(n−1)}, by Lemma 5.1 we have q2(G) n − 2. If n − 2 is a
signless Laplacian eigenvalue ofG, thennecessarilyn − 2 = q1(G) or q2(G). The former happenswhen
G is an n−2
2
-regular graph (with n even); for instance, when G = C6. We are going to consider the case
when n − 2 = q2(G).
For a connected graph G of order n, according to Corollaries 4.7 and 4.8, if G has a pair of duplicate
vertices with common degree n − 2 or a pair of co-duplicate vertices with common degree n − 1
then n − 2 must be a signless Laplacian eigenvalue of G. We contend that in this case necessarily
n − 2 = q2(G). Since the graph G is connected, q1(G) must be a simple signless Laplacian eigenvalue
of G. In view of Corollary 4.4(viii), q1(G)must be an eigenvalue of the reduced signless Laplacian of G.
It follows that n − 2 /= q1(G) and hence we have q2(G) = n − 2. Note, however, that the converse is
not true. That is, if n − 2 = q2(G), n − 2 need not arise from duplicate or co-duplicate vertices of G.
To see this, consider the graph Gn−2 considered in Example 4.6.
Concerning the multiplicity of n − 2 as a signless Laplacian eigenvalue, we have the following
positive result:
Theorem 5.2. If G is a connected graph of order n 3, different fromKn, and if n − 2 is a signless Laplacian
eigenvalue, then the multiplicity of n − 2 is at most n − 2 with equality if and only if G = C(2, n − 2) or
n = 4 and G = C4.
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Proof. Since C(2, n − 2) = GCP(n, 1), by Example 4.5, n − 2 equals q2(C(2, n − 2)) and hasmultiplic-
ity n − 2. Similarly, since C4 = GCP(4, 2) by the last part of the same example we have σ(Q(C4)) =
{4, 2(2), 0}; so the equality also holds when n = 4 and G = C4. This establishes the “if" part of the
equality case.
It remains to show that if G is different from C(2, n − 2) (and also different from C4 in case n = 4),
then themultiplicity of n − 2 is less than n − 2. In this case, G is obtained from C(2, n − 2) by deleting
some edges. In view of Lemma 5.1, it sufﬁces to establish the assertion for the case when G is obtained
from C(2, n − 2) by deleting one edge, or equivalently, it is obtained from Kn by deleting two edges.
The two deleted edges may be adjacent or non-adjacent. If the two deleted edges are non-adjacent,
then G = GCP(n, 2) (and since G /= C4 for n = 4) by Example 4.5 n − 2 is an eigenvalue ofmultiplicity
n − 3. If the two deleted edges are adjacent, then G is the graph G2 as deﬁned in Example 4.6, and by
that example the multiplicity of n − 2 is also n − 3. 
We would like to add that the graph Gn−2, which we have encountered in the discussion before
Theorem 5.2, can also be obtained from Kn−1 by adding a pendant edge. It is a kite, usually denoted by
Kin,n−1. Itwasconjectured that foraconnectedgraphGofordern 7,wehaveq2(G) − dmin(G) n − 3
with equality if and only if G = Kin,n−1 (see [8, Conjecture 15] or [1, Conjecture 37]). The conjecture
has been conﬁrmed by Das [14]. We would like to give a proof for this conjecture, using our method.
As noted before, we always have q2(G) q2(Kn) = n − 2. Since G is connected, δ  1; so the in-
equality q2 − δ  n − 3 is obvious. When the equality holds necessarily δ = 1. If G /= Kin,n−1, then
G must be obtained from Kin,n−1 by deleting some edges. In view of Lemma 5.1, it sufﬁces to show
that if G is obtained from Kin,n−1 by deleting one edge, then q2(G) < n − 2. There are two cases
to be considered, depending on whether the deleted edge is adjacent to the unique pendant edge
of the graph. If the deleted edge is not adjacent to the pendant edge, then G is the maximal graph
C(1, 2, n − 4, 1). By Corollary 4.4 we have
σ(Q(C(1, 2, n − 4, 1))) =
{
(n − 3)(n−4)
}
∪ σ(( + B)(C(1, 2, n − 4, 1))).
Now
( + B)(C(1, 2, n − 4, 1)) =
⎡⎢⎢⎣
1 0 0 1
0 n − 3 n − 4 1
0 2 2n − 7 1
1 2 n − 4 n − 1
⎤⎥⎥⎦ ,
and one can readily check that n − 2 is not an eigenvalue of the latter 4 × 4matrix. So q2(G) < n − 2.
If the deleted edge is adjacent to the pendant edge, then we obtain
σ(Q(G)) =
{
(n − 3)(n−4)
}
∪ σ
⎛⎜⎜⎝
⎡⎢⎢⎣
1 0 0 1
0 n − 3 n − 3 0
0 1 2n − 6 1
1 0 n − 3 n − 2
⎤⎥⎥⎦
⎞⎟⎟⎠ ,
and as n − 2 /∈ σ
⎛⎜⎜⎝
⎡⎢⎢⎣
1 0 0 1
0 n − 3 n − 3 0
0 1 2n − 6 1
1 0 n − 3 n − 2
⎤⎥⎥⎦
⎞⎟⎟⎠, we also conclude that q2(G) < n − 2, as
desired.
6. A negative answer to a conjecture
Rowlinson [30] has shown that for everypair of positive integersn, mwithm
(
n
2
)
there is a unique
graph with n vertices and m edges that maximizes the adjacency spectral radius over all graphs with
n vertices andm edges, namely, the graph obtained in the following way: Writem as
(
d
2
)
+ t, where
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0 t < d, add a new vertex of degree t to the complete graph Kd and then take union with the null
graph Kcn−d−1 (or Kcn−d in case t = 0).
In [32, Section 5] it was conjectured that the same graph also maximizes the signless Laplacian
spectral radius over all graphs with n vertices andm edges, and also the nontrivial component of any
other optimal graph must be of the same order.
In view of the above-mentioned Rowlinson’s result, it is clear that the graph that maximizes the
adjacency spectral radius over all graphswith ﬁxed number of edges is unique up to taking unionwith
a null graph. For the signless Laplacian spectral radius we are going to obtain the corresponding result
and then use the result to disprove the said conjecture.
Theorem 6.1. (a) A graph with three edges maximizes the signless Laplacian spectral radius over all
graphs with three edges if and only if the graph is the union of K1,3 or K3 with a (possibly empty) null
graph.
(b) For every positive integer m 4, a graph with m edges maximizes the signless Laplacian spectral
radius over all graphs with m edges if and only if the graph is the union of K1,m with a (possibly
empty) null graph.
Proof. First of all, by Corollary 4.4 we have
ρ(Q(K1,m)) = ρ(( + B)C(m, 1)) = ρ
([
1 1
m m
])
= m + 1.
Consider a graph Gwithm edges that maximizes the signless Laplacian spectral radius over all graphs
with m edges. Clearly G also maximizes the signless Laplacian spectral radius over all graphs with m
edges and |V(G)| vertices. By Lemma 2.1 G is a threshold graph and as such it is the union of amaximal
graphH with a (possibly empty) null graph. Replacing G byH, if necessary, henceforth we assume that
G is connected. In view of the following chain of inequalities:
m − 1 = ρ(A(Km)) ρ(A(LG)) = ρ(Q(G)) − 2 ρ(Q(K1,m)) − 2 = m − 1,
where the ﬁrst inequality holds as LG has m vertices and Km is the unique graph that maximizes
the adjacency spectral radius over graphs with m vertices and the second inequality holds by the
maximality assumption on G, we obtain ρ(A(Km)) = ρ(A(LG)). Since A(Km) A(LG) 0 and A(Km)
is irreducible, by [24, Theorem 8.4.5] A(Km) = A(LG); so we have LG = Km = LK1,m . As G and K1,m are
connected, according to a result due to Whitney, it follows that G is K1,m when m 4 and equals K1,3
or K3 whenm = 3. 
In viewof Theorem6.1, fornm + 1, m 4, the thresholdgraphK1,m ∪ Kcn−m−1 is theuniquegraph
with n vertices andm edges that maximizes the signless Laplacian spectral radius over all graphs with
m edges and n vertices. In particular, for n
(
d
2
)
+ 1 and d 4 (so that
(
d
2
)
> 4), K
1,
(
d
2
) ∪ Kc
n−
(
d
2
)
−1
is the unique graph thatmaximizes the signless Laplacian spectral radius over all graphswithn vertices
and
(
d
2
)
edges. So the said conjecture is false. [Alternatively, by calculation we ﬁnd that
ρ(Q(Kd)) = ρ(( + B)(Kd)) = 2d − 2
and
ρ
⎛⎜⎜⎝Q
⎛⎜⎜⎝K
1,
(
d
2
) ∪ Kc
n−
(
d
2
)
−1
⎞⎟⎟⎠
⎞⎟⎟⎠ = ρ
⎛⎜⎜⎝Q
⎛⎜⎜⎝K
1,
(
d
2
)
⎞⎟⎟⎠
⎞⎟⎟⎠ = (d2
)
+ 1.
So K
1,
(
d
2
) ∪ Kc
n−
(
d
2
)
−1
has a larger signless Laplacian spectral radius.]
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It is worth noting that for the other extreme casewhenm =
(
d
2
)
and n = d, Kd is indeed the graph,
as claimed by the said conjecture, thatmaximizes the signless Laplacian spectral radius over all graphs
with n vertices andm edges.
According to [3, Theorem 4.9], the threshold graphs C(1, 4, 1, 1) and K5 ∪ Kc2 both maximize the
signless Laplacian spectral radius over all graphs with 7 vertices and 10 edges. Thus, it is possible that
for some pairm, n there are threshold graphs with the unique nontrivial component of different order
that maximize the signless Laplacian spectral radius over all graphs with n vertices andm edges.
For characterizations of graphs that maximize the signless Laplacian spectral radius over all graphs
withm edges andm − k vertices with k = 0, 1, 2, 3, we refer the reader to Chang and Tam [3].
7. Laplacian spectrum of a maximal graph
In this section,we are going to establish the following result on the Laplacian spectrumof amaximal
graph:
Theorem 7.1. Let V1, . . . , Vr(r  1) be the neighborhood equivalence classes of the maximal graph
C(n1, . . . , nr) such that δ1 < δ2 < · · · < δr , where δi denotes the common degree of vertices in Vi for
i = 1, . . . , r. Then
σ(L(G)) = {0} ∪
{
δ
(ni)
i : 1 i
⌈
r
2
⌉
− 1
}
∪
{
(δi + 1)(ni) :
⌈
r
2
⌉
+ 1 i r
}
∪ S,
where
S =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
⎧⎨⎩(δ	 r2
 + 1)
(
n	 r2
−1
)⎫⎬⎭ for odd r⎧⎨⎩δ
(
n	 r2
−1
)
	 r2

⎫⎬⎭ for even r
.
If we use d to denote (δ
(nr)
r , δ
(nr−1)
r−1 , . . . , δ
(n1)
1 ), the degree sequence of C(n1, . . . , nr) arranged in
nonincreasing order, then we can readily write out d∗, the conjugate sequence of d (see, for instance
[32, Remark 7.1]). Then we will ﬁnd that the above result can be rephrased in the following form as
ﬁrst obtained by Merris [27, Theorem 2]:
For a maximal graph G, the conjugate of its degree sequence is equal to the sequence formed by the
nonzero Laplacian eigenvalues of G (counting multiplicities), arranged in nonincreasing order.
(In fact,Merris establishedalso theconverse, that is, if thesequence formedby thenonzeroLaplacian
eigenvaluesof a graph, arranged innonincreasingorder, is equal to the conjugateof its degree sequence,
then thegraph isa thresholdgraph. See [27,Theorem3]or [28,Theorem9.35].) Independently,Hammer
and Kelmans [21] have also studied the Laplacian spectra and the Laplacian characteristic polynomials
of threshold graphs, and hence of maximal graphs. They obtained Theorem 8.1 in disguise as two
formulas for the spectrum of a threshold graph, one in terms of its composition sequence and the
other in terms of its degree sequence [21, Theorem 4.2 and Theorem 5.3]. [In passing we correct an
error in the formula for the Laplacian polynomial as given in [21, Theorem 5.4]: when s is even, the
factor (λ − vk+1 − 1)nk+1−1 should be replaced by (λ − vk+1)nk+1−1.]
Both approaches depend on the following facts:
(1) σ(L(H ∪ G)) = σ(L(H)) ∪ σ(L(G));
(2) H ∨ G = (Hc ∪ Gc)c; and
(3) L(G) + L(Gc) = nIn − Jn for any graph G of order n.
The last fact readily implies that λi(G) = n − λn−i(Gc) for 1 i < n, where λi(G) denotes the ith
largest eigenvalue of L(G). Both approaches also rely on an explicit (algorithmic) construction of
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threshold graphs: the argument given in Ref. [27] relies on the fact every threshold graph (and hence
also every maximal graph) can be obtained from a complete graph (or from the one-vertex graph), by
repeatedly taking complement or taking joinwith a complete graph, whereas that in Ref. [21] depends
on the fact that every threshold graph can be constructed from the one-vertex graph by repeatedly
adding an isolated vertex or a dominating vertex, or equivalently, by repeatedly taking union with
a null graph or taking join with a complete graph, starting from a complete graph. The composition
sequence of a threshold graph is the bi-sequencewhose terms are precisely the orders of the complete
graphs or null graphs involved in the construction process. In our language, the composition sequence
of themaximal graph C(n1, . . . , nr) is the bi-sequence
(
nr , . . . , n r+1
2
; n1, . . . , n r−1
2
)
when r is odd, and
is
(
nr , . . . , n r
2
+1; n1, . . . , n r
2
)
when r is even.
In either approach, if one works with the fact that every maximal graph can be represented as
C(n1, . . . , nr), then the argument can be simpliﬁed considerably. Just proceed by induction on the
number of neighborhood equivalence classes, making use of the above-mentioned facts, and the
formula
C(n1, . . . , nr) =
(
C(n2, . . . , nr−1) ∪ Kcn1
)
∨ Knr ,
(starting with Kn r+1
2
for odd r and with C
(
n r
2
, n r
2
+1
)
for even r) in the approach given by Hammer
and Kelmans, and by the formula
C(n1, . . . , nr) = C(nr−1, nr−2, . . . , n1)c ∨ Knr ,
in Merris’s approach.
In below, using Corollary 4.4, we are going to offer a direct proof for Theorem 7.1, one that does not
rely on an inductive construction of maximal graphs.
Proof of Theorem 7.1.We apply Corollary 4.4 to the maximal graph G. In this case we have
I1 = {i ∈ 〈r〉 : 1 i
⌊
r
2
⌋
, ni > 1} and I2 =
{
i ∈ 〈r〉 :
⌊
r
2
⌋
+ 1 i r, ni > 1
}
.
By Corollary 4.4(iii) we have
σ(L(G))=σ( − B) ∪
{
δ
ni−1
i : 1 i
⌊
r
2
⌋
, ni > 1
}
∪
{
(δi + 1)ni−1 :
⌊
r
2
⌋
+ 1 i r, ni > 1
}
.
So it sufﬁces to establish the following:
Assertion. σ( − B) = {0} ∪
{
δi : 1 i
⌈
r
2
⌉
− 1
}
∪
{
δi + 1 :
⌈
r
2
⌉
+ 1 i r
}
.
Since G is a connected graph, 0 is a simple eigenvalue of σ(L(G)). By Corollary 4.4(iii) it is clear that
0 is also a simple eigenvalue of σ( − B). Indeed, the vector of all 1’s is the corresponding eigenvector
or, equivalently,  − B has zero row sums.
Next, we contend that for i =
⌈
r
2
⌉
+ 1, . . . , r,
i−1∑
j=r+1−i
( − B − (δi + 1)Ir)e(r)j = −
⎛⎝ i−1∑
j=r+1−i
nj
⎞⎠⎛⎝ r∑
j=r+1−i
e
(r)
j
⎞⎠ .
This can be veriﬁed by checking separately that
∑i−1
j=r+1−i( − B − (δi + 1)Ir)kj equals 0 for 1 k
r − i and equals −
(∑i−1
j=r+1−i nj
)
for r + 1 − i k r (and to verify the latter, we separate it further
into three subcases: r + 1 − i k <
⌈
r+1
2
⌉
,
⌈
r+1
2
⌉
 k i − 1 and i k r).
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So for i =
[
r
2
]
+ 1, . . . , r, we have
( − B − (δi + 1)Ir)
i−1∑
j=r+1−i
(
nie
(r)
j − nje(r)i
)
= ni( − B − (δi + 1)Ir)
i−1∑
j=r+1−i
e
(r)
j −
⎛⎝ i−1∑
j=r+1−i
nj
⎞⎠ ( − B − (δi + 1)Ir)e(r)i
= −ni
⎛⎝ i−1∑
j=r+1−i
nj
⎞⎠⎛⎝ r∑
j=r+1−i
e
(r)
j
⎞⎠−
⎛⎝ i−1∑
j=r+1−i
nj
⎞⎠ (−ni) r∑
j=r+1−i
e
(r)
j
= 0.
This proves that, for each such i,
∑i−1
j=r+1−i(nie
(r)
j − nje(r)i ) is an eigenvector of  − B corresponding
to δi + 1.
Similarly, we can prove that for i = 1, . . . ,
⌈
r
2
⌉
− 1, ∑r−ij=i+1(nie(r)j − nje(r)i ) is an eigenvector of
 − B corresponding to δi.
In the above, we have shown that σ( − B) includes the multi-set {0} ∪
{
δi : 1 i
⌈
r
2
⌉
− 1
}
∪{
δi + 1 :
⌈
r
2
⌉
+ 1 i r
}
. Since both multi-sets have r elements, they must be equal. This completes
the proof of the Assertion, and hence the proof of Theorem 7.1. 
According to the above proof for the Assertion, for the maximal graph G = C(n1, . . . , nr), for i =⌈
r
2
⌉
+ 1, . . . , r,∑i−1j=r+1−i(nie(r)j − nje(r)i ) is an eigenvector of ( − B)(G) corresponding to δi + 1.
Recalling the deﬁnition of the matrix P given in the proof of Theorem 4.1 and the relation A(G)P =
PB(G), we readily see that for every such i, L(G) has δi + 1 as an eigenvalue and the corresponding
eigenvector is P
(∑i−1
j=r+1−i(nie
(r)
j − nje(r)i )
)
or, in other words, the vector x given by
xu =
⎧⎪⎨⎪⎩
−∑i−1j=r+1−i nj for u ∈ Vi
ni for u ∈ Vj, j = r + 1 − i, . . . , i − 1
0 for u ∈ Vj, j /∈ {r + 1 − i, . . . , i}
.
The same can also be said for the eigenvalues δi
(
i = 1, . . . ,
⌈
r
2
⌉
− 1
)
. This suggests yet another way
to prove Theorem 7.1, one that does not depend on the use of the reduced Laplacian of G. We leave it
to the reader to supply the details of the proof.
Hammer and Kelmans [21] prove also that threshold graphs are uniquely determined by their
Laplacian spectrum— actually they work with the multi-set obtained from the Laplacian spectrum by
deleting0once. Earlier inRef. [20] it has also been shown that a threshold graph is uniquely determined
by its degree sequence. At the end of Section 6 of Ref. [21] it is noted that the two results can be deduced
from each other. We take this opportunity to point out that these two observations can also be readily
seen as follow:
Since a threshold graph, if not maximal, is the union of a maximal graph and a null graph, we may
restrict our attention to maximal graphs. For the maximal graph C(n1, . . . , nr) its degree sequence,
arranged in nonincreasing order, is(
δ(nr)r , δ
(nr−1)
r−1 , . . . , δ
(n1)
1
)
.
So the cardinalities n1, . . . , nr of the neighborhood equivalence classes of the maximal graph are
determined once the degree sequence is given.
On the other hand, Theorem 7.1 tells us that for a maximal graph the number of distinct nonzero
Laplacian eigenvalues is equal to the number of neighborhood equivalence classes — the same is not
true for the adjacency and signless Laplacian eigenvalues. More precisely, the theorem says that the
sequence formed by the nonzero Laplacian eigenvalues of C(n1, . . . , nr), arranged in nonincreasing
order, is
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(
(δr + 1)(nr), (δr−1 + 1)(nr−1), . . . , (δ r
2
+1 + 1)(n r2+1), δ
(n r
2
−1)
r
2
, δ
(n r
2
−1)
r
2
−1 , . . . , δ
(n1)
1
)
,
when r is even, and is⎛⎝(δr + 1)(nr), (δr−1 + 1)(nr−1), . . . ,(δ r+3
2
+ 1
)(n r+3
2
)
,
(
δ r+1
2
+ 1
)(n r+1
2
−1
)
, δ
(
n r−1
2
)
r−1
2
, . . . , δ
(n1)
1
⎞⎠
when r is odd. So from the Laplacian spectrum we can also easily decode the numbers n1, . . . , nr .
In fact, a maximal graph is also almost completely determined by its reduced Laplacian spectrum,
in the sense as described in our next remark. According to the Assertion given in the proof for Theorem
7.1, the reduced Laplacian of a maximal graph has simple eigenvalues and all δi’s can be read off from
the reduced Laplacian spectrumof C(n1, . . . , nr), except for one, namely, δ	 r2
. It is clear that in general
a maximal graph is not completely determined by its reduced Laplacian spectrum, as the Laplacian
spectrum of a maximal graph of order n and with precisely two neighborhood equivalence classes is
always {0, n}, irrespective of the cardinalities of its two neighborhood equivalence classes. However,
by the said Assertion and making use of relation (2.1), one can readily show the following:
Remark 7.2. If a multi-set with r elements is the Laplacian spectrum of a maximal graph G, then the
following numbers associated with G are determined:
n1, . . . , n r2−1, n r2 + n r2+1, n r2+2, . . . , nr .
If, in addition, n r2 + n r2+1 = 3, then the maximal graph is completely determined.
Graphs with the same spectrum of an associated matrix M are said to be cospectral graphs with
respect to M. There is evidence (see [7]) which suggests that the signless Laplacian spectra perform
better in comparison to spectra of other commonly used graphmatrices (such as the adjacencymatrix,
the Laplacian and the Seidel matrix) in terms of the concept of spectral uncertainty. Roughly, this
means that in the class of all graphs with the same order it is less likely that we call ﬁnd a pair of
non-isomorphic cospectral graphs if the associated matrix is taken to be the signless Laplacian.
On the other hand, we know thatmaximal graphs (also, threshold graphs) are uniquely determined
by their Laplacian spectrum but, as we are going to show, they are not uniquely determined by their
signless Laplacian spectrum.
The above two observations are not contradictory, as we have two different problems here: in one
we compare certain spectrum of a maximal graph with those of other graphs of the same order, and
in the other we compare it with those of other maximal graphs.
That threshold graphs are not uniquely determined by their signless Laplacian spectrum can be
demonstrated by considering the pair K1,3 and K3 ∪ K1: they are non-isomorphic threshold graphs
with the same signless Laplacian spectrum, namely, {0, 1(2), 4}. The example is not surprising: it comes
from two maximal graphs G1, G2 such that |V(G1)| = |V(G2)| + 1 and σ(Q(G1)) = σ(Q(G2)) ∪ {0}.
One may expect the existence of a pair of non-isomorphic maximal graphs with the same signless
Laplacian spectrum by the following heuristic reasoning. Just consider a maximal graph C(n1, . . . , nr)
with r even such that n r
2
and n r
2
+1 are both greater than 2. By Corollary 4.4(iv), δ r
2
+1 − 1 and δ r
2
are
both signless Laplacian eigenvalues of C(n1, . . . , nr). If they are equal, then δ r
2
is a signless Laplacian
eigenvalue with multiplicity at least n r
2
+ n r
2
+1 − 2 — it can be more, as there may be contribution
from the reduced signless Laplacian. So, if we only know the signless Laplacian spectrum, it is difﬁcult
to tell what n r
2
or n r
2
+1 is. Of course, the preceding argument by itself does not furnish an example, and
there are complications as the numbers δi’s and ni’s are not independent: they are related by relations
(2.1) and (2.2).
At present we do not knowwhether there exists a pair of non-isomorphicmaximal graphswith the
samesignless Laplacian spectrumand the samenumberof neighborhoodequivalence classes. But if the
number of neighborhood equivalence classes are allowed not the same, then we do know there exists
such a pair. Just consider themaximal graphs C(n − 5, 3, 1, 1) and C(n − 4, 3, 1). It is known that these
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graphs are (up to isomorphism) the only two tricyclic graphs thatmaximize the signless Laplacian over
all tricyclic graphs of order n.Making use of Corollary 4.4(iv) and borrowing some calculations from the
proof of [32, Lemma 5.6], one can show that σ(Q(C(n − 5, 3, 1, 1))) consists of 1(n−6), 2(2), together
with the roots of (x − 1)f (x), where f (x) is the cubic polynomial x3 − (n + 5)x2 + 5nx − 12. Also,
σ(Q(C(n − 4, 3, 1))) equals 1(n−5), 2(2), together with the roots of f (x). Therefore, C(n − 5, 3, 1, 1)
and C(n − 4, 3, 1) have the same signless Laplacian spectrum. [In the preceding argument, we assume
that n 6. The assertion is also true for the case n = 5 (with C(n − 5, 3, 1, 1) replaced by C(3, 2)), but
that case has to be treated separately.]
In [33, Theorem 4.1] some sort of (weak) interlacing relations between the reduced signless Lapla-
cian eigenvalues and the vertex degrees of a maximal graph are obtained. We expect the result may
help in ﬁnding out which maximal graphs are determined uniquely (in the class of maximal graphs)
by their spectrum.
8. Spectral radii maximizing graphs
There has beenmuch interest in maximizing the spectral radius of various graphmatrices over the
class of graphs (or connected graphs) with ﬁxed numbers of vertices and edges. In this section, we are
going to establish the following result:
Theorem 8.1. Let α,β , δ, γ be given nonnegative real numbers, α being positive.
(i) If G is a connected graph that maximizes ρ((αA + βD + δJ + γ I)(·)) over all connected graphs
with ﬁxed numbers of vertices and edges, then G is a maximal graph.
(ii) If G is a graph that maximizes ρ((αA + βD + δJ + γ I)(·)) over all graphs with ﬁxed number of
vertices and edges, then G is a threshold graph.
In Theorem 8.1 the given assumptions guarantee that (αA + βD + δJ + γ J)(G), being an irre-
ducible nonnegative matrix, has a positive Perron vector. If the positivity assumption on α is omitted,
then the result is no longer valid. To seewhy, consider, for instance, the casewhenα = β = δ = γ = 0
or when α = δ = γ = 0 and β = 1.
As can be readily seen, the above theorem covers the adjacency matrix case, the signless Laplacian
case, aswell as the nonnegative generalized adjacencymatrix case as special cases. Note, however, that
the theorem does not cover the case of normalized adjacency matrix or normalized signless Laplacian
matrix, because their spectral radii take constant values, namely, 1 and 2, respectively, D− 12 e, being
the corresponding eigenvector.
The adjacency matrix case and the signless Laplacian case of Theorem 8.1 were established in
Refs. [31,8], respectively. Independently, both said cases of part (i) of the theorem were rediscovered
in Ref. [32]. The proofs given in Refs. [31,8] are based on the fact that a graph is threshold if and
only if it does not contain, as an induced subgraph, any of the graphs 2K2, P4 and C4, whereas that
given in Ref. [32] relies on another characterization of a threshold graph, namely, that the vicinal pre-
order of the graph is total. It is worth noting that it is easy to show directly (without making use of
other equivalent conditions for a threshold graph) that the condition that a graph does not contain,
as an induced subgraph, any of the graphs 2K2, P4 and C4 is equivalent to the condition that it has
no alternating 4-cycle (i.e., there do not exist vertices r, s, t, w such that rs, tw are edges but rt, sw
are not edges of the graph), and the latter condition, in turn, is equivalent to the condition that the
vicinal pre-order of the graph is total. The proof given in Ref. [8] is much shorter than that given in Ref.
[32]. In below, by making use of the fact that a threshold graph has no alternating 4-cycle together
with an extension of Ref. [32, Lemma 5.1] to the present setting, we are able to offer an even simpler
argument.
All knownargumentsdependexplicitly or implicitly on (special casesof) the following result,whose
proof given below is just a modiﬁcation of the corresponding proof for the signless Laplacian case as
given in [8, Lemma 5.1].
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Lemma 8.2. Let α,β , δ, γ be given nonnegative real numbers, α being positive. Let H be a graph obtained
from a connected graph G by rotating an edge rs (around r) to the non-edge position rt. Let x be the positive
eigenvector of G corresponding to ρ((αA + βD + δJ + γ I)(G)). If xt  xs then
ρ((αA + βD + δJ + γ I)(H)) > ρ((αA + βD + δJ + γ I)(G)).
Proof. By calculation we have
xT ((αA + βD + δJ + γ I)(H))x − xT ((αA + βD + δJ + γ I)(G))x
= xT ((αA + βD)(H))x − xT ((αA + βD)(G))x
= [2αxrxt + β(x2r + x2t )] − [2αxrxs + β(x2r + x2s )]
= (xt − xs)(2αxr + β(xt + xs)) 0.
Wemay assume that x is a unit vector. If xt  xs then we have
ρ((αA + βD + δJ + γ I)(H)) − ρ((αA + βD + δJ + γ I)(G)) xT ((αA + βD + δJ + γ I)(H))x
−xT ((αA + βD + δJ + γ I)(G))x 0.
If the two spectral radii are equal, then x is also a Perron vector of H, and from the eigenvector
equations of G and H for the common spectral radius applied to the vertex t we obtain
αxr + βxt = [ρ((αA + βD + δJ + γ I)(H)) − ρ((αA + βD + δJ + γ I)(G))]xt ,
which is a contradiction. 
A crucial step in the argument of Ref. [32] is the fact that every signless Laplacian (or adjacency)
maximizing graph contains a dominating vertex [32, Lemma 5.1]. We also need an extension of the
latter fact to the present setting.
Lemma 8.3. Let α,β , δ, γ be given nonnegative real numbers, α being positive. If G is a connected graph
that maximizes ρ((αA + βD + δJ + γ I)(·)) over all connected graphs with ﬁxed numbers of vertices and
edges, then dmax(G) = n − 1, where n is the number of vertices.
Proof. Let x be the unit positive eigenvector of (αA + βD + δJ + γ I)(G) corresponding to its spectral
radius. Let u be a vertex of G such that xu = maxw∈V(G) xw . We contend that d(u) = n − 1. Assume
that the contrary holds. Then there exists a vertex, say v, that is not adjacent to u. As G is connected,
there is a path in G from u to v. Let p denote the vertex adjacent to v in this path. Let H be the graph
obtained from G by rotating the edge pv (around v) to the non-edge position uv. It is obvious that H
is a connected graph with the same number of vertices and edges as G. Since xu  xp, by Lemma 8.2
ρ((αA + βD + δJ + γ I)(H)) > ρ((αA + βD + δJ + γ I)(G)), which is a contradiction. 
We are now ready to offer a proof for Theorem 8.1.
Proof of Theorem8.1. (i) Suppose thatG is not amaximal graph. Then there exist vertices r, s, t, w such
that rs, tw are edges of G, but rt, sw are not edges of G. Let x be the Perron vector of (αA + βD + δJ +
γ I)(G). Note that the graph G − rs + rt is still connected, because by Lemma 8.3 G contains a vertex
that is adjacent to every other vertex of the graph and this vertex is clearly different from r, s, t, w.
In view of the maximality property of G, by Lemma 8.3 necessarily we have xt < xs. On the other
hand, upon another application of Lemma 8.3 but with t, w, s playing the roles of s, r, t, respectively,
we also obtain xs < xt . So we arrive at a contradiction. [Alternatively, use the argument given in the
ﬁrst paragraph of the proof of [8, Lemma 5.3], and we are done, as the graph G − rs + rt must be
connected.]
(ii) In this case one can show that G has exactly one-nontrivial component and then conclude that
G is a threshold graph. (For the detail, see [8, Lemma 5.2].) 
T.-C. Chang et al. / Linear Algebra and its Applications 434 (2011) 559–581 581
References
[1] M. Aouchiche, P. Hansen, A survey of automated conjectures in spectral graph theory, Linear Algebra Appl. 432 (2010)
2293–2322.
[2] F. Boesch, C. Suffel, R. Tindell, F. Harary, The neighborhood inclusion structure of a graph, Math. Comput. Modelling 17
(1993) 25–28.
[3] T.-C. Chang, B.-S. Tam,Graphswithmaximal signless Laplacian spectral radius, Linear AlgebraAppl. 432 (2010) 1708–1733.
[4] D. Cvetkovic´, M. Doob, H. Sachs, Spectra of Graphs, third ed., Johann Ambrosius Barth Verlag, Heidelberg-Leipzig, 1995.
[5] D. Cvetkovic´, P. Rowlinson, S. Simic´, Eigenspaces of Graphs, Cambridge University Press, Cambridge, 1997.
[6] D. Cvetkovic´, P. Rowlinson, S. Simic´, Spectral Generalizations of Line Graphs: On Graphs with Least Eigenvalue −2,
Cambridge University Press, Cambridge, 2004.
[7] D. Cvetkovic´, P. Rowlinson, S. Simic´, Signless Laplacians of ﬁnite graphs, Linear Algebra Appl. 423 (2007) 155–171.
[8] D. Cvetkovic´, P. Rowlinson, S. Simic´, Eigenvalue bounds for the signless Laplacian, Publ. Inst. Math. (Beograd) (N.S.) 81 (95)
(2007) 11–27.
[9] D. Cvetkovic´, S.K. Simic´, Towards a spectral theory of graphs based on the signless Laplacian I, Publ. Inst. Math. (Beograd)
81 (99) (2009) 19–33.
[10] D. Cvetkovic´, S.K. Simic´, Towards a spectral theory of graphs based on the signless Laplacian II, Linear Algebra Appl. 432
(2010) 2257–2272.
[11] D. Cvetkovic´, S.K. Simic´, Towards a spectral theory of graphs based on the signless Laplacian III, Appl. Anal. Discrete Math.
4 (2010) 156–166.
[12] K.C. Das, Sharp lower bounds on the Laplacian eigenvalues of trees, Linear Algebra Appl. 384 (2004) 155–169.
[13] K.C. Das, The Laplacian spectrum of a graph, Comput. Math. Appl. 48 (2004) 715–724.
[14] K.C. Das, On conjectures involving second largest signless Laplacian eigenvalue of graphs, Linear Algebra Appl. 432 (2010)
3018–3029.
[15] M.C. Golumbic, Algorithmic Graph Theory and Perfect Graphs, second ed., North-Holland, Amsterdam, 2004.
[16] C. Godsil, G. Royle, Algebraic Graph Theory, Springer, 2001.
[17] L.S. Goddard, H. Schneider, Matrices with a nonzero commutator, Proc. Cambridge Philos. Soc. 51 (1955) 551–553.
[18] W.H. Haemers, Eigenvalue Techniques in Design and Graph Theory, Math. Centre Tract 121, Mathematical Centre,
Amsterdam, 1980.
[19] W.H. Haemers, Interlacing eigenvalues and graphs, Linear Algebra Appl. 227–228 (1995) 593–616.
[20] P.L. Hammer, T. Ibaraki, B. Simeone, Threshold sequences, SIAM J. Algebr. Discrete Methods 2 (1981) 39–49.
[21] P.L. Hammer, A.K. Kelmans, Laplacian spectra and spanning trees of threshold graphs, Discrete Appl. Math. 65 (1996)
255–273.
[22] E.V. Haynsworth, Applications of a theorem on partitioned matrices, J. Res. Nat. Bureau Stand. 62B (1959) 73–78.
[23] E.V. Haynsworth, A reduction formula for partitioned matrices, J. Res. Nat. Bureau Stand. 64B (1960) 171–174.
[24] R.A. Horn, C.R. Johnson, Matrix Analysis, Cambridge University Press, 1985.
[25] R.A. Horn, C.R. Johnson, Topics in Matrix Analysis, Cambridge University Press, 1991.
[26] N.V.R.Mahadev,U.N.Peled, Thresholdgraphsandrelated topics, in:Ann.DiscreteMath., vol. 56,North-Holland,Amsterdam,
1995.
[27] R. Merris, Degree maximal graphs are Laplacian integral, Linear Algebra Appl. 199 (1994) 381–389.
[28] R. Merris, Graph Theory, Wiley Interscience, 2001.
[29] M. Petersdorf, H. Sachs, Über Spektrum, Automorphismengruppe und Teiler eines Graphen, Wiss. Z. T.H. Ilmenau 15 (1969)
123–128.
[30] P. Rowlinson, On the maximal index of graphs with a prescribed number of edges, Linear Algebra Appl. 110 (1988) 43–53.
[31] S.K. Simic´, E.M. LiMarzi, F. Belardo, Connected graphs of ﬁxed order and sizewithmaximal index: structural consideration,
Matematiche 59 (1–2) (2004) 349–365.
[32] B.-S. Tam, Y.-Z. Fan, J. Zhou, Unoriented Laplacianmaximizing graphs are degreemaximal, Linear Algebra Appl. 429 (2008)
735–758.
[33] B.-S. Tam, S.-H. Wu, On the reduced signless Laplacian spectrum of a degree maximal graph, Linear Algebra Appl. 432
(2010) 1734–1756.
