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Advances in molecular-simulation methods allow for ever larger systems of parti-
cles to be studied and on longer timescales. Calculations are reaching such a scale
that they can be used to address a vast range of key questions across chemistry,
physics, and engineering. In this work, molecular dynamics and Monte Carlo
simulations are employed to address two key areas: the structure and dynamics
of simple aqueous ionic salt solutions at high concentrations; and the structure,
dynamics, and phase behaviour of dipolar fluids (such as colloidal ferrofluids).
The first part of the work begins with a study of the structure and dynamics in
metastable, supersaturated, aqueous solutions of potassium chloride, and the pos-
sible relevance of these to the phenomenon of non-photochemical laser-induced
nucleation (NPLIN). It is thought that the potassium and chloride ions form
long-lived, amorphous clusters that may, under the influence of nanosecond laser
pulses, undergo structural reorganisation to form post-critical crystal nuclei. It
is found that spontaneous nucleation does not occur on the simulation timescale,
but that amorphous clusters do form with cluster lifetimes comparable to those
of the shortest laser pulses that can be used in NPLIN ( 100 picoseconds). Next,
an alternative scenario for NPLIN involving rapid laser heating of impurity parti-
cles is examined by simulating heated carbon nanoparticles in saturated aqueous
solutions of sodium chloride. The concentration at which an aqueous sodium
chloride solution first crystallises on the simulation timescale is determined. A
spherical carbon impurity is then added to a system with concentration close to,
but lower than, the concentration at which crystallisation occurs on the simula-
tion timescale. The effects that adding, and heating, this impurity has on the
structure of this near-crystallising system are then observed.
The second part of the work discusses model dipolar fluids, of direct relevance
to colloidal ferrofluids (suspensions of magnetised nanoparticles in simple carrier
liquids). The two-body, dipole-dipole interaction is long-ranged and anisotropic,
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and it is computationally expensive to handle in molecular simulations. Here a
new method is proposed that relies on a formal mapping between the partition
function of a dipolar fluid and that of a hypothetical fluid with many-body, short-
ranged, isotropic interactions. Only the leading-order two-body interactions (akin
to the van der Waals attraction) and three-body interactions (corresponding to
the Axilrod-Teller potential) are retained. It is shown that this simple model
is sufficient to reproduce the characteristic particle chaining and the associated
disappearance of the vapour-liquid phase transition of dipolar fluids. Finally,
the dynamical response of ferrofluids to oscillating magnetic fields (the dynamic
magnetic susceptibility [DMS]) is studied. The DMS of ferrofluids, predicted by
a new theory that takes into account the leading-order effects of dipole-dipole
interactions, are critically compared to those found using Brownian-dynamics
simulations of monodisperse systems of dipolar particles. This new theory is
found to provide more accurate predictions of the DMS than previous theories,
with the DMS predicted to a high degree of accuracy for systems with dipolar
coupling strength in the experimentally achievable region.
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Recent experimental advances in the fields of physics, chemistry, and biology
have led to many new and interesting discoveries. The past century has seen huge
leaps forward in all three fields, with each advance also influencing the technology
available for research. It is now possible to detect particles of smaller size than
was thought to exist in the 19th century and to measure time-scales shorter than
were thought to exist. With each new discovery, new questions arise. Often,
these questions can only be solved via the visualization of smaller elements over
shorter timescales that are not yet experimentally achievable. This has allowed for
new, non-experimental predictive fields to develop, namely theory and simulation.
Both methods have very interesting features. Firstly, they can be used to confirm
that the current view of the physical world is accurate (or, rather, not inaccurate).
This is usually best done by testing a theory against known experimental results
or by predicting results that have recently become achievable (or are close to
achievable). Secondly, theory and simulation can make predictions that help to
direct experimental developments. This is best exemplified by the large scientific
infrastructures that have been built in recent years (e.g. the LHC for the detection
of primary particles, LIGO for the detection of gravitational waves, et cetera).
A very useful predictive tool, developed in the latter half of the 20th century,
has been the use of molecular simulations. These have enabled the modelling of
systems on scales not experimentally observable. It is possible to run a simula-
tion to look at a process that occurs on the femtosecond timescale. Simulations
are usually cheap to run, with the main costs being computational power and
time, and can provide accurate detail about systems of interest. The field has
vastly improved in the past few years. A (very) brief introduction to molecular
1
simulation methods is given in Chapter 2.
In this thesis, results from molecular simulations are presented and discussed.
The work herein relates to two systems. Both systems have strong experimental
basis, and the simulation work studies phenomena that are currently not exper-
imentally observable. The first half of this thesis (Chapters 3 and 4) relates to
the structure of aqueous salt solutions at high concentrations, near and above
the saturation point, with particular interest in the processes undergone by these
systems when non-photochemical laser-induced nucleation (NPLIN) occurs. Ex-
perimental studies of supersaturated systems are difficult because of the tendency
of these systems to nucleate. Furthermore, short-lived structures in these dilute
solutions are nearly impossible to observe experimentally. The second part of
this thesis (Chapters 5 and 6) describes work on systems of nanoparticles with
magnetic dipoles. It has been possible to create magnetic nanoparticles for a
long time, but recent developments have increased the strength of the magnetic
dipole that can be experimentally reached. This drastically increases the po-
tential applications of these systems to real-world problems. Though they have
greater potential applications, it remains difficult to create monodisperse systems
of dipole particles. Simulations enable calculations to be done for monodisperse
systems of dipolar nanoparticles, and it is easy to simulate systems of particles
with dipole strengths much greater than experimentally achievable. This makes
simulations perfect for predicting the properties of systems that will soon be
achievable. In this introductory chapter, the principles of NPLIN and of ferroflu-
ids are introduced.
1.1 A brief introduction to NPLIN
In 1996, Garetz et al. demonstrated that it is possible to induce crystallisation
in aged supersaturated aqueous urea solution by using laser pulses [1]. This
was achieved using a laser wavelength of 1.06 µm, significantly lower than the
frequency of the lowest absorption band of urea (200 nm) and higher than the
highest frequency of vibrational bands (1.4 µm), implying that the observed crys-
tallisation was a non-photochemical process. In 2001, the same group showed
that systems other than aqueous urea solutions could undergo NPLIN. While
studying aqueous glycine solutions, they found that, not only could glycine un-
dergo NPLIN, but also the polarisation of the laser light could influence the
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Figure 1.1: Demonstration of the NPLIN effect. (a) Supersaturated ammonium chlo-
ride solution (at concentration b = 1.07 bsat) before laser pulse; (b) same solution
moments after laser pulse has been shot into solution. The dashed lines are to il-
lustrate the width of the laser beam. Pictures reproduced with permission of Martin
Ward.
crystalline polymorph being formed. Using plane-polarised laser light induces
the crystallisation of the polar γ-polymorph of glycine rather than the more sta-
ble α-polymorph [2], while circular-polarised laser light induces the nucleation of
α-glycine only [3, 4].
The list of known systems that can undergo NPLIN has been steadily increas-
ing, with systems as varied as egg-white lysozyme [5], L-hystedine [6], aqueous
potassium halide solutions [7, 8], molten sodium chlorate [9], supercooled acetic
acid [10], and carbon dioxide in carbonated beverages [11] all showing an affin-
ity to nucleate via the NPLIN process. Some of these systems (e.g. potassium
halides) do not need to be aged before crystallisation occurs and there is some
debate regarding the necessity of the sample ageing step for any system. Some
of these samples have long delays between the laser pulse hitting the sample and
crystallisation occurring, whereas others crystallise near-instantaneously. Figures
1.1 and 1.2 show NPLIN occurring in supersaturated aqueous ammonium chlo-
ride. In these systems, nucleation is nearly instantaneous and crystals grow to
visible sizes in solution very quickly (within seconds) after the laser pulse is shot.
Garetz et al. postulated that the influence of the laser polarisation on the glycine
polymorph obtained indicates that the mechanism at play must be caused by an
3
Figure 1.2: NPLIN effect in supersaturated ammonium chloride (S = 1.07 Ssat.).
The dashed lines are to illustrate the width of the laser beam. Here, it is emphasised
that crystal formation only occurs within the area covered by the laser beam. Picture
reproduced with permission of Martin Ward.
optical Kerr effect. In this mechanism, the electromagnetic field of the laser in-
duces a dipole in the solute. The particle then rotates via molecular reorientation
so that the axis with greatest electric susceptibility aligns with the electromag-
netic field. Recent work by Knott et al. indicates that, while it is possible to
reduce nucleation energy barriers by rearranging particle orientations, the laser
field strengths generated by lasers used in NPLIN are much too weak to do
this [12]. Furthermore, that potassium halide solutions crystallise via NPLIN
seems to indicate that the optical Kerr effect is not the mechanism at play. The
work of Alexander and Camp shows that the optical Kerr effect is highly un-
likely to have any effect on such systems as the refractive indices at 1064 nm
(the wavelength of the laser used) of the KCl and water were similar in value
(εKCl = 2.1897 and εH2O = 1.7535 [7]). As such, the resulting optical Kerr effect
should be negligible. Alexander and Camp further argue that the frequency of
laser oscillation is too quick to influence the rotation of a pre-crystallised cluster
of KCl in solution. However, the laser oscillation frequency is slower than the
absorption frequency for electronic polarisation. Alexander and Camp propose
that the electronic polarisation of the solute in pre-crystallising clusters is able
to ‘follow’ the field produced by the laser without phase lag. The general pro-
cess of NPLIN would then work as follows. First, the supersaturated solution
would equilibrate with regions of higher local solute concentration and regions
of lower local solute concentration than the average concentration. Amorphous
4
Figure 1.3: NPLIN effect in carbonated aqueous sucrose solution (CO2 at 25 psi).
Bubbles are clearly seen forming along the path of the laser pulse. Picture reproduced
with permission of Martin Ward.
pre-crystal nuclei would form in the areas of higher solute concentration. For sys-
tems where the permittivity of the solution is greater than that of the solute, the
electromagnetic field produced by shining a laser beam into the solution would
align the induced electronic dipoles of the solute particles in the regions of higher
solute density, thereby lowering the free energy of the clusters. This alignment
process should greatly increases the probability of nucleus formation, as shown
below.
Note that this description of the NPLIN process rests on the idea that crystalli-
sation is a two-step process. The most used model to describe nucleation and
crystallisation remains the classical nucleation theory (CNT) [13]. This theory is
based on the idea that nucleation processes (including crystallisation) occur as
a particle-by-particle process. For a system to nucleate, it must be thermody-
namically favourable for particles to be in a nucleus. This implies that it is more
energetically favourable for the solute particles to be in contact with one another
than with the solvent. A stable nucleus will therefore form when the free energy
decrease from having solute in a solid particle overcomes the free energy cost of
forming an interface with the solution. This is usually represented by the CNT
equation, where the Gibbs free energy ∆G(r) associated with forming a nucleus
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πr3∆g + 4πr2γ (1.1)
where γ is the surface tension and ∆g < 0 is the difference in free energy per
unit volume of a particle found fully inside the nucleus and one found outside the
nucleus. From this, one can obtain the size of the critical nucleus, find the height
of the free-energy barrier, and predict the nucleation rate. The addition of an
external field can lead to a further reduction in ∆G, hence further increasing the
probability of forming a nucleated cluster.
While CNT is a good starting model, many assumptions of this model are now
known to be wrong. For instance, this model assumes that clusters will grow
by the same mechanisms regardless of size, which is not the case [14–16]; the
predicted free energy barrier often does not match that inferred from experimental
work [14]; and the nucleation rates predicted by CNT are often wrong by several
orders of magnitude [14, 16]. Recently, new models for crystallisation have been
proposed. In particular, Erdemir et al. propose a two-step nucleation theory [17],
where the first step comprises of the formation of pre-nucleating clusters that are
amorphous and could be seen as local fluctuation in solute concentration, and the
second step occurs when particles in the high density pre-nucleated amorphous
cluster reorient to form a crystalline post-critical nucleus. This nucleation model
is the one used by Alexander and Camp, and they propose that the NPLIN
process increases the probability of the reorientation step taking place.
Other mechanisms have been suggested to explain the NPLIN process. Alexan-
der, Ward, and coworkers have noticed that using highly pure solvents and solutes
and using very fine filtration processes decreases the probability of a system un-
dergoing NPLIN [11]. Furthermore, work on NPLIN in carbonated beverages by
Alexander and Ward, indicates that sugar-heavy carbonated beverages are more
likely to have CO2 bubbles nucleating than equivalent sugar-free beverages. Both
of these results indicate that components other than just the pure solvent and
solute may have an effect on the NPLIN process. It has been proposed that impu-
rities act as areas that favour clustering, enabling the first step of crystallisation.
It has also been suggested that the laser used in the NPLIN process may cause
heating of these impurities, in turn leading to the formation of nano-bubbles that
somehow favour the crystallisation process. A study of water cosupersaturated
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with Argon gas and glycine carried out by Knott et al. corroborates the theory
that bubble formation might play an important role in crystallisation [18]. In
their work, Knott et al. demonstrate that glycine crystals will form in these solu-
tions shortly after argon bubbles are induced via shaking. Furthermore, neither
of their controls, one with no argon dissolved in the aqueous glycine solution and
the other with argon dissolved only to saturated levels, showed any sign of glycine
crystallisation occurring.
None of these suggested processes are observable experimentally. It is not cur-
rently possible to see a crystal being formed from its solvated components. There
is, as yet, no experiment that can detect the shifts in the polarisation of a molecule
in solution. It is nearly impossible to observe instantaneous localised density fluc-
tuations in solutions. This lack of information results from the timescale and the
length scales on which these processes occur. If these processes were more slow,
imaging may be achievable, but microscopy is not yet able to detect some of these
processes. There are theories describing how these processes occur, ranging from
quantum mechanics for the electronic polarisation of molecules, to Newtonian me-
chanics for describing the motion of atoms and molecules. From these theories,
models can be created; from these models, simulations can be run. Molecular
dynamics simulations are an excellent tool for observing and describing crystalli-
sation. Many simulations have been used to study the crystallisation of systems
as varied as uncharged hard spheres [19] and partially charged water [20, 21]. It
seems that this is the best method currently available to study the dynamics of
a solution about to undergo NPLIN.
In the first part of this thesis, molecular dynamics simulations of systems that
can undergo NPLIN are studied. In Chapter 3, the ion structures in supersatu-
rated aqueous potassium chloride solutions are observed. Of particular interest
is whether there exist long-lived amorphous ion clusters in solution. The exis-
tence of such clusters would corroborate the two-step nucleation theory necessary
for the NPLIN mechanism proposed by Alexander and Camp. The creation and
effects of nanobubbles in solutions are another mechanism by which NPLIN is
thought to act. To this end, supersaturated aqueous sodium chloride solutions
with a spherical carbon nano-impurity were modelled. The impurity was heated
quickly to study whether this procedure can create nanobubbles, and whether
the rapid heating of impurities has an effect on the structure of the solution or
crystallisation. The results from these experiments are discussed in Chapter 4.
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1.2 Ferrofluids and dipolar particles
Ferrofluids are stable suspensions of magnetic nanoparticles in a non-magnetic
carrier liquid. These were patented in 1965 by Stephen Patell, of the National
Aeronautics and Space Administration (NASA), who was trying to create a mag-
netic fluid to allow for the ejection of spent fuel from rocket engines in a zero-
gravity environment [22]. They are usually comprised of ferromagnetic particles,
composed of magnetic substances such as iron oxide, coated with surfactants and
immersed in a carrier liquid, usually a hydrocarbon such as kerosene or paraf-
fin [23–25]. The size of the ferromagnetic particles is in the nanometer scale, and
their surfactant coating leads these particles to interact like dipolar hard spheres.
Though they are relatively new, ferrofluids have many promising features that
make them useful for a wide variety of fields. Ferrofluids can be used as lubricating
agents for hard drives [26] and other magnetic systems, or as heat dissipaters
for the voice coils of loudspeakers [27]. In the medical field, ferrofluids can be
used as contrast agents for MRI scanning [28–31], as a targeted drug-delivery
mechanism [32], and, because ferrofluids can generate localised heating when
placed in a rapidly oscillating magnetic field, techniques are being tested to see
whether this localised heating can be used to kill tumorous cells in a less invasive
and less risky way [33–38]. There is even speculation that ferromagnetic particles
of high dipole strength could be used in the creation of artificial muscle [39]. It
is possible to create a gel containing dipolar ferroparticles. If there is a strong
external magnetic field as the gel sets, the magnetic dipoles of the particles will
align with this field and will remain aligned once the gel is set. This gel would
then have a different compression factor if compressed along the axis of the dipole
moment than if compressed along a perpendicular axis. Furthermore, it may be
able to alter its shape or mechanical properties in the presence of an external
magnetic field. Lastly, ferrofluids have been used in various artistic projects [40].
For all medical uses of ferrofluids, and for hyperthermia particularly, it is im-
portant that the ferromagnetic particles are of similar size and dipole strength.
Having a monodisperse ferrofluid results in all particles reacting to external mag-
netic fields to the same degree. This makes for a better contrast agent in MRI,
easier delivery of drugs, and ensures that localised heating is as efficient as possi-
ble in hyperthermic treatments. Creating monodisperse systems of ferromagnetic
particles remains extremely difficult. Figure 1.4 shows an example of the size
distribution of ferromagnetic particles in a common ferrofluid [41]. Clearly, there
8
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Figure 1.4: The polydispersity of particle diameter of experimentally achievable fer-
romagnetic particles in a ferrofluid. Figure reproduced from [41].
is large size distribution, and this is not a monodisperse system. A similar distri-
bution can be expected for the magnetic dipole moments. Currently, research is
being done to find new ways of controlling the particle-size dipole-moment dis-
tributions. One method being developed to control the particle-size distribution
involves using magnetic bacteria to produce ferromagnetic particles [42,43]. It is
also possible to separate a polydisperse ferrofluid into monodisperse components
by passing the ferrofluid through a constant magnetic field [44]. Neither of these
techniques are able to produce a perfectly monodisperse system yet. Furthermore,
neither of these techniques are cheap or able to produce monodisperse ferrofluid
systems on an industrial scale yet.
Other uses of ferrofluids require the ferromagnetic particles to have large magnetic
dipole moments. This is, again, a field in which experiment is only just devel-
oping the technologies needed to consistently create materials with the desired
properties. Both theory and simulation have been used to look at the behaviour
that arises from having a system of particles with large magnetic dipole mo-
ments (dipolar particles). There has been a long debate regarding whether such
a system could undergo a vapour-liquid phase transition, started in 1970 when
de Gennes and Pincus postulated that a dipolar fluid would condense similarly
to a Lennard-Jones fluid (in the absence of a magnetic field) [46]. This was
based on the fact that the leading-order, angle-averaged dipole-dipole interac-
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Figure 1.5: Cryogenic transmission electron microscope (TEM) images of experimen-
tally produced ferrofluids. The ferromagnetic particles have a very large magnetic dipole
moment, leading to chains of dipolar particles forming. Image reproduced from [45].
tion is proportional to the attractive van der Waals interaction between atoms
and molecules. However, this statement came to be questioned when Weis and
Levesque found that, when a low-density system of dipolar particles with large
dipole moments were simulated, the dipolar particles form chains. The alignment
of dipolar particles in a nose-to-tail parallel arrangement implies that the dipole-
dipole interaction is not an isotropic attractive interaction like van der Waals
attraction, and hence this brought into question whether dipolar particles could
condense at all [47, 48]. Much further work has been done studying dipole par-
ticles in the chaining regime, but the vast majority of it has been done through
theory or simulation. Only recently have ferrofluids been generated with particles
of high enough dipole moments for chaining to be seen experimentally. Figure 1.5
shows cryogenic transmission electron microscope (TEM) images of dipolar par-
ticles in the chaining regime [45]. This is some of the first experimental evidence
for chaining predicted theoretically.
The examples above illustrate the potential uses of ferrofluids in various differ-
ent fields. However, it is clear that the experimental study of ferrofluids is very
difficult. Theory and simulation have been able to guide experimental research
into this field. They have been used to accurately predict many properties of fer-
rofluids, with these results being verified experimentally as ferrofluid technology
improved. There are still many unanswered questions in this new field, and the
use of theory and simulation is a cheap, efficient way of directing the paths that
experimental research should take. Furthermore, as experiment has been improv-
ing drastically of late, theoretical and simulation results are quickly verified. For
these reasons, ferrofluids are a particularly interesting set of systems to simulate.
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Systems of dipolar particles are studied in the second part of this thesis. In
Chapter 5, structures resulting from systems run using the long-ranged, pairwise,
anisotropic, dipole-dipole potential are compared with those obtained from sys-
tems run using an equivalent short-ranged, isotropic, many-body potential. The
short-ranged nature of the many-body potential greatly reduces computational
costs, allowing for larger systems of dipolar particles to be run over longer time.
In Chapter 6, the dynamic magnetic susceptibilities predicted by a new theory
are tested against susceptibilities resulting from monodisperse systems of dipolar
particles. The accurate prediction of the dynamic magnetic susceptibility is cru-







Using computers to study atomic and molecular systems is a practice that has
evolved quickly since its instigation in the mid–20th century. This has resulted
in a great number of techniques being developed, both to increase the speed at
which certain phenomena can be simulated and to make the most efficient use
of the computer power available when carrying out simulations. The recurring
simulation and analysis methods used throughout this work are presented and
explained in this chapter.
2.2 Molecular dynamics
Molecular dynamics (MD) simulation is a very powerful and conceptually easy
method for modelling systems of interacting particles. It was first developed by
Alder and Wainwright in 1957 [19, 49] and is, essentially, a brute-force method
for estimating the solution to the many-body problem. The idea follows simply
from Newtonian mechanics – for a system of particles with known interactions, if
the positions and momenta of all particles are known at any given point in time,
then it is possible to calculate the positions and momenta of all particles for all
times preceding and following this point in time. An MD simulation is usually
run as follows. The initial positions rN(0) and velocities vN(0) of all particles in
the system are defined at the start of the simulation. A timestep δt is defined.
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The potential energy is evaluated from the particle positions, and from this, the
force and velocity of each particle is derived. The simulated system is brought
forward by δt, with the motions of all particles in the system assumed to be at
constant velocities from their initial positions rN(0) to their new position rN(δt).
The potential energy and the force acting on each particle in its new position is
calculated and the resulting velocity of each particle is derived. From this new
position, all particles are assumed to move at a steady velocity to their next
positions rN(2δt), where the new potential energies and velocities will again be
derived. This process is repeated ad nauseam.
Using MD simulations has certain advantages. From a computational point of
view, as all particles are assumed to move at constant velocity during a timestep,
the movement of one particle is independent of the movement of any other par-
ticle. This can be used to parallelise the process over multiple computer cores,
resulting in faster calculations. Likewise, once the new particle positions are
found following a timestep, the new potential energies and velocities can also be
calculated in parallel. This leads to simulations of very large systems becoming
possible to run in a reasonable timescale.
The main trick of MD is defining the timestep δt. It is important to choose a
δt large enough to ensure that the process of interest occurs within a reasonable
computational time, but also small enough so that no particle collisions can oc-
cur in one timestep. For molecular systems where all atoms are modelled, the
timestep is usually of order 1–2 fs. This is an order of magnitude less than the
fastest motion seen in atomistic systems, namely the rate of oscillation of a hy-
drogen atom in a hydrocarbon. Coarse-grained systems can be run with a larger
timestep as the motion of the quickest components of the system are integrated
out.
In this work, all MD simulations are carried out using the LAMMPS molecular
simulation package [50]. The initial particle configurations are packed randomly
using the Packmol software [51].
2.2.1 Verlet algorithm
A common algorithm to quickly move particles forward one timestep is the Verlet
algorithm [52,53]. This is used to update the positions of the individual particles
in a system through time. It relates the position of a particle at a future time
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t+ δt to its current position at time t and to the particle acceleration.
Consider the position ri(t+δt) of particle i after time δt has elapsed. By a Taylor
expansion about t, it is possible to show that





where Ȧ = dA/dt. Similarly, the position of particle i at the previous timestep
t − δt can be considered. The Taylor expansion of the particle position at time
t− δt about t gives





As δt is very small, any terms of order δt3 or higher can been assumed to be
negligible. By considering ri(t + δt) + ri(t − δt), it follows that the position of
particle i after the timestep is




where Fi(t) = mir̈i(t) is the force acting on particle i at time t. A similar





[ri(t+ δt)− ri(t− δt)] . (2.4)
Equations 2.3 and 2.4 are used to update particle position and velocity at all
timesteps.
A similar algorithm is the velocity-Verlet algorithm. Rather than using the posi-
tion before the previous move, the current position, the velocity, and force acting
on each particle, the velocity-Verlet algorithm needs only the current particle
position, velocity, and force. Consider the Taylor expansion of these three prop-
erties:
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Fi(t+ δt) = Fi(t) + Ḟi(t)δt+O(δt
2). (2.7)
By substituting Ḟi(t) from Eq. 2.7 into Eq. 2.6, the velocity ṙi(t + δt) can be
written as
ṙi(t+ δt) = ṙi(t) +
δt
2mi
[Fi(t) + Fi(t+ δt)] +O(δt
3). (2.8)
The velocity-Verlet algorithm propagates the system through time as follows. As
before, the original positions rN(0) and velocities ṙN(0) are defined, with the
original forces FN(0) evaluated from the particle positions. The particles are
then moved to their new positions rN(δt) via Eq. 2.5. The new forces FN(δt)
acting on all particles at time δt are evaluated, and the new velocities ṙN(δt) are
found using Eq. 2.8. This process is repeated.
Both the Verlet and the velocity-Verlet algorithms have been shown to be very
good at conserving energy over moves. In the Verlet algorithm, new particle
positions are only dependent on prior or current positions and the force acting on
them now. There is no need to calculate the velocity. Furthermore, the velocity is
not dependent on the particle acceleration. The velocity-Verlet algorithm seems
much more pragmatic, both in its approach to calculating new positions and
velocities, and in its evaluation. As such, the velocity-Verlet algorithm is the one
used to propagate all MD simulations discussed in this thesis.
2.3 The Monte Carlo method
The Monte Carlo method (MC) is another method for simulating molecular sys-
tems. It was originally developed in Los Alamos in 1947 by John von Neu-
mann and Stanis law Ulam to predict the propagation of neutrons in nuclear
fission [54, 55]. The first published article using the Monte Carlo method (MC)
for molecular systems is the 1953 paper by Metropolis et al., where systems of
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particles interacting via the hard-sphere potential are studied [56]. In this paper,
Metropolis et al. describe a simple method to allow a system to quickly reach
thermal equilibrium.
The basic idea of MC is simple. Consider a system of particles with known
positions and defined inter-particle interactions, known initial potential energy
UI, and known temperature T . One of these particles is chosen at random and
displaced from its initial position to a new, randomly assigned position. The
potential energy UF of the system after this move is found. If the potential
energy of the system after the move is less than the potential energy before
the move (UF < UI), the move is accepted and the final configuration is taken as
being the new initial configuration for subsequent move attempts. If the potential
energy of the new configuration is greater than that of the initial configuration
(UF > UI), the probability P (UF|UI) of the system making this jump in energy
δU ( = UF − UI) is found by using Boltzmanns law






A random number of value between zero and one is generated. If this random
number is less than P (UF|UI), the move is accepted and the final position is taken
as the new initial starting configuration for subsequent move attempts. Else, the
system is brought back to the initial position and a new move is attempted from
there. An increase in energy of 4.6 kBT has a probability of occurrence of 1%.
Therefore, energy jumps greater than this are highly unlikely to occur and will
not occur repeatedly.
This method has many advantages. It is very quick, easy to implement, and can
be easily altered for different ensembles. The ‘move’ can be defined as a transla-
tion move, a rotation move, a creation move (a particle is inserted into the system
at a random position), an annihilation move (a particle is chosen at random and
removed from the system), et cetera. As with all modelling techniques, though,
there are drawbacks. It is very difficult for the system to escape local minima in
energy. The choice of maximum move size is also important. If the attempted
move results in a large distance being travelled by the particle, the acceptance
probability will be very small and a lot of interesting features of the phase space
will be overlooked. Conversely, if the attempted move is too small, only a small
part of phase space will be studied. Finding the correct balance can be very tricky
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and is usually achieved by adjusting the step size so that half of the attempted
moves are accepted.
2.4 Interaction potentials
In both MD and MC simulations, it is necessary to define how molecules interact
with each other. These interactions can be broken down in to two main categories:
the intramolecular interactions of atoms within the same molecule, and the in-
termolecular interactions between atoms in separate molecules. The intramolec-
ular interactions are greatly simplified and are represented by the stretching and
twisting of bonds within a molecule. The intermolecular interactions are usually
simplified as pairwise particle interactions comprising of a short-ranged part that
imitates van der Waals interactions and a longer ranged electrostatic potential.
All atoms undergo these intermolecular interactions with all other atoms in the
system. These interactions are all briefly explained here.
2.4.1 Pair potential
The pair potential represents the van der Waals interaction between all particles.
This acts over a short distance and must be repulsive when particles begin to
overlap, and attractive at longer distances. Furthermore, it should tend to zero
energy at large distances. The majority of the simulations here were run using the
Lennard-Jones (LJ) ‘12-6’ potential to simulate pair interactions. This potential
has a strong repulsive term that dominates at very short distances but decays
very quickly, and an attractive part that is much smaller than the repulsive part










where r is the distance between two particles, −ε represents the energy at the
minimum point (rmin = 2
1/6σ), and σ represents the particle diameter. Since this
potential is analytic, it is easy to derive the force acting on a particle from an-
other particle. Furthermore, as both attractive and repulsive parts decay quickly,
it is possible to truncate this potential at distances greater than 2 − 3σ with
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minimal effects on the simulation. To ensure that the potential curve remains
continuous at the truncation distance, the curve can be shifted by the energy
at the truncation distance. This is done by defining a cutoff distance rc beyond
which a particle cannot interact with another particle via this pair interaction.
The shifting term allows the function to remain smooth and fully differentiable.
This truncated/shifted potential is defined as
UTS(r) =
{
ULJ(r)− ULJ(rc) r ≤ rc
0 r > rc.
(2.11)
Some of the results presented in this thesis were obtained using two different short-
ranged pair potentials. The many-body approximation to the dipole interaction
(Chapter 5) describes a system of particles interacting via the soft-sphere (SS)







Work on the susceptibility of ferrofluids (Chapter 6) was carried out using the
Weeks-Chandler-Andersen (WCA) repulsive potential. This potential was devel-
oped in 1971 to study the effects of the attractive and repulsive parts of the LJ
interaction on liquid structure [57]. The repulsive part of this potential is simply




ULJ(r)− ULJ(rmin) r ≤ rmin
0 r > rmin.
(2.13)
These three short-ranged two-body potentials are plotted against one another in
Fig. 2.1.
Lorentz-Berthelot mixing rules
LJ parameters ε and σ are usually defined to describe the interaction of two like
















Figure 2.1: The different short-ranged two-body pair potentials used in this work. The
two-body potentials shown are: the Lennard-Jones (LJ) potential (solid black line), the
soft-sphere (SS) potential (dashed red line), and the Weeks-Chandler-Andersen (WCA)
repulsive potential (dotted blue line).
with more than one type of particle. In this work, the Lorentz-Berthelot mixing
rules are used where necessary. These are defined as follows. Consider a pair of
particles i and j, where i has LJ parameters σii and εii and j has LJ parameters
σjj and εjj. The LJ parameters σij and εij used when particle i interacts with









Charged particles interact through the long-ranged Coulomb interaction. A pair
of particles with charges qi and qj separated by a distance rij = |rj − ri| has an








where ε0 is the vacuum dielectric permittivity. This potential decays as r
−1 and
therefore decays over a length equivalent to many simulation boxes. This can
cause a problem when using periodic boundary conditions, but the problem is
easily solved with the use of Ewald sums. Periodic boundary conditions are
described in Section 2.6.2, and Ewald sums are explained in Section 2.6.3.
2.4.3 Dipole-dipole interactions
Some of the work presented in this thesis is focussed on systems composed of
particles with dipole moments. The charge within these particles is polarised in
such a way that these particles are no longer fully symmetric and can have an
orientation. This charge distribution can be visualised as a vector arrow (→) with
one end of the arrow associated with the δ+ charge and the other representing the
δ− charge. The dipoles of these particles have a long-ranged interaction similar
to the ES interaction. The long-ranged dipole-dipole interaction between particle











where ε0 is the dielectric permittivity of a vacuum.
This is an interesting potential as it favours the formation of chains. The lowest
energy configuration for two and three dipolar particles is one where the the
dipoles are aligned in a node-to-tail configuration (→→). When more particles
are added, the preferred state of dipole particles is one where the dipole moments
align in a head-to-tail (→→) configuration, with the lowest energy configuration
being one where all dipoles form a ring.
2.4.4 Bond interaction potential
The bond interaction potential describes the energy resulting from one particle
being chemically bound to another particle. This adds an extra energetic con-
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straint on the movement of the bound particles, and makes it highly unlikely that
the particles will be separated by a distance much greater than their equilibrium
bond length r0. In this work, bonds between molecules are represented as har-
monic oscillators, with an equilibrium position r0 and a spring stiffness k. The
bond energy between two bound particles i and j is defined as
Ubond(rij) = k(rij − r0)2 (2.18)
where rij = |rij| is the interparticle distance.
2.4.5 Angle interaction potential
The angle interaction potential describes the energy constraints of an angle bend-
ing in a simulation. In this work, this interaction is modelled as a harmonic spring.
As before, if the equilibrium angle is given by θ0 and the stiffness is given by kθ,
then the angle interaction potential is defined as
Uangle(θ) = kθ(θ − θ0)2. (2.19)
2.5 Ensembles
Molecular simulations describe microscopic motions of atoms and molecules over
time. Effectively, only the particle positions (MC and MD), velocities (MD only),
and interaction potentials are needed to derive macroscopic, experimentally-
measurable mechanical properties such as pressure or density. At thermal equi-
librium, these properties must be time-independent and can be found from the
average value of the desired property over time. It is, however, imperative that
certain thermodynamic values be kept fixed when studying the effect of vary-
ing other thermodynamic variables. The thermodynamic ensembles used when
running both MD and MC simulations are described in this section.
In MD, the most simple ensemble to program is probably the microcanonical
ensemble. In this ensemble, the number of particles in the system, the volume of
the system, and the total energy of the system are kept constant (fixed NV E).
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The system is effectively isolated from all external physical interference. Keeping
the number of particles in the system constant is trivial; keeping the volume
fixed is equivalent to defining the system box before the simulation is run and
not allowing any fluctuation in box size; and the energy is kept as a result of the
Newtonian equations of motion conserving energy.
The canonical ensemble models a system with a constant number of particles,
a constant volume, and a constant temperature (fixed NV T ). This models a
system in thermal equilibrium with a heat bath. The number of particles and the
volume are easily fixed. In MD the temperature is kept constant via the use of
a thermostat, while in MC, the temperature is a pre-defined parameter. This is
probably the most natural ensemble to use for MC calculations.
The isothermal-isobaric ensemble models a system at constant particle number,
constant temperature, and constant pressure (fixed NPT ) – as the name indi-
cates. Here, the volume is allowed to fluctuate to ensure that the pressure and
temperature are kept constant. As before, in MD the temperature is kept con-
stant using a thermostat and the pressure is kept constant using a barostat. In
MC, the temperature is a parameter and the pressure is kept constant by having
additional volume moves that can be accepted and rejected. This ensemble is the
most similar to normal experimental conditions, where pressure is much more
easy to control than volume. The barostats and thermostats used are described
in Section 2.5.1.
The grand canonical ensemble models a system in a heat and particle bath. The
chemical potential, volume, and temperature of the system are kept constant
(fixed µV T ). This models an open system, where the total number of particles
in the system varies with time. This ensemble is used to find the liquid-vapour
coexistence point in Chapter 5. Similarly, the isenthalpic-isobaric ensemble is
used in Chapter 4. This ensemble is run at constant particle number, constant
pressure, and constant enthalpy (fixed NPH).
2.5.1 Nosé-Hoover thermostat and barostat
Certain ensembles discussed above need either a fixed pressure or temperature
(or both in the case of the isothermic-isobaric ensemble). In MD simulations, the
temperature is kept fixed through the use of the Nosé-Hoover thermostat or the
Langevin thermostat, and pressure is kept constant via the Nosé-Hoover barostat.
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A system modelled at constant temperature is considered to be in contact with a
heat bath. The Nosé-Hoover thermostat works by adding a degree of freedom to
represent this heat bath. This enables the flow of energy from the heat bath to the
system and vice versa. The speed of heat transfer can be adjusted by increasing or
decreasing the ‘mass’ of this degree of freedom in the system [58,59]. In Chapters
5 and 6, the Langevin thermostat is used. This thermostat models the particles in
the system as being immersed in an implicit solvent at the desired temperature.
The use of an implicit solvent results in the particles feeling a frictional drag
proportional to their velocities, and undergoing random Brownian collisions with
the solvent atoms. The Brownian collisions will result in cold particles gaining
thermal energy, and the drag force will reduce the speed of hot particles, thereby
ensuring that the system temperature equilibrates at the desired value [58,59].
Similarly, the pressure is kept constant by adding degrees of freedom that are
coupled to the simulation cell dimensions that allow the cell to increase or decrease
in volume, resulting in the instantaneous pressure decreasing or increasing. This
results in the barostat acting as a piston on the system. The speed at which
the volume can fluctuate is governed by defining the ‘friction’ that the piston
feels [58, 59].
2.6 Common simulation techniques
2.6.1 Reduced Lennard-Jones units
Most simulations are of very small systems. The average fluctuation in thermal
energy is of the order of kBT , masses are measured in atomic mass units, charges
are multiples of the elementary charge, and time is measured in femtoseconds.
Converting these units to SI units is both time and memory consuming. A set
of units has been devised to keep these values more manageable. The LJ length
σ is taken as being the unit of length, and the LJ energy ε is taken as the
unit of energy. This means that the LJ equation [Eq. 2.10] can be re-written as
U∗LJ = ULJ/ε. Below is a list showing different thermodynamic properties in their
reduced form [58].
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Length L∗ = L/σ
Energy T ∗ = kBT/ε
Number density ρ∗ = Nσ3/V
Pressure P ∗ = Pσ3/ε
Time t∗ = t
√
ε/mσ2
Force f ∗ = fσ/ε
Dipole moment µ∗ = µ/
√
4πε0σ3ε
2.6.2 Periodic boundary conditions
Boundary effects can be problematic in simulations. When simulating effects
in a bulk fluid, it is important to consider that, unless something is done, the
particles at the edge of a simulation box will be in a different condition to those
in the centre of the box. The edge of the box acts as a boundary for the particles
being simulated. The easiest method to work around this problem is to use
periodic boundary conditions (PBCs). The simulation is prepared as a cubic cell
with a certain number of particles. This cell is then replicated periodically in
space to form an infinite lattice as shown in Fig. 2.2. When a particle leaves
the simulation cell through one of the boundaries, an image of this particle will
enter the cell at equal velocity from the opposite boundary. PBCs are useful
in determining the potential energy of a single particle in the simulation box.
It is possible to use PBCs to consider interactions between a particle and the
periodic images of other particles but, as there are effectively an infinite number
of periodic images, this drastically increases the number of calculations required.
Instead, for short-ranged potentials, only interactions between particles and the
closest image (original or otherwise) of other particles are taken into account.
This effectively re-centres the simulation box about the particle of interest and
considers only interactions with the images of other particles that fall inside this
shifted box. This method is called the minimum image convention [58,59].
There are some problems with the use of PBCs, the most obvious being finite-
size effects. The use of PBCs allows for simulations of systems equivalent to
experimental samples in the bulk. The way this is achieved can lead to certain
complications. If the initial simulation cell is too small, it is possible for a particle
to interact with its periodic image. As the motion of a particle and its images
are coupled, this can have a stabilising influence on certain processes such as
phase transitions or crystal formation. This can lead to ‘strange’ results, such
as systems crystallising at lower concentrations when run in smaller simulation
cells [60]. Another interesting problem that can arise results from dissipation
25
Figure 2.2: Illustration of PBC. The central simulation cell is periodically reproduced,
and the positions of all atoms within it are recreated periodically. When the red particle
exits the central box through the left side, an image of it re-enters the box via the
right side.
effects. Given enough time, a particle at the origin of a shock wave in the system
will eventually be acted on by the shock wave propagated from its images. This
can lead to self-propagation problems. These examples highlight the fact that
PBCs must be used carefully.
2.6.3 Ewald sums
As discussed previously, the pairwise ES interaction is long-ranged. It decays
slowly to zero and the use of a cutoff can greatly alter the total ES energy acting
on a particle. However, due to the long-ranged nature of the ES force, the lack
of a cutoff results in numerous calculations, involving many periodic cell images,


















where qi is the charge on particle i, rij = |rj − ri| is the vector distance between
particles i and j, L is the box length, and n ∈ Z3; n 6= 0 is a cubic lattice vector
used to represent the infinite periodic images of the simulation cell.
Evaluating Eq. 2.20 is often very computationally expensive and there are many
problems with simply using a spatial cutoff to evaluate a charge-dependent poten-
tial, including the possibility that the charges within the cutoff do not cancel out.
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The Ewald sum allows for a calculation of the ES potential and force efficiently
and without these problems occurring. Below is a description of the principles
behind Ewald sums.
Consider the central simulation cell. It is charge-neutral. Likewise, any shifted
image of this central cell, with any particle as the centre, is also charge-neutral.
Therefore all particles can be seen as the centre of a charge neutral cell with the
same dimensions as the simulation box. One can consider that each point charge
is surrounded by a charge distribution of opposite charge but of equal magnitude,







where κ is an arbitrary parameter used to determine the width of the Gaussian.
The addition of this screening potential acts like an ionic cloud and makes it
possible to treat the screened interactions as purely short-ranged.
The addition of this screening potential results in the total charge distribution of
the system being altered. This is countered by creating a potential of the same
magnitude but opposite sign to the screening potential, thereby cancelling it.
This cancelling potential effectively allows for the interaction to be split into two
components: the first component being comprised of the original point-charge and
the associated screening potential, the second comprising only of the cancelling
potential.
For each charge, there will be one screening potential and one associated can-
celling potential. By construction, the first of these components falls to zero at
distances smaller than the size of the simulation box for all particles, leaving
only the cancelling functions. The cancelling functions are long-ranged and must
still be evaluated for large distances. However, as all of these functions are now
smooth, it is possible to solve these interactions in reciprocal space. A Fourier
transform of the cancelling distribution for each particle is calculated. All of
these reciprocal-space cancelling distributions are summed, with the total being
reconverted to real space and added to the original screened charge potential. In
doing this, however, the charge of the original particle associated with the can-
celling function is counted twice: once in the screened interaction and once in the
long-ranged cancelling interaction. It is necessary to remove this self-interaction.
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r
Figure 2.3: Charge screening and cancelling functions used in Ewald sums. The
physical particle charges (full black peaks), screening potential [Eq. 2.21] (full red
line), and the cancelling distributions (dashed blue line) are shown for a one-dimensional
system.
The ES potential over PBCs can be rewritten as





































The function erfc(x) = 2π−1/2
∫∞
x
exp(−t2)dt is the complementary error func-
tion, and k are wavevectors given by k = 2π
L
(nx, ny, nz) for nz, ny, nz ∈ Z. This
function drops to zero as x is increased. It follows that the greater the value of
κ, the more quickly Eq. 2.23 will tend to zero. Therefore, it is possible to choose
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κ such that only the first part of Eq. 2.23, corresponding to n = 0, is significant.
This is equivalent to assuming that the charged particles are fully screened within
the shifted simulation box of which they are the centre.
The cancelling potential, given in Eq. 2.24, is evaluated in reciprocal space.
Though this function decays to zero much more quickly over reciprocal space
than the original ES function over real space, it is still necessary to define a cut-
off wavevector above which this interaction is no longer evaluated. In the work
discussed here, the cutoff is defined in terms of the contribution that an image
has to the ES contribution to the force acting on each particle. A reference force
is defined as the force exerted by two unit point charges at a distance of 1 Å
from one another. The force per particle is found at all wavevectors for which
the RMS error in the force is less than 1/10000th of this reference force [50]. This
cutoff describes the number of shifted periodic cells that should be included in the
Ewald sum. As each shifted cell is charge-neutral, a cutoff can be used without
risking a pseudo-charge being calculated.
A result of truncating the long-ranged summation is that the system is now finite.
As such, the effects that the system boundary has on the ES interaction need to
be determined. Usually, it is assumed that, past the ES cutoff, there is a uniform
medium with a given permittivity [58, 59]. For Ewald sums, it is common to
assume that this medium is a perfect conductor (εs = ∞). However, as MD
simulations are usually assumed to run in a vacuum (εs = 1), it is important to
alter the contribution from the medium from being that of a vacuum to that of a
perfect conductor. The contribution to the total ES energy of a perfect conductor
can be linked to that of a vacuum [58,59] by









Therefore, the final contribution to the Ewald sums is the contribution of the
medium surrounding the outermost periodic images taken into account. For a
vacuum, this contribution is










and for a perfect conductor, this is Umedium(εs =∞) = 0.
Particle-particle particle-mesh
Though the Ewald sums method is a considerable speed boost when compared
to numerically solving Eq. 2.20, there are methods to speed up the calculation
further. The most obvious of these would be to use fast Fourier transforms (FFTs)
when calculating the long-ranged cancelling potentials [Eq. 2.24]. In fact, it is
possible to speed up this step more by first approximating the charges of the
system onto a mesh. As the distance between the points of the mesh tends to
zero, the representation tends towards an exact description of the simulation box.
The use of such a mesh makes it more straightforward and faster to calculate the
Fourier transforms and, therefore, increases the speed of calculation for the long-
ranged contributions to the potential energy. This is, in turn, further sped up by
use of FFTs. Lastly, it is possible to approximate the field at each mesh point by
differentiating the potential. This can then be used to calculate the ES force felt
by each particle in the system. This method is the particle-particle particle-mesh
(PPPM) method.
2.6.4 Neighbour list
Current simulations usually model systems containing between 103 and 107 parti-
cles. The use of a cutoff distance rc in determining the short-ranged pair potential
acting on a particle usually means that the vast majority of the system will have
no contribution to the short-ranged potential energy of this particle. However,
the computationally expensive part of the short-ranged energy calculation is the
calculation of the distance rij separating two particles. A lot of computational
power can be spent calculating distances between particles separated by a large
distance and that will have no contribution to the short-ranged energy of a par-
ticle. One method of speeding this up is to use a neighbour list. Every few
timesteps, a list of all particles that fall within the neighbour cutoff rneigh > rc is
compiled for each particle. The short-ranged interactions are then only calculated
between a particle and the particles in its neighbour list.
As with all techniques, it is important to be careful when using a neighbour
list. Firstly, it is important to choose rneigh large enough to ensure that particles
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outside of the list are not able to move to a position where they would contribute
to the particle energy before the neighbour list is rebuilt. A corollary to this
is that the period of time between builds must be small enough to prevent this
same effect. It is also important that both of these properties are large enough
to ensure that there is a time gain in using the neighbour list method. Clearly,
not much time is saved calculating a neighbour list if this needs to be updated
every timestep.
2.7 Common analysis methods
Some methods for analysing results occur recurrently throughout this thesis. The
three most used methods are the autocorrelation functions, radial distribution
functions, and the structure factors. Here, these methods are briefly explained
along with a quick discussion regarding errors and uncertainties.
2.7.1 Autocorrelation functions
An autocorrelation function describes how quickly a system ‘forgets’ a property.
Suppose that a vector has a value a(t) at time t. The time autocorrelation
function ACF (t) at time t is defined as
ACF (t) = 〈a(t) · a(0)〉. (2.28)
The integral of a normalized autocorrelation function gives the average time that








Furthermore, some transport coefficients can be derived exactly from autocor-
relation functions [58, 59, 61]. These properties are said to obey a Green-Kubo
relation. A common example of this is the velocity autocorrelation function,
whose integral is directly proportional to the diffusion constant of a system.
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2.7.2 Radial distribution function
Consider a particle pair function n(r) that measures the average number of par-
ticles whose centre of mass is found within a distance interval [r, r + δr] from
the centre of mass of any particle. The integral of this function over all space
should give the total number of particles in the system. It is possible to find the
average number density ρ(r) at a distance r from a particle by dividing n(r) by
the volume of the bin of width δr. The radial distribution function (RDF) is the
probability of finding a local number density ρ(r) at distance r relative to the
probability of finding an equivalently spaced pair at uniform distribution ρave. It










Figure 2.4: RDFs of systems of LJ spheres at temperature T ∗ = 1.0 for a range of
densities. ρ∗ = 0.01 (full, black line) shows the RDF of a system in the gas phase;
ρ∗ = 0.80 (red dashed line) shows the RDF of a system in the liquid phase; and, ρ∗ =
1.20 (blue dotted line) shows the RDF of a system in the solid phase.
Figure 2.4 shows the RDFs of systems of LJ spheres in the gas phase (ρ∗ = 0.01),
liquid phase (ρ∗ = 0.80), and solid phase (ρ∗ = 1.20). Typically, the RDF in a
system in gas phase will have a peak, followed by an exponential decay tending to
g(r) = 1. A system in the liquid state exhibits an RDF that has a peak, followed
by oscillations of decreasing intensity about g(r) = 1. The RDF of a system in
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the solid phase has repeated high peaks and troughs that are very close to zero.
In general, more ordered systems will have higher first peaks, first troughs that
are closer to zero, and more evident repeating patterns than less ordered systems.
2.7.3 Structure factor
The structure factor S(k) describes the intensity at which particles (photons or
neutrons) of wavevector k are diffracted by elastic scattering in the system being




dr exp(ik · r)
N∑
j=1




exp(ik · rj) (2.32)
where N is the total number of particles in the system, rj is the position of






where k represents all vectors of equal magnitude |k| = k.
Figure 2.5 shows the structure factors of LJ systems in different phases at tem-
perature T ∗ = 1.0. A gaseous system (ρ∗ = 0.01) exhibits a structure factor
that fluctuates mildly about one. A system in its liquid phase (ρ∗ = 0.80) pro-
duces a structure factor with a peak at k ' 2π
σ
, followed by fluctuations about
S(k) = 1. The structure factor of a system in its solid state (ρ∗ = 1.20) shows
sharp Bragg peaks at certain wavevectors k corresponding to distances where
there is a repeating pattern in the solid lattice, and is at S(k) = 0 otherwise.
The structure factor of a system is proportional to the Fourier transform of the















Figure 2.5: Structure factors of systems of LJ spheres at temperature T ∗ = 1.0 for a
range of densities. ρ∗ = 0.01 (full, black line) shows the structure factor of a system
in the gas phase; ρ∗ = 0.80 (red dashed line) shows the structure factor of a system
in the liquid phase; and, ρ∗ = 1.20 (blue dotted line) shows the structure factor of a
system in the solid phase.







where g(r) is the RDF of the system and ρ is the average density of the sys-
tem [58]. The structure factor can be determined experimentally via x-ray or
neutron scattering. It therefore provides a useful means of directly comparing
experimental and simulation results.
2.7.4 Errors and uncertainties
The results presented in this thesis are always averaged over a large number of
simulation time frames. Furthermore, the frames are output with time delays
such that they represent the system at statistically independent states. These
conditions result in the calculated standard error being minuscule. The errors
are often much smaller than the size of the points representing them and, as
such, error bars are not shown. Where possible, relevant results from experiment
are also given for comparison. This is probably a better illustration of the validity




dynamics in aqueous potassium
chloride solutions
3.1 Introduction
This chapter will give a detailed analysis of a series of simulations run to better
understand the metastable structure and dynamics in supersaturated potassium
chloride solutions. This work was carried out to try to understand the state of a
solution up to and above the saturation concentration and to try to understand
what a pre-critical crystal nucleus is and how it forms. Ultimately, this work is
focused on structures that exist for a lifetime of the order of 1 ns to better un-
derstand the processes occurring in non-photochemical laser-induced nucleation.
Forming a crystal from a supersaturated aqueous solution is experimentally easy
to do. Books teaching children how to grow their own crystals are readily avail-
able [62]. The general method described in these books is to add salt to water
until no more salt will dissolve (and saturation is reached) before allowing evap-
oration to bring the system to supersaturation. Eventually, crystals will begin
to form. The basic concepts of this experiment are used in many industries. It
is therefore surprising that very little is known about the processes happening
in the period of time between supersaturation being reached and crystallisation
beginning. Some supersaturated solutions crystallise spontaneously, while others
remain metastable for years. It is very difficult to observe minute changes in the
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structure of metastable supersaturated solutions experimentally. Furthermore, as
crystallisation is a stochastic process, it is nearly always impossible to define or
predict the exact time and place that a crystal first appears in a supersaturated
solution [20,63–67].
Recent experimental developments have resulted in a technique that appears to
allow for the creation of crystals ‘on demand’. In 1996, Garetz and coworkers
demonstrated that it is possible to induce crystallisation in supersaturated aque-
ous urea solutions by using a low-power near-infrared laser pulse of 20 ns duration
passed through the system [1]. The process is not photochemical and is referred to
as non-photochemical laser-induced nucleation (NPLIN). Garetz and coworkers
continued developing this method and found that other systems also underwent
NPLIN. Probably most interesting of these was glycine, which was found not
only to undergo NPLIN but to also crystallise in a different form depending on
the polarization of the laser beam: plane-polarized lasers induce the crystallisa-
tion of γ−polymorph glycine, whereas circular polarised laser beams induce the
crystallisation of the α−polymorph [2–4].
The ideas and uses of NPLIN have been greatly advanced in recent years by
other groups. For instance, Alexander and coworkers have shown that NPLIN
can induce the nucleation of supercooled glacial acetic acid [10], carbon dioxide
in carbonated liquids (including champagne) [11], and of various simple aqueous
salt solutions [7–9, 68]. Recent work has also demonstrated that the laser-pulse
duration plays an important role in the process of NPLIN. Ward et al. have shown
that a single laser pulse of duration less than 5 ps would not induce nucleation
in carbonated drinks, whereas a pulse of duration greater than 100 ps would
consistently induce nucleation [11]. This strongly suggests that there is some long-
lived structure present in the solution on which the laser pulse acts to enhance
the probability of nucleation occurring.
NPLIN of aqueous potassium chloride is of particular interest from a theoretical
and computational point of view. A theory based on the idea that nucleation
is induced by electronic polarisation of the ions by the electric field of the laser
light has been developed and predicts the rates of NPLIN nucleation in these
aqueous alkali-halide systems quite well [7]. Furthermore, the supersaturated
solutions used in these experiments are metastable. Alexander and Camp report
that supersaturated aqueous potassium chloride solutions can remain in a non-
crystallised state for months [7].
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Metastability makes aqueous potassium chloride the perfect system to use to
investigate structure and dynamics prior to crystallisation. Aqueous ionic salt
solutions have been studied in great depth using atomistic computational methods
[69–81]. Most of this work has been carried out modelling sodium chloride or has
been carried out modelling a variety of salts at low concentrations (with respect
to saturation concentration). Some computational work has been carried out
at high concentration, but as this has mainly been to look at the processes of
homogeneous nucleation, these do not address the pre-crystallisation structure in
great depth [73,77,78,80].
Furthermore, while there are little simulation data on aqueous potassium chloride
at near-saturation concentrations, experimental data is readily available. It is
therefore possible to use this system to validate simulation forcefield parameters
against experimental results. It will also be interesting to see the effect that
different water models will have on the sub-saturation properties of this system.
It has been shown that the four-site TIP4P water model reproduces the water
phase diagram much more accurately than the three-site TIP3P water model
[82–85], and it is generally acknowledged that TIP4P describes the liquid phase
of water more accurately than does TIP3P. However, as some of the ion forcefield
parameters that will be tested have been developed for use in TIP3P water [86], it
is important to determine which of these water models will produce more accurate
dynamics.
This chapter is divided as follows. First, the simulation models and methods
used will be detailed. Results comparing the sub-saturation properties of each
simulation model with experimental data will be presented, followed by a study
of the solution structure at supersaturated concentrations. Finally, the existence
of short-lived amorphous salt clusters of equivalent lifetime to an NPLIN laser
pulse duration will be demonstrated before concluding with some brief remarks
on the effects of water in these clusters.
3.2 Simulation details
The choice of model for this set of simulations is important. The model used
must be able to reproduce certain key features seen in experiments. First among
these is the criterion that the system must not crystallise when supersaturated
to ‘reasonable’ levels. It has been reported that supersaturated aqueous potas-
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sium chloride solutions can be kept in their metastable state for months without
crystallising [7, 8]. It is therefore highly improbable that any long-lived crystal
structures will form in the simulation timescale. Therefore, there should be no
evident crystal formation at any concentration simulated, both above and below
saturation. Furthermore, it is important for the model system to accurately re-
produce certain static and dynamic properties measured experimentally. These
properties include the mass densities, ion self-diffusion coefficients, and conduc-
tivities at concentrations up to saturation. Keeping the simulation density close
to the experimental density will mean that the system remains of a realistic size
and calculating the dynamic parameters (ionic self-diffusion and conductivity)
will give an insight into the influence of ion association. It follows that keeping
the simulation values of these dynamic parameters close to experimental values
measured in equivalent systems will imply that the simulated ion association is
close to the real ion association. It is very difficult to find reliable experimental
values for these properties above saturation. Therefore, these parameters were
studied for conditions up to experimental saturation concentration. While su-
persaturated structure and crystallisation has been studied in great depth for
other ionic salt systems (e.g. NaCl), very little work has been done studying the
properties of aqueous potassium chloride as the salt concentration nears experi-
mental saturation, and most of the work reported in literature studies simulated
solutions of low salt concentration.
Water was modelled using the SPC/E model [87], the TIP3P-Ewald model [88],
and the TIP4P-Ewald model [89]. These are three common water models that
have been optimised for use with the particle-mesh Ewald summation method.
These models assume that water molecules are kept rigid, and that the bonds and
angles cannot fluctuate from their equilibrium positions. K+ and Cl− ions were
simulated using the parameters developed by Dang [86]. Joung and Cheatham
have also parametrised ion potentials to closely match experimental solubility.
They find that certain water models run with Dang parameters grossly underes-
timate the saturation molality of aqueous potassium chloride, with the simulation
solubility calculated as being 0.49 mol kg−1 when run in TIP3P water and 0.53
mol kg−1 in SPC/E water, both much lower than the experimentally calculated
4.77 mol kg−1 [90, 91]. Therefore, one more model, comprising TIP4P-Ew water
with ion parameters parametrised for TIP4P by Joung and Cheatham (JC), was
used in this comparison to ensure that the effects of an experimentally accurate
solubility (3.99 mol kg−1) were taken into account. Since, work by Benavides and
coworkers has shown that the methods used by Joung and Cheatham to determine
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system solubilities greatly overestimates the accuracy of the solubility determined
for their forcefield [92]. For brevity, these models shall now be referred to as the
SPC/E+Dang, TIP3P-Ew+Dang, TIP4P-Ew+Dang, and TIP4P-Ew+JC mod-
els.
Atoms are modelled as charged Lennard-Jones (LJ) particles, with interactions















where qi is the charge on particle i, rij is the distance between particles i and
j, ε0 is the electric vacuum permittivity, and the LJ parameters εii and σii are
given for each species in Table 3.1. The cross LJ parameters are found using the
Lorentz-Berthelot mixing rules given in Eqs. 2.14 and 2.15.
qi (e) σii (Å) εii(kcal mol
−1)
SPC/E Water [87]
O −0.8476 3.166 0.1553
H +0.4238 0.0 0.0
TIP3P-Ewald Water [88]
O −0.830 3.188 0.102
H +0.415 0.0 0.0
TIP4P-Ewald Water [89]
O −1.0484 3.16435 0.16275
H +0.5242 0.0 0.0
Dang Ion Parameters [86,93]
K+ +1.00 3.331 0.100
Cl− −1.00 4.40 0.100
JC Ion Parameters [90,91]
K+ +1.00 2.83306 0.0116615
Cl− −1.00 4.91776 0.2794651
Table 3.1: LJ and electrostatic parameters used to simulate aqueous KCl solutions.
Note that e is the elementary charge.
All simulations were carried out in the isobaric-isothermic ensemble (fixed NPT )
with the pressure and temperature kept constant by using the Nosé-Hoover baro-
stat and thermostat [59]. The simulations were run at typical experimental con-
ditions, with a pressure of 1 atm and a temperature of 293 K and 298 K. A cubic
simulation box with periodic boundary conditions was used. The initial length of
a side of the box was chosen to be of 40 Å. The molecules were packed into the
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% by mass KCl b (mol kg−1) KCl H2O s nw(K
+) nw(Cl
−)
1.03 0.139 5 1990 0.0306 7.03 6.73
2.05 0.280 10 1980 0.0615 6.97 6.67
4.05 0.566 20 1960 0.124 6.86 6.55
7.94 1.16 40 1920 0.254 6.68 6.38
12.0 1.83 62 1876 0.402 6.48 6.17
14.0 2.19 73 1854 0.479 6.41 6.10
15.9 2.55 84 1832 0.558 6.29 5.97
18.0 2.95 96 1808 0.646 6.12 5.80
20.0 3.36 108 1784 0.737 6.06 5.74
22.0 3.78 120 1760 0.830 5.93 5.61
23.9 4.22 132 1736 0.926 5.83 5.51
25.5 4.59 142 1716 1.01 5.75 5.43
26.0 4.59 145 1710 1.03 5.70 5.39
28.0 5.21 158 1684 1.14 5.53 5.20
30.1 5.77 172 1656 1.26 5.43 5.10
32.0 6.30 185 1630 1.38 5.54 5.03
34.0 6.90 199 1602 1.51 5.25 4.92
36.0 7.56 214 1572 1.66 5.09 4.75
38.1 8.24 299 1542 1.81 4.96 4.63
40.0 8.96 244 1512 1.96 4.81 4.48
Table 3.2: KCl mass percentage, molal concentration b, number of K+ and Cl− ions,
number of water particles, degree of saturation s, and number of waters in the first
hydration shell of K+ nw(K
+) and Cl− nw(Cl
−) for all simulations run. Note that s
= b/bsat., where bsat. = 4.56 mol kg
−1 is the experimental saturation concentration at
T = 293 K.
box using the PackMol program [51]. Time integration was performed using the
Tuckerman Verlet algorithm [94]. The LJ interaction calculations were truncated
at a distance of 12.0 Å. Long-ranged Coulombic interactions were calculated using
the particle-particle particle-mesh (PPPM) method [58, 59, 95]. The simulations
was ‘relaxed’ using a timestep of 0.1 fs for 1 ps before being equilibrated for 50
ps using a 1.0 fs timesteps. The systems were then simulated for a total of 1
ns with a timestep of 1 fs to obtain the results necessary for the calculations
of the diffusion coefficients of the ions, the concentration, and the mass density.
The TIP4P-Ew+JC model was run for a further 5 ns to allow for observation
of Stillinger clustering behaviour [96–98]. Likewise, the TIP3P-Ew+Dang model
was run for a further 10 ns to obtain data about the different forms of clustering
occurring. Doing this ensures that the uncertainty in the results is in the regime
described in Section 2.7.4.
Simulations were run using the LAMMPS software [50]. All simulations run
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were composed of potassium ions, chloride ions, and water molecules only. The
simulations were set up so that a total of 2000 molecules were placed in the
simulation box, with the ratio in the number of potassium chloride to water
molecules chosen to create a solution of a specific ionic concentration, b = 0.14
– 8.96 mol kg−1. The exact concentrations and numbers of molecules run are
shown in Table 3.2.
3.3 Results and discussions
3.3.1 Sub-saturation dynamic properties
The dynamic properties of the four models were compared against experimental
results. Four quantities being compared are the solution density, the molar con-
ductivity, and the ion self-diffusion coefficients at varying concentrations less than
or equal to experimental saturation (bsat. = 4.56 mol kg
−1). The conductivity was
calculated using the current-current Green-Kubo relation. The current J(t) at




where N is the total number of particles in the system, qi is the charge of particle







where V is the volume of the simulation box. The ionic self-diffusion coefficients







The results of these comparisons are shown in Fig. 3.1.
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Figure 3.1: Dynamic properties of aqueous KCl solutions at T = 298 K obtained
from experiment (filled symbols) and from simulations using different models (opened
symbols) as a function of concentration: (a) mass density [99]; (b) molar conduc-
tivity [100]; (c) and (d) self-diffusion coefficients for aqueous K+ and aqueous Cl−
respectively [101].
Ew+Dang models closely follow the experimental variations in both the conduc-
tivity and the ionic self-diffusion coefficients. Furthermore, at high concentra-
tions they are clearly closer to experimental data than either the TIP4P-Ew+JC
or SPC/E+Dang models. The TIP3P-Ew+Dang model achieves a closer fit with
experimental density than any other model [Fig. 3.1(a)]. Of all models tested, the
TIP3P-Ew+Dang variant gave results closest to experiment for the four proper-
ties under consideration. This is, therefore, the model that shall be used to fur-
ther study the formation of pre-critical clusters in aqueous ionic solutions at high
concentrations and to investigate the structure and dynamics of these clusters.
It is possible to use the Nernst-Einstein relation between conductivity and ion self-
diffusion coefficients to get an idea of the proportion of ions that do not contribute
to the conductivity. The Nernst-Einstein relation linking molar conductivity Λ






where F is the Faraday constant, R is the molar gas constant, T is the tempera-
ture, and δ is a measure of the ion association. At very low concentration, where
the self-diffusion of the anion is completely uncoupled from that of the cation,
δ = 0. As the concentration is increased, some anion-cation pairs will begin to
form. The self-diffusion of these pairs will be coupled rather than completely
independent. It follows that, as concentration is increased and ion association
grows, δ will also increase as a result of mass transport without a net charge
transport in the system, leading to a reduction in conductivity.
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Figure 3.2: Nernst-Einstein δ [Eq. 3.5] obtained from simulation (unfilled symbols)
and experiment (filled symbols) as a function of concentration for temperatures (a)
T = 298 K, and (b) T = 293 K. Note that experimental results are only shown up
to saturation concentration. Experimental saturation concentration is denoted by the
dashed line in (b).
As can be seen in Fig. 3.2, the results from all four models follow the same
trend. As the concentration is increased, δ increases and tends to approximately
0.5. While the TIP3P-Ew+Dang model is closest to the experimental curve at
very low density, the δ values obtained from all four models are similar to what
is experimentally found at concentrations close to saturation. Also shown is
the evolution of ion coupling at concentrations past saturation concentration for
the TIP3P-Ew+Dang and TIP4P-Ew+JC models to emphasise that δ → 0.5 as
concentration is increased. As there is such a small difference in ionic coupling
between the models and experiments, this is a poor criterion for choosing which
model to study further.
The TIP4P-Ew+JC model is not as close to the experimental data as the TIP3P-
Ew+Dang model for any of the properties tested. The variation of density with
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concentration observed in systems run using the TIP4P-Ew+JC model follows a
much steeper trend than what is seen experimentally [Fig. 3.1(a)] and increases
too quickly as the ion concentration is increased; the conductivities predicted by
this model are similar to those predicted for the SPC/E+Dang model and are
nearly 50% lower than the experimental values of conductivity near the satu-
ration concentration [Fig. 3.1(b)]; and, while the ionic self-diffusion coefficients
are better than those predicted by the SPC/E+Dang model, they are still an
underestimate and produce worse results than either the TIP3P-Ew+Dang or
TIP4P-Ew+Dang models. This is understandable as this model was created to
reproduce experimental salt activity coefficients and experimental solubility. In
their paper [91], Joung et al. show that the TIP4P-Ew+JC model is able to closely
reproduce experimental activities and the saturation concentration whereas the
TIP3P-Ew+Dang model produces activities that are much lower than experimen-
tally expected and has a much lower saturation concentration than seen experi-
mentally. It therefore seems wise to look at high-concentration structure in both
the TIP3P-Ew+Dang model – the model with the most experimentally accurate
dynamic properties – and the TIP4P-Ew+JC model – the model with activities
and a saturation concentration closest to what is measured experimentally.
3.3.2 Structure at higher concentrations
Figure 3.3 shows the anion-anion, cation-cation, and anion-cation RDFs obtained
from the TIP3P-Ew+Dang and TIP4P-Ew+JC models at various concentrations.
Firstly, both models possess very similar static structure at all concentrations.
All peaks are at approximately the same position and of approximately the same
height. It is interesting that the RDFs for these two models are so similar, given
how different some of the dynamic properties are. The second point is that the
first peak in the anion-anion and cation-cation RDFs (g−− and g++ respectively)
increase in height as concentration is increased. The second and third peaks may
also become more defined, but the associated mid- to long-ranged structure is
much more easy to see in the static structure factors (discussed below).
As the RDFs produced by the TIP3P-Ew+Dang model and the TIP4P-Ew+JC
model are so similar, only the static structure factors obtained from the TIP3P-
Ew+Dang model are shown. Though they are not plotted here, the TIP4P-
Ew+JC model produces very similar results at all concentrations tested. Fig-










Figure 3.3: Partial RDFs gαβ, where α, β = +,− corresponds to K+, Cl−, calculated
using the TIP3P-Ew+Dang model and those calculated using the TIP4P-Ew+JC model
at T = 293 K. The concentrations shown are: (a) b = 1.83 mol kg−1; (b) b = 4.22
mol kg−1; (c) b = 6.30 mol kg−1; (d) b = 8.96 mol kg−1. The TIP4P-Ew+JC partial
RDFs have been shifted up by 10 units for clarity.
tors calculated as described in Section 2.7.3 for a system at experimental sub-
saturation concentration (b = 1.83 mol kg−1), at experimental saturation con-
centration, and for two compositions above experimental saturation. The cation-














where ρ+(k) and ρ−(k) are the Fourier transforms of the anion and cation densi-
ties, respectively. By these definitions, S++ and S−− should tend to 0.5 at large
values of k = |k| whereas S+− should tend towards zero. This is confirmed at all
densities plotted in Fig. 3.4.
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The most evident result here is that, as concentration is increased, the peaks in the
ionic structure factors become more prominent. As expected, S++(k) and S−−(k)
are very similar at all concentrations. There is near perfect overlap between the
two structure factors in all graphs shown here. The first peak is at k ≈ 1.45
Å−1 regardless of concentration, which corresponds to a real-space distance of
R ≈ 4.2 Å – the distance at which the first peak occurs in the g++ and g−− RDFs
in Fig. 3.3.
The first peak in the g+− RDF is quite steep and narrow. It can therefore be
approximated by a δ-function at its peak position R. From this, it is possible to
approximate the Fourier-transform relation between the structure factor and the










dr ' Csin kR
kR
(3.9)
where C is a fitted constant and R = 3.30 was defined as being equal to the peak
position of the anion-cation RDF. These approximations are plotted alongside
the S+− obtained at the concentrations tested in Fig. 3.4. It is evident that
this approximation is valid from its close match with the curves obtained from
simulation.
To complete the study of the static ionic structure, the number-number, charge-
charge, and number-charge structure factors are shown in Fig. 3.5. These struc-












〈ρN(k)ρZ(−k)〉 = S++(k)− S−−(k) (3.12)
where ρN(k) = ρ+(k) + ρ−(k) and ρZ(k) = ρ+(k)− ρ−(k) are the Fourier trans-
forms of the total number and charge densities.
There is a large increase in peak intensity in the charge-charge structure factor










Figure 3.4: Partial structure factor Sαβ(k), where α, β = +,− corresponds to
K+, Cl− respectively, calculated in the TIP3P-Ew+Dang model at T = 293 K. The
concentrations shown are: (a) b = 1.83 mol kg−1; (b) b = 4.22 mol kg−1; (c) b = 6.30
mol kg−1; (d) b = 8.96 mol kg−1.
ordering. The number-charge structure factor shows almost no change at the
different concentrations, whereas the number-number structure factor shows that
there is more general structure when ionic concentration is increased. As expected
from the definitions, SNN and SZZ tend to 1 as k is increased, and SNZ tends to
zero as k increases.
3.3.3 Stillinger clusters and association lifetimes
So far, there have been indications of a rise in anion-cation association as ionic
concentration is increased. It seems sensible to study this anion-cation coupling in
more depth. More information should be obtained by using the cluster definition
proposed by Stillinger [96], as described in the review by Wedekind and Reguerra
[97]. Two ions are considered to be clustered if they are of opposite charge and
they are within a pre-defined cutoff distance from one another. Here, the cutoff
is chosen to coincide with the first minimum in the anion-cation RDF (rij = 4.15










Figure 3.5: Charged/uncharged structure factor Sαβ, where α, β = N, Z corresponds
to the number and charge density respectively, calculated for the TIP3P-Ew+Dang
model at T = 293 K. The concentrations shown are: (a) b = 1.83 mol kg−1; (b)
b = 4.22 mol kg−1; (c) b = 6.30 mol kg−1; (d) b = 8.96 mol kg−1.
charge, and that any particle can be part of, at most, one cluster.
As before, simulations were performed using both the TIP3P-Ew+Dang and
TIP4P-Ew+JC models at varying concentrations up to b = 8.96 mol kg−1 to
compare the probability of Stillinger clustering occurring in each model. Simu-
lations were run for longer to obtain better statistics of the states of the ions.
Figure 3.6 shows the probability of a randomly chosen ion being in a Stillinger
cluster at a given concentration. As expected, the clustered probability increases
with concentration. At the highest concentrations tested, 85–90% of ions are in
a cluster at any given time. Though the TIP3P-Ew+Dang model has a slightly
higher clustering probability α, there is very little difference in the dependence of
α found in simulations using the TIP3P-Ew+Dang model and the TIP4P-Ew+JC
model.
Also shown in Fig. 3.6 is the probability of finding a randomly chosen particle
in a cluster of overall neutral charge, that is a cluster composed of exactly the
same number of anions as cations, and the probability of finding a particle in
a charged cluster. At low concentrations the charged-cluster probability is very
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Figure 3.6: Probability α of an ion being part of a charged, neutral, or any Stillinger
cluster as a function of concentration at T = 293 K. The filled symbols are for the
TIP3P-Ew+Dang model and the unfilled symbols are for the TIP4P-Ew+JC model.
The dashed line show the experimental saturation concentration bsat = 4.56 mol kg
−1
at T = 293 K
small. This implies that the clusters found at low concentration are mainly anion-
cation pairs, possibly with some quartets forming. As these clusters are small, the
presence of non-neutral clusters would result in areas of high charge inequality
that would likely be unstable and short-lived. Increasing concentration results
in the clusters increasing in size. The addition of a single ion to a large neutral-
charge cluster will result in a smaller cluster charge density, leading to the cluster
being in a more stable state and longer-lived. This explains why the charged and
neutral probabilities tend towards the same value as concentration is increased.
The probabilities of neutral clusters in both models are almost overlapping at all
concentrations, whereas the charged-cluster probability for the TIP4P-Ew+JC
model increases at a slower rate than for the equivalent TIP3P-Ew+Dang models.
It appears that the discrepancy in the total number of clustered particles found
in the two systems at high concentration is mainly a result of this difference in
charged cluster probability.
Figure 3.7 shows the probability pn of finding a cluster of size n in a TIP3P-






Figure 3.7: Probability pn of finding a cluster of size n during a 10 ns simulation
using the TIP3P-Ew+Dang model at T = 293 K. (a) pn for varying concentrations
b = 0.566, 1.83, 4.59, 6.30, 7.56, and 8.96 mol kg−1, ascending from left to right.
(b) pn for two simulations (one with 244 KCl and one with 500 KCl) at concentration
b = 8.96 mol kg−1.
and 8.98 mol kg−1. The sizes of clusters present increase as concentration is
increased. This may result from the larger number of ions present in the higher
concentration solutions or from the fact that clusters are more easily formed at
higher concentrations. A peak at high n begins to form for solutions above a
concentration of b = 7.56 mol kg−1 [Fig. 3.7(a)]. At these concentration, clusters
begin to form that percolate the simulation box. Therefore, this high-n peak is
likely a caused by finite size effects. Results for pn at the highest concentration
were recalculated for a simulation with a larger total number of ions run at the
same concentration b = 8.96 mol kg−1, but with 500 K+ and 500 Cl− ions as
opposed to the original run which had 244 K+ and 244 Cl− ions. The peak in
the resulting probability function, shown in Fig. 3.7(b), has clearly shifted to a
larger corresponding cluster size n. This indicates that the peak in pn at high
concentrations is a result of finite size effects, rather than being caused by a
drastic change in the clustering behaviour of ions.
The number of particles present in a cluster of average size 〈n〉 as a function of
concentration b is shown in Fig. 3.8. The average cluster size increases smoothly
with concentration. It is worth pointing out that the average cluster size observed
in solutions with concentrations b > 7.56 mol kg−1 may be affected by the peaks
resulting from finite size effects observed in the cluster size distribution [Fig. 3.7].
However, given the small probability of the peak, this should have a minimal
effect on the average and the trend seen in Fig. 3.8 should be considered as being
representative.
As cluster size and the proportion of ions in a cluster increase with concentration,
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Figure 3.8: Average cluster size 〈n〉 found in a TIP3P-Ew+Dang simulation as a
function of concentration. The runs were carried out at T = 293 K. The dashed line
shows experimental saturation concentration bsat = 4.56 mol kg
−1
it should follow that the residence time, the amount of time that an average
particle will spend in a cluster, should increase with concentration also. From
the definition of a Stillinger cluster, the average particle residence time can be
defined as follows. Suppose we have a function θi(t) defined as:
θi(t) =
{
1 if ion i is clustered from 0 ≤ t′ ≤ t
0 if ion i is unclustered at any t′ ≤ t
(3.13)







where N is the total number of ions in the simulation. This function reflects
average proportion of particles that are clustered at a time t given that they were
in a cluster at a time t = 0. This can be used to provide the residence time tres







The ion-association correlation functions Cθ(t) are shown in Fig. 3.9(a) for a
range of concentrations (b = 0.14, 0.86, 1.83, 4.22, 6.30, and 8.96 mol kg−1). It
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Figure 3.9: (a) Ion association correlation function Cθ given by Eq. 3.14 at different
concentrations b = 0.14, 0.86, 1.83, 4.22, 6.30, and 8.96 mol kg−1 for simulations run
using the TIP3P-Ew+Dang model at T = 293 K. (b) Residence time tres as a function
of concentration obtained from models using the TIP3P-Ew+Dang model (full black
circles) and the TIP4P-Ew+JC model (empty red circles) at T = 293 K. The dashed
line shows the experimental saturation concentration b = 4.59 mol kg−1.
This shows that, on average, particles remain in a clustered state for longer times
at higher concentrations. The results shown are only from the TIP3P-Ew+Dang
model but the results from the TIP4P-Ew+JC model are very similar.
Figure 3.9(b) shows the residence time tres as a function of ion concentration
for both the TIP3P-Ew+Dang and the TIP4P-Ew+Dang models. The residence
times observed in both models show very similar behaviour, with the TIP3P-
Ew+Dang model having only slightly longer residence times at concentrations
above experimental saturation (bsat = 4.59 mol kg
−1) than the equivalent TIP4P-
Ew+JC system. This is quite interesting as it further shows that these two
models provide very similar results with regards to Stillinger cluster formation
and lifetimes, even though one model appears to be better at predicting com-
mon dynamic properties and the other has been parametrised to give an accurate
solubility. Moreover, past experimental saturation concentration, the cluster res-
idence time is in the range 40 - 100 ps. This is of the same order of magnitude as
the timescale on which the laser pulse is thought to act in the NPLIN process.
The increase in the residence time as concentration increases is most likely caused
by a combination of two factors. The first reason is related to the definition of a
Stillinger cluster being used. The Stillinger cutoff radius rc = 4.15 Å, calculated
by using the first minimum in the K+–Cl− RDF [Fig. 3.3], does not take into
account the average number of ions within that cutoff. As the cutoff is constant
at all concentrations, one would expect that at higher concentrations would lead
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Figure 3.10: Figure showing simulation snapshots, where ions are coloured according
to their cluster residence time tres from this point in the simulation. Ions that are
unclustered in this snapshot are assigned a tres = 0 ps and coloured red; ions that
remain clustered for a length of time greater than or equal to 25 ps are coloured blue.
to more ions falling within this cutoff. This makes it more likely for ions to be
in a clustered state, as was seen in Fig. 3.6. At the highest concentrations, 80-90
% of particles are bound at any given point. Therefore, by a simple statistical
argument, the residence time should increase even if the number of ions clustered
at time t is completely dissociated from the number of ions clustered at time
t+ δt.
The second explanation for these longer lifetimes is that this results from the
presence of larger clusters. The average cluster size increases with concentration
[Fig. 3.7]. Figure 3.10 shows snapshots of simulations, with the particles coloured
according to the time that they will remain in a cluster following this point. It
can be seen that particles remaining in a clustered state for long periods of time
are bunched together. It is likely that a particle found at the centre of a cluster
will take longer to reach a non-clustered state. This state may be reached by the
particle diffusing out of the cluster or by the cluster dissolving around it, but the
conclusion is the same: the larger the cluster, the longer it takes for all particles
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in it to reach a non-clustered state. Given the huge increase in residence time
seen here, the second reason is a more likely candidate than the first.
3.3.4 Water and hydration shells
An important effect of crystal formation is the dehydration of the pre-nucleating
crystal cluster [77, 78]. It is therefore interesting to look at the structure and
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Figure 3.11: (a) O–K (top) and H–Cl (bottom) radial distribution function for the
TIP3P-Ew+Dang model at T = 293 K. The solid red line shows results at a concentra-
tion b = 1.83 mol kg−1 and the dashed black line shows results at a concentration b =
8.96 mol kg−1. (b) Hydration residence times for K+ ions (black circles), Cl− ions (red
squares) and all ions (green diamonds). The vertical dashed line shows experimental
saturation concentration bsat = 4.59 mol kg
−1
Figure 3.11(a) shows the O–K and H–Cl RDFs calculated at concentrations of
b = 1.83 and 8.96 mol kg−1. There is very little difference between the structures
observed at these concentrations. This implies that the hydration shells are, on
the whole, similar for the anions and cations at both concentrations. It also
strongly implies that the Stillinger clusters are unlikely to be anhydrous, and
that therefore the clusters are not close to reaching a crystal forming state. The
O–Cl and H–K RDFs (not shown here) show similar trends as concentration is
increased.
Figure 3.11(b) shows how the water-ion residence time changes as a function
of concentration. The water-K+ and water-Cl− residence times increase very
slightly, and following similar, near linear trends as the concentration is increased.
The water-all ion residence time increases faster with concentration, but does not
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increase as quickly as, or by the same scale as, the K+-Cl− residence times shown
in Fig. 3.9. It is highly likely that the increase in residence time of the water is
a result of the higher number of ions present, rather than a result of an increase
in the water-ion association. Note that the longest water-all ion residence time is
much lower than the timescale on which NPLIN is thought to act on pre-critical
crystal nuclei. Moreover, ion-ion residence time is between four and six times
greater than the water-all ion residence time at all concentrations simulated.
This strongly suggests that the dehydration process is not the rate-determining
process when NPLIN occurs.
3.4 Conclusions
In this section, the changes in structure and dynamic properties of aqueous potas-
sium chloride solutions as concentration is increased past the experimental sat-
uration concentration have been studied. This work was carried out to better
understand the complex structure and dynamics in supersaturated salt solutions
in the hope of understanding what happens to the system when it undergoes
NPLIN. Experimentally, it has been demonstrated that, if the laser pulse used is
of 5 ps or less, no crystallisation occurs. If the laser pulse is of a duration longer
than 100 ps, then nucleation and subsequent crystallisation is observed [8]. It
is worth emphasising again that homogeneous crystallisation is not of interest in
this work and that no spontaneous crystallisation was observed in these simula-
tions. Rather, this was done to look for long-lasting structures on which the laser
pulses used in NPLIN could act to begin the process of crystallisation.
First, the density, ion self-diffusion coefficients, and molar conductivity obtained
for four ion-water models were compared to results obtained by experiment. From
these four models, models were chosen for further analysis: the model with the
closest fit to experimental results (the TIP3P-Ew water model with KCl pa-
rameters developed by Dang [86]) and a model that had been parametrised to
reproduce the experimental solubility (the TIP4P-Ew water model with KCl ion
parameters developed by Joung and Cheatham [90, 91]). The structure present
in simulations run using these models was analysed for a set of concentrations
ranging from low concentration up to about two times the experimental satu-
ration concentration. It was shown that there is very little difference between
the structures of both model at all concentrations. Furthermore, it was found
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that, for all concentrations, the dominant structural features resulted from strong
anion-cation association. The degree of association grows as the concentration is
increased.
The strong anion-cation association was used to develop a clustering criterion
from which the evolution of the average lifetime of an ion in a cluster as con-
centration increases was found. Again, it is worth noting that the cluster sizes
and cluster lifetimes calculated from both of these models are very similar. Also
of interest is that the cluster residence time at experimental saturation concen-
tration was found to be 40 ps – a timescale of the same order of magnitude as
the duration of the laser pulse used in NPLIN. The residence time of a water
molecule in the first hydration shell is found to be much shorter, at roughly 10
ps at experimental saturation, and increases at a less significant rate past this
point.
This work has hinted at the complexities in the motion and structure of aque-
ous KCl at high concentrations. Ion cluster lifetimes were of the same order of
magnitude as the timescale needed for NPLIN to occur. It is possible that the
laser pulse used in NPLIN acts on these clusters of higher ion density, rearranging
them into a crystal nucleus that then grows in the supersaturated system. This
strongly suggests that, at least for aqueous potassium chloride, crystallisation is a
two-step process, with the first step being the formation and dissolution of these
long-lived amorphous crystals and the second being the rearrangement of these
clusters into more crystalline structures. While long-lived clusters are present,
there is no real evidence of crystalline or anhydrous ion clusters forming, even for
short periods of time. This is coherent with the experimental observation that
supersaturated aqueous potassium chloride can remain in a metastable state for
months without crystals forming.
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Chapter 4
The effects of the heating of
carbon nano-impurities on the
structure of aqueous sodium
chloride
4.1 Introduction
One proposed mechanism to explain non-photochemical laser-induced nucleation
(NPLIN) is that the near-infra-red laser pulse acts on small impurities present in
the solution. It is speculated that impurities of size on the nanometre scale ( 1 –
100 nm) exist in these solutions. These would be nearly impossible to filter out
because of their small size, and could absorb energy from the laser pulse, leading
to the impurities rising in temperature. Recent studies suggest that nanometre
gold impurities can be heated to very high levels in water, sometimes causing
localised evaporation of the water surrounding the nanoparticle and leading to
the formation of a bubble [102–106]. Given the small masses of these impurities,
and their presumed rarity in filtered solutions, this should have a negligible effect
on the overall temperature of the system. However, the energy absorbed by
the nanoparticles will diffuse into the surrounding solution, resulting in localised
heating that may lead to the formation of nanobubbles as the surrounding solution
locally evaporates [107, 108]. The presence of a nanobubble may facilitate the
crystallisation process in supersaturated solutions via the creation of a shockwave
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when the bubble collapses or perhaps by causing local evaporation of the solvent
and leaving only the solute. This could be one potential explanation of the
mechanism by which NPLIN works.
It is also possible that localised heating resulting from a highly energetic impurity
has other effects on the supersaturated solution in which it is immersed. Very
little research has been done on the effects that localised heating may have on
an aqueous salt solution. From a statistical physics and computational point
of view, studying localised heating is particularly interesting as this is a non-
equilibrium situation. Furthermore, though a lot of research has been carried out
on the solution–solid interface, little work has been done on the interface between
a solid spherical particle with high surface curvature immersed in a liquid.
In this chapter, the effects that the instant heating of a 4 nm carbon nanopar-
ticle has on a surrounding aqueous salt solution are studied. As this is thought
to potentially cause a supersaturated system to crystallise, it is important for
the solutions modelled to be near simulation saturation concentration. As shown
in Chapter 3, the aqueous potassium chloride solutions simulated did not crys-
tallise, even at concentrations near experimental saturation concentration. In
this chapter, the solution modelled is aqueous sodium chloride. This system has
been studied at high concentrations much more than potassium chloride solutions.
Experimentally, supersaturated NaCl solutions are much more difficult to keep
in a supersaturated metastable state than supersaturated KCl solutions, with
supersaturated solutions of NaCl crystallising within minutes or hours. Compu-
tationally, this system presents one key advantage over equivalent aqueous KCl
system, namely that MD simulations have shown that, at concentrations similar
to the experimental saturation concentration, this system can crystallise within
the simulation timescale [77, 78]. It should therefore be possible to find a maxi-
mum concentration at which the system does not undergo crystallisation within
the simulation timescale, or ‘simulation saturation concentration’. At this concen-
tration, the system will very likely crystallise if given a much longer simulation
run (of order µs or ms, rather than ns), meaning that the system is still in a
metastable state. Therefore, crystallisation may be induced at this concentration
by perturbing it from its current metastable condition. This is, in effect, the
nanobubble mechanism proposed to explain NPLIN.
In their paper, Zimmermann et al. estimate the experimental nucleation rates of
these systems as ranging from 104 – 1013 cm−3 s−1 [109]. A typical simulation
has volume of order 10−21 – 10−18 cm and is run for 10−9 – 10−6 s. It follows
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that, for a perfectly accurate model, crystallisation should not be observed. How-
ever, in their recent work, Benavides et al. demonstrate that forcefields used to
model aqueous NaCl systems often underestimate experimental solubility, with
the best model tested having a solubility nearly 40% lower than experimental
solubility [92]. This explains why crystallisation can be observed in certain sim-
ulations of supersaturated aqueous NaCl solutions. As the work presented here
is studying the effects of heated particle impurities on inducing crystallisation,
it is not necessary for the simulation to accurately model experiment for useful
conclusions to be drawn.
This chapter is divided as follows. First, the analysis used to find the ‘simulation
saturation concentration’ of aqueous NaCl (without impurity) is described. Then,
the simulation methods used for the systems composed of a carbon impurity in
an aqueous NaCl solution are detailed. The results are then presented, with the
‘simulation saturation concentration’ derived, and the effects of heating two 4 nm
impurity, one solid and one hollow, presented. These results are discussed and
analysed before concluding remarks are given.
4.2 Methods
4.2.1 Interaction potentials and simulation parameters
All systems were run using the TIP3P-Ewald water model [88], with ion param-
eters and carbon parameters developed by Dang and co-workers [110, 111]. The
TIP3P water model assumes that water molecules are kept rigid, and that the
bonds and angles can not fluctuate from their equilibrium positions. The total































is the interparticle Coulombic potential between particles i and j. Here, rij =
|rj − ri| is the interparticle distance, qi is the charge of particle i, σii and εii are
the LJ radius and energy of species i, respectively, and σij = (σii + σjj)/2 and
εij = (εiiεjj)
1/2 are the cross-interaction parameters according to the Lorentz-
Berthelot mixing rules. The potential parameters σii, εii, and qi used in this work
are summarised in Table 4.1.
qi (e) σii (Å) εii(kcal mol
−1) Ref.
O −0.830 3.188 0.1020 [88]
H +0.415 0.000 0.0000 [88]
Na+ +1.000 2.350 0.1300 [110]
Cl− −1.000 4.400 0.1000 [86]
C 0.000 3.550 0.0635 [111]
Table 4.1: LJ and electrostatic parameters used to simulate aqueous NaCl solutions
with and without a carbon impurity. Note that e is the elementary charge.
4.2.2 Simulation saturation concentration
As stated before, the work discussed in this chapter is about studying one po-
tential mechanism by which NPLIN may cause crystallisation. As such, it is
important to ensure that the aqueous salt systems tested are not able to crys-
tallise within the simulation timescale, but also that the systems are as close to
crystallising as possible. Here, crystalline clusters of ions are of interest, as op-
posed to the localised amorphous Stillinger clusters of ions discussed in Chapter 3.
Two separate methods are used to decide whether a particle is in a crystalline
state. The first method is a more sophisticated version of the Stillinger clustering
criterion. An ion is considered in a crystalline state if it has a minimum of four
Stillinger neighbours. This modification was proposed by ten Wolde and Frenkel,
and shall be referred to as the TWF clustering criterion [97,112]. As before, the
neighbour cutoff distance is defined as the first minimum in the anion-cation RDF
(rcutoff = 3.80 Å). Unlike for the Stillinger cluster definition used in Chapter 3,
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there is no charge criterion when defining a neighbour, meaning that an anion
can have an anion as a neighbour.
The second method used to define a crystalline particle is the Steinhardt or local-
order parameter. This is a commonly used parameter to define whether a single
particle is in a crystalline state [113,114]. This method has been shown to work for
a multitude of systems, ranging from Lennard-Jones fluids crystallising [115–118]
to the study of water crystallisation [119–121]. The local-order parameter can be
viewed as an extension to the TWF clustering parameter. As before, a neighbour
cutoff distance is defined, and as before, a minimum number of nearest neighbours
must be present for a given particle to be considered crystalline. For ease, this
minimum number of Stillinger neighbours is chosen to be four, the same as for
TWF clustering, meaning that ions that pass the local-order parameter criterion
are a subset of those that pass the TWF clustering criterion. For all ions, a







where Nb(i) is the list of neighbouring ions to ion i within the cutoff distance,
and Ylm(r̂ij) are the spherical harmonics evaluated for the direction unit vector
r̂ij = rij/|rij| [113, 114]. The direction unit vector r̂ij = (rij, θij, φij) is given by







1/2, the polar angle θij = arccos(zij/rij), and
the azimuthal angle φij = arctan(yij/xij). From these, a rotationally invariant










In this work, the Q4 local-order parameter will be used to differentiate a crys-
talline ion from a non-crystalline one, with a crystalline ion defined as one with
Q4(i) > 0.45.
Unlike with Stillinger clustering, both the TWF clustering and local-order pa-
rameter definitions mean that a particle can be in a clustered state while all of
its neighbours are not. For consistency with the Stillinger cluster definition, all
neighbours of ions that fulfil the TWF or Q4 criteria are also considered to be in
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a clustered state. This ensures that the surface ions of a crystal are retained as
part of the crystal too.
Aqueous sodium chloride solutions at various concentrations were simulated.
Molecular dynamics (MD) simulations were run in the isobaric-isothermic en-
semble (fixed NPT ), with pressure P = 1 atm and temperature T = 293 K.
A cubic simulation box with periodic boundary conditions was used. The sys-
tems were run with a timestep of 1 fs for a total of 25 ns, with time integration
performed using the Tuckerman-Verlet algorithm. The LJ interactions were trun-
cated at 12.0 Å, and the long-ranged Coulombic interactions were calculated using
the particle-particle particle-mesh (PPPM) method. The systems were randomly
packed, with 500 Na+ and 500 Cl− ions. The number of water molecules was
then varied to get the desired concentration, with concentrations b = bsat, 1.1bsat,
1.2bsat, 1.3bsat, 1.4bsat, and 1.5bsat being simulated, where bsat = 6.147 mol kg
−1 is
the experimental saturation concentration at T = 293 K [122]. The compositions
of the simulations run are shown in Table 4.2.
System N(H2O) N(Na
+) N(Cl−) b / mol kg−1
1.0bsat 4507 500 500 6.158
1.1bsat 4097 500 500 6.774
1.2bsat 3757 500 500 7.387
1.3bsat 3468 500 500 8.003
1.4bsat 3219 500 500 8.622
1.5bsat 3006 500 500 9.233
Table 4.2: Compositions of simulations run to find simulation saturation concentra-
tion.
4.2.3 Carbon impurity
Once the simulation saturation point is found (described in Sec. 4.3.2), the
highest-concentration, non-crystallising system will be used for further simula-
tions to understand the effects that adding, and heating, an impurity will have
on the structure of the aqueous NaCl solution. Two carbon impurities are used
in this work, a solid impurity of diameter 4 nm (5851 carbon atoms) and an im-
purity of the same diameter but with a hollow centre (3378 carbon atoms). The
impurities were created from carbon packed in a diamond structure, with only
carbons with a minimum of three bonds kept at the surface. The bonds and an-
gles were kept about their equilibrium positions (r0 = 1.54 Å and θ0 = 109.5
◦) by
using a harmonic potential. Snapshot of the impurities are shown in Figure 4.1.
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Figure 4.1: Spherical carbon impurities used in the simulations. A 4 nm impurity is
shown on the left and a cross-section of the hollow impurity is shown on the right.
The compositions of the systems tested are given in Table 4.3. The simulations
were run using a cubic box with periodic boundary conditions. The LJ inter-
actions were truncated at 12.0 Å, and long-ranged Coulombic interactions were
calculated using the PPPM method. Systems were run using a 1 fs timestep,
with the Tuckerman-Verlet algorithm used for time integration. The systems
were allowed to equilibrate under normal experimental conditions (fixed NPT
with T = 293 K and P = 1 atm) for 5 ns before the impurity is heated. Once the
impurity is heated, a thermostat would artificially control the flow of heat be-
tween the particle and the solution, and would prevent the solution from reaching
thermal equilibrium with the hot impurity. To prevent this and to ensure that
the pressure is constant at P = 1 atm, the system is run under the isobaric-
isoenthalpic ensemble (fixed NPH) during the impurity heating and cooling pro-
cess. The impurity was heated to 5293 K and 10293 K by instantly changing
the velocities of the carbon atoms, with new velocities chosen at random from a
Gaussian distribution about the desired temperature. The impurities were kept
at this higher temperature for a total of 10 ps through use of a thermostat acting
on the impurity only. The thermostat was switched off after 10 ps before the
systems were run for a total of 2.4 ns, with the particle positions were output
every 100 fs for the first 400 ps. Positions were then output every 100 fs between
0.9 – 1.0 ns after heating, 1.5 – 1.6 ps after heating, 1.7 – 1.8 ns after heating, and
2.3 – 2.4 ns after heating. This sampling frequency is a compromise between the
need for many samples to obtain good statistics and the need for these samples to
be independent from one another, and was chosen to minimise the noise observed
in the results.
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System N(C) N(H2O) N(Na
+) N(Cl−) b / mol kg−1
Solid 5851 60122 8000 8000 7.386
Hollow 3378 60122 8000 8000 7.386
Table 4.3: Compositions of simulations run with impurities. Note that all of the
carbons compose the impurity, and that there are no free carbons in the solution.
4.3 Results and discussions
4.3.1 Defining crystals
Figure 4.2: Simulation snapshots showing all sodium (purple) and chloride (green)
ions in a crystalline state at concentrations b = bsat (left) and b = 1.5bsat (right). The
local-order parameter criterion described below was used to find crystalline ions.
Simulation snapshots of the crystalline ions found in solutions of concentrations
of b = bsat and b = 1.5bsat are shown in Fig. 4.2. As can be seen, the simulation
run at b = 1.5bsat shows evident crystalline structure. This shall be used as the
model crystallised system when defining the neighbour and local-order parameter
cutoff. As there is no evident crystal structure present in the simulation run with
b = bsat, this shall be used as the non-crystallised model system. Figure 4.3 shows
the probability distribution function that a given ion has N neighbours within a
distance r < 3.80 Å. As there is no crystalline structure in the low-concentration
system, it seems sensible that this system has no more than 10% of particles in
a crystalline state. As such, the TWF cluster neighbour cutoff was chosen to be
Nneigh = 5. A particle is considered clustered if if has at least 5 neighbours within
rcutoff = 3.80 Å of its centre of mass. Note again that all neighbours of particles
that pass this criterion are also counted as part of this cluster.
From the TWF clustering criterion, it is possible to define a more stringent cri-
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Figure 4.3: Probability distribution of the number of Stillinger neighbours within the
cutoff distance rcutoff = 3.80 Å for a simulation run at b = bsat (full blue line) and
b = 1.5bsat (dashed red line). (a) Probability of a given ion having N neighbours. (b)
Probability of a given ion having at least N neighbours. The dotted line at N = 5 is
to indicate the cutoff at which a particle is considered to be in a TWF clustered state.
neighbours relative to the clustered particle and to one another. The probabil-
ity distribution of the local-order parameter was calculated for the crystallised
and non-crystallised systems, and the results are plotted in Fig. 4.4. The peak
in the probability distribution remains at the same position for both concentra-
tions tested, however, there is a more pronounced deviation from a Gaussian-like
distribution at the higher concentration of b = 1.5bsat. This deviation from the
non-crystallised result occurs for values of Q4 ≥ 0.45. This is therefore used
as the cutoff value, and particles with a local-order parameter Q4(i) < 0.45 are
classed as being in a non-crystallised state, whereas particles with Q4(i) ≥ 0.45
are considered to be in a crystalline state. Note that, as with the TWF cluster
criterion, the TWF neighbours of particles in a crystalline state are also assumed
to be a part of the crystal structure and are therefore also counted as bound.
Figure 4.5 shows a series of simulation snapshots illustrating which ions are se-
lected under the TWF and local-order parameter criteria. Both the TWF and
local-order parameter criteria are able to select all of the ions composing the
large crystal present in the system. It appears that, while the TWF clustering
criterion is able to identify all ions that form a crystalline structure, a signif-
icant number of ions in localised high-density regions, but with no crystal-like
structure, also satisfy this criterion. The local-order parameter criterion appears
to pick out crystalline ions, but some of the small clusters that pass the TWF
criterion and appear crystalline to the human eye do not pass the local-order
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Figure 4.4: Probability distribution function of the Steinhardt or local-order parameter
Q4 for a system at concentration b = bsat (dashed blue line), one at concentration
b = 1.5bsat (dotted red line), and for crystal NaCl in bulk at T = 293 K (black solid
line). The dotted black line at Q4 = 0.45 is to indicate the cutoff at which a particle
is considered to be in a crystalline state.
number of crystalline ions in the system whereas the Steinhardt order parame-
ter probably underestimates the total number of crystalline ions by disregarding
smaller clusters.
Figure 4.5: Simulation snapshots showing the sodium (purple) and chloride (green)
ions. The snapshots show all of the ions in the solution (left), the ions that are bound
according to the TWF binding criterion (middle), and the ions that are crystalline ac-
cording to the local-order parameter criterion (right). These snapshots were generated
from the same timestep in a simulation run at b = 1.4bsat.
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4.3.2 Simulation saturation concentration
It is possible to calculate the average time that a particle remains in a clustered
state. By defining a binary function as
θi(t) =
{
1 if ion i is clustered from 0 ≤ t′ ≤ t
0 if ion i is unclustered at any t′ ≤ t
(4.6)







where N is the total number of ions in the system. 〈Cθ(0)〉 will give the average
proportion of crystalline ions present in the system at any given time. The time
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Figure 4.6: (a) Ion-association correlation function as defined in Eq. 4.7 obtained
using the TWF criterion (dotted lines) and the local-order criterion (full lines) for
system run at concentrations of bsat (black lines), 1.1bsat (red lines), 1.2bsat (green
lines), 1.3bsat (blue lines), 1.4bsat (cyan lines), and 1.5bsat (purple lines). (b) Average
cluster residence times tres obtained using the TWF criterion (red squares) and the
local-order criterion (black circles) at varying concentrations.
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The ion-association correlation function Cθ and associated residence times tres
are shown in Fig. 4.6. For both the TWF and the local-order parameter criteria,
the average residence time is 1 ns or less for concentrations b ≤ 1.2bsat, and
more than 5 ns for b ≥ 1.4bsat. This seems to indicate that systems run with
concentrations b ≤ 1.2bsat are below simulation saturation, whereas systems run
at concentrations higher than b ≥ 1.4bsat are above the simulation saturation
point. There is an evident increase between the TWF residence time at b =
1.2bsat (tres ' 0.6 ns) and that at b = 1.3bsat (tres ' 4.7 ns). The difference
is less obvious but still present for the local-order residence time, where the
residence time is tres ' 0.4 ns for b = 1.2bsat and tres ' 1.1 ns for b = 1.3bsat. As
there is a noticeable increase in the cluster residence time of ions at b = 1.3bsat,
this concentration is also assumed to be above saturation concentration. Using
b = 1.2bsat as the maximum concentration non-crystallised system further ensures
that crystals will not form spontaneously when a spherical impurity is added, and
that any crystallisation witnessed is a result of the presence of the impurity or
the heating thereof. Therefore, all systems run with the spherical impurities are
run such that the concentration of ions in water is at b = 1.2bsat.
4.3.3 Effects of hot impurities on the structure of aqueous
sodium chloride
Solid impurity at 5293 K
Figure 4.7 shows the time evolution of the radial temperature profiles measured
from the centre of mass of the carbon impurity prior to heating, and after the
solid impurity has been heated to (and maintained for 10 ps at) 5293 K. The
temperature Ti(r) was found from the translational kinetic energy of species i at
a distance r from the centre-of-mass of the impurity. First, note that a very high
peak in temperature is sometimes present close to the surface of the impurity.
This peak results from the small number of particles of the given species at
that distance from the impurity, leading to poor statistics when calculating the
translational kinetic energy. There is an evident temperature gradient in the
radial temperature profiles of both ions at times t ≤ 0.4 ns, with ions closer to
the impurity having a higher temperature than those further away. This gradient
is a lot less noticeable at 1.0 ns after heating, and, by that time, the temperatures
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Figure 4.7: Temperature profiles of chloride ions (top), sodium ions (middle), and
water (bottom) at a radial distance r from the centre of mass of the solid impurity at
times after the impurity was heated to 5293 K. The temperature was derived from the
translational kinetic energy. The temperature profiles are output before the impurity
is heated (black line), 0.0 − 0.1 ns post heating (red line), 0.1 − 0.2 ns post heating
(green line), 0.3−0.4 ns post heating (blue line), 0.9−1.0 ns post heating (cyan line),
and 2.3− 2.4 ns post heating (purple line). For comparison, the profile taken 0.0− 0.1
ns and 0.3− 0.4 ns post heating are shown in both set of graphs.
exists a temperature gradient for water, with the molecules near the impurity
being hotter than those further removed. The gradient is still present 1.0 ns
after heating ceases, indicating that water temperature is not equilibrated. The
water temperature has definitely equilibrated within 2.4 ns. Note that, while
the final equilibrated temperature of the water is near 400 K, there is no sign of
evaporation and the system remains in its liquid phase throughout the simulation.
Furthermore, at all times shown the temperature of the ions post heating is always
slightly higher than that of the water at an equivalent distance from the centre
of mass of the impurity. This may indicate that the ions are better conductors
of the heat generated by the impurity.
69

















20 25 30 35









20 25 30 35
Figure 4.8: Density profiles of water at a radial distance r from the centre of mass
of the solid impurity after the impurity was heated to 5293 K. The density profiles are
output before the impurity is heated (black line), 0.0− 0.1 ns post heating (red line),
0.1− 0.2 ns post heating (green line), 0.3− 0.4 ns post heating (blue line), 0.9− 1.0
ns post heating (cyan line), and 2.3− 2.4 ns post heating (purple line).
The radial density profiles of water measured from the centre of mass of the im-
purity for the system prior to heating, and at given times after the solid impurity
is heated to 5293 K, are shown in Fig. 4.8. Note that the radial density profiles
change very little over time. There are small reductions in the heights of the first
and second peaks in the radial density profiles of the water, implying that there
is a reduction in the number of water molecules present in the first and second
hydration shells of the carbon impurity. There are only small differences in the
density profiles past the second hydration shell (r ' 28 Å), with a small decrease
in long-distance density resulting from an expansion of the simulation box as the
system is heated.
The ion concentration profiles measured radially from the centre of mass of the
impurity are shown in Fig. 4.9. The changes in these are much more pronounced
than those in the water radial density profile. Shortly after heating is finished
(t ≤ 0.2 ns), there is little change in the short-ranged ion concentration, though
there is a decrease in the long-ranged concentration. For times t ≥ 0.4 ns post
heating, there is a reduction in the concentration of ions around the impurity,
implying that the heat from the impurity pushes the ion particles away from the
surface of the impurity, while the water molecules remain. For times t ≥ 1.0 ns,
the concentration of the ions near the impurity is much lower than it was prior to
impurity-heating, while the long-distance concentration tends towards the system
concentration (b = 7.386 mol kg−1).
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Figure 4.9: Concentration profiles of chloride (top) and sodium (bottom) ions at a
radial distance r from the centre of mass of the solid impurity after the impurity was
heated to 5293 K. The concentration profiles are output before the impurity is heated
(black line), 0.0− 0.1 ns post heating (red line), 0.1− 0.2 ns post heating (green line),
0.3−0.4 ns post heating (blue line), 0.9−1.0 ns post heating (cyan line), and 2.3−2.4
ns post heating (purple line).
Hollow impurity at 10293 K
A system containing a hollow impurity particle was simulated to discover whether
heating a less massive particle of similar shape and size would have a similar
effect on the system. To ensure that the systems compared are as similar as
possible, the total thermal energy added to the system must be similar. The
hollow impurity has nearly half the number of carbons as the solid impurity
(3378 carbon particles to 5851 carbon particles) and must therefore be heated to
a higher temperature. For this simulation, the impurity was heated to 10293 K
and kept at this temperature for 10 ps as before.
Figure 4.10 shows the radial temperature profiles obtained from this system at
times prior to and post heating. As with the solid impurity particle, there is a
short-lived temperature gradient for the ions that disappears after 0.5 − 1.0 ns.
This feature is also present in the temperature profiles of the water molecules.
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Figure 4.10: Temperature profiles of chloride ions (top), sodium ions (middle), and
water (bottom) at a radial distance r from the centre of mass of the hollow impurity at
various times after the particle was heated to 10293 K. The temperature was derived
from the translational kinetic energy. The temperature profiles are output before the
impurity is heated (black line), 0.0− 0.1 ns post heating (red line), 0.1− 0.2 ns post
heating (green line), 0.3 − 0.4 ns post heating (blue line), 0.9 − 1.0 ns post heating
(cyan line), and 2.3− 2.4 ns post heating (purple line).
the temperature profiles between 0.9− 1.0 ns being much closer in value to that
calculated at 2.3−2.4 ns than was seen in the system run using the solid impurity.
Moreover, the final temperature to which the system equilibrates is lower than
that reached with the solid impurity, even though slightly more thermal energy
was given to the carbon impurity during the heating phase.
The time evolution of the radial density profiles of water is shown in Fig. 4.11.
The changes in the density profiles of the water are more minor than with the
solid impurity. There is a slighter reduction in the peak heights associated with
the first and second hydration shell, and there is no change in the water density
at long distances. This strongly suggests that heating an impurity results in
a repulsion of the ions from the surroundings of the impurity, with very minor
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Figure 4.11: Density profiles of water at a radial distance r from the centre of mass
of the hollow impurity at times after the impurity was heated to 10293 K. The density
profiles are output before the impurity is heated (black line), 0.0− 0.1 ns post heating
(red line), 0.1− 0.2 ns post heating (green line), 0.3− 0.4 ns post heating (blue line),
0.9− 1.0 ns post heating (cyan line), and 2.3− 2.4 ns post heating (purple line).
effects on the water surrounding the impurity.
The radial ion concentration profiles are shown in Fig. 4.12. These are very
different from the results obtained by heating the solid impurity (Fig. 4.9). Unlike
with the solid impurity, there is very little noticeable change in the concentration
profile of the ions at times t ≤ 0.4 ns post heating. For times t ≥ 0.9 ns post
heating, there is an evident reduction in concentration at all distances, with a
particularly large decrease in ion concentration at a distance 25 Å ≤ r ≤ 35 Å.
This strongly suggests that the ions have, again, been displaced away from the
impurity though, interestingly, the ion concentration near the impurity changes
less than what was observed with the solid impurity.
This rapid expulsion of ions may explain the NPLIN process. The supersaturated
system is allowed to equilibrate, with large, amorphous, pre-crystallised clusters
forming randomly in solution (as discussed in Chapter 3). Some of these may form
near an impurity. The laser beam acts on this impurity, causing the ions in this
amorphous cluster to move quickly away from the impurity. This quick movement
may cause a collision with another amorphous cluster, thereby increasing the
likelihood that a crystal will form. It is even possible that this small change in
ion concentration near the impurity results in a local ion concentration that is of
critical size to undergo the rearrangement step of two-step nucleation, leading to
a crystal forming.
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Figure 4.12: Concentration profiles of chloride (top) and sodium (bottom) ions at
a radial distance r from the centre of mass of the hollow impurity at times after the
impurity was heated to 10293 K. The concentration profiles are output before the
impurity is heated (black line), 0.0− 0.1 ns post heating (red line), 0.1− 0.2 ns post
heating (green line), 0.3 − 0.4 ns post heating (blue line), 0.9 − 1.0 ns post heating
(cyan line), and 2.3− 2.4 ns post heating (purple line).
Solid impurity at 10293 K
The two systems tested so far have not had much effect on the density profiles
of the water. It remains interesting to see whether the heating of an impurity
could result in the formation of a nanobubble in the solution though, as the water
is relatively unperturbed by the high heat of the impurity, this seems to be an
unlikely mechanism for NPLIN. It does, however, remain interesting to see how
the water evaporates from the surface of a spherical nanoparticle. The system run
with the solid impurity heated to 5293 K was very close to reaching experimental
evaporation conditions, with the system equilibrating at T ' 400 K. Therefore, by
heating the impurity to 10293 K, the water should reach evaporation temperature.
Figure 4.13 shows the time evolution of the radial temperature profiles for this
system. As seen before, there is a gradient in temperature for the ions at times
t ≤ 0.4 ns, though the gradient is less linear in nature and more like an exponential
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Figure 4.13: Temperature profiles of chloride ions (top), sodium ions (middle), and
water (bottom) at a radial distance r from the centre of mass of the solid impurity at
times after the impurity was heated to 10293 K. The temperature was derived from the
translational kinetic energy. The temperature profiles are output before the impurity
is heated (black line), 0.0 − 0.1 ns post heating (red line), 0.1 − 0.2 ns post heating
(green line), 0.3−0.4 ns post heating (blue line), 0.9−1.0 ns post heating (cyan line),
and 2.3− 2.4 ns post heating (purple line).
as seen before, with no noticeable gradient in the curves at 0.9 − 1.0 ns and
2.3−2.4 ns post heating. The equilibration temperature is, of course, higher and,
as expected, the change in temperature is double that achieved with the solid
impurity heated to 5293 K. The water takes longer to equilibrate than previously.
Unlike with the two previous systems, there is a definite temperature gradient
present 0.9− 1.0 ns post heating. The final temperature at T ' 500 K is one at
which the system is expected to evaporate.
The time evolution of the radial density profiles of water is shown in Fig. 4.14.
The density profile at 0.0− 0.1 ns post heating is similar in shape to the one at
2.3−2.4 ns post heating seen in Fig. 4.14, a result of the higher thermal energy of
the impurity heating the solution more quickly. For times t ≤ 0.4 ns post heating,
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Figure 4.14: Density profiles of water at a radial distance r from the centre of mass
of the solid impurity at times after the impurity was heated to 10293 K. The density
profiles are output before the impurity is heated (black line), 0.0− 0.1 ns post heating
(red line), 0.1− 0.2 ns post heating (green line), 0.3− 0.4 ns post heating (blue line),
0.9− 1.0 ns post heating (cyan line), and 2.3− 2.4 ns post heating (purple line).
there are few changes in the radial density profile. For times t ≥ 0.9 ns, the water
density found at all distances is greatly reduced. The first peak in the density
profiles becomes much smaller, and the second peak disappears completely. The
long-ranged density drops drastically from ρ ' 800 kg m−3 to ρ ' 600 kg m−3.
This seems indicative of water evaporation beginning to occur.
The radial ion concentration profiles are shown in Fig. 4.15. Both the first and
second peaks in the concentration of ions near the impurity disappear very rapidly,
with only a small first peak and no secondary peak in the sodium concentration
profile and both peaks having disappeared in the chloride concentration profile
by t = 0.4 ns. Interestingly, the ion concentrations at distances r ≥ 30 Å remain
steady for longer periods of time (t ≤ 0.4 ns) than with the solid impurity heated
to 5293 K. As the water density profile has decreased for this distance, this
implies that, at this distance, ions are pushed from the vicinity of the impurity
at a rate similar to water molecules. For times t ≥ 0.9 ns, the ion concentration
is drastically decreased, with the concentration at r = 35 Å decreased from b(35
Å) ' 7.5 mol kg−1to b(35 Å)' 4.0 mol kg−1. The ion concentration decreases
even with the water density having lowered. This, again, implies that the area
surrounding the impurity becomes depleted of ions faster than of water.
4.3.4 Water orientation
As seen above, the first hydration shell of the impurity takes a lot of energy to
disrupt. This is likely to result from the structure of the water molecules at the
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Figure 4.15: Concentration profiles of chloride (top) and sodium (bottom) ions at
a radial distance r from the centre of mass of the solid impurity at times after the
impurity was heated to 10293 K. The concentration profiles are output before the
impurity is heated (black line), 0.0− 0.1 ns post heating (red line), 0.1− 0.2 ns post
heating (green line), 0.3 − 0.4 ns post heating (blue line), 0.9 − 1.0 ns post heating
(cyan line), and 2.3− 2.4 ns post heating (purple line).
liquid-impurity interface. For this size of impurity, it is possible for water to form
a structure of hydrogen-bound molecules with dipole orientations perpendicular
to the direction vector pointing towards the centre of mass of the impurity. This
‘net’ of water around the impurity would be very energetically stable. To test
this theory, two order parameters are used. For a given water molecule i, both
parameters are derived from the angle between the direction vector of the water
dipole µ̂i and the direction vector from the centre of mass of the impurity to the
centre of mass of the oxygen êi. The first parameter is simply obtained from the
dot product of these two vectors
〈cos(θ)〉 = 〈µ̂i · êi〉. (4.9)
where 〈· · ·〉 represents an average over molecules. If all of the dipole direction
vectors are perpendicular to the water-impurity orientation vector then 〈cos(θ)〉 =
0. This is also true when dipole orientations are completely uncorrelated with
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water-impurity orientations, or when dipole orientations are arranged such that
half of the dipoles are facing in one direction and half are facing the opposite
direction. To differentiate between these three possible scenarios, the nematic




〈3(µ̂i · êi)2 − 1〉. (4.10)
The order parameter S = 1 if the water dipoles are aligned with the water-
impurity orientation vector, S = 0 if there is no correlation between the water-
impurity orientation vector and the dipole moment orientation, and S = −1/2 if

























Figure 4.16: Evolution of the water orientation order parameters over time. (a)
Average angle distribution, and (b) nematic order parameter calculated at the position
of the first peak in the water density profiles (r ' 22.5 Å). Parameters were obtained
using the solid impurity heated to 5293 K (black circles), the hollow impurity heated
to 10293 K (blue diamonds), and the solid impurity heated to 10293 K (red squares).
Time t = 0 gives the orientation obtained from the equilibration run, with all other
times taken from the point at which impurity heating ceases.
Figure 4.16 shows the values of both parameters calculated at the first peak
position in the water density profiles prior to heating (t = 0) and at times t post
heating. From Fig. 4.16(a), it is evident that all systems tested have 〈cos(θ)〉 ' 0
at all times. Likewise, the nematic order parameter S < 0 at all times tested. This
strongly indicates that the water dipole orientation is perpendicular to the water-
impurity orientation vector. 〈cos(θ)〉 is slightly more negative prior to heating
than at any point post-heating, but the difference is minute and represents an
average change in angle of approximately 4 ◦. This slight change is observed for all
systems simulated. More interesting is the change in the nematic order parameter.
There is almost no change in the value of S for the system run using the hollow
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impurity heated to 10293 K, with there only being a small linear rise in the
equivalent system run using the solid particle heated to 5293 K. The nematic order
parameter for the solid impurity heated to 10293 K, however, changes drastically
over time, with S increasing from S ' −0.24 prior to heating to S ' −0.12 at the
end of the simulation. This increase indicates a decrease of waters with dipole
orientations aligned to the water-impurity orientation vector implying that, when
the water is heated to high enough temperatures, the hydrogen bonding present
in the ‘net’ of water surrounding the impurity is broken and the water molecules
can rotate more freely in space. This loss of strong structure may be one of the
first signs of localised evaporation.
4.4 Conclusions
In this chapter, the effects that adding and heating a spherical carbon impu-
rity have on the structure of a saturated aqueous sodium chloride solution were
studied. To begin, two methods for finding the simulation saturation point of
aqueous sodium chloride solutions were discussed. It was demonstrated that the
TWF clustering criterion and the Steinhardt local-order parameter method can
both accurately determine the presence of crystalline particles in solution, though
the former overestimates the number of crystalline ions whereas the latter seems
to underestimate them. From these clustering criteria, it is possible to calculate
the residence time of ions forming a crystal. It was found that there is a noticeable
increase in the ion residence time of TWF clusters when crystals form, with a less
sizeable increase seen in the local-order parameter residence time. Furthermore,
when using ionic parameters developed by Dang and co-workers and the TIP3P-
Ewald water model, the simulation saturation point of aqueous sodium chloride
appears to be 1.2 times greater than experimental saturation concentration.
The effects that adding a spherical impurity of 4 nm diameter have on structures
of aqueous sodium chloride systems at saturation concentration were then studied.
Water molecules were found to be closest to the surface of the impurity, with ions
present only after the first hydration shell. Furthermore, heating the impurity has
a stronger short- and long-ranged effect on the radial concentration profiles of the
ions than on the radial density profile of the water molecules. This implies that
the energy from the impurity is more easily absorbed by the ions, resulting in an
increase in ion velocity and temperature. This is also evident in the temperature
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profiles. In 2.4 ns, there is very little changes in the long-ranged density profiles of
water when the impurity is heated to a point where it will not cause evaporation
(solid impurity at 5293 K and hollow impurity at 10293 K), though there is a
reduction in the occupancy of the first hydration shell of the impurity. When
the impurity is heated to the point that it may cause water evaporation, the
water density profiles reduces significantly but over a longer time-scale than ion
evaporation. The stability of the water around the hot impurity is likely a result
of the strong hydrogen bonding present at the water-impurity interface.
For all systems tested, the radial ion concentration decreased at all distances
over time. This decrease must result from the heated impurity repulsing ions
faster than water. It is likely that more energy is needed to break the strong
intermolecular hydrogen-bonding of water than to move free ions. It is postu-
lated that the ions pushed from the vicinity of the nano-impurity may move into
randomly-occurring areas of high local ion density some distance from the im-
purity. The addition of ions to already highly-concentrated parts of the solution
may cause crystallisation to occur. This could be the method by which NPLIN




interaction with an effective
many-body interaction
5.1 Introduction
In this chapter, an attempt to model the anisotropic, long-range, dipole-dipole
interaction by using an equivalent short-range, isotropic, many-body interaction
is discussed. The many-body potential is derived, and a comparison of the static
structure and internal energy produced by systems interacting via both potentials
is carried out at a range of dipolar coupling strengths. To conclude, the effects
that adding a three-body, chain-inducing perturbation to the Lennard-Jones po-
tential has on the vapour-liquid phase transition are discussed.
A dipolar system is defined here as a system of particles, each of which has an
electric or magnetic dipole moment. These are used to describe computationally
the behaviour of systems such as ferrofluids. Ferrofluids are colloidal suspensions
of magnetised nanoparticles in an inert carrier liquid. They were first patented
in 1965 by Stephen Patell of the National Aeronautics and Space Administration
(NASA) when he was attempting to create a magnetic fluid that would ease the
ejection of spent fuel from the engines of rockets in a zero-gravity environment
[22]. Ferrofluids are usually made of ferromagnetic particles composed of magnetic
substances, such as iron oxide, coated with surfactants and immersed in a liquid,
usually a hydrocarbon such as kerosene or paraffin [45, 125]. Their size is in the
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nanometer scale. Ferrofluids are used in a wide variety of industries ranging from
computer hard drive manufacture to developments of better speakers [26,126,127].
There is some speculation about the potential for using ferrofluids in developing
artificial muscle tissues and hearts [39].
Theoretical and computational models of systems interacting via dipolar inter-
actions have been studied in great depth for some time [26]. This is partially a
result of the many unusual properties and numerous potential uses of ferrofluids,
but also because of the many strange and interesting behaviours associated with
them. One of the important debates surrounding the dipolar interaction is the
question of whether a gas-liquid transition can arise from dipolar interactions
alone. Large amounts of simulation time have been spent attempting to answer
this question [128–144]. De Gennes and Pincus showed that, in the dilute limit,
dipolar particles experience an attractive interaction which, when averaged over
all spherical orientations, goes as −r−6. This is exactly the form of the attractive
part of the Lennard-Jones (LJ) potential [46]. De Gennes and Pincus concluded
that, in the absence of a magnetic field and regardless of the strength of the
dipolar interaction, a system of dipolar hard spheres (DHSs) will undergo a gas-
liquid phase transition similar to the one observed in a system composed of LJ
particles. Work by Weis and Levesque, however, showed that, by increasing the
dipolar coupling constant of a dipolar soft sphere system, ordered structures such
as chains will form, even in the absence of a magnetic field. This phenomenon is
not observed in LJ systems [47, 48]. The formation of chains in dipolar gases is
thought to pre-empt and prevent condensation [142–144], but this is still being
debated and it remains unclear whether the chain-forming ability of a system
precludes the existence of a condensation phase transition.
In the 1970s, Stell and co-workers showed that there is a one-to-one mapping be-
tween the partition function of a fluid with anisotropic, long-range, dipole-dipole
interactions and that of a hypothetical fluid with isotropic, many-body interac-
tions [145–147]. It is very likely that simulating a dipolar fluid as a fluid with
many-body interactions could significantly reduce computational time for large
systems. This speed up would result from only needing to simulate short-ranged,
many-body interactions rather than long-ranged dipolar interactions. It would
be possible to truncate these many-body interactions and to produce neighbour
lists that would further speed up the force and energy calculations. Both of these
methods are commonly used in molecular dynamics (MD) and Monte Carlo (MC)
algorithms.
82
The first order, two-body expansion of the dipole-dipole interaction discussed
by de Gennes and Pincus is likely to be a very good approximation for weakly
interacting dipolar systems and these systems will condense in much the same
way as a LJ system [46]. As the strength of the dipolar interaction is increased,
however, this approximation breaks down. The formation of structures such as
chains and rings in the dilute gas phase may impede the condensation driven
by the LJ-type interaction. Expanding the dipole-dipole interaction beyond the
two-body contribution may result in the recovery of the terms favouring the
formation of chains and rings when the strength of the dipolar interaction is
large with respect to the thermal energy. Furthermore, by separating the terms
contributing to the formation of chains from the terms favouring condensation,
it becomes possible to alter the relative importance of the chain-forming terms,
thereby making it possible to form chains ‘on demand’ and to study the effects
of increasing the strength of chaining on a vapour-liquid phase transition. The
degree of chaining would become an easily varied simulation parameter, like the
strength of the LJ interaction or the temperature of the system, and the effects of
chain formation on a system would be as easy to study as any other such variable.
In this chapter the structures resulting from a fluid composed of dipolar soft
spheres (DSSs) will be compared with those in an equivalent hypothetical fluid
with only the leading-order two- and three-body interactions. It is demonstrated
by very simple arguments that the leading-order three-body interaction favours
chain formation, whereas the two-body interaction favours condensation in the
form of liquid-like compact clusters. From this, the static structures of the two
systems are compared as the density and coupling constant are varied. Then, it is
shown that the structures observed using the many-body system are very similar
to those observed in DSS systems run at the same temperature. To conclude,
the effects that varying the three-body coefficient have on the evolution of the
gas-liquid phase diagram of the many-body fluid are discussed.
5.2 Model








where µi is the dipole moment on particle i, rij = rj − ri is the interparticle
separation vector, and rij = |rij| is the interparticle distance. The total dipolar
energy is given by U =
∑N
i<j uij. It has been shown that there is a one-to-one
map between the partition function of this potential and that of an isotropic,
many-body potential [145]. The many-body potential is found by integrating
out the dipole orientations at inverse temperature β = 1/kBT . The resulting







ψ3(ri, rj, rk) + . . . (5.2)
For a one-component fluid in which µ = |µ| for each particle, the leading-order
terms in the two-body and three-body interactions from Eq. 5.2 are























Further terms in this expansion will be of shorter range and will be ignored. By
substituting the dipole moment with the dipolar coupling constant λ = βµ2/σ3,
where σ is the particle diameter, Eqs. 5.3 and 5.4 can be rewritten in the form








βψ3(ri, rj, rk) =
λ3
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f3(ri, rj, rk) (5.6)

















This substitution results in the two-body interaction resembling the attractive
part of the LJ interaction and the three-body interaction resembling the Axilrod-
Teller (AT) interaction [148]. Furthermore, it emphasises that the three-body
potential acts like a perturbation on the two-body term. This is the equivalent to
taking all perturbations λ of order 3 or less. It seems natural to define λ2/3 = 4βε
as this will result in Eq. 5.5 reproducing the attractive part of the LJ potential (in
units kBT ). A short-range repulsion of the form 4βε(σ/rij)
12 can be introduced,
making it possible to rewrite the total two-body interaction as a LJ interaction.
It follows that the equivalent dipolar system would be a system of dipolar soft
spheres, for which the energy of two interacting particles will be the sum of
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the short-ranged repulsion 4ε(σ/rij)
12 and the dipole-dipole interaction given by
Eq. 5.1.
Similarly, the three-body prefactor can be rewritten as βν = λ3/9. In reduced
units, the temperature can be written as T ∗ = kBT/ε. As shown above, ε =
λ2/12β, therefore by substitution, T ∗ = 12/λ2. With this, it is possible to define
the three-body energy solely in terms of a reduced temperature. Eqs. 5.5 and 5.6



























where a = 4/ 3
√
3.
Thus, the two systems that will be compared are the DSS system with total
potential energy U =
∑N
i<j uij, where








− 3(µi · rij)(µj · rij)
r5ij
(5.11)







w3(ri, rj, rk). (5.12)
When a = 0, the EMB potential is simply the LJ potential. The three-body
AT potential has a temperature dependent prefactor (ν = εa3/2/T ∗1/2). This is
fundamentally different from other work using the AT potential, where this po-
tential was used to simulate the three-body interaction arising from the atomic
polarisablity in rare-gas environments, and was therefore independent of temper-
ature [149–151].
Fig. 5.1(a) shows that the two-body LJ part of the potential energy favours
the formation of compact liquid-like clusters whereas the three-body interaction
favours the formation of chains. Decreasing the temperature while keeping a
constant leads to the three-body prefactor increasing. The chaining effect of
the AT potential eventually becomes the dominant term and it results in chain
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Figure 5.1: Evolution of the potential energy of a system of three particles where
two of the particles are fixed at a distance r = 21/6σ from a central particle. One of
the outer particles is allowed to rotate circularly about the centre particle, while the
third particle remains fixed. The energy is calculated at varying internal angle θ. (a)
shows the two-body (red dashed line) and three-body (green dotted line) contribution
to the total potential energy and the total potential energy (black full line) at T ∗ = 3.0
with a = 4/ 3
√
3. (b) shows the total EMB potential as the temperature is varied with
a = 4/ 3
√
3. The configurations of the three particles at internal angles θ = π3 , π,
5π
3
are shown below each graph.
formation being favoured [Fig. 5.1(b)]. Likewise, it is possible to increase the
importance of the chain forming part of the potential by increasing the value of
a at fixed temperature.
It is worth emphasising that, when defining the two-body prefactor, the dipolar
coupling constant was defined as λ = µ∗2/T ∗ and λ2 = 12/T ∗. These coupled
equations allow us to define equivalent DSS and EMB systems by choosing the
coupling constant at which both systems are simulated.
5.3 Simulation methods
Molecular dynamics (MD) simulations of DSS systems were carried out using the
LAMMPS package [50]. N = 512 particles interacting via pairwise interactions
given by Eq. 5.11 were simulated inside a cubic box with periodic boundary
conditions (PBCs) at densities ρ∗ = ρσ3 = 0.007, 0.100, and 0.450. The reduced
temperature T ∗ and dipole moments µ∗ are both determined from the dipolar
coupling constant λ, with T ∗ = 12/λ2 and µ∗2 = λ/T ∗. The simulations were run
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in the canonical ensemble (constant NV T ) and time integration was performed
using the velocity-Verlet algorithm. The soft-sphere interactions were truncated
and shifted at a distance of L/2, where L is the length of the sides of the box, and
the dipole-dipole interactions were calculated via the Ewald summation method
with conducting boundary conditions. The time step used varied in the range
0.0001 ≤ δt∗ ≤ 0.01 depending on the density of the system and the strength of
the dipolar coupling. An equilibration run of t∗ = 10000 was performed. This was
followed by a production run in which particle positions and dipole orientations
were output at intervals ∆t∗ = 10, with a total of 1000 outputs per run to
determine the static structure of the system. Doing this ensured that the errors
associated with the results were kept small, and that errors and uncertainties fell
in the regime described in Section 2.7.4.
The EMB systems were simulated using canonical-ensemble Monte Carlo (CMC)
methods. N = 512 particles interacting via the EMB potential described in
Eq. 5.12 were placed in a box with PBCs at densities ρ∗ = 0.007, 0.100, and 0.450.
The two-body potential was truncated and shifted at a distance of L/2. The
three-body potential was calculated with a fixed three-body coefficient a = 4/ 3
√
3
and was truncated at a distance of L/2. No long-ranged corrections were applied.
One MC sweep consisted of attempted moves equal to the number of particles,
with the particle moved chosen at random. 50 blocks of 1000 sweeps were run.
The maximum displacement was chosen such that the acceptance rate was as
close to 50% as possible for a displacement in the range σ/2 ≤ δr∗ ≤ L/2. It
should be noted that at low values of λ, the low-density acceptance rate was very
high regardless of the maximum displacement allowed. Similarly, at very high
values of λ, the acceptance rate would tend to zero once arrested structures had
started forming. The systems were allowed to equilibrate for 25 blocks, though
the energy of the system had plateaued before this. Particle positions were output
every 50 sweeps post-equilibration for a total of 500 outputs. Doing this ensured
that the errors associated with the results were kept small, and that errors and
uncertainties fell in the regime described in Section 2.7.4.
The gas-liquid phase diagram for the EMB potential was found by using grand
canonical Monte Carlo (GCMC) methods. Histogram reweighing was used to
find the gas and liquid coexistence densities at given values of the three-body
coefficient a and temperature T ∗ [152, 153]. Particles were placed in a cubic
box with PBCs. The length of the sides of the box varied in the range 7.0 ≤
L∗ ≤ 12.0. This allowed for more accurate coexistence results to be obtained
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as chaining became more prevalent. The two-body and three-body contributions
were truncated at a cutoff rc = 2.5σ. Only insertion and deletion moves were
allowed. The number of attempted moves per sweep was equal to the number of
particles that would be in the box at ρ∗ = 0.3, a density close to the critical density
of the LJ fluid. 10000 MC sweeps were made per block, and 100 blocks were run.
Each block, the density probability distribution function was calculated. From
this function, a biasing potential was created to bias subsequent blocks to sample
different densities. Eventually, the contribution of the biasing potentials will
push the system into a gas-liquid coexistence state. When the system had equal
probability of being in the gas phase as in the liquid phase, coexistence had been
reached. The gas and liquid densities at coexistence were found from the average
density of the respective peak in the bimodal probability distribution. The critical
density ρc and temperature Tc were obtained by fitting the coexistence densities
to the equations:





where β = 0.326 is the three-dimensional Ising order-parameter exponent which
Stell showed to be appropriate for this system due to the interactions being long
ranged [145].
5.4 Results and discussions
5.4.1 Comparison of the structure of the EMB and DSS
systems
To begin, the effects of increasing the dipolar coupling constant λ on the structure
obtained in the DSS system are studied. Figure 5.2 shows simulation snapshots of
the DSS and EMB systems at fixed density ρ∗ = 0.007 and λ = 1.0, 2.0, 5.0, 10.0,
and 20.0. Previous work has suggested that chaining should be observed in DHS
systems with a coupling constant λ ≥ 4.0 for ρ∗ ≤ 0.05 [154]. It follows that there
should be evident chaining in the DSS systems with λ = 10.0 and ρ∗ = 0.007.
This is clearly not the case. The fact that very little chaining is observed for the
DSS systems when λ = 10.0 results from the use of soft-spheres rather than hard-
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Figure 5.2: Simulation snapshots of DSS systems and the equivalent EMB systems
at ρ∗ = 0.007 as the dipolar coupling constant λ is increased.
spheres. The effective dipolar coupling constant for soft-spheres will, in general,
be less than the parameter λ because the lowest-energy distance between a pair
of particles will be greater than σ due to the soft-sphere repulsion. Two ways of
correcting for this are the Barker-Henderson scheme [61] and a method based on
the minimum of the dipolar pair potential.
In the Barker-Henderson scheme, the effective hard-sphere diameter d for the






















Alternatively, the minimum energy u0 in the DSS pair potential [Eq. 5.11] can be
associated with the nose-to-tail parallel arrangement of dipolar hard spheres. The
lowest-energy conformation of a pair of DSSs, with the dipoles aligned parallel
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Figure 5.3: Effective dipolar coupling constant λeff of the DSS fluid as a function of
λ =
√
12/T ∗, using the Barker-Henderson route [Eq. 5.16] (solid line) and a minimum-
energy criterion [Eq. 5.19] (dashed line).








The two formulations of the effective dipolar coupling constant are compared in
Fig. 5.3 as a function of λ =
√
12/T ∗. Using these as the effective coupling
constant for this DSS system, it follows that when λ = 10.0, λBH = 3.53 and
λµ = 3.98. Both of these are below the threshold λ > 4.0, above which chaining
is expected to be evident.
For values of λ ≤ 5.0, there is no evident difference in the simulation snapshots
produced from the DSS systems and the equivalent EMB systems. This can be
observed in the low-density snapshots in Fig. 5.2 and is confirmed for all densities
tested by the near overlap in the radial distribution functions (RDFs) [Fig. 5.4]
and the structure factors [Fig. 5.5] obtained from the two systems. There is no
difference in the RDFs of DSS systems at λ = 1.0, 2.0 with ρ∗ = 0.007, 0.100,
0.450, and the RDFs from the equivalent MB systems. As λ is increased to 5.0,
differences in the RDFs and structure factors become apparent, but these are
quite small and should not result in any great discrepancies between the structures
observed in equivalent systems run using either potential. Given the definition
of λ, this is equivalent to saying that, when the dipolar coupling strength is no
more than one order of magnitude greater than the thermal energy, the EMB
system is able to reproduce the structure observed in a DSS system quite well for
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all densities tested. It is worth noting that the vast majority of experimentally
created ferrofluids have a dipolar strength constant λ . 2.0 (with some work
published using ferrofluids with λ ' 10.0 [45,125]). The EMB fluid is therefore a
very good model for experimentally achievable systems.
Increasing λ to higher values (λ = 10.0, 20.0) leads to noticeable differences
between the structures of DSS particles and those of EMB particles. At ρ∗ =
0.007, λ = 10.0, long chains are observed in the simulation snapshots of the
system of EMB particles whereas, in the equivalent system of DSS particles, it is
rare to find more than four particles aligned [Fig. 5.2]. As the dipolar coupling
constant is increased to λ = 20.0, long chains can be observed in the simulation
snapshot of the DSS system at ρ∗ = 0.007, but these chains appear much less
rigid than those observed in the equivalent EMB system [Fig. 5.2]. This implies
that chain-forming interactions are stronger in the EMB systems than they are
in the DSS systems. Differences in the structures of systems run using different
interaction potentials are observable in the RDFs [Fig. 5.4] and structure factors
[Fig. 5.5] as well. This is a general effect seen across all densities tested at these
high values of λ. It can also be seen that the peaks in the RDFs of the EMB
systems at high values of coupling constants are sharper and of greater magnitude
than the peaks occurring in the RDFs of equivalent DSS systems [Fig. 5.4]. The
centres of these peaks are consistently at smaller distances in the EMB systems
than those in the DSS systems. This indicates that, with high values of λ, the
EMB interaction results in particles having smaller effective radii than particles
interacting via the equivalent DSS potentials. Furthermore, there is more long-
ranged order apparent in the RDFs of the EMB systems than in those of the DSS
systems at all densities and concentrations tested, with the exception of the DSS
system run at ρ∗ = 0.450, λ = 20.0 [Fig. 5.5].
The systems at ρ∗ = 0.450, λ = 20.0 exhibit some interesting structures. It
is clear from the RDF and structure factor that the DSS system is crystalline.
The RDF shows the distinctive repeating features [Fig. 5.4] and the presence of
Bragg peaks is evident in the structure factor [Fig. 5.5]. Though crystallisation
is unusual at such a low number density, it is simple to show that this arises from
the use of the dipolar soft-sphere interaction. As shown in Eq. 5.18, the lowest-
energy conformation for a pair of dipoles occurs at a distance r0 = σ(8/λT
∗)1/9.
This distance can be used to approximate the effective particle diameter of the
DSS particles. It follows that, at λ = 20.0 and T ∗ = 0.03, the effective particle





































































































































































































1.06, above the reduced density at which hard spheres freeze (ρσ3 = 0.94) and
melt (ρσ = 1.04) [61]. An equivalent effect is not seen with the EMB system as
the effective particle diameters, and the effective system density, remain constant
at r0 ' σ.
5.4.2 Internal energy
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Figure 5.6: Configurational part of the internal energy E of the DSS and EMB systems
plotted against the inverse reduced temperature β∗. The soft-sphere (SS) and dipolar
(D) contributions to the DSS configurational free energy are also shown. The black
dashed line is a fit to the DSS internal energy using a [2/2] Padé approximant of β.
All data shown are for ρ∗ = 0.007.
Given that the EMB potential is an approximate many-body expansion of the
DSS potential with respect to λ, it should follow that the internal energies in both
systems are similar only for low values of λ. The systems under consideration
here have λ defined as being a function of T ∗. This leads to T ∗ and µ∗ no
longer being independent of one another, effectively making the DSS potential
equation [Eq. 5.1] temperature dependent. This potential energy should therefore
be viewed as an effective free energy rather than as an internal energy, with the
entropic part resulting from having integrated out the orientations. The internal









where β = 1/kBT is the inverse temperature and U is the system potential energy.











































The internal energies calculated for both systems at ρ∗ = 0.007 are shown as a
function of β∗ = 1/T ∗ in Fig. 5.6. As expected, EDSS and EEMB produce similar
results for values of β∗ . 1.0 (λ . 5.0). As λ is increased past this point,
EEMB decreases at a very fast rate. As β is increased, EDSS drops to a minimum
before increasing slowly. This, along with the resulting peak in heat capacity,
is a common feature of particle association. By fitting the simulation data with
a [2/2] Padé approximant (shown in Fig. 5.6), it is possible to approximate the
constant-volume heat capacity CV = −kBβ2(∂E/∂β)N,V . This function shows a
peak at β ' 11.1 which correspond to λ ' 11.5, a coupling constant close to the
first value at which chains begin to appear in the DSS system [Fig. 5.2].
5.4.3 Matching EMB and DSS structure at high values of
dipolar constant
A system of particles interacting via the EMB potential appears to reproduce the
structure observed in an equivalent system of DSS particles very well at low values
of λ, where the distinctive chain-like structure of a dipolar system is not present,
but seems to overestimate the chain formation that occurs in a DSS system at
higher values of λ. This is problematic as this would mean that the EMB system
can only be used to approximate a DSS system when the dipolar coupling energy
is not greater than the thermal energy by more than one order of magnitude. For
the EMB system to be a useful approximation, it is imperative that it provides
a close match to the high-λ structure as well. Chain formation does not occur
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in a LJ system. Therefore the chain-inducing part of the EMB potential must
be the three-body AT interaction. As chain formation is overemphasised in the
EMB system, it may be possible to match the structure formed in a system of
DSS particles at a high value of λ by reducing the strength of the chain-forming,
three-body part of the EMB potential. In other words, the three-body interaction
would act as a perturbation to the two-body interaction, with the three-body
coefficient a no longer treated as a constant of value 4/ 3
√
3 but as a variable of
value 0 < a < 4/ 3
√
3.
The structures of systems of DSS particles run with λ = 15.0, ρ∗ = 0.007 and 0.100
were determined. The equivalent systems of EMB particles were run at T ∗ =
12.0/λ2 = 0.0533 and a = 4/ 3
√
3, and as expected it was found that the degree of
chaining, the chain rigidity, and the long-ranged, repetitive peaks seen in the RDF
were all greater than in the equivalent system of DSS particles. The value of a was
then lowered progressively in the hope that a match between systems run with
the two interaction potentials could be reached. As the strength of the three-body
coefficient is decreased, the relative strength of the chain-forming, three-body part
of the many-body potential decreases and the two-body LJ interaction becomes
the dominant term in the EMB interaction. Decreasing the three-body term
reduced the degree of chaining that had prevented the system from condensing
into a liquid-like state at at low temperatures. Furthermore, a reduction in the
chaining parameter a alone does not have any great effects on the positions of the
peaks in the RDFs. This implies that it is not possible to reproduce the increase
in nearest neighbour distance observed in the DSS system simply by making chain
formation less favoured.
To prevent the EMB system from condensing, it is also necessary to decrease
the effective LJ energy and range parameters. By rewriting the two-body and
























f3(ri, rj, rk), (5.24)
where ε and σ act as the effective LJ parameters to the system, it is now possible
to lower the three-body chain-inducing perturbation to much lower levels while
keeping the system from condensing into a liquid state. It is worth emphasising
that these factors were changed in such a way as to ensure that the EMB systems
96
were run at the same reduced density as the DSS systems that are being matched,
and that this is only a change of scale. After multiple attempts at finding a simple
theory to govern the choice of parameters ε, σ, and a, it is found that the best

















Figure 5.7: Comparison of the structural functions seen in a simulation run using the
DSS potential (solid black line) at λ = 15.0, ρ∗ = 0.007 and 0.100, T ∗ = 0.0533 with
the structure observed in simulations run using the equivalent EMB potential (blue
dotted line) and the structure observed in a EMB system (red dashed line) run at the
same temperature but different values of ε, σ, and a.
Figure 5.7 shows the RDFs, structure factors, and log-log plots of the structure
factors obtained from the original DSS system, the original EMB system, and the
matched EMB system at densities ρ∗ = 0.007 and 0.100. The match at ρ∗ = 0.007
was obtained with parameters ε = 0.25ε, σ = 1.20σ, and a = 0.42. Likewise, the
match at ρ∗ = 0.100 was found with parameters ε = 0.19ε, σ = 1.16σ, and
a = 0.37. At both densities, the initial peaks of the RDFs of the matched
EMB systems coincide with those of the DSS RDFs very well. Furthermore, the
smaller peaks at longer range are also accurately reproduced by the matched
EMB potential. At ρ∗ = 0.007, the matched structure factor is very close to
overlapping the original DSS structure factor. The first peak at kσ ' 5.5 in the
original DSS system is matched both in height and position. Furthermore, the
linear decrease in the log-log plot of the structure factor, indicative of the presence
of chaining in the system [126], is also well matched. At ρ∗ = 0.100, the structure
factor of the new EMB system does not match that of the DSS system in the
range kσ . 3.0. Above this wavevector, the structures seen in the two systems
are very similar. The difference in the structure factors at low wavevectors is
indicative of the system of EMB particles having a lower compressibility than the
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DSS systems. This is probably a result of the DSS particles having a very definite
‘soft’ close-ranged interaction that decays more slowly than the sharp repulsive
part of the LJ interaction.
Figure 5.8: Simulation snapshots of systems with the DSS potential, the original
unmatched EMB potential, and the matched EMB potential at densities ρ∗ = 0.007
and 0.100 and λ = 15.0.
Simulation snapshots of the DSS system, the original EMB system, and the
matched EMB system at densities ρ∗ = 0.007 and 0.100 are shown in Fig. 5.8. As
stated previously, chaining is much more prevalent in the original EMB systems
compared to the DSS systems. In fact, at ρ∗ = 0.100, the EMB system produces
definite chains whereas the equivalent DSS system is still in a dissociated ‘normal’
liquid state. The DSS system shows clear chain formation at ρ∗ = 0.007, as pre-
dicted with the internal energy calculations. As seen previously for the systems
at λ = 10.0 and 20.0, the original EMB system exhibits more rigid chains than
the equivalent DSS system at ρ∗ = 0.007.
The snapshots for the matched EMB system are very similar to those for the DSS
system. At ρ∗ = 0.007, the chains seen in the matched EMB system are less rigid
and of similar length to those in the DSS system. The liquid state formed by the
matched EMB system at ρ∗ = 0.100 shows the same chain-like liquid structure
as seen in the DSS system. This seems to show that the effective LJ parameters
ε and σ, and the chain-inducing parameter a have been successfully adjusted to
reproduce the structure observed in a DSS system at high values of λ. Though no
method was found to predict what these parameters will be for a given system, it
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was possible to optimise the matching parameters after preliminary calculations
with a small number of particles (N ' 100) before increasing the system size
(N = 512) to obtain the final results.




Figure 5.9: Vapour-liquid coexistence curves for the EMB system (open symbols) with
varying three-body coefficients a. The critical points (filled symbols) were predicted
by using Eq. 5.13 and 5.14.
When a = 0, there is no three-body interaction and the EMB system is equiv-
alent to a LJ system. It is well known that LJ systems undergo vapour-liquid
phase transitions. The formation of chains is thought to have an effect on the
vapour-liquid phase transition, with some studies of dipole particles showing
strong evidence that, when chaining is present, the vapour-liquid phase tran-
sition disappears completely [142–144]. The three-body potential can be used as
a chain-forming perturbation to the LJ potential, and the three-body coefficient a
of the EMB potential is used to control the amount of chain formation to discover
the effects of chain formation on the vapour-liquid phase transition.
Figure 5.9 shows the vapour-liquid coexistence curves obtained from the EMB po-
tential with varying a. First, note that when a = 0, the system clearly undergoes
a vapour-liquid phase transition with the critical temperature and critical density
found to be T ∗c = 1.0790 and ρ
∗
c = 0.3236, respectively. For an equivalent sys-
tem of LJ spheres, Shi and Johnson have shown that the critical parameters are
T ∗c = 1.0795(2) at ρ
∗
c = 0.3211(5) [152], and Smit found them to be T
∗
c = 1.085(5)
at ρ∗c = 0.317(6) [155]. Both are in good agreement with the results here. Next,




Figure 5.10: The critical density ρ∗c and critical temperature T
∗
c as a function of the
three-body coefficient a(3/2). The linear best fit is to emphasise the point at which the
phase transition is expected to disappear.
in the vapour-liquid phase diagram of the system. As a is increased, the area of
the vapour-liquid coexistence region shrinks. Furthermore, there is an evident
reduction in the critical parameters. The evolution of critical density and the
critical temperature have been plotted in Fig. 5.10 against a3/2 – the strength of
the AT potential compared with thermal energy. It appears that both critical
parameters decrease linearly with a3/2. With this assumption, the critical density
and temperature would reach both zero when a3/2 ' 1.6 (a ' 1.4). For values of
a & 1.4, it is expected that the chain-forming effects of the three-body potential
prevent the occurrence of two coexisting fluid phases. This indicates that there
exists a threshold ‘chaining strength’ above which the chain-forming perturba-
tion to the LJ potential will causes the disappearance of the vapour-liquid phase
transition.
5.5 Conclusions
In this chapter, the anisotropic, long-ranged, dipole-dipole interaction was mod-
elled by using the leading-order two- and three-body terms of an equivalent
isotropic, short-ranged, many-body interaction. The structures of systems inter-
acting via the many-body EMB potential were compared with those of equivalent
DSS systems, with the two being in good agreement for the experimentally rel-
evant dipole coupling constants λ ≤ 2.0 across all densities tested. At higher
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dipole coupling constants, the structures observed in EMB systems differed from
those observed in equivalent DSS systems. This difference results from the EMB
potential overestimating the chain formation observed in DSS systems. It is pos-
sible to reduce the strength of the chain-forming, three-body part of the EMB
potential to obtain a better match with the equivalent DSS system. This chapter
concludes with a study of the effects that increasing the strength of the chain-
forming three-body term of the EMB potential has on the vapour-liquid phase
transition. It was found that, as the chaining coefficient is increased, the area
of the vapour-liquid coexistence region and the critical parameters decrease. It
is speculated that there exists a threshold chaining coefficient above which the
vapour-liquid phase transition disappears completely. As the EMB potential is
a model for the DSS potential, this work implies that there is a dipole coupling
strength at which chain formation will result in systems of dipole particles no
longer being able to condense into liquids.
There are still some characteristic features of DSS systems that are not yet re-
produced by using the EMB potential. For instance, there is, as yet, no evidence
that the EMB potential will facilitate the formation of rings, the lowest energy
configuration of DSS systems. The EMB potential can easily be improved, with
the addition of second-order and third-order terms to the two- and three-body
potentials, or even the addition of four-body terms, likely to increase the ac-
curacy of this many-body potential. The addition of more terms will make it
more computationally expensive to use this potential. However, the time spent
resolving these equations should be much less than the time gained resolving only
short-ranged interactions. For this reason, EMB potentials have great prospects





susceptibility of a ferrofluid
6.1 Introduction
One field where the use of dipolar particles has been particularly promising is
that of medical physics. The properties of magnetic dipolar particles, in partic-
ular their response to external magnetic fields, make them ideal in the medical
profession. Dipolar particles may be used as contrast agents in magnetic reso-
nance imaging (MRI) [35, 156–159]. Their magnetic properties can be used to
enable targeted drug delivery [35]. Furthermore, dipolar particles can be made
to generate localised heat when under an alternating field, a technique known as
hyperthermia [33, 35, 36]. This technique has huge potential as a non-invasive,
highly accurate method for destroying tumorous cells in patients. Clinical trials
have begun on patients with brain and prostate cancers [34,37,38].
The dynamic magnetic susceptibility (DMS) of dipolar particles governs the re-
sponse of the magnetisation of a system to an applied oscillating magnetic field. It
is of critical importance in determining the frequency of field oscillation needed to
be applied to generate localised heating [160,161]. Analogously to the microwave
heating of water, the frequency of oscillation at which optimum heating occurs
for dipoles is determined from the peak frequency of the imaginary part of the
DMS. The accurate prediction of the DMS of a system of dipolar particles under-
pins the development of hyperthermia techniques. The prediction of the DMS of
dipolar systems has been poorly researched, with the current prevailing method
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being the use of Debye-theory predictions. This method is exact for systems
of non-interacting dipolar particles and therefore gives accurate predictions for
systems of weakly-interacting dipolar particles and systems of particles at very
low concentrations. However, this theory fails to accurately predict the DMS of
systems of dipolar particles that may be used for hyperthermia treatment.
A dynamic theory based on the modified mean-field (MMF) approach has been
developed to provide more precise predictions of the DMS of experimentally rel-
evant systems of dipolar particles1. Originally, the MMF theory describes the
response of the magnetisation of a ferrofluid (a system of dipole particles in a
carrier fluid) to a static external magnetic field. It considers both the magnetic
field being applied to the system and the magnetic field resulting from the dipole
particles [163]. The work done by Ivanov et al. extends this theory to consider
the effects of a dynamic external magnetic field. Results obtained from the MMF
theory have been tested against experimental results for polydisperse systems of
dipolar particles and have been found to provide a more accurate prediction of
the DMS than previously achievable using Debye theory [162]. Ivanov et al. note
that it is difficult to predict the range of dipolar coupling strengths in which the
MMF theory provides more accurate predictions. Furthermore, it is expected
that the results for a monodisperse dipolar system should accentuate the differ-
ences between the Debye theory and the MMF-theory predictions. Particles with
different diameters and dipole moments would have different dipolar relaxation
times. This results in the DMS of a polydisperse system being ‘smeared out’.
This effect would not be seen in a monodisperse system. In this chapter, the
DMSs predicted by Debye theory and MMF theory for systems of monodisperse
dipolar particles are compared with results from Brownian dynamics simulations.
This chapter is organised as follows. The derivation of the MMF predictions
for the DMS will be described. The simulation methods are then defined, as
is the method used to derive the DMS from the magnetisation autocorrelation
function. The results are then presented and discussed. A comparison of the
Debye-theory predictions for the DMS and those obtained from simulated sys-
tems of non-interacting dipolar particles is carried out to validate the methods
used. Debye theory and MMF-theory predictions for the DMS are compared with
the susceptibilities obtained from systems of interacting dipolar particles. The
1The work presented in this chapter is a collaborative project done in conjuncture with A.
O. Ivanov and E. A. Elfimova of the Ural Federal University (Russia), who kindly provided
and explained the modified mean-field theory. The modified mean-field theory described in
Section 6.2 was developed by the authors of [162].
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differences between the DMSs predicted by the theories and those obtained from
simulations are then analysed through the comparison of a set of characteristic
parameters. These parameters are the initial slopes of the real and imaginary part
of the DMS, the peak position in the imaginary part of the susceptibility, and the
characteristic relaxation lifetime of the magnetisation autocorrelation function.
Finally, all of the results are drawn together to provide an assessment of the ac-
curacy of both Debye theory and MMF theory in predicting the DMS of systems
of interacting dipolar particles over broad ranges of particle concentration and
interaction strength.
6.2 Theory
Consider a system of dipolar particles immersed in a carrier fluid, each with
dipole moment of the same magnitude µ and diameter σ but different orientation
Ωi(t) that interact via the dipole-dipole interaction (Section 2.4.3). From linear
response theory, the magnetisation of the system of N particles at time t can be
defined as M(t) = µ
∑N
i=1 Ωi(t). The DMS χ(ω) of a system of dipolar particles
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where ω is the frequency, kB is the Boltzmann constant, and χ(0) is the static sus-
ceptibility. For a system of non-interacting dipolar particles, the particle orienta-
tions are uncorrelated so that 〈Ωi(t)·Ωj(0)〉 = 0 and 〈Ωi(t)·Ωi(0)〉 = exp(−t/τB),
where τB is the Brownian rotational relaxation time associated with the carrier
liquid of the ferrofluid. Therefore
















〈M (0) ·M(0)〉. (6.4)
For systems with no interparticle interactions, the static susceptibility is that of
the Langevin theory [164] given by




where ρ∗ = ρσ3 = N/V is the reduced number density of the system, and λ =
µ0µ
2/4πkBTσ
3 is the dipolar coupling constant. Inserting Eq. 6.3 into Eq. 6.1
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This result is exact for systems of non-interacting dipolar particles with dipoles
rotating in a diffusive manner. However, pair interactions are not taken into
account in the Debye theory and it is therefore only applicable for very dilute
systems with very weakly interacting dipolar particles. Recently, Ivanov et al.
used a MMF approach to consider the effects of pairwise correlations resulting
from dipole-dipole interactions [162]. They found that, by including the lowest-
order terms in ρ∗ and λ, the real part χ
′
MMF(ω) and imaginary part χ
′′
MMF(ω) of
the DMS of systems of interacting dipolar particles can be expressed in terms


































From this, it is easy to derive the MMF prediction for the static susceptibility. It
is clear from Eq. 6.8 that χ
′′











Equation 6.9 provides the first order MMF prediction for the static susceptibility
of interacting systems.
6.3 Simulation methods
Canonical (NV T ) Brownian dynamics (BD) simulations were carried out using
the LAMMPS package [50]. N = 216 dipolar particles were simulated in a cubic
box with periodic boundary conditions applied. Particles interacted by the pair
potential U = UWCA +UDD composed of the repulsive Weeks-Chandler-Andersen












+ ε r ≤ rmin





− 3(µi · rij)(µj · rij)
r5ij
(6.11)
where rij = |rj − ri| is the interparticle distance, µi is the dipole moment of
particle i, σ is the particle radius, ε is the LJ energy, and rmin = 2
1/6σ is the
position of the minimum of the LJ potential. Particles were simulated in reduced
units with σ = ε = 1 and with mass m = 1. Long-ranged dipole interactions
were computed using Ewald summation with conducting boundary conditions.
The temperature was kept constant at T ∗ = 1.0 for all runs using the Langevin
thermostat with a damping parameter τ ∗damp = 0.05 and associated Langevin
friction coefficient γ∗ = 1/τ ∗damp = 20. This results in a simulation Brownian
rotational relaxation time of τ ∗B = (6T
∗τ ∗damp)
−1 = 10/3. A timestep of δt∗ =
0.002 was used, meaning that the Brownian relaxation time corresponds to 1667
timesteps. This ensures that the overdamped Brownian dynamics conditions
appropriate for Debye and MMF theories (and real ferrofluids) are met. This
results in dipoles orientations changing as if the particles were in a very viscous
fluid, and ensures that dipole reorientation is in the diffusive regime. A typical
run consisted of an equilibration stage lasting 2 × 106 timesteps, followed by a
production stage lasting 2×107 timesteps for systems of non-interacting particles
or 4× 107 timesteps for system of interacting particles. Averages were calculated
from measurements taken at intervals of 5 timesteps. This certifies that there is
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little fluctuation in the magnetic autocorrelation function at long times, thereby
ensuring that the errors associated with the results are in the regime described
in Section 2.7.4.
One set of simulations was run at fixed density ρ∗ = 0.2 with varying dipolar
coupling constant λ = 0.25, 0.50, 0.75, 1.00, 1.25, 1.50, 1.75, 2.00, 2.50, 3.00, and
3.50, while another set of simulations was run at fixed dipolar coupling constant
λ = 1.0 with varying density ρ∗ = 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, and 0.7. These
systems were each run twice – once with the dipole-dipole interaction switched off
to allow for comparison with Debye-theory predictions, and once with the normal
long-ranged dipole-dipole interactions to assess the effects of these interactions.
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Figure 6.1: Static susceptibility χ(0) as a function of the Langevin susceptibility χL.
Debye (Langevin) theory (black line) and MMF theory (red line) are shown alongside
simulation results for systems of non-interacting dipolar particles (filled black circles),
systems of interacting particles at constant density ρ∗ = 0.2 (filled red squares), and
systems of interacting particles at constant dipolar coupling constant λ = 1.0 (open
red squares).
The static susceptibility χ(0) determines the response of the system to a static
magnetic field. Here, it provides an easy parameter that can be derived for both
theories and can be compared with simulation results. As shown previously,
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Debye theory predicts that the static susceptibility is equal to the Langevin sus-
ceptibility [Eq. 6.5]. Figure 6.1 compares the static susceptibilities predicted by
Debye theory and MMF theory with the static susceptibility obtained from sys-
tems simulated without dipole interactions and systems simulated at low values
of χL. First, it is worth noting that the non-interacting simulated systems and
Debye-theory results are in perfect agreement. At low values χL < 0.5, both the
Debye theory and the MMF theory provide similar results in good agreement
with the simulation results for interacting particles. In the range 0.5 < χL ≤ 3.0,
MMF theory provides a much better fit to simulation than does the Debye theory.
Also note that the systems run at constant dipolar coupling constant λ = 1.0 are
accurately described by the MMF theory for all densities tested. Systems simu-
lated at constant density ρ∗ = 0.2 are matched by the MMF results for values of
χL ≤ 2.0. Above this point, the MMF predictions of static susceptibility begins
to diverge from the simulated results.





































































Figure 6.2: Dynamic susceptibilities χ(ω) plotted as their real and imaginary compo-
nents at varying χL. Debye-theory predictions for the real component (black lines) and
imaginary component (red lines) of the DMS are plotted alongside simulation results
for the real component (black symbols) and imaginary component (red symbols) of the
DMS of systems of non-interacting dipolar particles at constant ρ∗ = 0.2.
Debye-theory predictions for the DMS are exact for all systems of non-interacting
particles. Therefore, a comparison of simulation results for non-interacting par-
ticles with Debye theory can be used to verify the accuracy of the simulation
method for obtaining the DMS. The DMS is calculated from the magnetisation
109
autocorrelation function of the simulated systems. The magnetisation autocorre-
lation function for non-interacting systems can easily be derived from a simulation
trajectory. The magnetic DMS is proportional to the Fourier transform of this
decay function [Eq. 6.1]. It is therefore important for the simulated magnetic
autocorrelation function to decay smoothly to keep noise in χ(ω) to a minimum.
Figure 6.2 shows a comparison of the DMS obtained for a selection of systems
of non-interacting particles with the Debye-theory predictions [Eq. 6.6]. The
simulations were run both at constant density ρ∗ = 0.2 and at constant dipolar
coupling constant λ = 1.0. At constant χL, simulations with constant λ or
constant ρ∗ should result in exactly the same DMS, and this is confirmed in the
figure. Furthermore, the simulated χ(ω) matches the Debye-theory prediction
χD(ω) perfectly at each value of χL tested. This confirms that the method used
to obtain χ(ω) from simulation generates accurate results. The same method can
therefore be used to derive χ(ω) for systems of interacting dipolar particles.
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Figure 6.3: Dynamic susceptibilities χ(ω) plotted as their real and imaginary com-
ponents at varying χL. MMF predictions for the real component (full black lines) and
imaginary component (full red lines) of the DMS and Debye-theory predictions for the
real component (dashed black line) and imaginary component (dashed red lines) of the
DMS are plotted alongside simulation results for the real component (black symbols)
and imaginary component (red symbols) of the DMS of systems of interacting particles
at constant density ρ∗ = 0.2.
The Debye-theory predictions for the DMS have often been used to describe
the magnetisation response of weakly interacting dipolar particles. Ivanov et
110
al. argue that the linear dependence on χL is only a good approximation for
systems of particles with extremely weak dipole interactions at very low densities
(χL → 0) [162]. They expect that the MMF predictions for the DMS, χMMF(ω),
will provide a much more accurate description in the the regime χL . 1.0, which
is characteristic of real ferrofluids of moderate interactions.
Figure 6.3 shows a comparison of the DMS from Debye theory, MMF theory, and
simulations at constant density ρ∗ = 0.2 with varying dipolar coupling constant.
Interestingly, there is already a noticeable difference between the simulation re-
sults and the Debye-theory predictions at χL = 0.42. The low-ω real component
of the simulated susceptibility χ
′
(ω) plateaus at a higher value than is predicted
by Debye (Langevin) theory. Furthermore, the peak position ω0 of the imaginary
component of the susceptibility χ
′′
(ω) shifts to lower frequencies when interac-
tions are present. The peak height χ
′′
(ω0) is also much higher in simulations than
according to Debye theory. While these discrepancies between the Debye-theory
predictions and the simulation results are small at low values of χL, these increase
substantially as χL is increased. It is clear that the Debye-theory predictions are
not accurate for any of the interacting simulated systems studied here. In all cases
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Figure 6.4: Dynamic susceptibilities χ(ω) plotted as their real and imaginary com-
ponents at varying χL. MMF predictions for the real component (black lines) and
imaginary component (red lines) of the DMS are plotted alongside simulation results
for the real component (full black circles) and imaginary component (full red circles)
of the DMS of systems of interacting particles run at fixed density ρ∗ = 0.2, and the
real component (open black squares) and imaginary component (open red squares) of
the DMS of systems of interacting particles run at constant dipolar coupling constant
λ = 1.0.
Recall that χL, as defined in Eq. 6.5, is linearly proportional to both the dipolar
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coupling constant λ and the density ρ∗. Both the Debye theory and the MMF
theory predict that the DMS is dependent on ρ∗ and λ through χL only. It
therefore follows from these theories that systems with the same χL, but with
different values of λ and ρ∗ should possess the same DMS.
Figure 6.4 compares the MMF predictions of DMS against the DMS obtained
from a set of simulation results run at constant density ρ∗ = 0.2, and another set
of simulations run at constant dipolar coupling constant λ = 1.0. At low values
χL = 0.41 and 0.84 the results from both sets of simulations are very closely
matched to the MMF-theory predictions. As χL is increased, the peaks in χ
′′
(ω)
from simulations at constant ρ∗ shift to lower frequencies than the MMF-theory
predictions whereas the peaks from simulations at constant λ remain closely
matched to the MMF predictions. Only at higher values of χL (> 1.26) does a
difference between the MMF predictions and the constant-λ simulations become
evident. However, even at the highest values of χL tested, both the theory and
the constant-λ simulations give the same value of χ(0) whereas the constant-ρ∗
simulations give higher values of χ(0). It appears that the only effect of running
a constant λ system at a high density is that χ(ω) shifts to slightly lower frequen-
cies than those predicted by the MMF theory. This is in following with the static
susceptibility [Fig. 6.1] where, at high χL, the χ(0) obtained from constant-λ
simulations were in good agreement with the MMF predictions, whereas this was
not the case for simulations run at constant-ρ∗.
The normalised results for χ(ω) are shown in Fig. 6.5. This emphasises the
shifts in characteristic frequency and cancels out the difference in χ(0), and also
highlights the differences in frequency predictions of the Debye theory and the
MMF theory at high values of χL. At χL = 0.42, there is no real difference between
the constant-ρ∗ simulation results and either of the theoretical predictions. As
χL is increased, both the simulation results and MMF predictions shift to lower
frequencies than those predicted by Debye theory. Again, there is very good
match between the MMF predictions and the simulation results for χL = 0.42 and
0.84, with the simulated χ(ω) shifting to lower values of ω than those predicted by
MMF theory at χL = 1.26 and 1.68. Past this point, there is a huge discrepancy
between MMF theory and the equivalent simulation results. In contrast, the
normalised results for simulations run at constant λ [Fig. 6.6] retain a very good
match to MMF-theory predictions up to and including χL = 1.68. It is clear from
the graphs that, for high χL, there is a frequency shift between χ(ω) for simulated
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Figure 6.5: Normalised DMSs χ(ω)/χ(0) plotted as their real and imaginary com-
ponents at varying χL. MMF predictions for the real component (full black lines) and
imaginary component (full red lines) of the DMS and Debye-theory predictions for the
real component (dashed black line) and imaginary component (dashed red lines) of the
DMS are plotted alongside simulation results for the real component (black symbols)
and imaginary component (red symbol) of the DMS of systems of interacting particles
at constant density ρ∗ = 0.2.
From this it appears that, for low values of χL . 1.25, the MMF theory is able to
predict the DMS of a monodisperse system of dipolar particles very accurately.
Past this point, its accuracy is dependent on the magnitudes of the parameters
ρ∗ and λ. Above χL ≥ 1.68, MMF-theory predictions diverge from all simulation
results. However, the MMF theory still provides much more accurate predictions
than the Debye theory.




(ω) is a good way of quantifying
the accuracy of the theory at low ω. The initial slopes can easily be derived for
both the Debye theory and MMF theory. In Debye theory a Taylor expansion of
χ
′










= 1− ω2τ 2B +O(ω4). (6.12)
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Figure 6.6: Normalised dynamic susceptibilities χ(ω)/χ(0) plotted as their real and
imaginary components at varying χL. MMF predictions for the real component (black
lines) and imaginary component (red lines) of the DMS are plotted alongside the real
component (full black circles) and imaginary component (full red circles) of the DMS of
systems of interacting particles run at fixed density ρ∗ = 0.2, and the real component
(empty black squares) and imaginary component (empty red squares) of the DMS of






Clearly, for small values of χL, A = 1 as in the Debye theory. The initial slope
of the imaginary part of the susceptibility is also easy to calculate. In the non-







1 + ω2τ 2B
≈ χLτBω +O(ω3). (6.15)
Similarly, by expanding out Eq. 6.8, the MMF-theory predictions for the initial
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Figure 6.7: Initial slope parameters as a function of χL for the real part (a) and the
imaginary part (b) of the DMS. Debye theory (black line) and MMF theory (red line) are
shown alongside simulations results from systems of non-interacting dipolar particles
(filled black circles), systems of interacting particles at constant density ρ∗ = 0.2 (filled
red squares), and systems of interacting particles at constant dipolar coupling constant
λ = 1.0 (open red squares).
Both theories predict that χ
′′
(ω) has a linear dependence on ω for small ω. There-
fore, it is possible to rewrite the imaginary component of the susceptibility as
χ
′′
(ω) = BωτB, where B = χL according to Debye theory, and B = (χL + 2χ
2
L/3)
according to MMF theory. As with the real component, both theories predict the
same results to the leading order term of χL, but diverge as χL is increased.
The predictions for the initial slope parameter A and B are plotted in Fig. 6.7(a)
and Fig. 6.7(b), respectively. There is little agreement between Debye theory
and MMF-theory predictions for A, whereas they are in good agreement on the
prediction of B when χL ≤ 0.5. The results for A and B obtained from systems
of non-interacting particles match those predicted by Debye theory for all values
of χL. With χL . 0.21, the initial slope parameters A calculated from simulated
systems of interacting particles are close to those predicted by Debye theory.
The range of agreement between simulation and Debye theory is greater for B,
and there is a good match up to χL ' 0.5. With χL ≤ 0.5, there is little
or no agreement between simulation results and Debye-theory predictions of the
parameters. MMF predictions for A and B are in good agreement with simulation
results for χL ≤ 1.0. Above this, there is evident divergence between the simulated
results and the MMF predictions. However, MMF theory provides predictions
that are closer to simulation results than Debye theory at these higher values
of χL. It is interesting to note that the initial slope parameter results from the
simulations run at constant ρ∗ diverge from those obtained at constant λ. The
results from constant λ runs diverge less from MMF theory at χL > 1.0. This
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is true in both the real component parameter A and the imaginary component
parameter B.
It is possible to define a characteristic relaxation lifetime τ0 from the magnetic
autocorrelation function. This gives a measure of the time it takes for the system







In the non-interacting Debye-theory case, τ0 = τB. A convenient expression for




























































Figure 6.8(a) provides a comparison of the theoretical predictions for these life-
times with results from simulations. As before, non-interacting systems are in
perfect agreement with the Debye-theory predictions, and Debye theory provides
good agreement with simulations of interacting particles at very low χL only.
MMF theory provides a better match with simulations at values of χL . 1.0,
before the predictions diverge from the results. Again, it is clear that simulated
systems run at constant λ diverge less quickly from MMF predictions than sys-
tems run at constant ρ∗.
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Figure 6.8: (a) Magnetic rotational relaxation time τ0 as a function of χL. (b) Peak
position ω0 of the imaginary part of the DMS as a function of χL. Debye theory (black
line) and MMF theory (red line) are shown alongside simulation results from systems
of non-interacting dipolar particles (filled black circles), systems of interacting particles
at constant density ρ∗ = 0.2 (filled red squares), and systems of interacting particles
at constant dipolar coupling constant λ = 1.0 (open red squares).
peak in the imaginary part of the DMS. In both theories, the peak position ω0 can
be found simply by solving dχ
′′
(ω)/dω = 0. For Debye theory, the peak position
ω0 = τ
−1
B is found to be independent of χL. The MMF-theory prediction for the















This reduces to the Debye-theory results in the limit of χL → 0. These predictions
are compared with simulation results in Fig. 6.8(b). The positions of the peaks
in the simulated χ
′′
(ω) were found by fitting a Gaussian function to the tops of
the peaks. This was done to ensure that small fluctuations resulting from noise
would not strongly affect the numerical determination of ω0. The methodology is
validated with the non-interacting systems producing a perfect match with Debye
theory at all values of χL. Again, the Debye theory predicts the low-χL limit but
fails to generate accurate predictions at high χL for interacting particles. For
systems of interacting particles, MMF theory provides accurate predictions for
χL < 0.5, but fails to predict the change in peak-frequency as χL is increased past
this point. Also, simulation results from runs at constant λ diverge from MMF-
theory predictions less quickly than simulation results from runs at constant ρ∗.
Both τ0 and ω0 decrease as χL is increased. This is attributable to the rise in the
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collective motion of particles within the system. As seen before (Chapter 5), par-
ticles with higher λ have a greater propensity to form chain-like structures. While
none of the systems simulated here are in the chain-forming regime, medium- to
long-lived trimers and tetramers may begin to form at the higher χL tested. The
orientations of individual dipolar particles forming these proto-chains may be
coupled. It would therefore follow that the change in orientation of one dipole
must result from a rotation of this proto-chain, leading to collective, rather than
individual, motion. Furthermore, the chains should rotate more slowly than a
single particle as they are larger.
For all parameters studied, MMF theory provides an accurate description of sys-
tems run at constant λ and ρ∗ for values of χL . 1.0. Therefore, the assumption
that the DMS depends only on χL seems to be correct in this region. This is the
region for which MMF theory is predicted to work, and the region in which it is
currently possible to manufacture ferrofluids easily. Beyond χL = 1.0, increas-
ing χL by increasing only λ leads to a different susceptibility than if only ρ
∗ is
increased. Both theories predict that χ(ω) depends only on χL, and neither pre-
dicts a separate dependence on λ and ρ∗. It is worth emphasising that the high-ρ∗
simulations resulted in a closer match to MMF-theory predictions than the equiv-
alent high-λ simulations. The high-λ simulations were run with λ ≥ 2.5. These
values are very close to the dipolar coupling constants at which chains begin to
form (λ ' 4.0). Therefore, it is possible that long-lived trimers or tetramers of
dipolar particles in a linear formation are beginning to form at these values of
λ. In contrast, this pre-chaining correlation is not likely to occur in dense fluids
with low λ. The formation of long-lived ‘chains’ of particles would probably result
in three-body correlations needing to be taken into account. The MMF theory
was developed while only retaining the leading-order contributions to the pair
correlations. It is possible that the inclusion of three-body correlations to the
MMF theory would result in a decoupling of the λ and ρ∗ dependence of χ(ω),
and better prediction of the DMS of systems with higher dipole moments. This
effect could also result from MMF theory being truncated too early. χMMF(ω)
is derived from only the leading-order terms in ρ∗λ (∝ χL). It is possible that
the inclusion of lower-order terms in this derivation could lead to ‘mismatched’
powers of λ and ρ∗ occurring.
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6.5 Conclusions
In this chapter, two theoretical expressions for the DMS of magnetic nanoparticles
in suspensions were tested against simulation results. This was done to verify
whether the MMF approach should yield more accurate predictions for the DMS
of a system of interacting monodisperse dipolar particles than the Debye-theory
approach. It was confirmed that the classical Debye theory predicts the behaviour
of systems of non-interacting dipolar particles exactly. It was shown that the DMS
of a system of interacting particles could only be predicted by Debye theory if
the interactions were extremely weak (χL  1). The MMF theory was found to
be much more accurate in predicting the DMS of systems of interacting particles,
with simulation results being in excellent agreement in the range 0 < χL < 1,
with a close but not exact match in the range 1 < χL < 2. At all interacting
strengths simulated, MMF-theory predictions were found to be more accurate
than those produced using Debye theory.
Whereas both theories predict that the DMS is only dependent on concentration
ρ∗ and dipolar coupling constant λ via a dependence on the Langevin suscep-
tibility χL (∝ ρ∗λ), simulation results showed that, at high χL, a system with
high concentration and low dipole strength will produce a different susceptibility
curve than a system with low concentration and high dipolar coupling constant.
That MMF theory predicts a dependence on χL alone results from it being a
perturbation theory with only the leading-order term ρ∗λ being retained. The
recent development of the second-order modified mean field theory suggest that
it may be possible to systematically improve the current MMF prediction of the
DMS [165]. The systems run at low dipolar coupling constants were found to
have a consistently closer match with MMF theory at all densities. This is likely





In this thesis, molecular simulations were used to predict and understand the be-
haviour of systems on timescales and lengthscale much shorter than can be easily
observed experimentally. In the first part, the structures of aqueous salt solutions
near and above saturation concentrations were studied to try to understand the
mechanisms by which non-photochemical laser-induced nucleation (NPLIN) acts
to cause these solutions to crystallise. The second part was focussed on the study
of systems of dipolar particles, with a new method for simulating chain-forming
particles presented, and a new theory to predict the dynamic magnetic suscepti-
bility of dipole systems tested for systems of monodisperse dipolar particles.
The study of aqueous potassium chloride solutions demonstrated that, at very
high salt concentrations, there exist long-lived amorphous clusters. These clusters
form randomly and have lifetimes of similar order of magnitude as the laser-pulse
duration required to induce NPLIN. This suggests that the laser may act on
these amorphous clusters to reorder them somehow to form crystal nuclei. This
hypothesis would support the two-step nucleation model proposed by Erdemir et
al. [17], with the first step being the creation of these areas of high local solute
density, and the second step being the reordering of the clusters into crystal
nuclei. Though the amorphous clusters have lifetimes in the 10− 100 ps region,
it is nearly impossible to accurately observe solvated non-crystallised solute on
these timescales experimentally.
Another proposed mechanism of NPLIN is that the laser pulse acts on impuri-
ties in the solution, causing them to heat up and create nanobubbles that may
induce a metastable system to crystallise. As the existence of such impurities is
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impossible to demonstrate experimentally, simulation offers the perfect solution
to study the effects of a hot impurity on a solution near crystallisation. The
study of aqueous potassium chloride solutions showed that it is very difficult to
observe crystallisation of this system in the simulation timescale, therefore the
system was changed to aqueous sodium chloride solutions as these are proven to
crystallise near experimental saturation concentration. To begin, the simulation
saturation concentration, that is, the maximum concentration at which long-lived
large crystals are no longer observed within the simulation timescale, was found.
From this, the effects that adding and heating a spherical carbon impurity had
on the structure of the salt solution were studied. It was found that the heating
of the impurity results in a depletion of ions surrounding the impurity. When
the heat added to the system was not great enough to vaporise the solution, the
only noticeable effect of the hot impurity on the water was a reduction in the
total number of molecules in the first hydration shell of the impurity. When
the energy was high enough to cause vaporisation, the solution surrounding the
impurity became ion depleted on a faster scale than water evaporated, implying
that nanobubbles created by impurity heating are highly unlikely to have an ef-
fect in the NPLIN process. It is possible that heated impurities still play a role
in NPLIN, and a mechanism is proposed whereby the heating of the impurity
creates a flux of ions away from the impurity into the solution 15 − 20 Å from
the surface of the impurity, which causes amorphous pre-clusters in this region
to become supersaturated and crystallise.
The second part of this work was concerned with the study of ferrofluids. These
systems were modelled as spherical particles with a magnetic dipole moment
that interacts via long-ranged dipole-dipole interactions. These long-ranged in-
teractions are very computationally expensive, and reducing the number of long-
ranged interactions needed would result in faster simulations. In the 1970s,
Stell and coworkers demonstrated that it is possible to model the long-ranged
dipole-dipole interaction as a short-ranged many-body interaction [145]. Here,
the dipole-dipole interaction was modelled as a short-ranged many-body inter-
action composed of only the leading-order two- and three-body terms of the ex-
pansion proposed by Stell et al. The structures produced by fluids interacting
via this many-body potential were compared with structures from equivalent flu-
ids run using the dipole-dipole interaction. It was found that, for low values of
dipolar coupling strength, the many-body approximation is able to reproduce the
structure observed in dipole systems. For higher dipolar coupling strength, how-
ever, the many-body approximation over-emphasises the characteristic chaining
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observed in systems of dipolar particles, with more rigid chains than expected
being formed. A method to reconnect the structure produced by both systems
is proposed, and it was demonstrated that, by altering some parameters in the
many-body potential, the structure observed in equivalent dipole systems is re-
produced. This work concludes with a description of the effects that increasing
the strength of the three-body, chain-inducing part of the many-body potential
has on the vapour-liquid phase transition. It was shown that, as the ability of
the system to form chains is increased, the critical temperature and density of
the system decrease. There is a point at which the critical temperature of the
system is expected to reach zero, implying that the vapour-liquid phase transition
disappears completely at a certain degree of chaining.
The study of ferrofluids was continued by testing a new theory for predicting
the dynamic magnetic susceptibility of systems of dipolar particles. Ivanov et
al. proposed this new, modified mean-field (MMF) theory and tested it against
the preceding Debye theory for an experimental system composed of polydis-
perse dipolar particles. The new theory was shown to generate better predic-
tions [162]. However, Ivanov et al. conclude by emphasising that, while the
predictive improvements of the new theory were noticeable in a polydisperse sys-
tem, the greater accuracy of the new theory over the original Debye theory would
be emphasised more dramatically if a monodisperse system of dipolar particles
was used. As creating monodisperse systems of dipolar particles is incredibly
difficult experimentally, Brownian dynamics simulations were used to compare
the results obtained from simulated monodisperse systems of dipolar particles
with those predicted by Debye theory and the new MMF theory. For all systems
tested, the new theory was found to predict the dynamic magnetic susceptibility
more accurately than the original Debye model. Furthermore, the new theory was
able to predict the dynamic susceptibility exactly over most of the experimentally
achievable range of dipole strengths. At very high dipolar coupling strength, the
theory deviated from simulation results, but was still significantly more accurate
than Debye theory. Finally, because the new theory is based on fundamental
statistical mechanics, it can be can be systematically improved to obtain better
and better predictions.
If nothing else, this work has demonstrated that simulation holds a central place
in science. It is possible to use simulations to predict effects that can not yet
be observed experimentally, and it is possible to use simulations to test existing
theories. As a result, the scope and accuracy of simulation are being increased.
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The link between the microscopic and the macroscopic regimes has never been so
clear, and simulations allow us to sneak a peak at what the future holds in store.
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[158] Taukulis, R.; Cēbers, A. Physical Review E 2012, 86, 061405.
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