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Abstract
Propeller-shaped molecules have received much attention due to their enhanced
emission in the condensed phase (Aggregation Induced Emission, AIE) and their po-
tential use in optoelectronic devices. In this contribution, we examine the excited state
mechanisms of tetraphenyl-thiophene (TPT), one member of the family which features
weaker AIE. We perform a detailed analysis of the potential energy surfaces with special
focus on the role of triplet states considering the crystal structure, intermolecular inter-
actions, exciton couplings and reorganization energies in the vacuum and solid state. In
contrast to other members of the propeller-shaped family, nonradiative decay in TPT
is driven by bond breaking. Because of the significant spin-orbit couplings along the
reaction coordinate, intersystem crossing plays an important role in the mechanism.
Our calculations show that aggregation in the solid state hampers the access to inter-
nal conversion pathways, however, intersystem crossing is active in the crystal phase,
which explains the weak AIE of this molecule. This new understanding of the role of
1
triplet states on the relaxation mechanisms of AIEgens has implications for the design
of solid state highly-emissive materials based on TPT.
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Introduction
One significant obstacle in the development of highly-emissive solid state organic materi-
als is the decrease of emissive efficiency upon aggregation – aggregation caused quenching
(ACQ). This phenomenon is common in planar π-conjugated organic fluorophores where π−π
stacking between monomers and other physical processes (e.g., energy transfer, inter- and
intramolecular charge transfer) can severely hamper radiative emission. The development of
materials with the opposite behaviour, i.e. aggregation induced emission (AIE),1 opened up
new possibilities for applications in modern technologies, such as photonics, optoelectronic
devices, biological probes, and fluorescent sensors. To highlight the interconnected effects of
inter- and intramolecular interactions on the emission efficiency in different forms of solids,
a more general term, solid state luminescence enhancement (SLE) has been proposed.2
Several approaches have been considered to explain the enhancement of emissive response
in aggregate phases. One of the most popular models is the restriction of intramolecular
modes (RIM), which considers the relevant role of low-frequency vibrations in nonradiative
decay.3 The formalism developed by Shuai et al. based on Fermi’s Golden Rule has shown
that low-frequency motions are hampered in the solid state substantially decreasing nonra-
diative rates.4 This model is relevant in the weak electronic coupling regime, however if the
molecule can explore regions of the potential energy surface characterised by large electronic
couplings, the role of conical intersections as a driving force of nonradiative decay cannot be
ignored.5 Blancafort et al. have proposed that suppression of nonradiative decay in crystal
is induced by restricted accessibility of conical intersections (the RACI model).5–7
Significant efforts have been devoted to the investigation of silole-based propeller-shaped
molecules which show an enhancement of fluorescence in the condensed phase, in contrast to
the low quantum yields of their organic solutions.8,9 In the case of dimethyl-tetraphenylsilole
(DMTPS) (Figure 1), the excited state relaxation in solution involves internal conversion
through a ring-puckering conical intersection.7 This conical intersection becomes inacces-
sible in the solid state leading to emission. A similar relaxation mechanism has been re-
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cently used to explain the AIE in a cyclopentadiene-based propeller-shaped molecule (1,2,3,4-
tetraphenyl-1,3-cyclopentadiene, TPC).10
 DMTPS                        TPC                           TPT            
                           
Figure 1: Structures of propeller-shaped molecules exhibiting aggregation induced emission
enhancement.
Based on these examples, it is expected that other propeller-shaped molecules obtained
by hetero-atom substitutions (for instance, Sulphur in the central unit, TPT, Figure 1)
would also be promising AIEgens.11,12 Nie et al. have recently investigated luminescence
properties of TPT in organic solution (THF) and in spin-coated films.12 According to their
experiments, TPT is characterised by a weak aggregation-induced emission; the fluorescence
quantum yield in solution is negligible (Φr ∼ 0.023) only slightly increasing upon addition of
water (at 80 % volume fraction of water Φr ∼ 0.06). It has recently been found that TPT
crystal features piezoresponsive luminescence, i.e. the emissive response of the crystal is
enhanced within a certain range of applied pressure.13 This phenomenon has been attributed
to the formation of new intermolecular interactions that restrict the rotation of phenyl rings,
inhibiting the nonradiative mechanisms.
Various experimental strategies have been implemented to improve the emissive response
of TPT derivatives in the condensed phase. For example, the design of bulky substituents
that inhibit nonradiative decay, such as tetraphenyl-ethylene and alkoxy-chains, resulted in
derivatives with high fluorescence quantum yield in the solid state.14,15 A number of AIE-
active polymer structures based on TPT can also feature highly emissive properties.16–18
Despite the previous research, there is not a clear understanding of the excited state mech-
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anisms in TPT. Having in mind the gradual weakening of solid-state luminescence going
from DMTPS, via TPC, to TPT (Figure 1), an interesting question arises: How does the
substitution of a Silicon or Carbon atom by Sulphur alter the solid-state luminescence of
propeller-shaped molecules?
To answer this question, we investigate the main radiative and nonradiative decay mech-
anisms of TPT in the vacuum and solid state taking into account singlet and triplet states.
We consider crossings between states of different multiplicities, the effect of exciton couplings
and intermolecular interactions on the main excited state mechanisms. Our calculations show
that in contrast with previously studied propeller-shaped systems (DMTPS7 and TPC10),
triplet states have a significant role on the deactivation of TPT, providing a plausible ex-
planation for their photochemistry mechanism in solution and crystal phases.
Computational Details
We explored the excited state potential energy surfaces of TPT in vacuum, solvent and
the solid state using single and multiconfigurational methods including time-dependent den-
sity functional theory (TD-DFT), resolution-of-the-identity coupled-cluster with approxi-
mate second-order excitations (RI-CC2),19–22 and complete active space perturbation theory
(CASPT2) methods.23–25 We considered excited state minima and crossings involving singlet
and triplet states.
We first assessed the performance of these electronic structure methods for the predic-
tion of the absorption and emission energies. The ground state (FC), S1, and T1 minima
were optimized at ωB97X-D/6-31G(d)26 and B3LYP/6-31G(d) levels of theory within the
(TD-)DFT framework.27–31 The effect of the solvent (THF, ε= 7.6) was considered using the
polarisable continuum model (PCM). Single point calculations based on (TD-)DFT geome-
tries were done using the RI-CC2 method. All RI-CC2 computations were performed with
the Turbomole v7.0 code.32 Since the RI-CC2 method was found to be very sensitive to the
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basis set choice, we used the aug-cc-pVDZ basis set.
The CASPT2 computations were based on configuration state functions obtained with
the SA-2-CASSCF(10,10) method.33 The active space consisted of eight π orbitals with
significant occupations and a pair of bonding-antibonding σ(C-S) orbitals (Figure S2, Sup-
porting Information). The CASPT2 calculations were done without an IPEA shift and an
imaginary shift of 0.1 au, which can solve the problem of possible intruder states.34 The ex-
citation energies obtained with CASSCF and CASPT2 methods do not change significantly
with an improvement of basis set from 6-31G(d) to aug-cc-pVDZ. Thus, we use the 6-31G(d)
basis set for the CASSCF and MS-CASPT2 calculations. The S1–S0 minimum energy coni-
cal intersections (MECIs) were optimized with the SA-2-CASSCF(10,10)/6-31G(d) level of
theory, using the branching plane update method.35 The T1–S0 minimum energy crossing
points (MECP) were obtained minimizing the energy of the T1 state with the condition of
a zero T1/S0 gap as implemented in the Molcas code.
We examined the effect of the crystal environment on the excited state mechanisms. First,
the experimental crystal structure of TPT, retrieved from the Cambridge Crystallographic
Database (the CCDC code is 1494294),12 was refined with periodic boundary conditions DFT
calculations as implemented in the Quantum Espresso code.36 The Perdew-Burke-Ernzerhof
(PBE) generalized gradient approximation functional with dispersion correction (D2) was
used with a plane-wave cutoff of 30 Ry and a Monkhorst-Pack k-point grid of (1x2x1).
The projector augmented wave (PAW)37,38 pseudopotential was applied to model the nuclei
and core electrons, with the electrons included in the valence region. These optimizations
were performed by relaxing the structure inside unit cell, fixing the cell dimensions to their
experimental values.
To analyze intermolecular interactions and calculate exciton couplings, dimers featuring
close intermolecular contacts were isolated from the optimized crystal. Exciton couplings
(J) at the TD-ωB97X-D/6-31G(d) level of theory were computed applying a diabatisation
method based on the transition dipole moments calculated as implemented in the fromage
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code.39–41 This method takes into account short-range (exchange, orbital overlap, charge-
transfer) and long-range Coulomb interactions.
The effect of crystal environment on the excited states was considered using QM/MM
hybrid methods. A cluster composed of 42 TPT molecules (2058 atoms) was extracted
from the optimized supercell. The central molecule in the cluster was treated within the
QM framework, whereas the surrounding molecules were treated with MM. The QM region
was relaxed, whilst the MM region was kept fixed at its optimized lattice positions. FC, S1,
and T1 geometries were optimized applying the ONIOM(QM:MM) method42,43 implemented
in the Gaussian 16 software.44 The QM region was treated at the ωB97X-D/6-31G(d) and
B3LYP/6-31G(d) levels of theory under the (TD-)DFT framework. The MM region was
simulated with the Amber force field45 and the ESP charges obtained at HF/3-21G* level of
theory. The S1, T1 minima, S1–S0 MECI and the T1–S0 MECP in the solid state were also
optimized at the (SA-2-)CASSCF(10,10)/6-31G(d) level of theory under the QM/MM addi-
tive scheme using the interface between the Molcas and Tinker (version 6.3.3) codes.46 The
RI-CC2 calculations in the solid state were performed only applying electrostatic embedding.
For a more detailed decay examination between 11ππ∗ and 11πσ∗ minima, we computed
the S0–S2 and T1–T3 energies along the pathway connecting these geometries. Initially, a
set of points was created applying linear interpolation in internal coordinates (LIIC) with
the energies calculated at CASPT2/SA-3-CASSCF(10,10)/6-31G(d) level of theory. The S1
energy profile along the pathway featured a barrier corresponding to the S1(ππ∗)/S1(πσ∗)
crossing. The barriers were decreased by constrained SA-2-CASSCF optimizations of S1
state at several geometries in the vicinity of the crossing.
The spin-orbit coupling matrix elements (SOCME) between the first three singlet and
triplet states (S0–S2 and T1–T3) were computed at the optimized critical points in vac-
uum and crystal as implemented in the Molcas code.47,48 The SOCMEs were obtained
from the calculated components corresponding to transitions between a singlet and three





2 . To investigate the effect of vibrations on the excited state pro-
cesses, we calculated the Huang-Rhys factors and reorganization energies in gas phase, solu-
tion, and solid state using the DUSHIN code.49 The normal modes of the S1 and S0 minima
were computed at (TD-)ωB97X-D/6-31G(d) level of theory.
Results and Discussion
Vertical excitations and radiative mechanisms
Table 1 shows the vertical excitations and emission energies of TPT computed with single-
reference (TD-DFT and RI-CC2) and the multi-reference (MS-CASPT2/CASSCF) methods.
For the CASPT2 and CC2 calculations, we considered the geometries optimized at the (TD-
)B3LYP/6-31G(d) level of theory.
Table 1: Excitation energies and oscillator strengths (in parenthesis) of the S1 state TPT
molecule in vacuum, solution (THF), and crystal environment. aValue obtained with the
aug-cc-pVDZ basis set. bGeometries optimized at the CASSCF/6-31G(d) level of theory.
Energy (eV)
Vacuum/Solution Crystal
Absorption Emission Absorption Emission
RI-CC2/aug-cc-pVDZ 4.24 (0.40) 3.27 (0.61) 4.16 -
TD-B3LYP/6-31G(d) 3.86 (0.33) 2.99 (0.43) 3.81 (0.57) 3.08 (0.60)
TD-ωB97X-D/6-31G(d) 4.43 (0.40) 3.28 (0.52) 4.32 (0.63) 3.30 (0.64)
TD-ωB97X-D/6-31G(d), PCM 4.39 (0.51) 3.04 (0.82) - -
MS-2-CASPT2/6-31G(d) 4.14; 3.84
a 3.04 3.87 3.08
4.11b 3.34b 3.90b 2.78b
Experimental12,50 3.94 3.07 3.65 3.07
The experimental absorption spectrum of TPT in solution of THF features a maximum
at 3.94 eV. The maximum of absorption of TPT nanosized aggregates, obtained by adding
water to a solution of TPT in THF, shifts to the red (dilution with 90 vol% H2O shifts the
maximum to 3.65 eV). The emission maximum in THF appears at 3.07 eV, which position
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is not affected in the solid phase.12
In general, all applied methods provide a reasonable description of the absorption and
emission maxima (Table 1). Amongst them, the TD-B3LYP excitation energies are the
closest to the experimental values, both in solution and solid state. The vertical excitations
in vacuum obtained with the RI-CC2/aug-cc-pVDZ and TD-ωB97X-D/6-31G(d) methods
show the larger deviations from the experimental values in solution (0.2-0.4 eV). The vertical
excitation for TD-ωB97X-D/6-31G(d) does not significantly improve in the solvent, however
the emission energy only deviates 0.03 eV from the the experimental value.
Experimental results show that the crystal environment does significant affect the emis-
sion energy. However, the S1 state at the FC geometry stabilizes by 0.29 eV. This energy is
well-reproduced at the MS-2-CASPT2/6-31G(d) level of theory (Table 1). The MS-2-PT2/6-
31G(d) energies obtained for the (TD-)B3LYP/6-31G(d) geometries are in better agreement
with the experimental values than the ones obtained with CASSCF, which indicates an im-
portant effect of dynamic correlation on the geometries. Consequently, for the study of the
FC region and ππ∗ minima, we considered the (TD-)B3LYP/6-31G(d) geometries.
Exciton couplings and intermolecular interactions
Specific interactions and exciton couplings can modulate radiative and nonradiative mecha-
nisms. In this section, we analyze intermolecular interactions and exciton couplings in the
TPT crystal at ambient pressure. We extracted five dimers (D1-D5) with distances be-
tween the monomer centroids smaller than 10 Å from the refined crystal structure. The
closest contacts between the molecules are C-H..π, C-H..C, and H..H interactions. The π-π
interactions between phenyl rings are not very effective because of the in-plane slip of the
monomers. Gu et al. have observed a significant piezoresponsive luminescence in the range
of pressures between ∼ 1 and 5.7 GPa. The enhance of fluorescence was attributed to the
strengthening of C-H..π and C-H...C intermolecular interactions that hinder the rotation of
phenyl rings increasing the radiative response. Further increase of external pressure increases
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the intermolecular π..π interactions decreasing the radiative response.13
The dimer with the shortest centroid distance is the slip-stacked D1. The smallest
intermolecular distance is a H..H contact at 2.12 Å, the same kind of interaction is also found
in D2 at 3.83 Å. Monomers belonging to D4 and D5 dimers interact via C-H..C between the
phenyl rings. For the V-shaped D3, the shortest intermolecular C..H contact has a length of
2.93 Å (Figure 2). When the external pressure is applied, this distance decreases and new C-
H..π interactions are stabilised.13 For instance, the corresponding C..H length drops to 2.42
Å at 9 GPa.13 Apart from that, the C-H..π bond formation is also demonstrated by a blue-
shift of the aromatic C-H stretching band observed at high pressures. These intermolecular
interactions hinder low frequency vibrations, which has an impact on nonradiative decay.
  
|J| = 0.015 eV |J| = 0.009 eV |J| = 0.015 eV









Figure 2: Structures of TPT dimers showing the closest intermolecular contacts (Å) and
absolute values of the exciton couplings (in eV).
There is not a significant overlap between electron densities of monomers (SI, Section
S3), therefore the exciton couplings are very small (0.001- 0.015 eV, Figure 2) in comparison
with the reorganization energies (0.52 eV, see next section). This indicates that the excited
state processes are mainly localised on the independent molecular units. The slip-stacked D1
and herringbone D3 dimers feature the largest J values (0.015 eV). The monomer slipping
decreases the contact between the densities and consequently the exciton couplings are small.
n-π interactions between Sulphur and thiophene ring do not affect exciton couplings, because
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Sulphur does not contribute significantly to the S1 transition.
Restriction of intramolecular vibrations in the solid state
According to the RIR interpretation of AIE, low energy vibrations are restricted in the solid
state. To analyze the behaviour of TPT in different phases, we calculated the reorganization
energies (λ) based on the normal modes obtained at the (TD-)ωB97X-D/6-31G(d) level of
theory (Figure 3). The λ values for the S1 to S0 transition are 5281 cm−1 (0.65 eV), 5820
cm−1 (0.72 eV), and 4188 cm−1 (0.52 eV) in vacuum, THF solution, and crystal, respectively.
The computed λ in vacuum is somewhat larger than one obtained by Nie et al.12 (4107 cm−1)
based on the TD-B3LYP/6-31G(d,p) calculations.
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Figure 3: Reorganization energies (in cm−1) for the S1–S0 transition in, from left to right,
gas phase, solution, and solid state computed based on the normal modes obtained at (TD-
)ωB97X-D/6-31G(d) level of theory.
The reorganization energies decrease going from vacuum (solution) (5281 cm−1, 5820
cm−1) to crystal (4188 cm−1) due to the restriction of low-frequency normal modes (ω <
250cm−1), such as collective rotations of phenyl groups that are sterically hindered in the
crystal. The total reorganization energy of the low-frequency modes decreases from 2428.4
cm−1 in vacuum and 2597.5 cm−1 in solution to 1210.1 cm−1 in crystal. Additionally, the
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contribution of higher frequency modes (bending and stretching) to the total reorganiza-
tion energies is not significantly altered by environment (their total contributions are 2852
cm−1, 3222 cm−1, and 2978 cm−1 in vacuum, solution and crystal). This distribution of λ
indicates that in the crystal phase, low-frequency torsional modes are less prone to accept
excess vibrational energy during relaxation from S1 to S0 compared to vacuum and solution.
Accordingly, the relaxation processes involving large amplitude torsions will be hindered in
crystal. In contrast, the stretching modes have similar reorganization energies in all three
media, implying that processes involving C-S and C-C bond elongation will not be signif-
icantly perturbed by crystal environment. We show in the next sections, that the main
deactivation mechanisms in this crystal are associated with C-S breaking.
Excited State Relaxation Pathways
To understand the effect of aggregation on the emissive response of TPT, we investigate
the radiative pathways for singlet and triplet states in the gas and crystalline phases. The
bright state (S1) and T1 are ππ∗ states and have very weak SOC.12 However, the distortion
of the geometry along the de-excitation pathways allows the mixing of states with different
diabatic character resulting in significant SOCs.
Vacuum
Figure 4 shows the CASPT2/6-31G(d) energies at the critical points relevant for the non-
radiative mechanisms in vacuum. The structures with small multiconfigurational character,
such as the FC, S1 and T1 minima, were obtained from (TD)-DFT calculations, while those
with a pronounced multireference nature including the crossing geometries (S0/S1 and S0/T1)
and the πσ∗ minima were optimized at (SA-2-)CASSCF(10,10)/6-31G(d) level of theory. A
diagram compiling the energies of all (SA-2-)CASSCF(10,10)/6-31G(d) geometries can be
found in the SI.
In contrast with analogous propeller systems (DMTPS, TPC and others)7,10 deactivated
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Figure 4: CASPT2/SA-3-CASSCF(10,10)/6-31G(d) energies at the critical points in vac-
uum.
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through ring puckering conical intersections, the main nonradiative pathways in TPT involve
C-S bond breaking. The mechanism is similar to the observed in thiophene and its derivatives
in vacuum, which involves both S1 minima: 1ππ∗ and 1πσ∗.51–56 In the first step, the molecule
relaxes to the 1ππ∗ minimum (0.72 eV below S1 at the FC geometry). The C-S stretching
modes, among the others, gain kinetic energy enabling the C-S elongation and ring-opening
(Figure 4). S1 (ππ∗) and T2 (ππ∗) states are nearly degenerate at the S1 minimum (Figure
4). Both the FC and ππ∗ minima are planar. Our calculations show that C-S stretching
leads to the transition from 1ππ∗ to the 1πσ∗ state.
In the region of the potential energy surface around the 1πσ∗ state minimum, S0, T1,
and T2 states have similar energies. The T1 (πσ∗) minimum, X(S0/T1) and S0/S1 MECI
crossing structures are also close in energy (Figure 4). The crossing structures of TPT share
some similarities with those found for thiophene. The C-S distance in the S0/S1 MECI in
thiophene is 3.40 Å,52 a value close to the one in TPT (3.37 Å). However, in contrast to
the planarity of the thiophene structures, the S0/S1 MECI of TPT deviates significantly
from the plane (∠CCCC = 67.3◦, Figure 5).51 The S0/S1 MECI has a biradical structure
with unpaired electrons at terminal S and C atoms. In the case of X(S0/T1) crossing, it
features a significant contribution from the C2-C3 π orbital, resulting in a smaller deviation
from planarity (∠SCCC = 20.6◦) (Figure 5). The S0/S1 MECI lies 0.16 eV above the
11πσ∗ minimum and 0.07 eV above the initial excitation level, and internal conversion can
happen for a wide range of geometries with C-S distances, from 3.10 Å to 3.37 Å) (Figure
4). Thermal fluctuations could trigger the relaxation to the ground state before the S0/S1
MECI geometry is reached.
To better understand the relaxation mechanism, we analyzed the pathways between the
FC geometry going through the S1 (ππ∗) to the S1 (πσ∗) minimum. Figure 6 shows the linear
interpolated profiles between the 1ππ∗ and 1πσ∗ minima under the adiabatic and diabatic
representations. We also calculated the SOC values between singlets and triplets (Figure 7).

















Figure 5: Geometries of S0/S1 and S0/T1 minimum energy crossing points in vacuum op-
timized at the (SA-2-)CASSCF(10,10)/6-31G(d) level. CASPT2/CASSCF(10,10)/6-31G(d)
density differences of S1 and T1 states are given below.
four domains (regions I-IV) (Figure 7). Given the similarity in energies and significant values
of the spin-orbit couplings, both internal conversion and intersystem crossing are relevant
for the quenching of emission in non-aggregated phases.




































Figure 6: CASPT2/SA-3-CASSCF(10,10)/6-31G(d) energies along the LIIC pathway con-
necting the FC geometry, S1(ππ∗) and S1(πσ∗) minima in vacuum. The adiabatic (left) and
diabatic representations (right) are shown.
In the first region (1.8 Å . rCS . 2.1 Å), which is in the vicinity of the 1ππ∗ minimum,
the S1, T1, and T2 are ππ∗ states, resulting in very low spin-orbit couplings. The transition
from the S1 (ππ∗) to the S1 (πσ∗) minimum is facilitated by a crossing between them at
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∼ 2.1 Å, which is accessible provided the initial excitation energy (barrier 0.6 eV). Further
C-S stretching (2.1 Å . rCS . 2.6 Å, region II) increases the spin-orbit couplings. In
region II, thiophene ring maintains its planarity and the S1 and T1 states have mainly
πσ∗ character with a minor ππ∗ contribution that vanishes with stretching. The T2 state
preserves ππ∗ character, and gradually gains a small πσ∗ contribution. The S1/T2 couplings
(〈πσ∗| ĤSO |ππ∗〉) slightly decrease as T2 gains larger πσ∗ contribution. The S1/T1 couplings
are smaller and decrease with stretching as both states converge to pure πσ∗ character.
For a range of C-S distances (>2.4 Å), the 11πσ∗, 13πσ∗, 23πσ∗ and the ground state
have similar energies and significant SOCs opening the possibility of relaxation through the
intersystem crossing channels. The 11πσ∗,13πσ∗ and 23πσ∗ states cross at a C-S distance
of around 3.1 Å, the spin-orbit couplings are larger than 70 cm−1 for both pairs of states
(Figure 7). At the 11πσ∗ minimum, the spin-orbit couplings with 23πσ∗ and 13πσ∗ states
are 157.7 cm−1 and 61.7 cm−1 respectively (section S6 in SI). Both states can decay to the
ground state through the accessible 13πσ∗/S0 crossing, located 0.34 eV below the energy of
the S1 excitation at the FC point (Figure 4). A small spin-orbit coupling of 5.4 cm−1 is
associated with this transition (section S6 in SI).
The C-S stretching between 2.6 Å and 2.9 Å (region III) is followed by a significant out-
of-plane torsion of thiophene (Figure 7). The three states can be described as πσ∗ excitations
with significant biradical character. The terminal C has a larger density than the S atom.
The S1, T1, and T2 densities have similar spatial orientations around C atom, however the
p-orbital of the S atom in the S1 state is roughly perpendicular to the ones in T1 and T2
states, which determines the important SOCs between both S1/T1 and S1/T2 pairs.
The C-S stretching in the region of 2.9 Å . rCS . 3.35 Å (region IV) preserves the
biradical characters of S1 and T1 with a larger density on the S atom. Both states have
similar densities and the SOC values between them become quite small. The T2 gains
some ππ∗ contribution which increases the SOC with the S1 state (πσ∗ state). When the
geometry approaches to the 1πσ∗ minimum, the contribution of double excitations becomes
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more important. Once the molecule approaches the multiconfigurational region, internal
conversion or intersystem crossing are possible at different intermolecular distances. Internal
conversion from S1 to S0 is expected to be faster than intersystem crossing from T1 to S0.
However, intersystem crossing from S1 to T1 and T2 could be very effective because of the
large values of SOCs. If molecule is on the T1 surface, crossing to S0 can happen at several
geometries along the crossing seam and the X(T1/S0) is classically accessible (Figure 4). All
these mechanisms will lead to emission quenching.






























Figure 7: Spin-orbit couplings (in cm−1) between S1/T1 and S1/T2 adiabatic states along
the LIIC pathway between S1(ππ∗) and S1(πσ∗) minima computed at the CASPT2 level in
vacuum. S1, T1, and T2 CASPT2 density differences are given in two orthogonal perspectives.
Schnappinger et al. have explored the nonadiabatic dynamics of thiophene considering
both singlet and triplet states.55 They found that along the ring-opening coordinate, the
role of triplets becomes very important, competing with internal conversion. In contrast
with the mechanism for thiophene, where the 1πσ∗ minimum is the global minimum and
the system can get trapped in open-ring structures, in TPT trapping in 1πσ∗ minimum is
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unlikely, because the 1πσ∗ well is very shallow and higher in energy than the 1ππ∗ minimum.
Since the molecule can also go back from the multiconfigurational to closed-ring region, it
might be still be possible to obtain weak fluorescence and phosphorescence from 1ππ∗ and
3ππ∗ minima respectively. In a recent paper the dynamics of a related molecule (2-methyl-5-
phenylthiophene) was also explored using stimulated Raman scattering with transient singlet
state absorption and TDDFT calculations.57 The authors observed the time constants that
were correlated with the activation of C-S stretching followed by intersystem crossing to the
triplet state. The ISC was attributed to a S1/T2 transition, followed by a rapid internal
conversion to the T1 state.
Crystal
In this Section, we examine the effect of crystal environment on the excited state mechanism
of TPT. Figure 8 shows the CASPT2 energies at the stationary and crossing geometries.
We have also built the pathway connecting the FC point, 1ππ∗, and 1πσ∗ minima (Figure
9). Figure 10 shows the values of SOCs along the C-S stretching coordinate (also see Table
4 in SI). Similarly to vacuum, the 1πσ∗ minimum is less stable than the 1ππ∗ minimum and
classically accessible.
The S1, T1 and T2 states are nearly degenerate at the 1πσ∗ minimum (Figure 8) with
SOCs of ∼ 25 cm−1 (Figure 10). The 1πσ∗ state is dark (oscillator strength of 0.05) so the
fluorescence from this state should be negligible. In contrast with vacuum, where the S1-S0
gap at the 1πσ∗ minimum is small (0.15 eV), it is ∼ 2 eV in the solid state. The crystal
restricts relaxation and the the S0/S1 MECI is less distorted in the solid state with an
energy of 0.7 eV above the initial S1 excitation. Consequently, the S0/S1 MECI is classically
inaccessible provided excitation to the S1 state and internal conversion to the ground state
is hindered in the crystal. This is in line with the RACI model for AIE in the solid state.5
However, reaction channels involving intersystem crossing could be still available in the solid
state.
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Figure 8: CASPT2/SA-3-CASSCF(10,10)/6-31G(d) energies of S0–S2 and T1–T3 states at
the critical points optimized at the TD-B3LYP/6-31G(d) level (S0, S1, and T1 geometries)
and at the (SA-2-)CASSCF(10,10)/6-31G(d) level (πσ∗ states and crossing points) in crystal.



































Figure 9: CASPT2/SA-3-CASSCF(10,10)/6-31G(d) energies of S0–S2 and T1–T3 states
along the LIIC pathway connecting the FC geometry, S1(ππ∗), and S1(πσ∗) minima in crystal
































Figure 10: Spin-orbit couplings (in cm−1) between S1/T1 and S1/T2 adiabatic states along
the LIIC pathway between S1(ππ∗) and S1(πσ∗) minima computed at the CASPT2 level in
crystal. S1, T1, and T2 CASPT2 density differences are given in two orthogonal perspectives.
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Similar to vacuum, the relaxation pathway can be split into four regions based on nature
of the states (Figure 10). Because of the geometrical restrictions imposed in the solid state,
SOCs are sligthly smaller than in vacuum. The energy profiles in the region I (rCS . 2.15
Å) are very similar to the ones in vacuum (Figure 9). The S1, T1, and T2 states have ππ∗
character and exhibit weak spin-orbit coupling. The 1ππ∗/1πσ∗ intersection occurs at ∼ 2.15
Å and lies 0.1 eV below the 1ππ∗ state in the FC region. Comparable to the vacuum, in the
region II (2.15 Å . rCS . 2.3 Å), the S1 and T1 are πσ∗ states. The S1 and T2 transition
densities are nearly perpendicular, inducing significant spin-orbit couplings between these
states. The large S1/T2 SOCs and small energy gaps make ISC likely in this region. However,
the ISC competes with relaxation on 1πσ∗ surface that stabilises with stretching.
The 1πσ∗ state has a broad minimum between 2.3 Å . rCS . 2.55 Å in crystal. The T2
preserves the ππ∗ nature, and S1 and T1 states the πσ∗ characters. The S1/T2 and S1/T1
spin-orbit couplings are 39 cm−1 and 23 cm−1 at 2.55 Å. The S1/T2 ISC can be followed
by internal conversion (T2/T1). Furthermore, intersystem crossing can bring the molecule
to the ground state, via the X(S0/T1) crossing with a C-S distance of 2.87 Å, lying 0.2 eV
below the S1 state in the FC region (Figure 8). This step is allowed by a moderate T1/S0
spin-orbit coupling (11.9 cm−1, section S6 in SI)
In the last region (2.55 Å . rCS . 2.8 Å) the energies of three states slightly increase,
remaining almost degenerate, but the excess energy is sufficient to explore this domain. The
S1 and T1 states retain πσ∗ character with small ππ∗ contribution, while T2 state has σσ∗
character, due to ππ∗/σσ∗ crossing at ∼ 2.55 Å. Orthogonal transitions induce very large
S1/T2 spin-orbit couplings (110 cm−1 – 160 cm−1, Figure 10) and an efficient S1/T2 ISC
is expected. After the ISC, the σσ∗ state stabilises by a slight C-S contraction, followed
by back-transition to the 3ππ∗ state at ∼ 2.55 Å. From here the decay can be followed by
relaxation to 2.3 Å – 2.5 Å region, subsequent internal conversion to 3πσ∗ state, and 3πσ∗/S0
transition, as explained before.
The difference between the photochemistry in the gas phase and the solid state can be
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understood by analyzing the S0/S1 MECI and the X(S0/T1) crossing structures (Figure 11).
In the solid state, quenching due to internal conversion to S0 is blocked, while decay through
intersystem crossing is still possible. Since the crystal environment forces more planar ge-
ometries, the S0/S1 MECI experiences a larger electrostatic repulsion than in X(S0/T1). The
density plot shows a direct interaction between the two antibonding densities which desta-
bilises the S0/S1 MECI. In the case of X(S0/T1), the π density over C2-C3 atoms enhances
compared to the vacuum, and p densities on the terminal C and S atoms are perpendicular
to the molecular plane. Our calculations show that while nonradiative decay will be more
efficient in the gas phase since both internal conversion and ISC are possible, only the last
mechanism can be activated in the solid state. This is a plausible explanation for the weak
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Figure 11: Geometries of S0/S1 and S0/T1 minimum energy crossing points in crystal op-
timized at the (SA-2-)CASSCF(10,10)/6-31G(d) level. CASPT2/CASSCF(10,10)/6-31G(d)
density differences of S1 and T1 states are given below.
Conclusions
Motivated by the distinct emission properties of propeller-shaped tetraphenyl-thiophene
(TPT) in comparison to its carbon and silicon analogues, we have systematically explored
the excited state relaxation mechanisms of this weak AIEgen in the vacuum and the solid
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state. We examined the role of the crystal structure, intermolecular interactions and exciton
couplings on nonradiative and radiative pathways of TPT taking into account singlet and
triplet states.
Given the weak interactions between the slip-stacked monomers in the solid state, ex-
citon couplings are very small (0.001 – 0.015 eV) in comparison with the reorganization
energies (0.5-0.7 eV). Thus, the excited state processes will be mainly localised on the in-
dependent molecules. Reorganization energies of large amplitude motions (low frequencies)
are hampered in the solid state, however, the mode associated with the main nonradiative
mechanism, the C-S stretching, is not significantly affected in the solid state. To under-
stand the excited state mechanism, we analyzed the excited state potential energy surfaces
including crossings between geometries on the grounds of the RACI model.
In contrast with other propeller-shaped molecules where ring puckering coordinate drives
the nonradiative mechanism, for TPT the C-S ring-opening pathway is the main reac-
tion coordinate. The mechanism involves the population of two S1 minima: ππ∗ to πσ∗.
The transition from ππ∗ to πσ∗ happens along the C-S coordinate via a crossing geometry.
SOCs increase with the C-S distance, enhancing the population of triplet states. In the gas
phase, both internal conversion and intersystem crossing are active and the S0/S1 MECI and
X(S0/T1) geometries are classically accessible, resulting in the quenching of emission. In the
solid state, the S0/S1 MECI is hindered, while the X(S0/T1) remains accessible.
This mechanism explains why TPT is a weak AIEgen in comparison with other members
of the propeller-shaped family. This represents the first investigation of the role of triplet
states in the AIE mechanism of propeller-shaped molecules. Our calculations show that for
effective enhancement of solid state luminescence, the population of triplet states should be
also hampered. This could be achieved by imposing further constrains to the structure to
restrict bond breaking and minimize spin-orbit couplings.
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