Linear algebra provides the building blocks for a wide variety of scientific and engineering simulation codes. Users face a world of continuously developing new algorithms and high-performance implementations of these fundamental calculations. In this paper, we describe new capabilities of our Lighthouse framework, whose goal is to match specific problems in the area of high-performance numerical computing with the best available solutions developed by experts. Lighthouse provides a searchable taxonomy of popular but difficult to use numerical software for dense and sparse linear algebra. Because multiple algorithms and implementations of the same mathematical operations are available, Lighthouse also classifies algorithms based on their performance. We introduce the design of Lighthouse and show some examples of the taxonomy interfaces and algorithm classification results for the preconditioned iterative linear solvers in the Parallel Extensible Toolkit for Scientific Computation (PETSc).
Introduction
Solving large linear systems and computing eigenvalues are fundamental problems in high-performance scientific and engineering computing (HPC). In response to the need for high-performance algorithms, applied mathematics and computer science researchers have created a number of comprehensive numerical software packages that are widely used today. Because of the number and complexity of the algorithms available in these packages, finding the most suitable solution to a particular problem is a nontrivial task, even for experts in numerical methods. For example, for the relatively limited problem of solving a dense system of linear equations, one numerical library LAPACK [3, 6 ] alone offers over 100 different routines.
Lighthouse is a framework for creating, maintaining, and using a taxonomy of available software for highly optimized matrix algebra computations. The taxonomy serves as a guide to HPC application developers seeking to learn what is available for their programming tasks, how to use it, and how the various parts fit together. In this paper, we briefly introduce the Lighthouse tool (described in more detail in [4] ) then focus on new Lighthouse capabilities in the area of parallel iterative solvers for sparse linear systems in the Portable Extensible Toolkit for Scientific Computation (PETSc) [8] [9] [10] . PETSc has been used for modeling in many areas, ranging from acoustics [34] to brain surgery [7] to ocean dynamics [33] .
Design and Implementation
The main components of the Lighthouse framework are illustrated in Figure 1 . Lighthouse defines its software taxonomy using Django [1] models, which correspond to MySQL databases that store information about the different packages. Currently Lighthouse contains routines from LA-PACK, SLEPc [5] , and PETSc.
Lighthouse enables search to the user via three methods: guided search, advanced search and keyword search. In the guided search, users are asked detailed questions in order to describe the problem they wish to solve with Lighthouse. After answering all the questions, the user sees exactly one subroutine that corresponds to all the answers provided.Portions of the interface are generated automatically, based on the user's responses using Django dynamic forms and Django session framework. The keyword search interface supports keyword-based search of the taxonomy information. In it, Lighthouse supports auto completion of words and spelling correction. Finally, the advanced search is geared toward users who are familiar with the packages. Most of the dialogs Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from Permissions@acm.org. Lighthouse generates two types of code. First, given a specific search result, Lighthouse provides users with the option of generating a complete program that uses those function(s) correctly, including declarations and initialization of all data structures. Second, Lighthouse provides a separate experimental interface that allows users to define their own high-level linear algebra computations for dense and some sparse linear systems and vectors. Using a MATLAB-like language as input, Lighthouse interfaces with the BTO compiler [11, 32] to generate highly optimized C implementations that can be downloaded and used in larger applications.
Taxonomy Search Interfaces
We briefly illustrate the user interfaces of Lighthouse with an example for solving a large sparse linear system using PETSc. For each numerical library supported by Lighthouse, including PETSc, we have created decision trees with the questions used in the guided search interfaces. These trees are stored in databases, from which the actual interactive Web forms are generated dynamically. The details of the taxonomy creation and representation as well as the existing support for LAPACK are described in more detail in [29] . Significant portions of the user interface are also automatically generated from databases containing the decision tree questions and answers. For LAPACK, for example, each question in the guided search is determined dynamically upon processing the user's answer to the previous question. For PETSc, the guided search is somewhat simpler because there are fewer distinctions to be made among methods based on data structure properties (i.e., all solvers work with many matrix formats of any precision). Figure 2 shows the guided search dialog in the Lighthouse PETSc interface, which has a series of questions for the user. It is an interactive system that enables users to generate as well as download PETSc programs for solving sparse linear systems. To begin, the user has the option to upload a coefficient matrix and have Lighthouse compute its properties or features. If the user chooses this option, Lighthouse uses the matrix properties in a machine learning classification process (described in Section 4) to predict a well-performing solver for the given system. If a user does not wish to upload a matrix, Lighthouse also provides a PETSc program for computing matrix properties or a generic PETSc program for solving a linear system.
The code generated by Lighthouse as a result of the guided search is shown in Figure 3 . Lighthouse currently generates code templates in C or Fortran90 for the functions returned in the search. The template is a complete program, including all variable declarations and correct invocation of library functions, many of which take very large numbers of parameters. The template program is easy to modify as it is divided into multiple subprograms. 
Sparse Linear Solver Classification
Large sparse linear system solution is a fundamental computational step in many scientific and engineering applications. Users generally choose one of many iterative methods for approximating the solution to a system (subsequently, we refer to these methods as solvers). Individual solver convergence and performance is highly dependent on the specific input problem characteristics and can be difficult to predict. Lighthouse automates the performance-based solver selection process by employing machine learning (ML) techniques to classify solvers based on a training set generated with over 1,000 linear systems arising from different applications. We applied several supervised ML techniques to help make this decision based on relatively few, easily computable properties of the input system. Supervised learning involves determining a classification based on a set of already classified data. These data are split into training and testing sets. We performed a 66%-34% split for the training and testing sets, respectively. The training set is used to build the classifier and the testing set is used to verify the accuracy of the classifier. For our experiments, this process was repeated 10 times (10-fold cross validation), each time with a different subset as the testing set. Our ultimate goal is to provide a scalable and automated approach for choosing an efficient and accurate solver for a given linear system by classifying linear solvers using several ML methods. In the past, there have been several attempts made to use machine learning to identify "good" solvers in the context of parallel nonlinear PDE solution [12, 13, 28] . In the area of sparse linear system solution, several machine learning approaches are used to classify a limited set of methods [14, 19, 22, 35] . The success of these more limited multi-solver methods motivates the addition of solver classification to Lighthouse, which we describe next. The novelty of our work is that it introduces a robust, generalizable approach to solver classification, which can be fully automated and hence can track the evolution of the software packages it supports.
Linear solver classification in Lighthouse is performed as a sequence of steps. Note that this process is generalizable to other problems beyond sparse linear system solution. The features used in building the solver classifiers include matrix properties such as simple (norm-like) quantities, variance (heuristics estimating how different matrix elements are), normality (estimates of the departure from normality), structure (nonzero structure properties), and spectral properties. Because computing so many matrix properties (in our case 68) while an application is executing is too costly, we also performed feature set reduction, removing the features that do not contribute significantly to the process of deciding the best solver for a given linear system. Feature set reduction brings down the overall cost of the process for building and using the classifiers. The next step involves building classifiers by using several machine learning methods in Weka [21] : BayesNet [15] , k-nearest neighbor [18] , Alternate Decision Trees [20] , Random Forests [16] , J48 [30] , Support Vector Machines (SVM) [17] , Decision Stump [24] and LADtree [23] methods. We compared the performance of these methods to select the one that most efficiently produces the best (most accurate) solver classification.
Classification Results
To generate the input dataset used by the machine learning methods to classify solvers, we measured the performance of several solver and preconditioner combinations in PETSc version 3.5.3 on a Blue Gene/Q supercomputer on more than 1,000 linear systems from the University of Florida matrix collection [2] . Because the University of Florida matrices are not very large, each experiment was run sequentially on a single node. For each input, we computed the linear system's features, then solved the system using a specific solver configuration and measured the execution time, resulting in 4,648 data points (solver execution times).
Next, we used a subset of the data as a training set to build classifiers using machine learning methods. We selected the one that most accurately and efficiently classifies solver performance. The accuracy of classifiers was verified using the remaining data as the testing data set. The performance of the best classifier for predicting good solvers was verified using 10-fold cross validation with a 66%-34% data split for training and testing sets respectively. In Lighthouse, we focus only on true positives (i.e., best-performing solvers predicted as best-performing). Among all machine learning methods we used, for the 66%-34% data split, BayesNet performed the best, with accuracies of 89.2% with the full feature set. With Reduced Set 1 and Reduced Set 2, BayesNet again outperformed the other classifiers achieving an accuracy of 86.9% and 86.6% accuracy respectively. With 10-fold cross validation, BayesNet produced the best accuracy of 87.6% with 68 input features. Using only eight computationally inexpensive features, the BayesNet-based classifier predicted good (well-performing) solvers correctly 86.9% of the time and using reduced set 2 features, BayesNet achieved an accuracy of 86.4%. Figure 4 is a radar chart that shows the true positive prediction accuracy of the six machine learning methods we tested for the full and reduced feature sets. The radar chart contains ten radial axes, with values ranging between 0% and 100% from the center to the perimeter in increments of 10%. An accuracy of 100% indicates a classifier that predicts the good classifiers correctly each time. An accuracy of 0% indicates a classifier that fails to predict good classifiers in each case. In addition to the accuracy of the classifier, we also considered the time it took to build the classifier, which can vary by orders of magnitude between different methods. The BayesNet method, which has the highest accuracy, took a fraction of a second to build the PETSc solver classifier on an Intel Core i5 MacBook Pro. The slowest method was LibSVM, taking over a minute to build the classifier. For our experiments we considered problems from various domains such as electro-magnetics, acoustics, computational fluid dynamics, circuit simulation, power network and others. Therefore, the conclusions obtained from our results are not specific to any one domain and are applicable to various domains widely available.
Using the Classification Results to Select Solvers
When a user is able to provide an example linear system from a specific application, Lighthouse can compute the reduced feature set and use the previously generated classifier to return a list of solver configurations that are likely to perform well. In future work, we also plan to enable users to check whether a user-specified solver configuration is likely to perform well.
Evaluation
As Lighthouse continues to grow, we plan to apply formal methods of user testing from human computer interaction (e.g., [25] [26] [27] 31] ) to evaluate its usability. For example, we will employ techniques for interface developers, such as cognitive walkthrough [31] and heuristic evaluation [26, 27] , and we will continue to use those directed at users, such as thinking aloud [25] .
To date, we have carried out thinking aloud evaluations of Lighthouse in graduate courses at the University of Colorado Boulder. The clients had education and expertise in fields of engineering (aerospace, electrical, civil), mathematics, computer science, and computational science and varying expertise in linear algebra and programming. These clients discovered a number of usability issues and also made very good suggestions for improvement of Lighthouse. These preliminary evaluations demonstrate the value of user feedback.
Conclusions and Future Work
At present, Lighthouse for PETSc has an efficient navigation system that allows users to generate, download and extend PETSc programs for solving large sparse linear systems. Because there are thousands of valid linear solver configurations, we have added to Lighthouse a machine learningbased solver classification. It can substantially improve developer productivity because there is no need to experiment with various solvers in an ad hoc fashion, and it can improve application performance.
Future work includes extending the present Lighthouse interface to increase automation of the solver selection process, which will enable the regular regeneration of the classifiers as more data are collected from different applications, both user-provided and our own. Our current analysis considers only sequential runs; we will apply the same approach for parallel cases, and we will further expand the number of supported solver configurations.
