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1 はじめに
この論文では,下記の無制約最適化問題を考える:
 \min_{x\in \mathbb{R}^{n}} f(x) :=g(x)+h(x) . (1)
ただし,  g :  \mathbb{R}^{n}arrow \mathbb{R} は十分滑らかな凸関数で,  h :  \mathbb{R}^{n}arrow \mathbb{R} は必ずしも微分可能とは限
らない凸関数であるとする.このような問題は,機械学習などで発生する問題で,近年
注目を集めている.例えば,二乗損失を用いた  \ell_{1} 正則化学習を回帰に用いた手法は Lsso
(Least absolute shrinkage and selection operator) とI乎ばれ,
  \min_{x\in \mathbb{R}^{n}} \Vert Ax-b\Vert^{2}+\lambda\Vert x\Vert_{1}
によってパラメータベクト)  \triangleright xを推定する.ここで,  \Vert\cdot\Vert は  \ell_{2} ノルムを表し,  \Vert\cdot\Vert_{1} は  \ell_{1}
ノルムを表している.さらに,  A\in \mathbb{R}^{m\cross n},  b\in \mathbb{R}^{m} は入カデータであり,  m は入カデータ
の数を表す.また,  \lambda>0 は正則化項を調整するパラメータである.このとき,この問題
は(1) において,  g(x)=\Vert Ax-b\Vert^{2},  h(x)=\lambda\Vert x\Vert_{1} としたものに相当する.
問題 (1) に対しては近接勾配法 (proximal gradient method) と呼ばれる方法が有効であ
ることが知られている.近接勾配法は反復法の一種で,任意の初期点  x_{0}\in \mathbb{R}^{n} からスター
トし,
 x_{k+1}= \arg\min_{x\in \mathbb{R}^{n}}\{g(x_{k})+\nabla g(x_{k})^{T}(x-x_{k})+
h(x)+\frac{1}{2t_{k}}\Vert x-x_{k}\Vert^{2}\} (2)
によって点列⑫  k } を更新する.ここで,砺は正のパラメータである.近接勾配法では,各
反復で目的関数  f(x) を  x_{k} のまわりで1次近似した関数  g(x_{k})+\nabla g(x_{k})^{T}(x-x_{k})+h(x)
を最小化することで点列を更新していることとなる.ただし,   \frac{1}{2t_{k}}\Vert x-x_{k}\Vert^{2} の項は,1次
近似が信頼できる領域から飛び出ないようにするペナルティ項である.ここで,簡単な計
算から
  \arg\min_{\in xR^{n}}\{g(x_{k})+\nabla g(x_{k})^{T}(x-x_{k})+h(x)+\frac{1}{2t_
{k}}\Vert x-x_{k}\Vert^{2}\}









最急降下法に近接写像を施した方法であることがわかる.また,近接写像は関数  h が上述





勾配法と呼ぶ) が提案されている (例えば,[2, 4, 6, 9] など).それらの方法では,毎回の反
復で目的関数の2次近似を最小化する.つまり,
 x_{k+1}= \arg\min_{x\in \mathbb{R}^{n}}\{g(x_{k})+\nabla g(x_{k})^{T}(x-x_{k})+
\frac{1}{2}(x-x_{k})^{T}B_{k}(x-x_{k})+h(x)\} (4)
によって点列  \{x_{k}\} を更新する.ここで,  B_{k} は  \nabla^{2}g(x_{k}) の正定値対称な近似行列である.
ここで,正定値対称な行列  A による重み付きノルムを
 \Vert x\Vert_{A}=\sqrt{x^{T}Ax}
によって定義すると,  (x-x_{k})^{T}B_{k}(x-x_{k})=\Vert x-x_{k}\Vert_{B_{k}}^{2} となることから,(4) は(2) に
おいて,ペナルティ項を重み付きノルムで置き換えたものに相当することがわかる.ここ
で,  H_{k}=B_{k}^{-1} とすると,近接勾配法のときと同様に,関係式 :
  argm\dot{{\imath}}nx\in \mathbb{R}^{n}\{h(x)+g(x_{k})+\nabla g(x_{k})^{T}(x-x_
{k})+\frac{1}{2}\Vert x-x_{k}\Vert_{B_{k}}^{2}\}
 = \arg\min_{x\in \mathbb{R}^{n}}\{h(x)+\frac{1}{2}\Vert x-(x_{k}-H_{k}\nabla 
g(x_{k}))\Vert_{B_{k}}^{2}\}
を用いて,準ニュートン型近接勾配法の反復式は
 x_{k+1}=Prox_{h}^{B_{k}}(x_{k}-H_{k}\nabla g(x_{k})) (5)
によって定義される.ただし,
  Prox_{h}^{A}(z)=\arg\min_{\in x\mathbb{R}^{n}}\{h(x)+\frac{1}{2}\Vert x-
z\Vert_{A}^{2}\} (6)
を正定値対称行列  A による重み付き近接写像とする.更新式 (5) から分かるように,準
ニュートン型近接勾配法は,準ニュートン法に重み付き近接写像を施した方法であり,通
常の近接勾配法よりも最適解の近傍における収束速度が速いことが期待できる.しかし






ある.そこで,Becker and Fadiliy [2] は行列  A が対角行列とランク 1行列の和,つまり,
 A=D+uu^{T} で,  D が正の対角成分を持つ対角行列のときに,(6) を直接計算する方法を
与え,それに基づく準ニュートン型近接勾配法を提案している.しかしながら,彼らの方
法では近似行列  B_{k} の正定値性は保証されておらず,収束性も議論されていない.したがっ
て,今回我々は,メモリーレス準ニュートン法の枠組みを用いて,重み付き近接写像が直




定理1. (Becker and Fadiliy [2])  D\in \mathbb{R}^{n\cross n} を対角成分がすべて正の対角行列とし,  u\in \mathbb{R}^{n}
を任意のベクトルとする.行列  A\in \mathbb{R}^{n\cross n} が  A=D\pm uu^{T} で,さらに正定値であるとき,
 Prox_{h}^{A}(z)=D^{-1/2}\circ Prox_{h\circ D^{-1/2}}(D^{1/2}z\mp v)
が成立する.ただし,  v=\alpha D^{-1/2}u であり,  \alpha は方程式
 \langle u, z-D^{-1/2}oProx_{h\circ D^{-1/2}}oD^{1/2}(z\mp\alpha D^{-1}u)\rangle
+\alpha=0
の唯一解である.口
上記の定理で,対角行列  D を単位行列  I , またはその定数倍を用いれば,重み付き近接
写像  Prox_{h}^{A} は通常の近接写像  Prox_{h} を用いて計算可能である.したがって,通常の近接
写像が陽に計算できる場合は,重み付き近接写像も陽に計算が可能である.
次に,近似行列  B_{k} の選択法について考える.通常の無制約最適化問題に対する準ニュー
トン法では,近似行列  B_{k} が  B_{k}\approx\nabla^{2}g(x_{k}) であることが望まれる.ここで,  \nabla g(x_{k-1}) の
1次近似を考えると




 Sk-1=Xk-Xk-1, yk-1=\nabla g(x_{k})-\nabla g(Xk-1)
とする.セカント条件を満たす近似行列の更新公式として,DFP 公式,BFGS 公式,対










とつ前の近似行列  B_{k-1} の代わりに単位行列  I , もしくはスケーリングパラメータ  \gamma_{k-1}>0
を乗じた対角行列物  -1I で置き換えることで近似行列を作成する.例えば,更新式 (8) に






今回我々はCheng and Li [3] のスペクトラルスケーリングセカント条件 (以下では,SS セ
カント条件と呼ぶ) とLi and Fukushima [5] の修正セカント条件を組み合わせたセカント
条件を考え,それに基づいたメモリーレス SR1公式を提案する.
Cheng and Li は(7) の両辺にスケーリングパラメータ  \gamma_{k-1}>0 を乗じた近似式 :
 \gamma_{k-1}\nabla^{2}g(x_{k})(x_{k}-x_{k-1})\approx\gamma_{k-1}(\nabla g(x_{k}
)-\nabla_{9(X_{k-1}))} (10)
を考え,  B_{k}\approx\gamma_{k-1}\nabla^{2}g(x_{k}) として,SS セカント条件 :  B_{k^{8}k-1}=\gamma_{k-1}y_{k-1} を提案してい
る.SS セカント条件における近似行列  B_{k} は  \nabla^{2}g(x_{k}) の近似ではなく,  \gamma_{k-1}\nabla^{2}g(x_{k}) であ
ることから,スケーリングパラメータ篇  -1 をうまく選ぶことで,近似行列の条件数を抑
え,数値的な安定性の向上が期待できる.今回我々は,Li and Fukushima に倣い,SS セ
カント条件の近似式 (10) に正則化項を加えた関係式 :
 \gamma_{k-1}(\nabla^{2}g(x_{k})+\nu_{k-1}I)(x_{k}-x_{k-1})\approx\gamma_{k-1}
(\nabla g(x_{k})-\nabla_{9(x_{k-1})+\nu_{k-1}(X_{k}-x_{k-1}))}





である.SS セカント条件では近似行列  B_{k} は正則化項を付加した行列伽  -1(\nabla^{2}g(x_{k})+\nu_{k-1}I)
の近似であるため,  \nu_{k-1} をうまく選ぶことで正定値性の保証が期待できる.修正 SS セカ
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et al. [7] では,SS セカント条件に基づいたメモリーレス SR1法の近似行列が正定値とな
る条件を与えており,それを今回の修正 SS セカント条件に基づく SR1法で読み替えると,
(11)  -(12) が正定値となる条件は以下で与えられる.
命題2.  \gamma_{k-1}>0 かつ  s_{k-1}^{T}z_{k-1}>0 であるとする.このとき,(11)  -(12) で与えられる行列
 B_{k} と  H_{k} が正定値である必要十分条件は
  \gamma_{k-1}\not\in[\frac{s_{k-1}^{T}z_{k-1}}{z_{k-1}^{T}z_{k-1}}, \frac{s_{k-
1}^{T}s_{k-1}}{s_{k-1}^{T}z_{k-1}}]
である.口
上記の命題の条件を満たすようなパラメータの選択法を考える.まず,  s_{k-1}^{T}z_{k-1}>0 と
なるような  \nu_{k-1} として,以下の選択法を採用する :
 \nu_{k-1}=\{\begin{array}{ll}
0,   if s_{k-1}^{T}y_{k-1}\geq\overline{\nu}\Vert s_{k-1}\Vert^{2},
\overline{\nu}(1-\frac{s_{k-1}^{T}y_{k-1}}{||s_{k-1}||^{2}}) ,   otherwise.
\end{array} (13)




が成立する.一方,  s_{k-1}^{T}y_{k-1}<\overline{\nu}\Vert s_{k-1}\Vert^{2} のときは,  gが凸関数なので,  s_{k-1}^{T}y_{k-1}=(\nabla g(x_{k})-




 s_{k-1}^{T}z_{k-1}=\overline{\nu}\Vert s_{k-1}\Vert^{2}>0 (14)
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が成り立つ.次に,今回は秘  -1 として,
 \gamma_{k-1}=\rho_{k-1\frac{s_{k-1}^{T}z_{k-1}}{z_{k-1}^{T}z_{k-1}}} (15)
を選ぶこととする.ただし,  \rho_{k-1} は,  0<\rho_{\min}\leq\rho_{\max}<1 なる定数  \rho_{\min},  \rho_{\max} に対して,
 0<\rho_{\min}\leq\rho_{k-1}\leq\rho_{\max}<1 を満たすパラメータである.このとき,(14) から伽 -1>0 な
ので,命題2の条件を満たすことは明らかである.
ここで,今回提案するアルゴリズムを述べる.アルゴリズムの大域的収束性を保障する
ために,Lee et al. [4] に倣い , Arimijo 条件を用いた直線探索を導入する.
アルゴリズム 1.
Step O. 初期点  x_{0}\in \mathbb{R}^{n} と正定値対称な初期行列  B_{0} と  H_{0}(=B_{0}^{-1}) を与える.パラメー
タ  \overline{\nu}\in(0,1),  0<\rho_{\min}\leq\rho_{\max}<1,  \beta\in(0,1) , および  \delta\in(0,1) を与え,  k:=0 とし
 T Step 2.  \wedge.
Step 1. パラメータ  \nu_{k-1} と伽  -1 を (13) と (15) によって計算し,  B_{k} と  H_{k} を (11) と (12)
によって与える.
Step 2. 探索方向を以下によって計算する :
 d_{k}=x_{k}^{+}-x_{k}, x_{k}^{+}=Prox_{h}^{B_{k}}(x_{k}-H_{k}\nabla g(x_{k})) . (16)
Step 3. Armijo 条件 :
 f(x_{k}+\beta^{i}d_{k})\leq f(x_{k})+\delta\beta^{i}(\nabla g(x_{k})^{T}d_{k}+h
(x_{k}+d_{k})-h(x_{k}))
を満たす最小の非負数  i を見つけ,  \alpha_{k}=\beta^{i} とする.
Step 4. 更新式  x_{k+1}=x_{k}+\alpha_{k}砺によって,点列を更新する.
Step 5.  k:=k+1 として Step 1. へ.
通常,初期行列  B_{0} と  H_{0} としては正定値対称な対角行列が選択される.上記アルゴリズ
ムの Step 1. では,近似行列を計算しているように記述しているが,実際臨の計算 (16) に
おいては,ベクトルの内積のみで計算可能であることを注意しておく.実際,  H_{k}\nabla g(x_{k})
は  H_{k} の定義 (12) から,ベクトル積のみで計算可能であることが分かる.一方,  Prox^{B_{k}}(z)
の計算では,定理1において,  D=I として計算すればよいため,これも行列ベクトル積









補題3. 仮定1を満たしているとし,行列  B_{k} をアルゴリズム 1で生成される行列である
とする.このとき,正の定数  m と  Mが存在して,すべての  k\geq 0 に対して以下を満たす :
 mI\preceq B_{k}\preceq MI.








補題5. 仮定1を満たしているとし,  \{x_{k}\} をアルゴリズム 1によって生成される点列であ
るとする.このとき,  x_{k} が問題 (1) の最適解である必要十分条件は娠  =0 である  \square 
命題4より,アルゴリズム 1のStep 3. の直線探索は実行可能であることがわかる.ま
た,命題5から,終了判定条件として 「  \Vert d_{k}\Vert が十分小さくなったら終了する」 を考える
ことができる.さらに,上記の性質を用いることで,下記の大域的収束性の定理を得る.
定理6. 仮定1を満たしているとし,  \{x_{k}\} をアルゴリズム 1によって生成される点列であ
るとする.このとき,もし,目的関数  f が下に有界ならば,
  \lim_{karrow\infty}\Vert d_{k}\Vert=0





  \min_{x\in \mathbb{R}^{n}}\frac{1}{m}\sum_{i=1}^{m}\log(1+\exp(-b_{i}x^{T}
w_{i}))+\lambda\Vert x\Vert_{1}
を使用し,  \lambda=0.001 とした.また,入カデータ  w_{i},  b_{i}(i=1, \ldots, m) として,UCI Machine
Learning Repository [10] からデータセットとして “gisette”, “a9a”, (leukemia の3つを
選択した.初期点として,  x=(0, \ldots, 0)^{T} を用いた.
今回,我々は以下の方法の数値実験を行った.
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FISTA : Nesterov の加速法を用いた近接勾配法 [1]
PNOPT : 準ニュートン型近接勾配法のソフトウェア [4, 8]
mless‐SRI : 提案法 (アルゴリズム 1)
比較対象として,近接勾配法の代表的な方法である FISTA と準ニュートン型近接勾配法
のソフトウェアである PNOPT を選択した.PNOPT はBSGS 更新公式に基づいて近似
行列を生成しており,重み付き近接写像の計算には反復法を使用している.PNOPT はオ
プションで記憶制限 BFGS 法を用いることもできる.予備的な実験において,問題の次
元  n が大きい場合に,通常の BFGS 法を用いた PNOPT は時間がかかりすぎたため,今
回は記憶数を10とした記憶制限 BSGS 法を選択している.mless‐SRl ではパラメータを
 \overline{\nu}=0.01,  \delta=0.0001,  \beta=0.5 とし,隔を0.1から0.9まで0.1刻みで動かして実験した.
また,終了判定条件は
 \Vert d_{k}\Vert_{\infty}\leq 10^{-6}





はmless‐SRl  (\rho_{k}=0.9) であった.両者の比較では,反復回数の面では PNOPT のほうが
20倍近く少ないのに対し,実行時間では4倍程度の差となっている.これは,PNOPT で
は重み付き近接写像を計算するのに手間がかかっているためであると推測できる.次に,
 a9a” についてみると,mless‐SRl  (\rho_{k}=0.9) の実行時間が最も少なかった.反復回数では
PNOPT が優れているが,先ほどと同様の理由から実行時間では mless‐SRl  (\rho_{k}=0.9) が
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勝っている.最後に “leukemia“ の結果を見ると,実行時間の面で FISTA が最も優れてお
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