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“I started connecting things to my body during my childhood. I approached the computer
as a mediating element, as a form of visual art.”
Steve Mann
UNIVERSIDAD POLITECNICA DE VALENCIA
Abstract
Facultad de informa´tica
Departamento de Sistemas Informa´ticos y Computacio´n
Master IARFID
Posibilidades de la Realidad Aumentada en entornos laborables. Estudio
comparativo entre dispositivos video see-through y optical see-through
by David Milla´n Escrviva´
Despue´s de ma´s de 30 an˜os de desarrollo en la investigacio´n de gafas de realidad aumen-
tada y virtual, en estos u´ltimos an˜os se ha venido produciendo un aumento y mejora
sustancial de dichos dispositivos, siendo e´stos ma´s livianos, ergono´micos y con mayor
durabilidad de sus bater´ıas. De tal forma, estos dispositivos empiezan a ser un gran
centro de atencio´n de grandes empresas para darles un uso comercial real.
Todos estos avances sobre los nuevos dispositivos no existentes en el mercado han dejado
de lado los estudios de usabilidad y experiencia de usuario en cuanto al desarrollo de
software aplicado al uso comercial, y que este trabajo intenta explorar y para ello se
presenta un estudio de UI/UX (usabilidad y experiencia de usuario) para un caso de
uso concreto y extensible a otros casos, como es el de seleccio´n y recogida de objetos o
pick-up. Un ejemplo concreto de este caso de uso es por ejemplo unos grandes almacenes
de ventas en las que se tiene que coger una serie de productos para ser enviados a un
destinatario. Este caso implica mu´ltiples aspectos como localizacio´n en interiores, control
por voz, visio´n por computador, gra´ficos por computador para la gestio´n de interfaces
2D y 3D, interaccio´n con hardware de dispositivo, etc., y que son tratados en esta tesina.
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Cap´ıtulo 1
Introduccio´n
1.1. Motivacio´n
Despue´s de ma´s de 30 an˜os de desarrollo en la investigacio´n de gafas de realidad aumen-
tada y virtual, en estos u´ltimos an˜os se ha venido produciendo un aumento y mejora
sustancial de dichos dispositivos, siendo e´stos ma´s livianos, ergono´micos y con mayor
durabilidad de sus bater´ıas. De tal forma, estos dispositivos empiezan a ser un gran
centro de atencio´n de grandes empresas para darles un uso comercial real.
Desde sus inicios en el MIT de este tipo de dispositivos sobre los an˜os 65 con Ivan Sut-
herland y posteriormente con Steve Mann en los an˜os 80 (fig. 1.1) hasta los actuales
dispositivos todav´ıa no comercializados en su totalidad como las Google Glass o el M100
de Vuzix, la mayor´ıa de recursos y estudios se han centrado en mejorar el hardware y
buscando casos de uso de dichos dispositivos de forma acade´mica. Aunque no son ex-
plotados claramente de forma comercial ni se han realizado extensos estudios de UI/UX
sobre ellos.
As´ı pues este trabajo pretende realizar un estudio principalmente de experiencia de
usuarios (UX en sus siglas en ingle´s), es decir, el conjunto de factores y elementos
relativos a la interaccio´n del usuario con un entorno y/o dispositivo concreto. En este caso
de dos tipos de gafas de realidad aumentada, junto a un software asociado, generando
una respuesta de percepcio´n positiva o negativa del conjunto de objeto de estudio, como
aspectos de utilidad, facilidad, eficiencia, etc.
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Figura 1.1: Evolucio´n de los dispositivos de realidad aumentada en la vida de Steve
Mann, reconocido como el padre de la realidad aumentada y de las gafas de realidad
aumentada.
Este estudio se realiza sobre un caso de uso concreto, aplicable comercialmente como se
vera´ en la conclusio´n y extensible a cualquier otro caso, con el uso de gafas de realidad
aumentada. El caso de uso seleccionado se basa en las empresas de almacenaje o tambie´n
comu´nmente llamadas de Pickup y se basa en un gran almace´n en la que los empleados
deben recoger una serie de productos de un pedido para un cliente particular y ser
enviados, como ejemplo de este tipo de industria puede ser mensajer´ıas como MRW o
venta de productos como Amazon. Este tipo de empresas tienen una serie de requisitos
y limitaciones en las que dispositivos de visio´n de realidad aumentada pueden ayudar
a mejorar la eficacia y eficiencia de los trabajadores, ayudando a e´stos en diferentes
aspectos como se explica con ma´s detalle en el cap´ıtulo 3.
Adema´s del estudio principal de UX, se van a analizar en profundidad diferentes aspectos
necesarios y relacionados para llevar a cabo el correcto desarrollo del proyecto como
son, un ana´lisis de las caracter´ısticas de las gafas de realidad aumentada del mercado,
que´ dispositivos de visio´n son recomendados para este caso de uso en concreto, una
comparativa de los dos tipos de dispositivos de visio´n de RA dependiendo de si usan
tecnolog´ıa de visio´n a trave´s de v´ıdeo o de visio´n a trave´s de lente, mas comu´nmente
mencionados en ingle´s como Video See Through (VST) u Optical See Through (OST).
Tambie´n se va a explorar el software y librer´ıas existentes de desarrollo de realidad
aumentada y cua´les implementan accesos o facilidades al hardware y especificaciones de
gafas de realidad aumentada.
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As´ı pues este estudio pretende desarrollar un prototipo completo para el estudio de
la experiencia de usuario y posteriormente aplicarlo a la industria de almacenaje o
Pickup mediante el desarrollando de un producto completo explicado con ma´s detalle
en el cap´ıtulo 3. A su vez se ha aplicado este proyecto directamente en el mercado
como prototipo de una startup norteamericana y usada para la bu´squeda de inversores.
Gracias a este estudio, desarrollo del prototipo y diferentes v´ıdeos de dicho prototipo
varios inversores han invertido 2M de do´lares en 2013/14 financiando dicha empresa para
el desarrollo comercial de este tipo de aplicaciones.
1.2. Hipo´tesis y objetivos
Este estudio de experiencia de usuario empleando los dos diferentes dispositivos de visio´n
de realidad aumentada VST y OST aplicado al caso de uso de Pickup pretende demostrar
que el uso de dispositivos Optical See through en contra de los Video See through son una
seleccio´n preferente para el desarrollo de trabajos con interaccio´n y manipulacio´n directa
con el mundo real, dejando los dispositivos VST para otro tipo de tareas. Tambie´n deja
entrever la falta de un framework de desarrollo completo para dispositivos de visio´n
que faciliten el acceso e integren todas las herramientas necesarias para el desarrollo
ra´pido, fa´cil e intuitivo de aplicaciones de realidad aumentada con el uso de este tipo de
dispositivos.
Los principales objetivos de esta tesina son:
Estudio de los dispositivos de visio´n actuales y futuros
Ana´lisis de los frameworks y librer´ıas del mercado para realidad aumentada
Desarrollo de una librer´ıa basada en eventos usando las librer´ıas de OpenCV y
OpenGL para el desarrollo a´gil de aplicaciones de realidad aumentada y para
dispositivos de visio´n como por ejemplo la Marca Vuzix
Estudio del caso de uso de pickup, requisitos, necesidades y estado de las tecno-
log´ıas involucradas
Estudio de UI/UX
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El disen˜o de diferentes cuestionarios para la recogida de datos para su posterior
ana´lisis
Medir la satisfaccio´n y experiencia de los usuarios a partir de la encuesta realizada
Extraer conclusiones del estudio estad´ıstico y anal´ıtico de los diferentes cuestiona-
rios y la poblacio´n estudiada
Ana´lisis de la repercusio´n en el mercado del prototipo y desarrollos elaborados
1.3. Estructura de la tesina
La tesina se ha estructurado de la siguiente forma, intentando mantener una lo´gica
secuencial en el desarrollo del trabajo para una fa´cil comprensio´n:
El cap´ıtulo 1 introduce el estudio, la motivacio´n y objetivos de esta tesina, as´ı
como su estructura, dejando entrever las peculiaridades y dificultades que entran˜a
dicho proyecto.
El cap´ıtulo 2 muestra el estado del arte, mostrando la literatura ma´s relevante
relativa a la experiencia de usuario en entornos de realidad aumentada con el uso
de dispositivos de visio´n, a su vez realizaremos una revisio´n y comparativa de los
diferentes dispositivos del mercado y software de desarrollo, mostrando todas las
herramientas que disponemos para poder desarrollar nuestro proyecto.
El cap´ıtulo 3 describe el desarrollo realizado para llevar a cabo el proyecto, tanto en
cuanto a la arquitectura desarrollada, las dependencias directas, y co´mo desarrollar
nuevo software a partir de nuestro nuevo framework. Tambie´n describiremos el
proceso realizado para el prototipo y captacio´n de datos de los usuarios que se
utilizara´n en el cap´ıtulo 4.
El cap´ıtulo 4 muestra el estudio principal de la tesina, donde se evalu´a el prototipo
con un grupo numeroso de personas para realizar la comparativa entre los dos
diferentes tipos de dispositivos de visio´n usados, VST y OST.
El cap´ıtulo 5 muestra las conclusiones, repercusiones del trabajo y prototipo rea-
lizado y el trabajo futuro a realizar.
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Adema´s se an˜ade el Ape´ndice A que muestra los diferentes cuestionarios usados
en este estudio.
Cap´ıtulo 2
Estado del arte y ana´lisis del
proyecto
2.1. Introduccio´n
En la actualidad y despue´s de ma´s de 30 an˜os de desarrollo e investigacio´n en los dispo-
sitivos de visio´n para aplicaciones de realidad aumentada, estos dispositivos empiezan
a ser objetivo del mercado tanto industrial como del consumidor [35]. E´stos dejan de
ser dispositivos pesados y conectados directamente a un ordenador, a ser dispositivos
inala´mbricos, livianos y con la suficiente autonomı´a como para ser usados en entornos
laborales.
Existen diferentes estudios relacionados con el uso de dispositivos de visio´n desde hace
muchos an˜os en diferentes campos como por ejemplo el me´dico [30] en la que se compara
el uso de los dos dispositivos de visio´n OST y VST para la superposicio´n de ima´genes
de rayos X. Con un estudio completo tanto desde el desarrollo pasando por la sensacio´n
del usuario al usar los dos tipos de dispositivos y concluyendo que los dos dispositivos
en dicho momento mostraban importantes problemas en la latencia, oclusio´n y fidelidad
entre la superposicio´n de la realidad aumentada junto al mundo real. Adema´s apuntan
que el uso de OST ofrece esencialmente una percepcio´n del mundo real sin latencia y
sincronizada con el usuario, cosa totalmente contraria con el VST que el mundo real es
capturado por las ca´maras con un tiempo de latencia que el usuario percibe, pero per-
mitiendo realizar otras como la posibilidad de renderizar oclusiones en objetos reales.
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Ma´s recientemente [29] para la visualizacio´n de objetos tridimensionales superpuestos
a objetos reales, trabajo bastante similar que el anterior y que concluyen de la misma
forma, necesitando mejoras tanto en los dispositivos de visio´n, como en el software, as´ı
notando la necesidad de la oclusio´n de objetos reales para el campo me´dico. De los que
deriva este estudio en que se hace un ana´lisis de las aplicaciones de realidad aumentada
y sus dispositivos en el caso de uso de disen˜o e industria [7], analizando todos los po-
sibles casos de uso como trabajos colaborativos, los factores humanos y su interaccio´n,
dificultades te´cnicas y presentando algunas aplicaciones de realidad aumentada para la
industria. En dicho estudio se concluye con la importancia de disen˜ar y proveer interfa-
ces de usuario intuitivas y eficientes a su vez de proveer de las herramientas necesarias
para poder llevar a cabo dichos desarrollos. Punto de partida de este proyecto, en el que
se va ha estudiar desde el desarrollo de dichas herramientas hasta la experiencia de un
grupo de usuarios sobre un caso concreto.
As´ı pues el trabajo que presentamos se centra en el estudio del uso de dispositivos de
visio´n OST y VST para el caso de uso de recogida de productos, haciendo un estudio
de que´ dispositivo se ajusta mejor a este tipo de mercado mediante la visualizacio´n de
ima´genes 3D superpuestas, ima´genes y textos bidimensionales de informacio´n, y mapas
de indicacio´n. Creando un producto y framework de desarrollo que se ajuste a la mayor´ıa
de necesidades de la industria de realidad aumentada para los dispositivos de visio´n.
La industria del almacenaje, nuestro caso de uso, utiliza mu´ltiples tecnolog´ıas que ac-
tualmente se esta´n estudiando y mejorando continuamente como es por ejemplo el po-
sicionamiento en interiores o en sus siglas en ingles IPS (Indoor Position Systems). El
uso de GPS en interiores como almacenes o grandes superficies comerciales no recibe
la sen˜al de los sate´lites. Por ello un sistema IPS es necesario para indicar al usuario la
posicio´n de los productos dentro del almace´n con una cierta exactitud. Estos sistemas
trabajan mediante la triangularizacio´n de sen˜ales inala´mbricas procedente de redes Wifi
[3] u otro tipo de redes o inclusive mediante luz modulada mediante leds [15].
Tambie´n haciendo uso de algoritmos como SLAM para la reconstruccio´n tridimensional
del entorno [14] [43] [33] [19] que rodea al usuario para poder as´ı realizar la superposicio´n
de ima´genes bidimensionales o tridimensionales en el entorno real del usuario.
De tal forma que el desarrollo del framework se convierte en un concepto modular y
complejo que une diferentes librer´ıas y piezas que permitan desarrollar cualquier tipo de
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producto, no solo nuestro caso de uso, sino cualquier que este relacionado con la realidad
aumentada y el uso de los dispositivos de visio´n. Aunque estos u´ltimos no son necesarios
para desarrollar una aplicacio´n con el framework desarrollado bajo esta tesina.
2.2. Dispositivos de visio´n, presente y futuro
Los dispositivos de realidad aumentada, en concreto los dispositivos de visio´n o HMD
(Head-mounted display), han evolucionado mucho desde su aparicio´n. E´stos eran pesados
y voluminosos, a su vez que dependientes de un ordenador al que estaban conectados
(Fig. 2.1). Actualmente han pasado a ser dispositivos ligeros, ergono´micos, eficientes,
aunque dependientes la mayor´ıa de una computadora como son los dispositivos que
existen actualmente en el mercado comercial a excepcio´n de las Google Glass [13] y
Vuzix M100 [41].
Figura 2.1: Evolucio´n de los dispositivos de realidad aumentada desde 1980 a 1990.
En la actualidad existen diferentes tipos de HMD, tanto OST como VST, y existe un
mercado creciente en la innovacio´n de dichos dispositivos intentando desvincularlos de
un ordenador mediante el uso de los nuevos procesadores de menor consumo y taman˜o
y mayor potencia, empleados normalmente en mo´viles.
Actualmente se esta´n desarrollando nuevos dispositivos en un afa´n de hacer realidad
el uso cotidiano de los dispositivos de visio´n o HMD. Empresas como Google con sus
Google Glass [13], o Vuzix [41] con su nuevo dispositivo M100, dispositivos monoculares
con un gran mercado potencial, o empresas como Epson con su dispositivo Moverio [12],
o el nuevo dispositivo Meta [23] asesorado por el profesor Steve Mann (fig. 2.2) esta´n
revolucionando el mercado de los dispositivos HMD.
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Figura 2.2: Google Glass, Vuzix M100, Meta, Epson Moverio
Todav´ıa no todos han salido a la venta ya que algunos no lo hara´n hasta 2014/15 y que
solo unos pocos privilegiados tienen acceso a ellos. Todo este incremento en tecnolog´ıa
pronostica un mercado en auge con ma´ximos de mercado entre el 2017 y 2018 tanto en
hardware como en software.
Una vez introducido el estado actual vamos a realizar mediante la tabla 2.1 una compa-
rativa de los dispositivos actuales y futuros.
Una de las empresas pioneras y con ma´s andadura en el mercado de los HMD es Vuzix.
Vuzix cuenta con diferentes tipos de dispositivos de visio´n tanto OST como VST como
son las Vuzix Star 1200 XL (fig. 2.3) o las Vuzix Wrap 920 AR (fig. 2.4) respectivamente
y con las cuales hemos desarrollado el proyecto.
Figura 2.3: Vuzix Star 1200 XL.
Figura 2.4: Vuzix Wrap 920 AR.
La seleccio´n de estos dos dispositivos para el desarrollo de la tesina se debe principal-
mente a la necesidad de tener dos dispositivos de similares o exactas especificaciones
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Dispositivo OST/VST FOV Resolucio´n Conectividad Peso Tecnolog´ıa Procesador
Meta Pro
3650$
pre-orden
Agosto 2015
OST 40o 1280x720 Wifi
802.11b/g/n
Bluetooth
4.0
Usb 3.0
180g sensor de
profundidad 3D
dos ca´maras RGB
9-ejes
(acelero´metro,
girosco´pio, y
compa´s)
Computador de
bolsillo:
Intel i5 CPU
4Gb ram
128Gb SSD
32Whr bater´ıa
MoverioTM
BT-200
Smart
Glasses
699.9$
OST 23o 960x540 Wifi
802.11b/g/n
Bluetooth
3.0
Usb 2.0
88g RGB Ca´mera
GPS
Compas
Giroscopio
Acelero´metro
Computador de
bolsillo:
CPU: TI OMAP
4460 1.2Ghz Dual
Core
RAM: 1 GB
Internal Memory: 8
GB
External Memory:
microSD
(max.2GB) / mi-
croSDHC(max.32GB)
Vuzix Star
1200XLD
4999$
OST 35o 852x480 No - 3 grados de
libertad de track
de las gafas (yaw,
pitch y roll)
giroscopio
acelero´metro
Ca´mara 1080p con
autofocus y frame
rates 1Hz a 60Hz
Sin computador
asociado, necesita
de un pc conectado
o dispositivo con
salida HDMI
Vuzix
Warp
1200DXAR
1499$
VST 35o 852x480 No - 3 grados de
libertad de track
de las gafas (yaw,
pitch y roll)
acelero´metros
giro´scopo
Ca´mara estero (2
ca´maras) VGA
640x480 a 30fps
ajustables en
a´ngulo
Sin computador
asociado, necesita
de un pc conectado
o dispositivo con
salida HDMI
Cuadro 2.1: Comparativa de dispositivos de visio´n. VSTm Video See Trough Mono-
cular, OSTm Optical See Trough Monocular
(FOV, resolucio´n, tecnolog´ıa...) pero diferente tipo de visio´n (OST o VST) adema´s de
la calidad y el extenso y conocido uso de la marca Vuzix.
Estos dos dispositivos de caracter´ısticas excelentes tienen una gran carencia que es la
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Dispositivo OST/VST FOV Resolucio´n Conectividad Peso Tecnolog´ıa Procesador
Vuzix
M100
999.99$
VSTm 15o WQVGA WiFi
802.11b/g/n
Bluetooth
Micro USB
- 3 grados de
libertad de track
de gafas
acelero´metro
giro´scopo
mag
GPS
Proximidad
Ambient Light
4 botones de
control
Ca´mara 5Mp
1080p
Computador
integrado en las
gafas:
OMAP4460 at
1.2GHz
1 GB RAM
Android ICS 4.04,
API 15
4GB flash
Vuzix
M2000AR
5999$
OSTm 30o 1280x720 No - 3 grados de
libertad de
seguimiento de las
gafas (yaw, pitch y
roll)
giro´scopo
acelero´metro
Ca´mara 5Mp 83fps
VGA
Sin computador
asociado, necesita
de un pc conectado
o dispositivo con
salida HDMI
Google
Glass
1500$
Pre-order
only USA
OSTm 14o 640x360 Wi-Fi
802.11b/g,
Bluetooth
micro USB
Ca´mara
5Mp
TouchPad
50g Comandos por voz
integrado
acelero´metro
girosco´pio
magneto´metro
Deteccio´n de luz
ambiental
Sensor de
proximidad
Computador
integrado en las
gafas:
OMAP 4430 SoC
dual core
1GB Ram
16GB Flash
storage
Android 4.4.2
Cuadro 2.2: Comparativa de dispositivos de visio´n. VSTm Video See Trough Mono-
cular, OSTm Optical See Trough Monocular
dependencia de una conexio´n directa a un dispositivo externo para enviar las ima´genes
que se deben superponer o enviar a la pantalla del dispositivo. Adema´s de recoger las
sen˜ales de las diferentes ca´maras que incorporan y micro´fono para ser procesadas y
enviar una respuesta correcta al usuario.
Otra buena seleccio´n hubiera sido Google Glass y Vuzix M100, ya que son una opcio´n
muy interesante para nuestro caso de uso. Pero en el momento de desarrollo de la tesina
no estaban en el mercado las Google Glass, y exist´ıan pocas unidades de las Vuzix M100.
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Adema´s de las diferencias tanto de software como de hardware entre dichos dispositi-
vos, haciendo la comparativa de experiencia de usuario tambie´n dependiente de marca,
ergonomı´a y otros factores que no solo el de nuestro intere´s sobre Optical See Through
y Video See Through.
2.3. Software de desarrollo
Otro aspecto interesante a estudiar para el correcto desarrollo de nuestro proyecto es
el software existente en el mercado para el desarrollo de una aplicacio´n para nuestro
caso de uso. Actualmente existen multitud de librer´ıas para el desarrollo de aplicaciones
de realidad aumentada. Pero cada una de ellas implementa una pequen˜a parte o pieza
de lo que realmente se necesita en un proyecto completo de realidad aumentada y que
a continuacio´n se detallan la mayor´ıa de requisitos que deber´ıa tener una librer´ıa de
realidad aumentada y de nuestro framework:
librer´ıas gra´ficas 2D y 3D, que permitira´n la visualizacio´n en tiempo real y super-
posicio´n de los elementos virtuales en nuestro campo de visio´n.
reconocimiento de objetos, que permitira´ asociar a un contexto o reconocer ima´ge-
nes [44] o formas [26] capturadas por la ca´mara, y poder realizar un seguimiento
[34] de dichos objetos o superponer informacio´n sobre ellos [26].
reconocimiento de voz, extremadamente u´til en casos en que el usuario no puede
interactuar directamente sobre los controles o botones del dispositivo por tener
las manos ocupadas o con dispositivos externos y necesita realizar o mandar una
accio´n a ejecutar en el dispositivo [22].
reconocimiento de gestos, que permite realizar acciones sobre el dispositivo median-
te gestos. Este tipo de interaccio´n es usado en entornos donde el reconocimiento
de voz no es factible debido al ruido [22].
reconstruccio´n de entornos en 3D, mediante algoritmos como SLAM que permite
reconstruir nuestro entorno en 3D mediante una nube de puntos y poder tener una
mayor comprensio´n del entorno e interaccio´n con e´l.
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superposicio´n de elementos virtuales 3D, que mediante ayuda de las librer´ıas gra´fi-
cas y diferentes te´cnicas algor´ıtmicas para el ca´lculo correcto del espacio 3D son
capaces de simular que un objeto virtual este´ en nuestro espacio real con sistemas
de marcas [26] o sin el [18].
acceso a controles hardware de vuzix u otras marcas de dispositivos de visio´n
acceso o gestio´n de dispositivos ha´pticos, que permitan de una forma fa´cil el uso
de dispositivos externos como guantes, etc.
Una vez definidos los requisitos necesarios para nuestro software o framework de desa-
rrollo vamos a analizar el software actual del mercado tanto de Realidad Aumentada,
como aquellas librer´ıas que nos sean u´tiles para el desarrollo de nuestro framework.
Liber´ıas o software espec´ıficamente de realidad aumentada:
ARToolKit [6], librer´ıa open source de realidad aumentada basada en marcadores
ArUco [11], librer´ıa open source de realidad aumentada basada en marcadores y
mu´ltiples marcadores con dependencia de OpenCV
DART [27], toolkit para el soporte ra´pido al disen˜o y desarrollo de aplicaciones
de realidad aumentada.
ATOMIC Authoring Tool [36] es una herramienta que permite la creacio´n de
aplicaciones de realidad aumentada, desarrollada especialmente para no-programadores.
GRATF [2], librer´ıa open source en C# para la realidad aumentada basada en
marcadores
droidar [9], librer´ıa open source en Java para dispositivos android.
arpa sdk [5], librer´ıa propietaria para el desarrollo de aplicaciones de realidad
aumentada para escritorio, web y dispositivos mo´viles
vuforia sdk [32], librer´ıa propietaria libre para el desarrollo de aplicaciones de
realidad aumentada y algunas tareas de visio´n optimizado para dispositivos moviles
ios y android
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metaio sdk [25], solucio´n completa de realidad aumentada, con soporte multi-
plataforma y soporte a diferentes dispositivos visuales como epson moverio, Vuzix
M100 o Google Glass, con acceso a mu´ltiples tecnolog´ıas como SLAM, face trac-
king, escaneado de barras y QR, ...
wikitude [42], librer´ıa de desarrollo para dispositivos mo´viles, incluyendo recono-
cimiento de ima´genes, posicionamiento GPS y modelado 3D.
junaio [24], es un navegador disen˜ando para la realidad aumentada para los dis-
positivos mo´viles.
layar [20], es una aplicacio´n y solucio´n completa para el marketing y publicidad,
que permite la integracio´n de realidad aumentada en publicidad y libros impresos.
arlab [4], es un conjunto de librer´ıas con diferentes soluciones para navegador,
reconocimiento de ima´genes, tracking de objetos e ima´genes, inclusio´n de 3D...
Debido a los requisitos de nuestra aplicacio´n, el software o liber´ıa que ma´s se ajusta es
metaio sdk pro, pero debido al excesivo coste de dicha librer´ıa se propone el desarrollo
de un toolkit o framework que cumpla las necesidades del proyecto y sea flexible y
extensible, para ello se estudian y usan las siguientes librer´ıas de las que se hacen uso:
CMU Sphinx [39], librer´ıa open source para el reconocimiento del habla multi-
idioma en C/C++.
OpenGL [16], librer´ıa esta´ndar de gra´ficos por computador principalmente 3D y
con soporte 2D en diferentes lenguajes de programacio´n.
OpenCV [28], librer´ıa de visio´n por computador general optimizada en C/C++
y portable a dispositivos mo´viles.
aruco [11], librer´ıa compacta de realidad aumentada basada en marcadores y
OpenCV, esta librer´ıa extrae de un marcador o mu´ltiples los para´metros para
poder realizar integracio´n 3D.
vuzix sdk [41], liber´ıa en C/C++ para la integracio´n de los dispositivos de visio´n
de la compan˜´ıa Vuzix.
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assimp [1], librer´ıa en C/C++ open source para la importacio´n y carga de objetos
3D, animaciones, texturas, etc. en diferentes formatos.
gsoap [40], librer´ıa en C/C++ open source para servicios web REST y SOAP y
aplicaciones basadas en XML
libxml2 [21], librer´ıa open source en C/C++ de interpretacio´n, lectura y escritura
de formatos XML
libdecodeqr [37], librer´ıa open source en C/C++ de decodificacio´n de co´digos
QR, librer´ıa basada en OpenCV
pthread [8], librer´ıa open source en C/C++ para arquitecturas multiprocesador
con memoria compartida para el desarrollo de aplicaciones con procesos paralelos.
curl [10], aplicacio´n de l´ınea de comandos y librer´ıa open source para la transferen-
cia de datos mediante sintaxis URL soportando protocolos como HTTP, HTTPS,
FILE, FTP, FTPS, RTMP, SMTP, ...
Cap´ıtulo 3
Desarrollo
3.1. Introduccio´n
El objetivo de la tesina es el desarrollo de un prototipo o aplicacio´n para la evaluacio´n de
la experiencia de usuario en un entorno industrial como es el de Pickup. De tal forma se
ha planteado desarrollar dos aplicaciones, una para el experimento de UX con usuarios
no experimentados en los tipos de dispositivos que vamos a usar, y otra como prototipo
completo del caso de uso para probar en el entorno real laboral y tambie´n como PoC
(Prueba de concepto) para la captacio´n de inversores para la empresa norteamerica
Augmate.
As´ı pues para llevar a cabo ambos desarrollos y poder a su vez abordar nuevos desarrollos,
a partir del ana´lisis y estado del arte estudiado en el cap´ıtulo 2 se ha creado una librer´ıa
especializada para dar soporte a los dispositivos de visio´n o HMD seleccionados para el
proyecto.
Este desarrollo permitira´ a su vez extenderlo a otros dispositivos futuros y abstraer el
programador de las complejidades, especificaciones y librer´ıas de cada dispositivo, si
es un dispositivo monocular, binocular, estereosco´pico, con 1 ca´mara o´ 2 y pudiendo
centrarse en el desarrollo de la aplicacio´n y su lo´gica de negocio.
A su vez, la librer´ıa proporciona una serie de utilidades y herramientas para facilitar
el desarrollo de aplicaciones de realidad aumentada, como puede ser la importacio´n
de objetos tridimensionales, el reconocimiento y deteccio´n de marcadores, seguimiento y
16
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posicio´n de ca´mara respecto a los marcadores, deteccio´n y decodificacio´n de co´digos QR,
utilidades de calibracio´n, gestio´n de eventos, interfaces de usuario (botones, ventanas,
menu´s, ...), etc.
De tal forma este cap´ıtulo esta´ dividido en las siguientes secciones para analizar con
detalle cada uno de los desarrollos mencionados:
Desarrollo del framework
Desarrollo del prototipo para el estudio de UX
Desarrollo de la prueba de concepto PoC
3.2. Desarrollo del framework
El objetivo del desarrollo del framework es proveer un nuevo conjunto de herramientas
que faciliten el desarrollo ra´pido de aplicaciones de realidad aumentada, sea multipla-
taforma y soporte mu´ltiples dispositivos, desde dispositivos de visio´n hasta dispositivos
ha´pticos. Es por ello que el desarrollo del framework se ha realizado en C/C++, compa-
tible con todos los sistemas operativos y con facilidad de usar en dispositivos android e
iOS, pudiendo compilar el proyecto tanto en Windows con VC++ y otros entornos, en
Linux o en OSX.
Para poder gestionar de una forma fa´cil y efectiva todas las configuraciones diferentes
de cada sistema operativo se ha hecho uso de CMake [17]. CMake es un sistema que
permite mediante una serie de scripts generar los procesos nativos de compilacio´n para
cada sistema operativo generando de tal forma proyectos para VC++, Eclipse, XCode,
makefiles, etc.
Debido a la complejidad del desarrollo el framework hace uso de mu´ltiples librer´ıas que
facilitan el desarrollo e integracio´n de diferentes tecnolog´ıas en un mismo marco. Pero
la decisio´n de que´ librer´ıas van a ser usadas es cr´ıtica y dependiente de los requisitos
iniciales de multi-plataforma y soporte a mu´ltiples dispositivos. Adema´s, otro requisito
an˜adido es el de no exceso de dependencias de librer´ıas para no aumentar la complejidad
de los script y compilacio´n de dependencias y el taman˜o final de la aplicacio´n generada,
ya que una aplicacio´n de gran taman˜o no puede ser instalada en dispositivos con poca
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memoria. Esto significa que si se hace uso de una librer´ıa de reconocimiento facial y
otra de SLAM que dependen de una librer´ıa de visio´n por computador, e´sta ha de ser
la misma librer´ıa para los dos.
Previa definicio´n de la librer´ıas y dependencias de nuestro framework debemos definir
claramente las especificaciones para el desarrollo de nuestro framework, ya mencionados
en el cap´ıtulo 2. Especificaciones que den soporte a los desarrollos que vamos a realizar
en los cap´ıtulos 3.3 y 3.4, as´ı como posibles futuros proyectos. Estas especificaciones son
parte de las especificaciones definidas en la seccio´n 2.3.
Soporte a gra´ficos 2D y 3D para mostrar la informacio´n al usuario
Componentes ba´sicos de interaccio´n, botones, alertas, menu´s, multimedia ...
Importacio´n de modelos 3D, animaciones y texturas, para mostrar al usuario in-
formacio´n del producto seleccionado
Lectura de co´digos QR para el escaneo de productos
Localizacio´n en interiores IPS, para poder situar en un plano la localizacio´n del
usuario y del producto a recoger.
Acceso al hardware de los dispositivos como ca´mara, acelero´metros, girosco´pios, ...
Se ha integrado la marca Vuzix con soporte de los dispositivos 920AR y 1200XL.
Pero se ha dejado abierta la posibilidad de an˜adir ma´s de forma simple.
Reconocimiento de voz, para que el usuario pueda interactuar con el sistema y al
mismo tiempo poder portar objetos entre sus manos o realizar otras tareas
Superposicio´n e integracio´n de objetos virtuales 3D en entornos reales
Para dar soporte a estas especificaciones se han integrado las siguientes librer´ıas en
nuestro framework:
OpenCV, que proporciona diferentes aspectos de visio´n por computador, haciendo
fa´cil la creacio´n de algoritmos como reconocimiento de ima´genes, reconocimiento
de rostros, ...
OpenGL, encargado de todo lo relacionado con la interfaz del usuario 2D y 3D
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Aruco, que se encarga de detectar marcadores y posicionar una ca´mara virtual
devolviendo la matriz de perspectiva en formato OpenGl para su uso.
libqrdecode encargado de decodificar co´digos QR
assimp, librer´ıa encargada de importar objetos 3D en diferentes formatos, junto a
sus texturas y animaciones
gsoap, librer´ıa para comunicaciones en red mediante protocolos SOAP
libxml, librer´ıa para gestionar archivos o cadenas en formato XML
Freetype, librer´ıa para gestionar tipograf´ıas
CMU Sphinx, librer´ıa de reconocimiento de Voz
Vuzix, librer´ıas de soporte a dispositivos Vuzix
pthread, librer´ıa para el desarrollo de aplicaciones con procesos paralelos, usada
para el procesamiento en paralelo de aquellas tareas que necesiten de un tiempo
de ca´lculo o transferencia grande, y no deban bloquear la interfaz del usuario u
otras tareas.
curl, librer´ıa para la transferencia de datos mediante sintaxis URL soportando
protocolos como HTTP, HTTPS, FILE, FTP, FTPS, RTMP, SMTP, ... necesaria
para conectarse con los servidores de la empresa para descargar la informacio´n
necesaria
El desarrollo se ha realizado completamente bajo el paradigma de programacio´n orienta-
do a objetos en C++, y bajo un modelo dirigido por eventos. Es decir, tanto la estructura
como la programacio´n van dirigidos por los sucesos que ocurren en el sistema, ya sean
interacciones del propio usuario o del hardware. Para llevar a cabo un esquema organiza-
do y limpio la librer´ıa se divide en 6 mo´dulos ba´sicos que son Core, Devices, Events, UI,
AR y Utils como se observa en el diagrama de clases (Fig. 3.2) y arquitectura (Fig. 3.1),
y que albergan toda la lo´gica de la librer´ıa creada y que vamos a detallar a continuacio´n.
3.2.1. Mo´dulos Core y Eventos
El mo´dulo Core contiene los objetos ba´sicos del framework, de los que pra´cticamente
todo el sistema depende. Existe una clase llamada ’Object’ que es la clase ba´sica de la
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Figura 3.1: Diagrama de clases.
que el resto de clases debe heredar. Esta clase implementa ba´sicamente la definicio´n de
un identificador para cualquier nuevo objeto creado en el sistema. Este identificador es
un identificador nume´rico creado automa´ticamente en la construccio´n del objeto y u´nico
entre el resto de objetos. Adema´s tambie´n se recoge el tipo del objeto como una cadena
de caracteres y que es definido por la clase.
Como hemos comentado, la librer´ıa se centra en un modelo orientado a eventos (Fig.
3.3), y que viene definida en este mo´dulo en las clases ’EventHandler’ y ’EventDispat-
cher’. Para ello se hace uso de una pila FIFO, en la que se van almacenando todos
los eventos disparados para ser ejecutados. Esta funcionalidad la implementa la clase
’EventHandler’. A su vez cada evento tiene asociado una serie de llamadas de respuesta
o CallBacks que el desarrollador ha definido segu´n sus necesidades, de tal forma que
cuando un evento es disparado, todas las funciones (Callbacks) asociadas a dicho evento
son llamadas y gestionadas por ’EventHandler’. Este tipo de modelo orientado a eventos
proporciona una gran flexibilidad al desarrollador a la hora de decidir que´ desea hacer
cuando un evento ocurre, sin tener que definir un bucle general donde recoger todos
los eventos, e incluso definir mu´ltiples funciones para un mismo evento. Pero para que
’EventHandler’ llame a los callbacks se deben disparar los eventos. Esto se hace a partir
de la clases que hereden ’EventDispatcher’, por ejemplo, si una nueva clase como por
ejemplo un boto´n, necesita disparar un evento de rato´n, esta clase boto´n debe heredar de
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Figura 3.2: Diagrama de clases.
’EventDispatcher’, de forma que al llamar a la funcio´n ’dispatchEvent’ junto al evento
rato´n asociado.
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Figura 3.3: Flujo de eventos.
’EventHandler’ se encargara´ de llamar a las funciones CallBack y gestionar la pila.
Cabe destacar que ’EventHandler’ es un objeto de solo una instancia y que la clase
’EventDispatcher’ es la u´nica encargada de llamarla y ejecutar, de tal forma que un
programador se debe abstraer de dicha clase.
Cada evento disparado, viene asociado con un objeto que almacena toda la informacio´n
asociado al evento disparado. Por ejemplo, si es un evento de rato´n, viene la posicio´n
del rato´n, el boto´n pulsado etc. Si es un evento de QR, viene el texto decodificado si ha
sido posible la de-codificacio´n, etc. Los eventos definidos en el framework son:
Ca´mara
Gestos
Teclado
Menu´
Rato´n
QR
Voz
De tal forma si en una aplicacio´n queremos definir un callback asociado al reconoci-
miento de voz, definiremos primero un Callback, con la funcio´n que queremos ejecutar
y asociaremos el callback con el objeto y el tipo de evento que se encargara´ de lanzar,
como podemos ver en el siguiente ejemplo:
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//Creamos el callback
Core::TCallback<MyApp> voiceCallBack;
//asociamos el callback con una funcio´n
voiceCallBack.SetCallback(this, &MyApp::voiceCB);
//Creamos el objeto de reconocmiento de voz
voiceRecognition= AR::VoiceRecognition::Instance();
//Asociamos el objeto con el callback y el evento de voz reconocido
voiceRecognition->addEventListener(
Events::VoiceEvent::VOICE_RECOGNIZED,
&voiceCallBack);
...
...
void voiceCB(Event *ev)
{
VoiceEvent *ve=(VoiceEvent*)ev;
textCommand->setText("Command: "+ ve->data);
...
}
3.2.2. Mo´dulo interfaz de Usuario y componentes
El mo´dulo interfaz de usuario y componentes se encuentra bajo la carpeta de UI, junto
a la clase ’DisplayObject’ del mo´dulo ’Core’ que se encarga de aplicar las bases de todos
los objetos que puedan ser dibujados en pantalla.
Cada objeto de interfaz, se puede configurar para que se muestre en todas las pantallas
del dispositivo de visio´n o en solo una de ellas. La opcio´n de mostrar solo en una de
ellas es cuando un objeto se encuentra en un lateral del campo de visio´n. No es necesario
duplicarlo en las dos pantallas, sino con la pantalla del ojo correspondiente es suficiente
para la correcta visio´n del texto y otros elementos gra´ficos, optimizando de dicha forma
el renderizado de objeto.
Para el desarrollo de este proyecto se han creado los siguientes componentes:
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Boto´n, este componente permite crear botones con textos e iconos, junto a eventos
de rato´n (click, over, out).
Dia´logo Aceptar/Cancelar, este componente crea una ventana en la que se permite
introducir un texto, junto a eventos de aceptar o cancelar.
Dibujos ba´sicos 2D, esta clase permite dibujar elementos ba´sicos 2D como recta´ngu-
los, recta´ngulos con bordes redondeados y l´ıneas.
Texto, que permite de una forma optimizada, la posibilidad de seleccionar la tipo-
graf´ıa y renderizar texto 2D en cualquier parte de nuestra interfaz.
Aplicacio´n base, esta clase es la base de cualquier aplicacio´n a crear, y que configura
los bucles y llamadas necesarias para cualquier proyecto.
Ima´genes 2D, esta clase permite crear, cargar y an˜adir ima´genes en cualquier parte
de nuestro dispositivo en formato y coordenadas pixels.
Ima´genes 3D, esta clase permite crear, cargar y an˜adir ima´genes en un espacio 3D.
Listas, componente que permite an˜adir listado de textos.
Menu´, permite la construccio´n de menu´s a partir de lectura XML o directamente
en co´digo, asociando a cada elemento del menu´ el evento correspondiente.
Modelos 3D, este componente permite la carga y visualizacio´n de objetos 3D en
nuestro campo de visio´n.
3.2.3. Mo´dulo Dispositivos
Este mo´dulo contiene los dispositivos implementados, en nuestro caso solamente se da
soporte a Vuzix y escritorio. Todos los dispositivos son heredados de la clase Platform,
que implementa las configuraciones ba´sicas de cualquier entorno de realidad aumentada,
con acceso a las ca´maras y opciones de salida a pantalla mono o estereosco´pica en
modos progresivos o side by side. Posteriormente para cada dispositivo se an˜aden sus
especificaciones, como la resolucio´n en la que se debe renderizar, nu´mero de ca´maras,
acceso a ellas, si posee otro tipo de hardware para acceder a e´l...
De tal forma en la clase Vuzix se ha implementado el acceso a los dispositivos de dicha
marca, implementando los dispositivos VR920 y 1200XL con cada peculiaridad.
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Para crear una aplicacio´n basada en la plataforma Vuzix solo debemos crear dicho objeto
y pasarlo a nuestra aplicacio´n base como mostramos en el siguiente trozo de co´digo:
//Creamos el objeto
Devices::Vuzix *platform;
//Asociamos el objeto a la instancia
platform=Devices::Vuzix::Instance();
//Se inicializa con el tipo de dispositivo deseado
platform->Init(Devices::VUZIX_DEVICE_1200XL);
//Asociamos la plataforma a nuestra aplicacio´n
app= new MyApp(platform);
3.2.4. Mo´dulo AR
Este mo´dulo implementa funciones directas de realidad aumentada, como puede ser
deteccio´n de marcadores, deteccio´n y reconocimiento de QR, reconocimiento facial y de
voz. Estas clases a menudo son heredadas de la clase ’EventDispatcher’ que implementa
las funciones ba´sicas de registro y disparo de eventos como se ha mencionado en la
seccio´n 3.2.1.
Se han desarrollado completamente las siguientes funcionalidades:
Reconocimiento de QR mediante la librer´ıa libdecodeqr (Fig. 3.4)
Reconocimiento de voz mediante la librer´ıa CMU SPhinx
Reconocimiento y deteccio´n de marcadores mediante la librer´ıa ArUco (Fig. 3.5)
Figura 3.4: Deteccio´n de co´digos QR.
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Figura 3.5: Reconocimiento y deteccio´n de marcadores.
3.2.5. Mo´dulo Utilidades
Este mo´dulo proporciona diferentes accesos y facilidades para completar un proyecto de
realidad aumentada, permitiendo y dando facilidades al programador a utilizar herra-
mientas comunes como acceso a contenidos online, lectura de archivos en formato XML,
carga de objetos 3D, conexio´n con servicios web, acceso al sistema de ficheros, etc.
Las clases implementadas finalmente en este mo´dulo para el proyecto son:
Carga de objetos 3D mediante librer´ıa assimp
Lectura de formatos XML mediante librer´ıa libxml2
Carga de contenido online a trave´s de direcciones URL, mediante librer´ıa cURL
3.3. Disen˜o de la prueba para el estudio de UX
El conjunto de interfaces y dispositivos del que se va a hacer uso para el experimento de
experiencia de usuario se forma de:
Computadora porta´til en una mochila.
Gafas Vuzix 1200XL o 920AR
Rato´n
Micro´fono
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Figura 3.6: Esquema de dispositivos.
Como se muestra en la siguiente figura (Fig. 3.6):
El procedimiento a seguir para el estudio de experiencia de usuario, va a ser el siguiente:
Una vez el dispositivo bien colocado y el sistema funcionando, el usuario recibe
la informacio´n e instrucciones que debe realizar, recoger un elemento mostrado en
una ventana flotante e indicado en un plano.
El usuario con todos los dispositivos debe seguir las instrucciones del plano e ir al
lugar indicado.
El usuario recoge el objeto indicado en la ventana flotante de entre diferentes
objetos similares.
El usuario vuelve al punto de origen con todos los dispositivos.
Para el desarrollo de la aplicacio´n de test se ha generado una aplicacio´n simple basada
en la librer´ıa mencionada anteriormente y creada para tal uso.
La aplicacio´n consta de 3 pantallas, una pantalla inicial en la que el usuario ve una des-
cripcio´n del producto a recoger, descripcio´n, t´ıtulo y precio del producto, y un elemento
tridimensional de dicho objeto en movimiento rotatorio todo centrado en el campo de
visio´n (Fig. 3.7).
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Figura 3.7: Informacio´n del producto a recoger.
Una segunda pantalla en la que dicha informacio´n se muestra en un lateral para que el
usuario tenga referencia del producto a seleccionar (Fig. 3.8).
Figura 3.8: Informacio´n del producto a recoger en un lateral.
Una tercera pantalla que el usuario puede mostrar a necesidad y que es un plano de
situacio´n del producto dentro de un espacio cerrado (Fig. 3.9).
Figura 3.9: Informacio´n de la localizacio´n del producto a seleccionar.
Esta estructura se repite para los dos dispositivos usados en el proyecto, Vuzix 920 AR
y Vuzix Star 1200 XL con la diferencia de que los productos son diferentes en cada
dispositivo para que la persona deba centrar su visio´n en el objeto a recoger y poder
evaluar correctamente aspectos como visibilidad de textos, ima´genes, etc.
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3.4. Desarrollo del PoC
El desarrollo de la prueba de concepto es un poco ma´s complejo que el ejemplo anterior.
Este sistema no solo depende directamente de sistema oﬄine sino que se ha desarrollado
un sistema online do´nde toda la informacio´n esta´ almacenada.
Este desarrollo consta de diferentes partes debido a su naturaleza. El objetivo de esta
prueba de concepto es mostrar co´mo un sistema de realidad aumentada con dispositivos
de visio´n pueden conectarse a un sistema web en la nube donde se almacena toda la
informacio´n, ima´genes, objetos 3D, etc. Estos desarrollos dara´n soporte a la industria de
almacenaje o warehouse como pueden ser empresas tipo Amazon, MRW, etc. Mejorando
en cuanto a eficiencia y eficacia en el trabajo de recogida de productos de cada pedido
realizado, de tal forma los pedidos son almacenados en la nube, mediante la propia web, o
un tercer software. Tambie´n se almacena la informacio´n de clientes, planos de la fa´brica,
productos, su stock y do´nde esta´n localizados...
Figura 3.10: Diagrama sistema PoC
Para ello se ha desarrollado todo un sistema web (Fig. 3.11) en php con los frameworks
yii [31], que es un framework para el desarrollo ra´pido de aplicaciones en php y bootstrap
[38], que ofrece un conjunto de interfaces de usuario y componentes para el desarrollo
web, todo esto junto al desarrollo del servicio soap y mediante la integracio´n de la
aplicacio´n de realidad aumentada. Esto crea un ecosistema intercomunicado y multi-
usuario como se muestra en la Figura 3.10, integrando cartera de clientes, stock de
productos junto su localizacio´n (Fig. 3.12), planos del edificio...
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En dicho ecosistema existen:
Cliente de realidad aumentada: aplicacio´n de realidad aumentada en ordenador
personal, conectado a las gafas de realidad aumentada Vuzix 1200XL, y con cone-
xio´n a internet para poder conectarse con los servicios en la nube.
Cliente web: donde los usuarios registrados pueden dar de alta productos, clientes,
...
Servidor web: en la que se almacena los elementos multimedia (ima´genes, objetos
3D...) necesarios para describir productos, planos, ...
Figura 3.11: Pa´gina principal de bienvenida y gestio´n de stocks.
Este sistema tiene un proceso y flujo simple que se resume en los siguientes pasos:
El dispositivo de realidad aumentada y pc al conectarse el usuario se identifica
mediante un co´digo QR, enviando los datos al servicio web mediante soap para
autentificar el usuario (Fig. 3.13)
Una vez identificado correctamente el usuario desde el servidor, el servidor le res-
ponde con el listado de o´rdenes a realizar
El usuario da la accio´n de empezar con la primera orden mediante voz.
El sistema muestra al usuario el listado de los productos a recoger y el primer
producto a recoger mostrado en el plano de gu´ıa (Fig. 3.9)
El usuario se desplaza hasta la localizacio´n indicada y recoge el producto, esca-
nea´ndolo mediante el co´digo QR (Fig. 3.4)
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Figura 3.12: Pa´gina de descripcio´n de producto
Si el producto escaneado es incorrecto avisa al usuario. En caso contrario le indica
el nu´mero de productos a coger y espera la confirmacio´n del usuario
Este proceso se repite hasta que se finaliza con la recogida de todos los productos
de la orden. Al finalizar el sistema le indica al usuario que lleve los productos al
punto de empaquetado y env´ıo y continua con la siguiente orden.
Figura 3.13: PoC en funcionamiento
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Se puede ver una demostracio´n del PoC en funcionamiento en un entorno real en youtube
en el siguiente enlace: https://www.youtube.com/watch?v=oDUDPLlrhYQ
Cap´ıtulo 4
Validacio´n
4.1. Participantes
Para el desarrollo de la evaluacio´n y test se ha escogido 20 participantes de forma alea-
toria entre amistades y se han citado todos en un mismo lugar desconocido a priori por
los participantes y sin ningu´n contacto previo relacionado con este tipo de tecnolog´ıas.
La muestra consta de un 60 % de hombres y un 40 % de mujeres con una edad media de
33.35 +-4.52.
4.2. Medidas
Para la toma de medidas se han desarrollado dos cuestionarios. El primero es para en
el primer momento en el que el usuario toma contacto con uno de los dos dispositivos,
tabla A.1, y evalua la satisfaccio´n con dicho dispositivo. El segundo dividido en dos
partes evalu´a la satisfaccio´n con el segundo dispositivo, tabla A.2, y un cuestionario de
comparativa entre los dos tipos de dispositivos, tabla A.3, despue´s que el usuario ha
tomado contacto con los dos dispositivos.
4.3. Procedimiento
Para llevar a cabo el test cada participante del test, por turnos, se colocaba una mochila
que conten´ıa todo el sistema hardware necesario, un porta´til, rato´n, salidas VGA para
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conexio´n de los dispositivos visuales, etc. Cada usuario realizaba el test con el dispositivo
que se le hab´ıa asignado aleatoriamente entre OST o VST (Vuzix Star 1200XL o Vuzix
920AR respectivamente). Una vez debidamente equipado, se cronometraba el tiempo
que tardaba desde que visualizaba el objeto que ten´ıa que recoger, el lugar en que se
encontraba, dirigirse hacia e´l, recogerlo y traerlo de vuelta. Una vez realizado el recorrido
proced´ıa a rellenar el cuestionario correspondiente. Finalizados los dos cuestionarios (A.1
y A.2) proced´ıa a rellenar el cuestionario de comparativa (A.3).
Todos los usuarios y dispositivos hac´ıan siempre el mismo recorrido y de esta forma
mantener las mismas distancias y problema´ticas de entorno como espacios angostos,
puertas, giros... Los productos a recoger eran diferentes en cada caso, y se diferenciaban
u´nicamente en su forma, manteniendo el mismo color y disposicio´n, haciendo que el
participante se centrara en que´ tipo de producto deb´ıa recoger y de la misma forma poder
centrar al usuario en preguntas que posteriormente deb´ıa rellenar en el cuestionario.
4.4. Resultados
Para el estudio de los datos se ha hecho uso del paquete estad´ıstico OpenSource R.
Realizando diferentes ana´lisis de los datos obtenidos. El fin del estudio es poder selec-
cionar cua´l es el dispositivo que mejor se ajusta a tareas relacionadas con la recoleccio´n
o seleccio´n de productos en entornos de trabajo. Por ello debemos hacer hincapie´ en los
resultados que diferencien los dos sistemas VST y OST.
El primer ana´lisis que vamos a realizar es el tiempo empleado en recoger un elemen-
to/producto. Para ello realizamos una comparativa de los tiempos empleados por los
usuarios la primera vez que toman contacto con un dispositivo de visio´n, comparando
los tiempos empleados con OST y VST. Podemos observar en la figura 4.1 como las
medianas y desviaciones son muy similares (48.5 +-14.8 OST, 50.5 +- 9.4 VST) no
habiendo pra´cticamente diferencia entre los dos tipos de dispositivos.
Si nos centramos en solo este tiempo como referencia, podr´ıamos indicar que no existe
ningu´n tipo de diferencia ni mejora en la experiencia de usuario en cuanto a tiempo y
por consiguiente productividad entre los dispositivos.
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Figura 4.1: BoxPlot T1.
Pero si analizamos los tiempos empleados cuando los usuarios utilizan el segundo sistema,
s´ı que observamos en la figura 4.2 co´mo las medianas y desviaciones poseen una diferencia
sustancial (34 +- 3.3 OST, 46.5 +- 9.1 VST).
Figura 4.2: BoxPlot T2.
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Para demostrar la clara diferencia entre los dos sistemas presentamos el ana´lisis one-
way ANOVA, tabla 4.1, tanto del tiempo empleado por los participantes en el primer
contacto con esta tecnolog´ıa (T1), y el tiempo empleado una vez ha probado uno de los
dos sistemas (T2).
Df Sum Sq Mean Sq F value Pr
T1 1 51.2 51.2 0.332 0.572
T2 1 696.2 696.2 14.6 0.00125 **
Cuadro 4.1: one-way Anova. T1 tiempo primer contacto con un dispositivo y T2
tiempo segundo contacto con el otro dispositivo
Podemos observar como el valor del T2 es muy inferior a 0.01 y que representa una
diferencia estad´ısticamente significativa entre los dos sistemas.
Esta diferencia es debida a que en un primer momento, cualquier usuario que nunca
ha probado un sistema de visio´n, no esta´ acostumbrado, y pierde un cierto tiempo
explorando mı´nimamente el sistema y hardware, haciendo que el tiempo del dispositivo
OST sea equivalente al de VST. La segunda vez que se ponen un dispositivo de visio´n,
aun siendo el dispositivo diferente del primero, el usuario no explora tanto el sistema
realizando la tarea de forma ma´s directa y tal vez podr´ıamos decir, ma´s productiva,
centra´ndose en la tarea a realizar y no en el dispositivo.
En esta segunda recogida de tiempos en la que se ve una diferencia de tiempos entre un
dispositivo VST y un dispositivo OST (Fig. 4.2). Debido a que la percepcio´n del entorno
con un dispositivo VST viene determinado por el FOV y las lentes por sus caracter´ısticas,
captura y calibracio´n de la ca´mara, realizando una distorsio´n en la visio´n del usuario y
dificultando sus movimientos, tanto al andar como al recoger un producto. Mientras que
mediante el dispositivo OST, al ser transparente y u´nicamente superponer en la visio´n
del usuario los elementos gra´ficos, no distorsiona el entorno y percepcio´n del usuario.
Para el ana´lisis comparativo entre los dos sistemas a partir de la encuesta realizada a
cada usuario vamos a usar la funcio´n t-test que muestra si existen diferencias significa-
tivas entre los diferentes dispositivos, anotando con ** aquellas cuestiones que poseen
diferencias estad´ısticas significativas con un p <0.05.
En el primer cuestionario, realizado a los participantes una vez han realizado el test
sobre el primer dispositivo asignado aleatoriamente observamos en la tabla 4.2 co´mo
existen diferencias significativas en la cuestio´n Q1.3 y Q1.7 del cuestionario 1 (A.1),
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OST VST t df p
Q1.1 4.1 4.1 0 18 1
Q1.2 4.3 5.0 0.7579 17.679 0.4585
Q1.3 5.0 4.1 3.8571 9 0.003864 **
Q1.4 2.3 2.8 -0.9358 17.939 0.3619
Q1.5 4.3 3.3 2,1108 13.305 0.05426
Q1.6 3.9 3.3 0.9909 17.832 0.335
Q1.7 4.8 4.1 2.6047 14.311 0.0205 **
Q1.8 4.0 3.9 0.2873 16.81 0.7774
Q1.9 4.2 4.2 0 14.918 1
Q1.10 4.2 3.9 0.7006 16.317 0.4934
Cuadro 4.2: T-Test. Preferencia de sistemas
en concreto en las preguntas: ’Me ha parecido fa´cil’ y ’He manipulado sin problemas
los objetos reales’ en la que los usuarios que han probado inicialmente el sistema OST
consideran dicho sistema ma´s fa´cil y con mayor facilidad de manipulacio´n de objetos.
VST OST t df p
Q2.1 3.44444 4 -1.6925 13.883 0.1128
Q2.2 4 4.4 -0.8729 14.833 0.3966
Q2.3 4.11111 4.6 -1.0241 12.16 0.3257
Q2.4 2.6666 2.2 0.6991 16.459 0.4942
Q2.5 3.77778 4.2 -0.6537 16.159 0.5225
Q2.6 3.3333 4.3 -1.6314 10.359 0.1328
Q2.7 4 4.5 -1.0742 12.519 0.303
Q2.8 3.77778 4.6 -2.0964 14.41 0.05415
Q2.9 3.4444 4.5 -2.2807 14.804 0.03781 **
Q2.10 3.66667 4.4 -1.866 16.681 0.07972
Cuadro 4.3: T-Pair Test. Preferencia de sistemas
En el segundo cuestionario (A.2) el usuario ya ha probado anteriormente uno de los
sistemas, y acaba de probar el otro, de forma que tiene el concepto de los dos sistema y
su contestacio´n tiene una mı´nima dependencia de su experiencia. En este segundo test
se observa que la u´nica diferencia significativa se encuentra en la pregunta Q2.9 y que
muestra co´mo los usuarios recomiendan para el caso de estudio que estamos trabajando
el dispositivo OST.
Para finalizar se analiza un tercer cuestionario (A.3) en que se compara directamente los
dos sistemas en busca de la seleccio´n del usuario por una u otra preferencia de dispositivo
para el caso de uso estudiado.
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X-squared df p
QC1 28.9 2 <0.0001 **
QC2 22 3 <0.0001 **
QC3 7.3 2 0.02599
QC4 16.3 2 0.0002887 **
QC5 24.1 2 <0.0001 **
QC6 10.9 2 0.004296 **
QC7 10.9 2 0.004296 **
Cuadro 4.4: ChiSquare. Preferencia de sistema
Como podemos observar en la tabla 4.4 existe gran diferencia entre los sistemas seleccio-
nados por el usuario (p <0.001) siendo el sistema seleccionado por los participantes de la
encuesta el dispositivo OST Vuzix STAR 1200 XL. La u´nica pregunta en la que no existe
diferencia estad´ıstica significativa es la QC3 ’¿En cua´l se ve´ıan mejor las ima´genes/tex-
to?’ en la que los participantes no ten´ıan preferencia por ninguno de los dispositivos,
ya que las mejoras en los dispositivos OST han conseguido unas visualizaciones de los
elementos gra´ficos correctos. Aunque no tienen la legibilidad y claridad que en un dis-
positivo VST en la que la imagen proyectada al usuario es una composicio´n de la sen˜al
capturada por la ca´mara del dispositivo y los elementos gra´ficos, pudiendo realizar una
mejor visualizacio´n de los mismos.
Cap´ıtulo 5
Conclusio´n y trabajos futuros
5.1. Conclusio´n
En esta tesina se ha presentado un estudio comparativo de dos dispositivos de visio´n de
realidad aumentada de diferente tipolog´ıa como son los dispositivos de visio´n Optical See
Through y los dispositivos de visio´n Video See Through para un caso de uso concreto que
es el de manipulacio´n y recogida de objetos, y extensible a otros marcos como grandes
almacenes en que se deben gestionar o´rdenes de ventas, o empresas de paqueter´ıa, etc.
El objetivo de esta tesina es analizar los diferentes aspectos relacionados con estos dis-
positivos para poder seleccionar el dispositivo ma´s adecuado a partir de los estudios
realizados.
Despue´s del ana´lisis estad´ıstico de los datos recogidos en los estudios (Cap´ıtulo 4) pode-
mos concluir que el uso de dispositivos de visio´n Optical See Through son ma´s adecuados
y aptos para la manipulacio´n y recogida de objetos, haciendo la manipulacio´n de obje-
tos, movimientos y desplazamientos del usuario por su entorno de trabajo mas co´modo,
sencillo y productivo que el uso de dispositivos Video See Through.
A partir de este trabajo tambie´n se ha creado el framework, empleado en la empresa
Augmate para el desarrollo de prototipos que aglomera todas las tecnolog´ıas necesarias
para desarrollar aplicaciones de realidad aumentada de forma ra´pida y sencilla.
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A partir de este framework se han desarrollado diversas aplicaciones basadas en marcado-
res con descarga de contenidos online, lectores de co´digos QR, aplicaciones de escritorio
en 3D, etc.
Figura 5.1: Ejemplo aplicacio´n QR
5.2. Trabajos Futuros
Debido a la pro´xima aparicio´n en el mercado de nuevos dispositivos con mejores espe-
cificaciones, y de diferente tipolog´ıa (monoculares como Google Glass y Vuzix M100),
este estudio puede ser explorado en estos nuevos dispositivos. Pudiendo comparar estos
nuevos dispositivos monoculares OST (google glass) o VST (Vuzix M100), dejando fu-
turas investigaciones de comparativas entre dispositivos binoculares OST, monoculares
OST y monoculares VST.
Tambie´n se derivan de este estudio trabajos sobre el uso de sistemas de posicionamiento
en interiores IPS y las diferentes comparativas entre estos sistemas para su uso en sis-
temas de picking en grandes superficies de almacenes. Tambie´n el estudio de interfaces
de usuario, en los que se debe estudiar el uso de tipograf´ıas y taman˜os o´ptimos para el
uso en dispositivos tanto OST como VST, monoculares o binoculares.
5.3. Repercusio´n profesional
Augmate, es una startup norteamericana fundada en 2010. En 2011 me solicito´ el desa-
rrollo del framework Verse, framework opensource, para situarse en el mercado del desa-
rrollo de software de realidad aumentada especializado en dispositivos visuales.
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Durante el desarrollo y lanzamiento de la startup se trabajaron en diferentes frameworks,
posibilidades y productos. A partir de una propuesta mı´a al desarrollo final por mi parte
del ecosistema comentado en esta tesina, el desarrollo de un framework flexible y el
prototipo y prueba de concepto de un almace´n o empresa de pickup.
El desarrollo de la primera versio´n del framework se trabajo´ desde finales del 2011 hasta
principios de 2013, siendo descartado por mı´, debido a problemas de base derivados de
desarrollos anteriores a mi acceso. A partir de ah´ı se tomo´ la decisio´n de crear el nuevo
framework que se desarrollo´ desde principios de 2013 hasta mediados del mismo. En
agosto de 2013 todo el equipo de Augmate se concentro´ en Nueva York para desarrollar
el producto de concepto (PoC) desarrollando yo mismo la plataforma web y dando las
bases de la integracio´n del framework en los dispositivos Vuzix M100, adema´s del ya
desarrollado Vuzix 1200XL.
A finales de Agosto de 2013 se mantuvieron diversas reuniones con inversores. Todos
ellos muy interesados en el proyecto y el PoC. Tambie´n se llegaron, gracias a los PoC
desarrollados, a contratos con diversas multinacionales como Toyota y otras recibiendo
ingresos necesarios para continuar los desarrollos.
Un inversor derivado de las reuniones mantenidas conmigo y el equipo de Augmate en
el verano de 2013, mantuvo contacto con la empresa Augmate, decidiendo finalmente
en el verano de 2014 invertir 2.000.000 de do´lares, lanzando de esta forma finalmen-
te la empresa Augmate. Para ma´s informacio´n sobre la empresa Augmate y su desa-
rrollo http://www.augmate.com y mi perfil linkedin http://es.linkedin.com/pub/
david-mill%C3%A1n-escriv%C3%A1/1b/263/801.
Ape´ndice A
Ape´ndice
A.1. Cuestionario 1
Hombre/Mujer
Edad:
OST/VST
Co´digo:
Te vamos a hacer unas preguntas para conocer tu opinio´n sobre el sistema utilizado.
Puntu´a del 1 al 5 (1= totalmente en desacuerdo, 5= Totalmente de acuerdo)
No Pregunta Respuesta
1. Me gustar´ıa utilizar este sistema ma´s veces -
2. Me ha parecido u´til -
3. Me ha parecido fa´cil -
4. Necesitar´ıa una persona de apoyo para usar el sistema -
5. Me ha resultado co´modo -
6. Las ima´genes/texto las he visto bien (n´ıtidas) -
7. He manipulado sin problemas los objetos reales -
8. No he tenido problemas para ver el mundo real y las ima´genes/texto -
9. Recomendar´ıa este sistema para su uso -
10. Puntu´a el sistema de 1 a 5 -
Cuadro A.1: Tabla A1. Cuestionario 1
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A.2. Cuestionario 2
Datos generales:
OST/VST
Co´digo:
Te vamos a hacer unas preguntas para conocer tu opinio´n sobre el sistema utilizado.
Puntu´a del 1 al 5 (1= totalmente en desacuerdo, 5= Totalmente de acuerdo)
No Pregunta Respuesta
1. Me gustar´ıa utilizar este sistema ma´s veces -
2. Me ha parecido u´til -
3. Me ha parecido fa´cil -
4. Necesitar´ıa una persona de apoyo para usar el sistema -
5. Me ha resultado co´modo -
6. Las ima´genes/texto las he visto bien (n´ıtidas) -
7. He manipulado sin problemas los objetos reales -
8. No he tenido problemas para ver el mundo real y las ima´genes/texto -
9. Recomendar´ıa este sistema para su uso -
10. Puntu´a el sistema de 1 a 5 -
Cuadro A.2: Tabla A2. Cuestionario 2
Compara los dos sistemas
No Pregunta Optical Video
1. ¿Cua´l te ha resultado ma´s fa´cil? - -
2. ¿Cua´l es el ma´s co´modo? - -
3. ¿En cua´l se ve´ıan mejor las ima´genes/texto? - -
4. ¿En cua´l se ve´ıa mejor la combinacio´n del mundo real y las
ima´genes/texto?
- -
5. ¿En cua´l has manipulado mejor los objetos reales? - -
6. ¿Recomendar´ıas alguno?. Si es que s´ı, ¿cua´l? - -
7. ¿Cua´l te ha gustado ma´s? - -
¿Por que´?
8. ¿Que´ cambiar´ıas? An˜ade los comentarios que consideres. - -
Cuadro A.3: Tabla A3. Cuestionario 2 comparativa
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