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Abstract-h this paper, the existence and uniqueness of the equilibrium point and absolute sta- 
bility of a class of cellular neural networks with globally Lipschitz continue activation functions are 
investigated. The neural networks contain both variable and unbounded delays. The necessary and 
sufficient condition for the existence and uniqueness of the equilibrium point of the neural networks is 
obtained. By constructing proper vector Liapunov functions, nonlinear integrodifferential inequalities 
involving both variable delays and unbounded delay, which are corresponding to the neural networks, 
are established. By using M-matrix theory and qualitative property of the integrodifferential in- 
equalities, the sufficient conditions for absolute stability (global asymptotic stability) are obtained. 
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1. INTRODUCTION 
In solving unsolvable problems and improving system performance, there are increasing interests 
in the potential applications of the dynamics of artificial neural networks in many scientific disci- 
plines. Cellular neural networks (CNNs) [1,2] h ave been successfully applied in signal processing, 
pattern recognition, especially in static image treatment [3], and to solve nonlinear algebraic equa- 
tions [4,5]. Hopfield-type neural networks have been applied in classification, associative memory, 
and parallel computation and to solve difficult optimization problems [6-81. Such applications 
rely on the existence of equilibrium points or of a unique equilibrium point, and qualitative prop- 
erties of system. In hardware implementation, time delays occur due to finite switching speeds of 
the amplifiers and communication time. Time delays may lead to an oscillation and furthermore, 
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to instability of networks [9]. However, it has also been shown that the process of moving images 
requires the introduction of delay in the signal transmitted though the networks [lo]. Therefore, 
the study of stability of neural networks with delays is practically required, and it has been ex- 
tensively studied in the literature [4,5,11-241. Many researchers investigate dynamics of neural 
networks involving unbounded time delays or bounded time delays and some condition ensuring 
the stability of given in [16-221. The convergence of neural networks involving both unbounded 
time delays and bounded variable time delays are studied in [23]. But the activation functions of 
the systems in [23] are bounded, and the stability conditions are conservative. 
In practical problems, the neural activation function is known as a certain class of functions, 
but its shape is not specified exactly. Therefore, it is necessary to investigate the absolute 
stability (ABST) of the neural networks [13]. 
In the paper, we study cellular neural networks, which contain both variable and unbounded 
delays. From the mathematical point of view, systems with constant delay are different from 
those with variable or/and unbounded delays, and known mathematical methods in [16-221 do 
not directly apply. Our objective in this paper is to study in detail the existence, uniqueness, 
and absolute stability of the equilibrium point of cellular neural networks with globally Lipschitz 
continuous activation functions and with unbounded delay and variable time delays. Applying 
M-matrix theory and the idea of vector Liapunov method [24,25], the sufficient conditions for 
absolute stability (global asymptotic stability) are obtained by constructing proper Liapunov 
functionals and nonlinear integrodifferential inequalities involving both variable delays and un- 
bounded delay. Since many motion-related phenomena can be represented and/or modeled by 
cellular neural networks with delays, we hope that it may have applications in processing moving 
images and associative memories. 
2. NOTATION AND PRELIMINARIES 
For convenience, we introduce some notations. The expression IC = (~1, x2,. . , 5n)T E R” 
represents a column vector (the symbol T denotes transpose). For matrix A = (c~ij)~~~, A-’ 
the inverse of A, det A designates the determinant, IAl d enotes absolute-value matrix given by 
IAl = (laijI)nxn, A* = (a&),,,, where o,*i = aii, at = ]aij] (i # j). D = diag(di,. . . ,d,) 
represents a diagonal matrix. If A, B are symmetric matrices, A > B (A > B) means that A - B 
is positive definite (positive semidefinite). The minimum and maximum real eigenvalues of a 
symmetric matrix A are denoted by X,(A) and AM(A), respectively. Let ]]x]] = (XT+. . .+x:)1/2, 
ll4m = maxr~i~n{]~~]}, IlAlj = (max{X : X is an eigenvalue of ATA})lj2. R”, = {x I z 2 0, 
x E R”}. 
The general cellular neural networks with variable and distributed time delays can be described 
by the set of integrodifferential equations 
- = --d&i(t) + 2 [uijgj(“j(t)) + bijgj(uj(t - 7q(t)))] dui(t) dt 
j=l 
(1) 
kij(t - s)gi(uj(s)) ds + Ji (i-1,2 )..., n), 
where ui is the state of neuron i, i = 1,2,. . , n, and n is the number of neurons; A = (c~ij)~~~, 
B = (bij)nxn, c = (Cij)nm are connection matrices, J = (Jr, Jz, . . , J,)T is the constant 
input vector. g(u) = (gl(dg2(u2), . ,gn(un)) T is the activation function of the neurons, 
D=diag(di,d2,... , d,) > 0. The delays 0 5 rii(t) 2 7 (i, j = 1,2,. , n) are bounded functions; 
kii:[0,00)i[0,00)(i,j=1,2 ,... , n) are piecewise continuous on [0, co) and satisfy 
J” 
kij(s) ds = 1 (i,j=l,2 ,..., n). 
0 
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The initial conditions of equations (1) are of the form U%(S) = C&(S), s < to, where di is bounded 
and continuous on (-co, to]. For the initial value, let 1141110 = maxi=l,..,,, s~p,~(-~,~~~l i&(s)i. 
When neural networks only contain fixed delay or only distributed time delay, one usually 
analyze stability by applying Liapunov functional as 
or 
or other form [4,5,9-221. These functionals are essentially scalar Liapunov functionals (functions): 
and very difficult to use to study stability of complex systems contain both variable delays and 
distributed delay such as system (1). In this case, the vector Liapunov function method is a 
better alternative [24,25]. 
In this paper, we study the existence, uniqueness, and absolute stability of the equilibrium 
point for system (1) with globally Lipschitz continuous activation function, i.e., with activation 
functions satisfying the following Assumption 1. 
ASSUMPTION 1. If the function g(z) = (gl(Zl),g2(x2), ,gn(~,))T satisfies the following con- 
dition: for eacJ1 j E {1,2,. , n}, g., : R + R is globally Lipschitz with LipscJlitz constants G,. 
0 < Gi < $00 (i = 1,2,. . , n), such that the incremental ratio for gi satisfies 
o < %(a - sz(E2) < (5, 
- 
El - E2 - 2 
(i=1,2 ,..., n), 
for any (1, & E R, El # (2, the function g is then said to belong to the class of G, denotes g E G. 
In this case: we denote G = diag(cl. C$, : G,) as the matrix of maximum allowable gi slope. 
Similar to concepts in [13,23,26], we give stability and absolute stability concepts of the equi- 
librium of neural networks with delays. 
DEFINITION 1. An equilibrium U* of system (1) is called uniformly stable, if for any to > 0 and 
E > 0, there exists a constant S = b(~) > 0, independent of to, such that /I# ~ ‘u* IIt0 < 6 implies 
that 
for all t > to. 
llu(t) - u* /lco < E (i = 1,2,. ,‘IL), 
DEFINITION 2. An equilibrium u* of system (1) is gJobalJy uniformly asymptotically stable, if 
it is uniformly stable, and for any E > 0 and H there exists T = T(E, H) > 0 SUCJI that for any 
to L 0, II4 - u*II to < H implies that 
lb(t) - ~*/Icxz < E, 
for all t > to +T. System (1) is said to be absolute stability (ABST) with respect to the class G. 
if it possesses a globally uniformly asymptotically stable equilibrium for every function g t G 
and for every input vector J E RIL. 
DEFINITION 3. An equilibrium U* of system (1) . IS called uniformly output stable, if for any to > 0 
and E > 0, there exists a constant 6 = S(E) > 0, independent of to, such that 114 - ~*ll,~, < 6 
implies that 
for all t > to. 
llg(4t)) - dam < E, 
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DEFINITION 4. An equilibrium 2~* of system (1) is globally uniformly asymptotically output 
stable, if it is uniformly output stable, and for any E > 0 and H, there exists T = T(E, H) > 0 
such that for any to > 0, /If(d) - f(u*)llt, < H implies that 
lld4t)) - 9 c’11*1 IL < ET 
for all t > to + T. System (1) is said to be absolutely output stable (ABOST) with respect to the 
class G, if it possesses a globally uniformly asymptotically output stable equilibrium for every 
function g E G and for every input vector J E R”. 
DEFINITION 5. (See [27].) A matrix A is said to belong to the class P if all principal minors of A 
are positive. 
DEFINITION 6. (See [28].) A real n x n matrix A = (aij) is said to be an M-matrix if 
aij IO, i fj, i,j = 1,2 )... , n, and all successive principal minors of A are positive. 
LEMMA 1. (See [7,19].) If H(z) E Co satisfies the following conditions: 
(i) H(z) is injective on R”, 
(4 liq211- llH(~)II --$ 03, 
then H(x) is a homeomorphism of R” onto itself. 
3. EXISTENCE AND UNIQUENESS 
OF THE EQUILIBRIUM POINT 
The purpose of the present section is to give a necessary and sufficient condition for the existence 
and uniqueness of the equilibrium point with respect to the class of unbounded and increasing 
neural activation functions and every input vector. Using the vector field associated with (l), we 
define a map as follows: 
H(z) = -Dx + Tg(s) + J, (3) 
where H = (HI, Hz,. . . , H,) T, T = A + B + C. F’rom the result in [7], we know that if H(x) 
is a homeomorphism of R”, neural network (1) has a unique equilibrium point. In the following, 
we give the condition ensuring H(x) is a homeomorphism. 
LEMMA 2. Let T be an n x n matrix and D, G be n x n positive definite diagonal matrices. For 
each n x n diagonal matrix K satisfies 0 5 K < G, we have 
det(-TK + D) # 0 
if and only if-T + DC-’ E P. 
PROOF. See the Appendix. 
LEMMA 3. For everyg E G and every J E R”, H(z) is injective, i.e., H(zl) # H(xa) for 21 # x2 
if and only if-T + 0c;l-l E P. 
PROOF. 
IF. See Proposition 1 in [7]. 
ONLY IF. Because for every g E G and every J E R*, H(z) is injective, so let g = Ka: (0 5 K 
5 c), J = 0, the map 
H(x) = (-D + TK)z (4 
is injective. The condition ensuring (4) to be injective is det(-TK + D) # 0 (0 < K 5 G). From 
Lemma 2, -T + DC-l E P. This proof is complete. 
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THEOREM 1. For every g E G and every J E R”, cellular neural network (1) has a unique 
equilibrium point if and only if DG-’ - (A + B + C) E P. 
PROOF. 
IF. If H(z) is a homeomorphism of R’” onto itself, then neural network (1) has a unique equi- 
librium point. In the following, we will prove that H(z) is a homeomorphism of R”. When 
DC-’ - T E P, from Lemma 3, H(z) is injective on R’“. From Lemma 1, we know that if 
II~(x)ll + +m as II4 + i-cc, then H is homeomorphism on R’“. Let G(Z) = g(z) ~ y(0). 
H(z) = -Dx + Tg(z). Assume that ~]H(x)]] + +co is not true, i.e., i]H(x)]] + +cx, is not 
true as j/x/I -+ +oo, there exists a sequence l]lcPl] + too such that l]H(~,)]l is bounded, i.e., 
Bi(xP) (i = 1,2,. , n) are bounded. There exists a subsequence {$‘} of {z+} such that when 
llxgq ---t cm, H(x$o) + h7 where h is a constant vector. Because of g E G, so 0 < K,(xf’) 5 G, 
where 
In the above equations, we assume that all entries of vector ~$~e’ are not zero. If some element such 
as Z$ = 0, we let k,io(x$i) = 0. So there exists an infinite subsequence {xg’} of {z;‘} such that 
Kp(xF’) + K = diag(kr,k2,...,k,) (1) as ]lzP // --f 00, and 0 5 K < G. From Lemma 2, we get 
det(-TK + D) # 0. However, 11 = lim (1) ,,Z,, ,,iM H(zi:)) = (-D + TK) lim,,Z;;),,,cls z:) implies 
liy,y ,/‘oo XP (I) = (-D +TK)-‘h. This is a contradiction. Therefore, we have ll~(~)]] + +c~, 
i.e., l]H(X)]] --t foe as /]z/j + +oo. From Lemma 1, H(z) is the homeomorphism on R’“. 
ONLY IF. Because for every g E G and every J E R’“; neural network (1) has a unique equilibrium 
point, so H(x) is injective. From Lemma 3, -T + DC-l E P. The proof is completed. 
THEOREM 2. For every g E G and J E R’“: ifcv = DC-’ - (A* + lBI + ICI) E P, then system (1) 
have a unique equilibrium point. 
PROOF. From Lemma 2 and Theorem 1; it suffices to prove that for any diagonal matrix K = 
diag(Kr, , Kn) satisfying 0 5 K 5 G, det[D - (A f B + C)K] # 0. Consider the system 
$ = [-D + (A + B + C)K]z (0 5 K < G) (5) 
Notice the structure of a: and a E P, from Definition 6, we know o is an M-matrix. Using the 
property of M-matrix [19,28], there exist EL > 0 (i = 1,2,. , n) such that 
-&Et + c Ej (a$ + lbjtl + 1c.J) Gi < 0 (i = 1,2,. ,7l). 
J=l 
From 0 5 K 5 G and above inequalities, we have 
-&Ei + C [j (agp + IbjiI + Ic~~I) K, < 0 (i-l,2 ,..., n). (6) 
I=1 
Consider a Liapunov function V(z) = Cr=, &]z~]. Calculate upper right derivative D+V of V 
along the solutions of (5) 
D+V(rc) = 2 & 
1 [ 
sgn Z, -dizi + 2 (ui, + bij + cij)K,zj 
i=l J=l !I 
-d&i + etJ (a;, + Ibj,I + lqil) K, 
I 
Iii1 < 0 (11211 # 0). 
j=l 
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By the Liapunov stability theorem [28], the zero solution of (5) is global asymptotically stable. 
Thus, matrix -D + (A + B + C)K is a stable matrix, which implies det[D - (A + B + C)K] # 0. 
From Lemma 2, -T + DC-’ E P. From Theorem 1, for every input J, system (1) has a unique 
equilibrium point. The proof is completed. 
4. ABSOLUTE STABILITY OF NEURAL 
NETWORKS WITH UNBOUNDED. DELAY 
When neural networks contain fixed time delays or only unbounded time delay, we often ana- 
lyzed the stability of system by constructing proper scale Liapunov functionals or functions [4,5,9- 
221. But when neural networks contain both variable delays and unbounded delay, the mathemat- 
ical methods in those papers do not directly apply. The vectors Liapunov method and compare 
principle are used in stability analysis of large-scale system [24,25]. In the section, applying 
M-matrix theory and the idea of vector Liapunov method, the sufficient conditions for absolute 
stability (global asymptotic stability) are obtained by constructing proper vector Liapunov func- 
tions and nonlinear integrodifferential inequalities involving both variable delays and unbounded 
delay. 
First, we investigate the relationship between output (asymptotical) stability of system (1) and 
(asymptotical) stability of (1). 
LEMMA 4. An equilibrium u* for system (1) is uniformly output stable if and only if u* is 
uniformly stable. 
PROOF. Because of g E G, we have 
Igdudt)) - gi (u,‘) I I w4t) - u,tl (i = 1,2,. . . ) n) 
Thus, necessity follows easily. Next, we prove sufficiency. 
Let xi(t) =ui(t)-uuf, fi(~) =gi(~:i+u,‘)-gi(uf) (j = l,...,n), equation (1) can bewritten 
as 
- = -d,xi(t) + 2 aijfj(xj(t)) + 5 bijfj(xj(t - q(t))) 
dxi (t) 
dt 
j=l j=l 
hj(t - s)fj(uj(s))ds (i=1,2 )...) n), 
(7) 
where initial value of (7) is +!J = 4 - u*. The upper right derivative D+lzi(t)l of [xi(t)1 along the 
solutions of equations (7) is 
D+lxi(t)l 5 -dilxi(t)l + c (1~ + I~ijl),~~<~ lfj h(s))1 
j=l 
n rt 
fClCijl.I_, kj(t - s)lfj(uj(s))I ds (i-1,2 )..‘) n). 
j=l 
From the output stability of system (7), f or any to > 0 and ~1 > 0, there exists a constant 
61 = bi(si) > 0 (Si < si), independent of to, such that ]]$]]to < Si implies Ilf(u(t))llm < ~1 for 
all t 2 to. Consequently, let /3 = maxi<i<n{C~Z1(]uij] + ]&I + ]cij])}, from (g), we have -- 
D+lxi(t)l I -dilx:i(t)l + P&l 
and so 
J 
t 
[xi(t)1 5 Ixi(t~)le+(~-~~) + P&l e -ds(t-s)ds < lxi(to)l + $ 5 - 
( > 
1 + $ el. (9) 
to z z 
For any E > 0, taking ~1 = mini<i<n{s/(l + oldi)}, th ere exists a sufficient small constant -- 
6 = b(s) > 0, independent of to, such that ]]$]]to < 6 implies Ilx(t)Il, < E for all t > to. From 
Definition 1, the zero solution of (7) is stable. The proof is completed. 
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LEMMA 5. An equilibrium u* for system (1) is globally uniformly asymptotically output stable. 
if and only if u* is globally uniformly asymptotically stable. 
PROOF. Let x%(t) = ui(t) - UT, fL(xi) = gr(zi + UT) - gi(u,*) (j = 1,. ,n), equation (1) can 
be written as system (7) with initial value $ = 4 - u*. The necessity is easy to prove, as in 
Lemma 4. Since Lemma 4 shows that uniform stability of (7) is equivalent to its uniform output 
stability, to complete the proof of sufficiency, we only need prove that for any H > 0. there exists 
T = T(E, H) > 0 such that for any to > 0; any E > 0; Ill;;lit,, < H implies that 
ll~(~)ll~ < E (i = 1,2;. %?1). 
for all t > to + T. 
By assumption that the zero of (7) 1s globally uniformly asymptotically output stable, there 
exists a constant M > 0 such that jlf(~(t))ll~ < M for t E (-CO,+W), where z(t) are the 
solution of system (7) with initial values satisfy II$/lto < H. From (8) and (9), we know z(t) is 
bounded, furthermore, there exists a constant MI such that l/~(t)ll, < Ml for t E (-00, +co). 
Let ~1 5 E/(M~ + a/d), where d = minlsi+ &, a = maxl~z~rL C,“=, [l~ijI+l~ij(+(l+~)lc,,/]. 
By assumption that the zero of system (7) is globally uniformly asymptotically output stable, for 
to > 0, ~1 > 0, there exists Tl = TI(E~, H) > 0 such that I/llr/lt,, < H implies 
for all t 1 to + Tl. 
Since &W ki3(s) ds = 1> i,j = 1: 2,. .n, choose a constant c 2 7 so large such that 
Then for any t 2 to + Tl + c, we have from (8) that 
D+IZi(t)l I -dilzi(t)l + 2 (IUijI + lb,,l)&l 
j=l 
I -diIzi(t)/ + C [latjl + lbijl + (1 + A/l)ICijl]&] 
j=l 
and then 
I&(t)1 5 Izi(to + Tl + ~)le-“‘(~-~l-~Q-~) + aE e--d,(t--s) & 
< &fle-d,(t-T,-trc) 1 a&l - 
d, ' 
for all t > to + Tl + c. Choose TZ 2 0 such that e- T2 5 ~1, and denote T = Tl + T2 + c, then 
for all t > to + T and i = 1,2,. , n. The proof is completed 
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THEOREM 3. For every g E G and every J E R”, if a = DC-’ - (A* + iI3 + /Cl) E P, then 
system (1) is ABST. 
PROOF. Since LY E P, from Theorem 2, system (1) has a unique equilibrium point u*. From 
Lemma 5, we only need to prove that the equilibrium point U* of (1) is output globally asymp- 
totically stable. 
Let z(t) = u(t) - 21*, equation (1) can be written as 
- = -&xi(t) +&L&(t)) + -&&(t - q(t))) dxi(t) dt 
j=l j=l 
kj(t - s)fj(uj(s))ds (i=1,2 )“.) n), 
(10) 
where fj(xj) = gj(xj+uT)-gj(u5) (j = 1,. . . , n), initial value of (10) is $ = &u*. Equation (10) 
has a unique equilibrium at x = 0. Clearly, f E G and f(0) = 0, and there exist Li > 0 such 
that 0 5 fi(~;)/~i < Li < Gi, i = 1,2,. ,72. Due to a E P, from Definition 6, we know 
DC-’ - (A* + IBI + ICI) is an M-matrix. Thus, from the property of M-matrix [28], there exist 
<i > 0 (i = 1,2, . . , ?2) satisfying 
-ti$ + k<j (Ut + lbijl + (Cijl) < 0 (i-1,2 )...) n). 
j=l 
From 0 < Li 5 Gi, we have 
(i= 1,2 )...) n). (11) 
Calculate the upper right derivative D+Ixi(t)l of Jxi(t)l along the solutions of equation (lo), 
D+Ixi(t)I = sgnxi -Axi + 2 [aijfj(xj(t)) + b,jfj(xj(t - 7&)))] 
j=l 
kj(t - s)fi(Xj(s)) ds 
5 --dilzi(t)l + 4fi(Xi)j + C[l%jl lfj(Tj(t))l + lbijl lfj(Xj((t - Tij(t)))l] 
j=l 
i#i 
+&/t kj(t - s)Ifj(xj(s))I ds 
j=l --03 
5 p+Jft(xi(t))l + eu:jlfj(xj(t))l + 2 lhjllfj(zj(t -7ij(t)))l z j=l j=l 
ki(t - s)lfj(zj(s))l ds (i= 1,2,...,72) 
In the above procedure, we apply the inequality -Izi(t)j 5 -Ifi(zi(t))l/Li (i = 1,2,. . ,n). 
Defining the curve y = {z(l) I zi = &l, 1 > 0, i = 1,2,. , n} and the set R(z) = {U I 0 < u < 
Z, z E r}, i = 1,2,. . ,n. It is obvious that 1 > 1’, R(z(l)) > R(z(1’)). 
In the following, we shall prove the zero solution of (10) is uniformly output stable, namely, 
that for any E > 0, there exists a constant 6 > 0, when the initial value of (10) satisfies II$llt, < 6, 
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then i\f(~(t))lj~ < E for t > to. For E > 0, there exists a point zO(lO) E y, such that sl(zO(lc)) c 
{u I IblL L El. B ecause of f being continuous, taking 6 sufficient small such that lj$llto < 6 
implies If($)1 E R(zc(le)), i.e., 
lfi(?+h)l I Ezlo (i= 1,2 ,.... n). 
Suppose that there exists t’ > to satisfies iif(~(t’))ll~ = E, then there exist some i (1 5 i 5 ,r~) 
and t” (t’ 2 t” > to) such that ifi(~~(t”))l = (ilo, D+l~,(t”)l 2 0, and lfj(i~j(t))l 5 2,s = [jle 
for -CC < t 5 t”, j = 1,2, , n. However, from (11) and (12) we get 
w4t”)l I 
This is a contradiction. So If($)/ E n(ze(le)) implies 
I.f(x(t))l E Wo(~o)). (13) 
furthermore, Ilf(:c(t))ll, < E for t > to, i.e., the zero solution of (10) is uniformly output stable 
and the equilibrium U* of (1) is uniformly output stable. 
In the following, we shall prove the zero solution of (10) is uniformly output globally asymp- 
totically stable. From Definition 4, it is sufficient to prove that for any E > 0 and H > 0, there 
exists a constant T = T(E, H) > 0 such that for any to > 0, I/lC,Ilto < H implies ~If(x(t))llm 5 E 
for t 2 T. 
It is obvious that there exist 1i > 0 such that 
where zi(1i) E y: i.e., zir(li) = <ill, i = 1,2,. , n. 
Because of f being continuous, when IIIcfiit, 5 H, there exists a constant 12 > 11 such that 
If( E W2(~2))> where .q(la) E y. Following the procedure to obtain (13), we can get 
If(x(t))j E R(zz(l2)) for t E (--oo.+o~). Let < = maxi~i~,l{[l}, 7 = <la, we know 
for t E (-00, +oo). 
Let j3 = mini<ijn{[z(d,/li) - C’y=“=, &(aFJ + lb,jl + 1ci31)}. Due to [F kij(s) ds = 1, there 
exists a constant Ti > 0 such that sg kZj(s) ds < @i/(3maxi~,~,{~~=, lczjlq}). 
Let 0 < Ei 5 min{l,pli/(3 maxi<i<,{d,&/Li})}, 6, = &it% (i = 1,2,. , n). Let N be the first -- 
nonnegative integer such that 
min (~1~ + N& - <%lz} > 0. 
z=l,n 
and take 
t,, = to + kT*, 
where k is a nonnegative integer, and 
T* =T*(&,q) =Tx+ 36(11 + N) pl 
1 
We first use mathematical induction to prove that jl$~\lt~ < H implies 
I.fi(xz(t))l < zil + (N - k)b,, t>t,, (i=1,2 ,‘.., n), (15) 
for all Ic = 0, 1,2, , N. 
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From the procedure to obtain (13), we know (15) holds for k = 0. Suppose (15) holds for some 
k (0 < k < N), i.e., 
Ifi(~(t))l < zil + (N - k)& (i-1,2 )‘..) n), (16) 
for all t 2 tk. We shall prove that 
Ifi(~(t))l < zil + (N - k - 1)Ji (i=1,2 ).“) n), (17) 
for all t > tk+i in two steps. 
First, we prove that there exists a t E [tk + Tl, tk+r] such that (17) is true. Otherwise, there 
exists some i such that 
I.fi(zi(t))I 2 zi + (N - k - l)&, 
for all t E [tk + Tl, tk+l]. However, using the above inequalities (16) and (14), from (12) we get 
I q lLT1 kij(t - s) ds + [q + (N - k)&l l;T kij (t - s) ds 
1 1 
+ (N - k - 1)&l + 2 (urj + lbijl) [.zjl -t (N - k),jj] 
j=l 
+ 2 ICij 177 s_“” 
j=l 
k&-s)ds+$ 
z 
Because of zil = (‘ill, 6i = EI& (i = 1,2,. . . ,n), we know 
-$)I + (N - k&l + 2 (a$ + lbijl + Icijl) [zjl + (N - k)$] < -/3[11 + (N - k)E1] 5 -/al. z 
j=l 
Applying 
J 
t-T1 
kij(t - s) ds = -co Ja Tlb(s) ds I3 max ~{ph}~ I~~~n{~}E1~~> -- 
we get 
Furthermore, 
(t IC+I - tk - Td + Izictk +Td/ 
L - (T” - TI) + zil + (N - k)& < 0. 
This contradiction shows that there exists a t E [tk -+-Tl, tk+l] such that (17) is true. To complete 
the proof of (17), we prove that (17) is true for all t 2 E. If not, there exists a t* > 5 and some i 
such that 
Ifi(zi(t*))l = zi + (N - k - l)& 
and D+lzi(t*)l > 0. But follow the above procedure to prove (18), we know D+(si(t*)l < 0. 
This is a contradiction. So (17) holds for all t 1 t; therefore, (17) holds for all t 2 tk+l. Taking 
k = N in (15), we obtain ]]+]lto 5 H implies llf(z(t))llw 5 E for t 2 T, where T = to + NT*. 
From Definition 2 and Lemma 5, we know that the zero solution of (10) is globally asymptotically 
stable, i.e., system (1) is ABST. The proof is completed. 
The corresponding results in [15,16,18,23] are the special cases of Theorem 3 in this paper. 
From Theorem 3, it is easy to obtain results as follows. 
Absolute Stability halysis 
COROLLARY 1. For every g E G and every J E R”, if 
d,G-1-~(n~~+,bi,i,+,ci3,) >o (i-1,2 ,...) n), 
J=l 
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(19) 
then system (1) is ABST. 
PROOF. Applying the property of M-matrix, we know that inequality (19) implies DC?’ -(A* + 
lBI + ICI) E P. F rom Theorem 3, Corollary 1 is true. The proof is completed. 
Corollary1 issimilartoTheorem3in [23]. In [23],g,(u) = (1/2)(l~+l~-l,~~,-l~), i = 1.2,...:n,, 
the definition of stability of system is slight deferent from that in this paper. 
COROLLARY 2. Consider neural networks with variable delays 
dt -di%(t) + 2 [aijgj(Ug(t)) + bzJgj('uj(t -?T,3(t)))] + J7 
(i=1:2,...,12), (20) 
J=l 
where Tij(t) > 0 (i,j = 1,2,. _, ) n are bounded continuous functions. Zf g E G and c1 = 
D&l - (A* + ]B]) E P, then system (20) is ABST. 
Obviously, the stability conditions in Theorem 3 and Corollaries 1 and 2 are independent of 
delays. In [12,13], stability of neural networks with variable delays was studied. The stability 
conditions given in [12,13] depend on these delays. 
5. CONCLUSION 
In this paper, we have obtained necessary and sufficient conditions for the existence and unique- 
ness of the equilibrium point, and sufficient conditions ensuring ABST of a large class of cellular 
neural networks with unbounded time delays and variable delays, which activation functions are 
in the general class of G. Using M-matrix theory, Liapunov functionals are constructed and 
employed to establish sufficient conditions for ABST, independent of the delays. The results 
obtained are applicable to all continuous nondecreasing neuron activation functions. Compared 
with the existing ABST results of neural networks with special classes of activations, the newly 
obtained ABST results enlarge the range of applicable activation functions of neural networks. 
PROOF OF LEMMA 2. 
IF. See Lemma 2 in [7]. 
APPENDIX 
ONLY IF. Suppose that -T + DC-’ $ P, then there exists a 7’ x 1’ (1 < r < n) principal minor 
of -T + DC-l that is smaller than or equal to zero, namely, 
det (-T,, + DaoG;J) 5 0: 
where T,, is a T x r matrix, D,, and G,, are r x T positive definite diagonal matrices. 
From det(-T,, + Daac;l,-,l) < 0 and det G,,, > 0, we get 
det (-T,,G,, + D,,) < 0. 
Defining a function with respect to E as follows 
f(~) = det (-T,,Gz, + D,,) 
We have f(0) = det D,, > 0, f(l) = det(-T,,G,, + D,,) < 0. So there exists EO t (0,l) such 
that f(~c) = 0. Let K,, = Gaa&e, we have 
det (-T,,I(,, + D,,) = 0. 
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Let K = diag(Kaa, 0), then 0 5 K < e:. Furthermore, we have 
= det (-T,, K,, + D,,) det Dbb = 0. 
When det(-T,, + DaaG;J) = 0, let K = diag(c:,,,O), similar to the above procedure, we can 
obtain det(-TK + D) = 0. This is a contradiction. So -T + DC-’ E P. 
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