In this paper we study a multidimensional quadratic BSDE with a particular class of product generators and bounded terminal values, and give a result of existence of solution in a suitable Banach space under some constraints on parameters.
Introduction
A multidimensional quadratic Backward Stochastic Differential Equation (BSDE) on [0, T ] with T being the terminal time, according to the formulation put forward by Pardoux and Peng [14] , is a stochastic integral equation with where Y t is R d -valued, Z t is R d×k -valued, terminal value ξ is R d -valued and F T measurable. The generator function f : [0, T ] × Ω × R d × R d×k → R d is of quadratic growth and W is a standard kdimensional Brownian motion defined on (Ω, F , (F t ) , P) where (F t ) is the Brownian filtration. BSDE with quadratic growth can be used to solve problems such as utility maximization with exponential utility function. They were studied by Kobylanski [1] and then extended by others for example [2] [3] [4] and etc. More precisely in 2000, by using the monotonicity method adopted from PDE theory, Kobylanski [1] solved a class of one dimensional BSDEs with generator function being of quadratic growth in Z. This particular class of quadratic BSDEs with unbound terminal values were further studied by Briand and Hu [2] [3] and Delbaen, Hu and Richou [4] . In 2013, Barrieu and El Karoui [5] adopted a different approach to prove the existence under conditions similar to those of Briand and Hu [2] , while Briand and Elie [6] gave a concise study for the case when the terminal value ξ is bounded. The method used in the present paper to get the main result was partially inspired by the method used in Tevzadze [9] for solving existence of solution to a quadratic BSDE driven by a continuous martingale with bounded terminal values. The case of multidimensional quadratic BSDEs seems significantly more difficult than that of Lipschitz BSDEs, and the methods used in literature are often quite involved, and up until now the results about quadratic BSDEs are mostly only for the one-dimensional case, and they heavily relay on comparison theorems. Recently, based on a result for one-dimensional BSDEs in Briand and Hu [2] , Hu and Tang [12] proved the existence and uniqueness of solution to a multidimensional BSDE with diagonal quadratic generator assuming that each component f i of the generator f depends only on the i-th row of the matrix variable Z in the BSDE (1.1).
In this paper we study a multidimensional quadratic BSDE with a particular class of product generators and give a result of existence of solution on a suitable Banach space under some constraints on parameters. The corresponding PDEs however have significance in fluid dynamics and in fact they are simplified version of fluid equations. The paper is organized as follows. In Section 2, we point out the particular type of multidimensional quadratic BSDEs that we study and list the assumptions we work under. In Section 3, we firstly use properties of BMO martingales, Girsanov's theorem and predictable representation property to show that the usual iteration method is also well defined for our problem. Then we show that a contraction map can be found on a suitable complete metric space on a fixed small time interval under some constraints on parameters, which gives a result of existence of solution to our BSDE on the whole time interval by pasting time together.
Definitions and assumptions
Let us begin with a few notations and definitions which are nevertheless standard in BSDE literature as follows:
• y = y T y for y ∈ R d and z = Tr(zz T ) for z ∈ R d×k denote the Euclidean norms.
•
the Brownian filtration.
• M 2 R d and M 2 R d×k denote respectively the Banach spaces of progressively measurable processes Y and Z such that
• S ∞ R d denotes the Banach space of bounded progressively measurable processes Y .
• S ∞ C 1 R d denotes the Banach space of bounded progressively measurable processes Y such that Y S ∞ ≤ C 1 and C 1 is a non negative constant.
• B R d×k denotes the space of progressively measurable processes Z such that´Z s dW s is a BMO martingale and define Z B = ´Z s dW s BMO . Then (B, · B ) is a Banach space due to the fact that the space of BMO martingales null at zero is Banach and the definition of stochastic integral.
• B √ R R d×k = Z ∈ B R d×k : Z B ≤ √ R with R being a positive constant, which denotes a closed subspace of B R d×k .
We consider the following BSDE:
where Y t is R d -valued , Z t is R d×k -valued, f is R k -valued and ξ is R d -valued and F T measurable, which should be interpreted as a stochastic integral equation (1.1). We make the following assumptions:
2. f satisfies the Lipschitz condition and has a linear growth:
for any y 1 , y 2 ∈ R d and z 1 , z 2 ∈ R d×k , so that z f (y, z) has quadratic growth in z. C 2 ,C 3 ,C 4 are non negative constants. And f (Y, Z) is progressively measurable when (Y, Z) is progressively measurable.
By a solution to (2.1), we mean a pair of stochastic processes
The following properties about BMO martingales are well known. If´Z s dW s is a BMO martingale, then
where N is a non negative constant, then´Z s dW s is a BMO martingale and
see Kazamaki [10] for details.
Existence of solution
We will use the iteration method. Let S ∞ C 1 × B denote, for simplicity, the Banach space S ∞
× B and f and ξ satisfy the above assumptions, then we have, by the linear growth of f , boundedness of Y and properties of the BMO martingale´Z s dW s , that f (Y s , Z s ) T dW s is also a BMO martingale, which in turn implies that the stochastic exponential of
Hence we define a probability measure Q by
and define dW
Then W Q is a standard k-dimensional Brownian motion under probability measure Q. The lemma below about continuous martingale representation is well known and its proof may be found in Cohen and Elliott [15] . Proof. Since M is a continuous semi-martingale under P, M − M 0 = N + A where N is a continuous local martingale null at 0 under P and A is a finite variation process. By the martingale representation theorem applying to N, we have that N =´H s dW s for some predictable process H. Thus 
Thus by Lemma 1, there exists a unique predictable processZ on [T − δ T, T ] such that
with Ỹ S ∞ ≤ C 1 , which means thatỸ ∈ S ∞ C 1 R d . We prove the following proposition.
Proposition 2. If C 1 C 3 < e − 1 2 where e − 1 2 is just a universal constant, and it does not imply that it is optimal. Then there is a non negative constant C 6 depending on C 1 ,C 2 ,C 3 ,C 4 and δ T such that
for any pairs (Y, Z) and
Proof. Consider ϕ (t) = e Kt where K is a positive constant to be determined later.
Then by Ito's formula we have
Set vectorŨ withŨ j = ∑ iỸ iZ i, j , so the previous equation can be written as
Integrating the equality above from t to T , we obtain
Take the conditional expectation with respect to F t to get
Next applying Cauchy-Schwartz inequality, the linear growth condition of f and the bound of Y , we deduce that
Then by applying the inequalities with α, β > 0
we get that
It follows that
Since Ỹ S ∞ ≤ C 1 we deduce that 1 ≤ η ≤ e KC 2 1 . We may choose constants such that
and
In order to do this, it requires that K −C we can choose
Then we can deduce from the previous inequality (3.4) that
Using the properties of BMO martingales we may deduce that
where
The above proposition implies that we get a pair Ỹ ,Z ∈ S ∞
. In this case we define the pair
In order to get a result about the global existence of solution, we firstly consider the time interval [T − δ T, T ] for some δ ∈ (0, 1) and try to find a contraction map on a closed subspace of S ∞
This approach is inspired by the method used in Tevzadze [9] . Then by working backwards with respect to time intervals of length δ T , we can get our result by pasting time together. Theorem 3. Under the above assumptions on f and ξ . If C 1 C 3 < e −324 , then for any terminal time T, there exists a positive constantR = ⌈ 1 δ ⌉R with R = 2C 6 and some fixed constant δ ∈ (0, 1) such that the BSDE
Proof. Let λ ∈ (0, 1) be a positive constant to be determined later. We firstly consider the time interval [T − δ T, T ] as above and assume that
which implies that C 1 C 3 < e − 1 2 and we set constant R to be
We may have the following by choosing δ small enough.
We can do this because we have condition (3.9) and in equation (3.7):
where α is determined by inequality (3.5):
which can be achieved when
which is due to condition (3.9), we have Φ :
Together with condition (3.10) we get that
× B √ R with△ T =0 and we also get
Then by Ito's formula we have 12) where the components of vectors ϑ and ρ are defined as
and´ϑ T dW is a martingale. Then by taking conditional expectation we get
which implies that
Together with the definition of ϑ and ρ, we obtain from the inequality above that
Now by using the assumptions on f , we conclude that
from which we deduce that
Thus we have that
Then by condition (3.11) we get that
So by substituting △ S ∞ in (3.18) with (3.17) we have
By combining with (3.17) we deduce that
we have that
If we can choose λ < 1 9 so that 
