We study the asymptotic behavior as ε → 0 of the Ginzburg-Landau functional where A(s, v, v ) is the nonlinear lowerorder term generated by certain Carathéodory function a : (0, 1) 2 × R 2 → R. We obtain Γ-convergence for the rescaled functionals I ε A as ε → 0 by using the notion of Young measures on micropatterns, which was introduced in 2001 by Alberti and Müller. We prove that for ε ≈ 0 the minimal value of I ε A is close to E 0
Introduction
We consider the Ginzburg-Landau functional 2 × R 2 → R, a = a(s, σ, ξ), s ∈ R, σ ∈ R, ξ ∈ R 2 , is 1-periodic in s and σ. We deal with the problem of calculation of the was introduced by Ohta and Kawasaki in [14] in order to model microphase separation of diblock copolymer melts (cf. [4] [5] [6] [7] 18] ). As discussed in [18] , u : Ω → R represents the mass density parameter describing the system of two different covalently joined monomers which make a linear chain -the copolymer molecule (whereby u(s) = 1 (respectively, u(s) = −1) corresponds to the concentration of the first (respectively, the second) monomer at a point s in a bounded open set Ω ⊆ R N ). The parameters ε and σ are related to the physical properties of the melt (see [7] for details): ε is proportional to the thickness of the transition regions between the two monomers, while σ is inversely proportional to the square of the number of monomers per molecule. The phenomenon of interest here is the formation of regular patterns (for instance, lamellars or circular tubes) which develop as a result of microphase separation when ε ≈ 0 and 0 < ε σ 1. It is easy to see that, in dimension N = 1, (1.3) becomes (1.2), provided Ω = (0, 1), u = v , σ = a 0 and m = 0 (a simplified version of (1.2) was independently introduced by Müller in [12] in the context of coherent solid-solid phase transitions, where it is assumed that a 0 is constant). Thus, as ε → 0, (1.2) accounts for the energy stored by a onedimensional physical system occupying the interval (0, 1). On the other hand, (1.2) is a typical example of a functional where competition of nonconvexity (which favors oscillations in minimizing sequences) and regularization of higher order occurs. To study the asymptotic behavior of (1.1) as ε → 0, we apply the method of relaxation over the space of Young measures on micropatterns introduced by Alberti and Müller in [1] . The analysis in [1] shows that, under assumption a 0 ∈ L 1 (0, 1), a 0 (s) ≥ α 0 > 0 for a.e. s ∈ (0, 1), the minimizers v ε of (1.2) for sufficiently small ε resemble a particular sawtooth function, and satisfy I f -uniform approximability is recovered (cf. Corollary 6.10 and subsequent remarks), but f -uniform approximability is not used as such. In many places throughout the paper we refer to various results in [1] .
Some Preliminaries
In this paper measurability always means Borel measurability. We consider a compact metric space (K, d) (the space of patterns), which is the set of all measurable mappings x : R → [−∞, +∞] (modulo equivalence λ-almost everywhere, where λ is one-dimensional Lebesgue measure), endowed with the metric d defined by
where (y k ) is a sequence of bounded functions which are dense in L 1 (R), such that the support of y k is a subset of (−k, k), with α k := y k L 1 + y k L ∞ . As shown in [1, p. 806 ], L p loc (R) continuously imbeds in K for every p ∈ [1, +∞] . The Banach space C(K) (respectively, C 0 (R r )) is the space of all continuous real functions on K (respectively, the space of all continuous real functions on R r which vanish at infinity), whose dual is identified with the space of all real Radon measures on K (respectively, all real bounded Radon measures on R r ), denoted by M(K) (respectively, M b (R r )), endowed with the corresponding weak-star topology. Weak-star topology on M(K) is induced by the norm φ defined in [1, p. 799] . By P(K) (respectively, P(R r )) we denote the set of all probability measures in M(K) (respectively,
The set of all K-valued Young measures (Young measures on micropatterns), denoted by YM(Ω; K), is the set of all ν ∈ L ∞ w * (Ω; M(K)) such that ν s ∈ P(K) for almost every s ∈ Ω, where ν(s) := ν s , s ∈ Ω. We always endow it with the weak-star topology of L ∞ w * (Ω; M(K)). The basic result about Young measures, known as the fundamental theorem of Young measures, can be found in [2] . The weak-star topology on bounded sets in L ∞ w * (Ω; M(K)) is induced by the norm Φ defined in [1, p. 769] , and therefore YM(Ω; K) is metrized by Φ. The elementary Young measure associated to a measurable map u :
We say that a sequence of measurable maps u k : Ω → K generates the Young measure ν, if the sequence of elementary Young measures (δ u k ) converges to ν in the topology of L ∞ w * (Ω; M(K)). We say that µ ∈ M(K) is invariant with respect to translations if for every τ ∈ R there holds T # µ = µ, where
, and where
, for x ∈ K and t ∈ R. I(K) denotes the class of all invariant measures in P(K). If x ∈ K is periodic, the notation x stands for the unique invariant probability measure supported on the orbit of x (which is referred to as to an elementary invariant measure), while EI(K) stands for the set of all elementary invariant measures in P(K). By L 1 per (0, 1) (respectively, H 2 per (0, 1)) we denote the set of all real functions on (0, 1), extended to R by periodicity, which belongs to L 1 loc (R) (respectively, H 2 loc (R)). Sx denotes the set of discontinuities of x ∈ K, and |Sx | denotes cardinality of the set Sx . If r 1 , r 2 ∈ R and r 1 < r 2 , S(r 1 , r 2 ) stands for the set of all "sawtooth" functions, i.e. the set of all continuous piecewise affine functions x : (r 1 , r 2 ) → R with slope equal to either −1 or 1 at almost every point of the interval (r 1 , r 2 ). By S per (r 1 , r 2 ) (respectively, S per,0 (r 1 , r 2 )) we denote the set of all functions in S(r 1 , r 2 ) with property x(r 1 ) = x(r 2 ) (respectively, x(r 1 ) = x(r 2 ) = 0), extended to R by periodicity. Lip(v) stands for the Lipschitz constant of a function v : R → R. Finally, we recall the notion of Γ-convergence. If X is a metric space then a sequence of functions F ε : X → [0, +∞] is said to Γ-converge to F on X (which we write as F ε Γ −→ F ) if the following two properties are fulfilled: For every x ∈ X and a sequence (
(the lower bound); for every y ∈ X there exists a sequence (y ε ) in X such that y ε → y in X and lim sup ε F ε (y ε ) ≤ F (y) (the upper bound). If there holds lim sup ε F ε (x ε ) < +∞, we say that (x ε ) is a finite-energy sequence (or FE sequence) for (F ε ). Detailed and systematic treatment of this type of convergence can be found in [8] .
Formulation of the Problem and Plan of the Paper
The main steps in asymptotic analysis of the functional (1.2) can be summarized as follows (cf. [1, p. 779] ).
• In Step 1 we characterize the class of all Young measures ν ∈ YM((0, 1); K) which are generated by sequences of ε-blowups • In Step 3 we are to identify the Γ-limit f s of the sequence (f ε s ) as ε → 0 on K for almost every s ∈ (0, 1).
• In Step 4 we are required to determine the Γ-limit F a0 of the sequence (F ε a0 ), where
• Finally, in Step 5, we are to find the minimizer for F a0 and prove its uniqueness. In [1] which discusses the lower-semicontinuity and Γ-convergence of both types of extensions. Next, we adjust the language of Theorem 3.1 to our consideration by introducing the following definition. Proof. The lower bound follows by independence of boundary conditions (cf. [1, p. 813]), Borel regularity of λ and Theorem 3.1. Regarding the proof of the upper bound, we argue as follows. Consider ν ∈ YM(E; K) such that F f ;E (ν) < +∞ and µ ∈ YM((0, 1); K) such that µχ E = ν and F f (µ) < +∞. By assumption there exists a sequence
by construction there holds µ ε ≤ F f (µ) (provided ε is small enough). Therefore there exists a Radon measure µ 0 and a further subsequence (not relabeled) such 
The main result in [1] now can be stated as follows. ) has the commutation property. In the next two sections we prove that functionals derived from (1.1) (according to the Step 4 of the approach) also posses such a feature, though our arguments are somewhat different in comparison to those in [1] . In Sec. 4 we obtain Γ-convergence by establishing a kind of asymptotic equivalence of functionals (ε −2/3 I ε A ) and suitably chosen (rescaled) functionals of type (1.2). Then, independently of Sec. 4, we identify the Γ-limit in Sec. 5. In the calculations we avoid the question of ϕ-uniform approximability of K for a natural choice of ϕ. In the end of our consideration, we revisit the proof of Γ-convergence of functionals (1.1) and we note that the strategy of the proofs in [1] can be followed step by step, even if ϕ-uniform approximability is not at our disposal. We discuss this topic in some detail in Sec. 6.
Γ-Convergence Result
Herein we describe the main points of the approach concerning the functional (1.1). To this end, we consider W which satisfies
where c 0 , R 0 > 0 and r 0 ≥ 1. We assume that a is a Carathéodory function (measurable in (s, σ), continuous in ξ, extended by periodicity to R 2 × R 2 ) such that:
where 
. We begin by proving the following technical results which we use in the proof of Proposition 4.2.
Proof. We divide the proof into four steps.
Step 1. To begin with, we extract a subsequence (not relabeled) such that x ε (t) → x(t) and x ε (t) → x (t) for a.e. t ∈ (−r, r). By Egoroff's theorem for every η ∈ (0, 1) there exists a measurable set E η ⊆ (−r, r) such that λ(E η ) ≤ η and x ε → x uniformly on (−r, r)\E η and x ε → x uniformly on (−r, r)\E η . We fix M > 0 and we considerã
By the Scorza-Dragoni theorem there exists an increasing sequence of compact sets (F j ) such that F j ⊆ (0, 1), lim j→0 λ((0, 1)\F j ) = 0 and such that the restriction ofã
Step 2. Further, we prove that for every ψ ∈ L ∞ (−r, r) there holds
Since a is 1-periodic in σ, by Step 1 for arbitrary M > 0 we get
). We pass to the limit as j → +∞ and as η → 0 by the dominated convergence theorem, and, by arbitrariness of ∆ > 0, we obtain lim
and it results lim sup ε −
as M → +∞, and we can extract a subsequence (not relabeled) such that H M (s) → 0 for a.e. s ∈ (0, 1). Therefore we can pass to the limit as M → +∞, getting (4.6) for ψ(τ ) = 1. Next, we claim that for every simple function 
where, by [9, Corollary 1.7.2, p. 44], for a.e s ∈ (0, 1) holds
As we apply the sum over all k, we have
We pass to the limit as ε → 0, δ → 0, and as M → +∞ by the dominated convergence theorem. Thus, summation over i yields (4.6). For a given ψ ∈ L ∞ (−r, r) we take a sequence of simple functions (
As we let N → +∞, we obtain (4.6).
Step 3. By Step 1 for ε ≤ min{ε 0 , there exists a sequence of piecewise constant functions (
As before, we pass to the limit, first as ε → 0, and then as M → +∞, getting (4.7).
Step 4. Since the argument above can be carried out for arbitrary subsequence of the sequence (A ε s,τ (x ε )), we get (4.4). To prove (4.5) we consider ψ ∈ L 1 (−r, r) and a sequence (ψ k ) as in Step 3. Then we obtain the following bounds:
Finally, as we let ε → 0 and k → +∞ in (4.8) and (4.9), we recover (4.5).
Next, we complete the second and the third step of the approach. Proof. To prove the lower bound, we consider a sequence (x ε ) such that x ε → x in K as ε → 0. Without loss of generality, we can assume that there holds lim inf ε ϕ ε s (x ε ) < +∞ (otherwise there is nothing to prove). By ). By the theorem of Modica and Mortola (cf. [11] ) (x ε ) is pre-compact in W 1,1 (−r, r), 
In the next corollary we show that there exist many FE sequences for (ϕ ε s ). 
Corollary 4.3. If (4.1)-(4.3) hold, and if s →
p0 H 0 (s) < +∞ for a.e. s ∈ (0, 1).
We have not been able to establish ϕ s -uniform approximability of K even for very simple functions a. We provide some partial results in Sec. 6 . To avoid such a difficulty, we use more flexible estimates below which yield successful completion of the remaining steps. Crucial ingredient is a kind of strong convergence of the lower-order term A(s, v, v ). We set I 
where (E j ) is a sequence of Borel measurable sets such that lim j→+∞ λ(E j ) = 0,
At last, we pass to the limit as j → +∞ in the last inequality.
Before we present the proof of Γ-convergence result for the relaxed functionals, we introduce some further notation. We define f 
where A ε (s) := A(s, v ε , v ε ). Then Corollary 3.3 in [13] yields the lower bound. Next, we deal with the upper bound. Let ν ∈ YM((0, 1); K) be such that there holds ν s ∈ I(K) for a.e. s ∈ (0, 1). We claim that there exists a sequence (v ε ) such that there 
. By (4.18) for sufficiently small ε and every σ ∈ R there
while the dominated convergence theorem and the fact that H ∈ L 1 (0, 1) imply
Consequently, by (4.21) it follows 
∞ (s)ds. At last, we let n tend to infinity. 
We estimate lim 
Identification of the Γ-Limit
In this section we prove that there holds F A = F A∞ . 
One of the consequences of Theorem 4.5 is the conclusion that F A∞ is an optimal lower bound, while F A is in principle only one of possibly many lower bounds. In the following we establish optimality of F A thus proving that F A = F A∞ . To proceed, we introduce the notation S loc (R) to denote the set of all functions in K which belong to S(−r, r) for every r > 0. We recall that
, and where x is distributional derivative of x (therefore |D(x)(t)| = 1 for a.e. t ∈ R). We define I 0 (K) := {ν ∈ I(K) : ν, f α0 < +∞}. By [1, Corollary 5.11 and Theorem 3.4] (cf. [1, Remark, p. 782]), ν, f α0 is independent of r for arbitrary ν ∈ I(K) and so I 0 (K) is independent of r, convex and φ-closed (by the lower-semicontinuity of f α0 ). We define D # :
, where x ∈ S per (0, h) for some h > 0.
Then we have D # ( x ) = Proof. Consider ν ∈ I(K) such that ν, ϕ s < +∞ for a.e. s ∈ (0, 1). Then by (4.3) there holds ν, f α0 < +∞, and we have f α0 (x) < +∞ for ν-a.e. x ∈ K, which gives x ∈ S loc (R) for ν-a.e. x ∈ K. Therefore S loc (R) ⊆ supp(ν) for every ν ∈ I 0 (K).
On the other hand ν, f α0 = supp(ν) f α0 (x)dν(x) < +∞ provides x ∈ S loc (R) for ν-a.e. x ∈ supp(ν). Thus there exists a set E ⊂ K (which depends on ν) such that E ⊂ supp(ν), ν(E) = 0 and S loc (R) = supp(ν)\E. 
We conclude that for every k ∈ N there holds
In the next proposition we show that there are examples of a which satisfy both (4.2) and (4.3) (for instance, if h 2 = 0) as well asÃ(s, 0, ·) ∈ C(K) for a.e. s ∈ (0, 1). Proposition 5.3. Suppose that for every ξ 1 , ξ 2 ∈ R and almost every s and σ there holds:
where b 0 , c 0 are nonnegative, measurable in s and σ, continuous in
ThenÃ(s, 0, ·) ∈ C(K) for a.e. s ∈ (0, 1), and ϕ Proof. First, we assume that a is independent of s, whereby we writeÃ(0, ·) (respectively, ϕ) instead ofÃ(s, 0, ·) (respectively, ϕ s ). Consider arbitrary ν ∈ I(K) such that ν, ϕ < +∞. By Urysohn's lemma there exists a sequence of functions (a n ) which satisfy (5.2) and (
, and, ultimately, F A = F A∞ . Next, we assume that a is essentially bounded with respect to s. We consider a sequence of simple functions (a n ) defined by a n (s, σ,
where a n ≤ a, a n → a almost everywhere,
In accordance with the notation in Sec. 3, for a measurable set E ⊆ (0, 1) we define F A;E as in (4.17), but with 1 0
replaced by E . Then we can write 
On Partial ϕ s -Uniform Approximability
In this section we give some sufficient conditions which ensure the commutation property in full generality (as stated in Definition 3.4). We also present some properties which necessarily follow by the commutation property. Our consideration is inspired partly by [1, Theorem 2.12(iv)] (and subsequent remarks therein) and partly by [1, Secs. 4 and 5] . In the following by Per(R) we denote the set of all periodic functions x ∈ K. If x ∈ K is h-periodic for some h > 0 we write x ∈ Per(0, h) (if, in addition, there holds x(0) = x(h) = 0, we write x ∈ Per 0 (0, h)). Definition 6.1. We say that K is uniformly approximable if for every ε > 0 there exists h = h(ε) > 0 such that for every point x ∈ K we can findx ∈ Per(0, h) which satisfies 
