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Abstract
In many areas of science, models are used to describe attributes of complex systems. These models are
generally themselves highly complex functions of their inputs, and can be computationally expensive to
evaluate. Often, these models have parameters which must be estimated using data from the real system.
In this paper, we address the problem of using prior information supplied by the model, in conjunction
with prior beliefs about its parameters, to design the collection of data such that it is optimal for decisions
which must be made using posterior beliefs about the model parameters. Optimal design calculations do
not generally have a closed form solution, so we propose a Bayes linear analysis to find an approximately
optimal design. We motivate the approach by considering optimal specification of measurement locations
for remote sensing of airborne species.
Keywords: Optimal experimental design, Bayes linear analysis, Emulation, Inverse problem,
Calibration problem, Probabilistic numerics
1. Introduction and outline
In most quantitative fields of research, models are used to study systems; these models are as diverse in
complexity as they are in purpose. For example, in the social sciences, simple linear regression models are
a popular tool for exploring relationships between explanatory variables (for example, individual income,
or a measure of national development) and response variables (for example, age at death, or national
life expectancy). Alternatively, in climate science, complex systems of coupled differential equations with
many input parameters are numerically solved to provide a representation of the real climate; see, for
example, Williamson and Goldstein [27].
Despite this diversity, modelers often share a common goal, namely, to use their model, combined with
prior beliefs about inputs and data from the system, to infer certain, unobserved inputs to the real system.
Where these unobserved inputs are of direct interest, in which case, we refer to an inverse problem (see,
for example, Stuart [24]). Where interest lies in obtaining good information about unobserved inputs
only as a means to improve the model’s predictions for the real system, we refer to a calibration problem
(see, for example, Kennedy and O’Hagan [13]). In both cases, we refer to the unobserved parameters to
be estimated from the data as model parameters
When collecting data from the system, it will typically be possible to control the values of some input pa-
rameters when making observations; for example, the climate modeler may choose spatial locations within
the Earth’s atmosphere at which he makes observations of the real climate. Such inputs are referred to
as design parameters. In this situation, it is natural to consider the problem of optimal experimental
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design; given the model, and prior beliefs about its parameters, how should design parameters be set
when collecting data, so as to provide the best information about the parameters to be inferred?
The situation is often complicated, however, by inputs to the model (and, therefore, to the data collection
process) which may not be controlled, and are themselves not of direct interest, but which are measured
when an observation is taken and will affect the inference problem. These inputs will not be known at the
point at which design parameters are selected, but modelers will generally have prior beliefs about their
possible values. These inputs are referred to as external variables. To use the climate example again,
while the modeler may be able to select spatial locations for his observations, he will not have control over
the state of the atmosphere (eg: pressure or temperature) at these measurement locations, but he will
have beliefs about likely values of these quantities based on weather forecasts for the area. In the presence
of such unknown inputs, choice of design inputs must take into account all possible external inputs.
Optimal experimental design has been considered by many different authors; Raiffa and Schlaifer [18],
Lindley [14] and DeGroot [6] all give comprehensive introductions to the Bayesian treatment of decision
theory and optimal experimental design, while Chaloner and Verdinelli [3] give a review, presenting a
number of popular criteria used to find optimal designs. Experimental design calculations can be com-
putationally demanding, and so many authors have also considered ways of approximating them; Huan
and Marzouk [11] evaluate complex models using polynomial chaos expansions to improve computational
efficiency of the design calculations, and Muller [15] gives an overview of simulation methods for optimal
design problems. The present article makes two contributions; first, it considers design problems where
inference is affected by external variables which cannot be controlled and are unknown at the point when
a design is selected, and second, it introduces a novel approximation framework, using Bayes linear emu-
lators, to overcome computational difficulties presented by the optimal design calculations.
The remainder of this article is structured as follows; in section 2, we illustrate some elements of an
optimal design problem using an example in which properties of sources of airborne species (eg: gases
and small particulate matter) must be estimated from remotely-observed concentrations. In section 3, we
introduce a notation for general Bayesian optimal experimental design problems, and outline the steps
necessary to select an optimal setting of the design parameters; simultaneously, we consider the computa-
tional expense of the calculations which must be performed and motivate the need for an approximating
framework. As an illustration, we perform optimal design calculations for a linear model.
In section 4 we propose a general analysis, using Bayes linear emulation, as a suitable approximating pro-
cedure. In section 5, we return to the linear model and source estimation problems and present numerical
results generated using our framework. Finally, in section 6, we discuss our results, and consider further
areas of research suggested by our work.
2. Motivating example
We consider a motivating example in which optimal design for data collection is of importance. Hirst
et al. [10] describe a problem in which methane concentration data obtained from an aircraft-mounted
sensor is available for a known set of locations and times; the authors wish to use this data to infer the
properties (spatial location, emission rate and half-width) of a set of gas sources at ground level, about
which they have prior beliefs. This is a typical Bayesian inverse problem; in order to infer these source
properties, a model must be chosen to describe the transport of methane from sources (with particular
properties) to sensors at particular locations and times, as well as the natural background concentration
of methane at the same points. There are many different possible model choices, of varying complexity;
for an introduction to the field of atmospheric dispersion modelling, see Stockie [23]. It is clear, though,
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Figure 1: Showing the log-concentrations for sensors at a height of 1 metre generated by a Gaussian plume for a particular
wind field. The black dots show the locations of two circular methane sources of radius 1m; the source labelled A is emitting
at a rate of 100 kg/hr, and the one labelled B at a rate of 20 kg/hr. The magenta dots labelled C and D correspond to
possible sensor locations.
that under any sensible model, the rate at which gas will be transported in a particular direction will be
heavily dependent on the atmospheric conditions, and in particular, on the direction and magnitude of
the wind, which we denote collectively by w = {wθ, wm}.
We consider the optimal design problem presented by such a source estimation problem; for simplicity and
clarity of discussion, suppose we have access to a single point sensor which may be fixed anywhere within
a certain region and, once placed, will make a number of concentration observations z = (z1, . . . , znz)
T
at particular times. The optimal design problem is to find a spatial location d = {dx, dy, dh} for the
sensor which maximises the value of the observations which it will make; therefore, d is the set of design
parameters. The ‘value of the observations’ depends on the decisions which will be made using posterior
beliefs, having collected the observations, and the consequences of these decisions; we postpone detailed
consideration of this idea until section 3, in favour of making some general comments about the different
types of parameters in this problem and their roles in the optimal design problem.
Consider the situation in which the region of interest is a cube in three dimensional space, whose vertical
sides face North, East, South and West. We seek to infer source parameters q = (qx, qy, qs) (spatial location
and emission rate for a single source) at ground level within this cube, constraining our sensor to lie
somewhere within it. We follow Hirst et al. in using a Gaussian plume model for gas transport; the plume
is illustrated for particular source locations (labelled A and B) in figure 1, with some candidate sensor
locations also marked (labelled C and D). It is clear from these plots that concentration measurements at
a sensor resulting from a particular source depend heavily on wind conditions. For example, in figure 1(a),
when the wind is blowing from the North-East, the sensor at C measures a large increase in concentration,
the majority of which comes from source A, with a small additional contribution from source B; however,
the sensor at D receives no contribution from either source. When the wind blows from the South-West,
as in figure 1(b), D receives a large contribution, whereas C sees nothing. In figure 1(c), a wind blowing
from the South-East causes no elevated concentrations at either sensor.
Design implications are obvious; consider the situation in which, a priori, we believe the source equally
likely to be in any location. Before data collection, if our prior beliefs about the wind indicate that it
will blow only from somewhere in the North-Eastern corner, then C is a much better design choice than
D, as a sensor in location C will pick up concentration measurements from sources in a greater range of
locations. The opposite is true if our prior beliefs indicate the wind will blow from the South-Western
corner, in which case D is a better design choice.
Unfortunately, we will not have wind information until we observe it; however, we can specify our prior
beliefs about likely wind speeds and directions. The best that we can do is to construct a design optimal
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for our prior beliefs about the wind; this is the problem which we will outline, in its most general form,
in section 3.
3. Bayesian optimal design
The example presented in section 2 is a particular case of a much more general problem in optimal
experimental design. Models allow experimenters to specify beliefs about relationships between a set of
input parameters and a set of response parameters. Generally, the objective is to use a specified model
and set of prior beliefs to infer likely values of some of the inputs; whether these parameters are of interest
themselves, or are simply to be used to generate future predictions from the model, the inference problem
to be solved is the same, and so we make no further distinction between these two situations.
Once observations of the real system have been made, we wish to make decisions relating to the system
using our updated beliefs about its behaviour. These decisions are referred to as terminal decisions [18],
and will have consequences which may be specified through an appropriate choice of loss function (neg-
ative utility function); in any situation we choose the decision with minimum risk (expected loss) under
our posterior beliefs; see, for example, Smith [22].
Considering the inference problem and the subsequent decision problem together, it is natural to design
the collection of data to minimise the expected loss from the terminal decision. This is a problem in
Bayesian optimal experimental design. First, we set out a notation for the general problem, present the
relevant results, and consider the difficulties in performing the necessary calculations.
3.1. General model form and inference
We denote:
• the collection of model parameters to be inferred by q = {q1, . . . , qnq}.
• the set of design parameters to be selected to collect data by d = {d1, . . . , dnd}.
• the set of external (or environmental) variables affecting the inference by w = {w1, . . . , wnw}.
• the observations to be made on the real system by z = (z1, . . . , znz)T.
Additionally, in line with the considerations in section 2, we make the following assumptions:
• external variables will become known (with no error) by the point at which the terminal decision is
made. Before this point, we specify prior beliefs about their values through a conditional probability
distribution p (w|d) , which may depend on settings of the design parameters
• design parameters are selected before data is collected and before values of the external parameters
become known.
The treatment of the external variables in the general problem corresponds to the treatment of the wind
speed and direction in the motivating gas sensing problem: this information is measured simultaneously
with the observation process, but up until this point, we may only specify our beliefs over likely wind
directions based on weather forecasts. The assumption that the external parameters will become known
exactly is quite a strong one, and perhaps inappropriate for many applications; however, it simplifies the
analysis and so is adopted for pragmatic reasons. We return to the possibility of relaxing this assumption
in the discussion.
We assume that we have a model for the real system under study, and we specify a general form for the
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relationship between our model for the system at a particular set of inputs, y (q, w, d) and the observations
of the system as
z = y (q, w, d) + δ (q, w, d)
where the values of y (.) and δ (.) are assumed to be independent for given values of q, w and d, and
δ (.) describes the mis-match between the model and the experimental data. We assume that our model
for the system value at a particular parameter setting is a joint Gaussian distribution with mean and
covariance matrices depending on the inputs
y (q, w, d) ∼ N (m (q, w, d) , C (q, w, d) ) (1)
The specification (1) is sufficiently general to describe a wide class of typical model specifications. Perhaps
the simplest which it encapsulates is the linear regression model, where m (.) is linear in the model
parameters q and has predictors which depend on the design and external parameters; in this case, for
certain prior assumptions on q, this posterior is a Gaussian, significantly simplifying any calculations we
wish to do. However, it could also describe a situation in which the full model is deterministic, highly
nonlinear and computationally expensive to evaluate, motivating use of a Gaussian process surrogate
(see, for example, the oil reservoir example of Craig et al. [4] or the climate example of Williamson and
Goldstein [27]); in this case, m (.) and C (.) are generated from the Gaussian process posterior. If the
model is deterministic, and can be evaluated with low computational expense, then we specify C (.) = 0
and use deterministic model predictions directly.
The model mis-match, δ (.) is assumed to have the form
δ (q, w, d) = Hb+ r (q, w, d)
where H = H (q, w, d) is a matrix of basis function values, b is a vector of unknown parameters. Prior
beliefs about b are specified by p (b) , and r (.) is assumed to be a mean-zero Gaussian process with
covariance function k ((q, w, d), (q′, w′, d′)) . The model mis-match term is used to capture both structured
disagreement (for example, systematic errors due to processes which are not modelled) and unstructured
disagreement (for example, measurement error) between predictions and observations. In general, the
covariance function k (., .) will depend on a set of parameters (for example, smoothness parameters and
marginal variance parameters); for a fully Bayesian treatment, we should specify prior beliefs about these
before marginalising them out of the posterior. In practice, this is a computationally difficult calculation,
so to simplify the problem, we assume that likely point values can be specified for these parameters, and
perform all subsequent analyses conditional on these values.
Specifying prior beliefs about the model parameters through a prior distribution p (q) , the form of the
posterior distribution can be written as [13]
p (q, b|z, w, d) ∝ p (z|b, q, w, d) p (q) p (b)
∝ p (q) p (b) |C (q, w, d) +K (q, w, d) |−1/2
exp
[
− 1
2
(z −m (q, w, d) −Hb)T (C (q, w, d) +K (q, w, d) )−1(z −m (q, w, d) −Hb)
]
where K (q, w, d) is a matrix of covariance function values for the model mis-match. If, additionally, a
Gaussian prior b ∼ N (µb,Σb) is assumed, integration over model parameter leaves a posterior for q
p (q|z, w, d) ∝ p (q) |C (q, w, d) +K (q, w, d) |−1/2|W (q, w, d) |1/2
exp
[
− 1
2
(z −m (q, w, d) −Hbˆ (q, w, d) )T (C (q, w, d) +K (q, w, d) )−1(z −m (q, w, d) −Hbˆ (q, w, d) )
− 1
2
(bˆ (q, w, d) − µb)TΣb−1(bˆ (q, w, d) − µb)
]
(2)
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where
W (q, w, d) =
[
HT (C (q, w, d) +K (q, w, d) )−1H + Σb−1
]−1
bˆ (q, w, d) = W (q, w, d)
[
HT (C (q, w, d) +K (q, w, d) )−1(z −m (q, w, d) ) + Σb−1µb
]
3.2. Making an optimal decision
We now consider the problem of choosing an optimal decision based on posterior beliefs about model
parameters. In order to do so, we introduce additional notation. We denote
• the set of selected terminal decisions by a = (a1, . . . , ana)T, and specify that a ∈ A for some space
of possible decisions
• by L (a, q) the loss function which describes the consequences of selecting decisions a and then
realising model parameter values q.
Then, our risk from taking measurements z at design parameter settings d, under external conditions w,
and then making terminal decisions a is defined as the expectation of the loss under the posterior for the
model parameters generated under these conditions [6]
ρ [a, z, w, d] =
∫
L (a, q) p (q|z, w, d) dq (3)
Our objective is to take the decision with minimum risk, based on current beliefs about q; we define the
risk from an optimal terminal decision under these conditions as the minimum risk over possible a ∈ A
ρ [z, w, d] = min
a∈A
ρ [a, z, w, d] (4)
Using the expression (2) for the model parameter posterior, we see that, in general, no analytic solu-
tion exists for the integral in (3) (though for some particular model forms and loss function choices,
closed-form solutions exist; see, for example, Chaloner and Verdinelli [3]). We resort to numerical in-
tegration techniques, such as MCMC Robert and Casella [20] or Bayesian quadrature [16], to evaluate
(3), introducing a potentially large computational expense, particularly for models with large numbers of
parameters to be inferred. For general loss functions, the minimisation in (4) can also be a challenging
numerical optimisation problem, particularly for continuous, high dimensional a (Chaloner and Verdinelli
[3] give some special examples where this optimisation step is implicit or where the minimum can be
found analytically).
3.3. Choosing an optimal design
We seek a design which minimises the risk from an optimal terminal decision over all possible external
conditions and observed data sets. We must therefore find the expected behaviour of the risk (4) over our
distributions for w and z
ρ [d] =
∫∫∫
ρ [z, w, d] p (z|q, w, d) p (q) p (w|d) dqdzdw (5)
The optimal design is that which minimises this risk
d∗ = arg min
d
ρ [d] (6)
For general problems, none of the expectations in (5) can be computed analytically; to perform the
optimal design calculation numerically, we would need to evaluate the integral (3) over model parameters
and the optimisation (4) over decisions for each evaluation of the risk ρ [z, w, d] needed to perform the
(potentially high-dimensional) integrals in (5). We conclude that the numerical solution of the optimal
design problem is not possible in general.
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Figure 2: Plot of the risk (7) for the linear model in section 3 using design matrix (8), from a single observation z at design
setting d. Colours correspond to different values of the environmental parameter w, spaced uniformly in the interval [0.5, 4].
3.4. Example: linear model
We now illustrate the optimal experimental design process using a simple example: the Bayesian linear
model. In this instance, we wish to estimate q such that
z = y (q, w, d) + δ (q, w, d) = X (w, d) q + δ
We assume that δ ∼ N (0, σ2I) (noise is independent for each observation, with constant variance), and
also assign a Gaussian prior distribution q ∼ N (mt, Vt) . Because of the linearity of the mean in the model
parameters and the Gaussian prior and likelihood, the posterior (2) will also be a Gaussian distribution
[2]
p (q|z, w, d) = N
(
mˆt (z, w, d) , Vˆt (w, d)
)
with parameters
Vˆt (w, d) =
[
V −1t +
1
σ2
X (w, d)TX (w, d)
]−1
mˆt (z, w, d) = Vˆt (w, d)
[
V −1t mt +
1
σ2
X (w, d)Tz
]
We choose a quadratic loss function, L (a, q) = ‖a − q‖2, to describe the cost of failing to estimate the
correct value. It is well known that the choice of estimator which solves the optimisation problem (4) in
this case is a = mˆt (z, w, d) , and that with this choice, we may obtain a closed-form expression for (4) as
the trace of the posterior variance
ρ [z, w, d] = ρ [w, d] = tr
[
Vˆt (w, d)
]
(7)
Note that, in this particular case, the posterior variance, and therefore the risk from an optimal terminal
decision, do not depend on the value of the measurements z.
Consider a simple example, in which there is only one model parameter to be estimated, and we make
only one observation; we choose a design matrix with only one component:
X (w, d) = w exp (d) (8)
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Our measurement error is assumed to have variance σ2 = 4 and the prior parameters for q are set to
mt = 0, Vt = 10. Figure 2 shows plots of the risk (7) as a function of d for a range of different values of
w. Considering the form of (7), we expect that, whatever our beliefs about w and q, the optimal design
would be to choose the greatest possible value for d, since this maximises the magnitude of the linear
predictor, thus maximising the amount of information available about the model parameter; inspection
of figure 2 demonstrates that our intuition is correct.
In order to find the optimal setting of the parameters d, we must now compute the expectation of this
expression over the external parameters w (as in (5)), before minimising over d (as in (6)). This is the
point at which analytic expressions for the solution cease to be available, and at which we must resort to
approximations. We will return to this example in section 5; the availability of an analytic expression for
the risk from an optimal terminal decision, (7), makes it simple to evaluate the results of the approximation
methods we will develop in section 4 by comparison with risk values obtained by ‘brute force’ numerical
integration.
4. Bayesian analysis of the optimal design calculations
A Bayes linear emulation framework is proposed to approximate the optimal design calculation; this
preserves the structure of the design problem and makes some simplifying assumptions which make the
calculation easier to handle, while leaving scope for further problem-specific simplifying assumptions that
may be appropriate.
4.1. Bayes linear analysis
In a Bayes linear analysis, we describe our prior beliefs about a set of quantities through a full second-
order specification (expectations, variances and covariances). On learning the values of some quantities,
we adjust beliefs about the remainder by linear fitting [8]. Consider two collections of quantities, B and
D, and suppose that we specify E [B] , E [D] , Var [B] , Var [D] and Cov [B,D] : then, if we learn the
values of collection D, our adjusted expectation and variance for B can be obtained as
ED [B] = E [B] + Cov [B,D] Var [D]
−1 (D − E [D] )
VarD [B] = Var [B] − Cov [B,D] Var [D]−1Cov [D,B]
Bayes linear analysis for functional data (referred to as Bayes linear emulation) has been performed by a
number of authors (for example, Goldstein and Rougier [7] and Cumming and Goldstein [5]); we choose
a Bayes linear specification, rather than a fully probabilistic one, for two reasons:
• when emulating a risk function, it is unclear what (if any) distributional assumption may be appro-
priate for the function output at a particular input setting. A Bayes linear analysis avoids making
a possibly inappropriate distributional assumption.
• to find a space of candidate optimal designs, we later use the emulator to rule out design inputs
which are unlikely to produce a minimum of the risk. Under a fully Bayesian specification, such
an analysis would introduce a series of highly complicated, non-linear constraints, which would be
hard to deal with even through sampling methods; however, a Bayes linear specification allows us to
handle these constraints easily. Bayes linear emulators have previously been successfully applied to
the closely related problem of history matching in a wide variety of fields; see, for example, Vernon
et al. [25].
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4.2. Emulating the risk
We fit an emulator to the risk from an optimal terminal decision, (4), of the following form
ρq [z, w, d] = f (q, w, d) + ξz
Here, ρq [z, w, d] denotes the conditional risk obtained by evaluating (4) using data z generated from
p (z|q, w, d) at a known value of model parameters q. Approximation of the risk by the sum of an emula-
tor f (q, w, d) and a zero-mean, uncorrelated process ξz assumes that any variability in the risk caused by
variation in z for a given value of q is small in comparison to other sources of variation. When collecting
risk data to update the emulator, multiple evaluations should be obtained at some fixed values of q, w
and d to assess the size of this variability, and to test whether this is a reasonable assumption.
Where this is a reasonable assumption, it is a useful one, as it reduces the complexity of the integrals in
(5); typically, we want to collect a large number of observations at a particular design setting to infer a
relatively low-dimensional q. If we can assume that z only causes small variation in the risk for given q,
we may emulate the risk as a function of q and eliminate the high-dimensional integral over data in (5),
leaving only lower-dimensional integrals over w and q.
It may further be helpful to reduce the dimensionality of the set of external variables w used as inputs to
the emulator f (.) in a similar way, by using only a subset of all external variables as inputs and absorbing
any variation caused by the rest into an additional residual term. The effect of any such simplification
must be also checked to ensure that the majority of variation in the risk is still captured by the emulator.
We further assume that f (.) is composed of a mean process, with basis functions g () = (g1 (.) , . . . , gM (.) )
T
and parameters β. = (β1, . . . , βM )
T which we estimate, and a weakly stationary residual process u (.) , so
that
ρq [z, w, d] = g (q, w, d)
Tβ + u (q, w, d) + ξz
We complete our prior by specifying E [β] and Var [β] , and by specifying an appropriate positive definite
covariance function for u (.) , so that
Cov
[
u (q, w, d) , u
(
q′, w′, d′
) ]
= c
(
(q, w, d), (q′, w′, d′)
)
We now adjust beliefs using data obtained by evaluating the risk (4) using data sets z generated from
p (z|q, w, d) at some known design of N input points in (q, w, d). We denote the chosen set of design
inputs by {q(j), z(j), w(j), d(j)}, and denote the value of the risk obtained at this input by
Fj = ρ
[
z(j), w(j), d(j)
]
Risk values are obtained by evaluating (4) using an appropriate numerical integration technique. We do
not consider the selection of a set of appropriate design points here, except to say that points should be
selected to give good coverage of the input space; see Santner et al. [21] for a discussion of some common
design choices.
Having obtained the risk values F = (F1, . . . , FN ), we select appropriate forms for the basis and covariance
functions, select any necessary covariance function parameters by cross-validation and compute posterior
beliefs as updated means and covariances EF [f (q, w, d) ] and CovF [f (q, w, d) , f (q
′, w′, d′) ] ; details of
this update are deferred to appendix Appendix A.
In much of the previous work in this area, attention focusses on generating optimal designs for data
collection to fit emulators for complex computer models (see, for example, Bates et al. [1]); in this work,
we instead perform an additional layer of modeling by fitting an emulator to data from the risk calcula-
tion. This approach is advantageous in that it allows approximation of optimal design calculations for a
much broader class of models, and in that it allows us to reduce the complexity of some of the necessary
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calculations by making simplifying assumptions for our risk emulators. Emulation of decision calculations
has been reported by Williamson and Goldstein [27], who examine a sequential policy-making problem in
climate science; here, we examine the related, but non-sequential, problem of optimal design, integrating
the risk emulator directly to handle environmental parameters which we may not control, and to handle
the variability in the experimental data. Future work will involve extension to sequential problems: see
section 6 for details.
4.3. Approximation of expected risk
Once a suitable emulator for the risk from an optimal terminal decision has been constructed, we use
this as a surrogate for the true risk function and approximate the expected risk (5) by computing the
expectation of the emulator. This strategy was referred to as Bayesian quadrature by O’Hagan [16], and
as Bayesian Monte Carlo by Rasmussen and Ghahramani [19].
We must only compute the expectation of our emulator over model parameters and environmental pa-
rameters, since it no longer depends on the observed data values
f (d) =
∫∫
f (q, w, d) p (q) p (w|d) dqdw
By integrating the adjusted mean and covariance functions appropriately, we obtain adjusted mean and
covariance functions EF [f (d) ] and CovF [f (d) , f (d
′) ] for the integrated quantity; details of the calcula-
tion are presented in appendix Appendix A. Care must be taken when constructing the original emulator
to ensure that relevant components of the adjusted mean and covariance can be integrated easily, without
the need for computationally expensive numerical integration; in practice this is usually achieved using a
squared exponential covariance function which is separable in its arguments and a set of polynomial or
Fourier basis functions; for a detailed discussion, see Williamson [26].
4.4. Identifying potentially optimal designs
Having approximated the expected risk from a particular design, we use this to approximately solve
the optimisation problem (6). Finding the global minimum of a complex function is challenging, and has
itself generated an extensive literature; emulation has previously been used to find approximate solutions.
Hennig and Schuler [9] demonstrate the difficulty of the problem by writing the probability distribution
for the minimising argument of a Gaussian process, comprising an integral over an infinite product, before
proposing an algorithm to generate approximate solutions, and Jones et al. [12] use standard optimisation
techniques to minimise Gaussian process surrogates for expensive functions and propose some criteria for
identifying when a minimum has been found.
We propose an alternative strategy of sequentially eliminating parts of the design input space unlikely
to produce a minimum of the risk. This allows us to report a space of ‘non-implausible’ design inputs
which, after this analysis, have still not been ruled out as unlikely to be minima. This form of analysis
is similar to history matching (Vernon et al. [25], Craig et al. [4]), where emulators for computer models
of complex physical systems are compared to observations of the real system in order to rule out parts of
the input space which could not have produced acceptable matches to the data.
We first minimise the mean function of our emulator using standard numerical optimisation techniques, to
obtain an estimate dˆ for the location of the minimum of the risk. We then obtain a more careful estimate
of the risk by re-emulating (or sampling) the risk with d = dˆ fixed for all inputs, and then computing
the expectation of this emulator as described in the previous section (or computing the sample mean and
variance), to obtain an estimate fˆ, with variance Vˆ. These more accurate risk estimates are used to define
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an implausibility measure against which we screen design input settings.
Our choice of implausibility measure is given by equation (9); for each candidate set of design parameters
d, we compare the predicted risk from the emulator at d with the more accurate evaluation of the risk at
the minimum, fˆ in terms of mean and standard deviation predictions. If sets of three-standard deviation
error bars at the minimum and the candidate point do not overlap, and the candidate has a greater mean
risk than the existing minimum estimate, then the candidate is ruled out, since it is unlikely to generate
a minimum of the risk.
As in history matching, we rule out parts of the design parameter space in waves. If the ‘non-implausible’
space defined by the first implausibility measure is not judged to be small enough, or is not judged to have
small enough risk, then we perform another wave of space reduction: we re-emulate the risk within the
non-implausible space defined by the first implausibility measure, using newly generated data and prior
beliefs derived from the emulator fit at the previous wave, calculate its expectation, minimise, emulate
the risk at the minimum more carefully, and then compare input points with the implausibility measures
defined at both stages to find a further reduced non-implausible space. Further waves may be performed
in the same way, until no further reduction in the size of the space is observed, or until we are satisfied
that the space has been reduced sufficiently.
We iterate as follows for waves j = 1, . . . :
• make a second-order prior specification, obtain data Fj and adjust beliefs as described in section
4.2 and appendix Appendix A.
• calculate the expectation of the emulator over all relevant inputs, as described in section 4.3 and
appendix Appendix A.
• find design input dˆj minimising EFj [f (d) ] using numerical optimisation techniques.
• re-emulate or sample the risk from an optimal terminal decision at dˆj , to obtain a more careful
estimate fˆj , with variance Vˆj .
• define the implausibility measure at wave j by
Ij (d) =
fˆj − EFj [f (d) ]
Vˆ
1/2
j + VarFj
[
f
(
dˆ
) ]
1/2
(9)
• define the remaining non-implausible space after wave j to be those d for which Ik (d) ≤ 3 for
k = 1, . . . , j.
Elimination of points with implausibility measure greater than 3 is motivated by the work of Pukelsheim
[17], who proved that for any random variable with unimodal density function, 95% of the probability
mass is concentrated within 3 standard deviations of the mean. Therefore, if the standardised distance
(9) exceeds 3, we can be confident that this input d is unlikely to have produced a minimum of the risk.
5. Numerical Results
5.1. Linear Model
We now return to the linear model example of section 3 and apply the approximation framework
developed in section 4 to generate approximately optimal designs. Earlier, we saw that, in the case of the
linear model, a closed-form expression, (7), was available for the risk from an optimal terminal decision
11
which did not depend on the values of the observations. This motivates the following, simplified form for
the Bayes linear emulator for the risk
ρ [z, w, d] = ρ [w, d] = f (w, d)
We specify that the design and external parameters are restricted to lie in the ranges d ∈ [−4, 4] and
w ∈ [0.5, 4], and assume that the external parameter is independent of the design input, with p (w) =
U ([0.5, 4]) .
We now proceed as described in section 4, generating data from (7) using a Latin hypercube design of
100 points in d and w, using this to update beliefs, and calculating the expectation of the emulator over
the distribution of w, p (w) . The chosen emulator consists only of a residual process with a squared
exponential covariance function, with marginal variance and correlation lengths determined by cross
validation; the fitted emulator was also tested against an additional validation data set, the members of
which were within 3 standard deviations of the fitted mean. We then optimise the mean function of the
emulator and sample a set of design input values which lie in the non-implausible space defined by the
emulator and its minimum. These two steps constitute one wave of space reduction, and are depicted in
figures 3(a) and 3(b).
Having considered the expected risk for the non-implausible space remaining after the first wave, we
decide that further improvement in the risk is desirable, and so perform another wave of space reduction;
we fit a second emulator to the remaining non-implausible space (shown in figure 3(c)), and calculate its
expectation over p (w) . Optimising this emulator, and sampling points not ruled out by the implausibility
measure from either emulator, we obtain the 100 samples of d shown in figure 3(d). On consideration of
the possible risks for these designs, we decide that we have reduced the risk enough, and that no further
waves are necessary; the design space was reduced by about 75% overall. An emulator fitted to the
remaining non-implausible space is shown in figure 4; optimising this emulator indicates that we should
take the single available sample at d = 4, agreeing with the intuition developed in section 3.
5.2. Gas sensing problem
We return to the gas sensing problem introduced in section 2, describing the forward model used therein
in more detail, and using the methods introduced in section 4 to find spaces of candidate designs. Suppose
we seek to select a three dimensional location for a single point-sensor within a particular space, to be used
to collect a set of nz observations with which to infer the location of a single gas source; we therefore write
our design parameters as d = {dx, dy, dh}, lying in a box B = {d : dx ∈ [0,Lx], dy ∈ [0,Ly], dz,∈ [0,Lh]}.
We assume that the wind direction for each observation varies randomly around a prevailing direction,
itself a random variable with specified prior distribution. We parametrize the model in terms of this single
prevailing direction (we assume that the wind is the same everywhere in the box and fix the wind speed
to be the same for all observations). The model parameters q are the two-dimensional location (qx, qy)
and emission rate qs of a single source; q = {qx, qy, qs}.
We first consider an example in which we must choose a single point sensor location under a narrow
range of different possible wind directions, to show that our method can generate results consistent with
the intuition developed in section 2; we then present an example in which three point sensors must be
chosen to collect data under a wide range of wind directions, to demonstrate good performance in higher
dimensional problems.
5.3. One-sensor example
Forward model. We follow Hirst et al. [10] in using the following forward model
z = A (d,w, q) qs + b + z
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(a) (b)
(c) (d)
Figure 3: Plots of the design space reduction process for the linear model example discussed in 5; red (mean) and cyan (2
std. dev. error bars) indicate predictions from the Bayes linear emulator, whereas blue indicates results obtained by ‘brute
force’ numerical integration of the risk (7) over w. Figure 3(a) shows the emulator at wave 1, fitted to samples drawn from
risks such as those in figure 2 and integrated over w; 3(b) shows a set of d values sampled from the non-implausible space
defined by this emulator; figure 3(c) then shows the wave 2 emulator fitted to this non-implausible space using data sampled
at the design points in 3(b); figure 3(d) shows the risk at a set of values of d sampled from the non-implausible space defined
by both the wave 1 and wave 2 emulators (3(a) and 3(c)). Note that the size of the remaining design space and the upper
bound for the minimum risk both decrease as we perform each wave.
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Figure 4: Emulator fitted to the non implausible space remaining after the second wave of history matching, using data
generated at design parameter values sampled in 3(d). Optimising this emulator leads to the conclusion that we should take
the single available sample at d = 4, which agrees with intuition developed in section 3 about the location of the optimal
design input setting for this problem.
where A (d,w, q) is a vector of coupling constants calculated under the plume model depicted in figure
1, and b is a vector of background concentration levels, to which we assign a prior multivariate Gaussian
distribution. The model used by Hirst et al. contains other atmospheric parameters, such as wind speeds
and plume opening angles; for simplicity, we fix these to a set of likely values. As the background levels
are not of direct interest to us, we treat them as the set of model mis-match parameters in equation (2)
and integrate them out of the posterior. The errors z are assumed to be independent zero-mean Gaussian
variables, with standard deviation σz = 1.
We assume a truncated-Gaussian prior (T N (µ, σ, a, b) : mean µ, standard deviation σ, lower truncation a
and upper truncation b) for each model parameter, with the source lying anywhere at ground level within
the box (qx ∼ T N (µx, σx, 0,Lx) and qy ∼ T N (µy, σy, 0,Ly) independently), and source strengths
qs ∼ T N (µs, σs, 0,Ls) . Wind directions are assumed to be independently uniformly distributed around
the North-Eastern quadrant for each observation (ie: wi ∼ U ([0, pi/2]) , adopting mathematical convention
for directional specification). Interest lies in obtaining accurate estimates of the parameters, and so the
loss function used is the weighted quadratic
L (a, q) = αx(qx − ax)2 + αy(qy − ay)2 + αs(qs − as)2
where the α. terms regulate the relative importance of obtaining accurate estimates of location compo-
nents and emission rate. For the remainder of this example, we set αx = αy = 1 and αs = 0.1, so we are
more sensitive to the quality of the estimate for spatial source location than its emission rate.
Emulation. We design for a problem in which nz = 100 observations are to be made, and in which
Lx = 100m, Ly = 100m, Lh = 3m and Ls = 0.05m3/s. First, a 1000-point Latin hypercube in {q, d} was
generated, a random prevailing wind and corresponding set of wind directions was sampled for each, and
a random set of observations was sampled from p (z|q, w, d) . ρq [z, w, d] was then approximated for each
of these design points using a Metropolis-Hastings sampler, and the following emulator was fitted to the
samples
ρq [z, w, d] = f (q, w, d) + ξw′ + ξz
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The parameter ξw′ is an additional zero-mean, uncorrelated process introduced to capture additional vari-
ability in ρq [.] caused by variation in wind direction for each observation around the prevailing direction
w. This assumes that any variation in the risk induced by variation in the wind around its prevailing
direction has zero mean and relatively small variance; this assumption was checked by sampling the risk
at multiple different realisations of the full wind field and found to be reasonable. We do not attempt to
distinguish between in ξz and ξw , choosing to specify a level of variability which captures both sources of
variability.
Emulators fitted to the risk data were chosen to have a zero mean function and squared exponential
covariance functions; correlation lengths and marginal variances were selected based on discrepancy mea-
sures calculated through cross-validation. The emulator is fitted with 20 points excluded from the data,
and then is used to predict the left out-points; the standardised distances from the mean function to
the points is computed, and the covariance function parameters are adjusted manually to ensure that
all points are within 3 standard deviations of the mean. Emulators are then additionally tested through
prediction of a validation set of 50 new points. Details of the mean and covariance functions used are
given in appendix Appendix B, and details of the parameters chosen and descriptions of the quality of
the emulator fit are provided below for each wave. Figure 5 shows the emulator fits, and the sequential
reduction of the space of designs.
Wave 1. The mean of the first-wave emulator for a fixed sensor location is shown in figure 5(a), with pre-
vailing wind blowing from the North-East. For the covariance function, the marginal variance was chosen
to be θ = 2002, and correlation lengths were fixed at rx = ry = 110, rh = 1.2, rw = 0.1 and rs = 0.01; the
set of validation points were all within 3 standard deviations of the emulator mean, so this emulator was
deemed a good fit. The expectation of this emulator over q and w was then computed; the mean function
of the integrated emulator is shown in figure 5(b). The minimising argument dˆ1 = (6.06, 0, 0.80) of the
mean function was found using numerical optimisation; the resulting mean function is plotted in figure
5(b). The risk was then sampled for multiple values of q and w, with d = dˆ1 fixed, to give a more careful
estimate of the minimum of the risk, fˆ1 = 4.77. This was then used to define an implausibility measure,
which was used to rule out space as shown in figure 5(c).
Wave 2. An emulator was then fitted to a design of points generated to lie within the remaining non-
implausible space; its mean function is shown in figure 5(d). This time, the covariance function was chosen
to have parameters θ = 1002, rx = ry = 100, rh = 1, rw = 0.1 and rs = 0.01; all of the validation points
were within 3 standard deviations of the mean. After computing its expectation (the mean function of
which is shown in figure 5(e)), minimising (to obtain dˆ2 = (0, 0, 0.82)) and sampling the minimum risk
value more carefully (to obtain fˆ2 = 3.88), the remaining non-implausible space was as shown in figure
5(f). No further waves were performed, since the space has already been significantly reduced, and little
reduction in the size of the space was achieved from wave 1 to wave 2; we therefore place the sensor at
dˆ2. Note that this result agrees with the intuition developed in section 2; that, for winds likely to come
from a direction somewhere in the North-Eastern quadrant, most information is obtained with a sensor
in the South-Western corner.
5.4. Three-sensor example
We now design for a problem in which we must optimally select locations for three point sensors; we
assume that each of the sensors will collect nz = 200 observations, and that each can be placed anywhere
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(a) EF1 [f (q, w, d) ] (b) EF1 [f (d) ] (c) I1 (d) < 3
(d) EF2 [f (q, w, d) ] (e) EF2 [f (q, w, d) ] (f) (I1 (d) < 3) & I2 (d) < 3
Figure 5: Waves of space reduction for gas source sensing example in section 5. 5(a) shows the mean of the original emulator,
fitted to 1000 samples of the risk from an optimal terminal decision, as a function of sensor location, with source fixed at the
magenta dot location (and qs = 0.02kg/m
3), with wind blowing from the North-East; figure 5(b) shows the expectation of
this mean function over source parameters and winds, with (x, y) location of the numerical minimum marked with a black
dot; 5(c) shows the non-implausible space defined by the integrated emulator (with yellow corresponding to parts of the
space not yet ruled out); figures 5(d)-5(f) show the same quantities for the emulator fitted at the second wave. All plots
generated with dh = 1m.
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inside the same 100 × 100 × 3 metre box. The forward model to be used remains exactly as in the one-
sensor example. We now assume, however, that the source location can be outside of the box constraining
the beams, specifying that qx ∈ [−50, 150], qy ∈ [−50, 150], and assume a smaller maximum emission rate,
with qs ∈ [0, 0.01]. We also reduce the precision of the sensors, specifying that σz = 10 for each.
Additionally, we modify the range of possible wind conditions for each observation, specifying that
wi ∼ U ([0, 2pi]) independently for each observation. The same quadratic loss is used, but the weightings
of the components of the loss function are set to αx = αy = 1 and αs = 10
8, so that in this example, our
risk depends as heavily on the posterior variance of the emission rate as it does on the location compo-
nents. All other parameters remain fixed as in the one-sensor case.
Emulation. The emulation procedure for the three-sensor problem was similar to that for the one-sensor
problem; a 500-point Latin hypercube design was chosen in the design variables and model parameters,
and data from the risk function was obtained through sampling the posterior using a Metropolis-Hastings
sampler. Note that in this instance, we do not emulate the risk as a function of the environmental
parameter, as the large variability in the wind direction, coupled with the large number of observations,
ensures that we will receive concentration information from all directions under every possible sensor
configuration, meaning that the wind direction causes only small variation in the risk.
The covariance function chosen for the one point example is extended to take account of the use of
multiple sensors; further detail is given in appendix Appendix B. Again, a zero mean function is used.
The emulator parameters were chosen by manual validation against 20 freshly-generated risk values, and
the performance against these diagnostics was good (none lying outside three-standard-deviation error
bars).
The results of the first wave of emulation are shown in figure 6. Figure 6(a) shows a sample from the
emulator fitted to the risk data, with the locations of the source and two of the sensors fixed. For a given
source location, the risk appears to be minimised when the sensor is close to the source, but separated
from the other sensors. Figure 6(b) shows the expected risk for the same fixed sensor locations, which is
again smallest when the third sensor is separate from the others. Figure 6(c) shows the non-implausible
space induced by this emulator, for the same fixed sensor locations; under these placements, for only a
small number of locations for the third sensor does the configuration lie in the non-implausible space.
Finally, figure 6(d) shows the non-implausible space as a function of one of the sensor locations, with
the other two sensors fixed at their numerically-obtained minima; with two of the sources fixed to their
optimal locations, the risk is sufficiently flat that all possible placements for the third sensor lie within
the non-implausible space. Qualitatively, good designs are obtained by separating the sensors as far as
possible within the box.
After numerical minimisation, and re-emulation of the risk value at the minimum, sampling using a 1000
point Latin hypercube indicates that the remaining non-implausible space is approximately 1.4% of the
size of the original space; the value of the risk at the minimum was 2472 and the standard deviation 40.2.
For the purposes of illustration, we cease emulation at this point, as we have substantially reduced the
space of possible designs; however, if it was deemed that there was too much uncertainty around the value
of the risk within the non-implausible space to make a decision, then re-emulation inside the remaining
space may produce further reductions.
6. Discussion
In this article, we demonstrate the need for an optimal design framework accounting for the effect of
parameters which cannot be controlled, but which become known when data is collected, and affect the
inference. Source estimation in remote sensing is used as a motivating example, in which wind largely
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(a) EF1 [f (q, w, d) ] (b) EF1 [f (q, w, d) ]
(c) I1 (d) < 3 (d) I1 (d) < 3
Figure 6: Multi-sensor example: figure 6(a) shows a sample from the emulator fitted to the risk data, with two of the sensors
located at the black dots ((20, 40, 1) and (40, 20, 2)) and the source located at the magenta dot ((120,−10), with emission
rate 0.01m3/s), for different placements of the third sensor; figure 6(b) shows the mean of the integrated emulator, when
two of the sensors are fixed in the same location (black dots), for different placements of the third sensor; figure 6(c) shows
the non-implausible space for different locations of the third sensor; figure 6(d) shows the non-implausible space for different
locations with the other two sensors fixed to their optimal locations
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determines the information available at a particular sensor location, but wind direction is not known until
after a design is selected and observations are made.
A general framework for such problems is proposed for models with Gaussian likelihoods and compu-
tational challenges are discussed. A Bayes linear emulation framework is proposed to identify space of
approximately optimal designs, greatly reducing the computer time needed to find spaces of good de-
signs, while preserving problem structure. The performance of the Bayes linear framework is evaluated
in application to a simple linear model and to a source estimation problem; the framework is effective in
reproducing intuitive results, and greatly reduces the size of the non-implausible design space in only a
small number of waves.
Two main areas for future research are identified. First, extension to incorporate sequential optimal de-
sign problems, in which we are free to select a new optimal design after a number of observations have
already been collected. Consider, for example, a similar source estimation problem in which, after an
initial batch of observations using a sensor at an a priori optimal location, updated beliefs indicate that a
small area of the space is most likely to contain a source; if we are now permitted to choose a new optimal
design, we may use this information in conjunction with beliefs about external conditions to choose a new
location, close to, but downwind of the high-probability location.
Secondly, extension to incorporate uncertainty in the external parameters. To illustrate, we might con-
sider source estimation where we only have access to uncertain information about the true wind direction,
again after a design has been chosen and measurements made. We still design according to our prior be-
liefs, but we must account for the additional uncertainty in the model parameter estimation and terminal
decision-making stages appropriately.
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Appendix A. Computational details
Appendix A.1. Adjusting beliefs
Having obtained risk data F as described in section 4, we adjust beliefs about the expected value of
the risk at a particular input using the standard Bayes linear update equation (Goldstein and Wooff [8],
Williamson and Goldstein [27])
EF [f (q, w, d) ] = E [f (q, w, d) ] + Cov [f (q, w, d) , F] Var [F]
−1 (F − E [F] )
= g (q, w, d)TE [β] +W (q, w, d)TVar [F]−1 (F − E [F] )
where
Var [F] = GVar [β]GT + V W (q, w, d) = GVar [β] g (q, w, d) + k (q, w, d)
G =
 g
(
q(1), w(1), d(1)
)
T
...
g
(
q(N), w(N), d(N)
)
T
 k (q, w, d) =
 c
(
(q, w, d), (q(1), w(1), d(1))
)
...
c
(
(q, w, d), (q(N), w(N), d(N))
)

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and V is the matrix of covariance function values at all pairs of design points. Similarly, we obtain the
adjusted covariance between function values at a new pair of input points as
CovF
[
f (q, w, d) , f
(
q′, w′, d′
) ]
= g (q, w, d)TVar [β] g (q, w, d) + c
(
(q, w, d), (q′, w′, d′)
)
−W (q, w, d)TVar [F]−1W (q, w, d)
Appendix A.2. Approximating the expected risk
Having fitted an emulator to the risk from an optimal terminal decision, we approximate the expecta-
tions required for equation (5) by computing the expectation of the emulator (O’Hagan [16], Rasmussen
and Ghahramani [19]). Since f (.) is our approximation to the risk, the integral that we wish to perform
is
f (d) =
∫∫
f (q, w, d) p (q) p (w|d) dqdw
Since this integral is a linear functional, we can compute our beliefs about the integrated quantity as
EF [f (d) ] = g (d)
TE [β] +W (d)TVar [F]−1 (F − E [F] )
CovF
[
f (d) , f
(
d′
) ]
= g (d)TVar [β] g
(
d′
)
+ c
(
d, d′
) −W (d)TVar [F]−1W (d′)
where we can obtain the required integrated quantities as
W (d) = GVar [β] g (d) + k (d)
g (d) =
∫∫
g (q, w, d) p (q) p (w|d) dqdw k (d) =
∫∫
k (q, w, d) p (q) p (w|d) dqdw
c
(
d, d′
)
=
∫∫∫∫
c
(
(q, w, d), (q′, w′, d′)
)
p (q) p (w|d) p (q′) p (w′|d′) dqdwdq′dw′
Appendix B. Covariance functions for Gaussian plume example
We present details of the emulator fitted to the risk in the Gaussian plume example for the single
point-sensor case. A constant basis function, g (q, w, d) was fitted, and the following covariance function
chosen for the residual process
c
(
(q, w, d), (q′, w′, d′)
)
=θ exp
[
− 1
2
(((dx − qx)− (d′x − q′x))2
r2x
+(
(dy − qy)− (d′y − q′y)
)2
r2y
+
(dh − d′h)2
r2h
+
(qs − q′s)2
r2s
+
(w − w′)2
r2w
)]
This covariance function imposes that pairs of points with similar horizontal and vertical distances between
source and sensor locations, similar prevailing wind directions, similar sensor heights and similar source
emission rates have similar risk values.
To obtain the required expected risks, this function must be integrated as in appendix Appendix A. Using
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the prior distributions described in section 5, we obtain the following expression for the once-integrated
covariance function
c
(
d, (q′, w′, d′)
)
=
σˆx
σxDx
(
Φ
(Lx − µˆx
σˆx
)
− Φ
(−µˆx
σˆx
))
×
σˆy
σyDy
(
Φ
(Ly − µˆy
σˆy
)
− Φ
(−µˆy
σˆy
))
×
σˆs
σsDs
(
Φ
(Ls − µˆs
σˆs
)
− Φ
(−µˆs
σˆs
))
×
√
2pirw
pi/2
(
Φ
(
pi/2− w′
rw
)
− Φ
(−w′
rw
))
×
θ exp
[
− 1
2
(((dx − µx)− (d′x − q′x))2
r2x
+(
(dy − µy)− (d′y − q′y)
)2
r2y
+
(dh − d′h)2
r2h
+
(µs − q′s)2
r2s
)]
where Φ (.) is the univariate Gaussian CDF,
Dv = Φ
(Lv − µv
σv
)
− Φ
(−µv
σv
)
σˆv =
[ 1
r2v
+
1
σ2v
]
−1
for any variable v, and
µˆx = σˆ
2
x
[dx − (d′x − q′x)
r2x
+
µx
σ2x
]
µˆy = σˆ
2
y
[dy − (d′y − q′y)
r2x
+
µy
σ2y
]
µˆs = σˆ
2
s
[ q′s
r2s
+
µs
σ2s
]
This expression is used to compute the elements of k (d) . For the double integrated covariance function
c (d, d′) , we numerically integrate the above expression in each of the relevant variables. Note that since
we have chosen a separable covariance function, each of the required numerical integrals is univariate, and
therefore cheap to evaluate.
For the multi-sensor case, the covariance function is simply extended by including terms in the exponent
corresponding to the scaled squared distances between each of the sensors and the source location. The
once-integrated covariances can still be computed in closed form, and since we only seek to estimate
a single source, the doubly-integrated covariance can still be computed by performing only univariate
numerical integrals.
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