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HYDRODYNAMIC LIMIT OF THE KAWASAKI DYNAMICS ON THE
1D-LATTICE WITH STRONG, FINITE-RANGE INTERACTION
YOUNGHAK KWON, GEORG MENZ, AND KYEONGSIK NAM
Abstract. We derive the hydrodynamic limit of the Kawasaki dynamics for the one-
dimensional conservative system of unbounded real-valued spins with arbitrary strong, qua-
dratic and finite-range interactions. This extends prior results for non-interacting spin sys-
tems. The result is obtained by adapting two scale approach of Grunewald, Otto, Villani
and Westdickenberg combined with the authors’ recent approach on conservative systems
with strong interactions.
1. Introduction
The broader scope of this article is the study of the continuum approximations of large dis-
crete systems. Since the fundamental observation of Boltzmann that large particle systems
in equilibrium are governed by Gibbs states, understanding the connection between discrete
systems and their approximation to the continuum has been one of the main challenges in
statistical physics. One of the most actively studied problem in this field is the hydrodynamic
limit, which can be thought as a dynamical version of law of large numbers. This means that
in a proper time and space macroscopic scales, the random evolution of microscopic system
can be macroscopically described by a solution of deterministic partial differential equations.
In the 1980s, hydrodynamic limits were deduced for different settings. Two examples are
the simple exclusion process (cf. [KOV89]) and the Kawasaki dynamics (cf. [Fri87]). In an
attempt to provide more general strategy for deducing hydrodynamic limits, Guo, Papanico-
laou and Varadhan proposed the martingale method to derive the hydrodynamic limit of the
Kawasaki dynamics (cf. [GPV88]). In [Yau91], Yau introduced the entropy method based on
Gronwall-type estimate for a relative entropy functional to deduce the hydrodynamic limit of
Kawasaki dynamics. One advantage of entropy method against martingale method is that, it
is simpler and gives stronger results. However, it has a limitation that it assumes a stronger
assumptions on the initial data. Another problem for both methods are not being very general
yet to be applied to various settings. For more details, we refer to the classical reference on
hydrodynamic limits [KL99].
In this article, we study the hydrodynamic limit of Kawasaki dynamics for a one-dimensional
lattice system of unbounded real-valued spins with arbitrary strong, finite-range interactions.
Kawasaki dynamics is a stochastic dynamics preserving mean spins. Even if the case of absent
interactions was solved in 1980s (e.g. [Fri87], [GPV88] and [Yau91]), up to authors’ knowledge,
there was no progress of problem until this work. To understand the obstacles and difficulties
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one encounters when studying the hydrodynamic limit, let us introduce the notion of grand-
canonical and canonical ensemble. The grand canonical ensemble µN is a probability measure
on RN given by
µN (dx) :=
1
Z
exp (−H(x)) dx.
Here, Z denotes a generic normalization constant and H is the Hamiltonian of the system.
Let us consider the N − 1 dimensional hyperplane XN,m given by
XN,m :=
{
x ∈ RN : 1
N
N∑
i=1
xi = m
}
⊂ RN .
The canonical ensemble µN,m is the restriction of µN to the N − 1 dimensional hyper-
plane XN,m:
µN,m(dx) := µN
(
dx | 1
N
N∑
i=1
xi = m
)
=
1
Z
1{ 1N ∑Ni=1 xi=m} (x) exp (−H(x))LN−1(dx),
where LN−1(dx) denotes the N − 1 dimensional Hausdorff measure restricted to the hyper-
plane XN,m. In particular, the canonical ensemble is a stationary distribution of the Kawasaki
dynamics.
Recalling that the hydrodynamic limit can be understood as a dynamical version of law of
large numbers, it is obvious that the problem becomes relatively much easier if the underlying
stationary distribution is a product measure; because this leads to independence of random
variables. If the Hamiltonian H is non-interacting, we observe that the grand canonical en-
semble is a product measure whereas the canonical ensemble is not due to the restriction to a
hyperplane. This makes deducing hydrodynamic limit for the Kawasaki dynamics non-trivial
even in the non-interactive Hamiltonian case. However, given the equivalence of ensembles
(cf. [KLM19]) meaning that the canonical ensemble is equivalent to properly modified grand
canonical ensemble, it is not surprising that one is able to deduce the hydrodynamic limit of
Kawasaki dynamics in the case of a non-interactive Hamiltonian.
The problem becomes a lot more subtle if we consider interactions between spins within the
Hamiltonian H. In this case, even the grand canonical ensemble is not a product measure,
making the task of deducing hydrodynamic limit for the Kawasaki dynamics even more chal-
lenging. Another difficulty of studying Kawasaki dynamics is that the lack of understanding
of properties of the canonical ensemble with interacting Hamiltonian. For example, it is very
important to show that on the microscopic scale there is a fast equilibration. This is closely
connected to the logarithmic Sobolev inequality uniform in the system size, which is a suffi-
cient condition for the fast equilibration. Other ingredients that can be useful are decay of
correlations, strict convexity of the coarse-grained Hamiltonian and its convergence.
The deadlock was broken recently in [Men11]. There, the uniform LSI, decay of correlations,
and strict convexity of coarse-grained Hamiltonian were solved in the case of weak interac-
tive Hamiltonian. This provided an important tool for studying the hydrodynamic limit of a
weakly interactive system, though the hydrodynamic limit was not deduced in this work. The
case of weak interactions does not face the problems we faced in the study of arbitrary strong
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interactions, because one would expect that everything is close to the case of absent inter-
action. Indeed, the results were obtained by a perturbation argument, proving that weakly
interactive system is close to a perturbed non-interactive system. This article would have
prepared the ground to derive the hydrodynamic limit in the case of weak interactions. But
instead, the authors chose to tackle the much harder problem of studying arbitrary strong
interactions.
The situation is much harder in strongly interactive case and thus it required a series of ar-
ticles to provide the same tools and insights about the structure of the canonical ensemble.
This is a culmination of a series of works done by the authors. Recently, the authors provided
better understandings of the canonical ensembles with strong finite-range interactions in a
series of articles (see [KM18], [KM19], [KM20] and [KLM19]). These include, but not re-
stricted to, equivalence of ensembles, decay of correlations and uniform LSI for the canonical
ensemble. Those preparatory studies made it feasible to attack the problem of deducing the
hydrodynamic limit in the case of strong interactions.
While in principle it might be possible to adapt the martingale method (cf. [GPV88]) or
entropy method (cf. [Yau91]), we chose the two-scale approach introduced by Grunewald,
Otto, Villani and Westdickenberg (cf. [GOVW09]). In [GOVW09], a general strategy for
proving the hydrodynamic limit was derived via two-scale approach, applying Gronwall-type
estimate and uniform logarithmic Sobolev inequality. We follow two-scale approach because
it is a quantitative method whereas entropy and martingale methods are more qualitative
in nature. A recent progress of [JM18] enables the relative entropy method quantitative for
a different process. As a consequence of our past work, proving quantitative hydrodynamic
limit of Kawasaki dynamics via two scale approach became possible. However, in this article,
we do not prove the quantitative hydrodynamic limit of Kawasaki dynamics as this approach
will result in sub-optimal scaling of convergence and unnecessarily complicate our argument.
Nevertheless, the quantitative hydrodynamic limit would be an important ingredient when
studying fluctuations not starting in equilibrium (see e.g. [JM18]).
One possible way improve the scaling of the the convergence would be to adapt two-scale
approach with a more carefully chosen mesoscopic dynamics, as was done in [DMOW18]
for the non-interactive case. The main difference to [GOVW09] is that [DMOW18] intro-
duces a mesoscopic dynamics as the Galerkin approximation of the macroscopic dynamics,
while [GOVW09] uses a projection onto piece-wise constant functions to define the mesoscopic
scale. This approach using Galerkin approximation has an advantage of gaining regularity
of the mesoscopic scale, resulting an optimal error estimate. It would be a challenging and
interesting problem to extend this approach to the case of strongly interactive Hamiltonian.
Let us mention main challenges when applying the two-scale approach in the case of strong
interactions. First of all, the convergence of the one-dimensional coarse-grained Hamiltonian
should be handled. In case of non-interacting spin system, the local Cramèr theorem implies
that the one-dimensional coarse-grained Hamiltonian converges to the Cramèr transform of
a single-site potential. However, this is not true anymore under existence of strong interac-
tions. Second, a uniform LSI should be extended from one block to multi blocks. That is, we
consider the ensemble with conservation laws in each block and deduce the uniform LSI inde-
pendent of block size, number of blocks, and the whole system size. Last, due to the strong
finite-range interactions, the neighboring blocks are not independent anymore, resulting that
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the coarse-grained Hamiltonian is not a sum of one-dimensional coarse-grained Hamiltonians.
To overcome the first difficulty, we recall that the local Cramèr theorem implies the uniform
convergence of one-dimensional coarse-grained Hamiltonian to a Legendre transform of the
free energy of the grand canonical ensemble in the absence of interactions. Motivated by this,
we first prove the convergence of the free energy of the grand canonical ensemble under the
presence of strong interactions. In fact, we show that the sequence of (non-normalized) free
energy is sub-additive up to moment bounds. The moments are then compared with Gauss-
ian moments, resulting bounds uniform on system size and depend only on the mean spin m.
Then we argue that the coarse-grained Hamiltonian converges to the Legendre transform of
the limit of the free energy of the grand canonical ensemble. We refer to Section 3 for more
details.
The second difficulty, when deducing the multi-block LSI, is handled by applying a combina-
tion of the two-scale approach (cf. [GOVW09]) and the Zegarlinski decomposition (cf. [Zeg96]).
We decompose the lattice into two types of blocks Λ1 and Λ2 motivated by Zegarlinski’s de-
composition (cf. Figure 3). Then the measure is decomposed into a conditional distribution
conditioned on Λ2 and marginal distribution. By a careful choice of Λ1 and Λ2, the conditional
distribution factorizes and thus the uniform LSI for the conditional distributions follows from
a uniform LSI for the canonical ensemble (cf. [KM20]) and the Tensorization Principle. For
the marginal distribution, we apply Otto-Reznikoff Criterion (see [OR07]) where interactions
between blocks are controlled via decay of correlations. Then a usual two-scale argument for
LSI combines the LSIs for conditional and marginal distributions and the uniform LSI for the
original measure is obtained. For more details, we refer to Section 4.
For the last difficulty, we artificially introduce an auxiliary HamiltonianHaux where we remove
the interactions between neighboring blocks. Removing the interactions makes each block in-
dependent, and as a consequence, the corresponding coarse-grained Hamiltonian of M blocks
is decomposed into a sum of M coarse-grained Hamiltonians of single blocks. Because we
assume finite range interactions, the number of interactions we remove is relatively small
compared to the whole system size. Therefore, as expected, we prove that difference between
the coarse-grained Hamiltonians arising from the formal Hamiltonian H and an auxiliary
Hamiltonian Haux goes to 0 as we increase the block size K. This is well explained in Sec-
tion 6.
Let us comment on open questions and problems:
• Instead for finite-range interaction, could one deduce similar results for infinite-range,
algebraically decaying interactions? More precisely, is it possible to extend the results
of [MN14] from the gce to the ce? If yes, is the same order of algebraic decay suffi-
cient, i.e. of the order 2 + ε, or does one need a higher order of decay? For solving
this problem one would have to overcome several difficulties. For example, generaliz-
ing the equivalence of ensembles (see [KM18]) would need new work. Also, because
we use ideas of the Zegarlinski method, the arguments of this article are restricted
to the one-dimensional lattice with finite-range interaction. Applying our method
to infinite-range interaction would yield a cyclic dependence of the different param-
eters. A possible alternative approach to this problem is to generalize the approach
of [OR07, Men14, MN14] from the canonical ensemble to the grand canonical ensemble.
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• Is it possible to consider more general Hamiltonians? For example, our argument is
based on the fact that the single-site potentials are perturbed quadratic, especially
when we use the results of [KM18]. One would like to have general super-quadratic
potentials as was for example used in [MO13].
• Is it possible to generalize the results to vector-valued spin systems?
We conclude this Section by giving an overview over the article. In Section 2 we introduce
precise setting and present main results. In Section 3, we state key ingredients and prove
several auxiliary results. In Section 4 and Section 5, two main ingredients uniform LSI and
strict convexity of the coarse-grained Hamiltonian are proved, respectively. In Section 6, we
give the proof of the main result of this article, namely, hydrodynamic limit of Kawasaki
dynamics.
Conventions and Notation
• The symbol T(k) denotes the term that is given by the line (k).
• We denote with 0 < C < ∞ a generic uniform constant. This means that the actual
value of C might change from line to line or even within a line.
• Uniform means that a statement holds uniformly in the system size N , the mean
spin m and the external field s.
• a . b denotes that there is a uniform constant C such that a ≤ Cb.
• a ∼ b means that a . b and b . a.
• Lk denotes the k-dimensional Hausdorff measure. If there is no cause of confusion we
write L.
• Z is a generic normalization constant. It denotes the partition function of a measure.
• For each N ∈ N, [N ] denotes the set {1, . . . N}.
• For a vector x ∈ RN and a set A ⊂ [N ], xA ∈ RA denotes the vector (xA)i = xi for
all i ∈ A.
• For a vector x ∈ RN and a set A ⊂ [N ], x¯A = x[N ]\A ∈ R[N ]\A denotes the vector
(x¯A)i = xi for all i ∈ [N ] \A
• For a function f : RN → C, we denote with supp f = {i1, · · · , ik} the minimal subset
of [N ] such that f(x) = f(xi1 , · · · , xik).
2. Setting and main results
2.1. The model. The Gibbs measure we consider throughout the paper is a canonical en-
semble with strong interactions. The simplest case of canonical ensembles, where all of the
interactions are removed, is considered in [GOVW09] and [DMOW18]. The interactions we
consider is strong in the sense that interactions are beyond the perturbative regime.
Let us describe the precise model. Let Λ be the sublattice given by Λ = [N ] = {1, · · · , N}.
We consider a system of unbounded continuous spins on Λ. The formal Hamiltonian H =
HN : RN → R of the system is defined as
H(x) =
N∑
i=1
ψ(xi) + 1
2
∑
j: 1≤|j−i|≤R
Mijxixj
 , (1)
where ψ(z) = 12z
2 +ψb(z). For each i ∈ [N ], we define Mii := 1 and set xj = 0 for all j /∈ [N ].
We also make the following assumptions:
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x
ψ(x)
Figure 1. Example of a single-site potential ψ
• The function ψb : R→ R satisfies
|ψb|∞ + |ψ′b|∞ + |ψ′′b |∞ <∞.
It is best to imagine ψ as a double-well potential with quadratic growth at infinity
(see Figure 1).
• The interactions are symmetric, i.e., for any distinct i, j ∈ [N ] with |i− j| ≤ R,
Mij = Mji.
• The fixed, finite number R ∈ N models the range of interactions between the particles
in the system i.e. it holds that Mij = 0 for all i, j such that |i− j| > R.
• The matrix (Mij) is strictly diagonal dominant i.e. for some δ > 0, it holds for
any i ∈ [N ] that ∑
1≤|j−i|≤R
|Mij |+ δ ≤Mii = 1. (2)
• We assume spacial homogeneity of interactions. That is, there exists a function h :
Z→ (−1, 1) such that
Mij = h(|i− j|) for all distinct i, j ∈ N.
Let us define X = XN,m to be the (N − 1)-dimensional hyperplane with mean m. More
precisely, define
X = XN,m :=
{
x ∈ RN : 1
N
N∑
i=1
xi = m
}
⊂ RN .
We equip l2 inner product on X as follows:
〈x, x˜〉X :=
N∑
i=1
xix˜i.
The grand-canonical ensemble (gce) µN associated to the Hamiltonian H is the probability
measure on RN given by the Lebesgue density
µN (dx) :=
1
Z
exp (−H(x)) dx.
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The canonical ensemble (ce) emerges from the gce by conditioning on the mean spin
1
N
N∑
i=1
xi = m.
More precisely, the ce µN,m is the probability measure on X with density
µN,m(dx) : = µN
(
dx | 1
N
N∑
i=1
xi = m
)
=
1
Z
1{ 1N ∑Ni=1 xi=m} (x) exp (−H(x))LN−1(dx), (3)
where LN−1(dx) denotes the (N − 1)-dimensional Hausdorff measure supported on X.
2.2. Hydrodynamic limit of the Kawasaki dynamics. A natural dynamics for the con-
servative system is the Kawasaki dynamics, which is defined as follows. Let A denote the
second-order difference operator given by the N ×N matrix
Aij = N
2 (−δi,j−1 + 2δi,j − δi,j+1) ,
where we define δi,0 = δi,N and δi,N+1 = δi,1. The Kawasaki dynamics is a stochastic pro-
cess X(t) ∈ RN satisfying the following stochastic differential equation:
dX(t) = −A∇H(X(t))dt+
√
2AdB(t),
where B(t) denotes a standard Brownian motion on RN . The Kawasaki dynamic preserves
its mean spins, i.e.,
1
N
N∑
i=1
Xi(t) =
1
N
N∑
i=1
Xi(0) = m.
This implies that we can restrict the state space RN to the hyperplaneX = XN,m and consider
the corresponding ce µN,m. If the process Xt is distributed according to fµN,m, then the time
dependent probability density f = f(t, x) satisfies
∂
∂t
(fµN,m) = ∇ · (A∇fµN,m) . (4)
In order to define a continuous counterpart of the configuration space XN,m, let us define the
space X¯ of piecewise constant, mean m functions on T1 = R\Z by
X¯ :=
{
x¯ : T1 → R; x¯ is constant on
(
j − 1
N
,
j
N
]
for j = 1, · · · , N, and has mean m
}
.
We shall identify the space X = XN,m with X¯ by the following relation:
• For each x ∈ X, the step function x¯ ∈ X¯ associated to x is
x¯(θ) = xj , if θ ∈
(
j − 1
N
,
j
N
]
.
• For each step function x¯ ∈ X¯, the corresponding vector x ∈ X is
xj = x¯
(
j
N
)
, j = 1, · · · , N.
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We equip the space of locally integrable functions f : T1 → R and has mean m with H−1
norm by
‖f‖2H−1 =
∫
T1
ω2(θ)dθ,
where ω is a function such that
ω′ = f,
∫
ω(θ)dθ = 0.
Now we are ready to formulate our main result, namely the hydrodynamic limit of the
Kawasaki dynamics. We establish that the evolution along the Kawasaki dynamics gets close
to the solution to a certain nonlinear parabolic equation as N →∞.
Theorem 2.1. Let f = f(t, x) be a solution of the Kawasaki dynamics (4) with initial
condition f(0, ·) = f0(·). Assume that there is a positive constant C > 0 such that∫
f0(x) log f0(x)µN,m(dx) ≤ CN. (5)
Assume also that there is a ζ0 ∈ L2(T1) such that
∫
ζ0dθ = m and
lim
N→∞
∫
‖x¯− ζ0‖2H−1f0(x)µN,m(dx) = 0.
Let ζ = ζ(t, θ) be the unique weak solution of the nonlinear parabolic equation{
∂ζ
∂t =
∂2
∂θ2
ϕ′(ζ),
ζ(0, ·) = ζ0,
(6)
where ϕ is defined as
ϕ(m) := lim
N→∞
− 1
N
log
∫
{ 1
N
∑N
i=1 xi=m}
exp (−H(x))LN−1(dx) (7)
Then for any T > 0, it holds that
lim
N→∞
sup
0≤t≤T
∫
‖x¯− ζ(t, ·)‖2H−1f(t, x)µN,m(dx) = 0.
Here, we say that ζ = ζ(t, θ) is a weak solution of (6) on [0, T ]× T1 if
ζ ∈ L∞t (L2θ),
∂ζ
∂t
∈ L2t (H−1θ ), and ϕ′(ζ) ∈ L2t (L2θ),
and 〈
ξ,
∂ζ
∂t
〉
H−1
= −
∫
T1
ξϕ′(ζ)dθ ξ ∈ L2, for almost every t ∈ [0, T ]
The proof of Theorem 2.1 is given in Section 6.
Remark 2.2. There are some issues in Theorem 2.1 to be resolved. First, one has to verify
that the pointwise limit of (7) exists and is differentiable. This will be established in Section 3.
In addition, the existence and uniqueness of a weak solution of (6) follows from the standard
argument in the nonlinear PDE theory (see for example [GOVW09, Lemma 38]).
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1 K 2K N
M blocks
B(1) B(2) B(M − 1) B(M)
Figure 2. Block decomposition of lattice [N ].
Remark 2.3. The quantity inside the limit of (7), denoted by H¯N (m), represents the distri-
bution fN (m)dm of the mean value (x1 + · · ·+ xN )/N under µN,m:
fN (m)dm =
1
ZN
e−NH¯N (m)dm.
In the case of ce without interactions, i.e. Mij = 0, as a consequence of local Cramèr theorem
(see [GOVW09, Proposition 31]), ϕ in (7) is a Legendre transform of the logarithmic generat-
ing function of the distribution 1Z e
−ψ(x)dx. On the other hand, in the presence of interactions,
ϕ in (7) can also be expressed in terms of the Legendre transform of the thermodynamic free
energy. This point will be discussed in Section 3.
3. Two-scale decomposition
In this section, we introduce a two-scale decomposition method, originally introduced in
[GOVW09], which plays a crucial role to study the concentration properties of the ce and
their hydrodynamic limit. Then, we state key results on the logarithmic Sobolev inequality
and the strict convexity for the coarse-grained Hamiltonian, generalizing the previous re-
sults in [KM20], [KM18], which are crucial to implement a two-scale approach to establish a
hydrodynamic limit.
Let us divide N spins into M blocks with size K (see Figure 2), denoted by
B(l) := {(l − 1)K + 1, · · · , lK} for each l ∈ {1, · · · ,M}.
We then define the mesoscopic space Y as
Y = YM,m =
{
(y1, · · · , yM ); 1
M
M∑
l=1
yl = m
}
.
The L2 inner product in Y is defined as follows:
〈y, y˜〉Y = 1
M
M∑
l=1
yly˜l.
The projection P = PN,K : X → Y is defined via
P (x1, · · · , xN ) = (y1, · · · , yM ) , yl = 1
K
∑
i∈B(l)
xi.
We observe that the adjoint operator P ∗ : Y → X given by
P ∗(y1, · · · , yM ) = 1
N
(y1, · · · , y1︸ ︷︷ ︸
K times
, · · · , yM , · · · , yM︸ ︷︷ ︸
K times
)
satisfies the identity PNP ∗ = IdY , where IdY is the identity operator on Y .
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Remark 3.1. For notational simplicity, we assumed that all blocks B(l) have equal size K
so that N = MK. If N/K is not an integer, we decompose [N ] into M blocks with different
sizes K1, · · · ,KM . More precisely, we define
Px = (y1, · · · , yM ),
where
yl =
1
Kl
∑
i∈B(l)
xi for each l ∈ {1, · · · ,M}.
The space Y is defined as
Y =
{
(y1, · · · , yM ); 1
M
M∑
l=1
αlyl = m, where αl =
MKl
N
}
.
Here, we choose block sizes {Kl}Ml=1 carefully so that 1 ≤ αl ≤ 2 for all l ∈ {1, · · · ,M}.
Finally, we disintegrate the ce µN,m into the conditional measure µN,m(dx|y) = µN,m(dx|Px =
y) and the marginal measure µ¯N,m(y) defined on Y . This means that for any test function ξ,∫
ξdµN,m =
∫
Y
(∫
ξ(x)µN,m(dx|y)
)
µ¯N,m(dy).
3.1. Key ingredients: logarithmic Sobolev inequality and coarse-grained Hamil-
tonian. The two-scale decomposition method has been successfully used to study the hy-
drodynamic limit of the Kawasaki dynamics of ce without interactions. Key ingredients to
establish hydrodynamic limit are the uniform logarithmic Sobolev inequality for the condi-
tional distributions and the strict convexity of the coarse-grained Hamiltonian (see Section 6
for details). In this section, we state new results on the logarithmic Sobolev inequality and
coarse-grained Hamiltonians in the context of ce with strong interactions.
Let us first introduce the definition of the logarithmic Sobolev inequality (LSI):
Definition 3.2 (Logarithmic Sobolev Inequality (LSI)). Let X be a Euclidean space. A Borel
probability measure µ satisfies a logarithmic Sobolev inequality with constant % > 0 if for all
test functions f ≥ 0,∫
f log fdµ−
∫
fdµ log
(∫
fdµ
)
≤ 1
2%
∫ |∇f |2
f
dµ.
When X = RN , we say µ satisfies a uniform LSI with constant % > 0 if % is independent of
the system size N .
There have been numerous works on studying LSI for the conservative spin systems. Impor-
tant works include [LY93], where a martingale method was implemented, and [GOVW09],
where a two-scale method was introduced. Recently, the uniform LSI for µN,m, the ce with
strong interactions, was obtained in [KM20]:
Lemma 3.3 (Theorem 2 in [KM20]). The ce µN,m given by (3) satisfies a uniform LSI(%),
where % > 0 is independent of the system size N , the external field s and the mean spin m ∈ R.
Let us recall that the measure µN,m conditions on the mean value m of the spins x1, . . . , xN .
We therefore call the LSI for the measure µN,m the one-block LSI.
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The uniform LSI implies a strong concentration property of the corresponding Gibbs measure
and provides an exponential decay of entropy along the associated dynamics. More precisely,
the uniform LSI for the µN,m implies the exponential decay in the relative entropy along the
Kawasaki dynamics:
Ent(f(t, x)µN,m|µN,m) ≤ exp(−CN−2t)Ent(f(0, x)µN,m|µN,m),
where Ent denotes the relative entropy function. We refer to [Men11, Remark 3] for more
details.
The first main result of this section is an improvement of Lemma 3.3 to multi blocks. More
precisely, let us recall that the measure µN,m(dx|y) conditions on the mean spins y1, . . . yM on
each block. We show that this measure also satisfies the uniform LSI, which is called multi-
block LSI. This is one of the key ingredients to implement the two-scale approach to establish
the hydrodynamic limit. It is also is highly non-trivial because, due to the interactions between
blocks, the measure µN,m(dx|y) does not tensorize.
Theorem 3.4. The conditional measure µN,m(dx|y) satisfies a uniform LSI(%), where % > 0
is independent of the system size N , the external field s, the mean spin m, and the macroscopic
state y.
Theorem 3.4 will be proved in Section 4.
Now, we define and study some properties about the coarse-grained Hamiltonian. Recall the
disintegration
µN,m(dy) = µN,m(dx|y)µ¯N,m(dy).
The coarse-grained Hamiltonian H¯Y (y) is defined to be a Hamiltonian corresponding to
µ¯N,m(dy):
µ¯N,m(dy) = exp(−NH¯Y (y))dy.
In other words, one can define a coarse-grained Hamiltonian H¯Y : Y → R as follows:
H¯Y (y) := − 1
N
log
∫
Px=y
exp(−H(x))LN−M (dx). (8)
In particular, in the simple case Px = (1/N)
∑N
i=1 xi, we define H¯N : R→ R by
H¯N (m) := − 1
N
log
∫
{ 1
N
∑N
i=1 xi=m}
exp (−H(x))LN−1(dx). (9)
The strict convexity of coarse-grained Hamiltonian of the ce plays a crucial role in [GOVW09]
to establish a uniform LSI and the hydrodynamic limit without interactions. In the one-block
setting, this has been verified for strong interactions µN,m (see [KM18] or [KM20]).
Lemma 3.5 (Lemma 1 in [KM20]). The coarse-grained Hamiltonian H¯N : X → R is uni-
formly strictly convex. In other words, there exists a constant C such that for any N ≥ 1 and
m ∈ R,
1
C
≤ H¯ ′′N (m) ≤ C.
In the second main result of this section we extend this result to the multi-block case:
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Theorem 3.6. The coarse-grained Hamiltonian H¯Y is uniformly strictly convex. In other
words, there exists a constant λ > 0 independent of the system size N , the external field s,
and the mean spin m, such that for any y ∈ Y ,
λ IdY ≤ HessY H¯Y (y) ≤ 1
λ
IdY .
Theorem 3.6 will be proved in Section 5.
Remark 3.7. One should compare Theorem 3.4 and Theorem 3.6 with Lemma 3.3 and
Lemma 3.5, respectively. In Lemma 3.3 and Lemma 3.5, the authors considered the case
where Gibbs measure has only one constraint
1
N
N∑
i=1
xi = m.
The setting of Theorem 3.4 and Theorem 3.6 is more general in the sense that the mea-
sure µN,m(dx|y) has multiple constraints, having one conservation law for each block:
1
K
∑
i∈B(l)
xi = yl, l = 1, · · · ,M.
That is, if we let M = 1, the statements of Theorem 3.4 and Theorem 3.6 reduce to that of
Lemma 3.3 and Lemma 3.5, respectively.
Finally, we verify that the pointwise limit of the one-dimensional coarse grained Hamiltonian
H¯N (m) in (9) exists as the system size goes to infinity. It turns out that this limit, denoted
by ϕ, is a function that appears in the nonlinear parabolic equation (6). The following lemma
provides a quantitative convergence of H¯N (m) as N →∞.
Proposition 3.8. There exists a differentiable function ϕ : R→ R such that for each m ∈ R,
H¯N (m)→ ϕ(m) as N →∞. (10)
Moreover, there exist a positive constant C such that for any N ≥ 1 and m ∈ R,∣∣H¯N (m)− ϕ(m)∣∣ ≤ Cm2 + 1
N
.
Remark 3.9. In the case of ce without interactions, as mentioned in Remark 2.3, ϕ is a
Legendre transform of the logarithmic generating function of the distribution 1Z e
−ψ(x)dx, and
moreover the convergence in (10) holds in the C2 topology. This is a consequence of the local
Cramèr theorem obtained in [GOVW09, Proposition 31]. However, Cramèr’s large deviation
principle for the mean (x1 + · · ·+xN )/N does not hold in general under the presence of depen-
dencies among random variables. In our case, i.e. in the presence of strong interactions, we
find a candidate ϕ for Theorem 2.1 as a limit of one-dimensional coarse-grained Hamiltonians.
It turns out that ϕ can also be represented by a Legendre transform of the thermodynamic free
energy of the corresponding gce.
For the rest of section, we prove Proposition 3.8. As a key ingredient, we first establish a sharp
moment estimates with respect to the ce µN,m. Then, equipped with moment estimates, we
establish Proposition 3.8 by showing that ϕ is a Legendre transform of the thermodynamic
free energy of gce.
3.2. Moment estimates. In this section, we obtain sharp moment estimate for the ce and
gce. We first study moments for the gce, and then analyze in the case of ce using the principle
of equivalence of ensembles.
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3.2.1. Moment estimates under grand canonical ensembles. We establish a sharp moment
estimate under the following gce with external fields
µσN (dx) :=
1
Z
exp
(
σ
N∑
i=1
xi −H(x)
)
dx. (11)
Next lemma provides the first moment bound under the gce (11).
Lemma 3.10. For any N ≥ 1 and i ∈ [N ], we have∣∣EµσN [Xi]∣∣ . σ + 1.
It is delicate to estimate the first moment directly under the measure (11). We overcome
this problem by comparing the first moment under the gce and Gaussian ensemble. Since it
is straightforward to compute the first moment under the Gaussian measure, one can finally
deduce Lemma 3.10.
Proof of Lemma 3.10. As mentioned above, proof consists of the following two steps:
• Transfer from the gce to Gaussian ensembles using interpolation.
• Obtain a sharp estimate on the first moment under the Gaussian ensembles.
Step 1. Comparison with Gaussian ensembles.
For s ∈ R, let us define Hamiltonian
Hs(x) :=
N∑
i=1
1
2
x2i +
∑
j:1≤|j−i|≤R
Mijxixj + sψb(xi)

and the corresponding measure
νσN,s(dx) :=
1
Z
exp
(
σ
N∑
i=1
xi −Hs(x)
)
dx.
In particular, we note that
νσN,1 = µ
σ
N
and νσN,0 is a Gaussian ensemble. Let us fix i ∈ [N ]. We now apply an interpolation to obtain
EνσN,1 [Xi]− EνσN,0 [Xi] =
∫ 1
0
d
ds
Eνσn,s [Xi] ds
=
∫ 1
0
covνσN,s
Xi,− N∑
j=1
ψb(xj)
 ds
= −
∫ 1
0
N∑
j=1
covνσN,s (Xi, ψb(xj)) ds.
Because νN,s is again a gce, we have by Theorem A.6 that∣∣∣covνσN,s (Xi, ψb(xj))∣∣∣ ≤ Cs‖∇Xi‖L2(νσN,s)‖∇ψb(xj)‖L2(νσN,s) exp (−Cs|i− j|)
≤ Cs‖ψ′b‖∞ exp (−Cs|i− j|) .
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Because the constant Cs uniformly bounded by a constant C > 0 for s ∈ [0, 1], we have∣∣∣EνσN,1 [Xi]− EνσN,0 [Xi]∣∣∣ ≤ C N∑
j=1
exp (−C|i− j|) . 1.
That is, ∣∣EµσN [Xi]∣∣ = ∣∣∣EνσN,1 [Xi]∣∣∣ . ∣∣∣EνσN,0 [Xi]∣∣∣+ 1 (12)
Step 2. First moment estimate under Gaussian ensembles.
Note that for any κ ∈ R, the Gaussian measure νσN,0 has a mean vector (ησ1 , · · · , ησN ) given by
(ησ1 , · · · , ησN )T = M−1(σ, · · · , σ)T .
Because the Hamiltonian Hs(x) is strictly convex, the measure νσN,0 satisfies a uniform LSI
independent of σ and thus we have the exponential decay of correlations (see [HM16] for
example). For multivariate Gaussian distribution, the covariance matrix is given by the
inverse of the quadratic coefficient matrix M , i.e. covνσN,0(X) = M
−1. In particular, the
coefficient of M−1 decays exponentially in the sense that
(M−1)ij ≤ C exp (−C|i− j|) for each i, j.
Therefore there exist constants c′1, c′2 > 0 such that for any i = 1, · · · , N ,
|EνσN,0xi| ≤ c′1σ + c′2. (13)
Thus, by (12) and (13), one can deduce that there exist constants c1, c2 > 0 such that for any
σ ∈ R, ∣∣EµσN [xi]∣∣ ≤ c1σ + c2.

Because we have a sharp bound for the variances by Poincarè inequality, one can deduce the
following corollary as a consequence of Lemma 3.10.
Corollary 3.11. For any N ≥ 1 and i ∈ [N ],∣∣EµσN [X2i ]∣∣ . σ2 + 1.
Proof of Lemma 3.11 By Poincarè inequality,
var(Xi) . 1.
Combining this with Lemma 3.10, we conclude the proof.
3.2.2. Moment estimates under canonical ensembles. Using the moment estimates under gce
and the principle of equivalence of observables (Proposition A.9), we obtain the moment
estimate for the ce.
Lemma 3.12. For any N ≥ 1 and i ∈ [N ],∣∣EµN,m [Xi]∣∣ . m+ 1.
HYDRODYNAMIC LIMIT OF THE KAWASAKI DYNAMICS 15
Proof of Lemma 3.12. We first prove that there exist constants γ1, γ2, γ′1, γ′2 ∈ R such that
for any σ and m satisfying
d
dσ
A(σ) = m,
we have
γ1m+ γ2 ≤ σ ≤ γ′1m+ γ′2. (14)
By Lemma A.3, there exists C > 0 such that for any σ ∈ R,
1
C
≤ d
2
dσ2
A(σ) ≤ C. (15)
Also, note that
d
dσ
A(0) =
1
N
Eµ0N
[
N∑
i=1
Xi
]
. (16)
This quantity is uniformly bounded in N thanks to Lemma 3.10. Thus, by (15) and (16), we
have (14) for some constants γ1, γ2, γ′1, γ′2 ∈ R.
By the equivalence of observable result (Proposition A.9), we have∣∣EµN,m [xi]− EµσN [xi]∣∣ = O( 1N ). (17)
Thus, by Lemma 3.10, (14), and (17), proof is concluded.

Because the ce µN,m satisfies a uniform LSI and hence Poincaré inequality, the variance of
the ce is well behaved. Therefore we have the following statement.
Corollary 3.13. For any N ≥ 1 and i ∈ [N ],∣∣EµN,m [X2i ]∣∣ . m2 + 1.
3.3. Convergence of the coarse-grained Hamiltonian. Let us define a (non-normalized)
free energy of the gce
aN (σ) := log
∫
RN
exp
(
σ
N∑
i=1
xi −HN (x)
)
dx.
First of all, we prove that for each σ ∈ R, aN (σ) and a′N (σ) are sub-additive up to constants.
Lemma 3.14. There exists a positive constant C such that for any N1, N2 ∈ N and σ ∈ R,
|aN1+N2(σ)− aN1(σ)− aN2(σ)| ≤ C(σ2 + 1), (18)∣∣a′N1+N2(σ)− a′N1(σ)− a′N2(σ)∣∣ ≤ C(|σ|+ 1). (19)
Proof of (18) in Lemma 3.14. We write
aN1+N2(σ)− aN1(σ)− aN2(σ)
= log
∫
RN1+N2 exp
(
σ
∑N1+N2
k=1 wk −HN1+N2(w)
)
dw∫
RN1 exp
(
σ
∑N1
i=1 ui −HN1(u)
)
du · ∫RN2 exp(σ∑N2j=1 vi −HN2(v)) dv
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= log
∫
RN1+N2 exp
(
σ
∑N1+N2
k=1 wk −HN1+N2(w)
)
dw∫
RN1+N2 exp
(
σ
∑N1
i=1 ui + σ
∑N2
j=1 vj −HN1(u)−HN2(v)
)
dudv
.
Let us denote
IN1,N2 = {(i, j) | i ∈ {1, · · · , N1}, j ∈ {N1 + 1, · · · , N1 +N2}, |i− j| ≤ R}. (20)
Writing w = (u, v) ∈ RN × RM , we have
HN1+N2(w)−HN1(u)−HN2(v) =
∑
(i,j)∈IN1,N2
Mijuivj . (21)
Thus we can write
aN1+N2(σ)− aN1(σ)− aN2(σ) = log
EµσN1⊗µσN2
exp
− ∑
(i,j)∈IN1,N2
Mijuivj
 . (22)
We shall only prove that (22) is bounded from above as the proof of lower bound is almost
identical to that of upper bound.
To begin with, an application of Young’s inequality yields
T(22) ≤ log
EµσN1⊗µσN2
exp
1
2
∑
(i,j)∈IN1,N2
|Mij |
(
u2i + v
2
j
)
= log
EµσN1
exp
1
2
∑
(i,j)∈IN1,N2
|Mij |u2i
 (23)
+ log
EµσN2
exp
1
2
∑
(i,j)∈IN1,N2
|Mij |v2j
 . (24)
We then apply an interpolation and get
T(23) = log
∫
RN1
exp
σ N1∑
i=1
ui −HN1(u) +
1
2
∑
(i,j)∈IN1,N2
|Mij |u2i
 du

− log
(∫
RN1
exp
(
σ
N1∑
i=1
ui −HN1(u)
)
du
)
=
∫ 1
0
d
ds
log
∫
RN1
exp
σ N1∑
i=1
ui −HN1(u) + s ·
1
2
∑
(i,j)∈IN1,N2
|Mij |u2i
 du
 ds
=
∫ 1
0
EµσN1 (s)
1
2
∑
(i,j)∈IN1,N2
|Mij |u2i
 ds, (25)
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where µσN1(s) is the probability distribution given by
µσN1(s)(dx) :=
1
Z
exp
σ N1∑
i=1
xi −HN1(x) + s ·
1
2
∑
(i,j)∈IN1,N2
|Mij |x2i
 dx.
We observe that
HN1(x)− s ·
1
2
∑
(i,j)∈IN1,N2
|Mij |x2i
=
N1−R∑
i=1
ψ(xi) + sixi + 1
2
∑
j: 1≤|j−i|≤R
Mijxixj

+
N1∑
i=N1−R+1
ψ(xi)− s · 12 ∑
j∈{N1+1,··· ,N1+N2}
1≤|j−i|≤R
|Mij |x2i + sixi +
1
2
∑
j∈{1,··· ,N1}
1≤|j−i|≤R
Mijxixj

Due to the strictly diagonal dominant assumption (2),
1
2
− s · 1
2
∑
j∈{N1+1,··· ,N1+N2}
1≤|j−i|≤R
|Mij | ≥ 1
2
∑
j∈{1,··· ,N1}
1≤|j−i|≤R
Mij +
1
2
δ.
This means that the interaction terms of µσN (s) also satisfy the strictly diagonal dominant
assumption (2) and hence µσN (s) is a gce. Therefore an application of Corollary 3.11 implies∣∣T(23)∣∣ (25)≤ ∫ 1
0
1
2
∑
(i,j)∈IN1,N2
|Mij | sup
s∈[0,1]
(
EµσN1 (s)
[
u2i
])
ds
Corollary 3.11
. 1
2
∑
(i,j)∈IN1,N2
|Mij |(σ2 + 1) ∼ σ2 + 1
Similarly, one gets |T(24)| . σ2 + 1 and thus
T(22) . σ2 + 1.
Proof of (19) in Lemma 3.14. Following the notations used in the proof of (18) in Lemma 3.14,
we write
a′N1+N2(σ)− a′N1(σ)− a′N2(σ)
= EµσN1+N2
[
N1+N2∑
k=1
wk
]
− EµσN1
[
N1∑
i=1
ui
]
− EµσN2
 N2∑
j=1
vj

= EµσN1+N2
[
N1+N2∑
k=1
wk
]
− EµσN1
⊗
µσN2
[
N1+N2∑
k=1
wk
]
(26)
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Let us recall the definition (20) of IN1,N2 . For s ∈ [0, 1], define
νσN1+N2(s)(dx) :=
1
Z
exp
σ N1+N2∑
k=1
wk −HN1+N2(w) + s
∑
(i,j)∈IN1,N2
Mijuivj
 .
In particular, recalling (21), it holds that
νσN1+N2(0) = µ
σ
N1+N2 , ν
σ
N1+N2(1) = µ
σ
N1 ⊗ µσN2 .
Therefore we apply interpolation to obtain
∣∣T(26)∣∣ =
∣∣∣∣∣−
∫ 1
0
d
ds
EνσN1+N2 (s)
[
N1+N2∑
k=1
wk
]
dx
∣∣∣∣∣
≤
∫ 1
0
∣∣∣∣∣∣covνσN1+N2 (s)
N1+N2∑
k=1
wk,
∑
(i,j)∈IN1,N2
Mijuivj
∣∣∣∣∣∣ ds
≤
∫ 1
0
N1+N2∑
k=1
∣∣∣∣∣∣covνσN1+N2 (s)
wk, ∑
(i,j)∈IN1,N2
Mijuivj
∣∣∣∣∣∣ ds. (27)
We observe that νσN1+N2(s) is a gce and hence Theorem A.6 holds. Because |IN1,N2 | ≤
2R2, an application of the decay of correlation (Theorem A.6) and second moment estimate
(Lemma 3.11) yields∣∣∣∣∣∣covνσN1+N2 (s)
wk, ∑
(i,j)∈IN1,N2
Mijuivj
∣∣∣∣∣∣ ≤ Cs (2R2(σ2 + 1)) 12 exp (−Csdist(k, IN1,N2))
≤ C(|σ|+ 1) exp (−Cdist(k, IN1,N2)) (28)
for some C > 0. Plugging (28) into (27) yields
∣∣T(26)∣∣ ≤ C(|σ|+ 1)N1+N2∑
k=1
exp (−Cdist(k, IN1,N2)) = C (|σ|+ 1) .

In particular, an application of Fekete’s Lemma implies the following statement.
Corollary 3.15. The normalized free energy
AN (σ) :=
1
N
aN =
1
N
log
∫
RN
exp
(
σ
N∑
i=1
xi −HN (x)
)
dx
and its derivative A′N converge pointwise to some functions A,B : R → R as N → ∞,
respectively.
Next, we provide quantitative bounds of the convergences of AN and A′N .
HYDRODYNAMIC LIMIT OF THE KAWASAKI DYNAMICS 19
Lemma 3.16. There exists a positive constant C such that
|AN (σ)−A(σ)| ≤ Cσ
2 + 1
N
for all σ ∈ R, (29)
|A′N (σ)−B(σ)| ≤ C
|σ|+ 1
N
for all σ ∈ R. (30)
Proof of Lemma 3.16. We shall only provide the proof of (29) as there is only a cosmetic
difference between the proof of (29) and that of (30).
Let us fix N ∈ N. We claim that for each k ∈ N,
|AkN (σ)−AN (σ)| ≤ Ck − 1
k
· σ
2 + 1
N
. (31)
First of all, (31) is obviously true for k = 1. The case k = 2 also holds by putting M = N
in (18) and dividing it by 2N . Let us assume that (31) holds for some p ∈ N. That is,
|ApN (σ)−AN (σ)| ≤ Cp− 1
p
· σ
2 + 1
N
. (32)
Then∣∣A(p+1)N (σ)−AN (σ)∣∣ = ∣∣∣∣a(p+1)N (σ)(p+ 1)N − aN (σ)N
∣∣∣∣
≤
∣∣∣∣a(p+1)N (σ)− apN (σ)− aN (σ)(p+ 1)N
∣∣∣∣+ ∣∣∣∣apN (σ)− paN (σ)(p+ 1)N
∣∣∣∣
(18)
≤ C 1
p+ 1
· σ
2 + 1
N
+
p
p+ 1
|ApN (σ)−AN (σ)|
(32)
≤ C 1
p+ 1
· σ
2 + 1
N
+ C
p− 1
p+ 1
· σ
2 + 1
N
= C
p
p+ 1
· σ
2 + 1
N
.
Therefore (31) holds for k = p+1 as well and thus it holds for all k ∈ N. We now take k →∞
in (31) to conclude that
|A(σ)−AN (σ)| ≤ Cσ
2 + 1
N
.

Lemma 3.16 implies that if restricted to any closed interval [a, b], the convergence of A′N is
uniform. Moreover, A′N is differentiable for each N and in particular, is continuous. Thus we
have the following statement:
Corollary 3.17. The function A is a C1 function, and A′ = B. In other words,
A′(σ) = lim
N→∞
A′N (σ) for each σ ∈ R.
Let HN , ϕ : R→ R be the Legendre transforms of AN and A, respectively. That is,
HN (m) := sup
σ∈R
(σm−AN (σ)) ,
ϕ(m) := sup
σ∈R
(σm−A(σ)) . (33)
20 YOUNGHAK KWON, GEORG MENZ, AND KYEONGSIK NAM
We recall that
A′N (σ) =
1
N
EµσN
[
N∑
i=1
Xi
]
and A′′N (σ) =
1
N
varµσN
(
N∑
i=1
Xi
)
.
Then Lemma 3.10 and Lemma A.2 imply that there exists a uniform positive constant C such
that
−C (1 + |σ|) ≤ A′N (σ) ≤ C (1 + |σ|) and
1
C
≤ A′′N (σ) ≤ C. (34)
Because the bounds (34) are uniform on N , it also holds that
−C (1 + |σ|) ≤ A′(σ) ≤ C (1 + |σ|) (35)
and A is strictly convex in the sense that
1
C
(x− y) ≤ A′(x)−A′(y) ≤ C(x− y) for any x ≥ y. (36)
The strict convexity of AN implies that for each N , there exists a unique real number σN ∈ R
such that
HN (m) = sup
σ∈R
(σm−AN (σ)) = σNm−AN (σN ). (37)
We also denote σ∞ by the unique real number satisfying
ϕ(m) = sup
σ∈R
(σm−A(σ)) = σ∞m−A(σ∞). (38)
Next, we prove that HN → ϕ pointwise as N →∞.
Lemma 3.18. There exists a positive constant C such that
|HN (m)− ϕ(m)| ≤ Cm
2 + 1
N
for all m ∈ R.
Proof of Lemma 3.18. By definition (37) and (38) of σN and σ∞, it holds that
A′N (σN ) = A
′(σ∞) = m. (39)
Let us recall the uniform linear bounds (34), (35) of A′N , A
′ and the strict convexity (34), (36)
of AN , A. They imply that there exist constants γ1, γ2, γ′1, γ′2 ∈ R with
γ1m+ γ2 ≤ σN , σ∞ ≤ γ′1m+ γ′2 for all N ∈ N. (40)
Let us write
|HN (m)− ϕ(m)| ≤ |σN − σ∞| |m|+ |AN (σN )−A(σ∞)| . (41)
Let us begin with the estimation of the first term in the right hand side of (41). Rearrang-
ing (39) gives
A′(σ∞)−A′(σN ) = A′N (σN )−A′(σN )
Then the strict convexity (36) of A implies that there is a positive constant C with
1
C
|σ∞ − σN | ≤
∣∣A′(σ∞)−A′(σN )∣∣ ≤ C |σ∞ − σN | .
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Therefore we have
|σ∞ − σN | ≤ C
∣∣A′(σ∞)−A′(σN )∣∣ = C ∣∣A′N (σN )−A′(σN )∣∣ (30)≤ C (|σN |+ 1)N (14)≤ C |m|+ 1N .
(42)
Let us turn to the estimation of the second term in the right hand side of (41). It holds that
|AN (σN )−A(σ∞)| ≤ |AN (σN )−A(σN )|+ |A(σN )−A(σ∞)|
(29)
≤ Cσ
2
N + 1
N
+ |A(σN )−A(σ∞)|
= C
σ2N + 1
N
+
∣∣A′(σ∗N )∣∣ |σN − σ∞| , (43)
where σ∗N is a real number between σN and σ∞. Therefore a combination of (40), (35) and (42)
yields
T(43) ≤ C
m2 + 1
N
. (44)
Plugging the estimates (42) and (44) into (41) gives the desired estimate
|HN (m)− ϕ(m)| ≤ Cm
2 + 1
N
.

The last ingredient for proving Lemma 3.8 is the local Cramér theorem.
Lemma 3.19 (Theorem 2.6 in [KM18]). There exists a positive constant C such that for n
large enough, ∣∣H¯N (m)−HN (m)∣∣ ≤ C 1
N
for all m ∈ R.
We can now conclude the proof of Proposition 3.8.
Proof of Proposition 3.8. Let ϕ be the function defined by (33). A combination of Lemma 3.18
and Lemma 3.19 implies that∣∣H¯N (m)− ϕ(m)∣∣ ≤ ∣∣H¯N (m)−HN (m)∣∣+ |HN (m)− ϕ(m)|
≤ C 1
N
+ C
m2 + 1
N
= C
m2 + 1
N
.
The differentiability of ϕ is obvious. In fact, the Legendre transform of a C1 strictly convex
function with superlinear growth is also differentiable.

4. Logarithmic Sobolev inequality: proof of Theorem 3.4
The proof of Theorem 3.4 is motivated by Zegarlinski’s decomposition which was used to
prove the uniform LSI for the gce µN (cf. [Zeg96]). In [KM20], the authors used this idea
combined with the two-scale approach (cf. [GOVW09]) to prove that the ce µN,m satisfies a
uniform LSI on one-dimensional lattice. In this proof, we adapt this idea using Zegarlinski’s
decomposition and two-scale approach to deduce the uniform LSI for the measure µN,m(dx|y).
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Λ
(1)
1 Λ
(1)
2 Λ
(2)
1 Λ
(2)
2
K −R R K −R R
Figure 3. Arrangement in the cell [1, 2K] for K = 16 and R = 6
Let us begin with decomposing the lattice with two types of blocks (cf. Figure 3):
Λ := [N ] = {1, 2, · · · , N},
Λ1 :=
⋃
l∈Z
Λ ∩ ([1,K −R] + (l − 1)K) =
M⋃
l=1
Λ
(l)
1 ,
Λ2 :=
⋃
l∈Z
Λ ∩ ([K −R+ 1,K] + (l − 1)K) =
M⋃
l=1
Λ
(l)
2 ,
where R is the interaction range of the particles (cf. (1)). The main idea is to decompose the
measure µN,m(dx|y) into two parts as follows:
µN,m(dx|y) = µN,m(dxΛ1 |xΛ2 , y)µ¯N,m(dxΛ2 |y).
Again, this should be understood in a weak sense, i.e., for any test function ξ,∫
ξ(x)µN,m(dx|y) =
∫ (∫
ξ(xΛ1 , xΛ2)µN,m(dx
Λ1 |xΛ2 , y)
)
µ¯N,m(dx
Λ2).
We prove the uniform LSI for the conditional measure µN,m(dxΛ1 |xΛ2 , y) and the marginal
measure µ¯N,m(dxΛ2 |y) separately. Then uniform LSI for the full measure µN,m is deduced
via the two-scale criterion for the LSI (cf. [GOVW09, Theorem 3] or [KM20, Proposition 6]).
More precisely, we have
Lemma 4.1. The conditional measure µN,m(dxΛ1 |xΛ2 , y) satisfies LSI(%1), where %1 > 0 is a
constant independent of the system size |Λ1|, the external field s, the mean spin m, conditioned
spins xΛ2, and the macroscopic state y.
Lemma 4.2. The marginal measure µ¯N,m(dxΛ2 |y) satisfies LSI(ρ2), where ρ2 > 0 is inde-
pendent of the external field s, the mean spin m, and the macroscopic state y.
Lemma 4.3. Assume that
• The conditional measure µN,m(dxΛ1 |xΛ2 , y) satisfies LSI(%1), where %1 is a positive
constant independent of |Λ1|, s, m, xΛ2 and y.
• The marginal measure µ¯N,m(dxΛ2 |y) satisfies LSI(ρ2), where ρ2 is a positive constant
independent of s, m and y.
Then the ce µN,m satisfies LSI(ρ), where ρ is a positive constant independent of the system
size N , the external field s, and the mean spin m.
• Lemma 4.1 is a consequence of Lemma 3.3 and tensorization principle(cf. Theo-
rem C.1). Indeed, by conditioning on the spins xΛ2 , the blocks Λ(l)1 do not interact
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within the Hamiltonian. Therefore the conditional measure µN,m(dxΛ1 |xΛ2 , y) ten-
sorizes on
⊗M
l=1XK−R,y˜l , where
y˜l :=
Kyl −
∑
j∈Λ(l)2
xj
K −R . (45)
Because each tensorized measure on XK−R,y˜l has the same structure as one dimen-
sional ce µN,m, it satisfies a uniform LSI by Lemma 3.3. Then an application of
Theorem C.1 yields Lemma 4.1.
• The proof of Lemma 4.2 utilizes the Otto-Reznikoff Criterion (cf. Theorem C.4). The
details are provided in Section 4.1.
• The proof of Lemma 4.3 is almost identical to that of [KM20, Proposition 6]. We refer
to [KM20] or [GOVW09] for more details.
With the help of the lemmas above (Lemma 4.1, Lemma 4.2 and Lemma 4.3) we establish
the desired statement:
Proof of Theorem 3.4. A combination of Lemma 4.1, Lemma 4.2 and Lemma 4.3 proves
Theorem 3.4. 
4.1. Proof of Lemma 4.2. The main idea of the proof of Lemma 4.2 is to apply the Otto-
Reznikoff Criterion (Theorem C.4).
For each l ∈ {1, · · · ,M} we denote (with a slight abuse of notation)
Hl(x
B(l)|x¯B(l)) =
∑
i∈B(l)
ψ(xi) +
1
2
∑
i,j∈B(l)
Mijxixj +
∑
i∈B(l)
k/∈B(l)
Mijxixk (46)
and
Hl¯(x¯
B(l)) = H(x)−Hl(xB(l)|x¯B(l))
=
∑
i/∈B(l)
ψ(xi) +
1
2
∑
i,j /∈B(l)
Mijxixj .
The Hamiltonian Q associated to the marginal measure µ¯N,m(dxΛ2 |y) is
Q(dxΛ2 |y) = − log
∫
1
K−R
∑
i∈Λ(l)1
xi=y˜l
l=1,··· ,M
exp (−H(x))L(dxΛ1),
where y˜l is given by (45). In particular, a rearrangement of the integral gives
Q(xΛ2 |y) = − log
∫
1
K−R
∑
i∈Λ(k)1
xi=y˜k
k∈[M ]\{l}
exp
(
−H(x¯B(l))
)
exp
(
−Ql(xΛ
(l)
2 |x¯B(l))
)
L(dx¯Λ(l)1 ),
where Ql is the block Hamiltonian defined by
Ql(x
Λ
(l)
2 |x¯B(l)) = − log
∫
1
K−R
∑
i∈Λ(l)1
xi=y˜l
exp
(
−H(xB(l)|x¯B(l))
)
L(dxΛ(l)1 ).
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In [KM20], the authors deduced that Ql can be decomposed into a sum of strictly convex
function Ψ˜cl and bounded perturbation Ψ˜
b
l .
Lemma 4.4 ((15) and (16) in [KM20]). There exist functions Ψ˜cl and Ψ˜
b
l such that
• Ql = Ψ˜cl + Ψ˜bl .
• For block size K large enough, Ψ˜cl is strictly convex.
• The function Ψ˜bl is uniformly bounded.
Moreover, the strict convexity of Ψ˜cl and boundedness of Ψ˜
b
l is independent of the conditioned
spins x¯B(l).
The first step towards the proof of Lemma 4.2 is to prove that each block marginal mea-
sure µ¯N,m(dxΛ
(l)
2 |y, x¯Λ(l)2 ) satisfies a uniform LSI.
Lemma 4.5. The block marginal measure µ¯N,m(dxΛ
(l)
2 |y, x¯Λ(l)2 ) satisfies a uniform LSI.
Proof of Lemma 4.5. Let us fix l ∈ {1, · · · ,M} and decompose Ql into strictly convex part Ψ˜cl
and bounded perturbation part Ψ˜bl (Lemma 4.4). Our aim is to decompose Q into Φ˜
c
l and Φ˜
b
l
so that when restricted to the spins xΛ
(1)
2 , Φ˜cl is strictly convex and Φ˜
b
l is bounded. Then
the desired statement follows from Bakry-Émery criterion (Theorem C.3) and Holley-Stroock
Perturbation Principle (Theorem C.2).
To see this, let us decompose Q as follows:
Q(dxΛ2 |y) = − log
∫
1
K−R
∑
i∈Λ(k)1
xi=y˜k
k∈[M ]\{l}
exp
(
−H(x¯B(l)
)
exp
(
−Ψ˜cl − Ψ˜bl
)
L(dx¯Λ(l)1 )
= − log
∫
1
K−R
∑
i∈Λ(k)1
xi=y˜k
k∈[M ]\{l}
exp
(
−H(x¯B(l)
)
exp
(
−Ψ˜cl
)
L(dx¯Λ(l)1 )
+
log ∫ 1
K−R
∑
i∈Λ(k)1
xi=y˜k
k∈[M ]\{l}
exp
(
−H(x¯B(l)
)
exp
(
−Ψ˜cl
)
L(dx¯Λ(l)1 )
− log
∫
1
K−R
∑
i∈Λ(k)1
xi=y˜k
k∈[M ]\{l}
exp
(
−H(x¯B(l)
)
exp
(
−Ψ˜cl − Ψ˜bl
)
L(dx¯Λ(l)1 )

=: Φ˜cl + Φ˜
b
l .
Step 1. Strict convexity of Φ˜cl , restricted to the spins x
Λ
(1)
2 .
Let µ˜l be the probability measure with density
µ˜l(dx¯
Λ
(l)
1 ) =
1
Z
1 1
K−R
∑
i∈Λ(k)1
xi=y˜k
k∈[M ]\{l}
exp
(
−H(x¯B(l))
)
exp
(
−Ψ˜cl
)
L(dx¯Λ(l)1 )
=
1
Z
1 1
K−R
∑
i∈Λ(k)1
xi=y˜k
k∈[M ]\{l}
exp
(
−H(x¯B(l))− Ψ˜cl
)
L(dx¯Λ(l)1 ).
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We note that H(x¯B(l)) is independent of the spins xΛ
(l)
2 and thus
d
dxi
Ψ˜cl =
d
dxi
(
H(x¯B(l)) + Ψ˜cl
)
for i ∈ Λ(l)2 .
Therefore a straightforward calculation yields that for any i, j ∈ Λ(l)2 ,
d2
dxidxj
Φ˜cl = Eµ˜N,m
[
d2
dxidxj
Ψ˜cl
]
− covµ˜N,m
(
d
dxi
Ψ˜cl ,
d
dxj
Ψ˜cl
)
.
Due to the strict convexity of Ψ˜cl , an application of Brascamp-lieb inequality implies that Φ˜
c
l
is also uniformly strictly convex on RΛ
(l)
2 .
Step 2. Boundedness of Φ˜bl , restricted to the spins x
Λ
(1)
2 .
We write
Φ˜bl = log
∫
1
K−R
∑
i∈Λ(k)1
xi=y˜k
k∈[M ]\{l}
exp
(
−H(x¯B(l)
)
exp
(
−Ψ˜cl
)
L(dx¯Λ(l)1 )
− log
∫
1
K−R
∑
i∈Λ(k)1
xi=y˜k
k∈[M ]\{l}
exp
(
−H(x¯B(l)
)
exp
(
−Ψ˜cl − Ψ˜bl
)
L(dx¯Λ(l)1 )
= − log
∫
1
K−R
∑
i∈Λ(k)1
xi=y˜k
k∈[M ]\{l}
exp
(−H(x¯B(l)) exp(−Ψ˜cl − Ψ˜bl)L(dx¯Λ(l)1 )
∫
1
K−R
∑
i∈Λ(k)1
xi=y˜k
k∈[M ]\{l}
exp
(−H(x¯B(l)) exp(−Ψ˜cl)L(dx¯Λ(l)1 )
= − logEµ˜l
[
exp
(
−Ψ˜bl
)]
.
Therefore the boundedness of Φ˜bl follows from the boundedness of Ψ˜
b
l .

Next, we shall prove that the interactions between blocks Λ(l)2 and Λ
(n)
2 become small enough
when choosing the block size K large enough. Let us first introduce an auxiliary statement.
Lemma 4.6 (Lemma 16 in [KM20]). It holds that
d2
dxidxj
Q(dxΛ2 |y) = − covµN,m(dxΛ1 |xΛ2 ,y)
(
∂
∂xi
H(x)− ∂
∂xi−R
H(x),
∂
∂xj
H(x)− ∂
∂xj−R
H(x)
)
.
The following statement is the second main ingredient for proving Lemma 4.2.
Lemma 4.7. For any n, l ∈ {1, · · · ,M} with n 6= l, it holds that∣∣∣∣ d2dxidxjQ(dxΛ2 |y)
∣∣∣∣ . RK +R exp (−CK|n− l|) for all i ∈ Λ(n)2 , j ∈ Λ(l)2 .
Proof of Lemma 4.7. Let us begin with a simple observation. Let f and g be functions
supported on Λ(l)1 and Λ
(n)
1 , respectively. Because the measure µN,m(dx
Λ1 |xΛ2 , y) tensorizes
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on
⊗M
l=1XK−R,y˜l , it holds that
covµN,m(dxΛ1 |xΛ2 ,y)(f, g) =
0 if l 6= ncov
µN,m(dx
Λ
(l)
1 |xΛ2 ,y)
(f, g) otherwise (47)
Then a combination of Lemma 4.6, (47) and Proposition A.8 yields∣∣∣∣ d2dxidxj Q¯(dxΛ2 |y)
∣∣∣∣ . RK +R exp (−CK|n− l|) .

Now we are ready to present the proof of Lemma 4.2.
Proof of Lemma 4.2. By choosing the block size K large enough, the Otto-Reznikoff Criterion
(Theorem C.4) applied with the help of Lemma 4.5 and Lemma 4.7 finishes the proof of
Lemma 4.2. 
5. Strict convexity of coarse-grained Hamiltonian: proof of Theorem 3.6
The proof of Theorem 3.6 consists of two ingredients. The first one is uniform estimates of the
diagonals of HessY H¯(y) and the second one is the control of off-diagonal terms of HessY H¯(y).
For the diagonals, we adapt the one dimensional result. That is, one-dimensional coarse-
grained Hamiltonian is uniformly strictly convex (cf. [KM18]). The off-diagonal terms are
controlled by decay of correlations. (cf. Theorem A.8)
Lemma 5.1. There is a positive constant τ > 0 such that for each l ∈ {1, · · · ,M}, it holds
that
0 < τ ≤ (HessY H¯(y))ll ≤ 1τ <∞.
Lemma 5.2. For each 1 ≤ l 6= n ≤M , it holds that∣∣(HessY H¯(y))ln∣∣ . 1K .
The proof of Lemma 5.1 and Lemma 5.2 are given in Section 5.1 and Section 5.2, respectively.
Let us now proceed to the proof of Proposition 3.6.
Proof of Theorem 3.6. It follows directly from Lemma 5.1 and Lemma 5.2 by choosing K
large enough. 
5.1. Proof of Lemma 5.1. Recall the definition (46) of H(xB(l)|x¯B(l)). The coarse-grained
Hamiltonian associated to H(xB(l)|x¯B(l)) is
H¯(yl|x¯B(l)) = − 1
K
log
∫
1
K
∑
i∈B(l) xi=yl
exp
(
−H(xB(l)|x¯B(l))
)
LK−1(dxB(l)).
Observing that the Hamiltonian H(xB(l)|x¯B(l)) has the same structure as the Hamiltonian
given by (1), a straightforward calculation using Lemma B.3 yields the following statement:
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Lemma 5.3 ((34) in [Men11]). For any l ∈ {1, · · ·M}, it holds that(
HessY H¯(y)
)
ll
=
∫
d2
dy2l
H¯(yl|x¯B(l))µ¯N,m(dx¯B(l)|y)
− 1
K
varµ¯N,m(dx¯B(l)|y)
∫  ∑
j∈B(l)
(
N∑
i=1
Mijxi
)
+ ψ′b(xj)
µN,m(dxB(l)|x¯B(l), y)
 . (48)
In [KM18], the authors proved that under the assumption of lower bound of variance of
the mean spin of the modified gce µσN , the one-dimensional coarse-grained Hamiltonian is
uniformly strictly convex (cf. [KM18, Corollary 2]). Combined with Lemma A.2 we get
Lemma 5.4 (Extension of Corollary 2 in [KM18]). There is a positive constant λ independent
of the system size N , the external field s, and the mean spin m such that
λ ≤ d
2
dy2l
H¯(yl|x¯B(l)) ≤ 1
λ
.
The next statement implies that the right hand side of (48) is small when K is large enough.
Lemma 5.5. It holds that
1
K
varµ¯N,m(dx¯B(l)|y)
∫  ∑
j∈B(l)
(
N∑
i=1
MijXi
)
+ ψ′b(Xj)
µN,m(dxB(l)|x¯B(l), y)
 . 1
K
Proof of Lemma 5.5. Note that the conditional measure µN,m(dxB(l)|x¯B(l), y) is given by
µN,m(dx
B(l)|x¯B(l), y) = 1
Z
1{ 1K ∑i∈B(l) xi=yl}(xB(l)) exp
(
−H(xB(l)|x¯B(l))
)
LK−1(dxB(l)).
For each l ∈ {1, · · · ,M} define El := {k /∈ B(l) : ∃i ∈ B(l) such that |i − k| ≤ R}. By
cancellation of constant terms with the partition function, the term∫  ∑
j∈B(l)
(
N∑
i=1
Mijxi
)
+ ψ′b(xj)
µN,m(dxB(l)|x¯B(l), y) (49)
depends only on the spins xk, k ∈ El. In particular, (49) is a function of x¯B(l). This implies
varµ¯N,m(dx¯B(l)|y)
∫  ∑
j∈B(l)
(
N∑
i=1
Mijxi
)
+ ψ′b(xj)
µN,m(dxB(l)|x¯B(l), y)

= varµN,m(dx|y)
∫  ∑
j∈B(l)
(
N∑
i=1
Mijxi
)
+ ψ′b(xj)
µN,m(dxB(l)|x¯B(l), y)
 .
Then an application of Poincaré inequality for µN,m(dx|y) (cf. Proposition 3.4) yields
varµN,m(dx|y)
∫  ∑
j∈B(l)
(
N∑
i=1
Mijxi
)
+ ψ′b(xj)
µN,m(dxB(l)|x¯B(l), y)

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.
∫ ∣∣∣∣∣∣∇
∫  ∑
j∈B(l)
(
N∑
i=1
Mijxi
)
+ ψ′b(xj)
µN,m(dxB(l)|x¯B(l), y)
∣∣∣∣∣∣
2
µN,m(dx|y).
Because (49) depends only on the spins xk, k ∈ El, it holds that∣∣∣∣∣∣∇
∫  ∑
j∈B(l)
(
N∑
i=1
Mijxi
)
+ ψ′b(xj)
µN,m(dxB(l)|x¯B(l), y)
∣∣∣∣∣∣
=
∑
k∈El
 ∂
∂xk
∫  ∑
j∈B(l)
(
N∑
i=1
Mijxi
)
+ ψ′b(xj)
µN,m(dxB(l)|x¯B(l), y)
2
=
∑
k∈El
 ∑
j∈B(l)
Mkj − covµN,m(dxB(l)|x¯B(l),y)
 ∑
j∈B(l)
(
N∑
i=1
Mijxi
)
+ ψ′b(xj),
∑
i∈B(l)
|k−i|≤R
Mikxi


2
.
(50)
Lastly, an application of Proposition A.8 combined with the fact that |El| ≤ 2R implies
T(50) . 1.
This finishes the proof of Lemma 5.5. 
Proof of Lemma 5.1. Lemma 5.1 is a direct consequence of Lemma 5.3, Lemma 5.4, and
Lemma 5.5. Indeed, by choosing K large enough, we can find a positive constant τ > 0 such
that
0 < τ ≤ (HessY H¯(y))ll ≤ 1τ <∞.

5.2. Proof of Lemma 5.2. The main ingredient for the proof of Lemma 5.2 is the following
representation of the Hessian of H¯
Lemma 5.6 (Lemma 2 in [Men11]). For any 1 ≤ l 6= n ≤M , it holds that(
HessY H¯(y)
)
ln
=
1
K
∑
i∈B(l),j∈B(n)
Mij (51)
− 1
K
covµN,m(dx|y)
 ∑
j∈B(l)
(
N∑
i=1
Mijxi
)
+ ψ′b(xj),
∑
j∈B(n)
(
N∑
i=1
Mijxi
)
+ ψ′b(xj)
 . (52)
Proof of Lemma 5.2. We observe that for l 6= n, there are at most R2 many pairs (i, j) with
i ∈ B(l), j ∈ B(n) and |i− j| ≤ R. For such (i, j), we know |Mij | is uniformly bounded by 1
and hence ∣∣T(51)∣∣ . R2 · 1K . 1K .
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Let us turn to the estimation of (52). The law of total variance yields
covµN,m(dx|y)
 ∑
j∈B(l)
(
N∑
i=1
Mijxi
)
+ ψ′b(xj),
∑
j∈B(n)
(
N∑
i=1
Mijxi
)
+ ψ′b(xj)

= covµ¯N,m(dx¯B(l)|y)
∫ ∑
j∈B(l)
(
N∑
i=1
Mijxi
)
+ ψ′b(xj)µN,m(dx
B(l)|x¯B(l), y),
∫ ∑
j∈B(n)
(
N∑
i=1
Mijxi
)
+ ψ′b(xj)µN,m(dx
B(l)|x¯B(l), y)

+
∫
covµN,m(dxB(l)|x¯B(l),y)
 ∑
j∈B(l)
(
N∑
i=1
Mijxi
)
+ ψ′b(xj),
∑
j∈B(n)
(
N∑
i=1
Mijxi
)
+ ψ′b(xj)
 µ¯N,m(dx¯B(l)|y).
Then an application of Proposition A.8 as in Lemma 5.1 yields the desired estimate∣∣T(52)∣∣ . 1K .
Hence we conclude ∣∣(HessY H¯(y))ln∣∣ ≤ ∣∣T(51)∣∣+ ∣∣T(52)∣∣ . 1K .

6. Hydrodynamic limit: proof of Theorem 2.1
In this section, we provide the proof of our main theorem: hydrodynamic limit of Kawasaki
dynamics (Theorem 2.1). The main idea for the proof of Theorem 2.1 is the two-scale approach
(cf. [GOVW09, Theorem 8]). In [GOVW09], the hydrodynamic limit of the Kawasaki dynam-
ics was deduced via two-scale approach where there is no-interactions within the Hamiltonian
(see [GOVW09, Theorem 17]). The problem becomes a lot more subtle when we add strong
finite-range interactions within the Hamiltonian. For example, because neighboring blocks
interact with each other, the coarse-grained Hamiltonian H¯Y (cf. (8)) cannot be decomposed
into a sum of one-dimensional coarse-grained Hamiltonian of the form (9).
We overcome this difficulty by introducing an auxiliary Hamiltonian Haux obtained by re-
moving the interactions between different blocks in the Hamiltonian H (see (56)). Due to the
finite range interactions, the amount of interactions that we remove from the formal Hamil-
tonian H is very small compared to the whole system size. Therefore one can expect that H
and Haux are close. This allows us to take advantage of nice structure of Haux (e.g. block
decomposition).
Let us begin with introducing auxiliary definitions. First of all, we define the coarse-grained
operator A¯ : Y → Y by
(A¯)−1 = PA−1NP ∗.
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For given η0 ∈ Y , consider the mesoscopic analog of Kawasaki dynamics:{
dη
dt = −A¯∇Y H¯Y (η)
η(0) = η0.
(53)
Recalling the identification of X and X¯ (see Section 2.2), we identify Y with the space Y¯ of
piecewise constant, mean m functions on T1 = R\Z defined by
Y¯ :=
{
y¯ : T1 → R; y¯ is constant on
(
l − 1
M
,
l
M
]
for l = 1, · · · ,M, and has mean m
}
.
The main idea of the two-scale approach is to prove the closeness of microscopic-mesoscopic
solutions and mesoscopic-macroscopic solutions.
Consider a sequence {Mν , Nν}∞ν=1 such that
Mν ↑ ∞, Nν ↑ ∞, Kν = Nν
Mν
↑ ∞.
This means that the size of each block and the number of blocks are simultaneously increasing
to the infinity.
Convention. Following the convention of [GOVW09], we writeM,N,K for Mν , Nν ,Kν . We
also denote X = XNν ,m, Y = YMν ,m, and so on in the remaining sections.
For given ζ0, choose a sequence of step functions {η¯ν0}∞ν=1 in Y¯ that converges to ζ0 in L2:
‖η¯ν0 − ζ0‖L2 → 0 as ν →∞. (54)
For each ν, let ην0 ∈ Y be the vector that corresponds to the step function η¯ν0 , and denote ην
by a solution of the mesoscopic parabolic equation (53) with the initial data η(0) = ην0 .
The first main ingredient is the closeness of microscopic-mesoscopic solutions.
Proposition 6.1. For any T > 0, it holds that
lim
ν→∞ sup0≤t≤T
∫
‖x¯− η¯ν(t, ·)‖H−1f(t, x)µN,m(dx) = 0.
The second ingredient is the closeness of mesoscopic-macroscopic solutions. Note that by the
expression (7) and Proposition 3.8, a function ϕ in the macroscopic parabolic equation (6) is
a pointwise limit of the one-dimensional coarse-grained Hamiltonian H¯N and is differentiable.
Proposition 6.2. The step functions η¯ν converge strongly in L∞(H−1) to the unique weak
solution ζ of (6). In particular, it holds that for any T > 0,
lim
ν→∞ sup0≤t≤T
‖η¯ν(t, ·)− ζ(t, ·)‖2H−1 = 0
We provide the proof of Proposition 6.1 and Proposition 6.2 in Section 6.1 and Section 6.2,
respectively.
Proof of Theorem 2.1. Following the notations from above, Proposition 6.1 and Proposi-
tion 6.2 imply
lim
N→∞
sup
0≤t≤T
∫
‖x¯− ζ(t, ·)‖2H−1f(t, x)µ(dx)
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≤ 2 lim
N→∞
sup
0≤t≤T
(∫
‖x¯− η¯v(t, ·)‖2H−1f(t, x)µ(dx) +
∫
‖η¯v − ζ(t, ·)‖2H−1f(t, x)µ(dx)
)
= 2 lim
N→∞
sup
0≤t≤T
(∫
‖x¯− η¯v(t, ·)‖2H−1f(t, x)µ(dx) + ‖η¯v − ζ(t, ·)‖2H−1
)
= 0.

6.1. Proof of Proposition 6.1. The key ingredient of the proof of Proposition 6.1 is a
two-scale criterion for the hydrodynamic limit which was originally obtained in [GOVW09,
Theorem 8]. This was successfully used to establish a hydrodynamic limit of Kawasaki dynam-
ics without interactions. We first introduce a general two-scale criterion for the hydrodynamic
limit developed in [GOVW09], and then apply this to the general ce using the results estab-
lished so far.
Theorem 6.3 (Two-Scale Criterion for the hydrodynamic limit [GOVW09]). Let
µ(dx) =
1
Z
exp (−H(x)) dx
be a probability measure on X. Assume a linear operator P : X → Y satisfies PNP ∗ = IdY
for some large N ∈ N. Assume further the following:
(i). It holds that
κ := max {〈HessH(x) · u, v〉 : u ∈ Ran(NP ∗P ), v ∈ Ran(IdX −NP ∗P ), |u| = |v| = 1} <∞.
(ii). There is ρ > 0 such that µ(dx|y) satisfies LSI(ρ) for all y
(iii). There is λ > 0 such that 〈y˜,Hess H¯(y)y˜〉Y ≥ λ〈y˜, y˜〉Y
(iv). There is α > 0 such that
∫ |x|2µ(dx) ≤ αN
(v). There is β > 0 such that infy∈Y H¯(y) ≥ −β
Define M := dimY and let A : X → X be a symmetric linear operator such that:
(vi). There is γ > 0 such that for all x ∈ X, |(IdX −NP ∗P )x|2 ≤ γM−2〈x,Ax〉X
Let f(t, x) and η(t) solve (4) and
dη
dt
= −A¯∇Y H¯(η),
with initial data f(0, ·), and η0, where (A¯)−1 = PA−1NP ∗. Assume
(vii).
∫
f(0, x) log f(0, x)µ(dx) ≤ C1N , H¯(η0) ≤ C2.
Define
Θ(t) :=
1
2N
∫ 〈
(x−NP ∗η(t)) , A−1 (x−NP ∗η(t))〉 f(t, x)µ(dx).
Then for any T > 0 we have
max
{
sup
0<t≤T
Θ(t),
λ
2
∫ T
0
(∫
Y
|y − η(t)|2Y f¯(t, y)µ¯(dy)
)
dt
}
≤ Θ(0) + T
(
M
N
)
+
(
C1γκ
2
2λρ2
1
M2
)
+
[√
2Tγ
(
α+
2C1
ρˆ
) 1
2
(C
1
2
1 + (C2 + β)
1
2 )
]
1
M
.
As a corollary, we have both microscopic and mesoscopic closeness between the microscopic
Kawasaki dynamics and the evolution (53).
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Corollary 6.4 (Propagation of hydrodynamic behavior [GOVW09]). Consider a sequence
{Xv, Yv, Pv, Av, µv, f0,v, η0,v}∞v=1 of data satisfying the assumptions of Theorem 6.3 for every ν
with uniform constants λ, ρ, κ, α, β, γ, C1, C2. Suppose that
Mv ↑ ∞, Nv ↑ ∞, Nv
Mv
↑ ∞.
Further assume that
lim
v↑∞
1
Nv
∫
(x−NvP tvη0,v) ·A−1v (x−NvP tvη0,v)f0,v(x)µv(dx) = 0. (55)
Then for any T > 0,
lim
v↑∞
sup
0≤t≤T
1
Nv
∫
(x−NvP tvη) ·A−1v (x−NvP tvη)f(t, x)µ(dx) = 0,
and
lim
v↑∞
∫ T
0
∫
Y
|y − η(t)|2Y f¯(y)µ¯(dy)dt = 0.
6.1.1. Auxiliary Hamiltonian. As mentioned at the beginning of Section 6, we introduce
the auxiliary Hamiltonian and related notions. First of all, define the auxiliary Hamilton-
ian HN,aux = Haux as
Haux(x) := H(x)− 1
2
M∑
l=1
∑
n6=l
∑
i∈B(l)
j∈B(n)
Mijxixj . (56)
Because the interactions between different blocks are removed, Haux is decomposed as follows:
Haux(x) =
M∑
l=1
 ∑
i∈B(l)
ψ(xi) + sixi + 12 ∑
j∈B(l),
1≤|j−i|≤R
Mijxixj


=
M∑
l=1
HK(x
B(l)).
Here, we note that there are at most 2R2M many pairs of (i, j, l, n) such that
• l, n ∈ [M ] and l 6= n
• i ∈ B(l), j ∈ B(n) and |i− j| ≤ R.
Next, the corresponding canonical ensemble µN,m,aux is
µN,m,aux(dx) : =
1
Z
1{ 1N ∑Ni=1 xi=m} (x) exp (−Haux(x))LN−1(dx),
where LN−1(dx) denotes the (N − 1)-dimensional Hausdorff measure supported on X.
Then we decompose the ce µN,m,aux into the conditional measure µN,m,aux(dx|y) and the mar-
ginal measure µ¯N,m,aux(y) and define the corresponding coarse-grained Hamiltonian H¯Y,aux
by
H¯Y,aux(y) : = − 1
N
log
∫
Px=y
exp (−Haux(x))LN−M (dx)
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=
1
M
M∑
l=1
(
− 1
K
log
∫
{ 1
N
∑
i∈B(l) xi=yl}
exp
(
−HK(xB(l))LM−1(dxB(l))
))
=
1
M
M∑
l=1
H¯K(yl). (57)
Convention. In Section 6.1 and 6.2, we write µ = µN,m, µaux = µN,m,aux, H¯ = H¯Y ,
and H¯aux = H¯Y,aux to reduce our notational burden.
6.1.2. Auxiliary Lemmas. In this section, we provide auxiliary statements that are needed
in the proof of Proposition 6.1. Let us begin with investigating the relationship between H¯
and H¯aux. We prove that the difference between H¯ and H¯aux is small.
Lemma 6.5. There exists a constant C > 0 such that for any y ∈ Y ,
∣∣H¯(y)− H¯aux(y)∣∣ ≤ C
K
(
1 + ‖y‖2L2(Y )
)
.
Proof of Lemma 6.5. As there is a small cosmetic difference between the proof of Lemma 6.5
and Lemma 3.14, we shall only outline the proof of Lemma 6.5.
Recalling the definition (56) of Haux, we have
H¯aux(y)− H¯(y) = 1
N
log
∫
Px=y exp (−H(x))LN−M (dx)∫
Px=y exp (−Haux(x))LN−M (dx)
=
1
N
log
Eµaux(dx|y)
−12
M∑
l=1
∑
n6=l
∑
i∈B(l)
j∈B(n)
Mijxixj


≤ 1
N
log
Eµaux(dx|y)
14
M∑
l=1
∑
n6=l
∑
i∈B(l)
j∈B(n)
|Mij |(x2i + x2j )


=
1
N
log
Eµaux(dx|y)
12
M∑
l=1
∑
n6=l
∑
i∈B(l)
j∈B(n)
|Mij |x2i

 (58)
Because the conditional measure µaux(dx|y) tensorizes, i.e.,
µaux(dx|y) =
M⊗
l=1
1
Z
1{ 1K ∑i∈B(l) xi=yl}
(
xB(l)
)
exp
(
−HK(xB(l))
)
LK−1(dxB(l))
=:
M⊗
l=1
µK(dx
B(l)|yl),
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we have
T(58) =
1
N
M∑
l=1
log
EµK(dxB(l)|yl)
12
M∑
l=1
∑
n 6=l
∑
i∈B(l)
j∈B(n)
|Mij |x2i

 .
Because µK(dxB(l)|yl) is a one-dimensional canonical ensemble for each l ∈ [M ], a similar
argument from the proof of Lemma 3.14 using Corollary 3.13 yields
T(58) .
1
N
M∑
l=1
(
1 + y2l
)
=
1
K
(
1 + ‖y‖2L2(Y )
)
The lower bound of T(58) is similarly deduced.

Next, we bound the coarse-grained Hamiltonian H¯ with quadratic functions.
Lemma 6.6. There exists a positive constant C such that
−C + 1
C
‖y‖2L2(Y ) ≤ H¯(y) ≤ C
(
1 + ‖y‖2L2(Y )
)
.
Proof of Lemma 6.6. By Lemma 6.5, it suffices to prove
−C + 1
C
‖y‖2L2(Y ) ≤ H¯aux(y) ≤ C
(
1 + ‖y‖2L2(Y )
)
. (59)
First of all, an application of Lemma 3.8 yields that
H¯aux(0)
(57)
=
1
M
M∑
l=1
H¯K(0) = H¯K(0)→ ϕ(0) as ν →∞.
Thus H¯aux(0) is uniformly bounded.
Next, Lemma B.2 implies∣∣∣∣ ∂∂yl H¯aux(0)
∣∣∣∣ =
∣∣∣∣∣∣ 1N Eµaux(dx|0)
 ∑
i,j∈B(l)
MijXi +
∑
i∈B(l)
δψ′(Xi)
∣∣∣∣∣∣
Lemma 3.12
. 1
N
(
2KR2 +K
) ∼ 1
M
.
In particular the partial derivatives of H¯aux(0) are also bounded.
Because H¯aux is uniformly strictly convex (Theorem 3.6), an application of Taylor’s theorem
establishes the desired inequalities (59).

Corollary 6.7. The one-dimensional coarse-grained Hamiltonian H¯K and its limit ϕ are
strictly convex. In particular, there exists a constant C > 0 such that
−C + 1
C
m2 ≤ H¯K(m), ϕ(m) ≤ C(1 +m2).
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The last two ingredients for deducing Proposition 6.1 are the following statements. Since the
proofs of Lemma 6.8 and Lemma 6.9 in [GOVW09] work without any changes, we just present
statements without a proof.
Lemma 6.8. Define κ by
κ := max {〈HessH(x) · u, v〉 : u ∈ Ran(NP ∗P ), v ∈ Ran(IdX −NP ∗P ), |u| = |v| = 1} .
Then, we have κ <∞.
Lemma 6.9 ((92), (93) in [GOVW09]). There exists a constant C > 0 such that
1
C
〈x¯, x¯〉H−1 ≤
1
N
〈x,A−1x〉X ≤ C〈x¯, x¯〉H−1 . (60)
If x¯ is bounded in L2, then ∣∣∣∣〈x¯, x¯〉H−1 − 1N 〈x,A−1x〉X
∣∣∣∣ ≤ CN .
6.1.3. Proof of Proposition 6.1. In this section, we prove Proposition 6.1 with the help of
Corollary 6.4.
Proof of Proposition 6.1. Let us begin with verifying the assumptions of Theorem 6.3.
• (i) is the same as Lemma 6.8.
• (ii) is a consequence of Theorem 3.4.
• (iii) is a consequence of Theorem 3.6.
• (iv) follows from Lemma 3.13.
• (v) is a consequence of Lemma 6.6.
• (vi) is the same as (60) in Lemma 6.9
The first assumption of (vii) is the same as (5). To verify the second condition, let us
recall (54). Because ζ0 ∈ L2(T1), there is a positive constant C such that
‖η¯ν0‖L2 ≤ C.
Therefore Lemma 6.6 implies the second condition of (vii) as follows:
H¯(ην0 ) ≤ C(1 + ‖ην0‖2L2(Y )) = C(1 + ‖η¯ν0‖2L2) ≤ C.
Let us turn to the proof of (55) in Corollary 6.4. It holds that
0
(60)
≤ 1
N
∫
(x−NP tην0 ) ·A−1(x−NP tην0 )f0(x)µ(dx)
(60)
≤
∫
C‖x¯− η¯ν0‖2H−1f0(x)µ(dx)
≤
∫
2C
(‖x¯− ζ0‖2H−1 + ‖ζ0 − η¯ν0‖2H−1) f0(x)µ(dx) (5),(54)−→ 0 as ν →∞.
Therefore all assumptions of Corollary 6.4 are verified and we obtain
lim
v→∞ sup0≤t≤T
1
N
∫
(x−NP tη) ·A−1(x−NP tη)f(t, x)µ(dx) = 0.
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In particular, (60) implies
lim
ν→∞ sup0≤t≤T
∫
‖x¯− η¯ν(t, ·)‖H−1f(t, x)µN,m(dx) = 0.

6.2. Proof of Proposition 6.2.
6.2.1. Auxiliary Lemmas. In this Section, we provide auxiliary statements that will be needed
in the proof of Proposition 6.2. The statements are extensions of [GOVW09], where the ce
without interactions are considered, to the general ce with strong interactions.
Lemma 6.10 (Analogue of Lemma 34 in [GOVW09]). There is a constant C > 0 such that
sup
0≤t≤T
〈ην(t), ην(t)〉Y ≤ C, (61)∫ T
0
〈
dην
dt
(t), (A¯)−1
dην
dt
(t)
〉
Y
dt ≤ C.
In particular, (61) implies, up to a subsequence, the associated step functions η¯ν converges
to η∗ weak-∗ in L∞(L2) = (L1(L2))∗. Next lemma provides some properties of the function
η∗.
Lemma 6.11 (Analogue of Lemma 35 in [GOVW09]). Let {ην}∞v=1 as in Lemma 6.10 such
that it weak* converges to η∗ in L∞(L2) = (L1(L2))∗. Then η∗ satisfies
η∗ ∈ L∞t (L2θ),
∂η∗
∂t
∈ L2t (H−1θ ), ϕ′(η∗) ∈ L2t (L2θ).
The following lemma provides a integral criteria to ensure a function to be a weak solution
to the nonlinear parabolic equation.
Lemma 6.12 (Analogue of Lemma 36 in [GOVW09]). Assume H¯ is convex. Then η satisfies
dηv
dt
= −A¯∇Y H¯(ηv)
if and only if for all ξ ∈ Y and β : [0, T ]→ [0,∞) smooth,∫ T
0
H¯(η)β(t)dt ≤
∫ T
0
H¯(η + ξ)β(t)dt−
∫ T
0
〈ξ, (A¯)−1η〉Y β˙(t)dt.
Similarly, if ϕ is convex, then ζ is a weak solution of
∂ζ
∂t
=
∂2
∂θ2
ϕ′(ζ)
if and only if for all ξ ∈ L2(T1) and β : [0, T ]→ [0,∞) smooth,∫ T
0
∫
T1
ϕ(ζ(t, θ))β(t)dθdt ≤
∫ T
0
∫
T1
ϕ(ζ(t, θ) + ξ(θ))β(t)dθdt−
∫ T
0
〈ξ(·), ζ(t, ·)〉H−1 β˙(t)dt.
In addition, we have a uniqueness of the weak solution to the nonlinear parabolic equation (6).
Lemma 6.13 (Lemma 38 in [GOVW09]). The weak solution of (6) is unique, if it exists.
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We shall not provide the proof of Lemma 6.10, Lemma 6.11, Lemma 6.12 and Lemma 6.13
as there are only cosmetic differences to that of [GOVW09, Lemma 34], [GOVW09, Lemma
35], [GOVW09, Lemma 36] and [GOVW09, Lemma 38], respectively. The crucial step to
relate solutions to the mesoscopic and macroscopic equations is the following lemma.
Lemma 6.14 (Lemma 37 in [GOVW09]). Let {ην}∞ν=1 and η∗ as in Lemma 6.11. Define ξν :=
pi(ξ + η∗)− ην , where pi is the L2 projection onto Y . Then it holds that
lim
ν→∞
∫ T
0
H¯(ην(t))β(t)dt ≥
∫ T
0
∫
T1
ϕ(η∗(t, θ))β(t)dθdt, (62)
lim
ν→∞
∫ T
0
H¯(ην(t) + ξν(t))β(t)dt =
∫ T
0
∫
T1
ϕ(η∗(t, θ) + ξ(θ))β(t)dθdt, (63)
lim
ν→∞
∫ T
0
〈
ξν(t), (A¯)−1ην(t)
〉
Y
β˙(t)dt =
∫ T
0
〈ξ(θ), η∗(t, θ)〉H−1 β˙(t)dt. (64)
Since the proof of a statement (108) in [GOVW09] can be adapted to prove (64) without any
changes, we present the proof of (62) and (63). Compared to [GOVW09] the main difficulty
one encounters when deducing (62) and (63) is the lack of uniform convergence of the coarse
grained Hamiltonian H¯K towards ϕ. The key ingredient to solve this problem is Proposition
3.8, which gives a quantitative convergence of H¯ towards ϕ.
Proof of (62) in Lemma 6.14. Let us write∫ T
0
H¯(ην(t))β(t)dt =
∫ T
0
(
H¯(ην(t))− H¯aux(ην(t))
)
β(t)dt (65)
+
∫ T
0
H¯aux(η
ν(t))β(t)dt. (66)
To begin with, an application of Lemma 6.5 followed by (61) yields∣∣T(65)∣∣ ≤ CK
∫ T
0
(1 + ‖ην‖2L2)β(t)dt ≤
C
K
∫ T
0
β(t)dt. (67)
Next, we have
T(66)
(57)
=
∫ T
0
∫
T1
H¯K(η¯
ν)β(t)dθdt
=
∫ T
0
∫
T1
ϕ(η¯ν)β(t)dθdt+
∫ T
0
∫
T1
(
H¯K(η¯
ν)− ϕ(η¯ν))β(t)dθdt
Since ϕ is convex, the functional f 7→ ∫ ∫ ϕ(f)dθdt is weak lower semicontinuous with respect
to weak-∗ L∞(L2) topology. Thus, we have
lim
ν→∞
∫ T
0
∫
T1
ϕ(η¯ν)β(t)dθdt ≥
∫ T
0
∫
T1
ϕ(η∗)β(t)dθdt. (68)
Next, we have by Lemma 3.8 that∣∣∣∣∫ T
0
∫
T1
(
H¯K(η¯
ν)− ϕ(η¯ν))β(t)dθdt∣∣∣∣ ≤ CK
∫ T
0
(1 + ‖ην‖2L2)β(t)dt
(61)
≤ C
K
∫ T
0
β(t)dt (69)
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Therefore, plugging the estimations (67), (68) and (69) into (65), (66) and taking ν → ∞
yields
lim
ν→∞
∫ T
0
H¯(ην(t))β(t)dt ≥
∫ T
0
∫
T1
ϕ(η∗)β(t)dθdt.

Proof of (63) in Lemma 6.14. Let us write∫ T
0
H¯(ην(t) + ξν(t))β(t)dt−
∫ T
0
∫
T1
ϕ(η∗(t, θ) + ξ(θ))β(t)dθdt
(57)
=
∫ T
0
∫
T1
H¯K(η¯
ν + ξ¯ν)β(t)dθdt−
∫ T
0
∫
T1
ϕ(η∗(t, θ) + ξ(θ))β(t)dθdt
=
∫ T
0
∫
T1
(
H¯K(η¯
ν + ξ¯ν)− ϕ(η¯ν + ξ¯ν))β(t)dθdt (70)
+
∫ T
0
∫
T1
(
ϕ(η¯ν + ξ¯ν)− ϕ(η∗ + ξ)
)
β(t)dθdt. (71)
Let us begin with the estimation of (70). Lemma 3.8 implies that∣∣T(70)∣∣ ≤ CK
∫ T
0
∫
T1
(
1 + ‖η¯ν + ξ¯ν‖2L2
)
β(t)dθdt
≤ C
K
∫ T
0
∫
T1
(1 + ‖η∗ + ξ‖2)β(t)dθdt
≤ C
K
∫ T
0
β(t)dt (72)
Let us turn to the estimation of (71). Recalling that ξν is defined by ην + ξν = pi(ξ + η∗), we
have
η¯ν + ξ¯ν → η∗ + ξ in L2 for a.e. t. (73)
A combination of Corollary 6.7 and (73) yields∫
T1
ϕ(η¯ν + ξ¯ν)dθ →
∫
T1
ϕ(η∗ + ξ)dθ for a.e. t. (74)
In addition, we have∣∣∣∣∫
T1
ϕ(η¯ν + ξ¯ν)dθ
∣∣∣∣ ≤ ∫
T1
C
(
1 + |η¯ν + ξ¯ν |2) dθ ≤ ∫
T1
C
(
1 + |η∗ + ξ|2
)
dθ ≤ C. (75)
Thus the Dominated Convergence theorem applied with (74) and (75) gives
lim
ν→∞T(71) =
∫ T
0
∫
T1
ϕ(η∗ + ξ)β(t)dθdt. (76)
Now letting ν →∞ in (72) and plugging this with (76) into (70), (71) yields
lim
ν→∞
∫ T
0
H¯(ην(t) + ξν(t))β(t)dt =
∫ T
0
∫
T1
ϕ(η∗(t, θ) + ξ(θ))β(t)dθdt.

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6.2.2. Proof of Proposition 6.2. In this Section, we prove Proposition 6.2.
Proof of Proposition 6.2. Because ζ0 ∈ L2(T1) and η¯v0 converges to ζ0 in L2, we know L2
norm of η¯v0 is uniformly bounded. Therefore an application of Lemma 6.10 yields that up to
a subsequence,
η¯v ⇀ η∗ weak ∗ in L∞t (L2θ) = (L1t (L2θ))∗.
Lemma 6.11 implies the weak* limit η∗ satisfies
η∗ ∈ L∞t (L2θ),
∂η∗
∂t
∈ L2t (H−1θ ), ϕ′(η∗) ∈ L2t (L2θ).
Next, we have by Lemma 6.12 that∫ T
0
H¯(ηv)β(t)dt ≤
∫ T
0
H¯(ηv + ξv)β(t)dt−
∫ T
0
〈ξv, (A¯)−1ηv〉Y β˙(t)dt, (77)
where ξv := pi(ξ + η∗)− ηv. By taking the limit in (77) and applying Lemma 6.14, one gets∫ T
0
∫
T1
ϕ(ζ(t, θ))β(t)dθdt ≤
∫ T
0
∫
T1
ϕ(ζ(t, θ) + ξ(θ))β(t)dθdt−
∫ T
0
〈ξ(·), ζ(t, ·)〉H−1 β˙(t)dt.
Therefore Lemma 6.12 implies that η∗ is a weak solution of{
∂ζ
∂t =
∂2
∂θ2
ϕ′(ζ),
ζ(0, ·) = ζ0,
and by uniqueness (Lemma 6.13), the sequence {η¯v}∞v=1 converges to η∗. 
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Appendix A. Basic Properties of the grand canonical ensemble and the
canonical ensemble.
In this section, we provide auxiliary results which were proved in [KM18], [KM19], [KM20]
and [KLM19]. Recall that a generalized gce µσN is defined by
µσN (dx) :=
1
Z
exp
(
σ
N∑
i=1
xi −H(x)
)
dx.
With the term s = (si)i ∈ RN , σ ∈ R models the interaction of the system with boundary
values.
Remark A.1. Again, the ce µN,m can be thought as a conditional probability distribution
which emerges from the gce µσN conditioned on the mean spin
1
N
N∑
i=1
xi = m.
More precisely, we have
µσN
(
dx | 1
N
N∑
i=1
xi = m
)
=
1
Z
1{ 1N ∑Ni=1 xi=m}(x) exp (σmN −H(x))LN−1(dx)
=
1
Z˜
1{ 1N ∑Ni=1 xi=m} (x) exp (−H(x))LN−1(dx)
= µN,m(dx).
The following statement tells that the variance of the mean spin of the modified gce µσN is
well behaved.
Lemma A.2 (Lemma 1 in [KM20]). There exists a constant C ∈ (0,∞), uniform in N , s,
and σ such that
1
C
≤ 1
N
varµσN
(
N∑
k=1
Xk
)
≤ C.
Define the free energy AN : R→ R by
AN (σ) :=
1
N
log
∫
RN
exp
(
σ
N∑
i=1
xi −H(x)
)
dx.
Then the free energy AN is uniformly strictly convex.
Lemma A.3 (Lemma 2 in [KM20]). There is a constant C ∈ (0,∞), uniform in N , s, and σ
such that
1
C
≤ d
2
dσ2
AN (σ) ≤ C.
Now we relate the external field σ of µσN and the mean spin m of µN,m as follows:
Definition A.4. For each m ∈ R, we choose σ = σN (m) ∈ R such that
d
dσ
AN (σ) = m.
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Denoting mi :=
∫
xiµ
σ
N (dx) for each i ∈ [N ], we equivalently get
m =
d
dσ
AN (σ) =
1
N
∫
RN
∑N
i=1 xi exp
(
σ
∑N
i=1 xi −H(x)
)
dx∫
RN exp
(
σ
∑N
i=1 xi −H(x)
)
dx
=
1
N
N∑
i=1
mi.
Let us now introduce the definition of local, intensive and extensive functions.
Definition A.5 (Local, intensive, and extensive functions/ observables). For a function f :
RZ → C, denote supp f by the minimal subset of Z with f(x) = f (xsupp f). We call f a local
function if it has a finite support independent of N . A function f is called intensive if there
is a positive constant ε such that | supp f | . N1−ε. A function f is called extensive if it is
not intensive.
For one-dimensional lattice systems the correlations of the gce decay exponentially fast.
Proposition A.6 (Lemma 6 in [KM18]). Let f, g : RN → R be intensive functions. Then∣∣covµσN (f, g)∣∣ . ‖∇f‖L2(µσN )‖∇g‖L2(µσN ) exp (−Cdist (supp f, supp g)) .
The following moment estimate is a consequence of Proposition A.6.
Lemma A.7 (Lemma 3.2 in [KM19]). For each k ≥ 1, there is a constant C = C(k) such
that for any smooth function f : RΛ → R
EµσN
[∣∣f(X)− EµσN [f(X)]∣∣k] ≤ C(k)‖∇f‖k∞.
For the ce, the correlations decay exponentially fast with a volume correction term.
Proposition A.8 (Theorem 2.10 in [KLM19]). Let f, g : RN → R be intensive functions.
There exist constants C ∈ (0,∞) and N0 ∈ N independent of the external field s and the mean
spin m such that for all N ≥ N0, it holds that∣∣covµN,m (f, g)∣∣ ≤ C ‖∇f‖L∞(µσN )‖∇g‖L∞(µσN )
( | supp f |+ | supp g|
N
+ exp (−Cdist (supp f, supp g))
)
.
Lastly, we introduce the equivalence of observables.
Proposition A.9 (Theorem 2.7 in [KLM19]). Let f : RN → R be an intensive function.
There are constants C ∈ (0,∞) and N0 ∈ N independent of the external field s and the mean
spin m such that for all N ≥ N0, it holds that∣∣EµσN [f ]− EµN,m [f ]∣∣ ≤ C | supp f |N ‖∇f‖∞.
Appendix B. Derivatives of coarse-grained Hamiltonian
Lemma B.1 (Lemma 1 in [Men11]). For z ∈ {w : Pw = 0} and y ∈ Y , let H(Mij)(z, y) be
H(Mij)(z, y) :=
1
2
〈z, (Id+ (Mij))z〉+ 〈z, (Mij)NP ∗y〉+ 〈z, s〉+
N∑
i=1
δψ(zi + (NP
∗y)i), (78)
where (Mij) is the interaction matrix (cf. (1)). Then
H¯(y) =
1
2
〈y, (Id+ P (Mij)NP ∗y〉Y + 〈P ∗y, s〉 − 1
N
log
∫
Px=0
exp
(
−H(Mij)(x, y)
)
L(dx).
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Proof of Lemma B.1. For x ∈ {w : Pw = y} and y ∈ Y , let z = x − NP ∗y. Recalling the
identity PNP ∗ = IdY , we have z ∈ {w : Pw = 0}. We then write the Hamiltonian H as
H(x) =
N∑
i=1
ψ(xi) + sixi + 1
2
∑
j: 1≤|j−i|≤R
Mijxixj

=
1
2
〈x, (Id+ (Mij)x〉+ 〈x, s〉+
N∑
i=1
ψi(xi)
=
1
2
〈z +NP ∗y, (Id+ (Mij))(z +NP ∗y)〉+ 〈z +NP ∗y, s〉+
N∑
i=1
ψi(zi + (NP
∗y)i)
=
1
2
〈z, (Id+ (Mij))z〉+ 〈z,NP ∗y〉+ 〈z, (Mij)NP ∗y〉+ 1
2
〈NP ∗y, (Id+ (Mij))NP ∗y〉
+ 〈z, s〉+ 〈NP ∗y, s〉+
N∑
i=1
ψi(zi + (NP
∗y)i). (79)
Because Pz = 0, we have
〈z,NP ∗y〉 = N〈Pz, y〉Y = 0. (80)
It also holds by PNP ∗ = IdY that
1
2
〈NP ∗y, (Id+ (Mij))NP ∗y〉 = N
2
〈y, PNP ∗y + P (Mij)NP ∗y〉Y (81)
=
N
2
〈y, (Id+ P (Mij)NP ∗y〉Y .
Plugging (80) and (81) into (79) yields
H(x) = N
(
1
2
〈y, (Id+ P (Mij)NP ∗y〉Y + 〈P ∗y, s〉
)
+HMij (z, y),
and hence
H¯(y) = − 1
N
log
∫
Px=y
exp (−H(x))L(dx)
=
1
2
〈y, (Id+ P (Mij)NP ∗y〉Y + 〈P ∗y, s〉 − 1
N
log
∫
Pz=0
exp
(
−H(Mij)(z, y)
)
L(dz).

Next, we compute the derivatives of the coarse-grained Hamiltonian H¯ using Lemma B.1.
Lemma B.2. For each l ∈ {1, · · · ,M}, it holds that
∂
∂yl
H¯(y) =
1
M
yl +
1
N
∑
j∈B(l)
sj +
1
N
EµN,m(dx|y)
 N∑
i=1
∑
j∈B(l)
MijXi +
∑
i∈B(l)
δψ′(Xi)
 .
Proof of Lemma B.2. Recall the inner product 〈·, ·〉Y is given by
〈x, y〉Y := 1
M
M∑
l=1
xlyl.
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First of all, noting that
〈y, P (Mij)NP ∗y〉Y = 1
N
M∑
l,n=1
∑
i∈B(l),j∈B(n)
Mijylyn,
we have
∂
∂yl
(
1
2
〈y, (Id+ P (Mij)NP ∗)y〉Y
)
=
1
M
yl +
1
N
M∑
n=1
∑
i∈B(l),j∈B(n)
Mijyn. (82)
Second, a direct calculation yields
∂
∂yl
〈P ∗y, s〉 = ∂
∂yl
 1
N
M∑
k=1
∑
j∈B(k)
sjyk
 = 1
N
∑
j∈B(l)
sj . (83)
Lastly, differentiating (78) yields
∂
∂yl
(
H(Mij)(x, y)
)
=
∂
∂yl
(〈x, (Mij)NP ∗y〉) + ∂
∂yl
(
N∑
i=1
δψ(xi + (NP
∗y)i)
)
=
N∑
i=1
∑
j∈B(l)
Mijxi +
∑
i∈B(l)
δψ′(xi + (NP ∗y)i)
=
N∑
i=1
∑
j∈B(l)
Mij(xi + (NP
∗y)i)−
N∑
i=1
∑
j∈B(l)
Mij(NP
∗y)i +
∑
i∈B(l)
δψ′(xi + (NP ∗y)i)
=
N∑
i=1
∑
j∈B(l)
Mij(xi + (NP
∗y)i) +
∑
i∈B(l)
δψ′(xi + (NP ∗y)i)−
M∑
n=1
∑
i∈B(n),j∈B(l)
Mijyn.
As a consequence we obtain
∂
∂yl
(
− 1
N
log
∫
Px=0
exp
(
−H(Mij)(x, y)
)
L(dx)
)
=
1
N
∫
Px=0
∂
∂yl
(
H(Mij)(x, y)
)
exp
(
−H(Mij)(x, y)
)
L(dx)∫
Px=0 exp
(
−H(Mij)(x, y)
)
L(dx)
=
1
N
EµN,m(dx|y)
 N∑
i=1
∑
j∈B(l)
MijXi +
∑
i∈B(l)
δψ′(Xi)− 1
N
M∑
n=1
∑
i∈B(n),j∈B(l)
Mijyn
 . (84)
Combining (82), (83) and (84) with symmetry of Mij , i.e., Mij = Mji, we have the desired
equation
∂
∂yl
H¯(y) =
1
M
yl +
1
N
∑
j∈B(l)
sj +
1
N
EµN,m(dx|y)
 N∑
i=1
∑
j∈B(l)
MijXi +
∑
i∈B(l)
δψ′(Xi)
 .

The second derivatives of the coarse-grained Hamiltonian H¯ follow from a similar calculations.
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Lemma B.3 (Lemma 2 in [Men11]). For 1 ≤ l, n ≤M , we have(
HessY H¯(y)
)
ln
= δln + δln
1
K
∫ ∑
i∈B(l)
δψ′′i (xi)µN,m(dx|y) +
1
K
∑
i∈B(l),j∈B(n)
Mij
− 1
K
covµN,m(dx|y)
 ∑
j∈B(l)
(
N∑
i=1
MijXi + δψ
′
j(Xj)
)
,
∑
j∈B(n)
(
N∑
i=1
MijXi + δψ
′
j(Xj)
) .
Appendix C. Criteria for the logarithmic Sobolev inequality
In this section we state several standard criteria for deducing a LSI. For proofs we refer to
the literature. For a general introduction and more comments on the LSI we refer the reader
to [Led01b, Led01a, Roy99, BGL14].
Theorem C.1 (Tensorization Principle [Gro75]). Let µ1 and µ2 be probability measures on
Euclidean spaces X1 and X2 respectively. Suppose that µ1 and µ2 satisfy LSI(ρ1) and LSI(ρ2)
respectively. Then the product measure µ1
⊗
µ2 satisfies LSI(ρ), where ρ = min{ρ1, ρ2}.
Theorem C.2 (Holley-Stroock Perturbation Principle [HS87]). Let µ1 be a probability mea-
sure on Euclidean space X and δψ : X → R be a bounded function. Define a probability
measure µ2 on X by
µ2(dx) :=
1
Z
exp (−δψ(x))µ1(dx).
Suppose that µ1 satisfies LSI(ρ1). Then µ2 also satisfies LSI with constant
ρ2 = ρ1 exp (−osc δψ) ,
where osc δψ := sup δψ − inf δψ.
Theorem C.3 (Bakry-Émery criterion [BE85]). Let X be a N -dimensional Euclidean space
and H ∈ C2(X). Define a probability measure µ on X by
µ(dx) :=
1
Z
exp (−H(x)) dx.
Suppose there is a constant ρ > 0 such that HessH ≥ ρ. More precisely, for all u, v ∈ X,
〈v,HessH(u)v〉 ≥ ρ|v|2.
Then µ satisfies LSI(ρ).
Theorem C.4 (Otto-Reznikoff Criterion [OR07]). Let X = X1×· · ·×XN be a direct product
of Euclidean spaces and H ∈ C2(X). Define a probability measure µ on X by
µ(dx) :=
1
Z
exp (−H(x)) dx.
Assume that
• For each i ∈ {1, · · · , N}, the conditional measures µ(dxi|x¯i) satisfy LSI(ρi).
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• For each 1 ≤ i 6= j ≤ N there is a constant κij ∈ (0,∞) with
|∇i∇jH(x)| ≤ κij . for all x ∈ X.
Here, | · | denotes the operator norm of a bilinear form.
• Define a symmetric matrix A = (Aij)1≤i,j≤N by
Aij =
{
ρi, if i = j
−κij , if i 6= j
.
Assume that there is a constant ρ ∈ (0,∞) with
A ≥ ρ Id,
in the sense of quadratic forms.
Then µ satisfies LSI(ρ).
Theorem C.5 (Two-Scale Criterion for LSI [GOVW09]). Let X and Y be Euclidean spaces.
Consider a probability measure µ on X defined by
µ(dx) :=
1
Z
exp (−H(x)) dx.
Let P : X → Y be a linear operator such that for some N ∈ N,
PNP ∗ = IdY .
Define
κ := max {〈HessH(x) · u, v〉 : u ∈ Ran(NP ∗P ), v ∈ Ran(IdX −NP ∗P ), |u| = |v| = 1} .
Assume that
• κ <∞
• There is ρ1 ∈ (0,∞) such that the conditional measure µ(dx|Px = y) satisfies LSI(ρ1)
for all y ∈ Y .
• There is ρ2 ∈ (0,∞) such that the marginal measure µ¯ = P#µ satisfies LSI(ρ2N).
Then µ satisfies LSI(ρ), where
ρ :=
1
2
ρ1 + ρ2 + κ2
ρ1
−
√(
ρ1 + ρ2 +
κ2
ρ1
)2
− 4ρ1ρ2
 > 0.
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