Many applications collect a large number of time series, for example, the financial data of companies quoted in a stock exchange, the health care data of all patients that visit the emergency room of a hospital, or the temperature sequences continuously measured by weather stations across the US. These data are often referred to as unstructured. The first task in its analytics is to derive a low dimensional representation, a graph or discrete manifold, that describes well the interrelations among the time series and their intrarelations across time. This paper presents a computationally tractable algorithm for estimating this graph that structures the data. The resulting graph is directed and weighted, possibly capturing causal relations, not just reciprocal correlations as in many existing approaches in the literature. A convergence analysis is carried out. The algorithm is demonstrated on random graph datasets and real network time series datasets, and its performance is compared to that of related methods. The adjacency matrices estimated with the new method are close to the true graph in the simulated data and consistent with prior physical knowledge in the real dataset tested.
I. INTRODUCTION
T HERE is an explosion of data, generated, measured, and stored at very fast rates in many disciplines, from finance and social media to geology and biology. Much of this data takes the form of simultaneous, long running time series. Examples include protein-to-protein interactions in organisms, patient records in health care, customer consumptions in (power, water, natural gas) utility companies, cell phone usage for wireless service providers, companies' financial data, and social interactions among individuals in a population. The internet-of-things (IoT) is an imminent source of ever increasing large collections of time series. This data is often referred to as unstructured.
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Digital Object Identifier 10.1109/TSP.2016.2634543 make inferences, perform signal processing tasks [1] - [3] , or quantify how topology influences diffusion in networks of nodes [4] . These methods all use the structure of the known graphs to extract knowledge and meaning from the observed data supported on the graphs. However, in many problems the graph structure itself may be unknown, and a first issue is to infer from the data the unknown relations between the nodes. The diversity and unstructured nature of the data challenges our ability to derive models from first principles; alternatively, because data is abundant, it is of great significance to develop methodologies that, in collaboration with domain experts, assist extracting low-dimensional representations that structure the data. Early work in estimating low-dimensional graph-like structure includes dimensionality reduction approaches such as [5] , [6] . These methods work on a static snapshot of data and do not incorporate the notion of time.
This paper focuses on estimating the network structure capturing the dependencies among time series in the form of a possibly directed, weighted adjacency matrix A. Current work on estimating network structure largely associates it with assuming that the process supported by the graph is Markov along the edges [7] , [8] or aims to recover causality [9] in the sense popularized by Granger [10] . Our work instead associates the graph with causal network effects, drawing inspiration from the Discrete Signal Processing on Graphs (DSP G ) framework [3] , [11] .
We provide a brief overview of the concepts and notations underlying DSP G and then introduce related prior work in Section II and our new network process in Section III. Next, we present algorithms to infer the network structure from data generated by such processes in Section IV. We provide analysis on the convergence of our algorithms and the performance of the models for prediction in Section V. Finally, we show simulation results in Section VI and conclude the paper in Section VII.
II. RELATION TO PRIOR WORK
We briefly review DSP G and then describe previous models and methods used to estimate graph structure. Section II-A considers sparse Gaussian graphical model selection, Section II-B sparse vector autoregression, and Section II-C other graph signal processing approaches.
DSP G review
Consider a graph G = (V, A) where the vertex set V = {v 0 , . . . , v N −1 } and A is the weighted adjacency matrix of the graph. A graph signal is defined as a map x : V → C, v n → x n , that we can write as x = (x 0 x 1 . . . x N −1 ) T ∈ C N .
We adopt the adjacency matrix A as a shift [11] , and assuming shift invariance and that the minimal polynomial m A (x) of A equals its characteristic polynomial, graph filters in DSP G are matrix polynomials of the form h(A) = h 0 I + h 1 A + . . . + h L h A L h , where L h is the order of the polynomial.
A. Sparse Graphical Model Selection
Sparse inverse covariance estimation [8] , [12] , [13] combines the Markov property with the assumption of Gaussianity and symmetry using Graphical Lasso [12] . Let the data matrix representing all the K observations be given as
where x[i] ∼ N (0, Σ), {x[i]} are i.i.d., and an estimate for Θ = Σ −1 is desired. The regularized likelihood function is maximized, leading to
where S = 1 K XX T is the sample covariance matrix and Θ 1 
Given time series data generated from a sparse graph process, the inverse covariance matrix Θ can actually reflect higher order effects and be significantly less sparse than the graph underlying the process. For example, if a process is described by the dynamic equation with sparse state evolution matrix A and A ≤ 1,
where w[i] ∼ N (0, Σ w ) is a random noise process that is generated independently from w[j] for all i = j, then
Even though the process can be described by sparse matrix A, the true value of Θ represents powers of A and need not be as sparse as A. In addition, A may not be symmetric, i.e., the underlying graph may be directed, while Θ is symmetric, and the corresponding graph is undirected.
B. Sparse Vector Autoregressive Estimation
For time series data, instead of estimating the inverse covariance structure, sparse vector autoregressive (SVAR) estimation [9] , [14] , [15] recovers matrix coefficients for multivariate processes. This SVAR model assumes the time series at each node are conditionally independent from each other according to a Markov Random Field (MRF) with adjacency structure given by A ∈ {0, 1} N ×N . This A is related to Granger causality [16] , [17] as shown in [9] . This problem assumes given a data matrix of the form in equation (1) that is generated by the dynamic equation with sparse evolution matrices {A (i) },
where w[i] is a random noise process independent from w[j], i = j, and A (i) all have the same sparse structure,
where a ij = ( A
) T and a ij 2 promotes sparsity of the (i, j)-th entry of each A (i) simultaneously and thus also sparsity of A . This optimization can be solved using Group Lasso [12] . SVAR estimates multiple weighted graphs A (i) that can be used to estimate the sparsity structure A .
In contrast, our model is defined by a single weighted A, a potentially more parsimonious model than (3) . The corresponding time filter coefficients (introduced in Section III) are modeled as graph filters. Using this single adjacency matrix A and graph filters to describe the process enables principled analysis using the toolbox provided by the DSP G framework.
C. Graph Signal Processing Using the Laplacian
Frameworks for signal processing on graphs using the weighted (and/or possibly normalized) Laplacian matrix rather than the weighted adjacency matrix have been proposed [18] - [20] . For example, with a known graph Laplacian matrix, the polynomial coefficients for optimal graph filters can be learned and used to describe and compress signals [21] .
The symmetric Laplacian is positive semidefinite with all real nonnegative eigenvalues and a real orthonormal eigenvector matrix. Most Laplacian-based Graph Signal Processing methods assume the Laplacian to be symmetric and implicitly take advantage of these properties in various ways.
Recently, methods for estimating symmetric Laplacians have been proposed and came to our attention after the submission of this paper [22] - [24] . These methods estimate Laplacians for independent graph signals with an interpretation similar to the (inverse) covariance matrix in Section II-A, and do not take into account the temporal structure and dependencies of the data. In addition, these methods all depend implicitly on the symmetry of the Laplacian, which yields an orthonormal eigenbasis. Furthermore, they depend on the conic geometry of the space of symmetric positive semidefinite matrices, which allows the utilization of convex optimization.
Symmetric Laplacians correspond to undirected graphs, having nonnegative real eigenvalues. This may be restrictive in applications, since it assumes symmetric relations among time series data. Asymmetric Laplacians are also now being studied, but they are restricted to having zero row (or column) sums, which is often undesirable.
In contrast, the directed adjacency matrix A that we assume may have positive as well as negative weights on edges and can have complex eigenvalues. We add that knowing the adjacency matrix does allow us to compute the Laplacian. In this paper, we adopt the adjacency matrix as the basic building block.
III. CAUSAL GRAPH PROCESSES
Consider x n [k], a discrete time series on node v n in graph G = (V, A), where n indexes the nodes of the graph and k indexes the time samples. Let N be the total number of nodes and K be the total number of time samples, and
T ∈ C N represents the graph signal at time sample k. We consider a Causal Graph Process (CGP) to be a discrete time series x[k] on a graph G = (V, A) of the following form,
where P i (A, c) is a matrix polynomial in A, w[k] is statistical noise, c ij are scalar polynomial coefficients, and
is a vector collecting all the c ij 's.
Note that the CGP model does not assume Markovianity in the nodes and edges of the graph adjacency matrix. Instead, the CGP is an autoregressive process (Markov) in the time series as in (4) whose coefficients P i (A, c) are graph filters; thus, the CGP can incorporate the influence of many more (sometimes all) other nodes in a single step. Matrix polynomial P i (A, c) is at most of order min(i, N A ), reflecting that x[k] cannot be influenced by more than i-th order network effects from i time steps ago and in addition is limited (mathematically) by N A , the degree of the minimum polynomial of A. Typically, we take the model order M N A , and for the remainder of the paper assume this holds for sake of notational clarity.
This model captures the intuition that activity on the network travels at some fixed speed (one graph shift per sampling period), and thus the activity at the current time instant at a given network node cannot be affected by network effects of order higher than that speed allows. In this way, the CGP model can be seen as generalizing the spatial dimension of the light cone [25] to be on a discrete manifold rather than only on a lattice corresponding to uniformly sampled space.
The current parameterization of the CGP model in (4) raises issues with identifiability. To address them, we assume that P 1 (A, c) = αI for any α ∈ R. Then, without loss of generality, we can let c 10 = 0 and c 11 = 1 so that P 1 (A, c) = A. To verify this, consider the full parameterization using (A , c ). We show that we can instead use the reduced parameterization (A, c) with P 1 (A, c) = A to represent the same process. First, we start with
We can invert c 11 , since by assumption c 11 = 0. Then consider the i-th polynomial,
when we define
In the remainder of this paper, we assume that P 1 (A, c) = αI and use the reduced parameterization with c 10 = 0 and c 11 = 1 so that c ∈ R n where n = (M − 1)(M + 4)/2 to ensure that A and c are uniquely specified without ambiguity.
IV. ESTIMATING ADJACENCY MATRICES
Given a time series x(t) on graph G = (V, A) with unknown A, we wish to estimate the adjacency matrix A. We assume the data follows the CGP model (4) . A first approach to its estimation can be formulated as the following optimization problem,
where vec(A) stacks the columns of the matrix A.
In equation (7), the first term in the right hand side models x[k] by the CGP model (4) in Section III, the regularizing term λ 1 vec(A) 1 promotes sparsity of the estimated adjacency matrix, and the term λ 2 c 1 promotes sparsity in the matrix polynomial coefficients. Regularizing c corresponds to performing autoregressive model order selection. If the true model has P i (A, c) = 0 ∀j ≤ i ≤ M for some 0 < j < M, then regularization of c encourages the corresponding values to be 0. The matrix polynomial in the first term makes this problem nonconvex. That is, using a convex optimization based approach to solve (7) directly may result in finding a solution ( A, c), minimizing the objective function locally, that is not near the true globally minimizing (A, c).
Instead, we break this estimation down into three separate, more tractable steps: 1) Solve for R i = P i (A, c) 2) Recover the structure of A 3) Estimate c ij .
A. Solving for P i (A, c)
As previously stated, the graph filters P i (A, c) are polynomials of A and are thus shift-invariant and must mutually commute. Let R i = P i (A, c), R = (R 1 , . . . , R M ), and R i be the estimate of P i (A, c). This leads to the optimization problem,
While this is still a non-convex problem, it is multi-convex. That is, when R −i = {R j : j = i} (all R j except for R i ) are held constant, the optimization is convex in R i . This naturally leads to block coordinate descent as a solution,
Each of these sub-problems for estimating R i in a single sweep of estimating R is formulated as an 1 -regularized least-squares problem that can be solved using standard gradient-based methods [26] . We compute a rough estimate of the computational cost for solving (9) . Assume that finding the gradient is the most costly step in the optimization, and naively estimate matrixmatrix products to take O(N 3 ) operations; then the optimization has worst-case complexity O(M 2 N 3 + KM N 2 ) incurred from minimizing over M separate blocks. The cost of the i-th problem is dominated in each iteration by K − M matrix-vector products R i x[k − i] with worst case total complexity O((K − M )N 2 ) and by matrix-matrix products R i R j for j = i with worst case complexity O((M − 1)N 3 ). We now improve these cost estimates by noting that, due to the sparsity in the R i matrices, the factor of O(MN 3 ) resulting from matrix multiplications can be reduced to O(MS 2 N ) when implemented using sparse matrix multiplications, where S N is the sparsity of the R i (i.e., max i R i 0 = S N ). In addition, the sparse matrix-vector products can also be reduced to O(MS N ). Then, the total complexity is better estimated to be O(MS 2 N ), which scales more amenably for large data applications.
B. Recovering A
After obtaining estimates R i , we find an estimate for A. One approach is to take A = R 1 . This appears to ignore the information from the remaining R i . However, this information is taken into account during the iterations when solving for R, especially if we begin one new sweep to estimate R 1 using (9) with i = 1. A second approach is also possible, explicitly using all the R i together to find A,
This can be seen as similar to running one additional step further in the block coordinate descent to find R 1 , except that this approach does not explicitly use the data. This has worstcase complexity O(MN 3 ) dominated by matrix-matrix products AR i for i = 1. However, when matrices A and R i are sparse, we again have reduced complexity of O(MS 2 N ).
C. Estimating c
We can estimate c ij in one of two ways: we can estimate c either from A and R i or from A and the data X.
To estimate c ij from A and R, we set up the optimization,
where
Alternatively, to estimate c ij from A and the data X, we can use the optimization,
where in B( A) the i and j indices increment in correspondence to the indexing of c ij in c. That is, first set i = 2; then j is incremented from 0, . . . , i, and i is incremented, and this repeats until (i, j) = (M, M ). Then (12) can also be solved using standard 1 -regularized least squares methods with worst-case complexity O(M 4 ) per iteration, dominated by computing (dense) matrix-vector products with B B ∈ R n ×n and B Y ∈ R n , with n = (M − 1)(M + 4)/2 = O(M 2 ). While this may seem daunting, we note that M , the lag order of the autoregressive process, is usually much lower than the total number of time samples K, so that the optimization to find c is unlikely to be the bottleneck in the overall model estimation.
D. Base Estimation Algorithm
The methods discussed so far can be interpreted as assuming that 1) the process is a linear autoregressive process driven by white Gaussian noise and 2) the elements in parameters A and c a priori follow zero-mean Laplace distributions. Under these assumptions, the objective function in (7) approximately corresponds to the log posterior density and its optimization to an approximate maximum a posteriori (MAP) estimate.
This framework can be extended to estimate more general autoregressive processes, such as those with a non-Gaussian noise model and certain forms of nonlinear dependence of the current state on past values of the state. In this case, we can formulate the general optimization as
where matrices X m are defined under (12), f 1 (·, ·) is a loss function that corresponds to a log-likelihood function dictated Algorithm 1: Base Estimation Algorithm.
1: Initialize, t = 0, R (t) = 0 2: while R (t) not converged do 3:
<i , R (t−1) >i using (9). 5: end for 6:
1 or estimate A from R (t) using (10). 9: Solve for c from X, A using (11) or from X, R using (12) . by the noise model, and g 1 (·) and g 2 (·) are regularization functions (usually convex norms) that correspond to log-prior distributions imposed on the parameters and are dictated by modeling assumptions. Again, the matrix polynomials P i (A, c) introduce nonconvexity, so similarly as before, we can separate the estimation into three steps to reduce complexity. This leads to analogous formulations for the optimization problems (7)-(12) that we omit for brevity and clarity. In the remainder of this paper, we refer to the specific formulations given in (7)- (12) . Algorithm 1 summarizes the 3-step algorithm outlined in this section for obtaining estimates A and c for the adjacency matrix and filter coefficients; it is a more efficient and well-behaved alternative to directly using (13) .
We call this 3-step procedure the base algorithm. In Algorithm 1, superscripts denote the iteration number, R
E. Simplified Estimation Algorithm
The base algorithm can still be moderately expensive to evaluate computationally when scaling to larger problems and is difficult to analyze theoretically, mainly due to the nonconvexity of the commutativity-enforcing term. For further ease of computation and analysis, we consider a simplified version of the base algorithm in which the commutativity term of the optimization problem (9) is removed,
Note that we have recombined the optimization to be joint over all the R i , since this is convex without the commutativity term. This can be followed by the same steps to find A and c as in the base algorithm, taking A = R 1 or as the solution to (10) , and then solving (11) or (12) for c. We call this the Simplified Algorithm, described in Algorithm 2. Using standard solvers for the estimation in (14) with 2 and 1 norms as seen before [26] , the worst-case cost is O(M (K − M )N 2 ), dominated by computing the matrix-vector product R i x[k − i] for i = 1, . . . , M and for k = M, . . . , K. Again, by implementing sparse matrix-vector products, we can reduce the complexity to
Algorithm 2: Simplified Estimation Algorithm.
1: Initialize R = 0 2: Estimate R using (14) 3: Set A = R 1 or estimate A from R using (10). 4: Solve for c from X, A using (11) or from X, R using (12) . (13) using convex methods to find a local optimum.
F. Extended Estimation Algorithm
As an extension of the base algorithm, we can also choose the estimated matrix A and filter coefficients c to initialize the direct approach of using (13) . Starting from these initial estimates, we may find better local minima than with initializations at A = 0 and c = 0 or at random estimates. We call this procedure the extended algorithm, summarized in Algorithm 3.
V. CONVERGENCE OF ESTIMATION
In this section, we discuss the convergence of the basic, extended, and simplified algorithms described above. Convergence of the Base Algorithm, Algorithm 1, and of the Extended Algorithm, Algorithm 3 follow by direct application of the results available in literature, as discussed in Sections V-A and V-B. Performance of the Simplified Algorithm, Algorithm 2, is proven in Section V-C.
A. Base Estimation Algorithm
In estimating A and c, as illustrated in equations (10) and (12), the forms of the optimization problems are well studied when choosing 2 and 1 norms as loss and regularization functions [27] , [28] . However, using these same norms, step 2 (the while loop) of the Base Algorithm is a nonconvex optimization. Hence, we would like to ensure that step 2 converges.
When using block coordinate descent for general functions (i.e., repeatedly choosing one block of coordinate directions in which to optimize while holding all other blocks constant), neither the solution nor the objective function values are guaranteed to converge to a global or even a local minimum. However, borrowing results from [29] , under some mild assumptions, using block coordinate descent to estimate R i will converge. In fact, in equation (13), if we assume the objective function to be continuous and to have convex, compact sublevel sets in each coordinate block R i (for example, if the functions for f 1 , g 1 , and g 2 are the 2 , 1 , and 1 norms respectively as in equation (7)), then the block coordinate descent will converge.
B. Extended Estimation Algorithm
Now we discuss the convergence of the extended estimation algorithm described in Algorithm 3 of Section IV-F assuming that in step 1 of Algorithm 3, the Base Algorithm has converged to an initial point (A (0) , c (0) ). We assume that the objective function F = f 1 + g 1 + g 2 in equation (13) has compact sublevel sets and is bounded below. Then an iterative (sub-)gradient method with appropriately chosen step sizes that produces updates of (A (t+1) , c (t+1) ) such that
, may converge to a local optimum (which is not necessarily the global optimum). If the functions f 1 , g 1 , and g 2 are the 2 , 1 , and 1 norms as in equation (7), these conditions are satisfied and the algorithm converges to a local optimum.
C. Simplified Estimation Algorithm
Here, we consider the convergence of the Simplified Algorithm, Algorithm 2. We state in this section formally the underlying assumptions and the results; we also outline the main arguments underlying the proofs. The proofs themselves are detailed in Appendices A-C. We consider the theoretical performance guarantees provided by Algorithm 2 of the simplified estimate ( A, c) when using 1 regularized least squares to estimate R,
which is a special case of (14), where σ u = E[w k w k ] , and then using A = R 1 and the optimization (12) to find c. Dividing by σ u makes the estimation unitless, although in practice we might incorporate its value into the λ 1 parameter. Our error metric of interest will be:
This error is the average excess prediction risk, the difference between the error of estimating x[k] by the estimated CGP (first term in (16) ) and the variance of the noise w[k] in the CGP given in (4) (second term in (16)). The expectations in (16) are taken over a new sample
drawn independently of the samples used to estimate ( A, c).
We now state the assumptions underlying the main results. 1) Assumptions: First, we list the assumptions we make about the true process in order to derive our performance guarantees:
(A1) The CGP model class (4) is accurate: are absolutely summable in induced norm:
This is a slightly stronger condition than stability (see proof of Lemma 1 in appendix A). (A5) The true adjacency matrix and filter coefficients are sparse and bounded: μ m in (Ã) , where ω and μ min (Ã) are related to measures of "stability" of the process [28] , and their explicit forms are given in appendix A in equations (20) and (22), and Q is given in (A6). (A8) The matrix E[B(A) B(A)] is invertible, or alternatively, its minimum singular value is strictly positive:
We point out that assumptions (A1)-(A3), (A7), and (A8) correspond to fairly standard assumptions in stationary time series analysis and studying performance of parameter estimation. (A7) assumes enough samples to do meaningful estimation, which is standard in high-dimensional estimation. In this assumption, the minimum number of samples is linked to the properties of the process. Assumption (A8) makes sure that c is identifiable when given the true value of A.
As noted (A4) and (A6) are slightly stronger than "stability." This is because these assumptions are not necessarily implied by stationarity. We note that (A5) is perhaps the most restrictive assumption, as it imposes explicit sparsity conditions on the polynomials P i (A, c) and vector c. In network science terms, this assumption roughly corresponds to graphs with relatively longer node-to-node paths, so that higher order powers of A are not all dense. However, this assumption has the same flavor as the explicit sparsity assumptions made in other sparse estimation work. It would be interesting to relax this assumption to recent notions of approximate sparsity rather than exact sparsity, and that could be the direction of future work.
2) Theoretical Performance: Here, we present the main guarantee and a brief sketch for its proof, providing several lemmas of intermediate results used in the main result. The full proof is presented in Appendices A-C.
Theorem 1 (Main Result): For any 0 < β < ν < 1/2, and some universal constant d 1 , assumptions (A1)-(A8) are sufficient for the error in (16) to satisfy
The exact expressions for A , c , δ A , and δ c can be found in the appendices. This theorem states that, as the number of nodes N and the number of time observations K grow, with high probability, the average excess prediction risk of the simplified estimate is not too large. The dependence of δ on K and L are through T = K − M and Q, respectively, where L is defined in (A5), and Q is defined in (A6). The AR order M and network size N may also grow, as long as they grow slowly enough with respect to K. Note that, for large K, we have δ L, and the factor L M (δ) = O(ML M −1 ). The full proof of Theorem 1 is in Appendix C, but we provide a brief overview here.
Before we outline the proof of the theorem, we first present two intermediate results. These two results use sparse vector autoregression estimation results to show that A − A 2 and c − c 1 are small with high probability. Then, with small errors in estimating A and c, we can demonstrate that the error is also small. Lemma 1: Assume (A1) that x[k] is generated according to the CGP model with A satisfying (A5). Suppose (A7) that the sample size K is large enough. Let d i > 0 with i = 1, ..., 3 be universal constants, and let g(Q) = d 3 (1 + 1+Q 2 (2−Q ) 2 ) and M N K = (log M + log N )/K. With ε A = d 1 exp{−d 2 K/ω 2 }, λ 1 = 4g(Q) M N K , and R = ( R 1 , . . . , R M ) the solution to (15) , with probability at least 1 − ε A , A = R 1 satisfies the inequalities
This lemma states that, with the appropriate choice of λ 1 , the assumptions (A1)-(A8) are sufficient to allow good estimation of A with high probability. That is, for each increase of sample size K, we choose the optimal value of the regularization parameter λ 1 , and this choice yields consistency with high probability.
Lemma 2: Suppose that assumptions (A1)-(A8) hold. Then for any 0 < β < ν < 1/2, and sparsity s M ≤ d 4 K/ log n where d 4 > 0 is a universal constant, and λ 2 ≥ q 1 = Θ(N √ log NK 1−β ), the solution to (12) satisfies
In a similar vein as Lemma 1, this lemma states that, for appropriate choice of λ 2 , the assumptions (A1)-(A8) are sufficient to yield a good estimate of c with high probability.
Proof Overview for Theorem 1: Lemma 1 shows that we can achieve good performance in estimating A with high probability. With considerable effort and several additional insights, we show that good performance in estimating A, translates into good estimation of c with high probability in Lemma 2.
Then, small errors A − A 2 ≤ δ A and c − c 1 ≤ δ c naturally lead to small prediction errors . Concretely, we proceed with some algebra, showing that
Given small estimation errors, we can bound these two norms separately. The first can be bounded using both Lemmas 1 and 2, and the second can be bounded with Lemma 2. Applying the union bound, we arrive at our result. Again, the full detailed proof is in the Appendices A-C.
VI. EXPERIMENTS
We test our algorithms on two types of datasets, a real temperature sensor network time series (with N = 150 and K = 365) and a synthetically generated time series (with varying N and K). With the temperature dataset, we compare the performance of the different algorithms (1, 2, and 3) for estimating the CGP model (4) against that of the sparse vector autoregresssive Markov random field model (3) labeled as MRF, where f 1 (x, y) = 1 2 x − y 2 2 and g 1 (x) = λ 1 x 1 ; with the synthetic dataset, we compare the estimates of the model parameters to the ground truth graph used to generate the data for Algorithm 2, and we evaluate the performance of the prediction by averaging through Monte Carlo simulations to empirically test Theorem 1.
To solve the regularized least squares iterations for estimating the CGP matrices, we used a fast implementation of proximal quasi-Newton optimization for 1 regularized problems [30] .
To estimate the MRF matrices, we used an accelerated proximal gradient descent algorithm [31] to estimate the SVAR matrix coefficients from equation (3) since the code used in [9] is not tested for large graphs.
A. Temperature Data
The temperature dataset is a collection of daily average temperature measurements taken over 365 days at 150 cities around the continental United States [32] . The time series
. . , 149, is detrended by a 4th order polynomial at each measurement station i to form x i . The data matrix X is formed from stacking the detrended data x i .
We compare the prediction errors of assuming the detrended data x i are generated by the CGP or the MRF models, or by an undirected distance graph as described in [3] . The distance or geometric graph model uses an adjacency matrix A dist to model the process
polynomials of order L h of the distance matrix with elements chosen as
with N α n representing the neighborhood of the α cities nearest to city n and d m n being the geographical Euclidean distance between cities m and n. In this model, the number of time lags M is taken to be fixed, and the polynomial coefficients c j i are to be estimated. In our experiments, we assumed M = 2.
We separated the data into two subsequences, one consisting of the even time indices and one consisting of the odd time indices. One set was used as training data and the other set was left as testing data. This way, the test and training data were both generated from almost the same process but with different daily fluctuations. In this experiment, we compute the prediction MSE as
Here, since we do not have the ground truth graph for the temperature data, the experiments can be seen as corresponding to the task of prediction. The test error indicates how well the estimated graph and corresponding estimated model can predict the data at the following time instance from past observations. The models are estimated using Algorithms 1, 2, and 3 with f 1 (x, y) = 1 2 x − y 2 2 and g 1 (x) = λ 1 x 1 . We repeated the training step for all values of λ 1 , λ 2 , λ 3 on a grid discretizing the interval (0, 500]. We used the values of the polynomial coefficient regularization parameter λ 2 and the commutativity regularization parameter λ 3 corresponding to the lowest training error to estimate the model on test data and determine the test error; the sparsity regularization parameter λ 1 directly affects the nonzero proportion and number of nonzero parameters, as expected. Figure 1(a) shows the performance of the basic, extended, and simple Algorithms 1, 2, and 3, as well as the distance graph and MRF models, as a function of edge sparsity of the respective graphs. We see that directed graphs estimated from data (either CGP or MRF) perform better in testing than the undirected distance graphs that are derived independently of the data. In addition, for high sparsity or low number of nonzero entries in the estimated A, (p nnz = N nnz N (N −1) < 0.3, where p nnz is the proportion of nonzero edges in the graph and N nnz is the number of nonzero edges in the graph, not including selfedges), the performance of the CGP is competitive with the MRF model. At lower sparsity levels (p nnz > 0.3), i.e., denser graphs, the MRF model performs better than the CGP model in minimizing training error (not shown), but not in testing. Figure 1(b) shows the prediction performance of the same algorithms as in 1(a) as a function of the total number of nonzero parameters of the respective models. The same trends are present here as in the discussion above. Here, for the CGP model, the number of nonzero parameters is calculated as , where N includes the diagonal entries and the factor of M accounts for the fact that the nonzero entries of A (i) can be different across i. We can see that for the same level of sparsity, the MRF model has more nonzero parameters than the CGP model by approximately a factor of M . Here, the CGP has lower test error than MRF with fewer nonzero parameters (N nnz < 2000).
In Figure 2 , we visualize the temperature network estimated on the entire time series using the CGP model that has sparsity level p nnz = 0.05. The x-axis corresponds to longitude while the y-axis corresponds to latitude. We see that the CGP model clearly picks out the predominant west-to-east direction of wind in the x ≥ −95 portion of the country, as single points in this region are seen to predict multiple eastward points. It also shows the influence of the roughly north-northwest-to-south-southeast Rocky Mountain chain at −110 ≤ x ≤ −100. This CGP graph paints a picture of US weather patterns that is consistent with geographic and meteorological features. This consistency may be the most pleasing and surprising observation of this experiment. This also helps intuitively explain why the distance graph, which is not derived from data, is not as good at predicting weather trends, since cities that are geometrically close may be geographically separated.
B. Synthetic Data
We test our simplified algorithm with f 1 (x, y) = x − y 2 2 and g 2 (x) = x 1 on larger synthetic datasets to empirically verify the theory developed in Section V.
The random graphs corresponding to A were generated with 4 different topologies: K-regular (KR), Stochastic Block-Model (SBM) [33] , Erdös-Renyi (ER) [34] , and Power Law (PL).
The KR graph was generated by taking a circle graph and connecting each node to itself using a weight of −1 and to its ξ = 3 neighbors (we use ξ for this quantity rather than K, since we have used K to denote a different quantity) to each side on the circle with weights drawn from a random uniform distribution U(0.5, 1). This resulted in a (2ξ + 1)-diagonal (in this case heptadiagonal) matrix. Finally the matrix was normalized by 1.5 times its largest eigenvalue.
The SBM graph was generated by creating 10 clusters with each of the 1000 nodes having uniform probability of belonging to a cluster. Edges between nodes were generated according to assigned intra-and inter-cluster probabilities summarized by a 10 × 10 matrix (intra-cluster probabilities were on the diagonal, and inter-cluster probabilities on the non-diagonal entries). This matrix was generated randomly and sparsely. Starting with 0.05I, we added an independent random quantity to each element, where the variables were uniformly distributed on [0, 0.04). Then, entries below 0.025 were thresholded to 0. The edges generated were assigned weights from a Laplacian distribution with rate λ e = 2. Finally, the matrix was normalized by 1.1 times its largest eigenvalue.
The ER graph was generated by taking edges from a standard normal N (0, 1) distribution and then thresholding edges to be between 1.6 and 1.8 in absolute value to yield an effective probability of an edge p E R ≈ 0.04. The edges were soft thresholded by 1.5 to be between 0.1 and 0.3 in magnitude. Finally, the matrix was normalized by 1.5 times its largest eigenvalue.
The PL graph was generated by starting with a 15 node ER graph with connection probability 0.8. New nodes were connected by two new edges to and from an existing node of weight drawn as N (0, 1) and then offset 0.25 away from 0. The connections were made according to a modified preferential attachment scheme [35] in which the probability of the new node connecting to an existing node was proportional to the existing node's total weighted degree. The diagonal was set to −1/2. Lastly, the matrix was normalized by 1.5 times its largest eigenvalue.
Examples of these topologies with their weighted edges and representative estimates A can be seen in Figure 3 (higher absolute weights are displayed in darker blue). Because of the large number of nodes, these topologies are difficult to visualize. So, for display purposes only, we chose parameters that lean towards fewer false alarms at the expense of having more missed edgessince more false alarms obstruct and obscure the layout. For KR, see Figure 3 (a), we used a circular layout in which the true edges are along the perimeter and not through the interior. This is replicated in the estimated graph. 1 For the KR graph whose results are in Figure 3 (a) (false alarm rate (P F A ) 3 × 10 −4 and miss rate (P M ) 0.16), we used a circular layout (as previously mentioned); for SBM, see Figure 3 (b) (displayed plot has P F A = 7 × 10 −3 and P M = 0.22), and ER, see Figure 3 (c) (displayed plot with P F A = 4 × 10 −4 and P M = 0.58), we used force-directed edge bundling [36] to group nearby edges into few thicker "strands" in addition to circular layouts; and for PL, see Figure 3 (d) (displayed plot with P F A = 4 × 10 −3 and P M = 0.69), we used a Fruchterman-Reingold [37] node positioning. If we lower the value of the sparsity regularization parameter λ 1 on our grid, we can reduce the miss rate, while increasing the false alarm rate. Just for reference, we provide another pair of corresponding P F A and P M values: for KR, P F A = 0.01 and P M = 0.07; for SBM, P F A = 0.01 and P M = 0.40; for ER, P F A = 0.03 and P M = 0.25; for PL, P F A = 0.03 and P M = 0.52. Playing with λ 1 we can get other tradeoffs more suitable to specific applications. Just from these experiments, it seems that the SBM and PL models are more difficult to estimate than the KR and ER models. This could be due to the average degree of SBM being high and the maximum degree of PL being high while the number of time observations K is held constant throughout these experiments, which would violate Assumption (A5) or (A7). A more thorough understanding of these tradeoffs, such as what additional conditions need to be satisfied for relevant guarantees to hold, and what broad classes of graphs satisfy these conditions, is left as a topic of future investigation.
Once the A matrix was generated with N ∈ {1000, 1500} nodes, for fixed M = 3, the coefficients c ij for 2 ≤ i ≤ M and 0 ≤ j ≤ i were generated sparsely from a mixture of uniform distributions 2 i+j c ij ∼ 1 2 U(−1, −0.45) + 1 2 U(0.45, 1) and normalized by 1.5 to correspond to a stable system.
The data matrices X were formed by generating random initial samples (with 500 burn in samples to reach steady state) and zero-mean unit-covariance additive white Gaussian noise w[k] computing K ∈ {750, 1000, 1500, 2000} samples of x[k] according to (4) . Then 20 such Monte-Carlo data matrices were generated independently, and ( A, c) was estimated using the simplified algorithm for varying values of λ 1 and ρ. The average error of the A matrix was computed as The empirical value of the error metric from (16) was also measured by generating another 20 independent sets of time series z k (as in (17)) at steady state and using the estimates to predict x[k] using X k −1 .
In Figure 4 , we show the errors in A and the empirical estimates of for different values of N and K. We performed the estimation across a grid of λ 3 and ρ and choose the lowest observed error to be . We see several different behaviors. We observe that the average errors in A and empirical averages for for the KR graph decrease with both larger N and K. We observe similar behavior for the SBM graph. This suggests that graphs generated according to these topologies might satisfy the assumptions in Section V. On the other hand, the error in A for ER does not display a clear trend in N , although observing more samples still improves the estimate of A and the model prediction performance as expected. For the PL model, the error in estimating A decreased with increasing N and K, but the error fluctuated around 0 with no clear trend.
This varied behavior arises because the different structured and random graph topologies examined tend to exhibit certain network properties that do not all correspond directly to the assumptions in Section V. In particular, the K-regular graph by its construction does satisfy the assumptions. This is because taking the n-th power of the adjacency matrix of a ξ-regular graph of this form results in an (nξ)-regular graph, which satisfies the assumption on sparsity (A5) with some constants that do not grow too fast with N and K. Thus, the results of the KR graph empirically conform to the predictions given by the theory in Section V. With the other topologies, the behavior of the sparsity constants is not as immediately clear, but the observed results suggest that some of the assumptions could be slightly loosened, or that other network statistics (e.g., diameter or maximum degree) could play a role in the performance.
VII. CONCLUSIONS
This paper presents a methodology to estimate the network structure (graph) capturing spatial (inter) and time (intra) dependencies among multiple time series. These data may arise in many different contexts. The data time dependencies are modeled by an auto-regressive (AR) process. The spatial dependencies are captured by describing the matrix coefficients of the AR process as graph polynomial filters [11] . The paper presents three algorithms to estimate the graph adjacency matrix and parameters of the graph polynomial filters. These algorithms optimize cost functions that combine a model following functional, e.g., an 2 error metric, with sparsity regularizers, e.g., 1 metric. The paper carries out the convergence and performance analysis of these algorithms under a set of appropriate assumptions. Finally, the paper illustrates the performance of these algorithms with a set of real data (temperature data collected by 150 weather stations covering the US) and with simulated data for four different types of networks. These experiments show the advantages and limitations of the approach. APPENDIX A PROOF OF LEMMA 2 (15) , with probability at least 1 − ε A , A = R 1 satisfies the inequalities
as defined in (A7).
First we define several quantities that correspond to the "stability" of the system and are used throughout the proof. Let 
by assumption (A5), and similarly
where the inequality marked (a) is due to assumption (A5) and the rest follows from similar logic as (21) . Propositions 4.2-4.3 hold with high probability when
Thus, we take ω =ω, and when assumption 7 holds, this condition is satisfied as well. Finally, we substitute these upper and lower bounds for μ min (Ã) and μ max (Ã) into the statements of Proposition 4.1 to yield the statement of Lemma 1.
APPENDIX B PROOF OF LEMMA 3
Lemma 4: Suppose that assumptions (A1)-(A8) hold. Then for any 0 < β < ν < 1/2, and s M ≤ d 4 K/ log n and λ 2 ≥ q 1 , the solution to (12) satisfies
where ε Re and ε D e are defined in Propositions 1 and 2 found in subsections C-D, respectively, ε A is defined in Lemma 1, and α 1 and q 1 are given as
We see that the interpretation of this lemma is similar to that of Lemma 1, so that taking λ 2 = q 1 is sufficient to achieve the performance in the lemma. We know that δ A = Θ( log N/K). Then with this choice of λ 2 , we have
. Also, note that
To prove this lemma, we need two intermediate results showing that 1) a restricted eigenvalue (Re(α, τ )) condition holds with high probability; and 2) a deviation (De(q)) condition holds with high probability. These two conditions, which will be described shortly, describe the geometric properties of the objective function in the sparse optimization problem. Together, these conditions imply the desired result. These conditions are commonly encountered in sparse estimation, and the proof follows closely [28] .
A. Eigenvalue and Deviation Conditions
We begin with the statements of the two conditions. Let n = (M − 1)(M + 4)/2, the length of c.
The Re(α, τ ) condition is satisfied for
In sparse estimation, this condition is used to show curvature of the objective function is large enough near the true value of the parameter in sparse directions [38] . In other words, large perturbations in the objective function correspond to small perturbations in the parameter estimate. The De(q) condition is satisfied for (Γ, γ) ∈ R n ×n × R n if for the true value of the parameter c,
In sparse estimation, this condition intuitively states that the gradients of objective function are small near the true parameter value [38] . In other words, the estimated parameter value that minimizes the objective function is near the true parameter value.
B. Discussion
For our problem, we wish to show that Re(α 1 , τ) and De(q 1 ) are satisfied for ( Γ, γ) = B( A) B( A), B( A) Y( A) with high probability. If these two conditions hold for these matrices, then the estimate c will satisfy c − c 1 ≤ 64s M λ 2 /α 1 for
Usually, in performance analysis of sparse estimation, these two restricted eigenvalue and deviation conditions would be shown using the true data (i.e., in our problem, that Re(α 0 , τ) and De(q 0 ) are satisfied for (Γ, γ) = B (A) B(A), B(A) Y(A) ). Matrices B(A) and Y(A) have entries that can be described by a multivariate Gaussian variable, so showing the two conditions on (Γ, γ) is relatively straightforward. However in our two-stage estimation, we can only use the estimated parameter A instead of the true parameter A. Thus, the challenge in showing that these two conditions are satisfied comes from only being able to use the matrices B( A) and Y( A) that are complicated random functions of the true parameters and data, and are no longer described by a multivariate Gaussian variable.
Our approach is to show that if the two conditions are satisfied on the matrices B(A) and Y(A), then the two conditions will also be satisfied on the matrices B( A) and Y( A) that are actually available at the second stage. Thus, we rely on two additional intermediate results, which we prove first, showing that these two conditions are indeed satisfied on the matrices B(A) and Y(A) with high probability. We additionally point out that although the problem of estimating c is overdetermined, it may still be ill-conditioned due to the possibly highly correlated form of the data matrices B(A) and Y(A). Since it is not immediately obvious that the performance would be good, it is important to still demonstrate that these conditions hold.
To summarize the above discussion, for our problem we first show that Re(α 0 , τ) and De(q 0 ) are satisfied for (Γ, γ) = (B (A) B(A), B(A) Y(A) ), and then show that this implies that Re(α 1 , τ) and De(q 1 ) are satisfied for ( Γ, γ) =
B( A) B( A), B( A) Y( A)
. We show Re(α 1 , τ) in Proposition 1 and De(q 1 ) in Proposition 2.
C. Proof of Supplementary Proposition 1
Proposition 1: Suppose that assumptions (A1)-(A8) hold. Then for any θ ∈ R n and any 0 < ν < 1/2, 
. By an extension of Gershgorin's Circle Theorem to block matrices [39] ,
with probability at least 1 − 2 exp{−d 4 NK min(η, η 2 )} for some universal constant d 4 , where (a) follows from the Hanson-Wright inequality [40] . Then from the discretization argument of Lemma F.2 [28] , for an integer s ≥ 1 (to be specified later) and set K 2s = {θ ∈ R n : θ ≤ 1, θ 0 ≤ 2s}, is implied by the analysis in Lemma 3. To finish the proof, we take η = T −β for any 0 < β < 1/2, noting that for this choice, η 2 < η.
E. Proof of Lemma 3
Armed with these two results, we resume with our lemma. Proof: From Lemma 1, we have that P ( A − A 2 ≥ δ A ) ≤ ε A . First, we consider the Re condition. Let 
We bound the last probability by manipulating the first term, 
Under the constraint A − A 2 ≤ δ A , for any vector θ 2 ≤ 1 following from the same logic as (26), 
Thus, letting
we have
where by the Hanson-Wright inequality [40] , taking Δ α = δ Re K 1−β (tr(Σ 0 ) + G √ N ), we have ε B = exp{−d 4 K 1−2β }. 
with probability at least 1 − 6M exp{−d 4 T 1−2β }, where t N is defined in (A6), and in (a) we again invoke Proposition 2.4 from [28] similarly as in Proposition 2.
To finish, we see that
and that A j 2 ≤ A j + ( A j − A j ) 2 ≤ L + δ A L(δ A ). 
with probability at least 1 − exp{−d 4 K 1−2β } where (a) follows from similar logic as (32) and (b) from similar logic to (30) . Finally, we arrive at 
APPENDIX C PROOF OF THEOREM 1
Finally, with the two lemmas in hand, we return to the proof of the main theorem, which we restate for convenience.
Theorem 1: For any 0 < β < ν < 1/2, and some universal constant d 1 , assumptions (A1)-(A8) are sufficient for the error in (16) 
Proof of Theorem 1: First, applying the union bound to results from Lemmas 1 and 2, we see that
