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Abstract 
Hwang, F.K. and G.W. Richards, The capacity of the subarray partial concentrators, Discrete Applied 
Mathematics 39 (1992) 23 l-240. 
A partial concentrator with parameters II, ~III, and c, is an IZ (inputs) i< tn (outputs) bipartite graph such 
that any set of k inputs, krc, has a perfect matching to some set of k outputs. A partial concentrator 
is regular if each input has M edges and each output has nM/tn edges. We study the problem of 
maximizing c for given 111, )I and b1. For ir=(nr/M) Kufta and Vacroux, and Richards and Hwang. gave 
a similar construction of a partial concentrator and proved c?kf’+M-1. If, furthermore, III/M is a 
prime, the construction given by Richards and Hwdng has a cyclic property. In this paper we use this 
cyclic property to prove c?A4’+2M-2. This is the best result possible for M=3 since it coincides with 
an upper bound previously proved. 
1. Introdtiction 
A partial concentrator with parameters (n, rn,c), or an (n, m,c) concentrator, 
nan ZC, is an n x m bipartite graph (the vertices are called the n inputs and the III 
outputs) such that any set of k inputs, krc, has a perfect matching to some set of 
k outputs. c is known as the capacity of the partial concentrator. A partial 
concentrator is regular if each input has M edges and each output has nM/m edges. 
Recently, regular partial concentrators have been proposed [3-51 to be used in the 
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construction of two-stage distribution networks to reduce the number of crosspoints 
which is proportional to M/c+ [n/n. M/c is called tile capacity ratio and m/n is 
called the concentration ratio. In this paper we study the problem of maximizing 
the capacity c when m, n and M are given and satisfy certain relations. The reader 
is referred to [2] for a more general discussion on the construction of partial 
concentrators. 
For fi an integer Kufta and Vacroux [3] used M- 2 orthogonal Latin squares of 
order fi to construct M fi x )h matrices with elements 1,2, . . . , n such that each 
element appears exactly once in each matrix and each pair of elements appeals in 
at most one row of the M matrices. By interpreting the elements as inputs, the rows 
as outputs and the incidence relations between elements and rows as edges, the M 
matrices together constitute a partial concentrator. Kufta and Vacroux proved that 
the capacity of this concentrator is M’+M- 1. 
For fi =p a prime number Richards and Hwang [5] constructed p+ 1 p xp 
matrices &Al, . . . . A,, which they call subarrays. Define A = 1,~) = (ip + j), 
i,j=O,l,..., p - 1. Then it is straightforward to verify that the p + 1 subarrays given 
in [S] have also the following representation: 
ax.(i,j)=aii-jkp=(i-jk)p+j (modn), k=O,l,...,p-1 
and 
a,(& j) = aji = jp + i. 
Example 1.1. For p = 5, we have 
0 1 3 3 4 
5 6 7 8 9 
10 11 12 13 14 
15 16 1’1 18 19 
20 21 22 23 24 
i 
0 5 10 15 20 
1 611 1621 
A.j = 2 7 12 17 22 
3 8 13 18 23 
4 9 14 19 24 
4, = 
0 21 17 13 9 
5 1 22 18 14 
10 6 2 23 19 
1511 7 324 
20 16 12 8 5 
By noting that the subarrays Al,& . . . , A,_ 1 can be obtained from the set of 
p - 1 orthogonal Latin squares Lr , L 2, . ..&_r where I&i, j)=i-jkmodp, it is 
clear that the subarrays also possess the two incidence properties of the matrix of 
Kufta and Vacroux. One additional property the subarrays have is their cyclic struc- 
ture. However, Richards and Hwang did not make use of this cyclic property in their 
original paper and proved only that the capacity of a partial concentrator consisting 
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of M subarrays is at least M2 + M- 1. In this paper we make a nontrivial use of 
this cyclic property and prove that czM2+ 2M-2 for Mr 3. 
2. The intersection matrix of A, and A, on A, 
For three subarrays A,, A, and A, define Z(i,j) as the index of the row in A, 
containing the element which is the intersection of the ith row of A, and the jth 
row of A,. ([Z(i,j)] is called the intersection matrix of A, and A, on A,.) 
Example 2.1. Let A, =& A,=Ar and &=A5 where AO, At, A5 are given in 
Example 1.1. Then 
0 1 2 3 4 
7 
40123 
LW,Al = I ! 34012. 2 3 4 0 1 1 2 3 4 0 
Define a cyclic latin square as a latin square cyclic in both rows and columns. 
Lemma 2.2. [Z(i, j)] is a cyclic latin square. 
Proof. (i) None of x, y, z is p. By the definition of A,, t fp, any number from 1 
to n ccngrtent to c (modp), Osc<p, lies in column c. Therefore we may assume 
that the ith row of A, intersects the jth row of A,, at the same column c. Then 
(i-cx)p+c=(j-cy)p+cmodn. 
Hence 
i-j 
CEZ - modp. 
X-Y 
Furthermore, since row Z(i, j) of AZ intersects row i of A, at column c, we have 
(Z(i,j)-cz)p+c=(i-cx)p+cmodn. 
It follows 
Z(i, j)-cz=i-cxmodp. 
Therefore . . 
Z(i, j)=i+ ~(z-w)--Yi+Ejmodp. 
- x-y x-y 
(ii) x (or y) =p. Suppose that a,(i, c’) = a,,( j, c). Then 
c’p+i=(j-cy)p+cmodn. 
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Hence 
i=cmodp. 
Furthermore, we have 
Z(i, j)-iz=j-iymodp. 
Therefore 
Z(i, j)=j+i(z--y) modp. 
(iii) z =p. From (i) we may assume that a,.(i, c) = a,( j, c) where c= (i - j)/ 
(x - y) mod p. 
Furthermore, we have 
Hence 
c’p+Z(i,j)=(i-cx)p+cmodn. 
. 
Z(i, j)=cs--!-+ 
J 
- mod p. 
x-y y-x 
in all three cases Z(i, j) is of the form ai+ bj with a#O, b #O. Thus Z(i+ 1, j) - 
Z(i, j) = a and Z(i, j+ 1) - Z(i, j) = b are nonzero constants. Namely, each row and 
each column is an arithmetic progression modulo p. Since p is prime such an 
arithmetic progression runs through all elements, i.e., [Z(i, j)] is a latin square. 
Furthermore, since the arithmetic progressions of all rows (columns) have the same 
increment, it is row (column) cyclic. Cl 
3. The main result 
We first give three lemmas. 
Lemma 3.1. Let L be an Ix I cyclic latin square. Let ( yl, . . . , yk ) be a subset of col- 
wnns of L with k relatively prime to 1. Then no two rows of L can have an identical 
set of entries at cohms yIS . . . , yk . 
Proof. By permuting rows and columns, we may assume that L is the square 
((ij= i+ j mod I). Suppose to the contrary that rows i and i’, i# i’, have identical 
Sets of entrieS in columns yt, . . . , )x. Then 
or 
(i+y,) + .*. + (i+yk)“(i’+yl) + l . . + (i’+yk) mod I 
ki= ki’mod I. 
Since k and I are relatively prime, we obtain i -  i’, a contradiction to the assumption 
of i#i’. Cl 
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Consider the partial concentrator consisting of A4 subarrays St, . . . , SM chosen 
from the p + 1 subarrays AO, . . . , A,. Let 0= & 1 Oi be the set of outputs where Oi 
is a subset of (9 1 , . . . ,p - 1 > indexing the rows of Si l An input is called covered by 
0 if for each r’ it is contained in a row whose index is in Oi. Let I denote the set 
of covered inputs. Let q, r and ri denote the cardinalities of I, 0 and Oi. Without 
loss of generality, assume that rt =r2r .*= rr,. It was observed in [S] that 
Lemma 3.2. qqr2. 
Lemma 3.3. Let A = (a2 + 6: 2 = 0, I , . . . , m - 11, where a and f are relatively prime, 
be an arithmetic progression of order m in the ring F given by a complete residue 
system module f. If m and f tire relatively prime and 2 s m 5 f - 2, then the only 
other arithmetic progression on the set A of m numbers is the inverse of A. 
Proof. For m relatively prime to f, A = (az + b: z + m, . . . , f - 1) is also an arithmetic 
progression and every residue modulo f appears exactly once in either A or A. Clear- 
ly, if A and B are two progressions on the same set of numbers, so are iI and B. 
Therefore we assume that m <f/2. 
For given A consider the transformation T from F to F: i --) (i- b)/a. Then A is 
mapped to the progression I = { 0, 1, . . . , m - 1 > . Note that Tpreserves arithmetic pro- 
gressions in both directions. Therefore it suffices to prove that the only other 
arithmetic progression on the set of residues (0, 1, . . . , m - 1) is the imerse of I. 
Let A’=(a’z+ b’: z=O, 1, . . . . m - 1) denote an arithmetic progression on the set of 
residues { 0, 1, . . . , m - 1). Without loss of generality we may assume that a’% f/2 for 
otherwise we can consider the inverse of A’. Therefore every term in A’ must be 
followed by a larger residue otherwise a’ would be >f/Z. Clearly, the only such 
arithmetic progression is I. !Zl 
We now prove our main result. 
Theorem 3.4. Forp-3rMr3, crM2+2M-2. 
Proof. Since crM’+M- 1 was proved in [5], it suffices to show that (i) if 
r=M’+M-1, then q<M2+M-1, and (ii) if M2+M<rsM2+2M-3, then 
qlM2+M. 
We first prove (i). Suppose that r = M2 + M - 1 and q> r. By Lemma 3.2 we may 
assume that r,r2zM”+M. It is easily verified that the only distribution of r;‘s 
satisfying the two constraints r = M2 + M - 1 and rl r2z M 2 + M is rl = M and 
r2 
= . . . =r M = M + 1. Consider the intersection matrix of St and & on &. Call a row 
(column, entry) of the intersection matrix pivotal if the row index (column index, 
entry) is a member of 0, (02, 0,). A cell is prvotal if it is the intersection of a 
pivotal row and a pivotal column, and it contains a pivotal entry. Clearly, an ele- 
ment of I must correspond to a pivotal cell. Note that a pivotal row can contain at 
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most M+ 1 pivotal cells since r2 = rj = M+ 1. Let C be the set of pivotal columns in 
Lemma 3.1. Then at most one pivotal row can contain M+ 1 pivotal cells. Therefore 
the total number of pivotal cells is at most M+ 1 +(M- l)M=M’+ 1. Hence 
qrM’+l<M’+M-1. 
We now prove (ii). Suppose that M’+ MS r< M2 + 2M- 3 and q> r. By Lemma 
3.2 we may assume that r,r2 2 M2 + M+ 1. Again it is easily verified that the two 
constraints M2+Mrr<M’+2M-3 and r,r2zM2+M+1 force rl=r2=r3= 
M + 1. Consider the intersection matrix of S, and S2 on SJ. By Lemma 3.1 at most 
one pivotal row can contain M+ 1 pivotal cells. In the case that no such pivotal row 
exists then 
qs(M+ l)M, 
(ii) is proved. 
We now consider the case that there exists a pivotal row x1 which contains M+ 1 
pivotal cells. We show that the existence of x1 implies the existence of at most two 
other pivotal rows containing M pivotal cells. Let x2 be such a row. Then it con- 
tains all the pivotal entries of x1 except one (we will refer to it as the missing pivotal 
entry) in the set of pivotal columns yl, . . . , yM+ 1. More specifically, let yM+ 1 be the 
pivotal column at which x2 does not contain a pivotal entry, and let yi be the 
pivotal column such that the pivotal entry in (x2,yi) is the same as the one in 
(Xt,yi+r) for i= 1, . . . . M. Note that the pivotal entry in (x1, yi+]) for i= 1, . . . , MT 
cannot be the missing pivotal entry lest x1 and x2 will contain the same set of en- 
tries at the set of columns ( yl, . . . . yi } (an impossibility due to Lemma 3.1). 
Therefore the yi are well defined. For each of the M pivotal entries of x2 in pivotal 
columns, compare its column index in x2 with its column index in x1. Since the in- 
tersection matrix of Sr and S2 on Sj is row cyclic, we have 
YM+ 1 -Y,PYM-Y& t= .=* =y2 -yl = K (some constant) mod pm 
Now any other pivotal row containing M pivotal cells will observe a similar relation 
where (yb+ ,, . . . , yi) is a permutation of ( yM+ I,...,y,). Set m=M+l and p=fin 
Lemma 3.3. We conclude that the only such permutation is yi=yM+2_i for 
i=l , . . . , M+ 1, and X’=p- K. Therefore other than x1 and x2 there exists at most 
one more pivotal row containing M pivotal cells. Consequently, 
qsM+1+2M+(M-2)(M-1)=M2+3rM2+M for Mr3. 
The proof is complete. Cl 
4. A conjecture and its consequences 
Let L be a cyclic latin square of a prime order 1. To be definite, let L,, be the 
square (+ I- i-j mod I). For given r, c and o, the problem is to select r pivotal 
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rows, c pivotal columns and u pivotal entries to maximize the number of pivotal 
cells. 
Conjecture. One optimal selection is the first r rows, the first c columns, and the 
v entries occupying the v north-east o south-west diagonals closest to the main 
north-east o south-west diagonal in the r XC submatrix. 
Remark. Any selection such that the indices of the rows and the indices of the col- 
umns form two arithmetic progressions with the same increment is equivalent to the 
one given in the conjecture. 
Example 4.1. For I = 7, r = 3, c = 4 and v = 3, the pivotal rows, columns and entries 
are marked in Fig. 1. The total number of pi\ otal cells is 8. 
A. Odlyzko (private communication) gave an alternative representation of the 
problem. Let L denote the set (41, . . . . I-l}. Select RcL, CCL and V/CL with 
PI = r, ICI = c and I VI = v to maximize the number of solutions in 
where Xi E R, yj e C and zk E V. Stanley [6] in a different context proved that when 
the finite field addition is replaced by ordinary addition and V is a subset of the set 
(0, + 1, . . . . + (I- l)}, then the selection given in the conjecture is optimal. 
Consider the intersection matrix of S, and S2 on SJ where S,, Sz and S3 are as 
described in Section 3. By Lemma 2.2, the matrix Is a cyclic latin square. Reorder 
the rows and columns so that the matrix is in the form iii =p - i-j modp. Using 
the selection given in the conjecture, it is easily seen that r2 - rl + 1 pivotal entries 
will each occur in rl pivotal cells (these cells lie in the r2 -q + 1 diagonals closest o 
the main diagonal). Then we have two pivotal entries each occurring in rl - 1 
-J4J 3 2 1 0 6 
4321065 
3210654 
2 1 0 6 5 4 3 
1 0 6 5 4 3 2 
Fig. 1. Selection from LI. 
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pivotal cells, ; ~0 occurring in rl - 2 pivotal cells and so on, until a total of r3 
pivotal entries have been accounted for (the last pivotal entry may not have a mate). 
Thus the total number of pivotal cells is 
f PI, r2, r3 I= rl r3 - 
w3 -rz+rl)2-B(r3-r2+rl)) 
4 
where B(X) = 0 for even X and B(X) = 1 for odd X. 
Lemma 4.2. For given CE, ri = r, the vector (r, 5 r2 5 l m. 5 rIM) which maximizes 
f(rl, r2, r3 ) is the one with 1 ri - rj 1 I 1 for all i and j. 
Proof. We first show that for fixed rl + r2 + r3, f (r,, r,, r3) is maximized when 
r3 - rl 5 1. For fixed r,, clearly, the closer are r3 and rl , the larger is f (rl, r2, r3). So 
we need only consider the cases where r2 = r3 or r2 = rl. 
(i) r2=r3: If r3 -rl 12, let r;=r2- 1 and r;=r, + 1. Thenf(r;,r&r3)-f(r,,r?,r,)= 
r3-(r3-r2+rl)-1 =r2-r,-l>O. 
(ii) r2=rl: Ifr3-r+2, let r;=r3-1 andr;=r2+l. Thenf(r&,yi)-f(rl,r2,r3)= 
-rl+(r3-r2+r,)-1=r3-r2-l>O. 
Given r3 - rl 5 1, it can be easily shown that f (rl, r2, r3) is increasing in any one 
of rl , r2 and r3 . The lemma follows immediately. q 
Theorem 4.3. Suppose that the conjecture is true. Then for MZ 3, ~1: g(M) where 
if M=2 mod 3, 
if otherwise, except g(3) = 13, 
where LxJ denotes the largest integer not exceeding x and [xl the smallest integer 
not less than x. 
Proof. If the conjecture is true, then f (r,, rz,rj) yields an upper bound on the 
number of inputs a set of r outputs can cover. We show that for r<g(M) we always 
have r>f (r,, r2, r3). 
Write r=aM-b where Mzbr 1. 
(i) if b = 1 we want 
aM-lzf(a-l,a,a)=a(a-l)- 
(a-1)2-B(a-1) 
4 
or 
M?G,(a)=a- l- 
(a-Q2-B(a-1) 1 
e- 
4a 4 
3a 1 =---+ 3+B(a-1) 
4 2 ’ 4a 
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It is easily verified that G&z) is increasing in a. Let a;” be the largest a satisfying 
M> Gt (a). Then 
4M 
af= 
1-l 3 a9 if M= 1 mocl3, 
4M r-1 3 ’ otherwise. 
(ii) If b 4 we want 
aM-2zf(a-&a-l,a)=a(a-I)- 
a2- B(a) 
4 
or 
a’-B(a)+2 
MrG2(a)=Q-b- 4Q ; 
Thus 
3Q 
=7-l+ 
8 + B(a) 
4a l 
c 4a, if M=3, 
az*= 
otherwise. 
(iii) If 613 the tightest case is b = M. We want 
aM-Mzf(a-1,a-1,a-1)=(a-1)2- 
(a-1)2-B(a-1) 
4 
or 
3(a- I) 
MIG~(Q)=F+ 
B(Q- 1) 
4(Q- 1) l 
Thus 
Note that a:M- 2 is never less than a;M - M, and can be less than a:M - 1 only 
when M= 2 mod 3. Thus we have proved the theorem (g(3) = 13 is from Theorem 
3.4). •I 
5. Some concluding remarks 
From thep+ 1 subarrays Ao,A,, . . . . A, one can choose any M to construct a par- 
tial concentrator. Richards and Hwang [4] noted that the capacity of the partial con- 
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centrator depends on the choice and conjectured that for any choice 
czu(M)=fM3-2M2+yM-3, 
They also showed that for one particular choice, possibly the worst, CI u(M) except 
when p is very small to allow boundary effects to interfere. In this sense u(M) is 
an upper bound of capacity if one does not distinguish the M subarrays. Note 
that u(M)=M’+M-I=5 forM=2and u(M)=M2+2M-2= 13 forM=3. Thus 
the previous result CZ M2 + M - 1 is best for M= 2 and the current result 
cz M2 + 2M- 2 is best for M = 3 (best in the sense that one does not distinguish the 
M subarrays). This is not so surprising since the previous result was obtained by in- 
specting the relations between two subarrays and the current result by inspecting 
three subarrays. We hope that our work may stimulate others to inspect more than 
three subarrays so that results closer to the upper bound u(M) can be obtained. 
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