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We present a review of theories of states of quantum matter without quasiparticle excita-
tions. Solvable examples of such states are provided through a holographic duality with
gravitational theories in an emergent spatial dimension. We review the duality between
gravitational backgrounds and the various states of quantum matter which live on the
boundary. We then describe quantum matter at a fixed commensurate density (often
described by conformal field theories), and also compressible quantum matter with vari-
able density, providing an extensive discussion of transport in both cases. We present a
unified discussion of the holographic theory of transport with memory matrix and hy-
drodynamic methods, allowing a direct connection to experimentally realized quantum
matter. We also explore other important challenges in non-quasiparticle physics, includ-
ing symmetry broken phases such as superconductors and non-equilibrium dynamics.
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31. The holographic correspondence
1.1. Introducing ‘AdS/CMT’
This review is about a particular interface between
condensed matter physics, gravitational physics and
string and quantum field theory. The defining feature of
this interface is that it is made possible by holographic
duality, to be introduced briefly in this first section. This
interface has been called ‘AdS/CMT’ – a pun on the
name of the best understood version of holography, the
AdS/CFT correspondence. Let us be clear from the out-
set, however, that neither AdS nor CFT are essential
features of the framework that we will develop.
Holographic condensed matter physics encompasses a
body of work with a wide range of motivations and objec-
tives. Here are three different informal and zeroth order
descriptions of the remit of this review:
1. For the condensed matter physicist: AdS/CMT
is the study of condensed matter systems without
quasiparticles. In particular, AdS/CMT provides
a class of models without an underlying quasipar-
ticle description in which controlled computations
can nonetheless be performed.
2. For the relativist: AdS/CMT is the study of event
horizons in spacetimes whose asymptopia acts as
a confining box. Asymptotically AdS spacetime is
the simplest such box. Of particular interest are
charged horizons, as well as various flavors of novel
‘hairy’ black holes.
3. For the string or field theorist: AdS/CMT is the
study of certain properties of large N field theories
and their corresponding holographically dual space-
times. Of particular interest are dissipative proper-
ties and the phases of the theory as a function of
temperature and chemical potentials.
Of course our reader should feel no need to place her-
self in a particular category! The point is that under
the umbrella of ‘AdS/CMT’ one will find, for example,
discussions of experimental features of non-quasiparticle
transport, ways around no-hair theorems for black holes,
and discussions of objects from string theory such as D-
branes. We aim to address all these perspectives in the
following. While we have tried to make our discussion
intelligible to readers from different backgrounds, for ba-
sic introductory material we will refer the reader to the
literature. We also note two recent books [31; 744] which
cover related topics on applications of holography to con-
densed matter physics.
1.2. Historical context I: quantum matter without
quasiparticles
A ubiquitous property of the higher temperature su-
perconductors (found in the cuprates, the pnictides, and
related compounds) is an anomalous ‘strange metal’ state
found at temperatures, T , above the superconducting
critical temperature, Tc [654]. Its transport properties
deviate strongly from those of conventional metals de-
scribed by Fermi liquid theory, and spectral probes dis-
play the absence of long-lived quasiparticle excitations.
The value of Tc is determined by a balance between
the free energies of the superconductor and the strange
metal, and so a theory for the strange metal is a pre-
requisite for any theory of Tc. This is one of the reasons
for the great interest in developing a better understand-
ing of strange metals.
Speaking more broadly, we may consider the strange
metal as an important realization of a state of quantum
matter without quasiparticle excitations. We can roughly
define a quasiparticle as a long-lived, low energy elemen-
tary excitation of a many-body state with an ‘additive’
property: we can combine quasiparticles to create an ex-
ponentially large number of composite excitations. In
Landau theory [603], the energy of a multi-quasiparticle
excitation is given by sum of the energies of the quasi-
particles and an additional mean-field interaction energy,
dependent upon the quasiparticle density. It is important
to note that the quasiparticles need not have the same
quantum numbers as a single electron (or whatever hap-
pens to be the lattice degree of freedom in the model). In
quantum states with long-range quantum entanglement,
such as the fractional quantum Hall states, the quasipar-
ticles are highly non-trivial combinations of the under-
lying electrons, and carry exotic quantum numbers such
as fractional charge, and obey fractional statistics. Nev-
ertheless, Landau’s quasiparticle framework can be used
to build multi-particle excitations even in such cases.
In the states of quantum matter of interest to us here,
no quasiparticle description exists. However, such a def-
inition is unsatisfactory because it makes it essentially
impossible to definitively establish whether a particular
state is in a non-quasiparticle category. Given a state
and a Hamiltonian, we can propose some set of possible
quasiparticles, and rule them out as valid excitations.
However, it is difficult to rule out all possible quasiparti-
cles: short of an exact solution, we cannot be sure that
there does not exist a ‘dual’ description of the model
in which an unanticipated quasiparticle description can
emerge.
A more satisfactory picture emerges when we view the
issue from a dynamic perspective. We focus on one of
the defining properties of a quasiparticle, that it is ‘long-
lived’. Imagine perturbing the system of interest a little
bit from a state at thermal equilibrium at a tempera-
ture T . If quasiparticles exist, they will be created by
4the perturbation; eventually they will collide with each
other and establish local thermal equilibrium. We denote
the time required to establish local thermal equilibrium
by τϕ; alternatively, we can also consider τϕ to be the
time over which the local quantum phase coherence is
lost after the external perturbation. The upshot of this
discussion is that states with quasiparticles are expected
to have a long τϕ, while those without quasiparticles have
a short τϕ. Can we make this boundary more precise?
In a Fermi liquid, a standard Fermi’s golden rule compu-
tation shows that τϕ diverges as T → 0 as 1/T 2. In sys-
tems with an energy gap, this time is even longer, given
the diluteness of the thermal quasiparticle excitations,
and we have τϕ ∼ e∆/T [159] , where ∆ is the energy
gap. But how short can we make τϕ in a system without
quasiparticles? By examining a variety of models with
and without quasiparticles, and also by arguments based
upon analytic continuation of equivalent statistical me-
chanics models in imaginary time, it was proposed [648]
that there is a lower bound
τϕ ≥ C ~
kBT
, (1)
which is obeyed by all infinite many-body quantum sys-
tems as T → 0. Here C is a dimensionless number of or-
der unity which is independent of T . Note that even with-
out specifying C, (1) is a strong constraint e.g. it rules
out systems in which τϕ ∼ 1/
√
T , and no such systems
have been found. So now, we can give a more assertive
criterion for a system without quasiparticles [648; 745]:
it is a system which saturates the lower bound in (1) as
T → 0 i.e. τϕ ∼ 1/T .
In recent work, using inspiration from gravitational
analogies, Maldacena, Shenker, and Stanford [535] have
taken a quantum chaos perspective on related issues.
They focused attention on a Lyapunov time, τL, defined
as a measure of the time for a many-body system to lose
memory of its initial state [490]. This can be measured
by considering the magnitude-squared of the commuta-
tor of two observables a time t apart: the growth of the
commutator with t is then a measure of how the quan-
tum state at the later time has been perturbed the initial
observation. With a suitable choice of observables, the
growth is initially exponential, ∼ exp(t/τL), and this de-
fines τL. Modulo some reasonable physical assumptions,
they established a lower bound for τL
τL ≥ 1
2pi
~
kBT
. (2)
As we will discuss further in this article, there are two
important systems which precisely saturate the lower
bound in (2): (i) a mean-field model of a strange metal
called the Sachdev-Ye-Kitaev (SYK) model [464; 646]
(see §5.11), and (ii) the holographic duals of black holes
in most theories of gravity. More generally, our interest
here is in strongly-coupled states without quasiparticles
obeying τL ∼ ~/(kBT ), which reach quantum chaos in
the shortest possible time.
1.3. Historical context II: horizons are dissipative
The most interesting results in holographic condensed
matter physics are made possible by the fact that the
classical dynamics of black hole horizons is thermody-
namic and dissipative. This is the single most powerful
and unique aspect of the holographic approach. In this
subsection we briefly outline these basic intrinsic proper-
ties of event horizons, independently of any holographic
interpretation. Later, via the holographic correspon-
dence, the classical dynamics of event horizons will be
reinterpreted as statements about the deconfined phase
of gauge theories in the ’t Hooft matrix large N limit.
The ’t Hooft limit will be the subject of the following
§1.4.
To emphasize the central points, we discuss station-
ary, neutral and non-rotating black holes. The impor-
tant quantities characterizing the black hole are then its
area A, mass M and surface gravity κ. The surface grav-
ity is the force required at infinity to hold a unit mass
in place just above the horizon. The horizon is the sur-
face of no return – this irreversibility inherent in classical
gravity underpins the connection with thermodynamics.
Bardeen, Carter and Hawking showed that the classical
Einstein equations imply [75]:
1. The surface gravity κ is constant over the horizon.
2. Adiabatic changes to the mass and size of the black
hole are related by
δM =
κ
8piGN
δA . (3)
Here GN is Newton’s constant.
3. The horizon area always increases: δA ≥ 0.
These are clearly analogous to the zeroth through second
laws of thermodynamics. Hawking subsequently showed
that black holes semiclassically radiate thermal quanta,
and thereby obtained the temperature and entropy [361]
T =
~κ
2pi
, S =
1
4
A
~GN
=
1
4
A
L2p
. (4)
Note the explicit factors of Planck’s constant ~. This
shows that while Hawking radiation is a quantum me-
chanical effect, the entropy of the black hole is so large
(the area is measured in Planck units Lp) that the ther-
modynamic nature of black holes is imprinted on the clas-
sical equation (3) – the factors of ~ in the temperature
and entropy have cancelled. This is an important lesson
5for our purposes: black holes are able to geometrize ther-
modynamics because they describe systems with a huge
number of degrees of freedom.
Granted that black holes in equilibrium behave as a
thermodynamic system, the next question is whether per-
turbations of stationary black holes are described by dis-
sipative linear response theory. Early work in the 70s by
Hawking, Hartle, Damour and Znajek showed that per-
turbed black holes exhibited dissipative processes such as
Joule heating. These observations were formalized as the
‘membrane paradigm’ of black holes [591; 617; 706]. For
example, near an event horizon electromagnetic radiation
must be ‘infalling’ (that is, directed into rather than out
of the black hole). Maxwell’s equations then relate the
electric and magnetic fields parallel to the horizon as
E‖ = nˆ×B‖ , (5)
where nˆ is a spacelike outward pointing unit normal to
the horizon. Because the horizon acts as a boundary of
the spacetime, properly satisfying the variational princi-
ple leading to the Maxwell equations requires the associ-
ation of charge and current densities to the horizon. The
charge density is found to be proportional to the elec-
tric flux through the horizon while the current density j
along the horizon is related to the magnetic field at the
horizon via
B‖ = g2H j × nˆ , (6)
where g2H is the electromagnetic coupling evaluated at
the horizon (allowing in general for a space-dependent
‘dilaton’ coupling). Putting the previous two equations
together gives Ohm’s law on the horizon
E‖ = g2H j . (7)
Hence the two dimensional spatial slice of the horizon
has a universal dimensionless resistivity of g2H, much like
a quantum critical medium in two spatial dimensions.
Solving the Einstein equations at quadratic order in the
electromagnetic fields one finds that the area of the hori-
zon increases in precisely the way required to describe
the entropy generated by this current and resistivity.
The membrane description of black hole dissipation in
asymptotically flat spacetime was complicated by the fact
that such black holes have an unstable underlying ther-
modynamics (in particular, a negative specific heat) as
well as finite size horizons. As we shall see, the holo-
graphic correspondence gives a clean framework for mak-
ing sense of – and putting to use – the dissipative dynam-
ics of horizons. The membrane paradigm was directly
incorporated into holography in [217; 411; 478], to be
discussed below.
The membrane paradigm describes perturbations of
the event horizon by long-lived, hydrodynamic modes of
currents and conserved charges. More general perturba-
tions of a black hole relax quickly to equilibrium [719].
For the black holes appearing in holographic scenarios,
the thermalization timescale characterizing this decay is
found to be τϕ ∼ ~/(kBT ), as first emphasized in [385].
More recently, it was recognized [666] that black holes
are maximally chaotic, and their dynamics implies a sat-
uration of the Lyapunov time τL in (2). The saturation
of the timescale (1) for local equilibration indicates that
the degrees of freedom underlying black hole thermody-
namics must have strongly interacting non-quasiparticle
dynamics. This leads us to the following §1.4.
1.4. Historical context III: the ’t Hooft matrix large N limit
The essential fact about useful large N limits of quan-
tum fields theories is that there exists a set of operators
{Oi} with no fluctuations to leading order at large N
[146; 736]:
〈Oi1Oi2 · · · Oin〉 = 〈Oi1〉〈Oi2〉 · · · 〈Oin〉 . (8)
Operators that obey this large N factorization are classi-
cal in the large N limit. One might generally hope that,
for a theory with many degrees of freedom ‘per site’, each
configuration in the path integral has a large action, and
so the overall partition function is well approximated by
a saddle point computation. However, the many local
fields appearing in the path integral will each be fluctu-
ating wildly. To exhibit the classical nature of the large
N limit one must therefore identify a set of ‘collective’
operators {Oi} that do not fluctuate, but instead behave
classically according to (8). Even if one can identify the
classical collective operators, it will typically be challeng-
ing to find the effective action for these operators whose
saddle point determines their expectation values. The
complexity and richness of different large N limits de-
pends on the complexity of this effective action for the
collective operators.
A simple set of examples are given by vector large N
limits. One has, for instance, a bosonic field ~Φ with N
components and, crucially, interactions are restricted to
be O(N) symmetric. This means the interaction terms
must be functions of
σ ≡ ~Φ · ~Φ . (9)
(Slightly more generally, they could also be functions of
~Φ · ∂µ1 · · · ∂µ2~Φ.) While the individual vector compo-
nents of ~Φ fluctuate about zero, σ is a sum of the square
of N such fluctuating fields. We thus expect that σ be-
haves classically up to fluctuations which are sublead-
ing in N , analogous to the central limit theorem. In-
deed, by means of a Hubbard-Stratonovich transforma-
tion that introduces σ as an auxiliary field, the action
can be represented as a quadratric function of ~Φ coupled
6to σ. Performing the path integral over ~Φ exactly, one
then obtains an effective action for σ alone with an order
N overall prefactor (from the N functional determinants
arising upon integrating out ~Φ). This is the desired ef-
fective action for the collective field σ that can now be
treated in a saddle point approximation in the large N
limit, see e.g. [751].
For our purposes the vector large N limits are too
simple. The fact that one can obtain the effective ac-
tion for σ from a few functional determinants translates
into the fact that the theory is essentially a weakly in-
teracting theory in the large N limit. As we will empha-
size repeatedly throughout this review, weak interactions
means long lived quasiparticles, which in turn mean es-
sentially conventional phases of matter and conventional
Boltzmann descriptions of transport. The point of holo-
graphic condensed matter is precisely to realize inher-
ently strongly interacting phases of matter and transport
that are not built around quasiparticles. Thus, while vec-
tor large N limits do admit interesting holographic duals
[287], they will not be further discussed here. As we will
explain below, strongly interacting large N theories are
necessary to connect directly with the classical dissipa-
tive dynamics of event horizons discussed in the previous
§1.3.
The ’t Hooft matrix large N limit [700], in contrast to
the vector large N limit, has the virtue of admitting a
strongly interacting saddle point description. The fields
in the theory now transform in the adjoint rather than
the vector representation of some large group such as
U(N). Thus the fields are large N ×N matrices ΦI and
interactions are functions of traces of these fields
Oi = tr (ΦI1ΦI2 · · ·ΦIm) . (10)
These ‘single trace’ operators are straightforwardly seen
to factorize and hence become classical in the large N
limit [146; 736]. There are vastly more classical opera-
tors of the form (10) than there were in the vector large
N limit case (9). Furthermore there is no obvious pre-
scription for obtaining the effective action whose classical
equations of motion will determine the values of these
operators. For certain special theories in the ’t Hooft
limit, this is precisely what the holographic correspon-
dence achieves. The fact that was unanticipated in the
70s is that the effective classical description involves fields
propagating on a higher dimensional curved spacetime.
In the simplest cases, the strength of interactions in
the matrix large N limit is controlled by the ’t Hooft
coupling λ [700]. When the Lagrangian is itself a single
trace operator then this coupling appears in the overall
normalization as, schematically,
L = N
λ
tr
(
∂µΦ ∂µΦ + · · ·
)
. (11)
When λ is small, the large N limit remains weakly cou-
pled and can be treated perturbatively. In this limit the
theory is similar to the vector large N limit. When λ is
large, however, solving the theory would require summing
a very large class of so-called planar diagrams. Through
the holographic examples to be considered below, we will
see that the large λ limit is indeed strongly coupled when
the theory is gapless: there are no quasiparticles and the
single trace operators, while classical, acquire significant
anomalous dimensions. This review is a study of the phe-
nomenology of these strongly interacting large N theories
A separate large N limit has been the focus of much
recent attention. This is intermediate between the vec-
tor and matrix large N limits described above [685], and
is realized in the Sachdev-Ye-Kitaev models. This limit
does not have quasiparticles, and will be discussed in
§5.11.
1.5. Maldacena’s argument and the canonical examples
We will now outline Maldacena’s argument that con-
nects the physics of event horizons described in §1.3 with
the ’t Hooft matrix large N limit of §1.4 [533; 538]. This
argument involves concepts from string theory. Experi-
mentalists have our permission to skip this section on a
first reading. However, we will only attempt to get across
the essential logic of the argument, which we hope will
be broadly accessible. This argument is the source of
the best understood, canonical examples of holographic
duality.
The central idea is to describe a certain physical system
in two different limits. Specifically, we consider a large
number N of ‘Dp branes’ stacked on top of each other, in
an otherwise empty spacetime. Dp branes are objects in
string theory with p spatial dimensions. Thus a D0 brane
is a point particle, a D1 brane is an extended string,
a D2 brane is a membrane, and so on. As a physical
system, the coincident Dp branes have certain low energy
excitations. We proceed to describe these excitations in
two limits. These limits are illustrated in figure 1 and
explained in more detail in the following.
The simplest case of all is for D3 branes, so we will start
with these. D3 branes are objects with three spatial di-
mensions, extended within the nine spatial dimensions of
(type IIB) string theory. Like all objects, the D3 branes
gravitate. How strongly they gravitate depends on their
tension and the strength of the gravitational force. The
gravitational backreaction turns out to be determined by
the number N of superimposed D3 branes and the di-
mensionless string coupling constant gs. It is found that
when
λ ≡ 4pigsN  1 , (12)
then the gravitational effects of the D3 branes are negligi-
ble. This is because the tension of the N D3 branes goes
7}N D3 branes
}
N2 string
states
λ≪1 λ≫1
Increasing redshift
}
Gravitons in AdS5 near 
horizon region
Black brane
   1 ⌧ 1
FIG. 1 Low energy excitations of a stack of D3 branes at
weak and strong ’t Hooft coupling. Weak coupling: N2 light
string states connecting the N D3 branes. Strong coupling:
classical gravitational excitations that are strongly redshifted
by an event horizon.
like N/gs, whereas the strength of gravity goes like g
2
s .
In this limit we can just imagine the D3 branes sitting in
(nine dimensional) flat space. The low energy degrees of
freedom in this case are known to be strings stretching
between pairs of D3 branes. The lightest string states are
massless because the D3 branes are coincident in space.
There are N2 such strings, because these strings can be-
gin and end on any of the N branes. At the lowest energy
scales, it is known that these N2 massless strings are de-
scribed by a field theory called N = 4 super Yang-Mills
theory. This theory describes excitations that propagate
on the three spatial dimensions of the D3 branes and,
schematically, has Lagrangian density
L ∼ N
λ
tr
(
F 2 + (∇Φ)2 + iΨ¯ /DΨ + iΨ¯[Φ,Ψ]− [Φ,Φ]2
)
.
(13)
This expression describes a theory with an SU(N) field
strength F coupled to bosonic fields Φ and fermionic
fields Ψ, all in the adjoint representation. In N = 4 super
Yang-Mills there are six bosonic fields and four fermionic
fields. All of these fields are N ×N matrices (matrix in-
dices give the branes on which strings begin/end). The
above Lagrangian therefore takes the form we discussed
previously in (11), with λ in (12) now revealed as the ’t
Hooft coupling! Therefore, we have found that the low
energy excitations of the D3 branes in the regime (12) are
described by a weakly interacting matrix large N theory.
In the opposite regime
λ ≡ 4pigsN  1 , (14)
the D3 branes gravitate very strongly. Under the strong
effects of gravity the branes collapse upon themselves and
form what is known as a black brane. These black branes
are described by an appropriate analogue of well-known
black hole solutions of general relativity. The horizon
of the black brane is, by definition, a surface of infinite
gravitational redshift. Therefore, for a far away observer,
the low energy excitations of the system are any excita-
tions that occur very close to the horizon. This region is
called the near horizon geometry. This (ten dimensional)
geometry is known to be a solution called AdS5×S5, with
spacetime metric
ds2 = L2
(−dt2 + d~x23 + dr2
r2
+ dΩ25
)
. (15)
The coordinates {t, ~x} are those along the D3 brane
worldvolume, the ‘radial’ coordinate r is orthogonal to
the D3 branes, while the five sphere with round metric
dΩ25 surrounds the D3 branes. The horizon itself is at
r → ∞ in these coordinates. The scale L is called the
AdS radius and can be related (see e.g. [533]) to the two
fundamental scales in string theory, the string length Ls
and the Planck length Lp
L = λ1/4Ls = (4piN)
1/4Lp . (16)
In particular, in the strong ’t Hooft coupling regime (14)
and at large N  1, the radius of curvature L of the
AdS5 × S5 geometry is very large compared to both the
string and the Planck lengths. It follows that for many
purposes we can neglect effects due to highly excited
string states (controlled by Ls) as well as quantum grav-
ity effects (controlled by Lp). The excitations of the near
horizon region will simply be described by classical grav-
itational perturbations of the background (15).
The upshot of the previous two paragraphs is that the
low energy excitations of N D3 branes look very different
in two different limits. At weak ’t Hooft coupling they
are described by a weakly interacting matrix large N field
theory. At strong ’t Hooft coupling they are described
by gravitational perturbations about AdS5 × S5 space-
time (15). The original version of the holographic corre-
spondence [538] was the conjecture that there existed a
decoupled set of degrees of freedom that interpolated be-
tween these weak and strong coupling descriptions. In
particular, this implies that the classical gravitational
dynamics of AdS5 × S5 is precisely the strong coupling
description of large N N = 4 super Yang-Mills theory.
This is the long-sought effective classical description of
a matrix large N limit. Remarkably, the effective classi-
cal fields are gravitating and live in a higher number of
spacetime dimensions! We now gain our first glimpse of
a microscopic understanding of the dissipative dynamics
of horizons that we discussed in §1.3: gravity is in fact
the dynamics of a strongly interacting matrix large N
quantum field theory in disguise.
The logic of the above argument can be applied to a
very large number of configurations of branes in string
theory. Many ‘dual pairs’ of quantum field theories and
classical gravitational theories are obtained in this way.
In Table I we list what might be considered the canonical,
8TABLE I The canonical examples of holographic duality for field theories in 3+1, 2+1 and 1+1 spacetime
dimensions. The first column shows the string theory setup of which one should consider the low energy excitations. In the
limit of no gravitational backreaction the low energy degrees of freedom are described by a quantum field theory, given in the
second column. In the limit of strong gravitational back reaction, the low energy degrees of freedom are described by classical
gravitational dynamics about the backgrounds shown in the third column.
String theory system Quantum field theory Gravitational theory
N D3 branes in
IIB string theory on R1,9
N = 4 SYM theory (3+1) IIB supergravity on
AdS5 × S5
N M2 branes in
M theory on R1,2 × R8/Zk
ABJM theory (2+1)
11d supergravity on
AdS4 × S7/Zk
Q1 D1 branes and Q5 D5 branes in
IIB string theory on R1,5 ×M4 N = (4, 4) SCFT (1+1)
IIB supergravity on
AdS3 × S3 ×M4
best understood examples of holographic duality for field
theories in 3+1, 2+1 and 1+1 spacetime dimensions. We
will not explain the terminology appearing in this table.
Entry points to the literature include the original papers
[15; 538] and the review [16]. Our main objective here
is to make clear that explicit examples of the duality are
known in various dimensions and that they are found by
using string theory as a bridge between quantum field
theory and gravity.
1.6. The essential dictionary
1.6.1. The GKPW formula
While string theory is useful in furnishing explicit ex-
amples of holographic duality, much of the machinery
of the duality is quite general and can be described us-
ing only concepts from quantum field theory (QFT) and
gravity.
Basic observables that characterize the QFT are the
multi-point functions of operators in the QFT. In partic-
ular, at large N , the basic observables are multi-point
functions of the single trace operators Oi, described
above in (10). As examples of such operators, we can
keep in mind charge densities ρ = jt and current den-
sities ~, associated with symmetries of the theory. The
multi-point functions can be obtained if we know the gen-
erating functional
ZQFT[{hi(x)}] ≡
〈
ei
∑
i
∫
dxhi(x)Oi(x)
〉
QFT
. (17)
Observables in gravitating systems can be difficult to
characterize, because the spacetime itself is dynamical.
In the case where the spacetime has a boundary, how-
ever, observables can be defined on the boundary of the
spacetime. We can, for instance, consider a Dirichlet
problem in which the values of all the ‘bulk’ fields (i.e.
the dynamical fields in the theory of gravity) are fixed
on the boundary. The boundary itself is not dynamical,
giving the observer a ‘place to stand’. We can then con-
struct the partition function of the theory as a function
of the boundary values {hi(x)} of all the bulk fields {φi}
ZGrav.[{hi(x)}] ≡
∫ φi→hi (∏
i
Dφi
)
eiS[{φi}] . (18)
It is a nontrivial mathematical problem to show that the
Dirichlet problem for gravity is in fact well-posed, even in
the classical limit (see e.g. [542] for a recent discussion).
However, we will see below how in practice the boundary
data determines the bulk spacetime.
Suppose that a given QFT and theory of gravity are
holographically dual. The essential fact relating observ-
ables in the two dual descriptions (of the same theory) is
that there must be a one-to-one correspondence between
single trace operators Oi in the QFT, and dynamical
fields φi of the bulk theory. For example, a given scalar
operator such as tr
(
Φ2
)
in the QFT with schematic La-
grangian (13) will be dual to a particular scalar field φ
in the bulk theory. The scalar φ will have its own bulk
dynamics given by the action S in (18). We will be more
explicit about the bulk action shortly. Having matched
up bulk operators and boundary fields in this way, we
can write the essential entry in the holographic dictio-
nary, as first formulated by Gubser-Klebanov-Polyakov
and Witten (GKPW) [304; 737]:
ZQFT[{hi(x)}] = ZGrav.[{hi(x)}] . (19)
That is, the generating functional of the QFT with source
hi for the single trace operator Oi is equal to the bulk
partition function with the bulk field φi corresponding to
Oi taking boundary value hi. This relationship is illus-
trated in Figure 2.
The reader may have many immediate questions: How
do we know which bulk field corresponds to which oper-
ator? There are a very large number of single trace op-
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FIG. 2 Essential dictionary: The boundary value h of a
bulk field φ is a source for an operator O in the dual QFT.
erators, and so won’t the bulk description involve a very
large number of fields and hence be unwieldy? Before ad-
dressing these questions, we will illustrate the dictionary
(19) at work.
1.6.2. Fields in AdS spacetime
The large N limit is supposed to be a classical limit, so
let us evaluate the bulk partition function semiclassically
ZGrav.[{hi(x)}] = eiS[{φ?i→hi}] . (20)
Here S[{φ?i → hi}] is the bulk action evaluated on a sad-
dle point, i.e. a solution to the bulk equations of motion,
{φ?i }, subject to the boundary condition that φ?i → hi.
We need to specify the bulk action. The most im-
portant bulk field is the metric gab. The QFT operator
corresponding to this bulk field will be the energy mo-
mentum tensor Tµν . This means that the boundary value
of the bulk metric (more precisely, the induced metric on
the boundary) is a source for the energy momentum ten-
sor in the dual QFT, which seems natural. In writing
down an action for the bulk metric, we will consider an
expansion in derivatives, as one usually does in effective
field theory. Later in this section we describe the circum-
stances in which this is a correct approach. The general
bulk action for the metric involving terms that are at
most quadratic in derivatives of the metric is
S[g] =
1
2κ2
∫
dd+2x
√−g
(
R+
d(d+ 1)
L2
)
. (21)
The first term is the Einstein-Hilbert action, with R the
Ricci scalar and κ2 = 8piGN ∝ Ldp defines the Planck
length in the bulk d + 2 dimensions (i.e. the boundary
QFT has d spatial dimensions1). The second term is a
1 In this review, a d-dimensional system always refers to a bound-
ary theory in d spatial dimensions and one time dimension. This
is the convention of condensed matter physics. We warn read-
ers that much of the (early) holographic literature uses d for the
number of spacetime dimensions.
negative cosmological constant characterized by a length-
scale L (holography with a positive cosmological constant
remains poorly understood [43]). The equations of mo-
tion following from this action are
Rab = −d+ 1
L2
gab . (22)
The simplest solution to these equations is Anti-de Sitter
spacetime, or AdSd+2:
ds2 = L2
(−dt2 + d~x2d + dr2
r2
)
. (23)
This spacetime has multiple symmetries. The easiest to
see is the dilatation symmetry: {r, t, ~x} → λ{r, t, ~x}. In
fact there is an SO(d + 1, 2) isometry group [16]. This
is precisely the conformal group in d + 1 spacetime di-
mensions. The solution (23) describes the vacuum of the
dual QFT. If we now perturb the solution by turning
on sources {hi}, these perturbations will need to trans-
form under the SO(d+1, 2) symmetry group of the back-
ground. This suggests that the d+ 2 dimensional metric
(23) dually describes a ‘boundary’ conformal field theory
(CFT) in d + 1 spacetime dimensions. Let us see this
explicitly.
Perturbing the metric itself is a little complicated, so
consider instead an additional field φ in the bulk with an
illustrative simple action
S[φ] = −
∫
dd+2x
√−g
(
1
2
(∇φ)2 + m
2
2
φ2
)
. (24)
As noted above, φ will correspond to some particular
scalar operator in the dual quantum field theory. For
concreteness we can have in the back of our mind an op-
erator like tr
(
Φ2
)
. To see the effects of adding a source h
for this operator, we must solve the classical bulk equa-
tions of motion
∇2φ = m2φ , (25)
subject to the boundary condition φ→ h, and then eval-
uate the action on the solution as specified in (20). We
have already noted that the horizon of AdSd+2 is the sur-
face r →∞ in (23) – this is properly called the Poincare´
horizon. This is the surface of infinite redshift where
gtt → 0. The ‘conformal boundary’ at which we impose
φ → h is the opposite limit, r → 0. In the metric (23)
this corresponds to an asymptotic region where the vol-
ume of constant r slices of the spacetime are becoming
arbitrarily large. This should be thought of as imposing
boundary conditions ‘at infinity’.
The equation of motion (25) is a wave equation in the
AdSd+2 background (23). We can solve this equation by
decomposing the field into plane waves in the t and x
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directions
φ = φ(r)e−iωt+ik·x . (26)
The equation for the radial dependence then becomes
φ′′ − d
r
φ′ +
(
ω2 − k2 − (mL)
2
r2
)
φ = 0 . (27)
To understand the asymptotic boundary conditions, we
should solve this equation in a series expansion as r → 0.
This is easily seen to take the form
φ(r → 0) = φ(0)
Ld/2
rd+1−∆ + · · ·+ φ(1)
Ld/2
r∆ + · · · (28)
where
∆(∆− d− 1) = (mL)2 . (29)
There are two constants of integration φ(0) and φ(1). The
first of these is what we previously called the boundary
value h of φ. We shall understand the meaning of the
remaining constant φ(1) shortly. In (28) we see that in
order to extract the boundary value h of the field, one
must first strip away some powers of the radial direction
r. These powers of r will now be seen to have an immedi-
ate physical content. We noted below (23) that rescaling
{r, t, ~x} → λ{r, t, ~x} is a symmetry of the background
AdSd+2 bulk spacetime. Like the metric, the scalar field
φ itself must remain invariant under this transformation
(the symmetry is a property of a particular solution, not
of the fields themselves). Therefore the source must scale
as φ(0) = h→ λ∆−d−1h in order for (28) to be invariant.
Recalling that the source h couples to the dual operator
O as in (17), we see the dual operator must rescale as
O(x)→ λ−∆O(λx) . (30)
Therefore ∆ is nothing other than the scaling dimension
of the operator O. Equation (29) is a very important
result that relates the mass of a bulk scalar field to the
scaling dimension of the dual operator in a CFT. We
can see that for relevant perturbations (∆ < d + 1), the
φ(0) term in (28) goes to zero at the boundary r → 0,
while for irrelevant perturbations (∆ > d+ 1), this term
grows towards the boundary. This will fit perfectly with
our interpretation in §1.7 below of the radial direction as
capturing the renormalization group of the dual quantum
field theory, with r → 0 describing the UV.
For a given bulk mass, equation (29) has two solutions
for ∆. For most masses we must take the larger solution
∆+ in order for φ(0) to be interpreted as the boundary
value of the field in (28). Exceptions to this statement
will be discussed later. Note that d+ 1−∆± = ∆∓.
1.6.3. Simplification in the limit of strong QFT coupling
We can now address the concern above that a generic
matrix large N quantum field theory has a very large
number of single trace operators. For instance, with only
two matrix valued fields one can construct operators of
the schematic form tr (Φn11 Φ
n2
2 Φ
n3
1 Φ
n4
2 · · · ). These each
correspond to a bulk field. The bulk action should there-
fore be extremely complicated. In theories with tractable
gravity duals an unexpected simplification takes place:
in the limit of large ’t Hooft coupling, λ → ∞, all ex-
cept a small number of operators acquire parametrically
large anomalous dimensions. According to the relation
(29) this implies that all but a small number of the bulk
fields have very large masses.2 The heavy fields can be
neglected for many purposes. This leads to a tractable
bulk theory.
In the concrete string theory realizations of holo-
graphic duality discussed above in §1.5, the hierarchy in
the bulk can be easily understood. The excitations of the
theory are string states. From the relation quoted in (16)
we see that large ’t Hooft coupling λ  1 implies that
L/Ls  1. The mass of a typical excited string state is
m ∼ 1/Ls, and therefore Lm 1 for these states. Only
a handful of low energy string states survive. This per-
spective also justifies a derivative expansion of the bulk
action (and hence the neglect of higher derivative terms
in (21) and (24)). Higher derivative terms are suppressed
by powers of Ls/L, as they arise due to integrating out
heavy string states.3
Beyond specific string theory realizations, the lesson
of the previous paragraph is that a holographic approach
is useful for QFTs in which two simplifications occur.
Firstly,
Large N limit ⇔ Classical bulk theory , (31)
2 We are ignoring the presence of so-called bulk Kaluza-Klein
modes in this discussion. These modes can lead to many light
bulk fields even in the strong ’t Hooft coupling limit λ→∞. See
§1.9.
3 A handful of higher derivative terms with unsuppressed couplings
are in principle allowed, and can be traded for additional fields.
This often leads to ghosts (fields with wrong-sign kinetic terms)
or other pathologies [121]. A finite number of unsuppressed and
well-behaved higher derivative terms would correspond to fine
tuning the bulk theory. We have already encountered an in-
stance of fine tuning: to obtain the basic AdSd+2 solution (23),
the cosmological constant term in the action balances the Ricci
scalar term, which has more derivatives. This is only possible be-
cause the cosmological constant has been tuned to be very small
in Planck units (L/Lp  1). In the dual QFT, this tuning is just
the fact that we have taken N to be large! The minimal state-
ment for a bulk theory dual to a QFT with an operator gap is
that there cannot be an infinite number of unsuppressed higher
derivative terms in the bulk, which would lead to a non-local
bulk action [364].
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and secondly
Gap in single trace operator spectrum
(e.g. large λ limit)
⇔
Derivative expansion in bulk,
small number of bulk fields . (32)
While the second condition may appear restrictive, string
theory constructions show that these simplifications do
indeed arise in concrete models. The most important
point is that this is a way (a large N limit with a gap
in the operator spectrum) to simplify the description of
QFTs without going to a weakly interacting quasiparticle
regime. We will repeatedly see below how this fact allows
holographic theories to capture generic behavior of, for
instance, transport in strongly interacting systems that is
not accessible otherwise. In contrast, weakly interacting
large N limits, such as the vector large N limit, cannot
have such a gap in the operator spectrum. This is because
to leading order in large N the dimensions of operators
add, and in particular operators such as ~Φ · ∂µ1 · · · ∂µ2~Φ
give an evenly spaced spectrum of conserved currents
with no gap. Beyond the holographic approach discussed
here, the development of purely quantum field theoretic
methods exploiting the existence of an operator gap has
recently been initiated [237; 262; 264; 331].
1.6.4. Expectation values and Green’s functions
A second result that can be obtained from the asymp-
totic expansion (28) is a formula for the expectation value
of an operator. From (17), (19) and (20) above
〈Oi(x)〉 = 1
ZQFT
δZQFT
δhi(x)
= i
δ
δhi(x)
S [{φ?i → hi}] . (33)
The scalar action (24) becomes a boundary term when
evaluated on a solution. Because the volume of the
boundary is diverging as r → 0, we take a cutoff bound-
ary at r = . Then
〈O(x)〉 = − i
2
δ
δφ(0)(x)
∫
r=
dd+1x′
√−γ φ(x′)na∇aφ
=
i
2
δ
δφ(0)(x)
∫
r=
dd+1x′
(
L

)d(
(d+ 1−∆)
2d+1−2∆
Ld
φ(0)(x
′)2 + (d+ 1)
φ(0)(x
′)φ(1)(x′)
Ld
+ · · ·
)
. (34)
In the first line γ is the induced metric on the boundary
(i.e. put r =  in (23)) and n is an outward pointing
unit normal (i.e. nr = −/L). In the second line we
have used the boundary expansion (28). Upon taking
 → 0, the first term diverges, the second is finite, and
the remaining terms all go to zero. The divergent term
is an uninteresting contact term, to be dealt with more
carefully in the following section. We ignore it here. In
evaluating the second term, note that because the bulk
field φ satisfies a linear equation of motion, then φ(1)x =
(δφ(1)/δφ(0))xyφ(0)y holds as a matrix equation. Thus we
obtain
〈O(x)〉 ∝ φ(1)(x) . (35)
We have not given the constant of proportionality here,
as obtaining the correct answer requires a more careful
computation, which will appear in §1.7. The important
point is that we have discovered the following basic rela-
tions:
Field theory source h
⇔ Leading behavior φ(0) of bulk field . (36a)
Field theory expectation value 〈O〉
⇔ Subleading behavior φ(1) of bulk field .(36b)
This connection will turn out to be completely general.
For instance, the source could be the chemical potential
and the expectation value the charge density. Or, the
source could be an electric field and the expectation value
could be the electric current.
For a given set of sources {hi} at r → 0, regularity
of the fields in the interior of the spacetime (e.g. at the
horizon r →∞) will fix the bulk solution completely. In
particular, the subleading behavior near the boundary
will be fixed. Therefore, by solving the bulk equations
of motion subject to specified sources and regularity in
the interior, we will be able to solve for the expectation
values 〈Oi〉. We can illustrate this with the simple case
of the scalar field. The radial equation of motion (27) is
solved by Bessel functions. The boundary condition at
the horizon is that the modes of the bulk wave equation
must be ‘infalling’, that is, energy flux must fall into
rather than come out of the horizon. We will discuss
infalling boundary conditions in detail below. For now,
we quote the fact that the boundary conditions at the
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horizon and near the asymptotic boundary pick out the
solution (let us emphasize that t here is real time, we will
also be discussing imaginary time later)
φ ∝ h r(d+1)/2K∆− d+12
(
r
√
k2 − ω2
)
e−iωt+ik·x . (37)
The overall normalization is easily computed but unnec-
essary and not illuminating. Here K is a modified Bessel
function and ∆ is the larger of the two solutions to (29).
By expanding this solution near the boundary r → 0,
we can extract the expectation value (35). In momen-
tum space, the retarded Green’s function of the bound-
ary theory is given by the ratio of the expectation value
by the source:
GROO(ω, k) =
〈O〉
h
∝ φ(1)
φ(0)
∝ (k2 − ω2)∆−(d+1)/2 . (38)
This is precisely the retarded Green’s function of an op-
erator O with dimension ∆ in a CFT. This confirms our
expectation that perturbations about the AdSd+2 back-
ground (23) will dually describe the excitations of a CFT.
1.6.5. Bulk gauge symmetries are global symmetries of the dual
QFT
The computation of the Green’s function (38) illus-
trates how knowing the bulk action and the bulk back-
ground allows us to obtain correlators of operators in the
dual strongly interacting theory. For this to be useful, we
would like to know which bulk fields correspond to which
QFT operators. This can be complicated, even when
the dual pair of theories are known explicitly. Symmetry
is an important guide. In particular, gauge symmetries
in the bulk are described by bulk gauge fields. These
include Maxwell fields Aa, the metric gab and also non-
abelian gauge bosons. The theory must be invariant un-
der gauge transformations of these fields, including ‘large’
gauge transformations, where the generator of the trans-
formation remains constant on the asymptotic boundary.
We can illustrate this point easily with a bulk gauge field
Aa, which transforms to Aa → Aa + ∇aχ for a scalar
function χ. If χ is nonzero on the boundary, then the
boundary coupling in the action transforms to∫
dd+1x
√−γ(Aµ +∇µχ)Jµ
=
∫
dd+1x
√−γ(AµJµ − χ∇µJµ), (39)
where we integrated by parts in the last step. Invari-
ance under the bulk gauge transformation requires that
∇µJµ = 0, so that the current is conserved (in all corre-
lation functions). Therefore:
Bulk gauge field (e.g. Aa, gab)
⇔
Conserved current of global symmetry in QFT
(e.g. Jµ, Tµν) . (40)
Similarly, fields that are charged under a bulk gauge field
will be dual to operators in the QFT that carry the corre-
sponding global charge. Thus quantities such as electric
charge and spin must directly match up in the two de-
scriptions.
Matching up operators beyond their symmetries is of-
ten not possible in practice, and indeed is not really the
right question to ask. The bulk is a self-contained de-
scription of the strongly coupled theory. The spectrum
and interactions of bulk fields define the correlators and
all other properties of a set of dual operators. Reference
to a weakly interacting QFT Lagrangian description is
not necessary and potentially misleading. Nonetheless,
it can be comforting to have in the back of our minds
some familiar operators. Thus a low mass scalar field
φ in the bulk might be dual to QFT operators such as
trF 2, tr Φ2 or tr ΨΨ. Here we are using the notation of
the schematic QFT action (13). A low mass fermion ψ
in the bulk will be dual to an operator such as tr ΦΨ.4
The general condensed matter systems we wish to
study are not CFTs (although CFTs do comprise an in-
teresting subset). Instead there will be multiple scales
of interest: temperature, chemical potential, and scales
generated by renormalization group flow of relevant op-
erators. These are all understood within the framework
of holographic renormalization, that we turn to next.
1.7. The emergent dimension I: Wilsonian holographic
renormalization
An essential aspect of the duality map (19) is that the
gravitating ‘bulk’ spacetime has an extra spatial dimen-
sion relative to the dual ‘boundary’ CFT. In this sec-
tion and the following we will gain some intuition for the
4 Single trace operators in QFT are dual to fields in the bulk.
What about multi-trace operators? The insertion of multi-trace
operators in the action in the sense of (17) will be discussed in
the following section on holographic renormalization. A simpler
aspect of multi-trace operators relates to the operator-state cor-
respondence for CFTs. Here the single trace operator O corre-
sponds to the state created by a quantum of the dual field φ. The
double-trace operator O2 corresponds to creating two quanta of
the dual field. In the bulk, quantum effects are suppressed at
large N and so these different quanta are simply superimposed
solutions of free bulk wave equations. For this reason, single
trace operators in large N theories (whose dimension does not
scale with N) are sometimes referred to as generalized free fields,
e.g. [237].
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Increasing redshift
UV
IR
FIG. 3 The radial direction: Events in the interior of the
bulk capture long distance, low energy dynamics of the dual
field theory. Events near the boundary of the bulk describe
short distance, UV dynamics in the field theory dual. The
simplest way to think about this is that the interior events
are increasingly redshifted relative to the boundary energy
scales (a similar logic was used in the decoupling argument
of §1.5 to derive holographic duality, here we are discussing
redshifts within the near horizon AdS region itself).
meaning of this extra ‘radial’ dimension. The short an-
swer is that the radial dimension geometrizes the renor-
malization group: processes close to the boundary of
the bulk correspond to high energy physics in the dual
QFT while dynamics deep in the interior of the bulk de-
scribes low energy physics in the QFT. This will be one
of the conceptual pillars of holographic condensed mat-
ter physics, another being the already mentioned fact
that horizons geometrize dissipation. The relation is il-
lustrated in the Figure 3.
The radial or ‘holographic’ dimension captures all of
the standard renormalization physics: (i) isolating uni-
versal low energy dynamics while parameterizing our ig-
norance about short distance physics, (ii) computing
beta functions for running couplings and (iii) determin-
ing the structure of short distance divergences as a UV
regulator is removed. In this section we work through the
illustrative case of a scalar field in a fixed background ge-
ometry, as in the previous section. We will develop the
concepts further as we need them throughout the review.
1.7.1. Bulk volume divergences and boundary counterterms
We have already encountered a divergence when we
tried to evaluate the on-shell action in (34). This diver-
gence is due to the infinite volume of the bulk spacetime,
that is integrated over in evaluating the action. In (34)
we regulated the divergence by cutting off the spacetime
close to the boundary at r = . We will see momentarily
that this cutoff appears in the dual field theory as a short
distance regulator of UV divergences. This connection
between infinitely large scales in the bulk and infinitesi-
mally short scales in the field theory is sometimes called
the UV/IR correspondence [692]. Taking our cue from
perturbative renormalization in field theory, we can reg-
ulate the bulk action by adding a ‘counterterm’ boundary
action. For the case of the scalar, let
S → S + Sct. = S + a
2L
∫
r=
dd+1x
√−γφ2 . (41)
Choosing a = ∆−d−1, the counterterm precisely cancels
the divergent term in (34). Because it is a boundary
term defined in terms of purely intrinsic boundary data,
it neither changes the bulk equations of motion nor the
boundary conditions of the bulk field. The counterterm
action furthermore contributes to the finite term in the
expectation value of the dual operator: We can now write
(35) more precisely as
〈O(x)〉 = (2∆− d− 1)φ(1) . (42)
The counterterm boundary action is a crucial part of the
theory if we wish the dual field theory to be well-defined
in the ‘continuum’ limit  → 0. A bulk action that is
finite as  → 0 allows us to think of the dual field the-
ory as being defined by starting from a UV fixed point.
This is the first of several instances we will encounter in
holography where boundary terms in the action must be
considered in more detail than one might be accustomed
to.
The counterterm action (41) is a local functional of
boundary data. It is a nontrivial fact that all divergences
that arise in evaluating on shell actions in holography can
be regularized with counterterms that are local function-
als of the boundary data. The terms that arise precisely
mimic the structure of UV divergences in quantum field
theory in one lower dimension, even though the bulk di-
vergences are entirely classical. This identification of the
counterterm action is called holographic renormalization.
Entry points into the vast literature include [180; 669].
An important conceptual fact is that in order for the
bulk volume divergences to be local in boundary data,
the growth of the volume towards the boundary must
be sufficiently fast. Spacetimes that asymptote to AdS
spacetime are the best understood case where such UV
locality holds.
1.7.2. Wilsonian renormalization as the Hamilton-Jacobi
equation
In this review we will frequently be interested in uni-
versal emergent low energy dynamics. For such ques-
tions, as in conventional quantum field theory, the precise
short distance regularization or completion of the theory
is unimportant. To understand the running of couplings
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and emergent dynamics we require a Wilsonian perspec-
tive on holographic theories. We outline how this works
following [256; 365], which built on earlier work [178].
Recall that a QFT is defined below some UV cutoff Λ
by the path integral
Z =
∫
Λ
DΦei(I0[Φ]+IΛ[Φ]) . (43)
Here I0[Φ] is the microscopic action and IΛ[Φ] are the
terms obtained by integrating out all degrees of freedom
at energy scales above the cutoff scale Λ. By requiring
that the partition function Z is independent of Λ we ob-
tain the renormalization group equations for IΛ[Φ]. By
taking the cutoff to low energies we can obtain (in prin-
ciple) the emergent low energy dynamics. By seeing how
this structure emerges in holography we can gain some
intuition for the meaning of the radial direction.
In the presence of a UV cutoff, there is a generalization
of the fundamental holographic dictionary (19). Consider
a radial cutoff in the bulk at r = . The cutoff gravita-
tional partition function is now expressed in terms of the
values of fields φi ≡ φi() at the cutoff. Considering a
single bulk field φ for notational simplicity, the gravity
partition function (18) becomes
Z[φ] ≡
∫ φ→φ
Dφ eiS[φ] . (44)
This quantity is naturally related to the partition func-
tion of the dual QFT integrated only over modes below
some UV cutoff Λ. In particular, it is natural to gener-
alize (19) to
Z[φ] =
∫
Λ
DΦ eiI0[Φ]+i
∫
dxφ(x)O(x) . (45)
Here
∫
Λ
DΦ is the regulated field theory path integral
as in (43). Thus, the values of the bulk fields at the
cutoff boundary are now interpreted as sources in an ef-
fective QFT valid at scales below a field theoretic cutoff
Λ. While we schematically write Λ ∼ 1/, the precise
nature of the field theory cutoff Λ corresponding to the
bulk cutoff  is not known. For instance, the regulator
preserves any gauge invariance of the boundary field the-
ory and is therefore not a hard momentum cutoff. Deter-
mining precisely the field theory renormalization group
scheme defined by a cutoff in the bulk would probably
amount to a proof of holography. The perspective we
will take is that the radial cutoff is a natural UV regu-
lator in theories with holographic gravity duals, and we
wish to check now that it leads to sensible consequences.
In particular, we proceed to derive the renormalization
group equations from the bulk. The following few para-
graphs are a little technical, but allow us to show how
the second order bulk equations of motion are related to
first order renormalization group flow equations.
r = 0r = ε
Zε Z
ε
UV
h
ᶰε
FIG. 4 The Wilsonian cutoff: The cutoff is at r = , while
the UV fixed point theory is at r = 0. The partition function
Z[φ] is over all modes at r > , subject to the boundary
condition φ() = φ. The partition function ZUV[φ
, h] is over
all modes between r =  and r = 0, with boundary conditions
at both ends.
The full bulk partition function (18) with source h at
the boundary is related to the truncated partition func-
tion (44) by gluing path integrals together in the usual
way (see Figure 4):
Z[h] =
∫
DφZ[φ]ZUV[φ, h]
≡
∫
Dφ
[
Z[φ]
∫ φ→h
φ→φ
Dφ eiS[φ]
]
. (46)
Here ZUV[φ
, h] is the bulk path integral over the UV
modes between the cutoff  and the boundary at r = 0,
with boundary conditions at both ends. Putting this
previous equation together with (45) and (43) we obtain
eiIΛ[O] =
∫
Dφ ei
∫
dxφ(x)O(x)ZUV[φ
, h] . (47)
This equation gives a holographic expression for the ef-
fective action for the QFT operator O (a single trace op-
erator built from the field theory degrees of freedom Φ)
obtained by integrating out high energy modes above the
cutoff Λ. It is given by an integral transform of the bulk
partition function where we only integrate over modes
living on the bulk spacetime between the boundary at
r = 0 and r = , subject to boundary conditions at both
ends.
The semiclassical limit of (47) is the Legendre trans-
form relation
IΛ[O] =
∫
dd+1xφ?(x)O(x) + S[φ? ← φ? → h]
O = −δS?
δφ?
. (48)
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Here S? ≡ S[φ? ← φ? → h] is the action evaluated on
a solution φ? subject to the boundary conditions indi-
cated. The action is the integral of a Lagrangian density
S =
∫
dd+2x
√−gL, together with any boundary coun-
terterms of the type we discussed above. We see that O
in (48) is precisely the momentum conjugate to φ under
radial evolution. A functional differential equation for
IΛ[O] can now be obtained using manipulations familiar
from Hamilton-Jacobi theory.
To be concrete, consider the previous bulk action for
the scalar (24) generalized to arbitrary potential
L = −1
2
(∇φ)2 − V (φ) . (49)
Using standard manipulations of Hamiltonian mechan-
ics, with the radial direction playing the role of time
[256; 365], from (48) one can obtain the (Legendre trans-
formed) Hamilton-Jacobi functional equation
√
grr∂IΛ[O] = (50)∫
dd+1x
√−γ
(
1
2γ
O2 + 1
2
(∇(d+1)φ?)2 + V (φ?)) ,
where
φ? =
δIΛ[O]
δO . (51)
In the above we assumed for simplicity that the metric
takes the form ds2 = grrdr
2 + γµν(r)dx
µdxν , with no
cross terms between the radial and boundary directions.
∇(d+1) denotes the derivative along the boundary direc-
tions only. The second equation in (50) follows from (48).
The functional equation (50) is to be solved for IΛ[O],
and gives the evolution of the effective field theory action
as a function of the cutoff . If we expand the action in
powers of O then we can write
IΛ[O] =
∑
n
∫
dd+1x
√−γ λn(x,Λ)O(x)n . (52)
Plugging this expansion in the flow equation (50), we ob-
tain the beta functions for all of the couplings λn. There-
fore, we have shown that varying the bulk cutoff  leads
to explicit first order flow equations of exactly the kind
we anticipate for couplings in quantum field theories as
function of some Wilsonian cutoff Λ. As we noted below
(45) above, the exact nature of the QFT cutoff Λ is not
known.
1.7.3. Multi-trace operators
It is useful to note that the Wilsonian effective action
(52) includes multi-trace operators On. Even – as is often
the case – we start with a single trace action in the UV,
these terms are generated under renormalization. Ex-
plicit holographic computations typically only make use
of the bulk field φ, which is dual to the single trace oper-
ator O. However, φ satisfies a second order equation in
the bulk. What has happened is that the first order beta
function equations for all the couplings (including the
multi-trace couplings) have been repacked into a second
order equation for a single bulk field φ. This approach,
which is useful at large N , has been called the quantum
renormalization group in [498].
Multi-trace operators can also be inserted directly into
the UV action. It can be shown that these correspond to
changing the boundary conditions of the field as r → 0
[543; 739]. To deform the field theory action by
∆S = W [O] , (53)
where W is some functional of the single trace operator
O(x), we must impose a specific relation between the
coefficients φ(0) and φ(1) appearing in the near boundary
expansion (28). This boundary condition is
φ(0) =
δW [O]
δO
∣∣∣∣
O= 2∆−d−1L φ(1)
. (54)
This general prescription includes the case of deforma-
tions by single trace operators we had considered previ-
ously in (17). That case corresponds to the simple linear
relation W [O] = ∫ dd+1xφ(0)(x)O(x).
An important special case is the double trace deforma-
tion W [O] ∝ ∫ dd+1xO(x)2, in the case when the oper-
ator dimension (29) of O is in the range d+12 ≤ ∆+ ≤
d+1
2 + 1. It is a general fact about large N conformal
field theories that such an irrelevant double trace defor-
mation induces a flow leading to a new UV fixed point
theory [309]. Under this flow, the dimension of the op-
erator O changes from the larger root ∆+ of (29) to the
smaller root ∆−, while no other single trace operators
receive any change in dimension to leading order at large
N . This new theory therefore corresponds precisely to
what is known as the alternate quantization of the bulk
[467]. That is, the role of ∆+ and ∆− are exchanged –
one can also think of this as the roles of φ(0) and φ(1) be-
ing exchanged, keeping ∆ fixed, although we will prefer
not to. The alternate quantization of the bulk is possi-
ble when the mass of the scalar field (25) is in the range
− (d+1)24 ≤ m2 ≤ − (d+1)
2
4 + 1 (note that slightly negative
values of the mass squared are stable in anti-de Sitter
spacetime, so long as ∆ is real – we will discuss this in
more detail later). The important fact about this range
of masses is that both modes in (28) fall off sufficiently
quickly that either one can be taken to be the ‘normaliz-
able’ mode, and the other the source. While the standard
quantization required the boundary counterterm action
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(41), the alternate quantization requires instead
S
(alt)
ct. =
∫
r=
dd+1x
√−γ
(
φna∇aφ+ ∆
2L
φ2
)
. (55)
Here ∆ = ∆− is now the smaller of the two exponents.
Unlike the previous counterterm (41), this expression in-
cludes a derivative normal to the boundary. This is the
term responsible for changing the boundary conditions so
that the ∆+ rather than ∆− term becomes the source.
The expression (42) for the expectation value still holds.
1.7.4. Geometrized versus non-geometrized low energy degrees
of freedom
From the Wilsonian holographic renormalization pic-
ture outlined above it is clear, in principle, how to zoom
in on the low energy universal physics. We need to con-
sider the dynamics of the fields in the far interior of the
bulk spacetime. We will also need to understand how to
match this interior dynamics to the sources that appear
as boundary conditions on the asymptotic spacetime. We
shall do this explicitly several times later in this review.
There is an interesting caveat to the previous para-
graph. Holography geometrizes the renormalization of
the order N2 matrix degrees of freedom in the dual
large N field theory. Sometimes, however, there can
be order 1  N2 light degrees of freedom that are
missed by this procedure. These degrees of freedom
are extended throughout the bulk spacetime and not
localized in the far interior. Effectively, they are not
fully geometrized. An example are Goldstone modes of
spontaneously broken symmetries. A framework, known
as semi-holography, has been developed to characterize
these cases, e.g. [256; 257; 577]. We shall describe these
methods later, as the various modes manifest themselves
as poles in Green’s functions that we will be computing.
The contribution of these (low energy, non geometrized)
modes running in loops in the bulk can lead to non-
analyticities in low energy observables at subleading or-
der in the 1/N expansion, causing subtle breakdowns of
the large N expansion. Examples are quantum oscilla-
tions due to bulk Fermi surfaces (§4.5.2), destruction of
long-range order in low dimensions by fluctuating Gold-
stone modes (§6.4.3) and long time tails in hydrodynam-
ics (§3.5).
1.8. The emergent dimension II: Entanglement entropy
The previous section showed how the radial direction
of the bulk spacetime geometrized the energy scale of the
dual quantum field theory. The energy scale was under-
stood within a functional integral, Wilsonian perspective
on the QFT. An alternative way to conceive the bulk ra-
dial direction is as a certain geometric re-organization of
A
Γ
FIG. 5 Minimal surface Γ in the bulk, whose area gives
the entanglement entropy of the region A on the boundary.
the QFT Hilbert space.
Shortly after the discovery of the holographic corre-
spondence, it was realized that the bulk can be thought
of as being made up of order N2 QFT degrees of freedom
per AdS radius [692]. The recent discovery [579; 638; 639]
and proof [500] of the Ryu-Takayangi formula for entan-
glement entropy in theories with holographic duals sug-
gests that a more refined understanding of how the bulk
reorganizes the QFT degrees of freedom is within reach.
In the simplest case, in which the bulk is described by
classical Einstein gravity coupled to matter, the Ryu-
Takayanagi formula states that the entanglement entropy
of a region A in the QFT is given by
SE =
AΓ
4GN
, (56)
where GN is the bulk Newton’s constant and AΓ is the
area of a minimal surface (i.e. a soap bubble) Γ in the
bulk that ends on the boundary of the region A. The
region A itself is at the boundary of the bulk spacetime.
We illustrate this formula in figure 5. The formula (56)
generalizes the Bekenstein-Hawking entropy formula (4)
for black holes. This last statement is especially clear for
black holes describing thermal equilibrium states, which
correspond to entangling the system with a thermofield
double [539].
Let us now illustrate the Ryu-Takayanagi formula, and
in particular how it reveals the physics of the bulk radial
direction, by computing the entanglement entropy of a
spherical region of radius R in a CFT, following [638]. By
spherical symmetry, we know that the minimal surface
will be of the form r(ρ), where ρ is the radial coordinate
on the boundary (so that d~x2d = dρ
2 + ρ2dΩ2d−1). The
induced metric on this surface is given by putting r =
r(ρ) and t = 0 in the AdSd+2 spacetime (23) to obtain:
ds2 =
L2dρ2
r2
[
1 +
(
dr
dρ
)2]
+
L2ρ2
r2
dΩ2d−1 . (57)
From the determinant of this induced metric, the area of
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the surface is given by:
AΓ = L
d Ωd−1
∫
dρ
rd
ρd−1
√
1 +
(
dr
dρ
)2
. (58)
Ωd−1 denotes the volume of the unit sphere Sd−1. It is
simple to check that
r(ρ) =
√
R2 − ρ2 , (59)
solves the Euler-Lagrange equations of motion found by
minimizing the area (58). This is therefore the Ryu-
Takayanagi surface. Note that dr/dρ = −ρ/r.
The entanglement entropy (56) is given by evaluating
(58) on the solution (59). For dimensions d > 1,
AΓ = L
dΩd−1
R∫
0
dρ
Rρd−1
(R2 − ρ2)(d+1)/2 . (60)
This integral is dominated near r = 0. Switching to the
variable y = R− ρ, we obtain that
AΓ ≈ LdΩd−1
∫
δ
dy
Rd
(2Ry)(d+1)/2
∼ Ld
(
R
δ
)(d−1)/2
,
(61)
where δ is a cutoff on the bulk radial dimension near the
boundary that, as in the previous Wilsonian section, we
will want to interpret as a short distance cutoff in the
dual field theory. This result becomes more transparent
in terms of the equivalent cutoff on the bulk coordinate
r = ; using (59) one has that  =
√
2Rδ. Hence, the
entanglement entropy is
SE ∼ L
d
GN
(
R

)d−1
+ subleading. (62)
The first term is proportional to the area of the boundary
sphere R, and hence (62) is called the area law of entan-
glement [684]. It can be intuitively understood as follows
– entanglement in the vacuum is due to excitations which
reside partially inside the sphere, and partially outside.
In a local QFT, we expect that the number of these de-
grees of freedom is proportional to the area of the sphere
in units of the short distance cutoff, (R/)d−1. This is
true regardless of whether or not the state is gapped.
Equation (62) therefore gives another perspective on the
identification of a near-boundary cutoff on the bulk ge-
ometry with a short-distance cutoff in the dual QFT.
In the holographic result (62), the proportionality coeffi-
cient Ld/GN ∼ (L/Lp)d  1. This is consistent with the
general expectation that there must be a large number of
degrees of freedom “per lattice site” in microscopic QFTs
with classical gravitational duals. While the coefficient of
the area law is sensitive to the UV cutoff  (since we have
to count the number of degrees of freedom residing near
the surface), some subleading coefficients are universal
[638].
In d = 1, the story is a bit different. Now,
AΓ = 2L
R∫
0
dρ R
R2 − ρ2 ≈ 2L
R∫
δ
dρ
2ρ
= L log
R
δ
+ · · ·
= 2L log
R

+ · · · . (63)
The prefactor of 2 is related to the fact that the semi-
circular minimal surface has two sides. Using the result
(beyond the scope of this review) that the central charge
c of the dual CFT2, which counts the effective degrees of
freedom, is given by [112]
c =
3L
2GN
, (64)
we recover the universal CFT2 result [119]
S =
c
3
log
R

+ · · · . (65)
Note that the area law, which would have predicted S =
constant, has logarithmic violations in a CFT2. We will
see an intuitive argument for this shortly, as shown in
Figure 6.
1.8.1. Analogy with tensor networks
It was pointed out in [697] that the Ryu-Takayangi
formula resembles the computation of the entanglement
entropy in quantum states described by tensor networks.
We will now describe this connection, following the expo-
sition of [332]. While, at the time of writing, these ideas
remain to be fleshed out in any technical detail, they
offer a useful way to think about the emergent spatial
dimension in holography. For a succinct introduction to
the importance of entanglement in real space renormal-
ization, see [717].
Consider a system with degrees of freedom living on
lattice sites labelled by i, taking possible values si. For
instance each si could be the value of a spin. Tensor
network states (see e.g. [236]) are certain wavefunctions
ψ({si}). The simplest example of a tensor network state
is a Matrix Product State (MPS) for a one dimensional
system with L sites. For every value that the degrees of
freedom si can take, construct a D×D matrix Tsi . Here
D is called the bond dimension. The physical wavefunc-
tion is now given by
ψ(s1, · · · , sL) = tr (Ts1Ts2 · · ·TsL) . (66)
For the case that each si describes a spin half, these
Matrix Product States parametrize a 2LD2 dimensional
subspace of the full 2L dimensional Hilbert space. The
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importance of these states is that they capture the entan-
glement structure of the ground state of gapped systems,
as we now recall.
To every site i in the lattice, associate two auxiliary
vector spaces of dimension D. Let these have basis vec-
tors |n〉i1 and |n〉i2 respectively, with n = 1, · · · , D. Now
form a state, in this auxiliary space, made of maximally
entangled pairs between neighboring sites
|Ψ〉 =
L∏
i=1
(
D∑
n=1
|n〉i2|n〉(i+1)1
)
. (67)
For periodic boundary conditions we can set |n〉(L+1)1 =
|n〉11. It is clear that if we trace over some number of
adjacent sites, the entanglement entropy of the reduced
density matrix will be 2 logD, corresponding to maxi-
mally entangled pairs at each end of the interval we have
traced over. To obtain a state in the physical Hilbert
space, we now need to project at each site. That is, let
Pi : RD × RD → R2 be a projection, then the physical
state
|ψ〉 =
L∏
i=1
Pi|Ψ〉 . (68)
If we write the projection operators as Pi =∑
m,n,si
Tmnsi |si〉 i1〈m|i2〈n|, then we recover precisely the
MPS state (66). The advantage of this perspective is
that we now see that if we trace out a number of ad-
jacent sites in this physical state ψ, the entanglement
entropy of the reduced density matrix is bounded above
by SE ≤ 2 logD.5 In gapped systems, the entanglement
entropy of the ground state grows with the correlation
length. At a fixed correlation length, the entanglement
structure of the state can therefore be well approximated
by a MPS state with some fixed bond dimension D (if
the inequality SE ≤ 2 logD is approximately saturated).
For gapless systems such as CFTs, a more complicated
structure of tensor contractions is necessary to capture
the large amount of entanglement. A structure that re-
alizes a discrete subgroup of the conformal group is the
so-called MERA network, illustrated in figure 6. View-
ing the network as obtained by projecting maximally en-
tangled pairs, the entanglement bound discussed above
for MPS states generalizes to the statement that the
5 This follows from the fact that, focusing on a single cut between
two sites for simplicity, the state (67) in the auxiliary space can
be written |Ψ〉 =∑Dp=1 |p〉L|p〉R for some set of states |p〉L and
|p〉R to the left and right of the cut, respectively. The projectors
act independently on the left and right states, and necessarily
map each D dimensional subspace onto a vector space of dimen-
sion D or lower. Schmidt decomposing the projected state, we
have |ψ〉 =∑Dp=1 cp |˜p〉L |˜p〉R, for coefficients cp and states |˜p〉L/R
in the physical Hilbert space on either side of the cut. Hence the
entanglement entropy is bounded above by logD.
FIG. 6 MERA network and a network geodesic that cuts a
minimal number of links allowing it to enclose a region of the
physical lattice at the top of the network. Each line between
two points can be thought of as a maximally entangled pair in
the auxiliary Hilbert space, while the points themselves corre-
spond to projections that glue the pairs together. At the top
of the network, the projectors map the auxiliary Hilbert space
into the physical Hilbert space. The entanglement entropy of
the physical region is bounded by the number of links cut by
the geodesic: SE ≤ ` logD.
entanglement entropy of a sequence of adjacent sites is
bounded above ` logD, where ` is the number of links in
the network that must be cut to separate the entangled
sites from the rest of the network. The strongest bound
is found from the minimal number of such links that can
be cut. This effectively defines a ‘minimal surface’ within
the network. As with the minimal surface appearing in
the Ryu-Takayanagi formula, the entanglement entropy
is proportional (if the bound is saturated) to the length
of the surface. Such a surface in a MERA network is
illustrated in figure 6.
The similarity between the tensor network computa-
tion of the entanglement entropy and the Ryu-Takayangi
formula suggests that the extended tensor network
needed to capture the entanglement of gapless states can
be thought of as an emergent geometry, analogous to that
arising in holography [697]. From this perspective, the
emergent radial direction is a consequence of the large
amount of entanglement in the QFT ground state, and
the tensor network describing the highly entangled state
is the skeleton of the bulk geometry. Further discussion
may be found in [593; 696; 697]. A key challenge for fu-
ture work is to show how the large N limit can flesh out
this skeleton to provide a local geometry at scales below
the AdS radius.
1.9. Microscopics: Kaluza-Klein modes and consistent
truncations
This section may be skipped by readers of a more prag-
matic bent. The following discussion is however concep-
tually and practically important for understanding the
simplest explicit holographic dual pairs, such as those in
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Table I above.
In our discussion of the gap in the operator spectrum
in §1.6 we glossed over an important issue. In many
explicit examples of holographic duality, e.g. those in
Table I, the bulk spacetime has additional spatial dimen-
sions relative to the dual QFT, beyond the ‘energy scale’
dimension discussed in previous sections. These dimen-
sions are referred to as the ‘internal space’. For instance
in the AdS5×S5 spacetime (15), the five sphere is the in-
ternal space. We can see that near the boundary r → 0,
the five sphere remains of constant size while the AdS5
part of the metric becomes large. This means that the
sphere is not part of the boundary dimensions. Here is
the complication: while the statement in (32) that there
is a small number of bulk fields as λ→∞ remains true,
these fields can have an arbitrary dependence on the in-
ternal dimensions. Thus, for every field φ in the full
spacetime we obtain an infinite tower of fields in AdS5,
one for each ‘spherical harmonic’ on the internal space.
These are called Kaluza-Klein modes and their dimen-
sions do not show a gap (because LMKK ∼ L/L ∼ 1).
That is, while the large λ limit does get rid of many oper-
ators (those corresponding to excited string states in the
bulk), it does not remove the infinitely many Kaluza-
Klein modes. These modes are mostly a nuisance from
the point of view of condensed matter physics. While
emergent locality in the radial direction – explored in the
previous two sections – usefully geometrized the renor-
malization group, emergent locality in the internal space
leads to the QFT growing undesired extra spatial dimen-
sions at low energy scales. In this section we discuss these
modes and how to avoid them.
The most compelling strategy would be to get rid of
the internal space completely. This is difficult because
the best understood consistent bulk theories of quantum
gravity require ten or eleven spacetime dimensions. How-
ever, ‘non-critical’ string theories – defined directly in a
lower number of spacetime dimensions – do exist. In fact,
non-critical string theory lead to early intuition about
the existence of holographic duality [615]. Holographic
backgrounds of non-critical string theory have been con-
sidered in, for instance [93; 465; 483]. The technical dif-
ficulty with these solutions is that while Kaluza-Klein
modes can be eliminated or reduced, the string scale is
typically comparable to the AdS radius (i.e. the ’t Hooft
coupling λ ∼ 1) and therefore the infinite tower of excited
string states must be considered – undoing our motiva-
tion for considering these models in the first place.
The second best way to get rid of the Kaluza-Klein
modes would be to find backgrounds in which the inter-
nal space is parametrically smaller than the AdS radius
(unlike, e.g. the AdS5 × S5 spacetime (15), in which
the AdS5 and the internal space have the same radius
of curvature). This way, all the Kaluza-Klein modes ac-
quire a large bulk mass and can be mostly ignored (i.e.
LMKK ∼ L/Linternal  1). The necessary tools to find
backgrounds with a hierarchy of lengthscales have been
developed in the context of the ‘string landscape’ [184].
A first application of these methods to holography can be
found in [610]. In our opinion this direction of research
is underdeveloped relative to its importance.
The most developed method for getting rid of the
Kaluza-Klein modes is called consistent truncation.
Here, one shows that it is possible to set all but a finite
number of harmonics on the internal space to zero and
that these harmonics are not sourced by the handful of
modes that are kept. Because the equations of motion in
the bulk are very nonlinear, and typically all modes are
coupled, it can be technically difficult to identify a con-
sistent set of modes that may be retained. While symme-
tries can certainly help, a general method does not exist
– finding consistent truncations is something of an art
form. While less satisfactory than the other approaches
mentioned above, consistent truncation gives a manage-
able bulk action with only one extra spatial dimension
relative to the dual QFT. Furthermore, the dynamics of
this action consistently captures the dynamics of a subset
of operators in the full theory. An important drawback of
consistent truncations is that they can miss instabilities
in modes that have been thrown out in the truncation.
They may, therefore, mis-identify the ground state.
Classical instabilities arising from Kaluza-Klein modes
can potentially be avoided by in constructions built us-
ing ‘baryonic’ branes [372]. More generally, string the-
oretic realizations of holographic backgrounds may be
subject to additional quantum instabilities. It has been
suggested that all non-supersymmetric holographic flux
vacua are unstable [584].
We proceed to give a list of simple examples of bulk
actions that can be obtained by consistent truncation,
referring to the literature for details. These examples
have been chosen (from a large literature) to illustrate
and motivate the kind of bulk dynamics we will en-
counter later in this review. These constructions lead to
so-called “top-down holography” and are in contrast to
“bottom-up” holography, wherein one postulates a rea-
sonable bulk action with convenient properties. The ob-
jective of bottom-up holography is to explore the param-
eter space of possible strong coupling dynamics. It is use-
ful to have a flavor for what descends from string theory
and supergravity to build a sensible bottom-up model.
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1. Einstein-Maxwell theory: The four dimensional bulk action
SEM4 =
∫
d4x
√−g
[
1
2κ2
(
R+
6
L2
)
− 1
4e2
F 2
]
, (69)
is a consistent truncation of M theory compactified on any Sasaki-Einstein seven-manifold, see e.g. [185; 278;
373]. Therefore this action captures the dynamics of a sector of a large class of dual 2 + 1 dimensional QFTs.
The simplest Sasaki-Einstein seven-manifold is S7. The bulk Maxwell field, F = dA, is dual to a particular U(1)
symmetry current operator Jµ, called the R-symmetry, in the dual superconformal field theory. Similarly, the
five dimensional action
SEM5 =
∫
d5x
√−g
[
1
2κ2
(
R+
12
L2
)
− 1
4e2
F 2
]
+
κ√
6 e3
1
3!
∫
d5xabcdeAaFbcFde , (70)
is a consistent truncation of IIB supergravity compactified on any Sasaki-Einstein five-manifold, e.g. [278]. This
theory describes a sector of a large number of dual 3 + 1 dimensional QFTs. The simplest Sasaki-Einstein
five-manifold is S5, and so these theories include N = 4 SYM theory. The additional Chern-Simons term in the
above action is common in five bulk spacetime dimensions and dually describes an anomaly in the global U(1)
R-symmetry of the QFT [737].
Einstein-Maxwell theory is the workhorse for much of holographic condensed matter physics.
2. Einstein-Maxwell theory with charged scalars: The above consistent truncations to Einstein-Maxwell
theory by compactification on Sasaki-Einstein manifolds may be extended to include additional bulk fields. In
particular the five dimensional action (70) can be extended to [308; 313]
S = SEM5 − 1
2κ2
∫
d5x
√−g
1
2
(∇η)2 + V (η) + f(η)
(
∇θ −
√
6κ
eL
A
)2 . (71)
Here η and θ are the magnitude and phase of a complex scalar field that is charged under the Maxwell field A.
The two functions appearing in the action are
V (η) =
3
L2
sinh2
η
2
(cosh η − 3) , f(η) = 1
2
sinh2 η . (72)
The expression for V is slightly different compared to that in [308; 313] because we have extracted the cosmo-
logical constant term in (70). The complex scalar field is dual to a particular charged scalar operator O in the
dual QFT [308]. Similarly the four dimensional action (69) can be extended to [185; 223; 276; 277]
S =
1
2κ2
∫
d4x
√−g
[
R− 1
2
(∇σ)2 − τ(σ)
4e2
F 2
−1
2
(∇η)2 − V (σ, η)− f(η)
(
∇θ − 1
2eL
A
)2
+
1
8e2
ϑ(σ)abcdFabFcd
]
. (73)
Actually this action is not quite an extension of (69) – the Sasaki-Einstein compactification needs to be ‘skew-
whiffed’, as described in the above references. This theory contains a neutral pseudoscalar field σ in addition
to the charged scalar {η, θ}. The functions in the action are now
τ(σ) =
1
cosh
√
3σ
, ϑ(σ) = tanh
√
3σ , f(η) = 2 sinh2 η , (74)
and
V (σ, η) = − 6
L2
cosh
σ√
3
cosh4
η
2
[
1− 4
3
tanh2
η
2
cosh2
σ√
3
]
. (75)
Note that in a background with both electric and magnetic charges, the pseudoscalar is sourced by the final
term in the action and hence cannot be set to zero in general. On the other hand we can set η = 0 and remove
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the complex scalar.
Charged scalars in the bulk will play a central role in the theory of holographic superconductivity.
3. Einstein-Maxwell theory with neutral scalars: Both of the next two examples are taken from [155; 316].
The five dimensional bulk action
S =
1
2κ2
∫
d5x
√−g
[
R− e
4α
4
F 2 − 12 (∇α)2 + 1
L2
(
8e2α + 4e−4α
)]
, (76)
is a consistent truncation of IIB supergravity compactified on S5, and therefore describes a sector of N = 4
SYM theory. Here α is a neutral scalar field. Similarly the four dimensional action
S =
1
2κ2
∫
d4x
√−g
[
R− e
α
4
F 2 − 3
2
(∇α)2 + 6
L2
coshα
]
, (77)
is a consistent truncation of M-theory compactified on S7, provided abcdFabFcd = 0. If this last condition does
not hold, an additional pseudoscalar must be included – similarly to in (73) above – and the action becomes
more complicated [155].
Exponential functions of scalars multiplying the Maxwell action are ubiquitous in consistent truncations and
will underpin our discussions of Lifshitz geometries and hyperscaling violation.
The interested reader will find many more instances of
consistent truncations by looking through the references
in and citations to the papers mentioned above. It is also
possible to find consistent truncations in which the four
and five bulk dimensional actions above (and others) are
coupled to fermionic fields. The resulting actions are a
little complicated and we will not give them here, see
[81; 191; 192; 194; 274; 275]. Bulk fermion fields will be
important in our discussion below of holographic Fermi
surfaces.
2. Zero density matter
The simplest examples of systems without quasiparti-
cle excitations are realized in quantum matter at special
densities which are commensurate with an underlying lat-
tice [648]. These are usually modeled by quantum field
theories which are particle-hole symmetric, and have a
vanishing value of a conserved U(1) charge linked to the
particle number of the lattice model — hence ‘zero’ den-
sity. Even in the lattice systems, it is conventional to
measure the particle density in terms of deviations from
such a commensurate density.
In this section we will first give some explicit exam-
ples of non-quasiparticle zero density field theories arising
at quantum critical points in condensed matter systems.
This will include an example with emergent gauge fields.
We will then discuss how such quantum critical systems
can arise holographically. Our discussion in this section
will cover quantum critical scaling symmetries as well as
deformations away from scaling by temperature and rel-
evant operators. Charge dynamics in these zero density
quantum critical theories will be the subject of §3.
2.1. Condensed matter systems
The simplest example of a system modeled by a zero
density quantum field theory is graphene. This QFT is
furthermore relativistic at low energies.6 Graphene con-
sists of a honeycomb lattice of carbon atoms, and the
important electronic excitations all reside on a single pi-
orbital on each atom. ‘Zero’ density corresponds here to
a density of one electron per atom. A simple computation
of the band structure of free electrons in such a configura-
tion yields an electronic dispersion identical to massless
2-component Dirac fermions, Ψ, which have a ‘flavor’ in-
dex extending over 4 values. The Dirac ‘spin’ index is
actually a sublattice index, while the flavor indices cor-
respond to the physical S = 1/2 spin and a ‘valley’ index
corresponding to 2 Dirac cones at different points in the
Brillouin zone. The density of electrons can be varied
by applying a chemical potential, µ, by external gates,
so that the dispersion is (k) = vF|k| − µ, where vF is
the Fermi velocity [124]. Electronic states with (k) < 0
are occupied at T = 0, and zero density corresponds to
µ = 0.
At first glance, it would appear that graphene is not
a good candidate for holographic study. The inter-
actions between the electrons are instantaneous, non-
local Coulomb interactions, because the velocity of light
c vF. These interactions are seen to be formally irrele-
vant at low energies under the renormalization group, so
that the electronic quasiparticles are well-defined. How-
ever, as we will briefly note later, the interactions become
6 We will see shortly that Lorentz invariance is by no means es-
sential for holography.
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U/w
Superfluid Mott Insulator
FIG. 7 Ground states of bosons on a square lattice
with tunneling amplitude between the sites w, and
on-site repulsive interactions U . Bosons are condensed
in the zero momentum state in the superfluid, and so there
are large number flucutations in a typical component of the
wavefunction shown above. The Mott insulator is dominated
by a configuration with exactly one particle on each site.
weak only logarithmically slowly [271; 290], and there is
a regime with T & µ where graphene can be modeled
as a dissipative quantum plasma. Thus, insight from
holographic models can prove quite useful. Experimental
evidence for this quantum plasma has emerged recently
[152], as we will discuss further in this review. More
general electronic models with short-range interactions
on the honeycomb lattice provide examples of quantum
critical points without quasiparticle excitations even at
T = 0, and we will discuss these shortly below.
For a more clear-cut realization of quantum matter
without quasiparticles we turn to a system of ultracold
atoms in optical lattices. Consider a collection of bosonic
atoms (such as 87Rb) placed in a periodic potential, with
a density such that there is precisely one atom for each
minimum of the periodic potential. The dynamics of the
atoms can be described by the boson Hubbard model:
this is a lattice model describing the interplay of boson
tunneling between the minima of the potential (with am-
plitude w), and the repulsion between two bosons on the
same site (of energy U). For small U/w, we can treat
the bosons as nearly free, and so at low temperatures
T they condense into a superfluid with macroscopic oc-
cupation of the zero momentum single-particle state, as
shown in Figure 7. In the opposite limit of large U/w,
the repulsion between the bosons localizes them into a
Mott insulator: this is a state adiabatically connected
to the product state with one boson in each potential
minimum. We are interested here in the quantum phase
transition between these states which occurs at a crit-
ical value of U/w. Remarkably, it turns out that the
low energy physics in the vicinity of this critical point is
described by a quantum field theory with an emergent
Lorentz invariant structure, but with a velocity of ‘light’,
c, given by the velocity of second sound in the superfluid
[260; 648]. In terms of the long-wavelength boson annihi-
lation operator ψ, the Euclidean time (τ) action for the
field theory is
S =
∫
d2xdτ
[
c2|∇xψ|2 + |∂τψ|2 + s|ψ|2 + u|ψ|4
]
.
(78)
Here s is the coupling which tunes the system across the
quantum phase transition at some s = sc. For s > sc,
the field theory has a mass gap and no symmetry is bro-
ken: this corresponds to the Mott insulator. The gapped
particle and anti-particle states associated with the field
operator ψ correspond to the ‘particle’ and ‘hole’ exci-
tations of the Mott insulator. These can be used as a
starting point for a quasiparticle theory of the dynam-
ics of the Mott insulator via the Boltzmann equation.
The other phase with s < sc corresponds to the super-
fluid: here the global U(1) symmetry of S is broken, and
the massless Goldstone modes correspond to the second
sound excitations. Again, these Goldstone excitations
are well-defined quasiparticles, and a quasiclassical the-
ory of the superfluid phase is possible (and is discussed
in classic condensed matter texts).
Our primary interest here is in the special critical point
s = sc, which provides the first example of a many
body quantum state without quasiparticle excitations.
And as we shall discuss momentarily, while this is only
an isolated point at T = 0, the influence of the non-
quasiparticle description widens to a finite range of cou-
plings at non-zero temperatures. Renormalization group
analyses show that the s = sc critical point is described
by a fixed point where u → u∗, known as the Wilson-
Fisher fixed point [648; 727]. The value of u∗ is small in
a vector large M expansion in which ψ is generalized to
an M -component vector, or for small  in a field theory
generalized to d = 3 −  spatial dimensions. Given only
the assumption of scale invariance at such a fixed point,
the two-point ψ Green’s function obeys
GRψψ(ω, k) = k
−2+ηF
( ω
kz
)
, (79)
at the quantum critical point. Here η is defined to be
the anomalous dimension of the field ψ which has scaling
dimension
[ψ] = (d+ z − 2 + η)/2 , (80)
in d spatial dimensions. The exponent z determines the
relative scalings of time and space, and is known as the
dynamic critical exponent: [t] = z[x]. The function F
is a scaling function which depends upon the particular
critical point under study. In the present situation, we
know from the structure of the underlying field theory
in Eq. (78) that GRψψ has to be Lorentz invariant (ψ is
a Lorentz scalar), and so we must have z = 1 and a
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function F consistent with
GRψψ(ω, k) ∼
1
(c2k2 − ω2)(2−η)/2 . (81)
Indeed, the Wilson-Fisher fixed point is not only Lorentz
and scale invariant, it is also conformally invariant and
realizes a conformal field theory (CFT), a property we
will exploit below.
A crucial feature of GR in Eq. (81) is that for η 6= 0
its imaginary part does not have any poles in the ω com-
plex plane, only branch cuts at ω = ±ck. This is an
indication of the absence of quasiparticles at the quan-
tum critical point. However, it is not a proof of absence,
because there could be quasiparticles which have zero
overlap with the state created by the ψ operator, and
which appear only in suitably defined observables. For
the case of the Wilson-Fisher fixed point, no such ob-
servable has ever been found, and it seems unlikely that
such an ‘integrable’ structure is present in this strongly-
coupled theory. Certainly, the absence of quasiparticles
can be established at all orders in the  or vector 1/M
expansions. In the remaining discussion we will assume
that no quasiparticle excitations are present, and develop
a framework to describe the physical properties of such
systems. We also note in passing that CFTs in 1+1
spacetime dimensions (i.e. CFT2s) are examples of theo-
ries in which there are in fact quasiparticles present, but
whose presence is not evident in the correlators of most
field variables [373]. This is a consequence of integrabil-
ity properties in CFT2s which do not generalize to higher
dimensions.
We can also use a scaling framework to address the
ground state properties away from the quantum critical
point. In the field theory S we tune away from the quan-
tum critical point by varying the value of s away from
sc. This makes s−sc a relevant perturbation at the fixed
point, and its scaling dimension is denoted as
[s− sc] = 1/ν. (82)
In other words, the influence of the deviation away from
the criticality becomes manifest at distances larger than
a correlation length, ξ, which diverges as
ξ ∼ |s− sc|−ν . (83)
We can also express these scaling results in terms of the
dimension of the operator conjugate to s−sc in the action[|ψ|2] = d+ z − 1
ν
. (84)
For s > sc, the influence of the relevant perturbation
to the quantum critical point is particularly simple: the
theory acquires a mass gap ∼ c/ξ and so
GRψψ(ω, k) ∼
1
(c2(k2 + ξ−2)− ω2) , (85)
at frequencies just above the mass gap. Note now that a
pole has emerged in GR, confirming that quasiparticles
are present in the s > sc Mott insulator.
We now also mention the influence of a non-zero tem-
perature, T , on the quantum critical point, and we will
have much more to say about this later. In the imagi-
nary time path integral for the field theory, T appears
only in boundary conditions for the temporal direction,
τ : bosonic (fermionic) fields are periodic (anti-periodic)
with period ~/(kBT ). At the fixed point, this immedi-
ately implies that T should scale as a frequency. So we
can generalize the scaling form (79) to include a finite ξ
and a non-zero T by
GRψψ(ω, k) =
1
T (2−η)/z
F
(
k
T 1/z
,
ξ−1
T 1/z
,
~ω
kBT
)
. (86)
We have included fundamental constants in the last ar-
gument of the scaling function F because we expect the
dependence on ~ω/(kBT ) to be fully determined by the
fixed-point theory, with no arbitrary scale factors. Note
also that for T > ξ−z ∼ |g − gc|zν , we can safely set the
second argument of F to zero. So in this “quantum criti-
cal” regime, the finite temperature dynamics is described
by the non-quasiparticle dynamics of the fixed point
CFT3: see Figure 8. In contrast, for T < ξ−z ∼ |g−gc|zν
g
T
gc
0
InsulatorSuperfluid
Quantum
critical
TKT
sc
s
FIG. 8 Phase diagram of S as a function of s and
T . The quantum critical region is bounded by crossovers
at T ∼ |s − sc|zν indicated by the dashed lines. Con-
ventional quasiparticle or classical-wave dynamics applies in
the non-quantum-critical regimes (colored blue) including a
Kosterlitz-Thouless phase transition above which the super-
fluid density is zero. One of our aims in this review is to de-
velop a theory of the non-quasiparticle dynamics within the
quantum critical region.
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we have the traditional quasiparticle dynamics associ-
ated with excitations similar to those described by (85).
Our discussion in the next few sections will focus on the
quantum-critical region of Figure 8.
In the remainder of this subsection, we note extensions
to other examples of zero density systems without quasi-
particles.
2.1.1. Antiferromagnetism on the honeycomb lattice
We return to electronic models defined on the hon-
eycomb lattice, relevant for systems like graphene, men-
tioned at the beginning of §2.1. In particular, we consider
a Hubbard model for spin S = 1/2 fermions (‘electrons’)
on the honeycomb lattice at a density of one fermion per
site. As for the boson Hubbard model, the two energy
scales are the repulsion energy, U , between two electrons
on the same site (which necessarily have opposite spin),
and the electron hopping amplitude w between nearest-
neighbor sites. For small U/w, the electronic spectrum is
that of 4 flavors of massless 2-component Dirac fermions,
Ψ, and the short-range interactions only weakly modify
the free fermion spectrum. In contrast, for large U/w,
the ground state is an insulating antiferromagnet, as il-
lustrated in Figure 9. This state is best visualized as
one with fermions localized on the sites, with opposite
spin orientations on the two sublattices. The excitations
of the insulating antiferromagnet come in two varieties,
but both are amenable to a quasiparticle description: (i)
there are the bosonic Goldstone modes associated with
the breaking of spin rotation symmeter, and (ii) there are
fermionic quasiparticle excitations with the same quan-
tum numbers as the electron above an energy gap.
The quantum field theory for the phase transition [592]
between the large U/w and small U/w phases is known in
the particle-theory literature as the Gross-Neveu model
(where it is a model for chiral symmetry breaking). Its
degrees of a freedom are a relativistic scalar ϕa, a = 1, 2, 3
representing the antiferromagnetic order parameter, and
the Dirac fermions Ψ. The action for ϕa is similar to
that the superfluid order parameter ψ in (78), and this
is coupled to the Dirac fermions via a ‘Yukawa’ coupling,
leading to the field theory
Sϕ =
∫
d2xdτ
[
c2(∂xϕ
a)2 + (∂τϕ
a)2 + s(ϕa)2
+ u
(
(ϕa)2
)2
+ iΨγµ∂µΨ + λΨΓ
aΨϕa
]
. (87)
Here γµ are suitable 2×2 Dirac matrices, while the Γa are
‘flavor matrices’ which act on a combination of the valley
and sublattice indices of the fermions. A Dirac fermion
‘mass’ term is forbidden by the symmetry of the honey-
comb lattice. We have chosen units to that the Fermi
velocity, vF = 1, and then the boson velocity, c, cannot
be adjusted. The γµ and the Γa turn out to commute
 Dirac
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FIG. 9 Phase diagram of the Hubbard model for spin
S = 1/2 fermions on the honeycomb lattice at a den-
sity of one fermion per site. The large U/w (s < sc) state
breaks spin rotation symmetry, and is an insulating antiferro-
magnet with a gap to all charged excitations. The small U/w
(s > sc) state is described at low energies by a CFT3 of free
Dirac fermions.
with each other, and so when the velocity c = vF = 1,
the action Sϕ becomes invariant under Lorentz transfor-
mations. The equal velocities are dynamically generated
under the renormalization group flow, and so we find an
emergent Lorentz invariance near the quantum critical
point, similar to that found above for the superfluid-
insulator transition for bosons. The tuning parameter
across the quantum critical point, s, is now a function
of U/w. The phase with broken spin-rotation symmetry
(s < sc) has 〈ϕa〉 6= 0, we then see that the Yukawa term,
λ, endows the Dirac fermions with a ‘mass’ i.e. there is a
gap to fermionic excitations; this ‘mass’ is analogous to
the Higgs boson endowing the fermions with a mass in
the Weinberg-Salam model. The quantum critical point
at s = sc can be analyzed by renormalization group and
other methods, as for the boson-only theory S in Eq. (78).
In this manner, we find that the quantum critical theory
is a CFT, described by a renormalization group fixed at
u = u∗ and λ = λ∗. This is a state without quasiparticle
excitations, with Green’s functions for ϕa and Ψ similar
to those of the other CFT3s noted above.
2.1.2. Quadratic band-touching and z 6= 1
This subsection briefly presents an example of a system
at commensurate density with dynamic critical exponent
z 6= 1; all other models described in the current §2.1 have
an emergent relativistic structure and z = 1. We consider
a semiconductor in which the parabolic conduction and
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valence bands touch quadratically at a particular momen-
tum in the Brillouin zone: such band-touching can arise
generically in materials with strong spin-orbit coupling
[525]. Without doping, the electron chemical potential is
precisely at the touching point, and so the free fermion
Hamiltonian has a scale invariant structure with z = 2.
In d = 3, the long-range Coulomb interaction is a rele-
vant perturbation to the free fermion fixed point [5; 6],
and its effects can be described by the action [559]
Sqbt =
∫
d3xdτ
[
ψ†
(
∂τ − ieϕ+H0(−i~∇)
)
ψ
+ c0
(
~∇iϕ
)2]
, (88)
where ψ is the fermion operator for both the conduction
and valence bands, H0(−i~∇) contains the quadratic dis-
persion of both bands, and the scalar field mediates the
Coulomb interaction. A renormalization group analysis
[559] shows that the coupling e flows to a non-trivial fixed
point with z smaller than 2. A recent experiment [472]
on the pyrochlore iridate Pr2Ir2O7 displays evidence for
this non-trivial critical behavior.
2.1.3. Emergent gauge fields
Condensed matter models also lead to field theories
which have fluctuating dynamic gauge fields, in contrast
to those in Eq. (78) and (87). These arise most fre-
quently in theories of quantum antiferromagnets, and can
be illustrated most directly using the ‘resonating valence
bond’ (RVB) model [38; 598]. Fig. 10a shows a compo-
nent, |Di〉, of a wavefunction of an antiferromagnet on
the square lattice, in which nearby electrons pair up in
to singlet valence bonds—the complete wavefunction is
a superposition of numerous components with different
choices of pairing between the electrons:
|Ψ〉 =
∑
i
ci |Di〉 , (89)
where the ci are unspecified complex numbers. In a mod-
ern language, such a resonating valence bond wavefunc-
tion was the first to realize topological order and long-
range quantum entanglement [726]. In more practical
terms, the topological order is reflected in the fact that
an emergent gauge fields is required to describe the low
energy dynamics of such a state [76; 267]. A brief ar-
gument illustrating the origin of emergent gauge fields is
illustrated in Fig. 11. We label each configuration by a set
of integers {nˆ} representing the number of singlet valence
bonds on each link. As each electron can form only one
singlet bond, we have a local constraint on each site, as
shown in Fig. 11. Now, introducing an ‘electric field’ op-
erator on each link defined by Eˆiα = (−1)ix+iy nˆiα (here
i ≡ (ix, iy) labels sites of the square lattice, and α = x, y
= (|"#i   |#"i) /
p
2|Dii
(a) (b)
FIG. 10 RVB states and excitations. (a) Sketch of a
component of a resonating valence bond wavefunction on the
square lattice. (b) Excited state with neutral excitations car-
rying spin S = 1/2. In the field theory Sz each excitation is a
quantum of the zα particle, while the gauge field A represents
the fluctuations of the valence bonds (see Fig. 11).
nˆ1
nˆ2
nˆ3
nˆ4
nˆ1 + nˆ2 + nˆ3 + nˆ4 = 1.
FIG. 11 Numbers operators, nˆ, counting the number of
singlet valence bonds on each link of the square lattice; here
we have numbered links by integers, but in the text we label
them by the sites they connect. Modulo a phase factor, these
operators realize the electric field operator of a compact U(1)
lattice gauge theory.
labels the two directions; Eˆiα and niα are on the link con-
necting i to i + αˆ), this local constraint can be written
in the very suggestive form
∆αEˆiα = ρi, (90)
where ∆α is a discrete lattice derivative, and ρi ≡
(−1)ix+iy is a background ‘charge’ density. Eq. (90) is
analogous to Gauss’s Law in electrodynamics, and a key
indication that the physics of resonating valence bonds
is described by an emergent compact U(1) gauge theory.
CFTs with emergent gauge fields appear when we con-
sider a quantum phase transition out of the resonating
valence bond state into an ordered antiferromagnet with
broken spin rotation symmetry. To obtain antiferromag-
netic order, we need to consider a state in which some on
the electrons are unpaired, as illustrated in Fig. 10b. For
an appropriate spin liquid, these excitations behave like
relativistic bosons, zα, at low energy; here α =↑, ↓ is the
‘spin’ index, but note here that α does not correspond to
spacetime spin, and behaves instead like a ‘flavor’ index
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FIG. 12 Phases of a square lattice antiferromagnet.
The vicinity of the critical point is described by the theory
Sz in Eq. (91) (compare Fig. 9). The phase with Ne´el order
is the Higgs phase of the gauge theory, while the Coulomb
phase of Sz is destabilized by monopoles, leading to valence
bond solid order.
associated with the global SU(2) symmetry of the under-
lying lattice antiferromagnet. The quantum transition
from the resonating valence bond state to the antiferro-
magnet is described by the condensation of the zα bosons
[626; 627], and the quantum critical point is proposed to
be a CFT3 [660]; see Fig. 12. Such a transition is best
established for a set of quantum antiferromagnetics with
a global SU(M) symmetry, as reviewed recently by Kaul
and Block [446]. These models are expressed in terms of
SU(M) spins, ~S, residing on the sites of various bipartite
lattices, with bilinear and biquadratic exchange interac-
tions between nearest neighbor sites. The low energy
physics in the vicinity of the critical point is described
by a field theory with an emergent U(1) gauge field A
and the relativistic scalar zα (now α = 1 . . .M)
Sz =
∫
d2xdτ
[
c2|(∇x − iAx)zα|2 + |(∂τ − iAτ )zα|2
+s|zα|2 + u
(|zα|2)2 + 1
2e2
F 2
]
, (91)
where F = dA. The order parameter for the broken sym-
metry in the antiferromagnet involves a gauge-invariant
bilinear of the zα. In the present case, it turns out
that the resonating valence bond phase where the zα are
gapped is unstable to the proliferation of monopoles in
the U(1) gauge field, which leads ultimately to the ap-
pearance of a broken lattice symmetry with ‘valence bond
solid’ (VBS) order (see Fig. 12) [626; 627]. However, the
monopoles are suppressed at the quantum critical point
at s = sc, and then Sz realizes a conformal gauge theory
[660]: numerical studies of the lattice Hamiltonian are
consistent with many features of the 1/N expansion of
the critical properties of the gauge theories.
Our interest here is primarily on the non-quasiparticle
dynamics of the T > 0 quantum critical region near
s = sc. Here, the scaling structure is very similar to
our discussion of the Wilson-Fisher critical theory, with
the main difference being that the associated CFT is now
also a gauge theory.
2.2. Scale invariant geometries
We have already seen in §1.6 above that the simplest
solution to the most minimal bulk theory (21) is the
AdSd+2 spacetime
ds2 = L2
(−dt2 + d~x2d + dr2
r2
)
. (92)
We noted that this geometry has the SO(d+1, 2) symme-
try of a d+ 1 (spacetime) dimensional CFT. We verified
that a scalar field φ in this spacetime was dual to an op-
erator O with a certain scaling dimension ∆ determined
by the mass of the scalar field via (29). We furthermore
verified that the retarded Green’s function (38) of O, as
computed holographically, was indeed that of an operator
of dimension ∆ in a CFT. More generally, the dynamics
of perturbations about the bulk background (92) gives a
holographic description of zero temperature correlators
in a dual CFT.
2.2.1. Dynamical critical exponent z > 1
A CFT has dynamic critical exponent z = 1. This
section explains the holographic description of general
quantum critical systems with z not necessarily equal
to 1. The first requirement is a background that geo-
metrically realizes the more general scaling symmetry:
{t, ~x} → {λzt, λ~x}. The geometry
ds2 = L2
(
−dt
2
r2z
+
d~x2d + dr
2
r2
)
, (93)
does the trick [429]. These are called ‘Lifshitz’ geome-
tries because the case z = 2 is dual to a quantum criti-
cal theory with the same symmetries as the multicritical
Lifshitz theory. These backgrounds do not have addi-
tional continuous symmetries beyond the scaling symme-
try, spacetime translations and spatial rotations. They
are invariant under time reversal (t → −t). We will
shortly see that correlation functions computed from
these backgrounds indeed have the expected scaling form
(79). Firstly, though, we describe how the spacetime (93)
can arise in a gravitational theory.
All Lifshitz metrics have constant curvature invariants.
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It can be proven that the only effects of quantum correc-
tions in the bulk is to renormalize the values of z and
L [11]. In this sense the scaling symmetry is robust be-
yond the large N limit. However, for z 6= 1 these met-
rics suffer from so-called pp singularities at the ‘horizon’
as r → ∞. Infalling observers experience infinite tidal
forces. See [334] for more discussion. Such null singu-
larities are likely to be acceptable within a string theory
framework, see e.g. [72; 389]. So far, no pathologies as-
sociated with these singularities has arisen in classical
gravity computations of correlators and thermodynam-
ics.
Unlike Anti-de Sitter spacetime, the Lifshitz geome-
tries are not solutions to pure gravity. Therefore, a
slightly more complicated bulk theory is needed to de-
scribe them. Two simple theories that have Lifshitz ge-
ometries (93) as solutions are Einstein-Maxwell-dilaton
theory [289; 703] and Einstein-Proca theory [703]. The
Einstein-Proca theory couples gravity to a massive vector
field:
S[g,A] =
1
2κ2
∫
dd+2x
√−g
(
R+ Λ− 1
4
F 2 − m
2
A
2
A2
)
(94)
with
Λ =
(d+ 1)2 + (d+ 1)(z − 2) + (z − 1)2
L2
, (95a)
m2A =
z d
L2
. (95b)
For convenience, we have parametrized Λ and m2A in
terms of z and L, which will appear as parameters in
simple scaling backgrounds of this theory, as will be seen
shortly. In a microscopic bulk construction it would be Λ
and m2A that are given, from which z and L are derived
by finding the scaling solutions. It is easily verified that
the equations of motion following from this action have
(93) as a solution, together with the massive vector
A =
√
2(z − 1)
z
Ldt
rz
. (96)
This is only a real solution for z ≥ 1. We will discuss
physically allowed values of z later.
Alternatively, the Einstein-Maxwell-dilaton theory
S[g,A, φ] =
1
2κ2
∫
dd+2x
√−g (R+ Λ
−1
4
e2αφF 2 − 1
2
(∇φ)2
)
(97)
with
Λ =
(z + d)(z + d− 1)
L2
, α =
√
d
2(z − 1) , (98)
has the Lifshitz metric (93) as a solution, together with
the dilaton and Maxwell fields
A =
√
2(z − 1)
z + d
Ldt
rz+d
, e2αφ = r2d . (99)
Again, these solutions make sense for z > 1. In these
solutions the scalar field φ is not scale invariant. We will
see below that these kinds of running scalars can lead to
interesting anomalous scaling dimensions. Because the
Einstein-Mawell-dilaton theory involves a nonzero con-
served flux for a bulk gauge field (dual to a charge den-
sity in the QFT), it is most naturally interpreted as a
finite density solution, and will re-appear in §4 below.
There is a large literature constructing Lifshitz space-
times from consistent truncations of string theory, start-
ing with [65; 210]. In our later discussion of compressible
matter, we will describe some further ways to obtain the
scaling geometry (93).
Repeating the analysis we did for the CFT case in §1.6,
we can consider the two point function of a scalar oper-
ator in these theories. As before, consider a scalar field
φ (not the dilaton above) that satisfies the Klein-Gordon
equation (25), but now in the Lifshitz geometry (93).
Once again writing φ = φ(r)e−iωt+ik·x, the radially de-
pendent part must now satisfy
φ′′ − z + d− 1
r
φ′ +
(
ω2r2z−2 − k2 − (mL)
2
r2
)
φ = 0 .
(100)
This equation cannot be solved explicitly in general. Ex-
panding into the UV region, as r → 0, we find that the
asymptotic behavior of (28) generalizes to
φ = φ(0)
( r
L
)Deff.−∆
+· · ·+φ(1)
( r
L
)∆
+· · · (as r → 0) .
(101)
We introduced the effective number of spacetime dimen-
sions
Deff. = z + d , (102)
because these theories can be thought of as having z
rather than 1 time dimensions, and the (momentum)
scaling dimension ∆ now satisfies
∆(∆−Deff.) = (mL)2 . (103)
As in our discussion of AdS in §1.6, φ(0) is dual to a source
for the dual operator O, whereas φ(1) is the expectation
value. By rescaling the radial coordinate of the equation
(100), setting ρ = rω1/z, and then using the asymptotic
form (101), we can conclude that the retarded Green’s
function has the scaling form required for an operator of
dimension ∆ in a scale invariant theory with dynamical
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critical exponent z:
GROO(ω, k) =
2∆−Deff.
L
φ(1)
φ(0)
= ω(2∆−Deff.)/zF
( ω
kz
)
.
(104)
To obtain the correct normalization of the second ex-
pression, the discussion of holographic renormalization
in §1.7 must be adapted to Lifshitz spacetimes [703].
The scaling function F (x) appearing in (104) will de-
pend on the theory; it is not constrained by symmetry
when z 6= 1. Remarkably, a certain asymptotic property
of this function has been shown to hold both in strongly
coupled holographic models and also in general weakly
interacting theories. Specifically, consider the spectral
weight (the imaginary part of the retarded Green’s func-
tion) at low energies (ω → 0), but with the momentum
k held fixed. We expect this quantity to be vanishingly
small, because the scaling of on-shell states as ω ∼ kz
implies that there are no low energy excitations with fi-
nite k [342; 359]. The precise holographic result is ob-
tained from a straightforward WKB solution to the dif-
ferential equation (100), in which kz/ω is the large WKB
parameter. For the interested reader, we will go through
some explicit WKB derivations of holographic Green’s
functions (very similar to the computations that pertain
here) in later parts of the review. The essential point is
that if the wave equation (100) is written in the form of
a Schro¨dinger equation, then the imaginary part of the
dual QFT Green’s function is given by the probability for
the field to tunnel from the boundary of the spacetime
through to the horizon. Here we can simply quote the
result [449]
Im
(
GROO(ω, k)
) ∼ e−A(kz/ω)1/(z−1) , (ω → 0) .
(105)
The positive coefficient A is a certain ratio of gamma
functions. Precisely the same relation (105) has been
shown to hold in weakly interacting theories [449]. At
weak coupling the constant A goes like the logarithm of
the coupling. The weak coupling results follows from con-
sidering the spectrum of on-shell excitations that are ac-
cessible at some given order in perturbation theory. Tak-
ing the holographic and weak coupling results together
suggests that the limiting behavior (105) may be a robust
feature of the momentum dependence of general quan-
tum critical response functions, beyond the existence of
quasiparticles.
We should note also that when z = 2, the full Green’s
function can be found explicitly in terms of gamma func-
tions [429; 703], which is typically a sign of a hidden
SL(2,R) symmetry.
2.2.2. Hyperscaling violation
A more general class of scaling metrics than (93) take
the form
ds2 = L2
( r
R
)2θ/d(
−dt
2
r2z
+
d~x2d + dr
2
r2
)
. (106)
Here L is determined by the bulk theory while R is a
constant of integration in the solution. On the face of
it, these metrics do not appear to be scale invariant.
Under the rescaling {t, ~x, r} → {λzt, λ~x, λr}, the metric
transforms as ds2 → λ2θ/dds2. However, this covariant
transformation of the metric amounts to the fact that
the energy density operator (as well as other operators)
in the dual field theory has acquired an anomalous di-
mension. Recall from §1.6 that the bulk metric is dual
to the energy-momentum tensor in the QFT. From the
essential holographic dictionary (19), the boundary value
δγµν of a bulk metric perturbation sources the dual en-
ergy density ε via the field theory coupling
1
Rθ
∫
dd+1x (δγ)t
t ε . (107)
The factors of R appear because the boundary metric is
obtained, analogously to (28), from (106) by stripping off
the powers of r and L (but not R, which is a property of
the solution) from each component of the induced bound-
ary metric. As in our discussion around (30) above, the
scaling action {t, ~x, r} → {λzt, λ~x, λr} must be combined
with a scaling of parameters in the solution that leave the
field (the metric in this case) invariant. Therefore, un-
der this scaling we have dd+1x → λz+ddd+1x, (δγ)tt is
invariant (because one index is up and the other down),
ε(x)→ λ−∆εε(λx) and R→ λR. Scale invariance of the
coupling (107) then requires
∆ε = z + d− θ = ∆ε,0 − θ , (108)
where ∆ε,0 is the canonical dimension of the energy den-
sity operator. The existence of such an anomalous di-
mension is known as hyperscaling violation, and θ is
called the hyperscaling violation exponent [404]. We will
see later that this anomalous dimension indeed controls
thermodynamic quantities and correlation functions of
the energy-mometum tensor in the expected way. It is
important to note, however, that because of the dimen-
sionful parameter R in the background, typically not all
correlators of all operators will be scale covariant. An
example is given by scalar fields with a large mass in the
bulk [208]. In particular, when z = 1, theories with θ 6= 0
are not CFTs. Hyperscaling violation arises when a UV
scale does not decouple from certain IR quantities.
Hyperscaling violating metrics (106) will be important
below in the context of compressible phases of matter.
However, they can also describe zero density fixed points
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and therefore fit into this section of our review. For in-
stance, hyperscaling violating metrics of the form (106)
with z = 1 arise as solutions to the Einstein-scalar action
[128; 130]:
S =
1
2κ2
∫
dd+2x
√−g
(
R+ V0e
βφ − 1
2
(∇φ)2
)
(109)
with
V0 =
(d+ 1− θ)(d− θ)
L2
, β2 =
2θ
d (θ − d) , (110)
where on the solution
eβφ = r−2θ/d . (111)
Thus we find Lorentzian hyperscaling-violating theories.
One sees in the above that for β to be real one must have
θ < 0 or θ > d. In fact, this is a special case of a more
general requirement that we now discuss.
A spacetime satisfies the null energy condition if
Gabn
anb ≥ 0 for all null vectors n. Here Gab is the Ein-
stein tensor. The null energy condition is a constraint on
matter fields sourcing the spacetime (because Einstein’s
equations areGab = 8piGNTab). In a holographic context,
the null energy condition is especially natural because it
guarantees that holographic renormalization makes sense
[270]. In particular, it ensures that the spacetime shrinks
sufficiently rapidly as one moves into the bulk, cf. [365].
For the hyperscaling violating spacetimes (106), the null
energy condition requires the following two inequalities
to hold
(d− θ)[d (z − 1)− θ] ≥ 0 , (112a)
(z − 1)(d+ z − θ) ≥ 0 . (112b)
With θ = 0, these inequalities require that z ≥ 1, consis-
tent with our observations above. While perhaps plau-
sible, even this θ = 0 condition on the dynamic critical
exponent remains to be understood from a field theory
perspective.
Unlike the Lifshitz geometries, hyperscaling-violating
spacetimes do not have constant curvature invariants,
and these invariants generically (with one potentially in-
teresting exception [499; 663]) diverge at either large or
small r. These are more severe singularities than the pp-
singularities of the Lifshitz geometries, and likely indi-
cate the hyperscaling-violating spacetime only describes
an intermediate energy range of the field theory, with
new IR physics needed to resolve the singularity. For in-
stance, microscopic examples of theories with zero den-
sity hyperscaling-violating intermediate energy regimes
are non-conformal D-brane theories, such as super Yang-
Mills theory in 2+1 dimensions [208].
2.2.3. Galilean-invariant ‘non-relativistic CFTs’
None of the scaling geometries we have discussed so far
(except for AdS itself) have symmetries beyond dilata-
tions, spacetime translation and rotations. In [63; 678]
a gravitational geometry was proposed as a dual to non-
relativistic CFTs. These are theories in which the scal-
ing symmetry is enhanced by a Galilean boost symmetry
and a particle number symmetry. For the case z = 2,
further enhancement by a special conformal symmetry is
possible. These are the symmetries of the Schro¨dinger
equation for a free particle, and for this reason these
geometries are known as ‘Schro¨dinger’ spacetimes. The
various algebras are discussed in [334]. The primary mo-
tivation of [63; 678] was to model strongly interacting
critical regimes of cold atomic gases. This body of work
is somewhat tangential to the main thrust of our review,
so we limit ourselves to some brief comments and pointers
to the literature.
The vacuum poses a challenge for gravity duals of
Galilean-invariant systems. While vacua of e.g. rela-
tivistic field theories are highly nontrivial, the state with
zero particle number in a Galilean-invariant system has
no dynamics whatsoever. It seems puzzling, therefore,
that it could be dually described by an emergent space-
time, which is certainly not trivial. This difficulty man-
ifests itself in the fact that the geometries proposed in
[63; 678] involve a compactified null circle, which is well-
known to be a delicate thing (see e.g. [534]). It is nat-
ural, therefore, to consider states of the theory with a
large particle number [8; 376; 477; 534]. While the result-
ing geometries are better behaved, the underlying com-
pactified null circle in the construction directly results
in thermodynamic properties (as a function of tempera-
ture and particle number) that are quite unlike those of
more conventional Galilean-invariant systems [534]. It is
important to see if these difficulties can be overcome by
more general holographic constructions [64; 418].
2.3. Nonzero temperature
The most universal way to introduce a single scale into
the scale invariant theories discussed above is to heat the
system up. The thermal partition function is given by
the path integral of the theory in Euclidean time with a
periodic imaginary time direction, τ ∼ τ + 1/T :
ZQFT(T ) =
∫
S1×Rd
DΦ e−IE[Φ] . (113)
Here IE[Φ] is the Euclidean action of the quantum field
theory.
The essential holographic dictionary (19) identifies the
space in which in the field theory lives as the asymp-
totic conformal boundary of the bulk spacetime. In par-
30
ticular, once we have placed the theory in a nontrivial
background geometry (S1 × Rd in this case), then the
bulk geometry must asymptote to this form. In order to
compute the thermal partition function (113) holograph-
ically, in the semiclassical limit (20), we must therefore
find a solution to the Euclidean bulk equations of motion
with these boundary conditions.
2.3.1. Thermodynamics
The required solutions are Euclidean black hole geome-
tries. Allowing for general dynamic critical exponent z
and hyperscaling violation, the solutions can be written
in the form
ds2 = L2
( r
R
)2θ/d(f(r)dτ2
r2z
+
dr2
f(r)r2
+
d~x2d
r2
)
. (114)
The new aspect of the above metric relative to the scal-
ing geometry (106) is the presence of the function f(r).
There is some choice in how the metric is written, be-
cause we are free to perform a coordinate transforma-
tion: r → ρ(r). The above form is convenient, however,
because often the function f(r) is simple in this case. We
will see some examples of f(r) shortly, but will first note
some general features.
Asymptotically, as r → 0, the metric must approach
the scaling form (106), and therefore f(0) = 1. Recall
from the discussion in §1.7 that the near-boundary met-
ric corresponds to the high energy UV physics of the dual
field theory. Therefore, this boundary condition on f(r)
is the familiar statement that turning on a nonzero tem-
perature does not affect the short distance, high energy
properties of the theory. The temperature will, however,
have a strong effect on the low energy IR dynamics. In
fact, we expect the temperature to act as an IR cutoff
on the theory, with long wavelength processes being De-
bye screened. It should not come as a surprise, therefore,
that in the interior of the spacetime we find that at a
certain radius r+ we have f(r+) = 0. At this radius the
thermal circle τ shrinks to zero size and the spacetime
ends. This is the Euclidean version of the black hole
event horizon. The radial coordinate extends only over
the range 0 ≤ r ≤ r+.
The radius r+ is related to the temperature by im-
posing that the spacetime be regular at the Euclidean
horizon. If we expand the metric near the horizon we
find
ds2 = A+
( |f ′(r+)|(r+ − r)dτ2
r2z+
+
dr2
|f ′(r+)|(r+ − r)r2+
+
d~x2d
r2+
)
+ · · · . (115)
rr+ 0
Ḛ
FIG. 13 Cigar geometry. The r coordinate runs from 0 at
the boundary to r+ at the horizon, where the Euclidean time
circle shrinks to zero.
Performing the change of coordinates
r = r+ −
r2+|f ′(r+)|
4A+
ρ2 , τ =
2 rz−1+
|f ′(r+)| ϕ , (116)
the near-horizon geometry becomes
ds2 = ρ2dϕ2 + dρ2 +
d~x2d
r2+
+ · · · . (117)
We immediately recognize this metric as flat space in
cylindrical polar coordinates. In order to avoid a conical
singularity at ρ = 0, we must have the identification ϕ ∼
ϕ + 2pi. But ϕ is defined in terms of τ in (116), and τ
already has the periodicity τ ∼ τ + 1/T . Therefore
T =
|f ′(r+)|
4pirz−1+
. (118)
The (topological) plane parametrized by the τ and r co-
ordinates is called the cigar geometry and is illustrated
in Figure 13.
The Einstein-scalar theories with action (109) are an
example of cases in which the function f(r) can be found
analytically. The equations of motion following from this
action are found to have a black hole solution given by
the metric (114), with z = 1, with the scalar remaining
unchanged from the zero temperature solution (111) and
f(r) = 1−
(
r
r+
)d+1−θ
. (119)
It follows from (118) that for these black holes
T =
d+ 1− θ
4pir+
. (120)
In particular, when θ = 0 this gives the temperature of
the (planar) AdS-Schwarzschild black hole in pure Ein-
stein gravity. In other cases, such as the Einstein-Proca
theory considered in the previous section, it will not be
possible to find a closed form expression for f(r). In
these cases, the Einstein equations will give ODEs for
f(r), which will typically be coupled to other unknown
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functions appearing in the solution. These ODEs must
then be solved numerically subject to the boundary con-
ditions at r = 0 and r = r+ that we gave in the previous
paragraph. These numerics are straightforward and are
commonly performed either with shooting or with spec-
tral methods. In performing the numerics, because the
constant r+ is the only scale, it can be scaled out of the
equations by writing r = r+rˆ. This scaling symmetry to-
gether with the formula (118) for the temperature implies
that in generality
T ∼ r−z+ . (121)
With the temperature at hand, we can now compute
the entropy as a function of temperature. It is a general
result in semiclassical gravity that the entropy is given
by the area of the horizon divided by 4GN [284; 285].
In our conventions, Newton’s constant GN = κ
2/(8pi).
Therefore, for the black hole spacetime (114) we have
the entropy density
s =
S
Vd
=
2piLd
κ2
rθ−d+
Rθ
∼ L
d
Ldp
T (d−θ)/z
Rθ
. (122)
For the last relation we used (121) and also re-expressed κ
in terms of the d+ 2 dimensional Planck length κ2 ∼ Ldp.
For a given theory with an explicit relation between tem-
perature and horizon radius, such as (120), we easily
get the exact numerical prefactor of the entropy den-
sity. Two observations should be made about the result
(122) for the entropy. Firstly, the temperature scaling
s ∼ T (d−θ)/z is exactly what is expected from (108) for
a scale-invariant theory with exponents z and θ. Sec-
ondly, in the semiclassical limit, the radius of curvature
L of the spacetime is much larger than the Planck length
Lp. Therefore, the entropy density s ∼ (L/Lp)d  1 in
this limit. In this way we explicitly realize the intuition
from §1.3, §1.4 and §1.6 above that the thermodynam-
ics captured by classical gravity is that of a dual large
N theory. For instance, in the canonical duality involv-
ing N = 4 SYM theory, we have (L/Lp)3 ∼ N2  1
(this expression is compatible with (16) above, because
in (16) Lp refers to the ten dimensional Planck length;
the five dimensional Planck length appearing in (122) is
then L3p,5 = L
8
p,10/L
5, upon dimension reduction on the
S5).
The temperature and entropy are especially nice ob-
servables in holography because they are determined en-
tirely by horizon data. The free energy is a more com-
plicated quantity because it depends on the whole bulk
solution. In particular
F = −T logZQFT = −T logZGrav. = TS[g?] . (123)
Here we used the equivalence of bulk and QFT partition
functions (19) and also the semiclassical limit in the bulk
(20). In the final expression, S[g?] is the bulk Euclidean
action evaluated on the black hole solution (114). The
action involves an integral over the whole bulk spacetime
and diverges due to the infinite volume near the bound-
ary as r → 0. The divergences are precisely of the form
of the expected short distance divergences in the free en-
ergy of a quantum field theory. This is an instance of the
general association of the near boundary region of the
bulk with the UV of the dual QFT, illustrated in Fig-
ure 3 above. If we believe that the scale invariant theory
we are studying is a fundamental theory, then it makes
sense to holographically renormalize the theory by adding
appropriate boundary counterterms as described in §1.7
above. However, more typically, we expect in condensed
matter physics that the scaling theory is an emergent
low energy description with some latticized short distance
completion. The divergences we encounter in evaluating
the action are then physical and simply remind us that
the free energy is sensitive to (and generically dominated
by) non-universal short distance degrees of freedom. For
this reason we will refrain from explicitly evaluating the
on shell action (123) for the moment, and note that the
entropy (122) is a better characterization of the universal
emergent scale-invariant degrees of freedom at tempera-
tures that are low compared to some UV cutoff.
2.3.2. Thermal screening
Beyond equilibrium thermodynamic quantities, in §3
the Lorentzian signature version of the black hole back-
grounds (114) will be the starting point for computations
of linear response functions such as conductivities. At
this point we can show how black holes cause thermal
screening of spatial correlation. Correlators with ω = 0
are the same in Lorentzian and Euclidean signature. To
exhibit thermal screening, consider the wave equation of
a massive scalar field in the black hole background (114).
For this computation, let us not consider the effects of
hyperscaling violation and so set θ = 0. The wave equa-
tion (25), at Euclidean frequency ωn, becomes
φ′′ +
(
f ′
f
− z + d− 1
r
)
φ′
− 1
f
(
k2 +
(mL)2
r2
+
r2zω2n
r2f
)
φ = 0 (124)
This equation cannot be solved analytically in general.
By rescaling the r coordinate as described above equation
(104) above, and with the assumption that r+ is the only
scale in the bulk solution, so that f is a function of r/r+,
with r+ related to T via (121), we can again conclude
that the Green’s function will have the expected scaling
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form
GROO(ω, k) = ω
(2∆−Deff.)/zF
(
ω
kz
,
T
kz
)
. (125)
Useful intuition for how thermal screening arises is ob-
tained by solving the above equation in the WKB limit
and with ωn = 0. This approximation holds for large
mL  1. The WKB analysis is especially simple for
equation (124) as there are no classical turning points.
Imposing an appropriate boundary condition at the hori-
zon (which will be discussed in generality in §3), one finds
that the ωn = 0 correlator is
〈OO〉 (k) = (126)
r−2mL+ exp
{
−2
∫ r+
0
dr
r
(√
(mL)2 + (kr)2
f
−mL
)}
.
To see thermal screening, consider the real space cor-
relator at large separation. This is found by taking the
Fourier transform of (126) and evaluating using a station-
ary phase approximation for the k integral as x→∞ to
obtain:
〈OO〉 (x) =
∫ ∞
−∞
ddk
(2pi)d
〈OO〉 (k) e−ik·x ∼ e−ik?x .
(127)
It is simple to determine k?. From (126) and (127), k?
must satisfy
2
∫ r+
0
k?rdr√
f
√
(mL)2 + (k?r)2
+ ix = 0 . (128)
In this expression we see that at large x, k? will be in-
dependent of x to leading order. Specifically: to balance
the ix term, the integral must become large. This occurs
if the integrand is close to developing a pole at r = r+
(which would give a logarithmically divergent integral).
For this to happen it must be that (mL)2 +(k?r)
2 is close
to vanishing at r = r+ (where f already vanishes). To
leading order, then, we have k? = ±imL/r+. Choosing
the physical sign, it follows that at large x
〈OO〉 (x) ∼ e−mLx/r+ , as x→∞ . (129)
We have therefore shown that the thermal screening
length is
Lthermal =
r+
mL
∼ 1
T 1/z
, (130)
as we might have anticipated.
The screening length (130) arose because the momen-
tum integral in (127) was dominated by momenta at the
horizon scale. This can be seen even more directly by
recalling that the WKB limit of the Klein-Gordon equa-
tion in a geometry describes the motion of very massive
particles along geodesics. The correlation function at a
r=0
r=r+
x
x
FIG. 14 Thermal screening. The geodesic runs along the
horizon over a distance x. This contribution to its length
dominates the correlation function and leads to an exponen-
tially decaying correlation (129) in space, with scale set by
the horizon radius r+.
separation x is then given by the length of a geodesic in
the bulk that connects two points on the boundary sep-
arated by distance x. The simplest quantity to consider
here is the equal time correlation function. For points
separated by much more than the horizon length r+, the
geodesic essentially falls straight down to the horizon,
and runs along the horizon for a distance x, as shown in
Figure 14. Thereby one recovers (129) from
〈OO〉 (x) ∼ e−m×(Geodesic length) ∼ e−mLx/r+ . (131)
Thus we see a very geometric connection between the
presence of a horizon and thermal screening.
2.4. Theories with a mass gap
The geometries we have discussed so far give the holo-
graphic duals to quantum critical theories at zero and
nonzero temperature. The simplest way to move away
from criticality is to deform the theory by a relevant op-
erator. The RG flow triggered by the relevant deforma-
tion may lead to another fixed point in the IR, or may
gap out the theory.
The essential holographic dictionary discussed in §1.6
and §2.2 tells us how to deform a critical theory by a
relevant operator O of dimension ∆ < Deff.. Namely,
one introduces a field Φ in the bulk dual to O and re-
quires that near the boundary (r → 0), the field behave
as Φ ∼ Φ(0)rDeff.−∆. Recall from §2.1 that Φ(0) ≡ s− sc
is the dual field theory coupling of the operator O. This
boundary condition, together with ∆ < Deff., implies
that the field Φ grows as one moves into the bulk away
from r = 0. This growth corresponds to the growth of
the relevant coupling Φ(0) into the IR as described in §1.7
above.
As the field Φ grows as a function of the radial co-
ordinate, it will eventually backreact on the metric (as
well as any other fields that were present in the scaling
solution with Φ = 0). One must therefore solve the cou-
pled equations of motion for the field and the metric. For
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simplicity, we will focus on the Lorentz invariant case of
z = 1 and with hyperscaling holding in the original un-
deformed theory. Then, we expect to find a (Euclidean)
bulk solution that can be written in the general form
ds2 = e2A(r)
(
dτ2 + dr2 + d~x2d
)
, Φ = Φ(r) . (132)
This is a general form for a metric that preserves Poincare´
invariance along the RG flow. On this ansatz, the equa-
tions of motion will become coupled ODEs for {A,Φ}
as functions of r. These must be solved subject to
the UV boundary condition that A → − log(r/L) and
Φ→ Φ(0)rd+1−∆ as r → 0.
Two qualitatively different types of IR behavior are
possible. One is that the solution extends to r → ∞
and that the function in the metric behaves as A ∼
( θIRd − 1) log r. This signals the emergence of a new far
IR fixed point, possibly with hyperscaling violation. In
this case the solutions that interpolate between scaling
geometries in the UV and IR are called ‘domain wall’
spacetimes. For a discussion (without hyperscaling vi-
olation) see [670]. We will be greatly interested in the
emergence of IR scaling in slightly more general, nonzero
charge density, setups in §4 below. The reference [670]
also explains how the equations of motion for gravity cou-
pled to a scalar field can be substantially simplified when
the potential for the scalar field can be written in terms
of a ‘superpotential’. Such a rewriting is also useful to
construct explicit examples of the gapped physics that
we will only outline below.
The other option is that the IR is gapped. In a gapped
theory correlators decay exponentially at late Euclidean
times. This is similar to our earlier discussion of ex-
ponential decay at large spatial separation for thermal
screening. In fact, the discussion around (131) above
tells us what needs to occur for the geometry (132) to
give exponential decay at late Euclidean time. We will
need the solution to terminate at some r = ro, and fur-
thermore A(ro) should be finite. This latter condition
ensures that the tension of timelike geodesics running
along r = ro is finite. This is important, because such
geodesics determine late time correlations, analogously
to how the geodesic in (131) determines large separation
correlation. In order for the geometry to terminate at
r = ro with A(ro) remaining finite, one or both of A
′(r)
and Φ(r) should diverge as r → ro. This indicates a
singular solution, and so care is required to determine if
the singularity is physical or not. See, for example, the
discussion in [305].
In the above scenario, the mass gap will be set by the
geodesic tension at r = r0. As the only dimensionful in-
put (from the boundary QFT perspective) into the prob-
lem is the UV coupling Φ(0) ≡ s − sc, it must be this
scale that determines the mass gap
M ∼ eA(ro) ∼ (s− sc)ν , (133)
with ν = 1/(d+ 1−∆). As with thermal screening, the
termination of the geometry at some finite radial distance
is a very natural geometrization of a mass gap. In our
discussion of Wilsonian renormalization in §1.7 we noted
that the increasing redshift as one moves into the bulk
correspondeds to the decreasing energy scale of the dual
QFT. If the bulk terminates at some finite redshift, as
we have just described, then there simply do not exist
holographic degrees of freedom with energies below this
lowest redshift scale. That is, the spectrum is gapped.
In fact, the best understood examples of holographic
flows to gapped phases are not quite of the form just
described. Instead, the best understood solutions involve
Kaluza-Klein modes (see §1.9 above) in an essential way,
e.g. [466; 540; 738]. This is because one or several of the
internal dimensions can smoothly collapse to zero size at
some finite value of the radial coordinate r ∼ ro (in an
entirely analogous way to how the thermal circle collapses
to zero at the tip of the Euclidean cigar geometry of
figure 13). This description has the advantage of being
nonsingular. One disadvantage of this approach is that
typically the gap scale will be of order the Kaluza-Klein
scale. This makes it difficult to decouple the physics of
the gap from microscopic details that pertain to a higher
dimensional auxiliary theory.
Most discussion of gaps in holography has been related
to the physics of confinement, as the existence of hori-
zons is closely tied to the existence of deconfined phases
of large N gauge theories [738]. Some of this discussion
may be directly relevant for the description of deconfined
quantum critical points. Beyond this connection, the use
of holography to study crossovers between quantum crit-
ical scaling and gapped regimes appears to be relatively
underexplored. Some caution is called for. The bulk dy-
namics of fields about a gapped geometry is literally that
of fields in a box. The power of holography to describe
dissipation classically via event horizons is lost, as the
gapped geometry has no regions of infinite redshift. In-
stead, in the semiclassical bulk limit all excitations are
perfectly stable and do not dissipate. This is an artifact
of the large N expansion in gapped phases (cf. [700]).
We have characterized the gapped phase by exponen-
tial decay of correlators in Euclidean time. One expects
the absence of low energy degrees of freedom to manifest
itself in the absence of a power law specific heat at low
temperatures. To compute the temperature dependence
of the specific heat, a solution describing a black hole
must be found. For instance, in the framework described
above these will be solutions of the form
ds2 = e2A(r)
(
f(r)dτ2 +
dr2
f(r)
+ d~x2d
)
, Φ = Φ(r) .
(134)
The functions {A,Φ} will change relative to the zero tem-
perature solution (132), but must still satisfy the same
boundary conditions in the UV, namely, that the relevant
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operator is sourced. It is typically found that a black hole
solution satisfying the appropriate boundary conditions
either does not exist or is not the dominant saddle point
of the path integral at temperatures below some criti-
cal temperature Tc ∼ M . For temperatures T < Tc the
dominant saddle is just the zero temperature spacetime
(132), but now with the Euclidean thermal circle identi-
fied. The absence of a finite size horizon for T < Tc then
means that the entropy density, and hence specific heat,
will be zero to leading order at large N for T < Tc. Thus
we see the gap in the low energy degrees of freedom very
vividly: at large N the specific heat c has a step func-
tion discontinuity at T = Tc, so that c ∼ Θ(T − Tc).
For T > Tc, the dominant saddle will be a black hole
spacetime of the form (134). For an example of such
a transition see [545; 738]. These types of transitions
between geometries with and without horizons are re-
ferred to as Hawking-Page transitions. The original and
simplest case of such a transition occurs if the bound-
ary is considered on a spatial sphere rather than a plane
[17; 362; 737; 738].
3. Quantum critical transport
3.1. Condensed matter systems and questions
Let us consider the simplest case of transport of a con-
served U(1) “charge” density ρ(x, t) (we will explicitly
write out the time coordinate, t, separately from the spa-
tial coordinate x in this section). Its conservation implies
that there is a current Ji(x, t) (where i = 1 . . . d) such
that
∂tρ+ ∂iJi = 0 . (135)
We are interested here in the consequences of this con-
servation law at T > 0 for correlators of ρ and Ji in
quantum systems without quasiparticle excitations.
We begin with a simple system in d = 1: a narrow
wire of electrons which realize a Tomonaga-Luttinger liq-
uid [282]. For simplicity, we ignore the spin of the elec-
tron in the present discussion. In field-theoretic terms,
such a liquid is a CFT2. In the CFT literature it is con-
ventional to describe its correlators in holomorphic (and
anti-holomorphic) variables constructed out of space and
Euclidean time, τ . The spacetime coordinate is expressed
in terms of a complex number z = x + iτ , and the den-
sity and the current combine to yield the holomorphic
current J . A well-known property of all CFT2s with a
conserved J is the correlator
〈J (z)J (0)〉 = K
z2
, (136)
where K is the ‘level’ of the conserved current. Here we
wish to rephrase this correlator in more conventional con-
densed matter variables using momenta k and Euclidean
frequency ω. Fourier transforming (136) we obtain〈
|ρ(k, ω)|2
〉
= K c
2k2
c2k2 + ω2
, (137)
where c is the velocity of ‘light’ of the CFT2. A curious
property of CFT2s is that (137) holds also at T > 0. This
is a consequence of the conformal mapping between the
T = 0 planar spacetime geometry and the T > 0 cylin-
drical geometry; as shown in [373], this mapping leads
to no change in the Euclidean time correlator in (137)
apart from the restriction that ω is an integer multiple
of 2piT (i.e. it is a Masturbara frequency). We can also
analytically continue from the Euclidean correlation in
(137), via iω → ω + i, to obtain the retarded two-point
correlator of the density
GRρρ = K
c2k2
c2k2 − (ω + i)2 , d = 1 , (138)
where  is a positive infinitesimal. We emphasize that
(138) holds for all CFT2s with a global U(1) symmetry
at any temperature T .
Now we make the key observation that (138) is not the
expected answer for a generic non-integrable interacting
quantum system at T > 0 for small ω and k. Upon
applying an external perturbation which creates a local
non-uniformity in density, we expect any such system to
relax towards the equilibrium maximum entropy state.
This relaxation occurs via hydrodynamic diffusion of the
conserved density. Namely, we expect that on long time
and length scales compared to ~/kBT (or analogous ther-
malization length scale):
Ji ≈ −D∂iρ+ O(∂3). (139)
We will give a more complete introduction to hydrody-
namics in §5. As described in some detail by Kadanoff
and Martin [430], the (very general) assumption that hy-
drodynamics is the correct description of the late dynam-
ics forces the retarded density correlator at small k and
ω to be
GRρρ = χ
Dk2
Dk2 − iω , (140)
where D is the diffusion constant, and χ is the suscepti-
bility referred to as the compressibility. In terms of ther-
modynamic quantities, χ = ∂ρ/∂µ, with µ the chemical
potential. The Green’s function (140) is found by directly
solving the classical diffusion equation with proper initial
conditions. The disagreement between (138) and (140)
implies that all CFT2s have integrable density correla-
tions, and do not relax to thermal equilibrium.
The Green’s function (140) is not quite right in CFT3s
either; it ignores long-time tails at the lowest frequencies
caused by hydrodynamic fluctuations. As long-time tails
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are additionally subleading effects in 1/N in holography,
we will mostly neglect long-time tails until §3.5.2. We
will show in (230) that in d = 2 these lead to logω cor-
rections to correlators such as (140). Long-time tails are
weaker in higher dimensions, giving an ω1/2 correction
in d = 3. Finally, CFT3s deformed by operators which
break translation invariance will have (140) hold exactly,
at the lowest frequencies, as long-time tails will then be
suppressed by an additional power of ω as ω → 0 [248].
Let us consider an interacting CFT3 such as the
Wilson-Fisher fixed point describing the superfluid-
insulator transition in §2.1. In this case (using a rel-
ativistic notation with c = 1), we have a current Jµ
(µ = 0, . . . d), and its conservation and conformal in-
variance imply that in d spatial dimensions and at zero
temperature:
〈Jµ(p)Jν(−p)〉 = −K|p|d−1
(
δµν − pµpν
p2
)
, (141)
where p is a Euclidean spacetime momentum and K is
a dimensionless number characteristic of the CFT. The
non-analytic power of p above follows from the fact that
ρ and Ji have scaling dimension d. Taking the µ = ν = 0
component of the above, and analytically continuing to
the retarded correlator, we obtain
GRρρ = K
k2√
k2 − (ω + i)2 , d = 2, T = 0. (142)
While (142) is the exact result for all CFT3s, now we
do not expect it to hold at T > 0. Instead, we expect
that for ω, k  T CFT3s will behave like generic non-
integrable quantum systems and relax diffusively to ther-
mal equilibrium. In other words, we expect a crossover
from (142) at ω, k  T to (140) at ω, k  T . (At ul-
tralow frequencies in CFT3s, hydrodynamics will break
down due to long-time tails.) Furthermore, using the
fact that T is the only dimensionful parameter present,
dimensional analysis from a comparison of these expres-
sions gives us the T dependence of the compressibility
and the diffusivity (diffusion constant)
χ = CχT , D = CD
T
, (143)
where Cχ,D are dimensionless numbers also characteristic
of the CFT3. Note that there is no direct relationship
between Cχ,D and K other than the fact that they are all
numbers obtained from the same CFT3.
The computation of Cχ,T for CFT3s is a difficult task
we shall address by several methods in the following sec-
tions. For now, we note that these expressions also yield
the conductivity σ upon using the Kubo formula [531]
σ(ω) = lim
ω→0
lim
k→0
−iω
k2
GRρρ(k, ω). (144)
From (142) we conclude that
σ(ω  T ) = K, (145)
while from (140) and (143)
σ(ω  T ) = CχCD. (146)
The crossover between these limiting values is determined
by a function of ω/T , and understanding the structure
of this function is an important aim of the following dis-
cussion. In the application to the boson Hubbard model,
we note that the above conductivity is measured in units
of (e∗)2/~ where e∗ is the charge of a boson.
Before embarking upon various explicit methods for
the computation of σ(ω) and GRρρ(k, ω), it is useful state
two exact sum rules that are expected to be obeyed by
σ(ω). These sum rules were first noticed in a holographic
context, but with the benefit of hindsight, strong argu-
ments can now be made that they are very generally ap-
plicable at quantum critical points in d = 2, and even at
those which are not conformally invariant, and at those
which include quenched disorder. The first sum rule is
the analog of the optical sum rule (also referred to as the
f -sum rule). This states that the integral of Re[σ(ω)]
equals a fixed number proportional to the average ki-
netic energy of the system. For scale-invariant critical
points, the large ω behavior is given by (145), and so the
integral is divergent. This is not surprising, because the
average kinetic energy of the critical field theory is also
an ultraviolet divergent quantity. However, it has been
argued that after a simple subtraction of this divergence
the integral is finite, and it integrates to a vanishing value
[318; 445; 519; 732]. So we have
∞∫
0
dω (Re [σ(ω)]−K) = 0 (147)
at all T .
The second sum rule is similar in spirit, but requires
a much more subtle argument. As we will see in our
discussion of holography below, but as can also be argued
more generally [740], CFT3s with a conserved U(1) are
expected to have an ‘S-dual’ formulation in which the
U(1) current maps to the flux of a U(1) gauge field A
with
Jµ =
1
2pi
µνλ∂νAλ. (148)
In the S-dual theory, conductivity of the dual particle
current J˜ equals the resistivity of the original theory.
Combining this fact with (147), the existence of the S-
36
dual theory implies that [445; 732]
∞∫
0
dω
(
Re
[
1
σ(ω)
]
− 1K
)
= 0. (149)
Explicit holographic computations verify this sum rule.
As before, this sum rule is expected to be widely appli-
cable, although it is difficult to come up with explicit
non-holographic computations which fully preserve the
non-perturbative S-duality.
3.2. Standard approaches and their limitations
We now describe a number of approaches applied to
the computation of σ(ω) for CFT3s, and especially to
the Wilson-Fisher fixed point of the superfluid-insulator
transition described by (78). Similar methods can also
be applied to other transport coefficients, and to other
CFTs. Each of the methods below has limitations, al-
though their combination does yield significant insight.
3.2.1. Quasiparticle-based methods
We emphasized above that interacting CFT3s do not
have any quasiparticle excitations. However, there are
the exceptions of free CFT3s which do have infinitely
long-lived quasiparticles. So we can hope that we could
expand away from these free CFTs and obtain a con-
trolled theory of interacting CFT3s. After all, this is
essentially the approach of the  expansion in dimension-
ality by Wilson and Fisher for the critical exponents.
However, we will see below that the  expansion, and
the related vector 1/M expansion, have difficulty in de-
scribing transport because they do not hold uniformly in
ω. Formally, the  → 0 and the ω → 0 limits do not
commute.
Let us first perform an explicit computation on a free
CFT3: a CFT with M two-component, massless Dirac
fermions, C, with Lagrangian
L = Cγµ∂µC. (150)
We consider a conserved flavor U(1) current Jµ =
−iCγµρC, where ρ is a traceless flavor matrix normal-
ized as Trρ2 = 1. The T = 0 Euclidean correlator of the
currents is
〈Jµ(p)Jν(−p)〉 = −
∫
d3k
8pi3
Tr [γµγλkλγνγδ(kδ + pδ)]
k2(p+ k)2
= − 1
2pi
(
δµν − pµpν
p2
) 1∫
0
dx
√
p2x(1− x)
= − 1
16
|p|
(
δµν − pµpν
p2
)
. (151)
This is clearly of the form in (141), and determines the
value K = 1/16.
The form of the current correlator of the CFT3 is con-
siderably more subtle at T > 0. In principle, this eval-
uation only requires replacing the frequency integral in
(151) by a summation over the Matsubara frequencies,
which are quantized by odd multiples of piT . However,
after performing this integration by standard methods,
the resulting expression should be continued carefully to
real frequencies. We quote the final result for σ(ω), ob-
tained from the current correlator via (144)
Re[σ(ω)] =
T log 2
2
δ(ω) +
1
16
tanh
( |ω|
4T
)
,
Im[σ(ω)] =
∞∫
−∞
dΩ
pi
P
(
Re[σ(Ω)]− 1/16
ω − Ω
)
, (152)
where P is the principal part. Note that in the limit
ω  T , (152) yields σ(ω) = K = 1/16, as expected.
However, the most important new feature of (152) is the
delta function at zero frequency in the real part of the
conductivity, with weight proportional to T . This is a
consequence of the presence of quasiparticles, which have
been thermally excited and can transport charge ballis-
tically in the absence of any collisions between them.
We can now ask if the zero frequency delta function
is preserved once we move to an interacting CFT. A
simple way to realize an interacting CFT3 is to couple
the fermions to a dynamical U(1) gauge field, and ex-
amine the theory for large M . It is known that the
IR physics is then described by a interacting CFT3
[47; 134; 401; 402; 647; 659; 660; 725] and its T = 0 prop-
erties can be computed in a systematic 1/M expansion
(we emphasize that this is a ‘vector’ 1/M expansion, un-
like the matrix large N models considered elsewhere in
this review). The same remains true at T > 0 for the
conductivity, provided we focus on the ω  T region
of (152) (we will have more to say about this region in
the following subsection). However, now collisions are
allowed between the quasiparticles that were not present
at M = ∞, and these collisions cannot be treated in a
bare 1/M expansion. Rather, we have to examine the ef-
fects of repeated collisions, and ask if they lead to charge
diffusion and a finite conductivity. This is the precise
analog of the question Boltzmann asked for the classical
ideal gas, and he introduced the Boltzmann equation to
relate the long-time Brownian motion of the molecules
to their two-particle collision cross-section. We can ap-
ply a quantum generalization of the Boltzmann equation
to the CFT3 in the 1/M expansion, where the quasipar-
ticles of the M =∞ CFT3 undergo repeated collisions at
order 1/M by exchanging quanta of the U(1) guage field.
The collision cross-section can be computed by Fermi’s
golden rule and this then enters the collision term in the
quantum Boltzmann equation [160; 647].
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FIG. 15 Schematic of the real part of the conductivity
of a CFT3 of M Dirac fermions coupled to a U(1)
gauge field in the large M limit. Similar features apply
to other CFT3s in the vector large M limit. The peak at
zero frequency is a remnant of the quasiparticles present at
M =∞, and the total area under this peak equals (T ln 2)/2
as M →∞.
One subtlety should be kept in mind while considering
the analogy with the classical ideal gas. The free CFT3
has both particle and anti-particle quasiparticles, and
these move in opposite directions in the presence of an
applied electric field. So the collision term must also con-
sider collisions between particles and anti-particles. Such
collisions have the feature that they can degrade the elec-
trical current while conserving total momentum. Conse-
quently, a solution of the Boltzmann equation shows that
the zero-frequency conductivity is finite even at T > 0,
after particle-anti-particle collisions have been accounted
for [160; 648]. As in the usual Drude expression for the
conductivity, the zero frequency conductivity is inversely
proportional to the collision rate. As the latter is pro-
portional to 1/M , we have σ(0) ∼ M . Similarly, we can
consider the frequency dependence of the conductivity at
ω  T , and find that the width of the peak in the con-
ductivity extends up to frequencies of order T/M . So the
zero frequency delta function in (152) has broadened into
peak of height M and width T/M , as sketched in Figure
15. It required a (formally uncontrolled) resummation
of the 1/M expansion using the Boltzmann equation to
obtain this result. And it should now also be clear from
a glance at Fig. 15 that the ω → 0 and M → ∞ limits
do not commute at T > 0.
A similar analysis can also be applied to the Wilson-
Fisher CFT3 described by (78), using a model with a
global O(M) symmetry. The Boltzmann equation result
for the zero frequency conductivity is σ(0) = 0.523M ,
where the boson superfluid-insulator transition corre-
sponds to the case M = 2 [647; 728].
Our main conclusion here is that the vector 1/M ex-
pansion of CFT3s, which expands away from the quasi-
particles present at M = ∞, yields fairly convincing ev-
idence that σ(ω) is a non-trivial universal function of
ω/T . However, it does not appear to be a reliable way of
computing σ(ω) for ω < T and smaller values of M .
3.2.2. Short time expansion
Transport involves the long time limit of the correla-
tors of conserved quantities, but we can nevertheless ask
if any useful information can be obtained from short time
correlators. For lattice models with a finite Hilbert space
at each site, the short time expansion is straightforward:
it can be obtained by expanding the time evolution op-
erator e−iHt/~ in powers of t. Consequently, the short
time expansion of any correlation function only involves
integer powers of t.
The situation is more subtle in theories without an ul-
traviolet cutoff because the naive expansion of the time
evolution operator leads to ultraviolet divergencies. For
CFTs these ultraviolet divergencies can be controlled by
a renormalization procedure, and this is expressed in
terms of a technology known as the operator product
expansion (OPE). Detailed reviews of the OPE are avail-
able elsewhere [238; 588], and here we only use a few
basic results to examine its consequences for the two-
point correlator of the current operator at short times.
After a Fourier transform from time to energy, the short
time expansion translates into a statement for the large
frequency behavior of the conductivity of CFT3s, at fre-
quencies much larger than T [445]
σ(ω  T ) = K− b1
(
T
iω
)3−1/ν
− b2
(
T
iω
)3
+ . . . . (153)
The leading term in (153) is clearly in agreement with
(145). The first sub-leading term, proportional to the
numerical constant b1, is determined by the OPE be-
tween the currents and a scalar operator with a scaling
dimension given in (84). For the Wilson-Fisher CFT3,
the exponent ν is the same as that determining the cor-
relation length in the superfluid or insulator phases on
either side of the critical point. The value of b1 is a char-
acteristic property of the CFT3, and can be computed in
a vector 1/M expansion, or by the numerical study to be
described in the following subsection. The final term dis-
played above is a consequence of the OPE of the currents
with the stress-energy tensor (an operator of dimension
3). The term with coefficient b2 will be purely imagi-
nary. Similarly, operators with higher dimensions can be
used to obtain additional subleading corrections. If we
deform the CFT3 by adding a homogenenous source g to
the operator O, then (153) generalizes to [519]
σ(ω  T ) = K − c1 g
(iω)1/ν
− c2 〈O〉(g, T )
(iω)3−1/ν
+ . . . . (154)
This formula remains true outside of the quantum critical
fan in many circumstances. Furthermore, the ratio c1/c2
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FIG. 16 Schematic of the real part of the conductivity
of a CFT3 as constrained by the OPE in (153) and the sum
rule in (147). The areas of the shaded regions are equal to
each other.
is universal and depends only on d and ν.
The high frequency expansion (153) does not directly
place any constraints on the conductivity at low frequen-
cies, ω  T . However, in combination with the sum
rule in (147), we can make an interesting observation.
The 1/M expansion for the Wilson-Fisher CFT, and the
numerical results presented below, show that the con-
stant b1 > 0. Consequently we have Re[σ(ω)] < K
at large enough ω. The sum rule in (147) now im-
plies that there must be a region at smaller ω where we
have Re[σ(ω)] > K. If we make the assumption that
Re[σ(ω)] − K crosses zero only once (this assumption is
seen to fail in some of the holographic examples consid-
ered below), we can conclude that Re[σ(ω)] should have
the form in Figure 16, with the two shaded regions having
equal area. The qualitative form of Re[σ(ω)] has similar-
ities to the quasiparticle result in Figure 15, although we
have not made any use of quasiparticles in the present
argument.
3.2.3. Quantum Monte Carlo
Quantum Monte Carlo studies perform a statistical
sampling of the spacetime configurations of the imagi-
nary time path integral of quantum systems. So they are
only able to return information on correlation functions
defined at imaginary Matsubara frequencies. However,
even in such Euclidean studies there is the potential for
a ‘sign problem’, with non-positive weights, because of
the presence of complex Berry phase terms [648]. For the
CFT3s being studied here such sign problems are usually
absent; however, the problems with a non-zero chemical
potential to be considered later in our review invariably
do have a sign problem.
For the Wilson-Fisher CFT3 defined by (78), there
is an especially elegant model for efficient Monte Carlo
studies. This is the lattice regularization provided by the
Villain model. This model is defined in terms of integer
valued variables, ji,µ, on the links of a cubic lattice. Here
i labels the sites of a cubic lattice, and µ = ±x,±y,±z
represents the six links emerging from each site. Each
link has an orientation, so that ji+µˆ,−µ = ji,µ, just as
conventional in lattice gauge theory. The ji,µ represent
the currents of the complex scalar particle in (78). These
currents must be conserved, and so we have the zero di-
vergence condition
∆µji,µ = 0 , (155)
where ∆µ is the discrete lattice derivative; this is the
analog of Kirchoff’s law in circuit theory. Finally, the
action of the Villain model is simply [718]
SVillain =
K
2
∑
i,µ
j2i,µ. (156)
This model has a phase transition at a critical K = Kc,
which is in the universality class of the O(2) Wilson-
Fisher CFT3.
There have been extensive numerical studies of the Vil-
lain model, and sophisticated finite-size scaling methods
have yielded detailed information on σ(iωn) at the Mat-
subara frequencies, ωn, which are integer multiples of
2piT [133; 279; 280; 445; 710; 729]. Note especially that
Monte Carlo does not yield any information at ωn = 0
(this is consequence of the structure of the Kubo formula
for the conductivity, which is only defined at non-zero ω,
and reaches ω = 0 by a limiting process). So the smallest
possible frequency at which we can determine the con-
ductivity is 2piT i. The results at these, and higher Mat-
subara frequencies are all found [445] to be in excellent
agreement with OPE expansion in (153). So the conclu-
sion is that the quantum Monte Carlo results are essen-
tially entirely in the large ω regime, where the results of
the OPE also apply. The simulations can therefore help
determine the values of the numerical constants b1,2 in
(153). While this agreement is encouraging, the some-
what disappointing conclusion is that quantum Monte
Carlo does not yield any more direct information on the
low frequency behavior than is available from the OPE.
3.3. Holographic spectral functions
In the next few sections we will cover holographic com-
putations of the retarded Green’s functions for operators
in quantum critical systems at nonzero temperature. In
general we will be interested in multiple coupled opera-
tors and so we write, in frequency space,
δ〈OA〉(ω, k) = GROAOB (ω, k)δhB(ω, k) . (157)
A sum over B is implied. Here δ〈OA〉 is the change in
the expectation value of the operator OA due to the (time
and space dependent) change in the sources δhB . From
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the holographic dictionary discussed in previous sections,
we know that expectation values and sources are given
by the near boundary behavior of the bulk fields {φA}
dual to the operators {OA}. Therefore
GROAOB =
δ〈OA〉
δhB
= (2∆−Deff.)
δφA(1)
δφB(0)
. (158)
Here Deff = d + z, and φ(0) and φ(1) are as defined in
(101) above. The near boundary behavior of the fields
has the same form at zero and nonzero temperature be-
cause, as we saw in §2.3 above, putting a black hole in
the spacetime changes the geometry in the interior (IR),
but not near the boundary (UV).
To compute the Green’s function (158) in a given back-
ground, one first perturbs the background fields
φA(r) 7→ φA(r) + δφA(r)e−iωt+ik·x . (159)
Linearizing the bulk equations of motion leads to cou-
pled, linear, ordinary differential equations for the per-
turbations δφA(r). Once these linearized equations are
solved, the asymptotic behavior of fields can be read
off from the solutions and the Green’s function obtained
from (158). A crucial part of solving the equations for
the perturbations is to impose the correct boundary con-
ditions at the black hole horizon. One way to under-
stand these boundary conditions is to recall that the re-
tarded Green’s function is obtained from the Euclidean
(imaginary time) Green’s function by analytic continua-
tion from the upper half frequency plane (i.e. ωn > 0).
An important virtue of the holographic approach is that
this analytic continuation can be performed in a very
efficient way, as we now describe.
3.3.1. Infalling boundary conditions at the horizon
Starting with the Euclidean black hole spacetime
(114), we described how to zoom in on the spacetime
near the horizon in the manipulations following equation
(115). To see how fields behave near the horizon, we
can consider the massive wave equation in the black hole
background (124) at r ∼ r+. The equation becomes
φ′′ +
1
r − r+φ
′ − ω
2
n
(4piT )2(r − r+)2φ = 0 . (160)
The temperature T is as given in (118). The two solutions
to this equation are (recall that the coordinate range r ≤
0 ≤ r+)
φ± = (r+ − r)±ωn/(4piT ) . (161)
For ωn > 0, it is clear that the regular solution is the
one that decays as r → r+ (that is, the positive sign
in the above equation). Once this condition is imposed
on all fields, the solution is determined up to an overall
constant, which will drop out upon taking the ratios in
(158) to compute the Green’s function.
The real time equations of motion are the same as the
Euclidean equations, with the substitution iωn → ω. In
particular, the regular boundary condition at the horizon
analytically continues to the “infalling” boundary condi-
tion
φinfalling = (r+ − r)−iω/(4piT ) . (162)
This behavior is called infalling because if we restore the
time dependence, then
φinfalling = e
−iω(t+ 14piT log(r+−r)) , (163)
corresponding to modes that carry energy towards r = r+
as t→∞. That is, they are modes that fall towards the
black hole (rather than emerge out of the black hole).
This is indeed the required behavior of physical exci-
tations near an event horizon, and can also be derived
directly from the real time, Lorentzian, equations of mo-
tion. Infalling modes are required for regularity in the
Kruskal coordinates that extend the black hole spacetime
across the future horizon (see e.g. [334]). The derivation
via the Euclidean modes makes clear, however, that in-
falling boundary conditions correspond to computing the
retarded Green’s function.
The infalling boundary condition (162) allows the re-
tarded Green’s function to be computed directly at real
frequencies. This is a major advantage relative to e.g.
Monte Carlo methods that work in Euclidean time. The
infalling boundary condition is also responsible for the
appearance of dissipation at leading order in the classi-
cal large N limit, at any frequencies. This is also a key
virtue relative to e.g. vector large N expansions, in which
ω → 0 and N →∞ do not commute at nonzero temper-
atures, as we explained above. Infalling modes have an
energy flux into the horizon that is lost to an exterior
observer. The black hole horizon has geometrized the
irreversibility of entropy production. Physically, energy
crossing the horizon has dissipated into the ‘order N2’
degrees of freedom of the deconfined gauge theory.
Infalling boundary conditions were first connected to
retarded Green’s function in [674]. We derived the in-
falling boundary condition from the Euclidean Green’s
function. An alternative derivation of this boundary con-
dition starts from the fact that the fully extended Penrose
diagram of (Lorentzian) black holes has two boundaries,
and that these geometrically realize the thermofield dou-
ble or Schwinger-Keldysh approach to real time thermal
physics [379; 671].
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3.3.2. Example: spectral weight ImGROO(ω) of a large
dimension operator
We will now illustrate the above with a concrete exam-
ple. We will spell out here in some detail steps that we
will go over more quickly in later cases. To start with we
will put k = 0 and obtain the dependence of the Green’s
function on frequency. The scalar wave equation (124) in
the Lorentzian signature black hole background becomes
φ′′+
(
f ′
f
− z + d− 1
r
)
φ′− 1
f
(
(mL)2
r2
− r
2zω2
r2f
)
φ = 0 .
(164)
To develop an intuition for an equation like the above,
it is often useful to put the equation into a Schro¨dinger
form. To do this we set φ = rd/2ψ, so that (164) becomes
− f
rz−1
d
dr
(
f
rz−1
d
dr
ψ
)
+ V ψ = ω2ψ . (165)
If we define r∗ such that ∂r∗ = r
1−zf∂r, we immediately
recognize the above equation as the time-independent
Schro¨dinger equation in one spatial dimension. All the
physics is now contained in the Schro¨dinger potential
V (r) =
f
r2z
(
(Lm)2 +
d (d+ 2z)f
4
− d rf
′
2
)
. (166)
The Schro¨dinger equation (165) is to be solved subject
to the following boundary conditions. We will discuss
first the near-horizon region, r → r+. The Schro¨dinger
coordinate r? =
∫
dr
(
rz−1/f
) → ∞ as r → r+, so this
is a genuine asymptotic region of the Schro¨dinger equa-
tion. The potential (166) vanishes on the horizon be-
cause f(r+) = 1. Therefore for any ω
2 > 0, recall that
ω2 plays the role of the energy in the Schro¨dinger equa-
tion (165), the solution oscillates near the horizon. The
infalling boundary condition is thus seen to translate into
the boundary condition that modes are purely outgoing
as r? → ∞. This is a scattering boundary condition of
exactly the sort one finds in elementary one dimensional
scattering problems.
The boundary at r = 0 is not an asymptotic region
of the Schro¨dinger equation. There will be normalizable
and non-normalizable behaviors of φ as r → 0. To com-
pute the Green’s function we will need to fix the coef-
ficient of the non-normalizable mode and solve for the
coefficient of the normalizable mode.
A key physical quantity is the imaginary part of the re-
tarded Green’s function (also called the spectral weight)
of the operator O dual to φ. The imaginary part of
the retarded Green’s function is a direct measure of the
entropy generated when the system is subjected to the
sources δhB of equation (157). Specifically, with an as-
sumption of time reversal invariance (see e.g. [334]), the
time-averaged rate of work w done on the system per
unit volume by a spatially homogeneous source driven at
frequency ω is given by
dw
dt
= ωδh∗AImG
R
AB(ω)δhB ≥ 0 . (167)
We now illustrate how this spectral weight is given by
the amplitude with which the field can tunnel from the
boundary r = 0 through to the horizon. Thus, we will
exhibit the direct connection between dissipation in the
dual QFT and rate of absorption by the horizon.
The analysis is simplest in the limit of large mL 1.
Recall that this corresponds to an operator O with large
scaling dimension. In this limit the equation (164) can
be solved in a WKB approximation. In the large mass
limit, the potential (166) typically decreases monotoni-
cally from the boundary towards the horizon. There is
therefore a unique turning point ro at which V (ro) = ω
2.
The infalling boundary condition together with standard
WKB matching formulae give the solution
ψ =

exp
{
i
∫ r
ro
rz−1dr
f
√
ω2 − V (r)− ipi
4
}
r+ > r > ro ,
exp
{∫ ro
r
rz−1dr
f
√
V (r)− ω2
}
+
i
2
exp
{
−
∫ ro
r
rz−1dr
f
√
V (r)− ω2
}
r0 > r .
(168)
In this limit V = (mL)2f/r2z. Expanding the above solution near the r → 0 boundary, the retarded Green’s function
is obtained from the general formula (158). In particular, the imaginary part is given by
χ′′(ω) ≡ ImGROO(ω) ∝ r−2mLo exp
{
−2
∫ ro
0
dr
r
(√
(mL)2
f
− r
2zω2
f2
−mL
)}
(169)
= Probability for quanta of φ to tunnel from boundary into
the near horizon region (‘transmission probability’).
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From the above expression the expected limits of high
and low frequency are immediately obtained. Note that
for ωrz+  1 then ro ∼ r+, whereas for ωrz+  1, ro ∼
ω−1/z. Thus
χ′′(ω) ∼
{
ω2∆/z ω  T ,
T 2∆/z ω  T . ∆ 1 . (170)
On general grounds χ′′ must be an odd function of ω.
This can be seen in a more careful WKB computation
that includes the order one prefactor. Relatedly, to ob-
tain (170) we used the fact that the scaling dimension
(103) is given by ∆ = mL in the limit mL  1. We
also used the expression (121) for the temperature. The
full result (169) gives an explicit and relatively simple
crossover between the two limits in (170).
More generally, away from the WKB limit, the equa-
tion (164) can easily be solved numerically. Later we will
give an example of the type of Mathematica code one
uses to solve such equations. We should note, however,
that for general values of ∆ (e.g. not integer, etc.) the
boundary conditions often need to be treated to a very
high accuracy to get stable results, as discussed in e.g
[185]. Also, one should be aware that when the fast and
slow falloffs differ by an integer, one can find logarith-
mic terms in the near boundary expansion. These must
also be treated with care and, of course, correspond to
the short distance logarithmic running of couplings in the
dual QFT that one expects in these cases.
3.3.3. Infalling boundary conditions at zero temperature
In equation (162) above we obtained the infalling
boundary condition for finite temperature horizons. Zero
temperature geometries that are not gapped will also
have horizons in the far interior (or, more generally, as
we noted in our discussion of Lifshitz geometries in §2.2
above, mild null singularities). To compute the retarded
Green’s function from such spacetimes we will need to
know how to impose infalling boundary conditions in
these cases. This is done as before, by analytic continu-
ation of the Euclidean mode that is regular in the upper
half complex frequency plane. It is not always completely
straightforward to find the leading behavior of solutions
to the wave equation near a zero temperature horizon,
especially when there are many coupled equations. The
following three examples illustrate common possibilities.
In each case we give the leading solution to ∇2φ = m2φ
near the horizon.
1. Poincare´ horizon. Near horizon metric (as r →∞):
ds2 = L2
(−dt2 + dr2 + d~x2d
r2
)
. (171)
Infalling mode as r →∞ and with ω2 > k2
φinfalling = r
d/2eir
√
ω2−k2 . (172)
2. Extremal AdS2 charged horizon (see §4). Near
horizon metric (as r →∞):
ds2 = L2
(−dt2 + dr2
r2
+ d~x2d
)
. (173)
Infalling mode as r →∞
φinfalling = e
iωr . (174)
3. Lifshitz ‘horizon’. Near horizon metric (as r →∞):
ds2 = L2
(−dt2
r2z
+
dr2 + d~x2d
r2
)
. (175)
Infalling mode as r →∞, with z > 1,
φinfalling = r
d/2eiωr
z/z . (176)
Finally, occasionally one wants to find the Green’s
function directly at ω = 0 (for instance, in our discussion
of thermal screening around (126) above). The equations
at ω = 0 typically exhibit two possible behaviors near the
horizon, one divergent and the other regular. At finite
temperature the divergence will be logarithmic. Clearly
one should use the regular solution to compute the cor-
relator.
3.4. Quantum critical charge dynamics
So far we have discussed scalar operators O as illus-
trative examples. However, a very important set of op-
erators are instead currents Jµ associated to conserved
charges. The retarded Green’s functions of current oper-
ators capture the physics of charge transport in the quan-
tum critical theory. We explained around equation (40)
above that a conserved U(1) current Jµ in the boundary
QFT is dually described by a Maxwell field Aa in the
bulk. Therefore, to compute the correlators of Jµ, we
need an action that determines the bulk dynamics of Aa.
3.4.1. Conductivity from the dynamics of a bulk Maxwell field
As we are considering zero density quantum critical
matter in this section, we restrict to situations where the
Maxwell field is not turned on in the background (we
will relax this assumption in §4 below). Therefore, in
order to obtain linear response functions in a zero density
theory, it is sufficient to consider a quadratic action for
the Maxwell field about a fixed background. The simplest
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such action is the Maxwell action (with F = dA, as usual)
S[A] = − 1
4e2
∫
dd+2x
√−gF 2 , (177)
so we will start with this. We noted in §1.9 that Einstein-
Maxwell theory can be obtained as a consistent trunca-
tion of explicit bulk theories with known QFT duals.
Before obtaining the Maxwell equations we should pick
a gauge. A very useful choice for many purposes in holog-
raphy is the ‘radial gauge’, in which we put Ar = 0.
Among other things, the bulk Maxwell field in this gauge
has the same nonzero components as the boundary cur-
rent operator Jµ. The Maxwell equations about a black
hole geometry of the form (114) can now be written out
explicitly. Firstly, write the Maxwell field as
Aµ = aµ(r)e
−iωt+ikx , (178)
where without loss of generality we have taken the mo-
mentum to be in the x direction. The equations of mo-
tion, ∇aF ab = 0, become coupled ordinary differential
equations for the aµ(r). By considering the discrete sym-
metry y → −y of the background, where y is a bound-
ary spatial dimension orthogonal to x, we immediately
see that the perturbation will decouple into longitudinal
(at and ax) and transverse (ay) modes. It is then use-
ful to introduce the following ‘gauge invariant’ variables
[480], that are invariant under a residual gauge symmetry
Aµ → Aµ + ∂µ[λ e−iωt+ikx],
a⊥(r) = ay(r) , a‖(r) = ωax(r) + kat(r) . (179)
In terms of these variables, the Maxwell action becomes:
S = −L
d−2
2e2
∫
dr
[
fr3−d−za′2⊥ + a
2
⊥
(
k2r3−d−z − ω
2rz+1−d
f
)
+
fr3−d−z
ω2 − k2fr2−2z a
′2
‖ −
rz+1−d
f
a2‖
]
, (180)
leading to the following two decoupled second order dif-
ferential equations(
fr3−d−z
ω2 − k2fr2−2z a
′
‖
)′
= −r
z+1−d
f
a‖, (181a)
(
fr3−d−za′⊥
)′
= k2r3−d−za⊥ − ω
2rz+1−d
f
a⊥.
(181b)
When k = 0 the transverse and longitudinal equations
are the same, as we should expect. These equations with
z = 1 have been studied in several important papers
[368; 373; 480; 613], sometimes using different notation.
The gauge-invariant variables avoid the need to solve an
additional first order equation that constrains the origi-
nal variables ax and at.
Near the boundary at r → 0, the asymptotic behavior
of aµ is given by:
at = a
(0)
t + a
(1)
t r
d−z + · · · , (182a)
ai = a
(0)
i + a
(1)
i r
d+z−2 + · · · . (182b)
Note that when z 6= 1, as expected, the asymptotic
falloffs are different for the timelike and spacelike com-
ponents of aµ. So long as d > z, it is straightforward to
add boundary counterterms to make the bulk action fi-
nite. We can then, using the general formalism developed
previously, obtain the expectation values for the charge
and current densities:
〈J t〉 = −L
d−2
e2
(d− z)a(1)t , (183a)
〈J i〉 = L
d−2
e2
(d+ z − 2)a(1)i . (183b)
If instead d < z, the ‘subleading’ term in (182a) is in
fact the largest term near the boundary. This leads to
many observables having a strong dependences on short
distance physics — we will see an example shortly when
we compute the charge diffusivity. A closely related fact
is that when d < z there is a relevant (double trace) de-
formation to the QFT given by
∫
dd+1x ρ2. As discussed
in §1.7.3 above, and first emphasized in [352], this defor-
mation will generically drive a flow to a new fixed point
in which the role of a
(0)
t and a
(1)
t are exchanged. The
physics of such a theory is worth further study, as there
are known examples (nematic or ferromagnetic critical
points in metals, at least when treated at the ‘Hertz-
Millis’ mean field level [366; 553]) of d = 2 and z = 3.
A quantity of particular interest is the frequency de-
pendent conductivity
σ(ω) =
〈Jx(ω)〉
Ex(ω)
=
〈Jx(ω)〉
iωa
(0)
x (ω)
=
GRJxJx(ω)
iω
. (184)
As we have noted above, the dissipative (real) part of the
conductivity will control entropy generation due to Joule
heating when a current is driven through the system. We
shall compute the optical conductivity (184) shortly, but
first consider the physics of certain low energy limits.
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3.4.2. The dc conductivity
The dc conductivity
σ = lim
ω→0
σ(ω) , (185)
determines the dissipation (167) due to an arbitrarily low
frequency current being driven through the system. It
should therefore be computable in an effective low en-
ergy description of the physics. Following our discussion
of Wilsonian holographic renormalization in §1.7, this
means that we might hope to obtain the dc conductivity
from a computation in purely the near-horizon, far inte-
rior, part of the spacetime. Indeed this is the case. We
will follow a slightly modernized (in the spirit of [218])
version of the logic in [411], which in turn built on [478].
The upshot is the formula (192) below for the dc conduc-
tivity which is expressed purely in terms of data at the
horizon itself.
The dc conductivity can be obtained by directly ap-
plying a uniform electric field, rather than taking the
k, ω → 0 limit of (181b). Consider the bulk Maxwell
potential
A = (−Et+ ax(r))dx . (186)
Given the near boundary expansion (182b), the QFT
source term is given by the non-normalizable constant
term a
(0)
x of the bulk field near the boundary r → 0. The
boundary electric field is then obtained from (186) as
E = −∂ta(0)x = −Ftx(r → 0), and is uniform. To obtain
the dc conductivity we must now determine the uniform
current response.
The bulk Maxwell equations can be written as
∂a(
√−gF ab) = 0.7 For the field (186) one immediately
has that
∂r
(√−gF rx) = 0 . (187)
We have thereby identified a radially conserved quantity.
Furthermore, near the boundary
lim
r→0
√−gF rx = Ld−2(d+ z − 2)a(1)x = e2〈Jx〉 . (188)
Here we used the near boundary expansion (182), as well
as (183b) to relate 〈Jx〉 to a(1)x .
From (187) and (188) it follows that we can obtain
the field theory current response 〈Jx〉 if we are able to
evaluate
√−gF rx at any radius. It turns out that we
can compute it at the horizon. It is a standard trick that
physics near black hole horizons is often elucidated by
going to infalling coordinates; so we replace t in favor of
7 For vectors and antisymmetric tensors, covariant derivatives
∇aXa··· = (−g)−1/2∂a((−g)1/2Xa···).
the ‘infalling Eddington-Finkelstein coordinate’ v by
v = t+
∫ √
grrdr√−gtt . (189)
It is easily seen that the (Lorentzian version of the) black
hole spacetime (114) is regular at r = r+ in the coordi-
nates {v, r, ~x}. Therefore, a regular mode should only
depend on t and r through the combination v. It follows
that, at the horizon,
∂rAx
∣∣∣
r=r+
= −
√
grr
−gtt ∂tAx
∣∣∣
r=r+
. (190)
This is exactly the maneuver outlined around equation
(5) in the introductory discussion to obtain the ‘mem-
brane paradigm’ conductivity of an event horizon. We
find that
a′x(r+) =
rz−1+
f
E . (191)
We are now able to compute the conductivity by evalu-
ating
σ =
〈Jx〉
E
=
1
e2
lim
r→r+
√−ggrrgxxa′x(r)
=
Ld−2
e2
(
fr3−d−z+
) rz−1+
f
=
Ld−2
e2
r2−d+ . (192)
Using the relation (121) between r+ and T , we obtain
σ ∼ T (d−2)/z. (193)
Various comments are in order:
1. (192) is an exact, closed form expression for the dc
conductivity that comes from evaluating a certain
radially conserved quantity at the horizon.
2. The temperature scaling of the conductivity is pre-
cisely that expected for a quantum critical system
(without hyperscaling violation or an anomalous di-
mension for the charge density operator) [160].
3. The derivation above generalizes easily to more
complicated quadratic actions for the Maxwell field,
such as with a nonminimal coupling to a dilaton
[411].
4. Infalling boundary conditions played a crucial role
in the derivation, connecting with older ideas of the
‘black hole membrane paradigm’ discussed in §1.3
above [411; 478]. Once again: this infalling bound-
ary condition is the origin of nontrivial dissipation
in holography.
The same argument given above, applied to certain
perturbations of the bulk metric rather than a bulk
44
Maxwell field, gives a direct proof of a famous result for
the shear viscosity η over entropy density s in a large
class of theories with classical gravity duals [411]:
η
s
=
1
4pi
. (194)
Here η plays an analogous role to the dc conductivity
σ in the argument above. The shear viscosity was first
computed for holographic theories in [612] and the ratio
above emphasized in [475; 478].
3.4.3. Diffusive limit
The longitudinal channel includes fluctuations of the
charge density. Because the total charge is conserved,
this channel is expected to include a collective diffusive
mode [430]. This fact is why the longitudinal equation
(181a) is more complicated than the transverse equation
(181b). It is instructive to see how the diffusive mode
can be explicitly isolated from (181a). We will adapt the
argument in [687].
Diffusion is a process that will occur at late times and
long wavelengths if we apply a source to the system to
set up a nontrivial profile for the charge density, turn off
the source, and then let the system evolve. Therefore
diffusion should appear as a mode in the system that (i)
satisfies infalling boundary conditions at the horizon and
(ii) has no source at the asymptotic boundary. We will
see in §3.5 below that these are the conditions that define
a so-called quasinormal mode, which correspond precisely
to the poles of retarded Green’s functions in the complex
frequency plane. More immediately, we must solve the
longitudinal equation (181a) with these boundary condi-
tions, and in the limit of small frequency and wavevector.
We cannot simply take the limit ω → 0 of the longi-
tudinal equation (181a). This is because taking ω → 0
in this equation does not commute with the near hori-
zon limit r → r+, at which f → 0. As we take the
low frequency limit, we need to ensure that the infalling
boundary condition as r → r+ is correctly imposed. This
can be achieved by writing
a‖(r) = f(r)−iω/(4piT )S(r) . (195)
By extracting the infalling behavior (162) in this way,
the equation satisfied by S will no longer have a singular
point at the horizon. S must tend to a constant at the
horizon. We can therefore safely expand S in ω, k → 0.
We do this by setting ω =  ωˆ and k =  kˆ and then
expanding in small . With a little benefit of hindsight
[687], we look for a solution of the form
S(r) =  ωˆ + 2s(r) + · · · . (196)
The resulting differential equation for s, to leading order
as → 0, can be integrated explicitly. The solution that
is regular at the horizon is
s(r) = −
r+∫
r
dr′
f(r′)
[
iωˆ2f ′(r′)
4piT
− ir
′d−3−zf ′(r+)
4piTrd−3+z+
(
ωˆ2r′2z − kˆ2f(r′)r′2
)]
. (197)
To isolate the diffusive regime, consider ω ∼ k2. This
corresponds to taking ωˆ small. In this regime we can
ignore the ωˆ2 terms in (197). We had to keep these terms
in the first instance in order to impose the regularity
condition at the horizon and fix a constant of integration
in the solution (197). The full solution to the order we
are working can now be written
S(r) = ω +
ik2
rd−2+
r+∫
r
dr′r′d−z−1 . (198)
Here we used (118) to write f ′(r+) = −4piTrz−1+ . The
remaining boundary condition to impose is the absence
of a source a
(0)
‖ in the near boundary expansion (182) of
the Maxwell field. Thus we require S(0) = 0. Imposing
this condition on (198) we obtain a diffusive relationship
between frequency and wavevector:
ω = −iDk2 , D = r
2−z
+
d− z . (199)
This is the anticipated diffusive mode. Some comments
on this result:
1. Beyond finding the diffusive mode (199), one can
also find the full diffusive part of the longitudinal
channel retarded Green’s functions, giving a den-
sity Green’s function of the form (140), as was orig-
inally done in [368; 613].
2. The diffusion constant in (199), unlike the dc con-
ductivity (192), is not given purely in terms of hori-
zon data. To find the diffusive mode we had to
explicitly solve the Maxwell equations everywhere.
This is an example of the phenomenon of semi-
holography mentioned in our discussion of Wilso-
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nian holographic renormalization in §1.7.4. Be-
cause there is only one diffusive mode compared
to the many (order ‘N2’) gapless modes of the IR
theory, the diffusive mode is ‘not powerful’ enough
to backreact on the dynamics of the IR fixed point
theory. To some extent this is an artifact of the
large N limit of holography. The consequence is
that the diffusive mode is not fully described by
the dynamics of the event horizon, but is rather a
quasinormal mode in its own right, with support
throughout the spacetime. A holographic Wilso-
nian discussion of the diffusive mode can be found
in [256; 411; 577].
3. When d < z, the diffusivity is UV divergent and
(199) no longer holds [586]. This gives an extreme
illustration of the previous comment: in this case
the diffusivity is dominated by non-universal short
distance physics, even while the dc conductivity
(192) is captured by the universal low energy dy-
namics of the horizon.
4. A basic property of diffusive processes is the Ein-
stein relation σ = χD, where χ is the charge sus-
ceptibility (compressibility). The susceptibility is
obtained from the static, homogeneous two point
function of at. The easiest way to do this is to
show that the following at perturbation solves the
linearized Maxwell equations (with ω = 0):
at = µ
(
1− r
d−z
rd−z+
)
, (200)
where µ is a small chemical potential. The suscep-
tibility is given by ∂µρ(µ, T ) as µ→ 0. Combining
(200) and (183a), and using 〈J t〉 = ρ we find
χ =
Ld−2
e2
d− z
rd−z+
. (201)
It is immediately verified from (192), (199) and
(201) that the Einstein relation holds.
3.4.4. σ(ω) part I: Critical phases
We have emphasized in §3.1 and in (167) above that
the real part of the frequency-dependent conductivity at
zero momentum (k = 0)
Reσ(ω) =
ImGRJxJx(ω)
ω
, (202)
is a direct probe of charged excitations in the system as
a function of energy scale. We also emphasized that this
quantity is difficult to compute in strongly interacting
theories using conventional methods, whereas it is readily
accessible holographically. Two key aspects of the holo-
graphic computation are firstly the possibility of work-
ing directly with real-time frequencies, via the infalling
boundary conditions discussed in §3.3.1, and secondly the
fact that dissipation occurs at leading, classical, order in
the ’t-Hooft large N expansion, and that in particular the
N → ∞ and ω → 0 limits commute for the observable
(202).
Consider first a bulk Maxwell field in a scaling geome-
try with exponent z as discussed in §3.4.1 above. Putting
k = 0 in the equations of motion (181a) or (181b) for the
Maxwell potential leads leads to
(
fr3−d−za′x
)′
= −ω
2rz+1−d
f
ax . (203)
We must solve this equation subject to infalling boundary
conditions at the horizon. Given the solution, equations
(182b) and (183b) for the near-boundary behavior of the
field imply that the conductivity (184) will be given by
σ(ω) =
Ld−2
e2
1
iω
lim
r→0
1
rd+z−3
a′x
ax
. (204)
The equation (203) can be solved explicitly in two
boundary space dimensions, d = 2. This is the most in-
teresting case, in which the conductivity is dimensionless.
The solution that satisfies infalling boundary conditions
is
a(r) = exp
(
iω
∫ r
0
sz−1ds
f(s)
)
. (205)
The overall normalization is unimportant. It follows im-
mediately from the formula for the conductivity (204),
using only the fact that at the boundary f(0) = 1, that
σ(ω) =
1
e2
. (206)
In particular, there is no dependence on ω/T ! In the
language of §3.1, this means that the, a priori distinct,
constants characterizing the diffusive (ω → 0) and zero
temperature (ω → ∞) limits are equal in this case:
K = CχCD, first noted in [373]. We have obtained this
result for all z in d = 2. We will see in §3.4.6 that the
lack of ω dependence is due to the electromagnetic dual-
ity enjoyed by the equations of motion of the bulk 3+1
dimensional Maxwell field, which translates into a self-
duality of the boundary QFT under particle-vortex du-
ality. Meanwhile, however, this means that in order to
obtain more generic results for the frequency-dependent
conductivity, we will need to depart from pure Maxwell
theory in the bulk.
In the remainder of this subsection, we will restrict our-
selves to the important case of CFT3s. That is, we put
d = 2 and z = 1. The discussion in §3.2.2 showed that
the existence of a relevant deformation of the quantum
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critical theory plays an important role in the structure
of σ(ω), because it determines the leading correction to
the constant ω/T → ∞ limit. Such an operator will
always be present if the critical theory is obtained by
tuning to a quantum critical point. However, a quantum
critical phase, by definition, does not admit relevant per-
turbations. In such cases one may continue to focus on
the universal sector described in the bulk by the metric
and Maxwell field. It is an intriguing fact that the sim-
plest holographic theories lead naturally to critical phases
rather than critical points.
An especially simple deformation of Maxwell theory
that does not introduce any additional bulk fields is
S[A] =
1
e2
∫
d4x
√−g
(
−1
4
F 2 + γL2CabcdF
abF cd
)
.
(207)
Here Cabcd = Rabcd − (ga[cRd]b − gb[cRd]a) + 13ga[cgd]b is
the Weyl curvature tensor. There is a new bulk coupling
constant γ. Aspects of transport in this theory have been
studied in [142; 569; 631; 729; 732]. The theory (207) has
several appealing features. In particular, it is still sec-
ond order in derivatives of the Maxwell field. Therefore
the formalism we have described in the last few sections
for computing conductivities does not need to be mod-
ified. As we are interested in linear response around a
zero density background (that is, with no Maxwell field
turned on), for the present purposes it is sufficient to
consider actions quadratic in the field strength and eval-
uated in geometric backgrounds that solve the vacuum
Einstein equations (22). The action (207) is the unique
such deformation of Maxwell theory that is of fourth or-
der in derivatives of the metric and field strength, see e.g.
[142; 569]. The reason to limit the number of total deriva-
tives is that we can then imagine that the new term in
(207) is the leading correction to Einstein-Maxwell the-
ory in a bulk derivative expansion. Indeed, such terms
will be generated by stringy or quantum effects in the
bulk. See the references just cited for entry points into
the relevant literature on higher derivative corrections in
string theory. The effects on the optical conductivity of
terms that are higher order yet in derivatives than those
in (207) were studied e.g. [61; 730].
A word of caution is necessary before proceeding to
compute in the theory (207). Generically, the bulk
derivative expansion will only be controlled if the cou-
pling constant γ is parametrically small. Consider-
ing a finite nonzero γ while neglecting other higher
derivative terms requires fine tuning that may not be
possible in a fully consistent bulk theory. Remark-
ably, it can be shown, both from the bulk and also
from general QFT arguments, that consistency requires
[142; 381; 382; 383; 569]
|γ| ≤ 1
12
. (208)
In the concrete model (207) we will see shortly that this
bound has the effect of bounding the dc conductivity.
However, physically speaking, and thinking of (207) as
representative of a broader class of models, the bound
(208) is a statement about short rather than long time
physics [381; 382; 383]. In particular, γ is directly re-
lated to the b2 coefficient that appears in the large fre-
quency expansion (153) of the conductivity. As we have
stressed, the b1 term in (153) is absent in quantum criti-
cal phases. Thus the b2 term is the leading correction to
the asymptotic constant result. Because the b2 term is
pure imaginary, it does not appear in the sum rule (147),
although high frequency OPE data can appear on the
right hand side of other conductivity sum rules, see e.g.
[143]. Specifically, for the class of theories (207) one can
show that as ω →∞ [730]
e2 σ(ω) = 1− iγ
9
(
4piT
ω
)3
+
γ(15 + 38γ)
324
(
4piT
ω
)6
+ · · · .
(209)
This expansion is obtained by solving (210) below in a
WKB expansion. A slight correction to the 1/ω6 term in
[730] has been made.
Satisfying the bound (208) by no means guarantees
that the bulk theory is a classical limit of a well defined
theory of quantum gravity [121]. However, it does mean
that no pathology will arise at the level of computing
the retarded Green’s function for the current operator
in linear response theory about the backgrounds we are
considering. Therefore, we can go ahead and use the
theory (207) as tool to generate Green’s functions that
are consistent with all necessary CFT axioms, that satisfy
both of the sum rules (147) and (149), and for which we
know the parameter b2 appearing in the large frequency
expansion (153).
The equations of motion for the Maxwell potential A
following from (207) are easily derived. The background
geometry will be the AdS-Schwarzschild spacetime (i.e.
the metric (114) with emblackening factor (119), with
z = 1, θ = 0 and d = 2). As above, the perturbation
takes the form A = ax(r)e
−iωtdx. The Weyl tensor term
in the action (207) changes the previous equation of mo-
tion (203) to [732]
a′′x +
(
f ′
f
+ γ
12r2
r3+ + 4γr
3
)
a′x +
ω2
f2
ax = 0 . (210)
The only effect of the coupling γ is to introduce the sec-
ond term in brackets. To obtain this equation of motion,
one should use a Mathematica package that enables sim-
ple computation of curvature tensors (such as the Weyl
tensor). Examples are the RGTC package or the diffgeo
package, both easily found online.
Near the boundary, the spacetime approaches pure
AdS4, which has vanishing Weyl curvature tensor, and
hence the new term in the action (207) does not alter the
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near boundary expansions of the fields. Therefore, from
a solution of the equation of motion (210), with infalling
boundary conditions at the horizon, the conductivity is
again given by (204). The following Mathematica code
solves equation (210) numerically.
% emblackening factor of background metric
fs[r ] = 1 - r^ 3;
% equation of motion
eq[ω ,γ ] = Ax’’[r] + ω^ 2/f[r]^ 2 Ax[r] + f’[r]/f[r] Ax’[r]
+ (12r^ 2 γ Ax’[r])/(1+4r^ 3 γ) /. f → fs;
% series expansion of Ax near the horizon. Infalling boundary conditions
Axnh[r ,ω ,γ ] = (1-r)^ (-iω/3) (1+((3+8γ(6-iω)-2iω)ω)/(3(1+4γ)(3i+2ω))(1-r));
% series expansion of A′x
Axnhp[r ,ω ,γ ] = D[Axnh[r,ω,γ],r];
% small number for setting boundary conditions just off the horizon
 = 0.00001;
% numerical solution
Asol[ω ,γ ] := NDSolve[{eq[ω,γ] == 0, Ax[1-] == Axnh[1-,ω,γ], Ax’[1-]
== Axnhp[1-,ω,γ]},Ax,{r,0,1-}][[1]];
% conductivity
σsol[ω ,γ ] := 1/i/ω Ax’[0]/Ax[0] /. Asol[ω,γ];
% data points for σ(ω)
tabb[γ ] := Table[{ω, Re[σsol[ω, γ]]},{ω,0.001,4,0.05}];
% make table with different values of γ
tabs = Table[tabb[γ],{γ,-1/12,1/12,1/12/3}];
% make plot
ListPlot[tabs, Axes→False, Frame→True, PlotRange→{0, 1.5}, Joined→True,
FrameLabel→{3ω/(4piT),e^ 2 Re σ}, RotateLabel→False, BaseStyle→{FontSize→12}]
The output is plots of the conductivity σ(ω) for differ-
ent values of γ. These plots are shown in figure 17. In
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FIG. 17 Frequency-dependent conductivity computed
from the bulk theory (207). From bottom to top, γ is in-
creased from −1/12 to +1/12.
performing the numerics, it is best to rescale the coordi-
nates and frequencies by setting r = r+rˆ and ω = ωˆ/r+.
In this way one can put the horizon radius at r+ = 1 in
doing calculations. Recall that r+ = 3/(4piT ) according
to (120). We must remember to restore the factor of r+
in presenting the final result. Figure 17 shows that for γ
nonzero, the conductivity acquires a nontrivial frequency
dependence. This was the main reason to consider the
coupling to the Weyl tensor in (207), which breaks the
electromagnetic self-duality of the equations of motion.
To leading order in small γ, electromagnetic duality now
maps γ → −γ [569; 732]. Furthermore we see that γ > 0
is associated to a ‘particle-like’ peak at low frequencies
whereas γ < 0 is associated with a ‘vortex-like’ dip. In
§3.5 below we will phrase these features in terms of the
location of a ‘quasinormal pole’ or zero in the complex
frequency plane. We see in the plot that larger |γ| re-
sults in larger deviations from the constant γ = 0 result
at low frequencies. The magnitude of this deviation is
limited by the bound (208) on γ. Therefore, within this
simple class of strongly interacting theories, the magni-
tude of the ‘Damle-Sachdev’ [160] low frequency peak is
bounded.
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3.4.5. σ(ω) part II: Critical points and holographic analytic
continuation
It was emphasized in [445] that in order to describe
quantum critical points rather than critical phases, it is
essential to include the scalar relevant operator O that
drives the quantum phase transition. A minimal holo-
graphic framework that captures the necessary physics
was developed in [570]. The action is
S = −
∫
d4x
√−g
[
1
2κ2
(
R+
6
L2
+ (∇φ)2 +m2φ2 − 2α1L2φCabcdCabcd
)
+
1
4e2
(1 + α2φ)F
2
]
. (211)
Here the new bulk field φ is dual to the relevant operator
O. Relevant means that the operator scaling dimension
∆ < 3. The scaling dimension is determined by the mass
squared m2 according to (29) above.
The two couplings α1 and α2 in the theory (211) im-
plement two important physical effects. The first, α1,
ensures that O acquires a nonzero expectation value at
T > 0. This is of course generically expected for a scalar
operator, but will not happen unless there is a bulk cou-
pling that sources φ. Because Cabcd = 0 in the T = 0
pure AdS4 background, this term does not source the
scalar field until temperature is turned on. While the
Weyl tensor thus is a very natural way to implement
a finite temperature expectation value, the CabcdC
abcd
term is higher order in derivatives and therefore should
be treated with caution in a full theory. The second,
α2, term ensures that there is a nonvanishing CJJO OPE
coefficient. Both α1 and α2 must be nonzero for the anti-
ciapted term to appear in the large frequency expansion
of the conductivity – i.e. for the coefficient b1 in (153) to
be nonzero. Plots of the resulting frequency-dependent
conductivities can be found in [570].
An exciting use of the theory (211) is as a ‘machine’
to analytically continue Euclidean Monte Carlo data
[445; 570; 729]. The conductivity of realistic quantum
critical theories such as the O(2) Wilson-Fisher fixed
point can be computed reliably along the imaginary fre-
quency axis, using Monte Carlo techniques. However, an-
alytic continuation of this data to real frequencies poses
a serious challenge, as errors are greatly amplified. One
way to understand this fact is that, as we will see in §3.5
shortly, the analytic structure of the conductivity in the
complex frequency plane in strongly interacting CFTs at
finite temperature is very rich [732]. In particular there
are an infinite number of ‘quasinormal poles’ extending
down into the lower half frequency plane.
The conductivity of holographic models, in contrast,
can be directly computed with both Euclidean signature
(imposing regularity at the tip of the Euclidean ‘cigar’)
and Lorentzian signature (with infalling boundary con-
ditions at the horizon). Solving the holographic model
thereby provides a method to perform the analytic con-
tinuation, which is furthermore guaranteed to satisfy sum
rules and all other required formal properties of the con-
ductivity. A general discussion of sum rules in hologra-
phy can be found in [318]. The model (211) allows an
excellent fit to the imaginary frequency conductivity of
the O(2) Wilson-Fisher fixed point. The fit fixes the two
parameters α1 and α2 in the action. The dimension ∆
of the relevant operator at the Wilson-Fisher fixed point
is already known and is therefore not a free parameter.
Once the parameters in the action are determined, the
real frequency conductivity σ(ω) is easily calculated nu-
merically using the same type of Mathematica code as
described in the previous subsection.
Further discussion of the use of sum rules and asymp-
totic expansions to constrain the frequency-dependent
conductivity of realistic quantum critical points can be
found in [731].
3.4.6. Particle-vortex duality and Maxwell duality
All CFT3s with a global U(1) symmetry have a
‘particle-vortex dual’ or ‘S-dual’ CFT3, see e.g. [740].
The name ‘particle-vortex’ duality can be illustrated with
the following simple example. Consider a free compact
boson θ ∼ θ + 2pi, with Lagrangian
L = −1
2
∂µθ∂
µθ. (212)
Vortices are (spatially) point-like topological defects
where θ winds by 2pi× an integer, and so we write
θ = θ˜ + θvortex = θ˜ +
∑
wn arctan
y − yn
x− xn . (213)
Here wn ∈ Z denotes the winding number of a vortex
located at (xn, yn), and θ˜ is smooth. We now perform
a series of exact manipulations to the Lagrangian (212),
understood to be inside a path integral. We begin by
adding a Lagrange multiplier Jµ:
L = −1
2
JµJ
µ − Jµ∂µ(θ˜ + θvortex). (214)
Now, we integrate out the smooth field θ˜, which enforces
a constraint ∂µJ
µ = 0. The constraint is solved by writ-
ing 2Jµ = µνρ∂νAρ, and after basic manipulations we
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obtain
L = −1
4
FµνF
µν +Aρρµν∂µ∂νθvortex
= −1
4
FµνF
µν +Aρ(x)
∑
n
wnδ
(2)(x− xn)nρn, (215)
with F = dA and nρn a normal vector parallel to the
worldine of the nth ‘vortex’. Evidently, the compact bo-
son is the same as a free gauge theory interacting with
charged particles. The vortices have become the charged
particles, which leads to the name of the duality.
Above, we see that (212) and (215) are not the same.
In some cases, such as non-compact CP1 models [562] or
supersymmetric QED3 [434], the theory is mapped back
to iteslf by the particle-vortex transformation. These the-
ories can be called particle-vortex self-dual. We will see
that the bulk Einstein-Maxwell theory (177) is also in
this class, at least for the purposes of computing current-
current correlators. We firstly describe some special fea-
tures of transport in particle-vortex self-dual theories.
In any system with current conservation and rotational
invariance, the correlation functions of the current oper-
ators may be expressed as [373]
GRµν(ω, k) =
√
k2 − ω2
[(
ηµν − p
µpν
p2
)
KL(ω, k)−
(
δij − kikj
k2
)
(KL(ω, k)−KT(ω, k)
]
(216)
with pµ = (ω, k). No Lorentz invariance is assumed. KL
and KT determine the longitudinal and transverse parts
of the correlator. The second term in the above equation
is defined to vanish if µ = t or ν = t. In [373] it was
argued that particle-vortex self-duality implies
KLKT = K2 , (217)
at all values of ω, k and temperature T . K is the con-
stant ω →∞ value of the conductivity, as defined in §3.1
above, and must be determined for the specific CFT.
The key step in the argument of [373] is to note that
particle-vortex duality is a type of Legendre transforma-
tion in which source and response are exchanged. This
occurred in the simple example above when we intro-
duced 2Jµ = µνρ∂νAρ. When sources and responses are
exchanged, the Green’s functions relating them are then
inverted. Self-duality then essentially requires a Green’s
function to be equal to its inverse, and this is what is
expressed in equation (217).
Setting k → 0 in the above discussion, spatial isotropy
demands that KL(ω) = KT(ω) = σ(ω). Hence, (217) in
fact implies that for self-dual theories:
σ
(ω
T
)
= K , (218)
for any value of ω/T !
The absence of a frequency dependence in (218) mir-
rors what we found for Einstein-Maxwell theory in (206).
Let us rederive that result from the perspective of self-
duality [373]. Recall that in any background four dimen-
sional spacetime, the Maxwell equations of motion are
invariant under the exchange
Fab ↔ Gab = 1
2
abcdF
cd . (219)
This is not a symmetry of the full quantum mechani-
cal Maxwell theory partition function, as electromagnetic
duality inverts the Maxwell coupling. However, all we are
interested in here are the equations of motion. To see how
(219) acts on the function σ(ω) we can write
e2σ(ω) =
1
iω
lim
r→0
a′x
ax
= lim
r→0
Frx
Fxt
= lim
r→0
Gyt
Gry
= lim
r→0
Gxt
Grx
=
1
e2 σ˜(ω)
. (220)
We have used isotropy in the second-to-last equality. We
have written σ˜(ω) to denote the conductivity of the dual
theory, defined in terms of G rather than F . However,
electromagnetic duality (219) means that G satisfies the
same equations of motion as F . Therefore, we must have
σ(ω) = σ˜(ω) =
1
e2
. (221)
To paraphrase the above argument: from the bulk point
of view, the conductivity is a magnetic field divided by
an electric field. Electromagnetic duality means we have
to get the same answer when we exchange electric and
magnetic fields. This fixes the conductivity to be con-
stant.
The argument of the previous paragraph can be ex-
tended to include the spatial momentum k dependence
and recover (217) from bulk electromagnetic duality
(219), allowing for the duality map to exchange the lon-
gitudinal and transverse modes satisfying (181a) and
(181b) above [373]. Furthermore, an explicit mapping
between electromagnetic duality in the bulk and particle-
vortex duality in the boundary theory can be shown at
the level of the path integrals for each theory. See for
instance [373; 543; 740].
The inversion of conductivities (220) under the duality
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map (219) is useful even when the theory is not self-
dual. We noted above that for small deformations γ,
the theory (207) is mapped back to itself with γ → −γ
under (219). We can see the corresponding inversion of
the conductivity clearly in Figure 17.
3.5. Quasinormal modes replace quasiparticles
3.5.1. Physics and computation of quasinormal modes
We have emphasized around (81) above that zero tem-
perature quantum critical correlation functions are typ-
ically characterized by branch cut singularities. These
branch cuts smear out the spectral weight that in weakly
interacting theories is carried by dispersing quasiparti-
cle poles, at ω = (k), on or very close to the real fre-
quency axis. Holographic methods of course reproduce
this fact, as in equation (38) above. In contrast, at T > 0,
all strongly interacting holographic computations have
found that the retarded Green’s function is character-
ized purely by poles in the lower half complex frequency
plane (causality requires the retarded Green’s function
to be analytic in the upper half plane):
GROO(ω) =
∑
ω?
c?
ω − ω? . (222)
The poles ω? are known as quasinormal modes. They are
the basic ‘on shell’ excitations of the system. Taking the
Fourier transform of (222), we see that the (imaginary
part of the) quasinormal modes determine the rates at
which the system equilibrates [385].
Quasinormal modes do not indicate the re-emergence
of quasiparticles at T > 0. Instead, the imaginary and
real parts of ω? are typically comparable, so that each
modes does not represent a stable excitation. Long-lived
quasinormal modes, close to the real axis, can generi-
cally only arise in special circumstances (as we shall see):
as Goldstone bosons, Fermi surfaces and hydrodynamic
modes. Occasionally, poles that are somewhat close to
the real axis can produce features in spectral functions.
More typically, the spectral density will be seen to receive
contributions from a large number of quasinormal modes.
Nonetheless, quasinormal modes have a rich and con-
strained mathematical structure and, in the bulk, capture
essential features of gravitational physics.8 As T → 0,
the poles coalesce to form the branch cuts of (81). Some
quasinormal modes can survive as poles in the T = 0
limit, as we shall see in our later descriptions of nonzero
density states of holographic matter.
Perturbative computations at weak coupling lead to
branch cuts in T > 0 correlation functions. It is an open
8 A large part of the first gravitational wave signal detected by the
LIGO collaboration is the ‘ringdown’ of a quasinormal mode [4].
question whether these are artifacts of perturbation the-
ory – that the cuts break up nonpertubatively into finely
spaced poles at arbitrarily weak nonzero coupling – or
whether the cuts become poles at some finite interme-
diate coupling or perhaps only in the infinite coupling
limit [298; 349; 634]. In any case, in this section we elab-
orate on the description of strongly interacting T > 0
retarded Green’s functions given holographically in the
form (222).
The quasinormal frequencies can be computed, in prin-
ciple, from the formula for the holographic retarded
Green’s function in (158) above. Specifically, poles of
the retarded Green’s function occur at frequencies ω?
such that the corresponding perturbation δφ(r) of the
bulk solution [95; 674]
1. Satisfies infalling boundary conditions (162) at the
horizon.
2. Is normalizable at the asymptotic boundary, so that
δφ(0) = 0 in (101).
Satisfying the two conditions above typically leads to an
infinite discrete set of complex frequencies ω?. In partic-
ular, the infalling boundary conditions may be imposed
for real or complex frequencies.
A technical challenge that arises in numerical stud-
ies is the following: in the lower half complex frequency
plane, the infalling mode grows towards the horizon while
the unphysical ‘outfalling’ mode goes to zero (this fact is
seen immediately from (162)). This means that for fre-
quencies with large imaginary parts, imposing infalling
boundary conditions requires setting to zero a small cor-
rection to a large term, which can require high precision.
This problem is especially severe for infalling boundary
conditions at extremal horizons (as in e.g. (174)), where
one must set to zero an exponentially small correction to
an exponentially large term. To circumvent this prob-
lem, various numerical methods have been devised to di-
rectly obtain the quasinormal modes in asymptotically
AdS spacetimes. These include the use of truncated high
order power series expansions [385] and a method using
continued fractions [686]. For extremal horizons, a more
general method due to Leaver is necessary [491], as de-
scribed in [186].
Analytic computations of quasinormal modes are pos-
sible using WKB methods, suitably adapted to deal with
complex frequencies. These methods were pioneered in
[560]. While formally capturing modes at large frequen-
cies, the WKB formulae often give excellent approxima-
tions for ω? down to the lowest or second-lowest fre-
quency. Comprehensive results for planar AdS black
holes using this techniques can be found in e.g. [259; 574].
For example, for a scalar operator in a CFT3 with large
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FIG. 18 Quasinormal poles as a function of z. Hollow
dots denote quasinormal frequencies at z = 1. The arrows
show the motion of the poles as z is increased. For z ≥ d the
modes are all overdamped, lying along the negative imaginary
axis. All modes have momentum k = 0. [Figure adapted with
permission from [699]]
scaling dimension ∆ 1, cf. §3.3.2 above, one has [259]
ω
(n)
? = piT
(
±
√
3− 3i
)(
n+
1− 22/3
2
+
22/3
3
∆
)
+O
(
1
∆
)
.
(223)
These are results for zero momentum, k = 0. One corol-
lary of this result is that there are infinitely many quasi-
normal frequencies, extending down at an angle in the
complex frequency plane. The poles exist in pairs re-
lated by reflection about the imaginary frequency axis.
This follows from time reversal invariance, according to
which GR(−ω∗) = GR(ω)∗.
The quasinormal modes of scalar operators in quantum
critical theories with z > 1 have been studied in [699] as
function of scaling dimension ∆ of the operator and di-
mension d of space. The modes have momentum k = 0.
When z < d, the quasinormal modes are qualitatively
similar to those in CFTs (i.e. with z = 1). That is, they
extend down in the complex frequency plane similarly to
(223). However, for z ≥ d all quasinormal frequencies are
overdamped, with purely imaginary frequencies. This is
illustrated in figure 18. The density of states in these
quantum critical theories, on dimensional grounds, sat-
isfies ρ(ω) ∼ ω(d−z)/z [699]. Therefore, d < z implies a
large number of low energy excitations. Decay into these
excitations may possibly be the cause of the overdamped
nature of the modes. Precisely at z = d, the quasinormal
frequencies may be found analytically [699]. They have a
similar integrable structure to those of CFT2s [95; 674].
An example where a low-lying quasinormal mode im-
prints a feature on the conductivity along the real fre-
FIG. 19 |σ(ω)| in the lower half plane, with γ = 1/12
(top) and γ = −1/12 (bottom). The dominant features are
poles (blue) and zeros (red). The plot has been clipped at
e2|σ| = 2, the dark blue regions.
quency axis is the theory (207), Maxwell theory modified
by a coupling to the Weyl tensor, that we studied above.
Figure 19 plots |σ(ω)| in the lower half complex frequency
plane. This plot is obtained using the same Mathematica
code that produced Figure 17 above. A higher order se-
ries expansion has been used to set the initial conditions
close to the horizon and a higher WorkingPrecision has
been used in numerically solving the differential equation.
In the figure we see that γ = 1/12 leads to a pole on the
negative imaginary axis whereas γ = −1/12 leads to a
zero on the negative imaginary axis. These are responsi-
ble for the peak and dip seen in Figure 17, respectively.
The poles and zeros are exchanged in the two plots of
Figure 19. This is consistent with the fact that electro-
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FIG. 20 Motion of poles and zeros as γ is decreased. Crosses are poles and circles are zeros. Pais of poles and zeros
move to the imaginary frequency axis, and then move up and down the axis to annihilate with a zero or pole. In these plots
w = ω/(4piT ). [Figure taken with permission from [732]]
magnetic duality inverts the conductivity (220), and also,
for γ  1, sends γ → −γ. We thus learn that the zeros
of the conductivity in the complex frequency plane are
also important, as they become the poles of the particle-
vortex dual theory. A similar zero-pole structure to that
of Figure 19 is seen in other cases where particle-vortex
duality acts in nontrivial way, such as in a background
magnetic field [337]. We will discuss magnetic fields and
particle-vortex duality further in §5.7 below.
Beyond peaks or dips caused by specific poles or zeros,
one can use the lowest few poles and zeros to construct
a ‘truncated conductivity’ that accurately captures the
low frequency behavior of the conductivity along the real
frequency axis [732].
In the case of γ = 0, pure Maxwell theory in the bulk,
there are no quasinormal modes. Recall that the conduc-
tivity (206) is featureless in this case. It is instructive to
see how the quasinormal modes plotted in the previous
Figure 19 annihilate in a ‘zipper-like’ fashion as γ → 0.
Figure 20 shows that, as γ is lowered, pairs of zero and
poles move towards the imaginary frequency axis. Once
the pair reaches the axis, one moves up and the other
moves down the axis. The pole or zero that moves up
then annihilates, as γ → 0, with a zero or pole that is
higher up the axis. The poles and zero annihilate pre-
cisely at the Matsubara frequencies ωzipn = −2pinT i, with
n = 1, 2, 3, . . . [732].
A very important class of quasinormal poles are those
associated with hydrodynamic modes. Hydrodynamic
modes have the property that ω?(k)→ 0 as k → 0. These
modes are forced to exist on general grounds due to con-
servation laws (we will discuss hydrodynamics in §5) and
can usually be found analytically. In fact, relativistic hy-
drodynamics can be derived in some generality from grav-
ity using the ‘fluid/gravity’ correspondence [91]. We have
already computed a hydrodynamic quasinormal mode in
§3.4.3 above. In (199) we found the diffusion mode
ω?(k) = −iDk2 + · · · , (224)
together with a formula for D. Important early holo-
graphic studies of hydrodynamic modes in zero density
systems include [480; 613; 614], for CFT4s, and [368; 369]
for CFT3s. In addition to diffusive modes there are sound
modes, as we will discuss in §5.4.2. Finally, an inter-
esting perspective on hydrodynamic quasinormal modes
of black holes can be obtained by taking the number of
spatial dimensions d → ∞. In this limit aspects of the
gravitational problem simply and, in particular, the in-
fluence of black hole horizons on the geometry becomes
restricted to a thin shell around the horizon [241]. The
hydrodynamic quasinormal modes become a decoupled
set of modes existing in the thin shell around the hori-
zon, and can be studied to high order in a derivative
expansion [242].
In later parts of this review we shall come across other
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circumstances where ω? → 0: Goldstone modes, zero
temperature sound modes and Fermi surface modes.
3.5.2. 1/N corrections from quasinormal modes
We have said that quasinormal poles define the ‘on-
shell’ excitations of the strongly interacting, dissipative
finite temperature system. Virtual production of these
excitations in the bulk should be expected to contribute
to observables at subleading order in the large N expan-
sion (which, we recall, is the semi-classical expansion in
the bulk). Occasionally such a ‘one-loop’ effect in the
bulk can give the leading contribution to interesting ob-
servables. In the boundary theory, these effects either
correspond to non-equilibrium thermodynamic fluctua-
tions or else to physics that is suppressed because it in-
volves a number of modes that remains finite in the large
N limit (e.g. there might only be one Goldstone boson).
The usual Euclidean determinant formulae for the one-
loop correction to black hole backgrounds obscures the
physical role of quasinormal modes. The determinant
correction to the bulk partition function (20) takes the
schematic form
Z = det
(−∇2g?)±1 e−SE[g?] . (225)
Here g? denotes the (Euclidean) saddle point and
det
(−∇2g?) schematically denotes the determinants
corresponding to fluctuations about the background.
Bosonic determinants are in the denominator and
fermionic determinants in the numerator. In [186; 187]
formulae for these determinants were derived in terms of
the quasinormal modes of the fluctuations. For bosonic
fields, for instance, the formula is
1
det
(−∇2g?) = ePol
∏
ω?
|ω?|
4pi2T
∣∣∣∣Γ( iω?2piT
)∣∣∣∣2 . (226)
Here ω? are the quasinormal frequencies. Pol denotes a
polynomial in the dimension ∆ of the scalar field; this
term is determined by short distance physics in the bulk
and cannot contribute any interesting non-analyticities.
One-loop effects are mainly interesting, of course, insofar
as they can lead to non-analytic low energy (‘universal’)
physics. This also simplifies the calculation – we do not
wish to compute the whole determinant, but just to iso-
late the important part.
The formula (226) is useful for calculating the correc-
tion to thermodynamics quantities. One may also be
interested in non-analytic corrections to Green’s func-
tions. Here quasinormal modes also play an essential
role. We will sketch how this works, more details can
be found in [45; 122; 254; 330]. A typical one-loop cor-
rection ∆G to a Green’s function will be given by the
convolution of two bulk propagators. The finite tem-
perature calculation is set up by starting with periodic
Euclidean time. Fourier transforming in the boundary
directions, but working in position space for the radial
direction, the bulk Euclidean propagators take the form
G(iωn, k, r1, r2). Thus, schematically,
∆G(iωn, k) ∼ T
∑
m
∫
ddq
(2pi)d
∫
drdr′G1(iωm, q, r, r′)G2(iωm + iωn, q + k, r′, r) + (1↔ 2) . (227)
The second step is to re-express the correction in terms of retarded Green’s functions. This is achieved using standard
representations of the sum over Matsubara frequencies as a contour integral. See the references above. For bosonic
fields, this leads to, again schematically,
∆G(ω) ∼
∫
dΩ
2pi
∫
ddq
(2pi)d
∫
drdr′ coth
Ω
2T
Im
[
GR1 (Ω, q, r, r
′)GR2 (Ω + ω, q, r
′, r)
]
+ (1↔ 2) . (228)
We analytically continued the external frequency iωn →
ω and for simplicity set the external k = 0. We are in-
terested typically in small ω  T . The objective now is
to identify the most IR singular part of these integrals.
This looks challenging, in particular because of the in-
tegrals over the radial direction. However, if there is a
quasinormal frequency ω?(k) that goes to zero, say as the
momentum goes to zero, then one can isolate the singu-
lar contribution of this mode to the Green’s function [45].
Schematically,
GR(ω, k, r, r′) ∼ φ?(r)φ?(r
′)
ω − ω?(k) . (229)
Here φ?(r) is the radial profile of the quasinormal mode
with frequency ω?. In the numerator k can be set to
zero (in some cases the correct normalization of GR may
require overall factors of k). Hence, using the above for-
mula in (228), the radial integrals simply lead to a nu-
merical prefactor. The remaining integrals are then only
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in the field theory directions.
To illustrate how zooming in on the quasinormal mode
(229) picks out the singular physics of interest, consider
the case of long-time tails that appear in the electrical
conductivity. Here one is looking for a one-loop correc-
tion to the propagator of the bulk Maxwell field (pho-
ton). The one-loop diagram is one in which a photon
and a graviton run in the loop (there are no photon self-
interactions in Einstein-Maxwell theory). The retarded
Green’s functions of these bulk field each have a diffusive
quasinormal mode, corresponding to diffusion of charge
and momentum. Zooming in on these modes, and assum-
ing that the relevant frequencies will have Ω  T , the
integrals in (228) become, without keeping track of the
overall numerical prefactor,
∆GJxJx(ω)
∼
∫
dΩ
2pi
∫
ddq
(2pi)d
T
Ω
Im
[
q2
Ω + iD1q2
q2
Ω + ω + iD2q2
]
+ (1↔ 2)
∼
∫
ddq
(2pi)d
q2ω
ω2 +D22q
4
+ (1↔ 2)
∼
{
ω1/2 d = 1
ω logω d = 2
. (230)
The results (230) are precisely the well-known singular
‘late time tail’ contributions to GRJxJx(ω) in one and two
spatial dimensions. They lead to an infinite dc conductiv-
ity σdc = limω→0[GRJxJx(ω)/iω]. Because this effect has
arisen from a quantum correction to the bulk, the singu-
lar late time tails are suppressed in holographic theories
by factors of 1/N . This fact was first noted in [479]. The
logarithmic divergence in two spatial dimensions should
be negligible for most practical purposes. For instance,
weak translational symmetry breaking will lift the mo-
mentum diffusion mode that was important in the above
argument. Finally, we noted in §3.1 above that in CFT2s
there is no diffusion. Therefore the d = 1 result in (230)
does not apply to those cases.
The above outline is essentially enough to isolate the
singular effect in many cases. To obtain the correct nu-
merical prefactor, or to convince oneself that there are
no other singular contributions, substantially more work
is typically necessary [45; 122; 254; 330].
4. Compressible quantum matter
The condensed matter systems described in §2 had the
common feature of being at some fixed density of elec-
trons (or other quantum particles) commensurate with an
underlying lattice: this was important in realizing a low
energy description in terms of a conformal field theory.
However, the majority of the experimental realizations
of quantum matter without quasiparticle excitations are
not at such special densities. Rather, they appear at
generic densities in a phase diagram in which the density
can be continuously varied.
More precisely stated, the present (and following) sec-
tion will consider systems with a global U(1) symmetry,
with an associated conserved charge density ρ which can
be varied smoothly as a function of system parameters
even at zero temperature. The simplest realization of
such a system is the free electron gas, and (as is well
known) many of its properties extend smoothly in the
presence of interactions to a state of compressible quan-
tum matter called the ‘Fermi liquid’. The Fermi liquid
has long-lived quasiparticle excitations, and almost all
of its low temperature properties can be efficiently de-
scribed using a model of a dilute gas of fermionic quasi-
particles. Indeed, the term Fermi liquid is a misnomer:
the low energy excitations do not interact strongly as in
a canonical classical liquid like water.
Our interest here will be in realizations of compressible
quantum matter which do not have quasiparticle excita-
tions. One can imagine reaching such a state by turning
up the strength of the interactions between the quasipar-
ticles until they reach a true liquid-like state in which the
quasiparticles themselves lose their integrity.
Any compressible state has to be gapless, otherwise
the density would not vary as a function of the chemical
potential. The non-quasiparticle states of interest to us
typically have a scale-invariant structure at low energies,
and so it is useful work through some simple scaling ar-
guments at the outset. As in (122), we write for the T
dependence of the entropy density
s ∼ T (d−θ)/z , (231)
where d is the spatial dimensionality, z determines the
relative scaling of space and time and θ is the violation
of hyperscaling exponent (discussed in §2.2.2 above). In
the arguments that follow only the combination (d−θ)/z
appears. In the presence of a global conserved charge
density ρ, it is useful to introduce a conjugate chemical
potential µ, and consider the properties of the system as
a function of both µ and T .
Thermodynamics is controlled by a ‘master function’,
given by the pressure P (µ, T ) in the grand canonical en-
semble. Scale invariance implies that, so long as the
charge density operator does not acquire an anomalous
dimension (which it can, see §4.2.4 below), P is a function
of the dimensionless ratio µ/T :
P = T 1+(d−θ)/zF
(µ
T
)
. (232)
The charge density ρ and entropy density s are defined
as
ρ =
∂P
∂µ
= T (d−θ)/zF ′
(µ
T
)
, (233a)
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s =
∂P
∂T
= T (d−θ)/z
[(
1 +
d− θ
z
)
F
(µ
T
)
− µ
T
F ′
(µ
T
)]
.
(233b)
Using the thermodynamic identity
+ P = µρ+ Ts, (234)
where  is the energy density, we obtain
 =
d− θ
z
P. (235)
Theories accessible with conventional methods will
shortly be seen to have θ = 0 or θ = d − 1. The lat-
ter case arises when a Fermi surface contributes to the
critical physics. A simple model for theories with more
general θ consists of N  1 species of free Dirac fermions
with power-law mass distributions [437]. Other examples
are non-conformal large N supersymmetric gauge theo-
ries [208]. We do not know of any non-large N quantum
critical model which has other θ. Indeed, θ < 0 suggests
that the low energy theory ‘grows’ in dimensionality – as
the effective total number of spacetime dimensions with
hyperscaling violation is Deff. = z + d − θ – which may
require N → ∞ degrees of freedom. The emergence of
extra scaling spatial dimensions at low energies underlies
the appearance of θ < 0 in some holographic models with
known large N field theory duals, e.g. [293; 316].
The first subsection below describes various condensed
matter realizations of compressible quantum matter. The
subsequent subsections take a holographic approach. The
holographic realizations can be obtained by ‘doping’ a
strongly-coupled conformal field theory, although they
are also well-defined low energy fixed point theories in
their own right. We will compare the properties of holo-
graphic compressible matter with those of the condensed
matter systems in §4.1.
4.1. Condensed matter systems
We begin with a review of some basic ideas from the
Fermi liquid theory [603] of interacting fermions in d di-
mensions, expanding upon the discussion in §1.2. We
consider spin-1/2 fermions ckα with momentum k and
spin α =↑, ↓ and dispersion εk. Thus the non-interacting
fermions are described by the action
Sc =
∫
dτ
∫
ddk
(2pi)d
c†kα
(
∂
∂τ
+ εk
)
ckα . (236)
The fermion Green’s function under the free fermion ac-
tion Sc has the simple form
G0(k, ω) =
1
ω − εk . (237)
This Green’s function has a pole at energy εk with residue
1. Thus there are quasiparticle excitations with residue
Z = 1, with both positive and negative energies, as εk
can have either sign; the Fermi surface is the locus of
points where εk changes sign. The positive energy qausi-
particles are electron-like, while those with negative en-
ergy are hole-like i.e. they correspond to the absence of
an electron. A perturbative analysis [603] describes the
effect of interactions on this simple free fermion descrip-
tion. A key result is that the pole survives on the Fermi
surface: for small |εk|, the interacting fermion retarded
Green’s function takes the form
G(k, ω) =
Z
ω − ε˜k + iα ε˜2k
+Ginc , (238)
where ε˜k is the renormalized quasiparticle dispersion, α
is a numerical constant, 0 < Z < 1 is the quasiparticle
residue, and Ginc is the incoherent contribution which is
regular as ε˜k → 0. The Fermi surface is now defined
by the equation ε˜k = 0, and we note that the lifetime
of a quasiparticle with energy ε˜k diverges as 1/ε˜
2
k, indi-
cating that the quasiparticles are well-defined. Although
the interactions can renormalize the shape of the Fermi
surface, Luttinger’s theorem states that the volume en-
closed by the Fermi surface remains the same as in the
free particle case: ∫
ε˜k<0
ddk
(2pi)d
= ρ . (239)
In principle zeros of the Green’s function can con-
tribute to the Luttinger count [163; 473]. However, gen-
erally in gapless metallic systems they do not. This is be-
cause the Green’s function is complex, and so it requires
two conditions to find a zero of the Green’s function in
the complex plane. In d spatial dimensions, the locus of
zeros is a (d − 2)-dimensional surface, and so makes a
negligible contribution to the Luttinger computation. In
contrast, the locus of poles is (d − 1)-dimensional: the
physical structure of the Feynman-Dyson expansion for
fermions ensures that the locus of points where the real
part of G−1(k, ω = 0) vanishes coincides with the points
where the imaginary part vanishes, as is clear from the
structure of (238). Alternatively stated, the location of
the poles of G in (238) is independent of Ginc, while the
location of the zeros is not.
A universal description of the low energy properties of
a Fermi liquid is obtained by focusing in on each point
on the Fermi surface. For each direction nˆ, we define the
position of the Fermi surface by the wavevector ~kF(nˆ), so
that nˆ = ~kF(nˆ)/|~kF (nˆ)|. Then we identify wavevectors
near the Fermi surface by
~k = ~kF(nˆ) + k⊥ nˆ . (240)
Now we should expand in small momenta k⊥. For this,
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we define the infinite set of fields ψnˆa(k⊥), which are
labeled by the spin a and the direction nˆ, related to the
fermions c by
c~kα =
1√
SF
ψnˆα(k⊥), (241)
where ~k and k⊥ are related by (240), and SF is the area of
the Fermi surface. Inserting (241) into (236), expanding
in k⊥, and Fourier transforming to real space x⊥, we
obtain the low energy theory
SFL =
∫
dΩnˆ
∫
dx⊥ψ
†
nˆα(x⊥)
(
∂
∂τ
− ivF(nˆ) ∂
∂x⊥
)
ψnˆα(x⊥),
(242)
where the Fermi velocity is the energy gradient on the
Fermi surface vF(nˆ) = |∇kε~kF(nˆ)|. For each nˆ, (242) de-
scribes a fermion moving along the single dimension x⊥
with the Fermi velocity: this is a one-dimensional chiral
fermion; the ‘chiral’ refers to the fact that the fermion
only moves in the positive x⊥ direction, and not the neg-
ative x⊥ direction. In other words, the low energy theory
of the Fermi liquid is an infinite set of one-dimensional
chiral fermions, one chiral fermion for each point on the
Fermi surface. Apart from the free Fermi term in (242),
Landau’s Fermi liquid theory also allows for contact in-
teractions between chiral fermions along different direc-
tions [608; 664]. These are labeled by the Landau param-
eters, and lead only to shifts in the quasiparticle energies
which depend upon the densities of the other quasipar-
ticles. Such shifts are important when computing the
response of the Fermi liquid to external density or spin
perturbations.
The chiral fermion theory in Eq. (242) allows us to
deduce the values of the exponents characterizing the low
temperature thermodynamics of a Fermi liquid. We have
z = 1 , θ = d− 1 , (243)
from the linear dispersion and the effective dimensional-
ity d− θ = 1 of the chiral fermions.
For d > 1, interactions are irrelevant at a Fermi liquid
fixed point. The only exception to this last statement is,
with time-reversal invariance (that guarantees that if a
momentum ~k is on the Fermi surface then so is −~k), the
marginally relevant BCS instability leading to supercon-
ductivity at exponentially low temperatures [608; 664].
Hence, most ordinary compressible matter (such as the
electron gas in iron, or liquid helium) is a Fermi liquid.
Nonetheless, it is possible to find routes to destabilize the
Fermi liquid to obtain compressible states without quasi-
particles, as we detail in the following §4.1.1, §4.1.2 and
§4.1.3.
4.1.1. Ising-nematic transition
One route to non-Fermi liquid behavior is to study a
quantum critical point associated with the breaking of
a global symmetry in the presence of a Fermi surface.
This is analogous to our study in §2.1.1, where we con-
sidered spin rotation symmetry breaking in the presence
of massless Dirac fermions whose energy vanished at iso-
lated points in the Brillouin zone. But here we have a
(d − 1)-dimensional surface of massless chiral fermions,
and so they can have a more singular influence.
We describe here the field theory for the simplest (and
experimentally relevant) example of an Ising order pa-
rameter, represented by the real scalar field φ, associated
with the breaking of a point-group symmetry of the lat-
tice. Other order parameters which carry zero momen-
tum have similar critical theories; the case of non-zero
momentum order parameters which break translational
symmetry will be considered in §4.1.2.
Unfortunately, in this case the field theory cannot be
obtained by simply coupling the field theory of φ to the
chiral fermion theory in (242), and keeping all terms con-
sistent with symmetry. A shortcoming of the effective
action (242) is that it only includes the dispersion of the
fermions transverse to the Fermi surface. Thus, if we
discretize the directions nˆ, and pick a given point on the
Fermi surface, the Fermi surface is effectively flat at that
point. The curvature of the Fermi surface turns out to
be important at the Ising-nematic critical point [497]. So
we have to take the continuum scaling limit in a manner
which keeps the curvature of the Fermi surface fixed, and
does not scale it to zero. For this, as shown in Fig. 21,
we focus attention on a single arc of the Fermi surface
in the vicinity of any chosen point ~k0. With ~k0 chosen
as Fig. 21, let us now define our low energy theory and
scaling limit. Unlike the one-dimensional chiral fermions
which appeared in (242), we will now use a d dimen-
sional fermion ψα(x, y). Here x is the one dimensional
co-ordinate orthogonal to the Fermi surface, and ~y rep-
resents the (d − 1)-dimensional transverse co-ordinates;
expanding the dispersion in the vicinity of ~k0 (contrast to
the expansion away from all points on the Fermi surface
in (242)), we obtain the low energy theory [497]
Sψ =
∫
dτ
∫
dx
∫
dd−1y ψ†α
(
ζ1
∂
∂τ
− ivF ∂
∂x
− κ
2
∇2y
)
ψα.
(244)
We have added a co-efficient ζ1 to the temporal gradient
term for convenience: we are interested in ζ1 = 1, but the
disappearance of quasiparticles in the ultimate theory is
captured by the renormalization ζ1 → 0. Notice the ad-
ditional second-order gradients in y which were missing
from (242): the co-efficient κ is proportional to the cur-
vature of the Fermi surface at ~k0. There are zero energy
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FIG. 21 Fermionic excitations at the Ising-nematic
critical point. We focus on an extended patch of the Fermi
surface, and expand in momenta about the point ~k0 on the
Fermi surface. This yields a theory of d-dimensional fermions
ψ in (244). The coordinate y represents the d− 1 dimensions
parallel to the Fermi surface.
fermion excitations when
vFkx + κ
k2y
2
= 0, (245)
and so (245) defines the position of the Fermi surface,
which is then part of the low energy theory including
its curvature. Note that (244) now includes an extended
portion of the Fermi surface; contrast that with (242),
where the one-dimensional chiral fermion theory for each
nˆ describes only a single point on the Fermi surface.
The field theory for the Ising-nematic critical point
now follows the traditional symmetry-restricted route de-
scribed also in §2.1.1. We restrict our subsequent atten-
tion to the important case of d = 2, because this is the di-
mensionality in which quasiparticles are destroyed by the
critical fluctuations. We combine a field theory like (78)
for φ with a ‘Yukawa’ coupling λ between the fermions
and bosons
SIN = Sψ +
∫
dxdydτ
[
ζ2 (∂τφ)
2
+ ζ3 (∂xφ)
2
+ (∂yφ)
2
+ sφ2 + uφ4 + λφψ†αψα
]
. (246)
As usual, the coupling s is a tuning parameter across the
quantum critical point, and we are interested here in the
quantum state at the critical value s = sc. The theory
SIN has been much studied in the literature by a variety of
sophisticated field-theoretic methods [158; 497; 553; 563].
For the single fermion patch theory as formulated above,
exact results on the non-quasiparticle compressible state
are available. In the scaling limit, all the ζi → 0, and
the fermionic and bosonic excitations are both charac-
terized by a common emergent dynamic critical expo-
nent z. Their Green’s functions do not have any quasi-
particle poles (unlike (238)), and instead we have the
following scaling forms describing the non-quasiparticle
excitations:
Gψ(kx, ky, ω) ∼
Fψ
(
ω
(vFqx+(κ/2)q2y)
z
)
(vFqx + (κ/2)q2y)
1−η , (247a)
Gφ(kx, ky, ω) ∼ 1
q
(2z−1)
y
Fφ
(
ω
q2zy
)
, (247b)
where η is the anomalous dimension of the fermion, the
boson does not have an independent anomalous dimen-
sion, and Fψ,φ are scaling functions. Note that the cur-
vature of the Fermi surface, κ/vF, does not renormal-
ize, and this follows from a Ward identity obeyed by SIN
[553]. For the single-patch theory described so far, the
exact values of the exponents in d = 2 are [690]
z = 3/2, θ = 1, η = 0 . (248)
In the presence of additional symmetries in the prob-
lem, the single patch description is often not adequate.
Many important cases have inversion symmetry, and then
we have to include a pair of antipodal patches of the
Fermi surface in the same critical theory [553; 563]. The
resulting two-patch theory is more complicated, and ex-
act results are not available. Up to three loop order, we
find that η 6= 0, while the value z = 3/2 is preserved.
There is also a potentially strong instability to supercon-
ductivity in the two patch theory [555]. A strong super-
conducting instability is seen in Monte Carlo studies of
a closely related quantum critical point [493].
4.1.2. Spin density wave transition
Now we consider the case of an order parameter at
non-zero momentum leading to symmetry breaking in the
presence of a Fermi surface. The experimentally most
common case is a spin density wave transition, repre-
sented by a scalar field ϕa, with a = 1, 2, 3, very sim-
ilar to that found in §2.1.1 for the Gross-Neveu model.
The order parameter carries momentum K, and so the
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FIG. 22 Fermi surfaces of ψ1 and ψ2 fermions in the
plane defined by the Fermi velocities ~v1 and ~v2. The gapless
Fermi surfaces are one-dimensional, and are indicated by the
full lines. The lines intersect at the hot spot, which is the
filled circle at the origin.
condensation of ϕa breaks both spin rotation and trans-
lational symmetries. The scalar will couple to fermion
bilinears which also carry momentum K; as we are inter-
ested only in low energy fermionic excitations near the
Fermi surface, we need to look for “hot spots” on the
Fermi surface which are separated by momentum K. If
no such hot spots are found, then the Fermi surface can
be largely ignored in the theory of the transition, as it
is described by a conventional Wilson-Fisher theory for
the scalar ϕa. Here we consider the case where the hot
spots are present, and then there is a relevant Yukawa
coupling between ϕa and fermion bilinears spanning the
hot spots.
We consider the simplest case here of a single pair of
hot spots, described by the fermion fields ψ1α and ψ2α
representing points on the Fermi surface at wavevectors
k1 and k2. The low energy fermion action in (244) is now
replaced by
Sψ =
∫
dτ
∫
d2x
[
ψ†1α
(
∂
∂τ
− i~v1 · ∇x
)
ψ1α + ψ
†
2α
(
∂
∂τ
− i~v2 · ∇x
)
ψ2α
]
. (249)
Here we are again restricting attention to the important case of spatial dimension d = 2, ~v1 = ∇kεk|k1 is the Fermi
velocity at k1, and similarly for ~v2. In the ψ1,2 formulation, the configurations of the Fermi surfaces and hot spots
are shown in Fig. 22. The Fermi surface of the ψ1 fermions is defined by ~v1 · ~k = 0, and the Fermi surface of the
ψ2 fermions is defined by ~v2 · ~k = 0, and the hot spot is at k = 0. We assume here and below that ~v1 and ~v2 are
not collinear: the collinear case corresponds to the “nesting” of the Fermi surfaces, and has to be treated separately.
Finally, as in §4.1.1, we can couple these fermions to the scalar field ϕa and obtain the field theory for the onset of
spin density wave order in a metal [1]
Ssdw = Sψ +
∫
d2x
∫
dτ
[
(∇xϕa)2 + s (ϕa)2 + u
(
(ϕa)
2
)2
+ λϕaσaαβ
(
ψ†1αψ2β + ψ
†
2αψ1β
)]
. (250)
Here σa are the Pauli matrices. Notice the similarity of
Ssdw to the theory for the onset of antiferromagnetism
in the honeycomb lattice in §2.1.1: the main difference
is that the massless Dirac fermions (which are gapless
only at the isolated point k=0) have been replaced by
fermions with dispersion illustrated in Fig. 22 (which are
gapless on two lines in the Brillouin zone).
The non-Fermi liquid physics associated with the the-
ory Ssdw has been studied in great detail in the litera-
ture. The expansion in powers of λ is strongly coupled,
and a variety of large N and dimensionality expansions
have been employed [532; 554; 691]. We will not enter
into the details of this analysis here, and only mention a
few important points. The theory has a strong tendency
to the appearance of d-wave superconductivity, and this
has been confirmed in quantum Monte Carlo simulations
[84; 229; 501; 502; 655]. The non-Fermi liquid behavior
is characterized by a common dynamic critical exponent
z > 1 for both the fermions and bosons, but with no
violation of hyperscaling θ = 0 [333; 594]. The preserva-
tion of hyperscaling indicates that the critical non-Fermi
liquid behavior is dominated by the physics in the imme-
diate vicinity of the hot spot; the gapless Fermi lines (re-
sponsible for violation of hyperscaling in a Fermi liquid)
are subdominant in their non-Fermi liquid contributions.
4.1.3. Emergent gauge fields
Compressible quantum phases with topological order
and emergent gauge fields are most directly realized by
doping the insulating phases discussed in §2.1.3 by mobile
charge carriers. We can dope the resonating valence bond
state in Fig. 10a by removing a density p of electrons. We
are then left with a density 1−p of electrons on the square
lattice; this is equivalent to a density of 1+p holes relative
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to the fully filled band. However, as long as the emergent
gauge field of the parent resonating valence bond state
remains deconfined, it is more appropriate to think of
this system as having a density p of positively charged
carriers [621; 661]. As illustrated in Fig. 23, these charge
carriers can either remain as spinless fermionic holons hq,
or bind with the quanta of the neutral spin-1/2 scalars
zα in Fig. 10b to form fermions, dα, with electromagnetic
charge +e and spin S = 1/2 [447].
The final low energy description of this state is left with
two kinds of fermions, both of which carry the Maxwell
electromagnetic charge (which is a global U(1) symmetry,
as is conventional in the non-relativistic condensed mat-
ter contexts). There are the ‘fractionalized’ fermions, hq,
which carry charges ±1 under the emergent gauge field
Aµ of (91). And we have the ‘cohesive’ fermions, dα,
which are neutral under Aµ. The term ‘cohesive’ was in-
troduced in [354] in opposition to ‘fractionalized’; we will
see below that holographic descriptions of compressible
phases also lead naturally to such catergories of fermionic
charge carriers. So we can write down an effective low
energy theory for the fermions in the spirit of (236):
Shd =
∫
dτ
∫
d2k
4pi2
[
d†kα
(
∂
∂τ
+ Ed(k)
)
dkα +
∑
q=±1
h†kq
(
∂
∂τ
− iAτ + Eh(~k − q ~A)
)
hkq
]
, (251)
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FIG. 23 Schematic of a component of a state obtained
by doping the resonating valence bond state in Fig-
ure 10a by a density p of holes. The orange circles represent
spinless ‘holons’ hq of electromagnetic charge +e, and emer-
gent gauge charge q = ±1. The green dimers, dα are bound
states of holons and the zα quanta: the dα are neutral under
the emergent gauge field, but carry electromagnetic charge
+e and spin S = 1/2. Finally, the resonance of the blue and
green dimers is captured by the emergent gauge field Aµ.
where Ed(k) and Eh(k) are the dispersions of the cohe-
sive and fractionalized fermions respectively. Note that
the fractionalized fermions are minimally coupled to the
emergent gauge field.
A modified version of the Luttinger relation (239) also
applies in the presence of topological order [589; 661].
As the fractionalized fermions can convert into cohesive
fermions by binding with the zα, the relation only ap-
plies to the sum of the volumes enclosed by all the Fermi
surfaces [145; 616]
∑
α
∫
Ed(k)<0
d2k
4pi2
+
∑
q
∫
Eh(k)<0
d2k
4pi2
= p. (252)
This is expected to be an exact relationship, satisfied by
the fully renormalized excitations in the presence of the
gauge excitations, as long as the gauge field does not un-
dergo a confinement transition and preserves topological
order. In the confining case, the right hand side of (252)
would be 1 + p, as we would have to count all the holes,
not just those relavtive to the resonating valence bond
state.
Actually, there is an important feature we have glossed
over in the discussion so far of (252). The hq fermions
are minimally coupled to a U(1) gauge field, and this cou-
pling leads to a breakdown of the quasiparticle physics
near the Fermi surface. Indeed, the theory of the Fermi
surface coupled to a gauge field [553; 563] is nearly iden-
tical to that Ising-nematic transition discussed in §4.1.1.
The field theory (246) applies also to the gauge field prob-
lem, with the scalar field φ representing the component
of the gauge field normal to the Fermi surface (in the
Coulomb gauge). Consequently, much of the analysis for
the structure of the excitations near the Fermi surface can
be adapted from the Ising-nematic analysis summarized
in §4.1.1. Despite the absence of quasiparticles, however,
the position of the Fermi surface in Brillouin zone can
be defined precisely. Now, rather then the quasiparticle
condition Eh(k) = 0 used naively in (252), we have the
more general condition on the hq fermion Green’s func-
tion [653]
G−1h (k, ω = 0) = 0. (253)
With this modification, the Luttinger relation in (252)
continues to apply to this realization of compressible
60
quantum matter without quasiparticles (similar relations
also apply to the examples discussed in §4.1.1 and §4.1.2).
As discussed below (239), we need not consider the zeros
of Gh.
The reader is referred to separate reviews [643; 644] for
discussions of the applications of models of Fermi surfaces
coupled to emergent gauge fields to the physics of the
optimally doped cuprates.
4.2. Charged horizons
A simple way to obtain compressible quantum phases
in holography is by adding a chemical potential µ to the
strongly interacting holographic scale invariant theories
described in §2.2. We are ultimately interested in the uni-
versal low energy dynamics of these compressible phases.
For such questions it does not matter precisely which high
energy starting point we use to obtain the compressible
matter. It is convenient, then, to take CFTs (z = 1
and θ = 0) as the UV completion of the IR compress-
ible phase. This is analogous, for instance, to obtaining
a Fermi liquid by ‘doping’ the particle-hole symmetric
point of graphene.
The chemical potential µ is the source for the charge
density operator ρ = J t in the field theory. As explained
around equation (40) above, and elaborated in §3.4, the
bulk field dual to the charge current Jµ is a bulk Maxwell
field Aa. In particular, ρ is dual to At in the bulk. The
holographic dictionary implies that µ and ρ are contained
in the near boundary (r → 0) expansion of At according
to
At = µ− e
2ρ
Ld−2(d− 1)r
d−1 + · · · . (254)
This expression – which combines (182a) and (183a)
above – has assumed that near the boundary the Maxwell
field is described by the Maxwell action (177) in an
AdSd+2 background. This is typically the case for the
class of doped holographic CFTs we will be considering.
Away from the boundary, the Maxwell field will back-
react on the geometry. This is the difference with §3.4,
where the Maxwell field was treated as a perturbation in
order to obtain correlation functions in the zero density
theory.
The asymptotic behavior (254) implies the presence
of a bulk electric field in the radial direction. Near the
boundary
Er =
√−gF tr = −√−ggttgrr∂rAt = e2ρ . (255)
Thus the charge density of the field theory is precisely
given by the asymptotic electric flux in the bulk. This
bulk electric field is subject to Gauss’s law (in the bulk).
Therefore it must either originate from charged matter
in the interior of the bulk geometry or the electric field
Charge 
densityElectric flux+
+ ++
+
Charge 
densityElectric flux
+
+
+
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+
Charged 
condensate
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FIG. 24 Fractionalized vs. cohesive charge. Top: The
electric flux dual to the field theory charge density emanates
from a charged event horizon. The charge is said to be ‘frac-
tionalized’. Bottom: The electric flux is instead sourced by a
condensate of charged matter in the bulk. The charge is said
to be ‘cohesive’. Figures taken from [335] with permission.
lines must emanate from a charged horizon. We will see
that these two possibilities respectively correspond to the
‘cohesive’ (a term coined by [354]) and ‘fractionalized’
charge densities discussed briefly in §4.1.3.
We saw in previous sections that much of the tech-
nical novelty of holographic quantum matter has to do
with the geometrization of dissipation by classical event
horizons. Similarly, the most novel – and indeed the sim-
plest – compressible phases arising holographically will be
those in which the interior IR geometry is described by
a charged horizon. We will start with these cases. These
horizons can suffer instabilities leading to the sponta-
neous emission of charged matter from the black hole.
Fermionic charged matter in the bulk will be discussed
in §4.5 below whereas bosonic charged matter will be the
subject of §6. The different scenarios are illustrated in
figure 24.
4.2.1. Einstein-Maxwell theory and AdS2 × Rd (or, z =∞)
The simplest holographic theory with the required in-
gredients to describe compressible states of matter is
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Einstein-Maxwell-AdS theory. This theory describes the
interaction of the metric g with a Maxwell field A via the
action
S =
∫
dd+2x
√−g
[
1
2κ2
(
R+
d(d+ 1)
L2
)
− 1
4e2
F 2
]
.
(256)
Einstein-Maxwell theory will be seen to describe a com-
pressible phase with quite remarkable low temperature
properties. Some of these remarkable properties have
proven unpalatable to many, for reasons we shall see,
leading to the introduction of the more complicated the-
ories considered in later subsections. Nonetheless, the
nontrivial and exotic physics captured by this simplest
of holographic theories may yet contain clues about the
dynamics of strongly interacting compressible phases of
electronic matter.
The charged black hole solutions of (256) were studied
in some detail shortly after the discovery of holography
[127], but gained a new lease of life in the application of
holographic methods to quantum matter. Both in early
and more recent work, Einstein-Maxwell theory is some-
times studied as a special case of a more general classes
of gravitational theories that are dual to specific super-
symmetric field theories such as N = 4 SYM theory at
a nonzero chemical potential, e.g. [155; 156; 675]. This
is because N = 4 SYM admits three commuting global
U(1) symmetries, and Einstein-Maxwell theory describes
the case in which the corresponding three chemical po-
tentials are all equal.
The charged black hole solutions to (256) are relatively
simple and well known. We shall simply quote the black
hole metric and Maxwell field. In the following subsec-
tion we will describe in detail how to find more gen-
eral charged black hole solutions, and the present planar
Reissner-Nordstro¨m-AdS (AdS-RN) geometry is a spe-
cial case of that discussion. We will restrict to d > 1 for
simplicity. The metric is
ds2 =
L2
r2
(
−f(r)dt2 + dr
2
f(r)
+ d~x2d
)
, (257)
where the radial function is
f(r) = 1−
(
1 +
r2+µ
2
γ2
)(
r
r+
)d+1
+
r2+µ
2
γ2
(
r
r+
)2d
.
(258)
The spacetime therefore has a horizon at r = r+, and
tends to AdSd+2 near the boundary as r → 0. We have
grouped various coefficients into
γ2 =
d
d− 1
e2L2
κ2
. (259)
This constant determines the relative strengths of bulk
gravitational and electromagnetic interactions. The
background Maxwell potential is
At = µ
[
1−
(
r
r+
)d−1]
. (260)
Note that At vanishes on the horizon. This boundary
condition is necessary for the Wilson loop of the Maxwell
field around the Euclidean thermal circle to be regular
as r → r+, where the thermal circle shrinks to zero (see
figure 13 above). Comparing with the near-boundary ex-
pansion (254), we see that the black hole carries a charge
density
ρ =
(d− 1)Ld−2
e2rd−1+
µ . (261)
Finally, the temperature is found following the procedure
described in §2.3.1 to be
T =
1
4pir+
(
d+ 1− (d− 1)r
2
+µ
2
γ2
)
. (262)
This expression is readily inverted to obtain an explicit
but slightly messy formula for r+ in terms of T and µ.
The limiting behaviors are
r+ ≈

d+ 1
4piT
µ T√
d+ 1
d− 1
γ
µ
µ T
(263)
From the high temperature behavior in the first line
above, it is straightforward to see (from the fact that r+
is becoming small, i.e. close to the boundary at r = 0)
that the solution becomes the AdS-Schwarzchild black
brane geometry together with an electric field. In con-
trast, in the second line we see that the horizon remains
of nonvanishing size as the temperature is taken to zero.
That behavior is very different from the neutral AdS-
Schwarzchild solution.
The entropy density is obtained from the horizon area
according to (122). Using the horizon radius (263), in
the low temperature limit one obtains
s =
2piLd
κ2rd+
∼ µd as T → 0 . (264)
In particular, the entropy density is finite at T = 0. This
is a violation of the third law of thermodynamics; mollify-
ing this feature was an important goal driving the study
of the more general Einstein-Maxwell-dilaton models dis-
cussed below. See however the final paragraph of this
section: the solvable SYK model has lead to some intu-
ition for how the absence of quasiparticles can lead to a
proliferation of low energy states. In the remainder of
this subsection we will trace the origin of the zero tem-
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perature entropy density to the fact that this theory has
an emergent IR scaling symmetry with z = ∞. Taking
z →∞ (with θ finite) indeed leads to a zero temperature
entropy density. Recall that according to (122) or (231),
s ∼ T (d−θ)/z → const. as z →∞.
In later sections we will see how z = ∞ describes a
phase of quantum critical matter with fascinating prop-
erties. Because z = ∞ implies that time scales but
space does not, momentum is dimensionless under the
scaling symmetry. Thus low energy critical excitations
are present at all momenta, not just small momenta (as
would be the case for any finite z, wherein ω ∼ kz). This
fact allows fermions living at a Fermi momentum kF to
interact strongly with the critical sector (see §4.4). It
also allows momentum non-conserving scattering due to
a lattice at wavevector kL to participate strongly in the
critical dynamics (see §5.6.4). More generally, z = ∞
criticality is compatible, in principle, with arbitrary spa-
tial inhomogeneity. Both of these features – quantum
criticality compatible with a Fermi surface and with mo-
mentum relaxation – are desirable and difficult to achieve
in other kinematic frameworks.
For completeness, note that with the entropy density
(264) and charge density (261) at hand, the energy den-
sity and pressure can be obtained from the general ther-
modynamic relations (234) and (235). In the latter equa-
tion, relating energy and pressure, one should put z = 1
and θ = 0, as this is a UV relationship that holds for all
states in the doped CFT. We will expand more on this
point in the last paragraph of §4.2.3 below. While the low
temperature scaling of the entropy density is determined
purely by IR data (the horizon), this is not the case for
the energy density and pressure, that receive contribu-
tions from all energy scales.
The near-horizon regime of the black hole spacetime
will be seen to control all low energy dissipative processes.
It is therefore very important to determine exactly what
this geometry is. To do so, let us switch to the new
coordinate
ζ =
1
r∗ − r
r2∗
d(d+ 1)
, (265)
where we have defined
r∗ =
√
d+ 1
d− 1
γ
µ
, (266)
as the T = 0 limit of the horizon location. Let us tem-
porarily fix T = 0 exactly. Then ζ →∞ as we approach
the horizon. Switching from the r coordinate to ζ, as
ζ →∞ the geometry (257) becomes:
ds2 = L22
−dt2 + dζ2
ζ2
+
L2
r2∗
d~x2d . (267)
This near-horizon geometry is an AdS2 × Rd spacetime
d+2
r
r
d+1
d+1
FIG. 25 Emergence of AdS2. A CFT, dually described by
Einstein-Maxwell theory in the bulk, is placed at a nonzero
chemical potential. This induces a renormalization group flow
in the bulk, leading to the emergence of semi-locally critical
AdS2×Rd in the far IR, near horizon region. Figure adapted
with permission from [413].
[255; 283]. The radius of the emergent AdS2 is
L2 ≡ L√
d(d+ 1)
< L, (268)
and we will see in §6.2 that this fact has implications for
possible instabilities of the near-horizon geometry. Fur-
thermore, we see that the emergent scaling regime in the
IR does not involve the spatial coordinates! The scaling
symmetry is simply ζ → λζ, t → λt. Following the dis-
cussion around (93) above, we obtain a dynamic critical
exponent z = ∞; such a theory is called locally criti-
cal, or more properly, as we will see, semi-locally critical
[414]. As we have mentioned, semi-local criticality leads
to interesting physics, that we will return to later in this
chapter. Figure 25 illustrates the emergence of the semi-
local criticality from a doped CFT.
Finally, let us add a small nonzero temperature T . The
location of the horizon shifts to
r+ = r∗
[
1− 2piγ
2T
(d− 1)µ2r∗
]
+ O
(
T 2
) ≡ r∗(1− δ). (269)
In this case, we change the definition of ζ slightly:
ζ =
1
r∗(1− δ(d− 1)/d)− r
r2∗
d(d+ 1)
. (270)
The near-horizon metric now becomes
ds2 ≈ L
2
2
ζ2
(
−f2(ζ)dt2 + dζ
2
f2(ζ)
)
+
L2
r2∗
d~x2d , (271)
where
f2(ζ) = 1− ζ
2
ζ2+
and ζ+ ≡ 1
2piT
. (272)
Indeed, as one might have guessed, the emergent geome-
try is Rd times an AdS2-Schwarzchild black brane. That
is to say, the event horizon is contained within the emer-
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gent low energy AdS2 geometry. The nonzero tempera-
ture near horizon geometry (271) will control all of the
dissipative physics of the theory at low temperatures and
low energies {ω, T}  µ. Once T ∼ µ, this emergent
scaling geometry disappears, swallowed by the horizon,
and we transition back to the AdSd+2 black brane.
The spacetime AdS2 × Rd is a solution of Einstein-
Maxwell theory in its own right. While we have obtained
the geometry as the low energy description of a CFT de-
formed by a chemical potential, it should more properly
be considered as a self-contained fixed point theory. The
AdS2 × Rd solution by itself will capture all of the uni-
versal low energy physics. Indeed, for instance, a small
temperature leads to Schwarzschild-AdS2 ×Rd, which is
also a solution on its own. We will see many examples of
how the IR fixed point geometry controls the low energy
physics below.
The emergent semi-locally critical regime described
above is a critical phase. No parameter has been tuned to
obtain the quantum criticality. Indeed, within the bulk
Einstein-Maxwell theory there is no extra parameter to
tune. We simply started with a CFT in the UV and de-
formed by a chemical potential. In more general bulk
theories, with extra fields, there can be relevant defor-
mations of the locally critical IR geometry.
It must be kept in mind that a non-zero entropy in the
zero temperature limit (which appears in locally criti-
cal theories with z = ∞) does not imply an exponen-
tially large ground state degeneracy. In a system with
N degrees of freedom, there are eαN states (for some
constant α), and so the typical energy level spacing is
of order e−αN . In systems with quasiparticles, the spac-
ing of the lowest energies near the ground state is no
longer exponentially small in N , and the zero tempera-
ture limit of the entropy vanishes. In the present holo-
graphic system, the energy level spacing remains of or-
der e−αN even near the ground state: this understanding
has emerged from studies of the SYK models, which we
will describe in §5.11. These models, and their holo-
graphic duals, allow a systematic study of 1/N correc-
tions [26; 244; 272; 536; 537; 609], and the locally crit-
ical scaling holds down to the smallest values of (total
energy)/N .
4.2.2. Einstein-Maxwell-dilaton models
The next simplest set of holographic models are
Einstein-Maxwell-dilaton (EMD) theories. The bulk ac-
tion takes the general form
S =
∫
dd+2x
√−g
[
1
2κ2
(
R− 2(∂Φ)2 − V (Φ)
L2
)
−Z(Φ)
4e2
F 2
]
. (273)
In particular, the Einstein-Maxwell action (256) has been
enhanced to include an additional scalar field Φ, the ‘dila-
ton’ (the term is used loosely here). In consistent trun-
cations of string theory backgrounds, such scalars are
ubiquitous. We gave some examples in §1.9 above. The
general class of bulk theories (273) is divorced from any
particular string theoretic realization, and is instead used
to explore the space of possible behaviors of the bulk
spacetime. Early papers that studied this class of theo-
ries as holographic models of compressible matter include
[130; 289; 316; 406; 703]. In the following subsection we
will see that these theories lead to a wealth of new emer-
gent critical compressible phases, now with a range of
possible values of the exponents z and θ. Before that, we
illustrate how one goes about finding the bulk equations
of motion from an action such as (273).
When looking for rotationally and translationally in-
variant states, the bulk fields will only have a nontrivial
dependence on the radial coordinate, r. Therefore, the
bulk equations of motion reduce to ordinary rather than
partial differential equations. To find these differential
equations we make the following ansatz for the dilaton,
electrostatic potential and metric
Φ = Φ(r) , A = p(r)dt ,
ds2 =
L2
r2
[
a(r)
b(r)
dr2 − a(r)b(r)dt2 + d~x2d
]
. (274)
There is some choice in how the metric components are
parametrized. The choice made above (see e.g. [520])
proves convenient as near a black hole horizon at r = r+,
b(r) ≈ 4piT (r+ − r), (275)
regardless of other fields. In the coordinates in which the
metric (274) has been written, spatial infinity is at r = 0.
If we are working in an asymptotically AdS spacetime,
dual to a ‘doped CFT’ as described at the start of this
§4.2, then a(0) = b(0) = 1.
On the ansatz (274), the Einstein-Maxwell-dilaton
equations of motion become
−da
′
ra
= 2Φ′2, (276a)
rda
(
(ab)′
ard
)′
=
κ2
e2L2
2r2p′2, (276b)(
Zp′
ard−2
)′
= 0, (276c)
4
(
b
rd
Φ′
)′
=
a
rd+2
∂V
∂Φ
− κ
2
e2L2
p′2
ard−2
∂Z
∂Φ
. (276d)
In order, these equations come from the rr and tt compo-
nents of Einstein’s equation, the tt and ii components of
Einstein’s equation, the t component of Maxwell’s equa-
tion, and the dilaton equation. In fact, the Maxwell
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equation above is simply Gauss’ Law. After integrating
this equation, from (255) we can interpret the integration
constant as the charge density ρ of the black hole horizon
(and the dual field theory):
ρ = −L
d−2
e2
Zp′
ard−2
. (277)
Here a is directly determined by the dilaton profile using
(276a); and then the gauge field p is determined from a
and Φ through Gauss’s law. The coefficient b is related
to the gauge field through (276b) – in the case where the
black hole is uncharged, then we find that the computa-
tion of b(r) for a black hole geometry reduces to a first
order differential equation.
Although (276) can be derived by hand, in practice it is
helpful to use differential geometry packages to evaluate
the Ricci tensor in Einstein’s equations. For convenience,
we provide below the Mathematica code necessary to ob-
tain (276), employing the RGTC package. The code below
will only solve the equations in a specific spacetime di-
mension d = 2, but is easily changed for any d of interest:
% define the coordinate labels
coords = {r,t,x,y};
% define the metric ansatz
g = DiagonalMatrix[{a[r]*L^ 2/(r^ 2*b[r]), -a[r]*b[r]*L^ 2/r^ 2, L^ 2/r^ 2, L^ 2/r^ 2}];
% generate RMN , RMNRS etc.
RGtensors[g, coords, {0, 0}];
% define the ansatz for Φ
Phi := phi[r];
% define the 1-form ∇MΦ.
dPhid := covD[Phi];
% define the ansatz for AM ; the d label reminds us that the index is down
Ad := {0, p[r], 0, 0};
% define FMN
Fdd := Transpose[covD[Ad]] - covD[Ad];
% define FMN ; raise indices
FUU := Raise[Fdd, 1, 2];
% Φ contributions to the right hand side of Einstein’s equations; multiplying tensors together
PhiTdd := 2*Outer[Times,dPhid,dPhid] - (Contract[Outer[Times,dPhid,gUU,dPhid],
{1,2},{3,4}] + V[Phi])*gdd/2;
% F 2 contributions to the right hand side of Einstein’s equations
F2scalar := Contract[Outer[Times, Fdd, FUU], {1, 3}, {2, 4}];
F2Tdd := Z[Phi]*(Contract[Outer[Times, Fdd, gUU, Fdd], {2, 3}, {4, 6}] -
F2scalar*gdd/4);
% Einstein’s equations; the output is a (0, 2) tensor, and vanishes on-shell
EOM1 := Rdd - R*gdd/2 - k^ 2/e^ 2 * F2Tdd - PhiTdd;
% Maxwell’s equations; the output is a (1, 0) tensor
EOM2 := covDiv[Z[r]*FUU, {1, {2}}];
% dilaton equation
EOM3 := 4*covDiv[Raise[dPhid,1],1] - V’[Phi]/L^ 2 - Z’[Phi] * F2scalar * k^ 2/(2*e^ 2);
Given this code, one finds a messy set of equations.
With a little practice one can gain intuition for re-
organizing them into more transparent forms such as
(276).
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4.2.3. Critical compressible phases with diverse z and θ
In Einstein-Maxwell theory we explained that the uni-
versal low energy and low temperature physics is deter-
mined by an emergent near horizon AdS2×Rd spacetime.
We also noted that this scaling geometry was a solution
of the Einstein-Maxwell equations of motion on its own.
The same phenomenon occurs for an important class of
potentials V and Z in Einstein-Maxwell-dilaton theory
(273). In this section we describe the IR scaling solu-
tions that arise, leading to critical phases of compressible
holographic matter. Following the presentation of [404],
we parametrize these solutions in terms of “arbitrary” z
and θ, up to some constraints which we note below.
Start at zero temperature. We look for a scaling solu-
tion by plugging the ansatz
a = a∞ r−(d(z−1)−θ)/(d−θ) , (278a)
b = b∞ r−(d(z−1)+θ)/(d−θ) , (278b)
into the equations of motion (276). This ansatz corre-
sponds to the same form of metric as considered in the
hyperscaling-violating solutions of §2.2.2 above, albeit in
a different coordinate system. Namely,
ds2 =
L2
r2
(
−a∞b∞r−2d(z−1)/(d−θ)dt2
+
a∞
b∞
r2θ/(d−θ)dr2 + d~x2d
)
. (279)
This metric can be put into the form (106) through the
coordinate change r → r1−θ/d. Thus we see that z is
the dynamic exponent and θ the hyperscaling violation
exponent. The difference with the discussion in §2.2.2 is
the presence of a Maxwell field. From (276a) we find that
the dilaton
Φ = Φ0 log
r
r0
, (280)
with Φ20 = d[d(z − 1) − θ]/[2(d − θ)] and r0 a constant
related to the crossover out of the IR scaling region. The
presence of the dimensionful quantity r0 in the solution
is nontrivial, as we discuss below. As Φ(r) must be real,
we see that
d(z − 1)− θ
d− θ ≥ 0. (281)
This constraint is also implied by the null energy condi-
tion, as we noted in §2.2.2.
One can now use the remainder of the equations of
motion to show that
V (Φ) = −V0 e−βΦ, (282a)
Z(Φ) = Z0 e
αΦ, (282b)
with
α2 =
8(d(d− θ) + θ)2
d(d− θ)(dz − d− θ) , (283a)
β2 =
8θ2
d(d− θ)(dz − d− θ) . (283b)
The exact prefactors V0 and Z0 can be found in [404; 520].
Finally, one finds that the scalar potential
p = p∞ r−d−dz/(d−θ) , (284)
with the prefactor fixed by (276b).
Logically speaking, of course, the theory with poten-
tials V and Z is prior to any specific solution. With this
in mind, the results in the previous paragraph can be
rephrased as follows: If the potentials V and Z in the
Einstein-Maxwell-dilaton action behave as (282) to lead-
ing order as Φ → ∞, then the theory admits the above
emergent low energy scaling solution in the far interior
as r →∞ (according to (280), Φ→∞ as r →∞ ). The
critical exponents z and θ are determined by α and β
according to (283).
If we start with a doped CFT in the UV (r → 0), the
above (z, θ) scaling solutions will emerge in the far in-
terior of the spacetime (r → ∞), in just the way that
AdS2 × Rd emerged in Einsten-Maxwell theory. Generi-
cally the full interpolating geometry – solving the equa-
tions of motion (276) at all r – can only be found numeri-
cally. Let us stress again, however, that all of the univer-
sal low energy physics will be determined by the scaling
solution. We will see many examples of this shortly. At
T = 0, the only scale in the theory is the charge density
ρ induced by doping the CFT. This determines a radial
scale
r∗ = ρˆ−1/d , (285)
with
ρˆ ≡ e κ
Ld−1
ρ . (286)
One expects to find that near the boundary, for 0 < r .
r∗, the geometry will be approximately AdS, whereas in
the interior, for r∗ . r, the geometry will be of the (z, θ)
scaling form. Thus the charge density sets the UV cutoff
for the emergent scaling region. The factors of e, κ, L in
(286) are obtained as follows. If we perform the rescaling
p = (eL/κ)pˆ, and switch to the coordinate rˆ = r/r∗, then
all dimensionful quantities drop out of the equations of
motion (276).
The T = 0 scaling geometries are generally singular
in the far IR, as r → ∞. The metrics typically have
naked or null curvature singularities. Furthermore, the
blowup of the dilaton field indicates the onset of quan-
tum gravity or string theory effects at large r. For dis-
cussions of the singular nature of these solutions from
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various angles see [72; 130; 208; 329; 396; 406; 663]. As
we shall see, the singularities are sufficiently mild that in-
falling boundary conditions can consistently be imposed
at the T = 0 ‘horizons’, and the computations of ther-
modynamic and linear response quantities in these back-
grounds make sense. Nonetheless, the singularities mean
that the low energy limit ultimately does not commute
with the large N classical limit for these backgrounds.
While at large N , then, classical gravity describes scale-
invariant compressible phases of matter over a paramet-
rically large range of energy scales, the ’t Hooft limit
is not strong enough to uncover new strictly controlled
finite density T = 0 fixed points in these cases. An ex-
ception seems to be when z = 1 + θ/d, in which case the
IR geometry is not singular [499; 663]. These regular ge-
ometries saturate the first of the null energy constraints
in (112) and deserve further attention.
A class of black hole solutions to (276) can be found
analytically. These will describe the universal low en-
ergy physics of the critical phase at temperatures 0 <
T  κ/(eL)µ. The second inequality corresponds to the
temperature below which the bulk event horizon will be
well within the IR scaling region – see the discussion be-
low (286) above. The solution is found by noting that
(276b) is satisfied (in the IR scaling region) by
b(r) = bT=0(r) + constant× rd+1. (287)
Hence, we can add a black hole horizon by setting
b(r) = b∞r−(d(z−1)+θ)/(d−θ)
[
1−
(
r
r+
)d(1+z/(d−θ))]
.
(288)
Using (275), the horizon radius is related to the temper-
ature by
r+ =
(
4piT
db∞
d− θ
d− θ + z
)−(1−θ/d)/z
, (289)
and hence the entropy density
s ∼ T (d−θ)/z. (290)
This is the expected scaling (231). In particular, for gen-
eral values of d − θ > 0 and z, the entropy s → 0 as
T → 0 and the third law of thermodynamics holds true.
Furthermore, at any finite T > 0 the geometric singu-
larities are hidden behind a black hole horizon, and so
in this sense the singular nature of the IR geometry is
‘good’ [305].
An interesting limit of this class of solutions is to take
[37; 359]
z →∞ with − θ
z
≡ η > 0 fixed. (291)
This limit retains the interesting phenomenology of z =
∞ fixed points without a zero temperature entropy den-
sity (s ∼ T η → 0). Furthermore, the simplest string the-
ory realizations of Einstein-Maxwell-dilaton theory turn
out to realize this limit [155; 316].
The following sections will characterize the spectrum
of fluctuations about these backgrounds in some detail.
We can make a quick prior comment. In hyperscaling-
violating geometries (θ 6= 0) a dimensionful scale does
not decouple at low energy (e.g. r0 in (280) or R in
(106)). This means that observables computed in these
backgrounds are not guaranteed to take a scale-invariant
form. For instance, consider a scalar field ϕ in the bulk
(not the dilaton, an additional scalar dual to some scalar
operator in the boundary QFT). The quadratic action
for the scalar field might take the general form
Sφ = −1
2
∫
dd+2x
√−g ((∂ϕ)2 +B(Φ)ϕ2) . (292)
For a simple mass term, B(Φ) = m2/L2, it is straight-
forward to show that for θ 6= 0 these dual operators
are gapped, with a large separation Green’s function
G(x) ∼ e−mx [208]. However, if B(Φ) ∼ e−βΦ as Φ→∞,
so that on the background scaling solution
B(Φ(r)) =
B0b(r)
L2a(r)
, (293)
then in the IR, this scalar has Green’s functions of the
form G(x) ∼ x−2∆′ , with the dimension ∆′ given by [514]
B0 =
d2
(d− θ)2
[(
∆′ − d+ z
2
)2
−
(
d− θ + z
2
)2]
.
(294)
In the following sections we will see that interesting op-
erators such as the electric current (whose correlators de-
termine the electrical conductivity) are like this second
case: the fluctuations inherit scaling properties from the
background. This will allow us to discuss power laws in
transport in terms of the exponents {z, θ}.
Finally, a comment about the thermodynamical rela-
tion (232) in a theory with exponents z and θ. We are
considering the case in which the (z, θ)-scaling is obtained
as the IR limit of an asymptotically AdS spacetime in the
UV (a doped CFT). If we apply the holographic dictio-
nary to obtain the thermodynamic variables, we will find
that (232) is satisfied, but with z = 1 and θ = 0, indepen-
dently of the emergent IR scaling. However, (232) is not
optional for the IR theory — in particular, (235) follows
from a Ward identity in a Lifshitz theory [397]. The res-
olution to this apparent tension is that there will be an
‘emergent stress tensor’ Tµν (generally with Tti 6= Tit),
distinct from from the UV Tµν , and this will obey the
emergent Lifshitz Ward identities: see e.g. [474].
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4.2.4. Anomalous scaling of charge density
To fully characterize the scaling backgrounds described
in the previous paragraph, and other closely related solu-
tions, a third critical exponent – beyond z and θ – turns
out to be necessary [273; 291; 292; 294; 436]. In terms
of the bulk solution, while θ determines the anomalous
power with which the overall metric scales, the new expo-
nent Φ will determine the anomalous scaling of the bulk
Maxwell field, relative to that expected given z and θ. For
instance, if we put θ = 0 in the near-horizon scaling of the
EMD metric components (278) and Maxwell field (284)
then we find gtt ∼ r−2z as expected, but At ∼ r−d−z.
This expression for the bulk Maxwell field has an extra
factor of r−d relative to that required by a strict Lifshitz
scale invariance. Clearly, then, an additional exponent is
necessary to characterize the solution.
A natural expectation is that this extra exponent leads
to an anomalous scaling dimension for the charge density
operator, so that (see e.g. the discussion in [346])
[ρ] = d− θ + Φ . (295)
Here [x] is the momentum dimension of x. Conventional
wisdom is that Jµ can pick up no anomalous dimensions
[641; 724]; the arguments essentially amount to the fact
that the gauge invariant derivative in ordinary QFT is
∇µ − iAµ, implying that A can pick up no anomalous
dimensions. However, the argument is a little too fast in
suitably general scaling theories (while it is provably true
in a CFT using the conformal algebra). A first indica-
tion of this fact is that a hyperscaling violation exponent
θ already leads to an anomalous scaling dimension for the
energy density which is also associated with a conserved
current. While θ 6= 0 also shifts [ρ] from its canonical
value in (295), it is Φ that is associated with an anoma-
lous dimension for A.
Field theoretic models for Φ 6= 0 are in short sup-
ply, beyond a model involving a large number N of free
fields with variable masses and charges [437], related to
“unparticle” physics [601]. Models with temperature-
dependent charge fractionalization [346] or strong non-
locality due to charge screening [504] can avoid the non-
renormalization theorems on anomalous dimensions for
Jµ.
The most common way that Φ is detected in hologra-
phy is through the conductivity σ. We will explore the
conductivity in some detail in later sections; it is a sub-
tle observable in nonzero density systems. The upshot
is that a certain ‘incoherent’ conductivity is expected to
scale as [171]
σ ∼ T (d−2−θ+2Φ)/z. (296)
For the EMD models we have just discussed, one finds
Φ = z. Interestingly, this corresponds to the charge den-
sity operator becoming marginal in the emergent scaling
theory [171; 342]. This is the way that the IR fixed point
manages to retain a nonzero charge density consistently
with scaling properties. Another possibility is that the
charge density is irrelevant about the IR fixed point, in
this case one can find more general values of Φ [294].
Finally, another possibility for realizing the exponent Φ
in holographic models involves the use of probe brane
physics [436]. We will discuss probe brane models in
§7.1.
Additional models which exhibit this anomalous scal-
ing include Proca bulk actions, in which the ‘Maxwell’
field in the bulk has a mass [294]. However, in this case
the bulk Proca field is not dual to a conserved current (or,
it is dual to a conserved current in a symmetry broken
phase) – recall from (40) that broken gauge invariance in
the bulk implies that in the boundary theory, ∂µJ
µ 6= 0.
While the exponent in this case can determine, for in-
stance, the scaling of the conductivity with temperature
in a symmetry broken phase, as we will see in §6.4.1,
it does not correspond to an anomalous dimension for a
conserved current.
At the time of writing, it is still not known the extent
to which Φ imprints itself on thermodynamic quantities,
and if it does so in a manner consistent with the 3 emer-
gent scaling exponents z, θ and Φ.
4.3. Low energy spectrum of excitations
The compressible states of matter accessible to con-
ventional field theoretic techniques, described in §4.1, all
contained a Fermi surface. Such a Fermi surface can be
defined even in cases without quasiparticles, as we dis-
cussed around (253) in §4.1.3. Moreover, there was a
Luttinger sum rule on the volumes of all the Fermi sur-
faces. In systems without quasiparticles, Fermi surfaces
are often associated with gauge-charged particles, and we
expect this to be the case in holography. The two-point
correlators of such particles are not accessible in holo-
graphic models, which only allow computation of gauge-
invariant obervables. The robustness of Fermi surfaces,
embodied by the Luttinger theorem, behoves us to search
for the imprint of the Fermi surface in gauge-invariant ob-
servables – thermodynamics, transport, entanglement –
of the new strongly interacting compressible phases that
we have constructed holographically.
In this section we characterize the low energy excita-
tions of fractionalized holographic phases with a charged
horizon. We take this opportunity to introduce impor-
tant holographic techniques for computing spectral den-
sities. In the following §4.4 we will study cohesive phases
in which the charge is explicitly carried by fermions. One
upshot of these two sections will be that various proper-
ties of Fermi surfaces that necessarily come together at
weak coupling — such as spectral weight at nonzero mo-
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mentum and the exponent θ = d−1 — can be dissociated
with strong interactions. Some holographic phases have
certain features that are intriguingly suggestive of Fermi
surfaces-like dynamics but not others, while other holo-
graphic phases seem to have no indications of a Fermi
surface at all. It has been argued [251; 611; 652] that
bulk quantum corrections will be needed to resurrect the
Fermi surface in these cases.
4.3.1. Spectral weight: zero temperature
The low energy spectral weight of an operator O as a
function of momentum k is characterized by
ρ(k) ≡ lim
ω→0
ImGROO(ω, k)
ω
. (297)
The division by ω is generally required: recall that the
imaginary part of the Green’s function is typically odd
under ω → −ω (see e.g. [334]). Hence at nonzero tem-
perature, the limit (297) is generally finite and nonzero.
Furthermore, the imaginary part of the Green’s function
appears divided by ω in the Kramers-Kronig relations
and in several of the formulae that will appear below. As
noted in (167) above, the spectral weight is a direct mea-
surement of the spectrum of excitations in the theory.
For free fermions, for example, ρ(k) for the charge den-
sity O = J t shows a sharp non-analyticity at 2kF. Two
electrons can move charge around the Fermi surface at
zero energy cost, but the largest momentum transfer pos-
sible is if both electrons move from one side of the Fermi
surface to the other. Hence ρ(k) vanishes for k > 2kF.
Let us first show that the extremal (zero temperature)
AdS-RN black hole of §4.2.1 is dual to a compressible
phase with spectral weight at nonzero momentum. We
will focus on a neutral scalar operator of UV dimension
∆, and will comment on other operators later. As in §3.3,
to find the retarded Green’s function we need to solve
the equations of motion for a massive scalar field in the
AdS-RN background. Our previous experience suggests
that the low energy spectral weight will be completely
fixed, at least the singular properties, by the IR scaling
geometry (AdS2×Rd). The nonzero momentum spectral
weight can then be understood as a consequence of the
emergent z =∞ scaling symmetry, in which momentum
is dimensionless, as anticipated in §4.2.1. We will go
ahead and assume that we can restrict attention to the
IR geometry, justifying this approach at the end of the
calculation.
In the near-horizon AdS2 × Rd geometry (267), the
equation of motion for a massive scalar field ϕ at spatial
momentum k and frequency ω is
1√−g ∂M
(√−ggMN∂Nϕ)
=
ζ2
L22
∂2ζϕ+
ζ2
L22
ω2ϕ− k2 r
2
∗
L2
ϕ = m2ϕ. (298)
Consider first ω = 0. The two linearly independent solu-
tions to (298) are power laws:
ϕ0(k, ζ) = A1ζ
1
2−νk +A2ζ
1
2 +νk , (299)
where the IR scaling exponent νk is given by
νk ≡
√
1
4
+m2L22 +
1
d(d− 1)
γ2k2
µ2
. (300)
This expression reveals a remarkable feature of the emer-
gent AdS2×Rd geometry [255]: a continuum of operator
dimensions labelled by the momentum k. These decou-
pled operators at each momentum indicate a large num-
ber of degrees of freedom at low energy, as we will see
shortly once we have computed the actual Green’s func-
tions. Note that in comparing the behavior (299) of the
field to the more general expression (101) we see that for
AdS2×Rd geometries, we should take Deff. = 1 in (101),
i.e. only counting the dimensions involved in scaling by
putting d = 0 and z = 1 in (102).
At nonzero ω, the solution of (298) that satisfies in-
falling boundary conditions (174) is
ϕ(k, ω, ζ) = H(1)νk (ωζ) . (301)
Here H
(1)
νk is a Hankel function (a linear combination of
Bessel functions). We can now define an ‘IR Green’s
function’ by expanding (301) near the boundary of the
IR region, ζ → 0. In this limit, the solution returns to
the form (299). Adapting the usual holographic dictio-
nary (158) we can then write (the prefactor will not be
important)
GROO(ω, k)
∣∣
IR
≡ A2
A1
∝ ω2νk . (302)
This is really just the definition of the IR Green’s func-
tion. We now show that this quantity can be related to
the actual Green’s function that is defined via (158) at
the UV boundary of the full AdS-RN spacetime, r → 0.
The following matching argument is general and impor-
tant.
The complication with taking the low energy (ω → 0)
limit of the full Green’s function is that, in the wave
equation for ϕ in the full geometry, taking ω → 0 does not
commute with the very near horizon limit ζ → ∞. This
can be seen already in the near horizon wave equation
(298), due to the ζ2ω2 term. The low frequency Green’s
function can be found using a matching argument, as we
now explain. The matching argument works provided
that
ω  µ . (303)
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At these low frequencies, the near horizon condition
µζ  1 (cf. the discussion around (266) above) is com-
patible with the condition to drop the frequency depen-
dence in the wave equation, 1 ωζ. The overlap of the
two regions is illustrated in figure 26. In the near horizon
overlap
region
FIG. 26 The matching argument. When ω  µ, then
there is a parametrically large region of overlap between the
range where the near-horizon solution (301) is valid, and the
asymptotic range where the frequency may be set to zero.
This allows the solution satisfying infalling boundary condi-
tions to be extended to the boundary of the full spacetime.
regime we know the full solution to the wave equation, it
is given by (301). Now we solve the equation for ϕ away
from the horizon, i.e. from 1  ωζ in the near horizon
region, all the way out to the boundary of the full AdS-
RN geometry at r → 0. In this range we can safely set
ω = 0 to leading order in the limit (303). Let ϕ(k, r)
be the solution to the scalar equation of motion in this
range which asymptotes to the form (299) at the bound-
ary of the near-horizon region, parametrized by the two
constants A1,2. This solution further extends to the UV
of the full spacetime as r → 0, where it can be expanded
as (28):
ϕ =
B(0)
Ld/2
rd+1−∆ +
B(1)
(2∆− d− 1)Ld/2 r
∆ + · · · . (304)
The extra factor of (2∆−d− 1) cleans up the expression
for the Green’s function below, using (42). Because the
wave equation for the scalar is linear and real, the coeffi-
cients B(0) and B(1) are linear combinations of A1,2 with
real coefficients. Therefore the full Green’s function can
be written
GROO =
B(1)
B(0)
=
b1(1)A1 + b
2
(1)A2
b1(0)A1 + b
2
(0)A2
=
b1(1) + b
2
(1) G
R
OO
∣∣
IR
b1(0) + b
2
(0) G
R
OO
∣∣
IR
.
(305)
Here the bi(j) are all real and independent of ω (because
the equation has ω = 0 over the coordinate range relating
A1 and A2 to B(0) and B(1)). In the final step we used
the definition (302) of the IR Green’s function.
Taking the imaginary part of (305), and noting that
νk > 0 in (302) so that G
R
OO(ω, k)
∣∣
IR
→ 0 as ω → 0, we
obtain to leading order at low energies
ImGROO(ω, k) ∝ Im GROO(ω, k)
∣∣
IR
∝ ω2νk . (306)
Thus, up to a frequency-independent constant, the low
frequency spectral weight of the system is completely de-
termined by the near horizon Green’s function and is
independent of the form of the spacetime away from
the horizon. This simplification is physically intuitive
and very helpful in practice – for many purposes it will
not be necessary to explicitly solve the wave equation
in the full geometry. Versions of the matching argu-
ment above have appeared in many papers, including
[225; 233; 255; 289; 315; 360; 388]. In fact, such match-
ing in black hole Green’s functions has an older history,
predating AdS/CFT and stretching back into the astro-
physical literature.
A similar computation to the above goes through for
the retarded Green’s function of the charge and energy
currents, Jµ and Tµν . The calculation is a little more
complicated because there are multiple coupled fields in
the bulk that are excited (different components of the
metric and Maxwell field). The equations can be turned
into decoupled second order equations analogous to (298)
using ‘gauge-invariant variables’. This is similar to what
we did in equation (179) above, but with more variables.
For d = 2 (i.e. for a 2+1 dimensional dual field theory)
extremal AdS-RN these equations were found and solved
in [231; 232; 233], building on [469]. The low energy
Green’s functions all take the form (306), but now the
exponents have a more complicated k dependence
ν±k =
1
2
√√√√5 + 2γ2k2
µ2
± 4
√
1 + 2
γ2k2
µ2
, (d = 2). (307)
The exponents turn out to be the same in the transverse
and longitudinal channels in this case, but note that there
are still two different exponents. The most singular will
dominate generic correlators [225]. In fact, if all that
is required are the exponents νk — that, we have seen,
control low energy dissipation — then these can be found
without using gauge-invariant variables. It suffices to
make a power law ansatz for the near-horizon fields with
ω = 0, to find the solutions analogous to (299) above.
A generalization of the result (307) for the exponents
controlling the retarded Green’s functions of charge and
energy currents can be found for the EMD theories with
z → ∞ in the limit described in (291) above. One finds
[37; 359]
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ν⊥,±k =
1
2
√√√√5 + η(2 + η) + 4(1 + η)2 k2
k20
± 4(1 + η)
√
1 + 2(1 + η)
k2
k20
, (308a)
ν
‖,±
k =
1 + η
2
√
2 + η
√√√√10 + η + 4(2 + η)k2
k20
± 8
√
1 + (2 + η)
k2
k20
, (308b)
ν
‖,0
k =
1 + η
2
√
1 + 4
k2
k20
. (308c)
Here there are two transverse exponents and three lon-
gitudinal exponents. Recall that η was defined in (291).
The momentum scale k0 depends on details of how the
IR geometry crosses over to the full spacetime. In par-
ticular, the fact that the Green’s function takes the form
(306) shows that the charge and energy currents are ‘nice’
operators whose fluctuations inherit scaling properties in
these z = ∞ hyperscaling violating backgrounds, in the
sense discussed around equation (292) above.
The power-law form of the spectral weight (306) in
all the cases above shows that z = ∞ scaling geome-
tries (including those with additional hyperscaling viola-
tion) admit nonzero momentum excitations at all energy
scales. This can be contrasted with the behavior we will
find shortly for z <∞, in which the nonzero momentum
spectral weight is exponentially suppressed as ω → 0.
A power law spectral weight is the sort of behavior one
might expect for a ‘critical’ Fermi surface – there is no
longer a sharp Fermi momentum, or ‘2kF’ singularity, but
instead the low energy spectral weight spreads over all of
momentum space, with a continuously weakening power
law at large momentum. This behavior is perhaps illus-
trated most clearly by the T > 0 result. We will derive
the corresponding nonzero temperature result rigorously
below, but meanwhile, the reader should not be surprised
to know that the result for ρ(k) in (297) is
ρ(k) ∝ T 2νk−1 . (309)
It seems quite remarkable that these completely non-
quasiparticle z = ∞ compressible phases exhibit behav-
ior reminiscent of Pauli exclusion/ Fermi surface physics,
in which low energy excitations are pushed out to nonzero
momenta. The expression (309) diverges as T → 0 if
2νk < 1, as can occur for some of the cases discussed
above [37].
Given formulae such as (300), (307) and (308) for an
exponent νk appearing in the spectral weight (306), one
can ask if there is any preferred momentum k? that could
play a role analogous to a Fermi momentum. A charac-
teristic feature of the above formulae is the presence of
branch cuts. The (complex!) momenta k? of the branch
points are special, in that they are the singular points
of the Green’s function in the k-plane. In particular, the
imaginary part of k? determines the exponential decay of
correlators with distance [104; 414]. This is the essence
of semi-local criticality as defined by [414]: there is an
infinite correlation length in time, but finite correlation
in space. In this regard one should note that strictly lo-
cal criticality, in which there is no k dependence at all
in the low energy spectral weight, is fine-tuned. Once k
is dimensionless with z = ∞ scaling, the dimensions of
operators can acquire k dependence and generically they
will.
In contrast to the preceding discussion, we have al-
ready noted around equation (105) above that in scal-
ing geometries with z < ∞ the nonzero momentum
spectral weight is exponentially suppressed as ω → 0,
like e−A(k
z/ω)1/(z−1) . No analogue of Fermi surface-like
physics is visible. We will give a derivation of the ex-
ponential suppression – allowing for hyperscaling viola-
tion – in the following finite temperature §4.3.2. The
exponential suppression was first noted for fermions in
[257], electric and energy currents in [359] and scalars in
[449]. A special case is that of an emergent pure CFT
(z = 1, θ = 0), wherein GROO ∼ (k2−ω2)2∆−d−1, which is
completely real for ω < k. In this case, the low spectral
weight trivially vanishes at nonzero momenta.
There are several indications that the inclusion of ef-
fects beyond classical gravity may reveal more conven-
tional Fermi-surface like behavior. Classical but string-
theoretic α′ corrections were shown to lead to non-
analyticities in momentum space correlators in [611].
Faulkner and Iqbal [251] computed quantum corrections
on AdS3, and found that inclusion of monopoles in the
bulk gauge field led to 2kF Friedel oscillations in the
boundary quantum liquid in one spatial dimension. Bulk
monopole contributions were argued in [652] to be nec-
essary for signatures of the Fermi surface to appear for
two-dimensional quantum liquids. And, we will see in
§7.1 below that probe branes, that include the resum-
mation of a class of α′ effects, lead to slightly more con-
ventional – albeit still strongly interacting – analogues of
Fermi-surface like dynamics. The inclusion of α′ physics
71
retains the benefits of the large N ’t Hooft limit, and is
relatively underexplored.
4.3.2. Spectral weight: nonzero temperature
In this section we obtain a rather general and power-
ful expression (319) for the nonzero temperature spectral
weight (297). It is given purely in terms of the behavior
of the fluctuating field at ω = 0 and on the horizon itself.
An early use of these kind of formulae is [126]. We will
follow the elegant Wronskian derivation of [515].
Consider the equation of motion for a neutral scalar
(with action (292)) in the background (274):
L2B(Φ)ϕ(k, ω, r) + k2r2ϕ(k, ω, r)− ω2 r
2
ab
ϕ(k, ω, r)
=
rd+2
a
(
b
rd
ϕ(k, ω, r)′
)′
. (310)
Recall that a and b are functions of r. The crucial obser-
vation is that this equation only depends on ω2, not ω.
Hence, to linear order in ω, we may write
ϕ(k, ω, r) = ϕ0(k, r) + ωϕI(k, r) +O
(
ω2
)
, (311)
where ϕ0(k, r) is the regular solution with ω = 0 and
ϕI(k, r) will also be determined from the ω = 0 equation,
as we describe shortly. The zero of b(r) at the horizon
means that we cannot ignore ω when solving (310). This
is the noncommutativity of limits that we have encoun-
tered previously. However, upon taking r → r+, infalling
boundary conditions (162) amount to
ϕ(r → r+, ω) = constant×
(
1− r
r+
)−iω/4piT
. (312)
So if we work at fixed small r+ − r, and take ω → 0, we
may safely expand(
1− r
r+
)−iω/4piT
= 1 +
iω
4piT
log
r+
r+ − r +O
(
ω2
)
.
(313)
Comparing (313) with (311), we only need to find a so-
lution to the ω = 0 equation which has this precise loga-
rithmic singularity near the horizon to capture the O(ω)
response.
Suppose that we know the solution ϕ0 to the wave
equation (310) at ω = 0 that is regular on the horizon,
and that we have normalized it so that near the asymp-
totic boundary
ϕ0(k, r → 0) = r
d+1−∆
Ld/2
+ · · · , (314)
i.e. it is sourced by unity. We can construct the singular
solution as an integral (we have conveniently normalized
it):
ϕ1(k, r) =
ϕ0(k, r)
Ld
r∫
0
ds
sd
b(s)ϕ0(k, s)2
. (315)
This is a standard result for ordinary differential equa-
tions that is obtained using the Wronskian. Expanding
near the boundary r = 0 we see that the second solution
is normalizable:
ϕ1(k, r → 0) = 1
2∆− d− 1
r∆
Ld/2
+ · · · . (316)
Near r = r+, however, this solution is singular. The
singular behavior comes from the factor of b(s) in the
integral expression (315):
ϕ1(k, r → r+) =
rd+
4piTLdϕ0(k, r+)
log
r+
r+ − r + regular.
(317)
Putting together the small ω behavior (311), the near
horizon behavior (313) and the logarithmic singular be-
havior (317) we can conclude that the solution to linear
order in ω must be
ϕ(k, r, ω) = ϕ0(k, r) +
iωLd
rd+
ϕ0(k, r+)
2ϕ1(k, r) +O
(
ω2
)
.
(318)
This solution can now be expanded near the boundary,
using the near boundary behavior of ϕ0 (in (314)) and
ϕ1 (in (316)). Using (318) together with the basic holo-
graphic dictionary, we obtain the spectral weight
ρ(k) = lim
ω→0
ImGROO(ω, k)
ω
=
Ld
rd+
ϕ0(k, r+)
2. (319)
Two very useful aspects of this expression bear repeating.
Firstly, it gives the low energy spectral weight in terms
of data directly at ω = 0; it is not necessary to perform
nonzero ω computations and then take the limit. Sec-
ondly, it gives the answer in terms of data on the horizon
r = r+. Sometimes, it is possible to determine this data
without having to solve the equations of motion at all
radii explicitly. For these reasons, (319) will play a key
role in the theory of holographic metallic transport de-
veloped in §5.
To illustrate the use of (319), we can return to the ex-
ample of the spectral weight of an operator in the AdS-
RN background. Now we turn on a small temperature
T  µ. The matching argument has essentially the same
structure as the one we used previously around (303). We
set ω = 0 and use the small temperature as the param-
eter that guarantees the existence of two parametrically
overlapping regions. The near horizon region is again
µζ  1. The near horizon geometry is a black hole in
AdS2 × R2, given in (271) above. To simplify the argu-
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ment even further, we will use the scaling symmetry to
avoid solving the wave equation explicitly in this black
hole geometry (it can be done in terms of hypergeometric
functions). If we solve the wave equation with ω = 0 in
the (T > 0) near horizon background, the solution that
is regular at the horizon must take the form
ϕnear0 (k, ζ) = ϕ0(k, r+)f
(
k,
ζ
ζ+
)
. (320)
We have used the fact the wave equation is only a func-
tion of ζ/ζ+ when there is no time dependence. Recall
that ζ+ ∝ 1/T in (271). Regularity at the horizon re-
quires that f(k, 1) is a constant, that without loss of
generality we have set to 1. The solution (320) can be
expanded for small ζ (the boundary of the near horizon
region) to give the zero temperature answer (299)
ϕnear0 (k, ζ) = (321)
ϕ0(k, r+)
(
α1(k) (ζ/ζ+)
1
2−νk + α2(k) (ζ/ζ+)
1
2 +νk
)
.
Importantly, the αi(k) do not depend on temperature
(i.e. ζ+).
At small temperatures T  µ, the near horizon so-
lution has an overlapping regime of validity with a ‘far’
solution, valid for 1  ζ/ζ+ ∼ ζT , all the way out to
the asymptotic boundary of the full spacetime. This is
entirely analogous to the situation depicted in figure 26,
replacing ω → T . In the far regime, we can safely set
T = 0 in the wave equation, similarly to how we set
ω = 0 away from the horizon in our discussion around
(303). But this means that upon integrating out (321)
to the boundary, no additional factors of temperature
will appear. Furthermore, at the boundary we have im-
posed in (314) that ϕ0 tend to a temperature indepen-
dent constant. Given that the equation is linear, this will
only happen (generically) if the temperature dependence
drops out to leading order at low temperatures in (321).
This requires ϕ0(k, r+) ∝ ζ
1
2−νk
+ ∝ T νk−
1
2 . Using (319),
the low temperature spectral weight is immediately found
to be
ρ(k) ∼ T 2νk−1 . (322)
In applying (319), we used the fact (from (263)) that at
low temperatures r+ ∼ 1/µ, independent of temperature.
The result above is that anticipated in (309), confirm-
ing that there is a power law spectral weight at nonzero
momentum in these locally critical theories. It should
be clear in the derivation above that almost no details
about the full spacetime geometry are needed. The only
step where the equation of motion was necessary was in
determining the exponents νk in the IR scaling region.
The matching arguments are more complicated in the-
ories with finite z and θ. The starting point is the wave
equation (310). There are now two dimensionless com-
binations of parameters that can be made, kT 1/z and
krd/(d−θ) (or alternatively r/r+). The spectral weight
can be determined by simple arguments in the limits
k  T 1/z and k  T 1/z.
When k  T 1/z we can put k = 0 in the equation
of motion. The dimensionless combination of k and r,
k rd/(d−θ) < k rd/(d−θ)+ ∼ k/T 1/z  1, is small every-
where. Recall that r+ is related to T via (289) in an
EMD background. With k = 0, the only dimensionless
ratio left is r/r+, and the matching proceeds exactly as
in the z = ∞ cases discussed above. In particular, the
solution to (310) in the matching region — i.e. putting
ω = T = 0 — is a power law,
ϕ0(r) = (323)
r−dθ/(2(d−θ))
(
A1 r
d(d+z−∆′)/(d−θ) +A2 rd∆
′/(d−θ)
)
,
analogously to (299) above. The scaling dimension ∆′ is
defined in (294). Using the same argument as previously,
the spectral weight is then found from (319) to be [514]
ρ(k) ∝ T (2∆′−2z−d)/z (k  T 1/z) . (324)
This is a power law spectral weight, but only for ‘ther-
mally populated’ small momenta.
The zero temperature limit is instead obtained by con-
sidering k  T 1/z. In this limit, to find the matching so-
lution we need to solve the equation of motion (310) with
k rd/(d−θ)  1. This approximation now holds from the
horizon at r = r+, all the way out to the matching region
at r+  r. As in [257; 359; 449], the large k solution can
be found using WKB. The WKB solution is
ϕ0(r) = exp
−k r∫
0
dr
√
a
b
 . (325)
A short WKB connection argument is necessary to con-
vince oneself that it is this mode – decaying towards the
horizon – that corresponds to the regular solution at the
horizon. A growing mode would lead to a nonsensical
exponentially large spectral weight below. The solution
has been normalized so that it carries no temperature
dependence into the matching region (r  r+). As pre-
viously, this is necessary to ensure that the asymptotic
UV behavior of the field has no temperature dependence,
as required by the boundary condition (314). Evaluat-
ing (325) on the horizon – one does not need to perform
the integral, it is sufficient to rescale r → r+rˆ in order
to move all of the factors of r+, and hence temperature,
out of the integrand – and plugging the expression into
(319), we find the spectral weight
ρ(k) ∝ exp
(
−C k
T 1/z
)
. (326)
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Here C is a temperature-independent constant, depend-
ing on the UV scale (typically charge density ρ) which
supports the emergent scaling geometry. The scaling
with k is a little different to the zero temperature sup-
pression quoted in (105) above. We see that for any finite
z and θ, as T → 0 all nonzero momentum spectral weight
is exponentially suppressed. In terms of spectral weight,
then, there is no indication of Fermi surface-like physics
in Einstein-Maxwell-dilaton models with z <∞.
4.3.3. Logarithmic violation of the area law of entanglement
In compressible phases with a Fermi surface, the nonlo-
cality (in space) of the many low-lying degrees of freedom
at the Fermi surface leads to a logarithmic violation of
the ‘area law’ of the entanglement entropy of a region.
For free fermions the entanglement entropy of a spatial
region of size R has, in addition to the usual area law, a
contribution [286; 741]
S ∼ (RkF)d−1 log(RkF). (327)
This result can intuitively be understood by thinking of
the low energy excitations near the Fermi surface as a
collection of chiral fermions forming CFT2s at each point
on the Fermi surface [695]. Hence, the logarithm is re-
lated to (65), and the area prefactor counts the number
of these CFT2s.
We saw in §4.1 above that Fermi surfaces lead to
the thermodynamic hyperscaling violation exponent θ =
d − 1. [404] suggested that logarithmic area law viola-
tion may be a generic property of compressible phases
with θ = d − 1. In particular, building on [582], they
showed that this is the case in holographic models. We
will outline this result.
It is convenient to write the hyperscaling violating met-
ric as (106) in the calculation below. Using a holographic
calculation similar to that presented in §1.8, one finds
that the entanglement entropy of a sphere of radius R is
given by
S = SUV +
LdΩd−1
4GN
∫
dr
rd−θ
ρd−1
Rθ∗
√
1 +
(
dρ
dr
)2
. (328)
SUV is the contribution from the asymptotically AdS re-
gion, and will have a characteristic area law: SUV ∼
(R/)d−1. To evaluate the integral (328) one first needs
to find the surface ρ(r) that minimizes the above func-
tional. This can be done in an expansion about r = 0 (the
boundary of the IR region). This is where one expects
any singular contribution to originate from. It turns out
that ρ is constant to leading order in this limit [404], and
so the scaling of the integral is determined the measure
dr/rd−θ. If d − θ > 1, the integral in the hyperscaling
violating region is dominated by small r, leading to a
further (finite) contribution to the area law. However, if
θ = d−1, then the integral scales as dr/r. This is just like
the CFT2 case that we previously studied, which had a
logarithmic area law violation. So in this case (schemat-
ically):
S ∼
(
R

)d−1
+
(
R
R∗
)d−1
log
R
R∗
. (329)
It was furthermore shown in [404] that the prefactor of
the logarithmic term in (329) has R∗ ∝ ρ−1/d, with no
other dimensionful scales appearing, and with a prefac-
tor that is independent of the shape of the entangling
surface. These results make nontrivial use of Gauss’s law
in the bulk [404]. If θ > d− 1, then the integral (328) is
dominated in the IR, and we find power law violations of
the area law. This suggests imposing the condition
θ ≤ d− 1 . (330)
This is a stronger condition than that required for the
entropy density in (231) not to diverge as T → 0. It is
also independent of the null energy conditions in (112)
above.
The fact that backgrounds with θ = d − 1 share
both the thermodynamics and entanglement entropy of
Fermi surfaces is suggestive of a common physics at work.
String theoretic constructions of such backgrounds may
shed further light on the microscopic origin of the loga-
rithmic entanglement in holographic models [573]. As we
have seen above, however, if z is finite these backgrounds
will not have any spectral weight at nonzero momentum
(at least in the simple operators considered above). Con-
versely, the z = ∞ geometries discussed above — that
do have finite momentum spectral weight — do not have
logarithmic violations of the entanglement entropy area
law [694].
The upshot is that EMD backgrounds can have impor-
tant Fermi-surface-like physics if z = ∞ or if θ = d − 1.
However, each case only shares some features with weakly
interacting Fermi liquids. When neither of these two re-
lations hold, as can certainly be the case in microscopic
models, then there is little evidence for Fermi-surface like
dynamics of the charged horizon.
Finally, we can note a tantalizing connection to
the condensed matter systems discussed in §4.1 above.
Putting θ = d − 1, and furthermore restricting to the
unique regular geometries with z = 1 + θ/d, discussed at
the end of §4.2.3, leads to z = 1 + (d− 1)/d. For the two
dimensional case d = 2 this leads to
z = 3/2 , θ = 1 , (331)
in agreement with the exact exponents (248) for the sin-
gle patch Ising-nematic theory.
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4.4. Fermions in the bulk I: ‘classical’ physics
The most direct signature of a Fermi surface is a zero in
the inverse fermionic Green’s function; this is expected
to be present even in cases where fermionic quasipar-
ticles are absent. We have stated previously that the
microscopic electron operators are not readily accessi-
ble from the standpoint of emergent universal low en-
ergy physics, and certainly do not help to organize that
physics. The low energy effective description, however,
will typically also contain gauge-invariant fermionic op-
erators. In this section we describe the correlation func-
tions of such fermionic operators in holographic com-
pressible phases. These computations are ‘classical’ in
the sense that they involve solving the classical Dirac
equation in various backgrounds. The pioneering works
in this endeavor were [154; 255; 496; 509]. The Fermi
surfaces found below in such computations are analogs
of the dα fermions in §4.1.3 [403; 649].
4.4.1. The holographic dictionary
A few words are necessary about the holographic dic-
tionary for fermions. A simple quadratic action for bulk
fermion fields is the Dirac action with minimal coupling
to a background metric and Maxwell potential:
Sbulk fermions = −i
∫
dd+2x
√−g
{
Ψ¯ΓM
(
∂M +
1
4
ωMABΓ
AB − iqAM
)
Ψ−mΨ¯Ψ
}
. (332)
Here {ΓM ,ΓN} = 2δMN are d + 2 dimensional (bulk)
Gamma matrices, and ω is the spin connection, necessary
to describe fermions on curved spaces. A further impor-
tant type of bulk fermions are spin-3/2 Rarita-Schwinger
fields.
Unlike the bosonic fields we have studied so far, the
Dirac action is manifestly first order, and so we must
revisit the basic holographic dictionary [410; 564]. As the
computations are similar to those for e.g. scalar fields, we
will skip most details and outline the necessary changes.
Crudely speaking, we think of writing down a second
order equation for half of the components of the bulk
spinor. It is this half of the bulk spinor which is dual
to a fermionic operator in the boundary theory. If the
bulk spacetime dimension d+ 2 is even, this is consistent
with the dual operator also being a Dirac spinor. This is
because a Dirac spinor in d+ 1 odd dimensions has half
the number of components of a Dirac spinor in d+2 even
dimensions. However, if the bulk spacetime dimension is
odd, then we are left with “half” of a Dirac spinor in the
boundary theory – namely, a Weyl spinor. We can now
be more precise – see [410; 564] for more details on the
following.
We will assume that the bulk metric depends only on
r and is diagonal. This is the case for all the spacetimes
we have considered so far. In this case, it is convenient
to make the change of variable [255]
Ψ = (−ggrr)−1/4X , (333)
in which case the equation of motion following from (332)
becomes
eaAΓ
A(∂a − iqAa)X = mX . (334)
For a diagonal metric, the vielbein can be chosen as
eaA =
√|gaa|. Near the asymptotically AdS boundary,
this equation reads
Γr
r
L
∂rX = mX + · · · , (335)
which is solved by
Ψ = ψ+(x)r
(d+1)/2+mL + ψ−(x)r(d+1)/2−mL. (336)
Here Γrψ± = ±ψ± – this is the “splitting” of the bulk
spinor in half, as advertised. One can further show that
the dimension ∆ of the fermionic boundary operator is
∆ =
d+ 1
2
+mL . (337)
To apply holographic renormalization to bulk fermions,
a boundary counterterm proportional to Ψ¯Ψ is required.
At the end of the day, one finds that ψ+ is the source
term for the boundary fermion, and ψ− is proportional
to the expectation value of the boundary fermionic oper-
ator. For the range of masses 0 ≤ m < 12 , an alternate
quantization is also possible, analogous to that discussed
in §1.7.3 above for scalars. In this quantization the di-
mension ∆ = (d+ 1)/2−mL.
4.4.2. Fermions in semi-locally critical (z =∞) backgrounds
An important understanding that emerged from holo-
graphic studies of fermionic correlators is that semi-
locally critical degrees of freedom (as discussed in §4.2.1
and §4.3.1 above) with z =∞ can efficiently scatter low
energy fermions at nonzero momentum k ≈ kF. This
leads to broad non-Fermi liquid fermionic self-energies at
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low energies and temperatures, ω, T  µ. This was first
understood in detail from the AdS-RN background, as
we now describe [253; 255; 413]. The same analysis ap-
plies to fermions in the more general z = ∞ geometries
described around equation (291) above [193; 314].
The matching computation for the zero temperature
Green’s functions proceeds exactly as for the bulk scalar
fields studied in §4.3.1. Thus the result for the low energy
Green’s function takes the form
GR(ω, k) =
B1(ω, k) + ω2νkB2(ω, k)
B3(ω, k) + ω2νkB4(ω, k) , (338)
where now the critical exponents from the AdS2 IR ge-
ometry are
νk =
√
m2L22 +
1
d(d− 1)
γ2 k2
µ2
− q
2e2
κ2
L22 . (339)
As previously for the scalar fields, these exponents con-
trol the momentum-dependent scaling dimensions of op-
erators in the semi-locally critical IR theory. The di-
mension is again given by νk + 1/2. Note that if qe is
large enough, νk can become imaginary. This indicates
an instability of the black hole towards pair production
of fermions, which we will return to and resolve in §4.5.
In a slight generalization of (305) we have allowed the B
functions in (338) to have regular frequency dependence
(i.e. positive integer powers of ω starting at ω0). This
comes from perturbatively re-inserting the frequency de-
pendence in the wave equation in the far region. Recall
that away from the horizon, the ω → 0 limit is analytic.
Unlike the exponents in (339), the B functions are not
universal IR data, but depend upon the entire bulk ge-
ometry. The functions B1 and B3 are real, following the
arguments given in §4.3.1.
Fermi surfaces occur if the denominator of (338) van-
ishes at ω = 0 for some k = kF. That is, if B3(0, kF) = 0.
This may or not occur, depending on the full background.
Typically the Fermi momenta must be found by solving
the equations of motion numerically (see [255] for sys-
tematic numerical results in AdS-RN). Occasionally the
full ω = 0 wave equation can be solved analytically, as
in e.g. [314; 330]. Once kF is found, the Green’s func-
tion can be expanded around the Fermi sufrace. Denot-
ing k⊥ = k − kF to be the momentum transverse to the
Fermi surface (as the theory is isotropic), one finds
GR(ω, k⊥) ≈ Z
ω − vFk⊥ + ω2νkΣ˜
+ · · · . (340)
The Fermi velocity vF and weight Z are real whereas Σ˜
is complex. They are all constant in the limit k⊥, ω → 0.
All of Z, kF, vF, Σ˜ depend on the full spacetime, not just
the IR scaling geometry.
Equation (340) is indeed the two point function of a
fermionic particle, with a Fermi surface at momentum
kF, and with self-energy Σ(k, ω) = ω
2νkΣ˜. The imag-
inary part of Σ corresponds to the decay rate of this
excitation. Close to the Fermi surface, the decay rate is
determined by the scaling dimension νk with k ≈ kF. We
can, however, contrast (340) with the Fermi liquid result
(238):
1. If 2νkF > 1, then as ω → 0, (340) may be approxi-
mated as GR = Z(ω−vFk⊥)−1. The fermion prop-
agator genuinely resembles that of the Fermi liquid.
In this case, there is a long-lived quasiparticle, but
its decay occurs via interactions with a locally criti-
cal bath and is not governed by the standard Fermi
liquid phenomenology.
2. When 2νkF = 1, then (340) becomes
GR(ω, k⊥) ≈ Z
ω − vFk⊥ − Σ˜ω log(ω/µ)
+ · · · . (341)
It was found in 1989 that such a Green’s function
explains multiple experimentally anomalous prop-
erties of the cuprate strange metal [713], and is
called the ‘marginal Fermi liquid’. This possibility
is fine tuned in the AdS-RN black hole, because the
charge and mass need to be just right for 2νkF = 1,
but it is interesting to see these connections with a
much older model.
3. If 2νkF < 1, then as ω → 0, (340) is GR ≈
Z(Σ˜ω2νk − vFk⊥)−1, and does not look like a long
lived quasiparticle.
Plots of νkF in the AdS-RN background as a function
of the mass and charge of the fermion operator can be
found in [255]. It was also found in [255] that whenever
Fermi surfaces appear in AdS-RN, then as k → 0 (i.e. at
small momenta, not close to kF), νk becomes imaginary.
This indicates an instability of the low energy AdS2×Rd
geometry in all of these cases, as we will discuss below.
The following sections will consider the physical in-
terpretation of these Green’s functions, as well as their
implications for the charged horizon background. Fur-
ther work on the Fermi surfaces themselves includes the
addition of bulk dipole couplings between the spinor
and the background Maxwell field [234; 235; 303] —
such couplings are common in consistent truncations, e.g.
[59; 60; 191; 192; 510] — as well as an understanding of
the physics of spin-orbit coupling [23; 377]. Sum rules
for holographic fermionic Green’s functions have been
discussed in [323]. Holographic fermions in periodic po-
tentials were discussed in [511]. For massless fermions,
exchanging the choice of quantization – as described at
the end of §4.4.1 – inverts the fermion Green’s function
[255]. With a bulk dipole coupling, this can lead to zeros
in the Green’s functions that are ‘dual’ to Fermi surface
poles [27; 712].
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4.4.3. Semi-holography: one fermion decaying into a large N
bath
The Green’s function (340) can be understood from
what was termed a ‘semi-holographic’ perspective in
[257]. This perspective leads to an intuitive picture that
will furthermore clarify the nature of the large N physics
going into (340).
The semi-holographic picture is motivated as follows.
The Fermi surface pole in (340) is nothing other than a
quasinormal mode of the Dirac equation in the charged
black hole background; recall the discussion in §3.5
above. As k → kF, the frequency of the mode goes to
zero. At ω = 0 exactly, it is a zero energy normal mode
(with no imaginary part) in the background. The radial
profile of this mode is peaked at some radius set by the
crossover from the IR to the UV region [257], consistent
with the fact that kF comes from solving the Dirac equa-
tion in the ‘far’ region, away from the horizon. This mode
is therefore an example of the phenomenon described in
§1.7.4 above: it is a low energy excitation that is not
geometrized. That is, it is not captured (at ω = 0) by
the near-horizon region of the geometry. The reason this
can occur is that the Green’s function (340) is describing
a single fermion at a Fermi surface whereas geometrized
gravitational dynamics necessarily describes – as we have
seen above – a large N number of degrees of freedom.
At nonzero ω, the decay of this mode is determined
by the rate at which it falls through the black hole hori-
zon. The near horizon region describes the low energy
dynamics of a strongly interacting large N quantum crit-
ical phase. To describe the decay, one can write down an
action in which a ‘free fermion’ ψ is coupled to a fermion
χ that is part of a strongly interacting large N sector:
S = Sstrong[χ, . . .] +
∫
dd+1x
[
ψ† (i∂t − ε(∂i))ψ
+ λψ†χ+ λχ†ψ
]
. (342)
The strongly interacting sector Sstrong[χ, . . .] above is the
near horizon region of the AdS-RN geometry. In partic-
ular, χ has a dual field in this near horizon spacetime.
At large N , the only fermion correlation function of the
strongly interacting sector which is not suppressed by
a power of N is the two point function 〈χ†χ〉 – in the
bulk this manifests itself in the fact that the action for
the field dual to χ is quadratic up to 1/N corrections.
Hence, employing the bare Green’s functions
G0ψψ =
1
ω − ε(k) , G
0
χχ = c ω
2νk , (343)
with the latter Green’s function coming from the holo-
graphic IR expression (302), the full Green’s function for
ψ may be computed exactly as a geometric sum of dia-
grams:
Gψψ =
∞∑
n=0
G0ψψ
(
λ2G0χχG
0
ψψ
)n
+O (N−1)
=
1
ω − εk − λ cω2νk . (344)
This matches the qualitative form of (340) up to the
normalization coefficient, and upon ‘zooming in’ near a
Fermi surface where εk ≈ vF(k − kF).
The argument above can be turned into a precise
derivation using the renormalization group flow of dou-
ble trace operators at large N [256; 365]. This semi-
holographic perspective gives a field-theoretic under-
standing of why we were able to compute the Green’s
function (340) with only a small amout of information
coming from the full black hole geometry (such as the
value of kF). The non-trivial input comes from (i) the
large N suppression of higher order correlation functions,
(ii) the existence of a single fermion normal mode at
ω = 0 and (iii) the semi-locally critical form of the
Green’s functions in the large N critical sector. Any
model with these features, holographic or not, will lead
to (340).
The semi-holographic perspective also applies when
the IR critical sector has z < ∞. In these cases,
the imaginary part of the IR Green’s function at low
temperatures and energies, but nonzero k ≈ kF, takes
the same exponentially suppressed form as we have dis-
cussed previously for bosons in (105) and (326). See e.g.
[257; 322; 344; 406; 414; 460]. The decay into the horizon
is very ineffective for these bulk fermion normal modes,
a geometrization of the fact that there are no low energy
excitations at nonzero momenta when z <∞.
The semi-holographic derivation emphasizes the sep-
aration between the single bulk fermion zero mode and
the remaining large N low energy degrees of freedom that
are described by the near horizon dynamics. Consistent
with this picture, we will see in §4.5.1 below that the holo-
graphic Fermi surface comes with an order one amount
of charge carried outside of the black hole horizon, by
the bulk fermion field. This can be contrasted with the
large N amount of charge behind the horizon, suggesting
that the Fermi surface is only capturing the dynamics of a
very small part of the system [335; 404; 412]. An alterna-
tive interpretation starts by noting that the bulk fermion
is dual to a gauge-invariant composite fermionic opera-
tor in the boundary [147; 191; 316]. One can roughly
think of the composite operator as the product of a col-
ored (gauge-charged) boson with a colored fermion. In a
generic state the colored bosons can be condensed, this
then allows the composite operator to have an overlap
with a largeN number of colored ‘gaugino’ fermions. The
Fermi surfaces detected holographically would then count
the large N amount of charge carried by these gaugino
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Fermi surfaces.
Independently of the interpretation of the bulk Fermi
surface, the presence of a small amount of charge in a
Fermi surface outside of the horizon is responsible for
important bulk quantum mechanical effects. These ef-
fects are subleading in large N . This means firstly that
the properties of the Fermi surface do not imprint them-
selves onto leading order in N observables. For instance,
the electrical conductivity at leading order in large N
will be determined by fluctuations of the bulk Maxwell
field (as we have discussed above) and will not notice the
existence or not of a Fermi surface. This last perspec-
tive emphasizes how in strongly coupled dynamics one
must be prepared to disassociate physics (such as Fermi
surfaces and conductivities) that is closely connected at
weak coupling. Of course, in a microscopically grounded
holographic dual of a given boundary theory, the sin-
gle theory fixes the background and the equation for the
Maxwell field and for the Dirac field, and therefore the
conductivity and the Fermi surfaces arise from a common
underlying structure.
Secondly, it turns out that many of the quantum me-
chanical effects associated with Fermi surfaces, as is well
known in condensed matter, are singular at low ener-
gies. These include quantum oscillations, Cooper pairing
and singular contributions to observables such as conduc-
tivities. The presence of quantum mechanical effects in
the bulk that can dominate observables at low energies
amounts to a breakdown of the large N expansion. In
the following §4.5 we will describe some of these effects,
including the quantum mechanical instability of the near
horizon region in the presence of fermionic operators with
imaginary scaling dimension.
4.5. Fermions in the bulk II: quantum effects
4.5.1. Luttinger’s theorem in holography
Towards the end of the previous section we noted that
the presence of Fermi surface poles in Green’s functions is
suggestive of the presence of charge in the bulk. Because
the bulk fermions obey Pauli exclusion, they cannot carry
the charge by condensing into a macroscopically occupied
ground state. Instead they will fill up a Fermi surface in
the bulk, and outside of the black hole event horizon.
A derivation of this fact necessarily requires quantum
mechanics. In this section we will sketch the result that
ρ = ρhor. +
∑
i
qi
V FSi
(2pi)d
. (345)
Here ρ is, as always, the charge density of the bound-
ary QFT, ρhor. is the electric flux coming through the
charged horizon and the sum is over the (d-dimensional)
momentum-space volumes V FSi of Fermi surfaces in the
bulk, due to fermionic fields with charges qi. The result
(345) was first proven in a WKB limit in the bulk in
[344; 414], away from this limit in [651] and in complete
generality (allowing for horizons in the bulk) in [412].
The expression (345) is strongly reminiscent of the
modified Luttinger relation (252), in which the charge
density is made up of a sum of gauge-neutral ‘cohesive’
Fermi surfaces and gauge-charged ‘fractionalized’ Fermi
surfaces [335; 345; 403; 404]. At large N , ‘gauge-charged’
operators are more rigorously thought of as those built
up as very long traces of the fundamental fields (and
hence with a large scaling dimension). For instance, the
deconfinement transition can be profitably discussed in
this language [17]. Fractionalization in this context is
an analogue of such large N deconfinement in which the
charge is carried by long rather than short operators. The
large degeneracy of long operators at large N leads to this
charge being hidden behind an event horizon. Equation
(345) does not say whether the charge behind the horizon
is carried by Fermi surfaces or not. The reader is referred
to our discussion in §4.3 that bulk quantum corrections
could lead to signatures of a Fermi surface [251; 611; 652]
from the charge behind the horizon. The work of [17] has
not yet been generalized to a discussion of possible large
N fractionalization in weakly interacting theories in the
’t Hooft limit. An attempt to find a holographic order
parameter for charge fractionalization can be found in
[354].
To prove (345), consider the free bulk Dirac fermion
(332), of charge q, coupled to e.g. EMD theory. We
can sketch the derivation in [412; 651], and for simplicity
work at zero temperature. The fermion can be integrated
out, leading to the effective bulk action
S = SEMD − tr log (iΓµDµ +m) . (346)
Employing standard many-body manipulations (and as-
suming the only nontrivial dependence of the background
fields is in the radial direction), one obtains
S = SEMD − Vd
∑
l
∫
ddk
(2pi)d
l(k)Θ(−l(k)), (347)
where Vd is the spatial volume of the boundary theory,
l(k) are the eigenvalues of the bulk Dirac equation, with
eigenspinors χl(k, r), subject to appropriate boundary
conditions [412; 651]. The effective action (347) shows
that the free energy due to fermions is the energy of all
the occupied sites in a bulk Fermi sea. l(k) is implic-
itly a function of the background EMD fields. As adver-
tised, equation (347) shows the Pauli exclusion principle
at work. The bulk geometry contains fermionic matter
placed into its lowest energy states.
The equations of motion for the metric and Maxwell
fields originating from the effective action (347) are non-
local. This makes the effects of the backreaction of the
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Fermi surfaces on the spacetime difficult to study. A
backreacting and gravitating Fermi surface is nothing
other than a star. For this reason, the backreacted solu-
tions were called ‘electron stars’ in [360], by analogy to
astrophysical neutron stars. The asymptotically Anti-de
Sitter boundary conditions provide an additional gravi-
tational potential well that allows a charged star to ex-
ist, despite the repulsion between the individual charged
fermions. Indeed, taking a cue from astrophysics, the
backreacted equations are most easily solved in a WKB
approximation for the fermions. This is a generaliza-
tion of the Oppenheimer-Volkoff-Tolman approximation
[585; 708] for neutron stars to include charge and a neg-
ative cosmological constant. Neutron stars themselves
have also been considered in Anti-de Sitter spacetime
[177]. In a condensed matter context, the WKB approx-
imation for many electrons interacting with an electro-
magnetic field is called the Thomas-Fermi approxima-
tion [258; 705]. For discussion on the connection between
WKB fermion wavefunctions and the effective ‘fluid’ de-
scriptions of these solutions, see e.g. [53; 637]. WKB
electron star solutions are studied in §4.5.3 below.
Away from the WKB limit, the backreaction problem
is very challenging. Important progress has been made
in [24; 25]. One result of these papers in that the WKB
approximation works well somewhat beyond its naive
regime of applicability. Without solving the full backre-
action equations, however, we proceed to show how the
result (345) can be obtained exactly from one of the bulk
Maxwell equations.
Assuming the usual ansatz A = p(r)dt for the Maxwell
field, one obtains [412; 651]
1
e2
∂r
(√−ggrrgtt∂rp)
= q
∑
l
∫
ddk
(2pi)d
Θ(−l(k))χ†l (k, r)χl(k, r) . (348)
The right hand side follows from the Feynman-Hellmann
theorem and the action (347). Integrating over r from
the AdS boundary to the horizon gives
1
e2
(√−ggrrgtt∂rp)∣∣r+0 ≡ ρ− ρhor
= q
∑
l
∫
ddk
(2pi)d
Θ(−l(k)) ≡ q V
FS
(2pi)d
, (349)
where we have used the AdS/CFT dictionary at the
boundary, orthonormality of χl, defined ρhor as a (nor-
malized) radial electric flux across the horizon, and de-
fined V FS as the total volume of the bulk Fermi surfaces.
In this way we establish (345), the holographic analogue
of the Luttinger relation (252) in the presence of both
cohesive and fractionalized charge carriers. qV FS counts
the cohesive charge which can detected by a gauge-
neutral fermionic operator (for instance, via Fermi sur-
face singularities). ρhor counts the fractionalized charge
which is not directly detected by such gauge-neutral op-
erators, but remains hidden behind the horizon. We note
in passing that (349) has a nonzero temperature gener-
alization [412; 651]. Prior to the fermions considered in
this subsection, the solutions we have considered have
ρ = ρhor and all the charge was fractionalized. Cohesive
charge can also be carried by condensed bosons, as we
will see in §6 below.
The semi-holographic description of §4.4.3 makes clear
that while cohesive fermions obey a conventional Lut-
tinger relation, their decay is not that of a Fermi liquid.
Rather, the fermions decay into a large N critical sector.
An ordinary Landau Fermi liquid is obtained holograph-
ically if the critical sector is removed, by considering a
gapped geometry of the kind discussed in §2.4. In these
spacetimes there is no horizon for the bulk fermions to
fall into. An explicit toy model of this situation, using
a ‘hard wall’ in AdS, was considered in [651]. As antici-
pated from §2.4, at a classical level the imaginary part of
the fermion self-energy vanishes. One expects quantum
bulk computations to follow standard many-body treat-
ments, leading to Im(GR(ω → 0)) ∼ ω2. That is because,
in the absence of a horizon, one is simply studying inter-
acting fermions in a fancy (i.e. curved spacetime) box.
There are no geometrized low energy degree of freedom
and much of the interesting ingredients of holography are
gone. The situation is analogous to confinement in QCD.
The strongly interacting dynamics leads to a mass gap,
and the remaining ‘semi-holographic’ degrees of freedom
(hadrons and mesons in the case of QCD) interact weakly
at low energies.
4.5.2. 1/N corrections
We now will explore three consequences of the bulk
fermion matter whose existence has been revealed by the
holographic Luttinger theorem (345). These will be IR
singular quantum mechanical effects in the bulk. The
study of these effects (quantum oscillations, Cooper pair-
ing and contributions to the conductivity) will follow very
closely the conventional treatment in standard weakly in-
teracting fermion systems. In this sense, bulk fermion
matter is fairly conventional. The two important differ-
ences are that (i) we must learn to do the computations
in a curved spacetime and (ii) the presence of an event
horizon means that the tree level fermion propagators
already have significant imaginary self-energy terms, as
shown in §4.4.2 above. As explained in §4.4.3, this lat-
ter effect is a consequence/artifact of having a large N
critical bath into which the fermions can decay.
The computations outlined below follow the logic de-
scribed in §3.5.2. The reader should read that section
before continuing. The Fermi surface pole in the fermion
Green’s function corresponds to a quasinormal mode with
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complex frequency approaching zero. As we explained in
§3.5.2, the non-analytic one-loop effects of such poles can
be extracted zooming in on the portion of the propagator
controlled by this pole, as in (226) or (229) above.
4.5.2.1) Quantum oscillations
We begin with quantum oscillations. These are a char-
acteristic phenomenon of a Fermi surface in a magnetic
field: the magnetic susceptibility (the second derivative
of the free energy with respect to the magnetic field)
oscillates like cos(pik2F/B). We are using units with
~ = c = e = kB = 1. These oscillations are resonances
that occur when the cyclotron orbit of the fermion (in
momentum space) coincides with a cross section of the
Fermi surface, so that there are many low energy excita-
tions that can participate in the motion. The existence
of the oscillations is very robust and independent of the
form of the self-energy of the fermions, so long as the
fermion Green’s function has a pole along a Fermi sur-
face. More details of the following computation can be
found in [186; 187; 341].
The amplitude of the quantum (or de Haas-van
Alphen) oscillations is a function of temperature. This
temperature dependence is strongly sensitive to the self-
energy of the fermions. In a Fermi liquid, the tempera-
ture dependence of the amplitude takes a celebrated form
called the Lifshitz-Kosevich formula [503]. In particular,
at large temperatures compared to the magnetic field,
the amplitude decays exponentially as, schematically,
A(T ) ∼ e−Tm?/B . The bulk fermions in a holographic
semi-locally critical background will lead to quantum os-
cillations. We now outline the computation of A(T ) in
this case, restricting attention to the simplest case of
d = 2 space dimensions.
The quantity to be computed is the determinant of the
Dirac operator in the bulk fermion action (332). The log-
arithm of this determinant is the one loop contribution
of the fermions to the free energy. Using methods sim-
ilar to those leading to (226) above, a general formula
can be derived for the ‘oscillatory’ part of this fermion
contribution to the free energy [341] (see also [722] for a
more diagrammatic derivation – this is not a holographic
formula per se)
fosc =
BT
pi
Re
∞∑
n=0
∞∑
k=1
1
k
e2pii k `?(n) . (350)
Here B is the magnetic field and `?(n) is defined by the
singular locus of the fermion retarded Green’s function
GR(ωn, `?(n)) =∞ . (351)
The fermionic Matsubara frequencies are ωn = 2piiT (n+
1
2 ). The second argument of the Green’s function in (351)
is the Landau level. To leading order in a small magnetic
field, the effects of the magnetic field are captured by
starting with the zero magnetic field holographic Green’s
function and replacing the momentum dependence by
k2 → 2`B.
To evaluate (350) for semi-locally critical fermions, it is
important to use the full nonzero temperature IR Green’s
function for the fermions. For the case of AdS-RN, this
can be found by solving the Dirac equation in the AdS2-
Schwarzschild near-horizon geometry (271). The upshot
is that in the expression (340) for the fermion retarded
Green’s function, the frequency dependence of the self-
energy is generalized according to [253]
ω2νk → T 2νk
Γ( 12 + νk − iω2piT + iqe√2κ )
Γ( 12 − νk − iω2piT + iqe√2κ )
. (352)
The form of this Green’s function is determined by an
emergent SL(2,R) symmetry of the AdS2 IR theory [253].
This is an additional symmetry that the theory enjoys
and is logically distinct from the fact that z =∞.
Inserting the IR Green’s function (352) into the full
Green’s function (340), the oscillatory part of the free
energy (350) can be evaluated. The full expression is a
little complicated, see [341], but a distinctive behavior
emerges in the limit of large temperatures compared to
the magnetic field, where the magnetic susceptibility
χ ∼ e−c T 2ν/B cos pik
2
F
B
, (for ν < 12 ) (353)
Here c is a constant set by the Fermi momentum and
chemical potential, and ν is the exponent νk evaluated
at the Fermi momentum k = kF. In this non-Fermi liq-
uid case where ν < 12 (case 3 in §4.4.2 above) the large
temperature falloff of the amplitude of the oscillations
is distinct from the Kosevich-Lifshitz form and depends
upon the dimension ν of the fermionic operator in the
low energy critical theory.
The oscillatory susceptibility in (353) is a quantum ef-
fect in the bulk and is therefore suppressed by factors of
N compared to the leading classical contribution, that
does not oscillate. It is notable that none of the holo-
graphic models of compressible matter discussed so far
exhibit quantum oscillations in the leading order in N
magnetic susceptibility, despite some backgrounds man-
ifesting Fermi-surface like physics as discussed in §4.3.
The only known, somewhat artificial, way to make the
oscillations contribute at leading order is in the semiclas-
sical electron star discussed in §4.5.3 below.
4.5.2.2) Cooper pairing
Fermi surfaces are well known to be unstable at low tem-
peratures towards condensation of Cooper pairs. This
condensation spontaneously breaks the U(1) symmetry.
Holographic Fermi surfaces can undergo Cooper pair con-
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densation following the usual BCS mechanism adapted to
curved spacetime. More details of the following compu-
tation can be found in [330].
Cooper pairing requires an attractive force between the
fermions. In [330] the following bulk contact interaction
was considered
Sint =
1
M2F
∫
d4x
√−g (Ψ¯cΓ5Ψ) (Ψ¯Γ5Ψc) . (354)
Here Γ5 = iΓ0Γ1Γ2Γ3, MF determines the mass scale of
the interaction and Ψc is the charge conjugate fermion
(see [330]). The action (354) can be considered a toy
model for exchange interactions between the fermions
mediated by other bulk fields. The interaction has
been chosen to decouple nicely in the ‘Cooper channel’.
This decoupling is achieved by introducing a charged
Hubbard-Strotonovich field ∆ so that the interaction is
written
Sint =
∫
d4x
√−g (Ψ¯cΓ5Ψ∆ + Ψ¯Γ5Ψc∆∗ −M2F|∆|2) .
(355)
The next step is to integrate out the fermions to obtain
the one-loop effective action for ∆. An instability arises
when the effective mass squared for ∆ becomes nega-
tive. Restricting to configurations of ∆ = ∆(r) that only
depend on the radial direction, one finds the quadratic
effective Euclidean action to be
S
(2)
eff [∆] =
V2
T
[
M2F
∫
dr
√
g(r)|∆(r)|2 +
∫
drdr′
√
g(r)g(r′)∆(r)∆∗(r′)F (r, r′)
]
. (356)
Here V2 is the volume of the boundary spatial directions and T is the temperature (inverse period of the Euclidean
time circle). After some standard manipulations with fermionic Green’s functions and with Gamma matrices and,
crucially, using (229) to zoom into the singular part of the Green’s function, one obtains [330],
F (r, r′) = i
∫ ∞
−∞
kFdk⊥
2pi
∫
dΩ
pi
tanh
Ω
2T
GR(Ω, k⊥)∗GR(−Ω, k⊥)|ψ0(r)|2|ψ0(r′)|2 . (357)
Here GR(Ω, k⊥) is the fermion propagator (340), at low
energies and with momenta close to the Fermi surface,
with the self energy generalized to the nonzero tempera-
ture expression (352). The Green’s functions describe the
fermion loop sourced by two insertions of ∆ (as specified
in (356) above). The momentum integral has also been
restricted to the contribution close to the Fermi surface.
The hyperbolic tangent arises from standard manipula-
tions in which a sum over fermionic Matsubara frequen-
cies is expressed as a contour integral. Finally, ψ0(r) is
the radial profile of the normalizable fermion zero mode
at ω = T = 0 and k = kF. These last terms arise from
the numerator of (229).
The IR singular contribution to the integrals in (357)
comes from the frequency range T  Ω µ and is read-
ily evaluated. If ν > 12 (as in the discussion of quantum
oscillations, ν denotes the exponent νk at k = kF) one
finds [330]
F (r, r′) ∼ |ψ0(r)|2|ψ0(r′)|2 log T
µ
. (358)
This is essentially the standard BCS logarithmic IR di-
vergence. As T → 0, the logarithm leads to a negative
mass squared term in the effective potential (356) and
condensation of ∆. The instability onsets below the crit-
ical temperature at which the two terms in (356) are
equal. The critical temperature is given, very schemat-
ically, by Tc ∼ e−M2Fµ. Recall that MF  1 was the
coefficient of the bulk interaction (354). From the per-
spective of the dual compressible phase of matter, this
implies that the critical temperature is determined by
the magnitude of a certain four point correlation func-
tion of the composite fermion operator Ψ dual to ψ in
the bulk.
Recall that ν > 12 corresponds to long-lived ‘quasi-
particle’ fermion excitations, according to the discussion
in §4.4.2 above. In contrast, in the non-quasiparticle
cases where ν ≤ 12 , no IR divergence is found in F (r, r′)
and there is no pairing instability [330]. There is not
enough fermionic spectral weight at the Fermi surface in
these strongly damped cases. In this instance, the non-
Fermi liquid behavior impacts superconductivity nega-
tively. This is ultimately due to the semi-holographic
nature of the fermions. At leading order in large N , the
only physics going into the non-Fermi liquid behavior is
the strong decay into a large N bath. There are no inter-
esting vertex corrections or long range attractive forces
at this leading order in N level.
The condensation of ∆ discussed above only impacts
an order one part (that in bulk Fermi surfaces) of a large
N amount of charge (mostly behind the horizon). Most
large N observables, therefore, will not notice that the
U(1) has been spontaneously broken. In contrast, in §6
below we will describe a distinct, fully holographic and
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leading order in large N mechanism for holographic su-
perconductivity.
4.5.2.3) Corrections to the conductivity
The charge carried by the bulk Fermi surface will, of
course, move when an electric field is applied and will
hence contribute to the conductivity. The conductiv-
ity is obtained holographically as described around (184)
above, by solving Maxwell’s equations in the bulk. More
details for the following computation can be found in
[252; 253; 254]. The fermion contribution is a quantum
correction to this process, whereby the fermions ‘screen’
the bulk Maxwell field. That is, there is a fermion one
loop correction to the Maxwell field propagator in the
bulk. This one loop process is evaluated using standard
methods, together with (229) to zoom into the singular
part of the Green’s function, and the result takes the
form [252; 254]
σ(ω) =
1
iω
∫
d2k
(2pi)2
dω1
2pi
dω2
2pi
f(ω1)− f(ω2)
ω1 − ω2 − ω − i ImG
R(ω1, k) ImG
R(ω2, k) Λ(k)
2 . (359)
Here f(ω) = 1/(eω/T + 1) is the Fermi-Dirac distribu-
tion function, GR(ω, k) is once again the fermion prop-
agator (340), at low energies and with momenta close
to the Fermi surface, with the self energy generalized to
the nonzero temperature expression (352), and Λ(k) is a
smooth function of k that describes (i) the vertex cou-
pling the fermions to the Maxwell field, (ii) the ‘bulk to
boundary’ propagator of the Maxwell field (and metric)
and (iii) integrals over the radial profile ψ0(r) of the nor-
malizable fermion zero mode at ω = T = 0 and k = kF.
In general the function Λ is frequency and temperature
dependent, but these dependences drop out at low ener-
gies and temperatures and close to the Fermi surface.
The IR singular contribution of the integrals in (359) is
readily extracted. The low temperature dc conductivity
is found to be [252; 254]
σ ∼ T−2ν , (360)
where, as previously, ν = νkF is the exponent at the Fermi
momentum. The resistivity is linear in temperature when
ν = 12 . The frequency-dependent conductivity can also
be computed and is particularly interesting for the ‘non-
quasiparticle’ case (in the sense discussed in §4.4.2 above)
of ν < 12 . In these cases there is a broad non-Drude
scaling feature in the conductivity for T  ω  µ with
[252; 254]
σ(ω) ∼ (iω)−2ν . (361)
As with previous bulk quantum effects, the contribu-
tions (360) and (361) will be strongly suppressed com-
pared the leading order in large N conductivities that
will be the main topic of §5 below. The computation of
the fermion conductivity outlined above avoids many of
the subtleties typically associated with computing con-
ductivities in quantum critical theories. This is because
of the semi-holographic coupling to a large N critical
bath. The fermions acquire nontrivial self-energies at
leading order in N due to dissipation into the black hole,
but there are no vertex corrections at this leading order.
Furthermore, because the momentum of the order one
‘probe’ fermions is not conserved at large N – it is lost
to the quantum critical bath – one does not need to worry
about the momentum-conservation delta functions that
will be discussed at depth in §5.
4.5.3. Endpoint of the near-horizon instability in the fluid
approximation
We explained in §4.5.1 above that the backreaction
of bulk fermions on the geometry is most easily cap-
tured in the WKB approximation. The individual wave-
functions of the Dirac field become sufficiently localized
in space that they are insensitive to variations in the
metric, Maxwell or other fields. We noted that this
amounts to a conflation of the Thomas-Fermi approxima-
tion in condensed matter physics with the Oppenheimer-
Volkoff-Tolman approximation of astrophysics. Namely,
the fermions are treated as a charged, gravitating ideal
fluid. This limit was first studied in [352] and further
developed in [360]. In this subsection we overview the
physics of the resulting semiclassical ‘electron stars’.
In this subsection we will restrict attention to d = 2
space dimensions. This follows most of the literature
on this topic. The wavefunctions of fermions in a back-
ground coming from the Einstein-Maxwell-dilaton action
(273) enter a WKB regime when (e.g. [344])
qeL
κ
 1 . (362)
In this limit the mass of the fermion appears in Dirac
equation in the combination (κm)/(qe). This ratio quan-
tifies the relative strength of gravitational and electric
interactions between fermions. For the ratio to be or-
der one, the dimension of the dual QFT operator ∆ ∼
(mL)2 ∼ (qeL)2/κ2  1. This large operator dimension
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is also the condition for the quantum wavelength of the
bulk fermions to be small compared to the background
AdS curvature scale. This latter condition however is not
strictly implied by the limit (362). Further discussion of
the conditions for the WKB limit to hold can be found
in [24; 53; 177; 360]. The WKB limit is not necessarily
natural from the point of the view of the dual compress-
ible phase of matter. Its function instead is to obtain
a tractable bulk description of the fermion backreaction
and some intuition for the resulting physics.
In §4.5.1 we saw that every bulk Fermi surface comes
with an associated bulk charge carried by fermions. For
typical parameter values (order one charges and scaling
dimensions) we have noted that the amount of charge
carried by such bulk Fermi surfaces is subleading com-
pared to charge behind the black hole horizon. In the
large N limit, then, the gravitational and electric effects
of the backreaction of this charge is negligible. In addi-
tion, because these Fermi surfaces are semi-holographic
and localized away from the event horizon, their back-
reaction does not alter the low energy quantum critical
dynamics.
The more dramatic effect of backreaction arises in-
stead from the near-horizon instability of modes with
imaginary scaling dimension under the IR critical scal-
ing. From (339) we see that such an instability occurs
in the AdS-RN background (over some range of low mo-
menta) whenever
κm < qe . (363)
This inequality coincides with the condition for
Schwinger fermion pair production to occur in AdS2×Rd
[604]. A fruitful way to think of (363) is as a competi-
tion between electromagnetic screening and gravitational
anti-screening. Suppose a fermion anti-fermion pair is
spontaneously produced in the near-horizon region. The
electromagnetic interaction will act to screen the charge
of the black hole: the fermion with an opposite sign
charge to the horizon will be attracted towards the hori-
zon, while the fermion with the same sign charge will be
pushed away. This effect tends to discharge the black
hole and populates the bulk outside of the black hole
with charged fermions. The gravitational interaction,
in contrast, famously anti-screens or clumps. Both of
the charges will be gravitationally attracted towards the
horizon and the pair production will have no net effect.
(363) therefore expresses the fact that the horizon will
discharge if the charge of the fermions is large relative to
their mass, so that the electromagnetic screening effect
wins out. This process is illustrated in Figure 27.
The fate of the fermionic charge in the bulk can be
determined, in the WKB approximation, by solving the
Einstein-Maxwell-(dilaton) equations of motion coupled
to a charged, gravitating fluid. At zero temperature and
with no rotation, such a fluid can be described by a gen-
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FIG. 27 Pair production in the near horizon region
leads to a discharging of the black hole if electromagnetic
screening overcomes gravitational clumping. Figure taken
with permission from [335].
eralization [360] of the Schutz action [656]
S = SEMD +
∫
dd+2x
√−g Pf(µf), (364)
where µf is the local chemical potential:
µf =
At√−gtt , (365)
and Pf is the pressure of the fermions:
Pf(µf) =
qµf∫
m
dE ν(E) (qµf − E) , (366)
where ν(E) = E
√
E2 −m2/pi2 is the density of states of
the bulk fermions in flat space. The equations of motion
following from this action are those of an ideal fluid mini-
mally coupled to the EMD theory. The origin of the grav-
itational redshift in (365) can be thought of as follows. To
make the metric look locally flat, one should use the lo-
cally rescaled time dtˆ =
√−gttdt; in this time coordinate,
local thermal equilibrium will require Atˆ = constant. To
include the effects of nonzero temperature and rotation
in the fluid, see [335; 360; 656].
From the expression (366) for the pressure, it is clear
that a fluid of fermions will be present in the geome-
try wherever qµf > m. In the semiclassical limit, this
is where the local chemical potential is large enough to
overcome the rest mass energy and populate a local Fermi
surface. Near the asymptotically AdS boundary, since
gtt → ∞ and At → µ, then µf → 0. Hence, at any
nonzero mass m, the bulk fermion fluid can only appear
towards the IR, if at all. In the case in which the fluid
forms, it is therefore present beyond some radius rs at
which qµf(rs) = m. This is the boundary of the electron
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FIG. 28 The electron star. A charge, gravitating fluid
is present in the spacetime for ∞ < r < rs. All the charge
is carried by the cohesive fermion fluid. Figure taken with
permission from [335].
star.
The most important question for universal low energy
physics is the fate of the geometry in the far interior,
as r → ∞. One can note that if there is an emergent
Lifshitz scaling invariance (cf. (93)) so that gtt ∼ r−2z
and At ∼ r−z, then the local chemical potential (365)
remains constant as r → ∞. If this constant is large
enough compared to the mass, then this emergent scaling
will be consistent with the presence of a fluid all the
way to r → ∞. Precisely this scenario is realized in
Einstein-Maxwell theory, whenever the criterion (363) for
instability is satisfied [352; 360]. A fluid extends from
∞ < r < rs, all the charge is carried by fluid, and the far
interior is given by a Lifshitz geometry:
ds2 = L2
(
−dt
2
r2z
+ g∞
dr2
r2
+
d~x22
r2
)
,
A = h∞
dt
rz
, Pf = p∞ . (367)
While the full solution is found numerically, the emergent
scaling solution in the interior can be found analytically.
The value of z depends on the mass and charge of the
fermion, it can take any value from 1 < z < ∞. The
solution is illustrated in Figure 28.
The IR fixed point solution (367) is somewhat remark-
able as a gravitational background. Typically a spatially
uniform and static matter density is impossible in a the-
ory of gravity, as the energy density causes the universe
itself to contract. The solution (367) gets around this in
an intrinsically relativistic way: a scale-invariant gravi-
tational redshift allows the gravitational and electric in-
teractions to consistently and stably balance themselves.
The discussion so far has been at T = 0. At suffi-
ciently high temperatures, one expects the star to col-
lapse to a black hole. That is because as the temperature
is increased at fixed chemical potential, the mass of the
black hole increases relative to its charge and hence grav-
itational clumping is increasingly favored over electric
screening. Eventually, pair production is no longer pos-
sible and the high temperature black hole is stable. This
scenario has been studied quantitatively in [351; 619].
The main points are as follows. Firstly, at any T > 0,
then the local chemical potential µf → 0 near the nonzero
temperature horizon. This follows from the definition of
µf and the fact that near the horizon At ∼ gtt ∼ r − rh.
This behavior of At at a horizon was noted below (260)
above. Thus, even at very low temperatures, the fermion
fluid is pushed away from the horizon, and exists only
in an intermediate region in the bulk rs,2 < r < rs,1.
The range of radii over which this ‘electron cloud’ exists
narrows as the temperature is increased, until the fluid
disappears altogether in a third order phase transition at
a critical temperature Tc. This is, then, a temperature-
driven fractionalization phase transition: At T = 0 all
charge is cohesive, at nonzero temperature some amount
of the charge is fractionalized, and at T > Tc, all of the
charge is fractionalized.
Fractionalization transitions can also occur at zero
temperature as parameters in the theory are varied.
Quantum fractionalization transitions were studied in
[345] in a class of Einstein-Maxwell-dilaton theories cou-
pled to a charged fluid. The novel feature compared to
the Einstein-Maxwell case is that in cases where Z(Φ)→
∞ in the IR, then some of the charge remains on the
horizon (and hence fractionalized, in the dual theory).
The EMD fields look similar to the theories described in
§4.2.3 in this case. In particular, note from (278) and
(284) that
µf ∼ r−d+ θθ−d → 0 , (368)
as r →∞ in the IR. This behavior – a non-constant µf in
the scaling regime – is a direct consequence of the anoma-
lous scaling dimension of the charge density, as discussed
in the first paragraph of §4.2.4. According to (368), if a
fermion fluid forms at all in the bulk, it can only be over
an intermediate range of radii. Depending on the details
of the model, µf may be so small that no Fermi sur-
faces are populated, and all the charge is fractionalized.
The quantum phase transitions between fractionalized,
partially fractionalized and cohesive compressible phases
can be first order or continuous in these models.
As the bulk fermionic fluid describes cohesive bound-
ary charge, then, according to the holographic Luttinger
theorem (345), there must be poles in fermionic Green’s
functions at nonzero momenta. The Dirac equation was
solved in the electron star backgrounds in [153; 344; 414].
In the WKB limit (362) a large number of closely spaced
Fermi surfaces are present. These essentially correspond
to the distinct bulk Fermi surfaces at each radius of the
star. The electron star is therefore a distinctly holo-
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graphic phase of matter, in which the distribution of
Fermi surfaces captures the radial distribution of charge
in the bulk. While the many Fermi surfaces should pre-
sumably be treated as a large N ‘artifact’, the corre-
sponding smearing of the fermionic spectral weight over
a range of momenta does have some interesting phe-
nomenological consequences. For instance, the closely
spaced Fermi surfaces lead to cancellations in the quan-
tum oscillations of §4.5.2 so that only a single ‘extremal’
oscillation survives [343].
Observables such as the charge density spectral weight
and electrical conductivities are computed in the same
way as in other holographic backgrounds. Namely, by
solving the bulk Maxwell equations in the presence of the
charged fluid. These quantities turn out to be controlled
by the properties of the IR scaling solutions such as (367),
much as in the fractionalized cases [292; 360]. The full
hydrodynamic behavior of these geometries remains to
be investigated.
4.6. Magnetic fields
Magnetic fields are an important probe of compressible
phases. The boundary QFT has a global U(1) symme-
try, and we can put this theory in a background (non-
dynamical) magnetic field. Per the essential holographic
dictionary applied to conserved currents in §1.6.5 above,
the source A
(0)
µ (x) for a current in the QFT is the non-
normalizable mode of the bulk Maxwell field as r → 0 at
the boundary
Aµ(x, r) = A
(0)
µ (x) + · · · . (369)
The gauge symmetry A→ A+ dλ ensures that the lead-
ing behavior near the boundary is a constant in r. The
boundary magnetic field is then
B = F (0)xy = ∂xA
(0)
y − ∂yA(0)x . (370)
To determine the effects of such a magnetic field, we need
to solve the bulk equations of motion subject to this
boundary condition. We will start by considering the
case of d = 2 spatial boundary dimensions, so that F
(0)
xy
is the only component of the boundary magnetic field.
Later we will also consider the case of d = 3, in which a
magnetic field necessarily breaks isotropy by pointing in
a specific direction.
4.6.1. d = 2: Hall transport and duality
We will limit ourselves to constant magnetic fields so
that we can write A(0) = Bxdy. In d = 2 dimensions
we can then search for a bulk solution of the same form
(274) as previously, except that now we allow the bulk
Maxwell field to take the more general form
A = At(r)dt+B(r)xdy . (371)
The near boundary behavior of At(r) controls the bound-
ary chemical potential and charge density following (254)
and (255) above, whereas the near boundary behavior of
B(r) controls the boundary magnetic field. Note a cer-
tain asymmetry: the asymptotic electric flux in the bulk
is an expectation value in the dual QFT (charge density)
whereas the asymptotic magnetic flux in the bulk is a
source in the QFT (background magnetic field).
An especially simple solution can be found in (d = 2)
Einstein-Maxwell theory (256). This is the dyonic AdS-
RN solution. The Maxwell potential takes the form
A = µ
[
1− r
r+
]
dt+Bxdy , (372)
generalizing (260) above. The charge density ρ is still
given by (261). The metric still takes the form (257),
but now with the redshift given by
f(r) = 1−
(
1 +
r2+µ
2 + r4+B
2
γ2
)(
r
r+
)3
+
r2+µ
2 + r4+B
2
γ2
(
r
r+
)4
. (373)
Thus we see that the radial dependence of the metric is
virtually unchanged from the purely electric case. Sim-
ilarly to the purely electric case, the T = 0 limit of
this solution has an AdS2 × R2 near horizon geometry,
very similar to (267) above, and associated zero tem-
perature entropy. Details of the thermodynamics of this
solution can be found in [347; 348]. In particular, the
magnetic susceptibility χ = ∂2P/∂B2 remains a smooth
negative function at T = 0, showing no quantum oscil-
lations as a function of the magnetic field and qualita-
tively rather similar to the magnetic susceptibility for
free bosons [186]. Recall that we discussed possible sub-
leading in 1/N quantum oscillations in §4.5.2 above.
A magnetic field introduces qualitatively new features
into transport. In particular, because the magnetic field
breaks time reversal invariance, Hall conductivities are
now allowed. Hall conductivities are zero in a time re-
versal invariant and isotropic state because then the re-
tarded Green’s function
〈[Ji(t), Jj(0)]〉 = 〈T [Ji(t), Jj(0)]T 〉∗ = 〈[Jj(0), Ji(−t)]〉
= 〈[Jj(t), Ji(0)]〉 , (374)
which contradicts the fact that in an isotropic system one
must have 〈[Ji(t), Jj(0)]〉 ∼ ij , unless 〈[Ji(t), Jj(0)]〉 = 0.
We will proceed to discuss aspects of the electrical con-
ductivities following from the dyonic AdS-RN solution of
Einstein-Maxwell theory above. We follow the presenta-
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tion of [337].
With time reversal invariance broken, there is a matrix
of electrical conductivities(
Jx
Jy
)
=
(
σxx σxy
−σxy σxx
)(
Ex
Ey
)
. (375)
We have assumed isotropy. This information is usefully
packaged into a complex conductivity. If we define
E± ≡ Ex ± iEy , J± ≡ Jx ± iJy , (376)
we can then write Ohm’s law as
J± = ∓iσ±E± , where σ± = σxy ± iσxx . (377)
Note that in frequency space, σxx(ω) and σxy(ω) are al-
ready complex functions. The rate of work done by an
electric field in the presence of Hall conductivities is
w˙ =
∫
dωE∗i (ω)χ
′′
ijEj(ω) , (378)
where
χ′′(ω) =
(
Reσxx(ω) i Imσxy(ω)
−i Imσxy(ω) Reσxx(ω)
)
. (379)
This result is obtained from manipulations similar to
those leading to (167) above.
Transport in compressible phases will be the topic of
§5. We will be able to discuss aspects of transport in
magnetic fields prior to our more general exposition be-
low. This is because it turns out that a magnetic field
avoids the complications related to conservation of mo-
mentum that will be a central issue later. Technically this
is due to fact while the magnetic field itself is uniform,
the vector potential (such as A(0) = Bxdy) necessarily
breaks translation invariance. As a consequence, there
is a Lorentz force on the resulting system which violates
momentum conservation.
As in §3.4 above, the conductivities σij(ω) are ob-
tained by perturbing the bulk Maxwell field about the dy-
onic black hole background above. Because of the back-
ground charge density and magnetic field, the perturba-
tions of the Maxwell field couple to metric perturbations.
At k = 0, a self-consistent set of modes to perturb are
δAx, δAy, δgtx, δgty. Let us define the bulk electric and
magnetic fields to be
ei ≡ ∂tδAi − BL
2
r2
ijδgtj , (380a)
bi ≡ −f(r)ij∂rδAj . (380b)
If we define
e± = ex ± iey , b± = bx ± iby , (381)
then the linearized Einstein-Maxwell equations about the
dyonic background can be written as [337]
ω∂re± +
ω2
f(r)
b± =
4r2
γ2
(
B2b± ± e2ρBe±
)
, (382a)
ω∂rb± − ω
2
f(r)
e± = −4r
2
γ2
(
e4ρ2e± ± e2ρBb±
)
.(382b)
These two equations are exchanged under electromag-
netic duality:
e± → b± , b± → −e± , e2ρ→ B , B → −e2ρ ,
(383)
This transformation will be important shortly.
As usual, we must solve the above equations of mo-
tion subject to infalling boundary conditions at the hori-
zon. The conductivities (377) are then extracted from
the boundary behavior according to
σ± = lim
r→0
1
e2
b±
e±
. (384)
This expression comes from the fact that the bound-
ary current e2〈J±〉 = ∓i limr→0 b±, from the defini-
tions above and the holographic dictionary (183b). The
boundary value of e± is precisely the boundary electric
field E±. An immediate consequence of the expression
(384) is that electromagnetic duality (383) implies that
2piσ
(e2ρ,B)
+ (ω) =
−1
2piσ
(B,−e2ρ)
+ (ω)
. (385)
That is: if we exchange the charge and magnetic field, the
complex conductivity (377) is inverted. This is of course
a generalization of the particle-vortex duality (220) to
the case with magnetic field, charge density and Hall
conductivities. The factors of 2pi appear because under
the duality the electromagnetic coupling is inverted as
2pi/e2 → e2/2pi. We will see this duality from a more
hydrodynamic perspective in §5.7 below.
In fact, the duality map (385) is part of a larger
SL(2,Z) group of dualities. See [740] and references
therein. Electromagnetic duality is the S generator of
the group. The T generator is understood by adding a
topological theta term to the bulk Einstein-Maxwell the-
ory (256) in d = 2:
Sθ =
θ
8pi2
∫
F ∧ F . (386)
Here θ is a constant. This term has no effect on the bulk
dynamics. Its only effect is that under a shift θ → θ+2pi,
the Hall conductivity shifts so that
2piσ+ → 2piσ+ + 1 . (387)
This follows from the boundary contribution that (386)
makes to the on-shell action bulk action, which deter-
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mines the current expectation value according to (33).
To evaluate the conductivities, one must solve the
equations of motion (382a) and (382b). The ω = 0 limit
is especially simple; b+ = −e2ρ/Be+ and hence from
(384), as first found in [347],
σxy = σ+ =
ρ
B
. (388)
This is a general result that will be rederived in §5.7 from
relativistic hydrodynamics.
A second limit in which the equations of motion can
be solved analytically is at small frequencies, with ρ2 ∼
B2 ∼ ω also taken to be small. The small frequency
expansion is implemented similarly to in §3.4.3 above, by
first factoring out the non-analytic frequency dependence
of the infalling boundary condition at the horizon,
e+(r) = e
iω
∫ r ds
f(s) (s0(r) + ωs1(r) + · · · ) . (389)
Solving for s0(r) and s1(r) one finds [337] from (384) that
e2σ+ =
b+(0)
e+(0)
=
1
ω
e′+(0)
e+(0)
=
s′1(0)
s0(0)
+ i
= i
ω + iω2c/Γ + ωc
ω + iΓ− ωc . (390)
That is, there is a cyclotron pole with frequency and
decay rate given by
ωc − iΓ = ρB
+ P
− i 1
e2
B2
+ P
. (391)
It is simple to check that the expression (390) is con-
sistent with the duality (385). This collective cyclotron
mode can also be obtained from hydrodynamics, as dis-
cussed in §5.7 below. We will elaborate more on its
physics in that later section and will give the separate
expressions for σxx and σxy. The cyclotron mode is just
the longest lived of many quasinormal modes that extend
into the lower half complex frequency plane. In fact, the
analytic structure of the conductivity obtained in this
case is similar to that shown in Figure 19 above. Now
the magnetic field and charge density are the parameters
that deform away from the self-dual point. Poles and
zeros alternate and are exchanged under electromagnetic
duality.
For a discussion of how the physics described above
generalizes to Einstein-Maxwell-dilaton theories, see
[288; 506].
4.6.2. d = 3: Chern-Simons term and quantum phase transition
The above results have been for d = 2. The case of
d = 3 has been shown to contain rich physics. The role of
charge density ρ and magnetic field B are quite different
in this case, and a quantum phase transition can occur as
a function of the dimensionless ratio B/ρ2/3. This system
has been studied in a series of papers including [197; 198;
199; 200]. These papers and others are summarized in
[201]. We will note a few salient results.
Firstly, in 4 + 1 bulk dimensions (corresponding to
d = 3) there is a natural Chern-Simons term that often
appears in Einstein-Maxwell theory. This is
Sk =
2k
3κ2
∫
A ∧ F ∧ F . (392)
This interaction term is not a total derivative, and alters
the Einstein-Maxwell equations. It leads to an F∧F term
on the right hand side of Maxwell’s equations. Thus the
electromagnetic field itself now carries charge. This fact
leads to instabilities in this theory as will be discussed
in §6 below. It allows leads to the possibility of cohe-
sive phases within Einstein-Maxwell-Chern-Simons the-
ory, with all charge being carried by the bulk electromag-
netic fields. The coupling (392) is also closely connected
to an anomaly in the global symmetry dual to the bulk
Maxwell field [737]. Such relativistic anomalies are not
unheard of in condensed matter systems, as we will see
in §5.7.1.
We will not write down the form of the bulk fields.
These are still homogeneous – only depending on a ra-
dial coordinate r – but no longer isotropic, because the
magnetic field singles out a direction. This leads to a
greater number functions of r (metric components etc.)
that must be solved for. Let us describe the T = 0 solu-
tions for different values of B/ρ2/3. The asymptotic near
boundary geometry is fixed to be AdS5. The most im-
portant question for low energy observables, as we have
seen, is the near horizon geometry. At B = 0 the near
horizon geometry is just the AdS2×R3 of the five dimen-
sional planar AdS-RN solution. However, at ρ = 0 the
near horizon geometry is AdS3 × R2 [197]. This asym-
metry arises because in the electrically charged case the
bulk Maxwell field is in the t, r directions (that define the
AdS2) while in the magnetic case the bulk Maxwell field
is in the x, y directions, that define the R2. Given these
different IR geometries, it is clear that a phase transition
will need to occur at intermediate values of B/ρ2/3. In-
deed this is the case [199; 200], and the phase diagram is
shown in Figure 29 below.
This phase diagram is best understood when the
Chern-Simon coupling in (392) is sufficiently large, k >
1/2. In this case the T = 0 near-horizon geometry is
known at all magnetic fields above the critical field [200].
It is given by
ds2 =
L2
3
dr2 − 2dx+dx−
r2
−
(
αo
r2
+
2e2o
k(2k − 1)
1
r4k
)
(dx+)2 + dx2 + dy2 . (393)
87
This geometry is supported by an electric field with
A+ =
eo
k
1
r2k
. (394)
Now, for αo > 0, the second term in brackets in (393)
is subleading in the far interior as r → ∞. In this case
the near horizon geometry reduces to AdS3×R2 written
in null coordinates, as in the pure magnetic case. There
is no electric flux through the horizon. The quantum
critical point, however, is characterized by a value of the
magnetic field at which αo = 0 in the near-horizon geom-
etry (393). In this case the second term in the brackets
must be kept and the scaling symmetry of the IR geom-
etry is changed to
r → λr , x+ → λ2kx+ , x− → λ2−2kx− ,
{x, y} → {x, y} . (395)
The critical IR geometry is of the Schro¨dinger form men-
tioned briefly in §2.2.3 above, and may be the most mi-
croscopically well-grounded and simple of the known re-
alizations of this geometry in string theory backgrounds.
The IR geometry determines the temperature scaling in
the quantum critical regime [200; 201]. Note that the
quantum critical point separates two phases that are in
themselves critical (i.e. gapless).
The phase transition in Figure 29 is ‘metamagnetic’,
that is to say, no symmetries are broken across the transi-
tion. Instead, this transition is a fractionalization quan-
tum phase transition, analogous to those discussed for
charged fermions towards the end of §4.5.3 above. Below
the critical magnetic field, some of the asymptotic electric
field emanates from behind the horizon, corresponding to
fractionalized charge, and the rest is sourced by the bulk
electromagnetic field via the Chern-Simons interaction
(392), corresponding to cohesive charge. Above the crit-
ical magnetic field, all of the charge is cohesive and there
is no electric flux through the horizon.
The low temperature thermodynamics of these solu-
tions admits a physical interpretation [201]. At large
magnetic fields, the behavior s ∼ T describes the excita-
tions of a chiral CFT that propagate in the direction of
the magnetic field. At small magnetic fields there remains
a zero temperature ground state entropy density. While
a compelling connection has yet to be made, it is worth
noting that a ground state entropy density does in fact
arise for free relativistic fermions in a magnetic field: the
‘zero point’ energy of the lowest Landau level is precisely
cancelled by the Zeeman splitting energy gain of the spin
up electrons. Therefore, the entire lowest Landau level is
at zero energy.
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FIG. 29 Phase diagram of Einstein-Maxwell-Chern-
Simons theory as a function of temperature and magnetic
field, at fixed nonzero charge density. The Chern-Simons cou-
pling k > 3/4 (for 3/4 > k > 1/2 the temperature scaling of s
in the critical region is different). Figure taken with permis-
sion from [201]. This phase diagram ignores certain spatial
modulation instabilities that will be discussed in §6.
5. Metallic transport without quasiparticles
5.1. Metallic transport with quasiparticles
We begin this section with a historical perspective on
metallic transport in metals with quasiparticle excita-
tions. Essentially all of the condensed matter literature
on quantum transport in metals is built on a theory
of the scattering of quasiparticles formulated using the
quantum Boltzmann equation, and its Baym-Kadanoff-
Keldysh extensions [431; 432].
In the simplest and most common cases, the scattering
of quasiparticles is dominated by elastic scattering off im-
purities in the crystal. We can then define an impurity
mean-free path, `qp:imp, and a corresponding impurity
scattering time τqp:imp, related by `qp:imp = vFτqp:imp,
where vF is the Fermi velocity (the cumbersome nota-
tion is needed to distinguish other impurity-related times
and lengths we define in subsequent subsections). It
is assumed that the elastic impurity scattering time is
much shorter than the quasiparticle lifetime from in-
elastic processes, including those due to electron-phonon
(τqp:phonon) and electron-electron (τqp:ee) interactions
τqp:imp  τqp:phonon, τqp:ee . (396)
Such a theory of quasiparticle transport has a number of
well-known characteristics, amply verified by experimen-
tal observations:
1. The low temperature resistivity ρ = ρ0 + AT
2,
where ρ0 is the impurity-induced ‘residual’ resistiv-
ity at zero temperature, and A arises from electron-
electron interactions which relax momentum, often
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including umklapp processes.
2. The ratio of the electrical, σ, and thermal, κ, con-
ductivities obeys the Wiedemann-Franz law
κ
Tσ
=
pi2
3
k2B
e2
. (397)
3. Identifying a quasiparticle requires a length scale
larger than the typical wavelength of a quasiparti-
cle excitation ∼ k−1F . Consequently, the value of
`qp:imp is only meaningful when it is larger that
k−1F . The inequality, kF`qp:imp > 1, then leads to
the proposal of the Mott-Ioffe-Regel lower bound
on the conductivity of a metal [320]
σ ∼ e
2
h
kd−1F `qp:imp >
e2
h
kd−2F . (398)
We will return to this bound in §5.8.
5.2. The momentum bottleneck
Our interest here is in metals without quasiparticles
where, as we will describe below, all three of the quasipar-
ticle transport characteristics highlighted above do not
apply. But it is instructive to first discuss their break-
down in a situation which arises already within the quasi-
particle framework.
Consider a clean metal where τqp:imp is very long, and
the dominant scattering of electronic quasiparticles is off
the phonons [750]. Indeed, just such a situation was con-
sidered in the classic work by Bloch [107; 108] in 1929,
in which he derived ‘Bloch’s law’, stating that at low
T the resistivity of metals from electron-phonon scatter-
ing varies with temperature as T d+2. However, in 1930,
Peierls wrote insightful papers [599; 600] pointing out a
crucial error in Bloch’s argument. In the electron-phonon
scattering event, the momentum carried by the quasi-
particles is deposited into the phonons, and the total
momentum of the electron+phonon system is conserved
(umklapp events freeze out at low T ). So after mul-
tiple scattering events, the combined electron+phonon
system will reach a state of maximum entropy consistent
with the conservation of total momentum. In a generic
state of quantum matter at non-zero density, the two-
point correlator between the momentum and current is
non-zero (although, such a correlator vanishes in CFTs),
and consequently such an equilibrated state has a non-
zero electrical current, proportional to the initial total
momentum. So the electrical current does not decay to
zero, and the resistivity vanishes. This is the ‘phonon
drag’ effect, in which the mobile quasiparticles drag the
phonons along with them, and the combined system then
flows without decay of the electrical current.
In practice, however, it is found that Bloch’s law works
well in most metals, and Peierls’ phonon drag has turned
out to be difficult to observe. This is due to a combina-
tion of two factors: (i) the electron-phonon coupling is
weak, and so it takes a long time for the electron-phonon
system to reach local thermal equilibrium; (ii) impuri-
ties are invariably present in experiments, and they can
absorb the momentum deposited into the phonons be-
fore the electron-phonon system has equilibrated. We
need metals with exceptional purity, and with apprecia-
ble electron-phonon (or electron-electron) interactions,
to observe the long-lived flow of electrical current in a
thermally equilibrated electronic system with momentum
conservation. Only recently have such experiments be-
come possible [66; 141; 181; 557].
We turn, finally, to metals without quasiparticle exci-
tations. We can imagine reaching such a state by turn-
ing up the strength of the electron-electron interactions
in a quasiparticle system, and so reducing the value of
τqp:ee. In a moderately clean sample, (396) will be vio-
lated before the quasiparticles become ill-defined. Conse-
quently, the ‘drag’ mechanism applies forcefully to met-
als without quasiparticles, and we should describe trans-
port in terms of a quantum fluid which has locally ther-
mally equilibrated. A number of well-known computa-
tions of non-Fermi liquid transport [183; 408; 409; 494]
use a Boltzmann-Baym-Kadanoff-Keldysh framework to
describe scattering of charged excitations around a Fermi
surface by their strong coupling to a neutral bosonic ex-
citation, and then relate this scattering rate to the trans-
port co-efficients. However, these computations ignore
the fact that the bosonic excitations will rapidly equili-
brate with the charged fermionic excitations in a short
time of order τeq ∼ 1/T , as we discussed in §1.2, and so
yield incorrect results for the transport coeffecients for
the models studied [544].
The holographic perspective on strange metals has the
advantage of naturally building in the momentum bot-
tleneck. Such a formulation of transport makes no direct
reference to the Fermi surface, or quasiparticles of any
kind, and instead describes a thermally equilibrated fluid
of fermions and bosons which obeys all the important
global conservation laws. There are important connec-
tions between the holographic approach to such liquids,
and more traditional hydrodynamic and memory func-
tion approaches. We will review these connections below,
and show that such methods lead to a unified theory of
metals without quasiparticles with mutual consistency in
overlapping regimes of validity. We also note that hydro-
dynamic perspectives on electronic transport have been
suggested for ultra-clean metals with well-defined quasi-
particles [42; 324; 325; 683].
A further possibility afforded by non-quasiparticle
transport is that momentum may also be strongly de-
graded. This occurs if the effects of disorder or lattice
scattering are large. With quasiparticles, this readily re-
sults in localization. Without quasiparticles, one seems
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more likely to enter an incoherent metallic regime instead
(see §5.8). Incoherent metals are again locally equili-
brated and hence hydrodynamic, but there is no (approx-
imate) sound mode and hence the only collective motion
of charge is diffusive. Incoherent metals can have large
resistivities, in contrast to ‘momentum drag’ transport
in which the conductivity is large. They are thus a natu-
ral framework for describing ‘bad metals’ that violate the
Mott-Ioffe-Regel bound (398), as discussed in [336]. In-
coherent metals appear readily in holographic theories,
and will be discussed in §5.9 and §5.10; explicit quan-
tum matter realizations of incoherent metals are harder
to find, and are present in the SYK models discussed in
§5.11.
Figure 30 summarizes how the various regimes dis-
cussed in the previous paragraphs are related to each
other.
Momentum
Conserved
Quasiparticles
Incoherent
metal
Coherent 
critical metal
Hydrodynamic Fermi liquid
Diffusive metal
(Altshuler-Aronov theory)NO
NO
YES
YES
Fermi liquid
FIG. 30 A ‘phase space’ of metals. In this section we will
discuss the coherent and incoherent non-quasiparticle metals
that appear on the left column. Figure developed in discus-
sion with Aharon Kapitulnik.
In the first half of the remaining section, we will
detail the major developments in the theory of trans-
port in strongly interacting metals with weak momen-
tum relaxation. The latter part of this section consists
of holographic approaches to transport that are non-
perturbative in the strength of momentum relaxation.
We postpone our review of non-holographic condensed
matter models to §5.6.3 and §5.11, until after we have
had a chance to lay out the formalisms which are rele-
vant for the discussion.
5.3. Thermoelectric conductivity matrix
Electric and thermal transport generally couple to-
gether in charged quantum matter. Hence, we will want
to compute not just the electrical conductivity σ, as in §3,
but a more general matrix of thermoelectric conductivi-
ties. We will need to consider the transport coefficients(
J i
Qi
)
=
(
σij Tαij
T α¯ij T κ¯ij
)(
Ej
ζj
)
, (399)
where we have defined the heat current
Qi ≡ T ti − µJ i. (400)
The heat current naturally couples to a temperature gra-
dient,
δζi ≡ −∂iT
T
, (401)
as we will demonstrate below, following [334]. The clas-
sic discussion can be found in [526]. The matrix of ther-
moelectric conductivities defined above is guaranteed to
be symmetric, assuming time-reversal symmetry – this is
called Onsager reciprocity.
We want to impose a uniform electric field δEi, and
a uniform temperature gradient δζi. For simplicity, we
suppose that the field theory lives on flat space. An elec-
tric field is imposed through an external gauge field
δA =
e−iωt
iω
δEidx
i. (402)
Imposing a temperature gradient is more subtle. A clean
way to do this is to think about Euclidean time in the
rescaled coordinate t˜:
t =
t˜
T
. (403)
This Euclidean coordinate has periodicity t˜ ∼ t˜+1, while
the metric
gt˜t˜ =
1
T 2
. (404)
Imposing a constant temperature gradient δζi therefore
leads to
δgt˜t˜ =
2e−iω˜t˜
T 2
δζix
i , (405)
with ω˜ = ω/T . We now make a coordinate change
t˜→ t˜+ ξ t˜, ξ t˜ = ixiδζi e
−iω˜t˜
ω˜T 2
. (406)
In general, the effect of an infinitesimal coordinate change
is to generate the perturbation
δgµν → δgµν + ∂µξν + ∂νξµ,
δAµ → δAµ + δAν∂µξν + ξν∂νδAµ. (407)
Thus the coordinate change (406) leads to the following
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set of perturbations describing the temperature gradient:
δgt˜t˜ = 0, δgt˜i = −iδζi
e−iω˜t˜
ω˜T 2
, δAi = iδζi
e−iω˜t˜
ω˜T 2
At˜ .
(408)
Let us now collect our results and rescale back to the
original time coordinate t. If we perturb the metric and
gauge field, using (402) and (408) the action of the field
theory is deformed to
δS =
∫
dd+1x [Tµνδgµν + J
µδAµ]
=
∫
dd+1x
[
J i
iω
δEi +
Qi
iω
δζi
]
. (409)
Hence, temperature gradients indeed couple to the heat
current, and the natural thermoelectric transport coeffi-
cients to discuss are given by (399). In holography, we
have also learned how to encode a thermal gradient by
perturbing gti and Ai at the boundary. For simplicity
assuming that the boundary is asymptotically AdS:
δgti(r = 0) =
L2
r2
e−iωt
iω
δζi, (410a)
δAi(r = 0) = −e
−iωt
iω
δζiAt(r = 0). (410b)
The coupling (409) implies that the thermoelectric con-
ductivities (399) are given by retarded Green’s functions
of the currents J i and Qi. Recall that these Green’s
functions relate sources and expectation values, as in e.g.
(38) above. The appearance of time derivatives (factors
of ω) in (409) means that some care is required in the
manipulation of the Green’s functions. The answer is:
σij(ω) =
GRJiJj (ω)− χJiJj
iω
, (411a)
κ¯ij(ω) =
GRQiQj (ω)− χQiQj
iωT
, (411b)
αij(ω) =
GRQiJj (ω)− χQiJj
iωT
, (411c)
α¯ij(ω) =
GRJiQj (ω)− χJiQj
iωT
. (411d)
The susceptibilities χAB are equal to the nonzero temper-
ature Euclidean Green’s function at Matsubara frequency
ωn = 0. The susceptibilities in the above expressions are
often zero by gauge invariance at T > 0 (because they
would generate mass terms if the theory is coupled to dy-
namical photons or gravitons). We will return to these
quantities later. The derivation of (411b) and (411d)
from (409) can be found in [526]. In [526] the answer is
given in terms of Kubo functions. We will relate these to
the quantities appearing in (411b) and (411d) later.
There is a zoo of thermoelectric coefficients used in the
condensed matter literature. All such coefficients are re-
lated to the matrices defined in (399), and are defined by
changing the “boundary conditions” (instead of measur-
ing Ji and Qi given Ei and ζi, we choose to fix Ji and
ζi, for example). Let us note two famous ones for con-
venience. The thermal conductivity at vanishing electric
current is:
Qi|Ji=0 ≡ Tκijζj ⇒ κij = κ¯ij − T α¯ik(σ−1)klαlj .
(412)
The Seebeck coefficient sij is the ratio of the voltage drop
to the temperature drop, again when Ji = 0:
Ei|Ji=0 ≡ −sijTζj ⇒ sij = (σ−1)ikαkj . (413)
Observables with Ji = 0 arise naturally in experimental
situations that typically work with open circuit boundary
conditions. Charge accumulates at one end of the sample
and the resulting electric field precisely cancels out any
net electric current.
5.4. Hydrodynamic transport (with momentum)
Before discussing holographic transport, it is impor-
tant to understand what features of holography are gen-
uinely novel, and which features are already expected on
general field theoretic grounds. In fact, we will see that
the transport problem is tightly constrained by hydrody-
namics.
Hydrodynamics is the effective theory describing the
relaxation of an interacting classical or quantum system
towards thermal equilibrium. The key assumption of hy-
drodynamics is that the field theory has locally reached
thermal equilibrium. In thermal equilibrium, we assign
to a QFT with conserved charge and energy-momentum
a chemical potential µ, and a temperature T and four-
velocity uµ, defined such that the local density matrix ρ
is “approximately”
ρ ∼ exp
[
uµPµ + µQ
T
]
, (414)
with Pµ the total energy-momentum in a volume of lin-
ear size lth, where lth is the “thermalization length scale”,
and Q the charge. More precisely, (414) is true so long as
we only ask for the expectation value of products of lo-
cal operators. The equations of hydrodynamics describe
the dissipative dynamics under which a theory with long
wavelength inhomogeneity in µ, T and uµ slowly relaxes
to global equilibrium (or as close to it as boundary con-
ditions allow).
Hydrodynamics characterizes the dynamics perturba-
tively in powers of lth/ξ, where ξ is the scale over which
there is spatial variation. We will focus, to start with,
on the case of relativistic dynamics, and so after trivial
multiplication by the (effective) speed of light c the same
considerations apply to time scales: the local thermaliza-
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tion time is fast compared to the scale of hydrodynamic
phenomena. The hydrodynamic expansion is achieved by
expanding Tµν and Jµ as functions of T , µ and uµ, and
their derivatives. We will perform this task explicitly in
the next subsection. But beforehand let us emphasize
that the hydrodynamic limit is parametrically opposite
to the standard limit of quantum field theory compu-
tations – ξ/lth crudely counts the “number of collisions”
(in a quasiparticle framework), which apparently must be
large for the hydrodynamic limit to be sensible. Hence,
recovery of hydrodynamics from quasiparticle approaches
such as kinetic theory requires some conceptual ‘care’, al-
though it is well-known how to do so [51; 52]. In kinetic
theory, dissipative coefficients such as diffusion and vis-
cosity are non-perturbative in the coupling constant λ,
typically scaling as 1/λ2 as λ→ 0.
5.4.1. Relativistic hydrodynamics near quantum criticality
We start by considering relativistic hydrodynamics.
This is constrained by additional symmetries, and is di-
rectly applicable to a CFT deformed by temperature and
chemical potential. As we have discussed, this is a natu-
ral framework for holography and for compressible mat-
ter more generally.
The equations of motion of hydrodynamics read
∂µT
µν = FµνJµ, (415a)
∂µJ
µ = 0, (415b)
where Tµν is the expectation value of the local stress
tensor, Jµ is the charge current, and Fµν is an external
electromagnetic field tensor. Our goal is to construct Tµν
and Jµ for a relativistic theory, following [348].
The expansion in lth/ξ will be an expansion in deriva-
tives ∂µ. So we begin by constructing T
µν and Jµ at
zeroth order in derivatives. The most general possible
answer is
Tµν = (+ P )uµuν + Pηµν , (416a)
Jµ = ρ uµ. (416b)
We were only able to use ηµν and uµ to construct these
tensors, since Fµν = ∂µAν−∂νAµ is first order in deriva-
tives. In the rest frame of the fluid, we readily interpret
 as the energy density, P as the pressure, and ρ as the
charge density.
There is a further conservation law at this order in
derivatives:
∂µs
µ = 0, (417)
where
sµ = suµ , (418)
and s is the entropy density. We can derive (417) by using
that at leading order in derivatives, taking the divergence
of (416a),
−∂µP = uµuν∂ν(+P )+(+P )uµ∂νuν+(+P )uν∂νuµ.
(419)
Contracting with uµ and employing uµu
µ = −1 and the
fact that dP = ρdµ+ sdT , we obtain:
∂µ ((+ P )u
µ) = uν∂νP = ρu
ν∂νµ+ su
ν∂νT. (420)
Further employing (415b), (416b), along with the ther-
modynamic identity (234), we obtain (417). (417) asserts
that entropy is conserved at leading order, and is the sec-
ond law of thermodynamics for a non-dissipative system.
At higher orders in hydrodynamics, we will require that
a certain entropy current satisfy
∂µs
µ ≥ 0, (421)
so that the fluid is dissipative, and entropy increases over
time locally.
The positivity constraints coming from (421) are im-
portant. However, the need to construct an entropy cur-
rent is a weakness of the conventional formulation of
hydrodynamics, as identifying the correct entropy cur-
rent can be subtle. While we will follow the conventional
description [485], the reader may be interested in more
modern treatments that dispense of (421) as an addi-
tional postulate [68; 151; 326; 422].
The next step is to construct the first order derivative
corrections to Tµν and Jµ. A priori, we have to add
terms containing all possible combinations of ∂µµ, ∂µT
and ∂µuν . However, we immediately run into an ambi-
guity with how to define the fluid variables in an inho-
mogeneous (out of equilibrium) background [476]. This
is the issue of picking a “fluid frame”: a simultaneous
re-definition of uµ, T and µ at first order in derivatives
is allowed. We will work in the Landau frame, which
chooses
0 = uνT
µν
(1) = uνJ
ν
(1) , (422)
where Tµν(1) and J
ν
(1) are the first order in derivative terms
in the conserved currents.
Now, we use the equations of motion to construct the
most general Tµν(1) and J
µ
(1) consistent with positivity of
entropy production (421) and the Landau frame condi-
tions. We follow the steps we used above to derive the
zeroth order conservation of entropy (417), but now in-
clude first order corrections. We find
∂µ (su
µ) =
µ
T
∂νJ
ν
(1)−
1
T
FµνuµJ(1)ν− 1
T
Tµν(1)∂µuν , (423)
92
and hence
∂µ
(
suµ − µ
T
Jµ(1)
)
= −Jν(1)
[
∂ν
(µ
T
)
+
1
T
Fµνuµ
]
− 1
T
Tµν(1)∂µuν . (424)
The entropy current at first order in derivatives is the
quantity appearing on the left hand side of the above
equation,
Tsµ = sTuµ − µJµ(1) . (425)
This is just the heat current, up to a factor of T : Qµ =
Tsµ. With this identification of sµ, the most general form
of Jν(1) and T
µν
(1) consistent with the second law (421) and
the Landau frame is, from (424),
Jµ(1) = −σqPµν
(
∂νµ− µ
T
∂νT + Fρνu
ρ
)
, (426a)
Tµν(1) = −ηPµρPνσ
(
∂ρuσ + ∂σuρ − 2
d
ηρσ∂λu
λ
)
− ζPµν∂ρuρ , (426b)
where σq, η and ζ are all positive, and we have defined
the projector
Pµν = ηµν + uµuν . (427)
η and ζ are the shear and bulk viscosity of the fluid. σq
is a “quantum critical conductivity” which plays a very
important role in transport, as we will see. In the zero
density limit, σq reduces to the “relativistic” conductiv-
ity described in §3. The equations (426) are called the
first order constitutive relations. The zeroth order consti-
tutive relations were (416). Combining the constitutive
relations with the conservation laws (415) leads to a set of
dynamical equations for the conserved densities , ρ, uµ.
As we have emphasized previously, the black hole ge-
ometries employed in holography are dual to field theo-
ries with consistent thermodynamics. Therefore, it must
be that when these black holes are perturbed on very
long wavelengths, hydrodynamic behavior arises. In fact,
there is a mapping between solutions of hydrodynam-
ics and those of charged black branes, perturbed on
very long length scales. We will not discuss this “fluid-
gravity correspondence” further. For original papers see
[67; 91; 246], and for a review see [400].
5.4.2. Sound waves
With the hydrodynamic equations set up, the next
step is to solve the equations and find the hydrodynamic
modes. We got a taste of this in §3.4.3, where we found a
diffusive mode carrying charge fluctuations in an overall
neutral system. What, however, are the hydrodynamic
modes of a charged fluid? The most important feature
of charged hydrodynamics in a medium with a conserved
momentum is the presence of sound waves that carry
charge. We will see that these modes have a huge effect
on charge transport.
To find the collective modes of linear transport, we
linearize the hydrodynamic equations about a fluid at
rest:
uµ = (1, δvi), µ = µ0 + δµ, T = T0 + δT. (428)
To linear order in the perturbations, the stress tensor and
charge current are
δJ t = δρ, δJ i = ρ δvi, δT tt = δ, (429)
δT ij = δij (∂Pδ+ ∂ρPδρ) , δT
ti = (+ P )δvi.
Following [476], we have used δ and δρ as hydrodynamic
variables instead of δµ and δT . Assuming that δvi, δ
and δρ have x and t dependence given by ei(kx−ωt), it is
straightforward to use the conservation laws (415) and
the constitutive relations (416) and (426) to obtain a set
of algebraic equations. The condition that these equa-
tions admit non-vanishing solutions defines the hydrody-
namic normal modes.
The hydrodynamic modes are easily found. The modes
decompose into transverse and longitudinal sectors. The
perpendicular components of the velocity field obey a
diffusion equation with dispersion relation
ω = −i η
+ P
k2. (430)
That is, the shear viscosity controls transverse momen-
tum diffusion. The longitudinal modes are as follows:
there is a diffusive mode with with dispersion relation
ω = −iDk2, with diffusivity
D = σq
(∂P )ρ[(∂ρµ) − (µ/T )(∂ρT )]− (∂ρP )[(∂µ)ρ − (µ/T )(∂T )ρ]
(∂P )ρ/s
. (431)
This is the generalization of the diffusive mode derived
in §3.4.3. This ‘incoherent’ mode does not carry pressure
or momentum and is discussed in some detail in [171].
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Finally, there is a sound mode
ω = ±vsk − iΓsk2 , (432)
with speed of sound
vs =
√
(∂P )ρ/s , (433)
and attenuation constant
Γs =
1
+ P
(
2d− 2
d
η + ζ
)
+
σq(∂ρP )
v2s
[
(∂µ)ρ/s − µ
T
(∂T )ρ/s
]
. (434)
The sound mode carries momentum, heat and charge.
In holographic models, the sound modes can be found
explicitly by perturbing the background black hole. The
general computational strategy is identical to that in
§3.4.3 above, in which we found the diffusive mode of
a neutral black hole. The sound modes are also low ly-
ing quasinormal modes of the black hole. The technical
difficulty is that there are now more bulk fields that are
coupled and it is more difficult to find gauge-invariant
variables analogous to (179) that can lead to (ideally de-
coupled) second order differential equations. It is often
useful to fix the gauge δgrM = 0 and δAr = 0. To find
the diffusive momentum mode (430), one must then solve
for the bulk metric perturbations δgty and δgxy. For the
remaining longitudinal modes one must couple δAt, δAx,
δgii, δgxx, δgtx, δgtt, and any further scalar modes such
as a dilaton.
Once the fluctuation equations have been obtained,
the procedure is the same as in §3.4.3. That is, one
has to integrate the equations from the horizon to the
boundary and demand the absence of a source at the
boundary. This integration can be done perturbatively in
ω, k → 0, with ω/k fixed. The analysis was done for neu-
tral AdS-Schwarzschild black holes in [369; 480; 614] and
for charged AdS-RN black holes in [173; 231]. Modes are
found at precisely the frequencies (432) predicted by hy-
droynamics. Decoupled gauge-invariant equations of mo-
tion for both longitudinal and transverse channels have
also been found for some Einstein-Maxwell-dilaton the-
ories in [37], although the sound modes have not been
studied.
Hydrodynamics requires ω, k  T in order for the
derivative expansion to hold. Perhaps surprisingly, holo-
graphic sound modes were found to exist even at T = 0
in the AdS-RN black hole [174], and obey the expected
dispersion relations. While reminiscent of ‘zero sound’
modes in Fermi liquids, the raison d’eˆtre of these gapless
collective modes is not clear at the time of writing. A
linearly dispersing collective mode at zero temperature
has also been found in an EMD model without a ground
state entropy, although still with z = ∞ [172]. It would
be interesting to see if the existence of these modes could
be directly tied to the presence of low energy, nonzero
momentum spectral weight when z =∞. The two prop-
erties (spectral weight and zero sound modes) are tied
together in weakly interacting Fermi surfaces. We shall
come across similar modes in §7.1.3 below on probe brane
models.
5.4.3. Transport coefficients
We are now almost ready to use hydrodynamics to
compute the transport coefficients {σ, α, α¯, κ¯} defined in
(399). However, there is an immediate problem which
arises: at nonzero ρ and s, the transport coefficients are
all divergent as ω → 0 in any fluid with translation in-
variance! We shall prove this result in due course. To
get a feel for where it comes from, consider the follow-
ing easy way to generate nonzero currents Ji and Qi:
start with a fluid at rest, uµ = (1, 0, . . .), and perform a
small ‘Galilean’ boost of velocity vx. Going to a moving
frame leads to electric and heat currents Jx = ρvx and
Qx = sTvx, respectively. But there is no temperature
gradient and no electric field. Evidently, all of the coeffi-
cients in (399) are divergent in any direction with transla-
tion invariance. This is not inconsistent with our results
for σ from §3, because for those systems ρ = 0. While it
might appear from this argument that boost rather than
translation invariance is the symmetry at work here, we
will see shortly that this is not the case. Boost invariance
gives extra structure: it fixes the coefficients of the delta
functions in equations (438) – (441) below.
Nonetheless, let us now compute σ(ω) at ω > 0 from
hydrodynamics; for simplicity, we assume the theory is
isotropic. We shall do this first by directly solving the
hydrodynamic equations of motion in the presence of a
uniform electric field and temperature gradient. We will
freely use the conservation equations (415) and constitu-
tive relations (416) and (426). Consider first a uniform
electric field E, so F xt = −E, which is infinitesimally
small. This will induce a perturbatively small velocity
field v, and hence a perturbatively small momentum cur-
rent T tx = (+P )v. Integrating the Lorentz force (415a)
over space gives
∂tT
ti = −iω(+ P )v = Eρ, (435)
since Jt = −ρ up to spatial derivatives. Solving (435) for
v and using the leading order constitutive relation
Jx = ρv + σqE , (436)
we obtain
σ(ω) = σq +
ρ2
+ P
i
ω
. (437)
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In fact, exactly at ω = 0, analyticity properties of σ(ω) –
in particular the fact σ(ω) is a retarded Green’s function
(411b) and hence analytic in the upper half plane and
subject to the Kramers-Kronig relations [334] – demand
that there be a δ function:
σ(ω) = σq +
ρ2
+ P
[
i
ω
+ piδ(ω)
]
. (438)
We will see in later sections more ways to understand
the emergence of this δ function. Using the constitutive
relation for Qx, we also obtain
α(ω) = −µ
T
σq +
sρ
+ P
[
i
ω
+ piδ(ω)
]
. (439)
To compute κ¯ we need an expression for the force due
to a thermal gradient. A thermal ‘drive’ is equivalent to a
background metric and Maxwell field according to (408).
The hydrodynamic equation of motion (415a) is placed
in a nontrivial background metric by making the deriva-
tives covariant and contracting indices with the back-
ground metric. In a background given by flat spacetime
perturbed by (408) one obtains
∂µT
µi = sζi . (440)
This is now the starting point analogous to (435) above.
Following the same steps as previously leads to the ther-
mal conductivity
κ¯(ω) =
µ2
T
σq +
Ts2
+ P
[
i
ω
+ piδ(ω)
]
. (441)
A very systematic way to obtain transport coefficients
from hydrodynamic equations of motion was developed
by Kadanoff and Martin [430]. The result of that anal-
ysis is as follows [430; 476]. Write the hydrodynamic
equations of motion in the matrix form
φ˙A +MAB(k)λ
B = 0 , (442)
where, for example, φA = {δρ, δs, δT0i} are the fluctuat-
ing hydrodynamic variables and λA = {δµ, δT, δvi} are
fluctuations of the corresponding sources. The fluctua-
tions of sources and hydrodynamic variables are related
by the static susceptibilities
φA = χABλ
B . (443)
The matrix of hydrodynamic Green’s function for the φA
variables can then be shown to be given by
GR(ω, k) = M
1
iωχ−Mχ . (444)
These are Green’s functions for the conserved densities.
They clearly have poles on the hydrodynamic modes
where (442) is satisfied. The Green’s functions for the
currents JA = {J i, Qi, T ij} – needed to compute the ma-
trix of conductivities using formulae such as (411b) and
(411d) – is obtained using the conservation equations,
which hold as operator relations. Thus, for instance,
ω2GRρρ = k
2GRJxJx . The Kadanoff-Martin method was
used in [348] to first obtain (438), (439) and (441).
The results (438), (439) and (441) obey the following
relations that can be obtained as relativistic Ward iden-
tities [337; 370]
(Tα+ µσ)iω = −ρ , (κ¯+ µα)iω = −s . (445)
These relations are valid beyond hydrodynamics. In a
relativistic theory, it is therefore sufficient to compute
the electrical conductivity σ to obtain the entire matrix
of thermoelectric conductivities. This is why there is only
one independent dissipative coefficient σq.
Given that (438), (439) and (441) follow from general
considerations, they must of course be true in holographic
models. This can be verified explicitly from bulk com-
putations [337]. Furthermore, in holographic models the
coefficient σq will acquire a particular form. In Einstein-
Maxwell-dilaton theories one obtains [126; 171; 337; 417]
σq =
Z+
e2
( s
4pi
)(d−2)/d( sT
+ P
)2
. (446)
Here Z+ is the value of Z(Φ) in the Einstein-Maxwell-
dilaton action (273) evaluated on the horizon. We will
discuss the temperature scaling of σq shortly.
In experiments, we have explained that it is often con-
venient to measure κ, defined in (412). Unlike σ, α and
κ¯, there is no divergence in κ as ω → 0. One finds
κ = σq
(+ P )2
Tρ2
. (447)
The cancellation of the divergence between the various
terms in (412) has a simple physical explanation [530],
as we now explain. κ is the thermal conductivity with
open circuit boundary conditions. With such bound-
ary conditions, as we noted, electric current does not
flow. However, in a charged system, momentum neces-
sarily transports charge (the sound mode carries charge).
Therefore with no electric current, there can be no mo-
mentum and the sound wave is not excited. Thus there is
no divergence. The association between the sound mode
and the divergent conductivities will be seen very explic-
itly below. The fact that κ is finite but σ diverges in
a fully hydrodynamic and nonzero density theory leads
to a strong violation of the Wiedemann-Franz law (397)
because the Lorenz ratio L ≡ κ/(Tσ)→ 0.
A further quantity that remains finite as ω → 0 is the
conductivity of the ‘incoherent current’ [171]
~J inc ≡ sT
~J − ρ ~Q
+ P
. (448)
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This is the current corresponding to the incoherent com-
bination of charges. Recall that this combination does
not couple to the velocity and hence diffuses, with diffu-
sivity (431). This mode that is decoupled from momen-
tum behaves in much the same way as charge in a neutral
relativistic system, described in §3. In fact, using (448)
together with (438), (439) and (441), it is clear that the
incoherent conductivity is nothing other than
σJ incJ inc(ω) = σq . (449)
In Einstein-Maxwell-dilaton theories, the incoherent
conductivity has the low temperature scaling [171]
σq ∼ T 2+(d−2−θ)/z . (450)
As noted in the discussion around equation (296) above,
this corresponds to an anomalous dimension for the
charge density operator with Φ = z, making the oper-
ator marginal in the IR. The incoherent conductivity is
sensitive to the IR physics precisely because it has de-
coupled from the ‘dragging’ effect of the sound mode.
5.4.4. Drude weights and conserved quantities
Delta functions in the conductivity, such as those ap-
pearing in (438), (439) and (441), always arise when a
conserved operator overlaps with the current operator.
In this section we will prove this fact. Let us focus on
the electrical conductivity for concreteness. The conduc-
tivity can be decomposed into a ‘Drude weight’ part and
a regular part
σ(ω) = D
(
δ(ω) +
1
pi
i
ω
)
+ σreg(ω) . (451)
The Drude weight is D. From the expression for the
conductivity in terms of Green’s functions (411b) it is
clear that
D
pi
= χJxJx −GRJxJx(0) . (452)
We will now relate the Drude weight (452) to conserved
quantities. This argument is originally due to Mazur
[550] and Suzuki [693]. We follow the presentation in
[321]. Both of the two terms in (452) admit a spectral
representation. While they are rather similar, χJxJx is a
zero frequency Euclidean Green’s function and GRJxJx(0)
a zero frequency retarded Green’s function. Zero energy
excitations contribute to the former and not the latter,
so that
D
pi
=
1
V T
1
Z
∑
m,n
Em=En
e−βEn |〈n|Jx|m〉|2 . (453)
Here Z is the partition function and V the volume. The
expression (453) is furthermore the time-averaged corre-
lation function, so that
D
pi
=
1
T
lim
t0→∞
1
t0
t0∫
0
dt〈Jx(0)Jx(t)〉 . (454)
This can again be seen by using the spectral representa-
tion of the correlator. Formula (454) is intuitive. The
delta function in the conductivity is due to current that
does not relax.
Suppose that there are conserved Hermitian operators
QA in the system. Without loss of generality we can take
these to be orthogonal with respect to an inner product
on the space of operators:
(A|B) ≡ 〈A†B〉 = TχAB . (455)
The latter inequality – relating a correlation function of
operators at equal time to the susceptibility defined be-
low (411d) – is not obvious but can be shown, see [265]
and also §5.6 below. Using this inner product we can
write
Jx =
∑
A
〈QAJx〉QA
〈QAQA〉 + J˜
x , (456)
where J˜x is orthogonal to all of the conserved operators
with respect to (455). Inserting this decomposition into
(454) one obtains
DT
pi
=
∑
A
|〈QAJx〉|2
〈QAQA〉 + limt0→∞
t0∫
0
dt〈J˜x(0)J˜x(t)〉
≥
∑
A
|〈QAJx〉|2
〈QAQA〉 =
∑
A
Tχ2QAJx
χQAQA
. (457)
To obtain the last line we used the representation (453)
of the time averaged correlator which is manifestly posi-
tive. This is the advertized result: conserved charges that
overlap with the current operator lead to delta functions
in the conductivity.
In the hydrodynamic results (438), (439) and (441) the
inequality (457) is saturated by the overlap of the con-
served momentum with the electric and thermal current
operators. That is
χPP = + P , χJP = ρ , χQP = sT . (458)
These relations encode the intuitive facts that a net den-
sity causes overlap between the current and momentum,
while a net entropy causes an overlap between heat and
momentum.
In this chapter the long-lived operator will always be
the momentum. Another important case is when the
long-lived operator is the supercurrent [167]. Some as-
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pects of superfluid transport will be considered in §6.
5.4.5. General linearized hydrodynamics
Let us briefly mention the extension of the (linearized)
hydrodynamics derived above to models which are not
Lorentz invariant. A powerful approach to this more gen-
eral problem is the memory matrix formalism described
in §5.6 below. However, a hydrodynamic perspective is
also instructive. We must again choose a frame to fix the
ambiguity in the definition of µ, T and vi out of equilib-
rium. A convenient choice, which can be thought of as a
generalization of the Landau frame conditions (422), is as
follows. Require that the thermodynamic expressions for
the momentum density gi (while gi = T ti in a relativistic
theory, we prefer to use manifestly non-relativistic nota-
tion here) and energy and charge densities  and ρ are
obeyed to all orders in the derivative expansion. Thus in
particular for the momentum density at linear order
gi =Mvi , (459)
and the parameter M is the equilibrium susceptibility
M = χPP , as will be discussed in more detail just above
(511) below. It is analogous to the “mass density”. Fi-
nally recall that in a non-relativistic theory T ti 6= T it.
In the non-relativistic notation, the hydrodynamic
equations become
∂tρ+ ∂iJ
i = 0, (460a)
∂t+ ∂iJ
i
E = EiJ
i, (460b)
∂tg
i + ∂jT
ij = ρ(Ei + vkF
ki). (460c)
We now need the constitutive relations for T ij , JEi and
Ji. This is done following the same logic as previously
for the relativistic case. The spatial components of the
stress tensor are found to be identical to before:
T ij = Pδij − η (∂ivj + ∂jvi)+ (ζ − 2η
d
)
∂kv
kδij + · · · . (461)
The energy current, however, is now given by
JEi = (+ P )vi − (Tαq − µσq)(∂iµ− Ei)− (κ¯q − µα¯q)∂iT + · · · , (462)
with E the external electric field, and αq, α¯q and κ¯q
new dissipative coefficients. We will see that they play
the same roles as σq, as microscopic “quantum critical”
thermoelectric conductivities. While the energy current
looks similar to the (linearized when v  1) relativistic
energy current, for a non-relativistic fluid JEi 6= gi, even
when neglecting dissipative effects. The charge current
is now
Ji = ρvi − σq(∂iµ− Ei)− α¯q∂iT + · · · . (463)
Note that the non-dissipative terms in these constitutive
relations (e.g. Ji = ρvj) are no longer fixed by Lorentz
invariance, but by the absence of entropy production.
Let us see how this works by computing the entropy pro-
duction to leading order in derivatives. Because entropy
production occurs at quadratic order away from equilib-
rium, it is necessary here to keep a vidg
i term in the
first law of thermodynamics for d. Everywhere else in
our discussion we have dropped velocity contributions to
thermodynamic relations, as they are quadratic in fluctu-
ations about the equilibrium state (which we are taking
to have vi = gi = 0) and are hence irrelevant for linear
response. Thus we have
∂ts =
∂t− µ∂tρ− vi∂tgi
T
= −∂iJ
i
E − µ∂iJ i − vi∂jT ij
T
= −∂i(Qi/T )− Q
i
T 2
∂iT − J
i
T
∂iµ+
vi
T
∂jT
ij
= −∂i(Qi/T )− s
T
vi∂iT − ρ
T
vi∂iµ+
1
T
vi∂iP + · · ·
= −∂i(Qi/T ) + · · · . (464)
The first line uses the first law of thermodynamics and
the conservation laws (460). The second line collects an
overall total derivative term involving the entropy cur-
rent. The third line uses the constitutive relations (461),
(462) and (463) to leading order (recall Qi = J iE − µJ i).
The final line shows that the non-total derivative terms
cancel, using dP = ρdµ+sdT . This cancellation required
the leading terms in the constitutive relations to involve
P, ρ and  + P = µρ + sT + O(v2) in precisely the way
they appear in (461), (462) and (463). If we were to keep
the next order in derivatives term in the constitutive re-
lations, positivity of entropy production would be seen
to require the viscosities and the matrix of critical con-
ductivities σq, αq, κ¯q to be positive definite, analogous to
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our discussion around (426).
The transport coefficients are found by solving the hy-
drodynamic equations exactly as we did previously, the
results are now
σ = σq +
ρ2
M
[
i
ω
+ piδ(ω)
]
, (465a)
α = αq +
ρs
M
[
i
ω
+ piδ(ω)
]
, (465b)
κ¯ = κ¯q +
Ts2
M
[
i
ω
+ piδ(ω)
]
. (465c)
Also as previously, κ is finite:
κ = κ¯q − 2Ts
ρ
αq +
Tσ2
ρ2
σq. (466)
One can compute α by either applying a temperature
gradient and computing Ji, or applying an electric field
and computing the heat current. Demanding Onsager
reciprocity (that these two computations of α yield the
same result) gives
αq = α¯q. (467)
In the special case of Galilean-invariant field theories,
it follows from the Galilean Ward identities that the mo-
mentum density g is (see e.g. [125; 420])
gi = mJ i. (468)
In this case, we find that
σq = αq = α¯q = 0. (469)
In addition to the two viscosities, there is a single dissi-
pative coefficient κ¯q, and from (466) we see that κ = κ¯q.
In the case where Lorentz invariance is restored, we
have
M = + P, αq = −µσq, κ¯q = µ
2
T
σq. (470)
While at the linearized level the velocity vi defined in this
subsection is the same as δvi defined in (428), further cor-
rections are required at the nonlinear level to restore full
Lorentz invariance. We do not have a systematic under-
standing of how this arises. Indeed, to the best of our
knowledge, there has not been a systematic development
of hydrodynamics for theories which are neither Galilean
nor Lorentz invariant.
5.5. Weak momentum relaxation I: inhomogeneous
hydrodynamics
To obtain finite transport coefficients we must break
translation invariance. In this section we describe how
this can be done, in a certain limit, within hydrodynam-
ics. The simplest hydrodynamic approach to transla-
tion symmetry breaking is a “mean field” approximation,
where momentum is relaxed at some constant (small)
rate τ . The spatial components of the hydrodynamic
‘Newton’s law’ (415a) are modified to [348]:
∂tg
i + ∂jT
ij = − g
i
τimp
+ F iνJν . (471)
Here gi is the momentum density, as in the previous sub-
section. Following the previous section, we may derive
the electrical conductivity
σ(ω) = σq +
ρ2
M
1
τ−1imp − iω
. (472)
Indeed, as is manifest from (471), we may simply set
−iω → τ−1imp − iω in (465). The ω → 0 dc conductivity
obtained from (472) is now finite. We can directly see
that this is due to the fact that momentum is no longer
conserved.
In the quasiparticle limit, ρ→ ne andM→ nm, with
n the number density of quasiparticles of charge e and
mass m. Then (472) is simply the classical Drude for-
mula. Thus a generalized Drude formula (472) is valid
for any model with a clean (momentum-relaxation dom-
inated) hydrodynamic limit of transport. Note that in a
quasiparticle metal away from this clean hydrodynamic
limit (i.e. most conventional metals), one should strictly
not use the Drude formula but rather a Boltzmann equa-
tion that allows for the fact that momentum is not a
privileged observable, but rather decays at the same long
timescale as generic quasiparticle excitations δnk [750].
To leading order in perturbation theory in τ−1imp (i.e.
slow momentum relaxation), the thermodynamic quan-
tities ρ and M appearing in (472) can be evaluated in
the clean theory, with no momentum relaxation. Thus
all the physics of momentum relaxation is captured by
the parameter τ . However, corrections to the these ther-
modynamic quantities of order τ−1imp give contributions to
the dc conductivity of the same size as σq (as is imme-
diately seen from (472)). Thus, in this framework, σq
cannot reliably be computed in the clean theory with-
out taking into account such ‘spectral weight transfer’
from the coherent to the incoherent part of the conduc-
tivity. Holography gives a particularly convenient way to
account for these corrections, as we will see.
To go further, we need a more ‘microscopic’ approach
in order to derive an expression for τ . A physically trans-
parent way to account for the presence of τ is to directly
solve the hydrodynamic equations described in previous
sections, but to explicitly break translational symmetry
in the background fluid with long wavelength, hydrody-
namic modes. These modes could be disordered or could
form a long wavelength lattice. We will refer to the po-
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sition dependence of the sources as ‘disorder’ for conve-
nience. A particularly simple way this can be done is
to source the fluid with charged disorder. Although the
resulting inhomogeneous hydrodynamic equations must
in general be solved numerically, this approach is non-
perturbative in the amplitude of (long-wavelength) dis-
order [516; 517]. In the remainder of this section we con-
sider a simpler limit in which the disorder is weak and
can be treated perturbatively. In this limit of weak, long
wavelength disorder we will obtain an explicit formula
for τ from hydrodynamics alone. Similar ideas, of self-
consistently describing momentum relaxation within hy-
drodynamics, have been developed in [42; 62; 175]. The
discussion below follows [516; 517].
Suppose that we have a translationally invariant fluid
at nonzero temperature and density. The translation-
invariant Hamiltonian H0 is perturbed by a time-
independent, spatially-varying source which linearly cou-
ples to a scalar operator O:
H = H0 −
∫
ddx h0(x)O(x). (473)
Suppose further for simplicity that the equation of state
is symmetric under h→ −h, so that the local expressions
for ρ and s are only corrected at O(h2). This assump-
tion can be relaxed [517], leading to more complicated
expressions for τ that hide the simple physics at work.
There is the following Ward identity (see [455] for a field
theoretic derivation)
∂µT
µν = F νµJµ + 〈O〉∂νh0 , (474)
with 〈O〉 the thermal expectation value of O; for sim-
plicity henceforth we drop the angled brackets. To solve
the hydrodynamic equations of motion, we must also ac-
count for the dependence of pressure on h. The pres-
sure is microscopically P = W/Vd, with W the gener-
ator of correlation functions in the QFT. By definition
∂W/∂h(k) = O(k). Therefore
∂P
∂h
= O . (475)
This allows us to find an exact, non-dissipative solution
of the hydrodynamic equations with µ and T uniform,
uµ = (1, 0, . . .), and h = h0. The Ward identity (474),
in the absence of an electric field, together with (475)
implies that the stress tensor takes the required ideal
fluid form T ij = Pδij , since
∂iT
ij = O∂jh0 = O∂jh = ∂jP . (476)
Now, we linearly perturb this background with an ex-
ternal force. For simplicity, we apply an electric field Ei.
A thermal gradient works similarly. The argument below
is not long, but is somewhat subtle. We are performing
a strict linear response calculation in E. Only after tak-
ing this limit, we then impose the perturbative limit that
the strength of the background disorder h0 → 0. We also
turn on a small frequency ω. The interesting frequency
scales will be ω ∼ h20.
We make an ansatz that the only two fields which pick
up corrections due to the external electric field are a con-
stant shift to the velocity, vi ∼ h−20 , and a perturbation
to h, δh ∼ h−10 . The velocity induced is large when in-
homogeneities are small. This makes sense because in
the translationally invariant case there is no equilibrium
velocity in the presence of an electric field. Given the so-
lution we construct below, it is straightforward to check
that this ansatz is consistent, with all other perturba-
tions ∼ h00. The momentum conservation equation from
(474) reads
−iωMvj + ∂jP = −iωMvj + (O + δO)∂j(h0 + δh)
= ρEj + (O + δO)∂jh0 + subleading in h0. (477)
In the above formula ρ, vj are uniform, that is to say,
evaluated at zeroth order in a derivative expansion. Inho-
mogeneities are induced at higher order in h0, and these
are the terms that are dropped in (477). At linear order
in perturbations, averaging (477) over space leads to
1
Ld
∫
ddx O∂jδh = ρEj + iωMvj . (478)
The objective now is to solve this equation to obtain a
relationship between the electric field Ei and the induced
velocity vi and hence obtain the conductivity.
In order to evaluate (478), it turns out to be easier to
evaluate δO than δh. Happily, these can be related by
a static susceptibility, or retarded Green’s function, in
Fourier space:
δO(k) = χOO(k)δh(k) = G
R
OO(ω = 0, k)δh(k). (479)
So long as perturbations of the operator O decay at late
times, there is no associated Drude weight and hence
from (452) the susceptibility and zero frequency Green’s
functions are equal. To evaluate the integral in (478) we
need to obtain the δO that is induced due to a flow vi
(that is itself induced by the electric field). Because δO
is a scalar but vi is a vector, δO can only be sourced in
the presence of an inhomogeneities that result in nonzero
gradients. Therefore we expect δO ∼ vi∂ih0. To obtain
the precise relation it is easiest to work in the fluid rest
frame. In this case the inhomogeneous source (473) is
δH = −
∫
ddxh0(x− vt)O(x) . (480)
This coupling leads to the response (taking a Fourier
99
transform)
O(k) + δO(k) = GROO(−k · v, k)h0(k)
≈ χOO(k)h0(k)− k · v ∂G
R
OO(ω, k)
∂ω
∣∣∣∣
ω=0
h0(k) , (481)
where we have only kept terms to linear order in our
perturbative expansion in E, as v ∼ E. Hence from
(478), we obtain
iωMvj + ρEj =
∫
ddk
(2pi)d
O(−k)ikj δO(k)
χOO(k)
=
∫
ddk
(2pi)d
O(−k)
χOO(−k) ikj
(
−kivi ∂G
R
OO(ω, k)
∂ω
∣∣∣∣
ω=0
)
h0(k)
=
∫
ddk
(2pi)d
|h0(k)|2kikj lim
ω→0
ImGROO(ω, k)
ω
vi
≡ M
τimp
vj , (482)
where we have used isotropy and (479) on the back-
ground, along with analyticity properties of Green’s func-
tions. Assuming that the source h0 is isotropic, then we
may replace kikj → (k2/d)δij above. This leads to the
explicit formula for τ :
1
τimp
=
1
dM
∫
ddk
(2pi)d
|h(k)|2k2 lim
ω→0
ImGROO(ω, k)
ω
.
(483)
Now, using that
vi =
ρEi
M(τ−1imp − iω)
, (484)
along with the constitutive relation Ji ≈ ρvi at this order
in perturbation theory, we obtain the Drude formula
σ(ω) =
ρ2
M(τ−1imp − iω)
, (485)
which is what we obtained from hydrodynamics, but
without the σq contribution, which is generically sub-
leading at this order in perturbation theory.
5.6. Weak momentum relaxation II: the memory matrix
formalism
Let us now re-derive the results of the previous section,
and more, using the memory matrix formalism. This will
require a couple of pages of rather formal manipulations
and definitions, but the payback will be worth the effort
(the pragmatic reader can skip to the results in the sub-
sections below). Specifically, the memory matrix extends
the results of the previous section beyond the hydrody-
namic limit. That is, there will be no assumption that
the disorder is slowly varying. For instance, the memory
matrix can describe generalized umklapp scattering that
occurs at microscopic distances. The memory matrix
is the toolkit of choice for describing non-quasiparticle
physics in which a small number of slowly decaying vari-
ables dominate the dynamics. Our formal development
will follow [265].
Define the following correlation function between two
Hermitian operators A and B:
CAB(t) ≡ T
1/T∫
0
dλ
〈
A(t)†B(iλ)
〉
T
= T
1/T∫
0
dλ
〈
Ae−iLtB(iλ)
〉
T
, (486)
where 〈· · · 〉T denotes an average over quantum and ther-
mal fluctuations, 〈· · · 〉 will denote the average just over
quantum fluctuations, and L = [H, ◦] is the Liouvillian
operator. What is the usefulness of this object? We take
a time derivative and perform some basic manipulations:
∂tCAB = −iT
1/T∫
0
dλ
〈
ALe−iLtB(iλ)
〉
T
= −iT
1/T∫
0
dλ
〈
Ae−iLtLe−λLBe−H/T
〉
= iT
〈
Ae−iLt
(
e−L/T − 1
)
Be−H/T
〉
= iT
〈
A
(
e−H/TB(−t)eH/T −B(−t)
)
e−H/T
〉
= −iT 〈[A(t), B]〉T , (487)
where in the last step we have used time translation in-
variance. The essential point of CAB(t) is this fact that
it represents the integral of a commutator. The commu-
tator of course plays a central role in the definition of the
retarded Green’s function, so that now we have that
Θ(t)∂tCAB(t) = −TGRAB(t) . (488)
Integrating t from −∞ to +∞:
1
T
CAB(t = 0) = GRAB(ω = 0) = χAB . (489)
In the last step we assume that the operators A and B de-
cay at late times so that the corresponding Drude weight
vanishes in (452). The result (489) is somewhat counter-
intuitive in that it relates a fixed time (t = 0) quantity
to an integral over all time (ω = 0).
100
We may also do the ‘Laplace transform’ integral:
∞∫
0
dteiztΘ(t)∂tCAB(t) = −CAB(z = 0)− izCAB(z)
= −T
∞∫
−∞
dtGRAB(t)e
izt = −TGRAB(z), (490)
and so we conclude
CAB(z) = T
iz
(
GRAB(z)−GRAB(0)
)
. (491)
In the above expressions z is a complex frequency in the
upper half complex plane, so that the integral above con-
verges. Results at real frequencies are obtained by setting
z = ω+ i0+. Note that we are using the same symbol for
C and its Laplace transform. We will keep the argument
explicit in order to distinguish them.
Suppose that we pick A = B = Jx, and that we
have a metal with finite electrical conductivity (so that
GRJJ(0) = χJJ). Up to a factor of the temperature, the
Laplace transform CJJ(z) in (491) is nothing other than
the electrical conductivity (411b), so that
σ(ω) =
1
T
CJJ(ω + i0+) . (492)
We will leave the +i0+ implicit in expressions below.
Analogous identities hold for the other thermoelectric
conductivities in (411b) and (411d). The identification
of the conductivity with the correlation function C is the
starting point for the memory matrix method. We now
proceed to perform manipulations on C.
As we have seen in previous sections, the conductivity
and hence CAB is parametrically large when translation
symmetry breaking is weak. The goal of the memory
matrix formalism is to re-organize the computation of
CAB so that we can instead compute parametrically small
quantities, which can then be analyzed easily perturba-
tively. In order to do this, we will introduce a further
abstraction: an inner product on an “operator Hilbert
space”
(A(t)|B) ≡ CAB(t). (493)
This inner product obeys all axioms of complex linear
algebra, and further obeys
1
T
(A(0)|B) = 1
T
(A|B) = χAB , (494)
which will soon come in handy. We can now again per-
form the Laplace transform, this time writing the answer
as
CAB(z) =
∞∫
0
dt eizt
(
A
∣∣e−iLt∣∣B) = (A ∣∣i(z − L)−1∣∣B) .
(495)
We now perform a series of manipulations on (495)
in order to cleanly extract out the perturbatively small
“denominator” to the conductivity CAB . We pick a se-
lective set of “long-lived” modes A,B · · · . These will be
the hydrodynamic degrees of freedom in a nearly clean
fluid. More generally they can be any set of operators we
wish, although they must include any operators whose
correlation functions we wish to compute. The strategy
will be to treat separately the time dependence of these
operators and the remaining “fast decaying” operators.
To this end we introduce the projection operator (that
acts on the space of operators)
q ≡ 1− p ≡ 1− 1
T
∑
AB
|A)χ−1AB(B|, (496)
with χ the reduced susceptibility matrix, only including
the long-lived modes. It is simple to check that q2 = q,
and hence q projects out the slow degrees of freedom.
We strongly emphasize that we are free to choose any
set of operators to call the “long-lived” modes, at this
point, so long as we only compute correlation functions
between this set of privileged operators. Only at the end
of the calculation will it be clear why to choose the modes
which are, in fact, long-lived to be privileged.
Our goal is now to separate z − L in (495) into the
contributions from fast and slow modes. Note the exact
operator identities
(z − L)−1 = (z − Lp− Lq)−1
= (z − Lq)−1 (1 + Lp(z − L)−1) . (497)
Now, since by definition q|B) = 0:
(A|(z − Lq)−1|B) =
(
A
∣∣∣∣1z + Lqz2 + · · ·
∣∣∣∣B) = χABTz ,
(498)
and
ip(z − L)−1|B) = i
T
∑
CD
|C)χ−1CD(D|(z − L)−1|B) (499)
=
1
T
∑
CD
|C)χ−1CDCDB(z), (500)
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we find that
CAB(z)− iχAB
z
=
1
T
∑
CD
(A|(z − Lq)−1L|C)χ−1CDCDB(z)
=
1
T
∑
CD
(
A
∣∣∣∣(1z + Lqz (z − Lq)−1
)
L
∣∣∣∣C)χ−1CDCDB(z).
(501)
To make the contents of (501) more transparent, intro-
duce the following two matrices on the space of long-lived
operators. The eponymous memory matrix is
MAC(z) ≡ i
T
(A˙|q(z − qLq)−1q|C˙) , (502)
and then the matrix
NAB ≡ χAB˙ =
1
T
(A|B˙) = i
T
(A|L|B) . (503)
Note that M is a symmetric matrix, while N is antisym-
metric. Further, N = 0 in a time-reversal symmetric
theory if the operators A and B transform identically
under time reversal, as will often be the case. More gen-
erally note that N is a constant whereas M depends on
z. The N matrix is clearly directly related to the first
term in brackets in (501). To see the appearance of the
memory matrix itself from the second term in (501), note
that
(A|Lq(z − Lq)−1L|C) =
(
A˙
∣∣∣∣qz + qLqz2 + q(Lq)2z3 + · · ·
∣∣∣∣ C˙)
= (A˙|q(z − qLq)−1q|C˙) = −iTMAC , (504)
where we have used the property q2 = q in this chain of
equations. Then, (501) becomes
C = iTχ− i(N +M)χ
−1C
z
, (505)
which can be further rearranged to obtain the key result
that:
1
T
CAB(ω) ≡ σAB(ω) (506)
=
∑
C,D
χAC
(
1
M(ω) +N − iωχ
)
CD
χDB ,
with σAB the generalized conductivity between opera-
tors A and B, as we noted in (492) above. We have
analytically continued to real frequencies. Of particular
relevance to us will be the thermoelectric conductivities
(cf. (411b) and (411d) above):
σJiJj = σij , σJiQj = Tαij , σQiQj = T κ¯ij . (507)
The expression (506) for the conductivity has a lot of
physical information which will be elaborated upon in the
following subsections. The basic idea is that the suscep-
tibilities χAC , χDB determine the overlap of the current
operators with the long-lived modes, as in equation (457)
above. This overlap can be thought of as a fast process.
Then the extended Drude-peak structure of the rest of
the formula will describe on how the long-lived operators
themselves decay. Both M and N are proportional to
time derivatives of the long-lived operators. Therefore,
if these time derivatives are small, M and N will also
be small, and the Drude-like peak will be sharp. In this
way the formula (506), with no assumptions whatsoever
at this point, has split the computation of the conduc-
tivity into a thermodynamic piece (the susceptibilities)
and a piece that only depends on the dynamics of long-
lived operators. The formula will be useful when a small
number of parametrically long-lived operators exist.
5.6.1. The Drude conductivites
The results of the previous section can now be used
to re-derive the results (483) and (485) for the conduc-
tivities. As advertised previously, the memory matrix
derivation does not require momentum relaxation to be a
long wavelength process. We again consider a clean and
isotropic fluid, weakly perturbed by an inhomogeneous
field coupling to a scalar operator O, as in (473). If this
breaking of translation invariance is small enough, then
the longest-lived mode that will have substantial overlap
with the (vector) current Jx is the momentum Px. Hence,
we will allow the long-lived modes in the memory matrix
formalism to be Jx and Px. These are both time-reversal
odd and so, assuming a time reversal invariant state, we
may set the matrix N = 0. The next key observation is
that as ω → 0, M has a zero eigenvalue associated with
MPP in the clean limit. This follows from the definition
of MPP because in a clean metal P˙ = 0 as an opera-
tor equation. Indeed, with the coupling (473) breaking
translation invariance
P˙ = i[H,P ] = −
∫
ddx h(x)(∇O)(x). (508)
With (508) at hand we can evaluate the memory ma-
trix. The basic idea is that the inhomogeneous coupling
will lift the zero eigenvalue of the clean theory and re-
place it by a small nonzero eigenvalue, which we can
calculate. This eigenvalue will control momentum re-
laxation and hence the conductivities. At first nontrivial
order we will see that (i) the computation can be re-
duced to evaluating correlators in the clean theory and
(ii) the projection operators that appear in the definition
of the memory matrix can be set to unity. Both of these
facts offer substantial simplifications that will allow the
momentum relaxation rate to be evaluated explicitly in
later sections. The derivation below follows [342], that
built on [338; 348].
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The operator |P˙ ) coming from (508) is a sum of
nonzero momentum operators (the homogeneous part
drops out upon taking the gradient), and hence in the
clean theory has no overlap with any zero momentum
operator, such as J . Recall that J is the total, k = 0,
current. Hence, q|P˙ ) = |P˙ ) in the clean theory. The
following manipulations aim to exploit this fact. Firstly
write
TMPP = (P˙ |q(ω − L+ Lp)−1|P˙ )
= (P˙ |q(ω − L)−1[1− Lp(ω − L)−1 + · · · ]|P˙ )
= (P˙ |q(ω − L)−1|P˙ )
+
1
T
∑
A,B
(P˙ |q(ω − L)−1|A˙)χ−1AB(B|(ω − L)−1|P˙ ) + · · ·
= (P˙ |(ω − L)−1|P˙ ) +O(h3) . (509)
The first term in (509) is O(h2). We must first explain
why the second term after the third equality is sublead-
ing. The sum in that term is over A,B ∈ {J, P}. That
term includes the expression (B|(ω−L)−1|P˙ ) where (B|
is a zero momentum operator. This will be zero unless
we include O(h) corrections to L and the inner prod-
uct, associated with the breaking of translation invari-
ance. Accounting for P˙ ∼ h, we conclude that (at least)
(B|(ω − L)−1|P˙ ) ∼ h2. Noting the additional factor of
(P˙ |, which contributes an additional factor of h, it fol-
lows that the second term (and higher order terms) in
(509) may be neglected compared to the first term, at
small h. Finally, in the last line of (509) we have used
q|P˙ ) = |P˙ ). This is true in the clean theory. However,
this term is already O(h2) because of the two P˙ s, so any
corrections to the relation q|P˙ ) = |P˙ ) due to the inho-
mogeneous coupling necessarily lead to terms of O(h3)
or higher.
Using the expression (509) for MPP in the definition of
C(z) in (495), as well as the connection to the retarded
Green’s function in (491), we can obtain the following
important result at leading order in h [338; 342]:
M
τimp
≡MPP (ω = 0) = lim
ω→0
Im
(
GR
P˙ P˙
(ω)
)
ω
=
∫
ddk
(2pi)d
|h(k)|2k2x lim
ω→0
Im
(
GROO(ω, k)
)
ω
. (510)
The Green’s functions in the above formula may be eval-
uated in the clean theory. The final step in the above
uses the explicit expression (508) for the operator P˙ . We
have used the fact that the real part of GR
P˙ P˙
(ω) is even
in ω to focus on the imaginary part as ω → 0.
Two aspects of (510) are worth highlighting. This
quantity will shortly become the width of the Drude peak
in the frequency dependent conductivity, controlling the
current and momentum decay rate. Firstly, the expres-
sion (510) is fairly intuitive. It can be thought of as a non-
quasiparticle version of Fermi’s Golden rule. The rate of
decay of the momentum is determined by the number of
low energy excitations (measured by the spectral density,
the imaginary part of the Green’s function) that overlap
with the operator P˙ . Secondly, because the decay rate
is given in terms of a low energy spectral density, it is
purely a property of the low energy critical theory. It
can be calculated within the low energy effective theory.
In particular, in order for perturbation theory in h to
be valid, it is sufficient that the inhomogeneous coupling
be small in the effective theory. If the coupling is irrele-
vant at low energies, perturbation theory can be used at
low temperatures even if the inhomogeneities are large at
short distance and high energy scales.
Similar arguments to the above show that MJP ∼ h2.
One factor of h comes from P˙ , while the other comes
from the need to break translation invariance in order to
achieve an overlap between operators at zero and nonzero
momentum [342]. Finally, one expects that generically
(i.e. in the absence of additional almost conserved oper-
ators) MJxJx ∼ h0. These facts together imply that that
(M−1)PP = 1/MPP ∼ 1/h2 will dominate the inverse of
the memory matrix that appears in the expression (506)
for the conductivity.
To evaluate the conductivity we also need the suscepti-
bilities. At leading order in weak momentum relaxation
these may also be evaluated in the clean theory. Note,
however, that the susceptibility is then the susceptibility
computed within the low energy theory. This can have
a nontrivial relationship in general with the microscopic
susceptibility if disorder is important at high energies.
In the clean theory, the susceptibility χJxPx is the charge
density ρ. To see this, recall that the velocity is ther-
modynamically conjugate to momentum, the same way
that µ is conjugate to ρ. Thus χJP ≡ Jx/vx = ρ. We
noted in our discussion of zeroth order hydrodynamics
around (463) above that the relation Jx = ρvx is deter-
mined by thermodynamics and does not require any kind
of boost invariance. We define further χPxPx ≡M. In a
relativistic fluid,M = +P , the enthalpy. In a Galilean-
invariant fluid, M is the mass density. At leading order
in h, as noted in the previous paragraph, we may neglect
MJP and MJJ when inverting M − iωχ. (506) becomes
σ(ω) = σJJ(ω) =
χ2JP
MPP (ω)− iωχPP . (511)
Upon plugging in the parameters above and restricting
to low frequencies ω ∼ h2, where in particular we can
approximate the memory matrix by its zero frequency
limit (510), we obtain
σ(ω) =
ρ2
M(τ−1imp − iω)
. (512)
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In this way we have recovered the hydrodynamic expres-
sion (485) for the Drude peak. The formula for τimp is
the same as we previously obtained in (483), but in now
in significantly more general circumstances.
5.6.2. The incoherent conductivities
It is also possible to account for the ‘incoherent’ contri-
butions σq to the conductivities (472) from the memory
function formalism. This requires some care about which
quantities are small or large in perturbation theory, and
teaches us a limit in which the issues of spectral weight
transfer discussed in the paragraphs below (472) can be
avoided, so that both terms in (472) can be trusted. This
was first discussed in [521]. Here we present a cleaner
derivation, following [167].
As a warm up, consider first the case with ρ = 0. Here
we expect that σ = σq at low frequencies. In this limit
χJP = 0 and hence the memory matrix formalism imme-
diately gives us
σJJ =
χ2JJ
MJJ(ω)− iωχJJ . (513)
In fact, this expression is always exactly true, as we are
free to consider the set of slow operators to contain only
J . Setting ω = 0 we obtain
σq =
χ2JJ
MJJ(0)
. (514)
Next, let us turn on a nonzero charge density ρ. The
conductivity is
σ(ω) =
∑
A,B∈{J,P}
χJA (M(ω)− iωχ)−1AB χBJ . (515)
Recall that in the perturbative limit MPP ∼MJP ∼ h2.
Let us zoom in on frequencies that saturate the Drude
peak, so that ω ∼ h2. In order for an ‘incoherent’
frequency-independent term to contribute at leading or-
der as h→ 0, on equal footing with the Drude term, it is
necessary for the ‘incoherent susceptibility’ to be large.
We define the incoherent susceptibility as [167]
χincJJ ≡ χJJ −
ρ2
M , (516)
being the susceptibility of the incoherent current
J inc. ≡ J − ρMP , (517)
that we encountered previously in equation (448) above
in the relativistic case. Now suppose that χincJJ ∼ 1/h as
h→ 0. In this scaling limit, the conductivity becomes
σ(ω) =
(
χincJJ
)2
MJJ(0)
+
χ2JP
MPP (0)− iωχPP
= σq +
ρ2
M
1
(τ−1imp − iω)
, (518)
in agreement with (472). In the final line we obtained an
expression for the incoherent conductivity
σq =
(
χincJJ
)2
MJ incJ inc(0)
. (519)
There is in fact some freedom with how the scaling limit is
taken and how this formula is written. We could equally
well have taken χJJ ∼ 1/h and obtained precisely the
result (514) above for σq, with no reference to incoherent
currents. The expression (519) is natural given that that
σq in hydrodynamics is the dc conductivity of the inco-
herent current, according to (449), and therefore (519) is
the natural nonzero density generalization of (514).
The crucial point, however, about the above derivation
is that we see that to perturbatively recover σq in an
exact formalism, we have to treat σq as anomalously large
in perturbation theory. In general this will not be the
case. We will observe corrections to (472) at the order of
σq in §5.9.2 below.
To account for the incoherent thermal conductivities
αq and κ¯q, we must add the heat current Q as an index
to the memory matrix. We will take the simpler limit
for the current susceptibilities χJQ ∼ χQQ ∼ χJJ ∼ 1/h,
note the discussion below (519) above, and not worry
about working with incoherent currents (note, however,
that an incoherent thermal current can also be defined
as Qinc. ≡ Q− sTMP ). Analogous to (514), we define σq,
αq and κ¯q within the memory matrix formalism via(
σq Tαq
Tαq T κ¯q
)
(520)
=
(
χJJ χJQ
χJQ χQQ
)(
MJJ MJQ
MJQ MQQ
)−1(
χJJ χJQ
χJQ χQQ
)
.
The net σ, α and κ¯ are then found using the matrices
(third row/column in matrix corresponds to the momen-
tum P index):
χ =
 χJJ χJQ ρχJQ χQQ Ts
ρ Ts M
 , (521a)
M ≈
 MJJ MJQ 0MJQ MQQ 0
0 0 Mτ−1imp
 . (521b)
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Here χQP = Ts gives the entropy density in terms of
microscopic Green’s functions. As we noted previously
with χJP = ρ, this is fixed by the absence of entropy
production at zeroth order the hydrodynamic derivative
expansion. We have only included leading order contri-
butions to the memory matrix M .
Accounting for slow momentum relaxation as before,
we recover the thermoelectric conductivities from σ =
χ(M − iωχ)−1χ, and keeping only the leading order con-
tributions in the scaling limit as h→ 0:
σ = σJJ = σq +
ρ2
M(τ−1imp − iω)
, (522a)
α =
σJQ
T
= αq +
ρs
M(τ−1imp − iω)
, (522b)
κ¯ =
σQQ
T
= κ¯q +
Ts2
M(τ−1imp − iω)
. (522c)
This is exactly (465), upon setting iω → iω − τ−1imp.
Note that MJJ changes (but σq does not) depending
on whether or not Q is included as an index in the mem-
ory matrix, due to the change in the projection operator
q. In general, computing χJJ , MJJ etc. will require a
microscopic computation more complicated than the per-
turbative computation of τimp, which is readily expressed
in terms of microscopic Green’s functions as in (510).
Finally, it is worth noting that in a relativistic theory,
Q = P−µJ holds as an operator equation. In this case, Q
should not be a separate index in the memory matrix, and
instead one computes σJQ = σJP − µσJJ , e.g. Similarly,
in a Galilean invariant fluid, the momentum P = mJ ,
and hence J should be removed as an independent index
in the memory matrix. Of course, an inhomogeneous
coupling breaks both Lorentz and Galilean invariance, so
these simplifications are likely only possible at leading
order in a small h expansion.
5.6.3. Transport in field-theoretic condensed matter models
With the general form of the thermoelectric transport
response functions at hand in (465) via hydrodynamics,
and also in (522) via memory matrices, we now return
to the condensed matter models of compressible quan-
tum matter in §4.1.1-4.1.3, and discuss the frequency and
temperature dependence of their transport properties.
First, we have the ‘diffusive’ or ‘incoherent’ compo-
nents, σq, αq, and κ¯q. These are not expected to expe-
rience special constraints from total momentum conser-
vation, and so should be finite scaling functions of ω/T .
Applying a naive scaling dimensional analysis to these
terms, we can expect that they obey scaling forms simi-
lar to those discussed in §3:
σq ∼ αq ∼ κ¯q
T
∼ T (d−2)/zΥ(ω/T ), (523)
with different scaling functions Υ for each of the trans-
port coefficients. As discussed at the beginning of §4,
thermodynamic quantities related to the free energy
density typically violate hyperscaling. This violation
amounts to a replacement d → d − θ in scaling forms.
So we might similarly expect that (523) is replaced more
generally by
σq ∼ αq ∼ κ¯q
T
∼ T (d−2−θ)/z Υ(ω/T ). (524)
This issue has been investigated in recent works in the
models of non-Fermi liquids described in §4.1 for the case
of σq, and it has been found that (524) is indeed obeyed.
The Ising-nematic transition of §4.1.1 was investigated in
[230], and σq obeyed (524) in d = 2 with θ = 1. Simi-
larly, for the spin density wave transition of §4.1.2, the
expected value, θ = 0, appeared also in σq in d = 2
[333; 594]. These computations do not show evidence for
the separate anomalous dimension for the charge density
discussed in §4.2.4.
Next, let us consider the “momentum drag” terms in
(465) and (522). A key characteristic of the theories
of non-Fermi liquids in §4.1.1 and §4.1.2 is that they
can all be formulated in a manner in which the singu-
lar low-energy processes (responsible for the breakdown
of quasiparticles) obey a Lagrangian which has continu-
ous translational symmetry. Consequently, the resistance
of such theories is strictly zero, contrary to computations
in the literature [183; 408; 409; 494]. Let us emphasize,
again, that here it is the emergent translation invariance
of the low energy critical theory that matters. Follow-
ing the discussion in §5.2, we need additional perturba-
tions which relax momentum, and these can be inserted
in (510) and then (522) to compute the transport coeffi-
cients.
The thermodynamic parameters ρ and M are invari-
ably dominated by non-critical ‘background’ contribu-
tions of the compressible state. So we can take them
to be non-singular T - and ω-independent constants. The
singular behavior of the entropy density, s, was discussed
already at the beginning of §4. So it only remains to dis-
cuss the singular behavior of τimp.
The memory matrix result for τimp in (510) was ex-
pressed in terms of the spectral density of the operator
O coupling to a space-dependent source, h(x), in (473).
If we assume that average of |h(k)|2 is k-independent
(this is the case for a Gaussian random source which is
uncorrelated at different spatial points), and the scal-
ing dimension dim[O] = ∆ in the theory without the
random source, then a scaling analysis applied to (510)
yields [338; 348; 350; 514]
1
τimp
∼ h2T 2(1+∆−z)/z . (525)
at small disorder.
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The expression (510) has been evaluated for specific
models of disorder in the non-Fermi liquids discussed
above. For the Ising-nematic critical point, [350] ar-
gued that the most relevant disorder was a ‘random
field’ term that coupled linearly to the Ising-nematic or-
der parameter φ in §4.1.1. However, it was found that
the order parameter spectral weight, i.e. ImGφφ, vio-
lated the expected scaling form because of an emergent
gauge-invariance in the underlying critical theory. Con-
sequently, (525) is not obeyed in this specific model. It
was found that, in d = 2, 1/τimp ∼ T−1/2 (up to loga-
rithms) at low T . The fact that τimp becomes large at low
temperatures in this model is a reflection of the fact that
disorder is strongly relevant at the critical point. The
computation is only self-consistent, then, if the disorder
is tuned to be very small, so that the clean fixed point can
still control the physics down to low temperatures. Later
parts of this section and §7.2 will consider the physics
of strongly disordered fixed points, leading to incoher-
ent transport. One can also consider a higher tempera-
ture regime in the pure Ising-nematic fixed point, where
the Landau damping of the order parameter fluctuations
is negligible and so they obey z = 1 scaling [261; 645]:
here, a linear-in-T resistivity was found [350; 520] via
1/τimp ∼ T .
For the spin-density-wave transition of §4.1.2, we
have to consider an additional subtlety before evaluating
(510). The critical theory (249) is expressed in terms of
fermions at hot spots on the Fermi surface which couple
strongly to the spin-density-wave order parameter. How-
ever, fermions away from the hot spots can also carry
charge and energy and hence contribute to the transport
co-efficients. In [596], it was assumed that higher-order
corrections to the critical theory [333] are strong enough
to rapidly equilibrate momentum around the entire Fermi
surface. With this assumption, the slowest process is the
impurity-induced momentum relaxation, and this is dom-
inated by the contributions of the hot spot fermions, and
can be computed [596] from (510). Here, the disorder
was assumed to be associated with local variations in the
position of the critical point, and so coupled linearly to
(ϕa)2. In this case, the scaling law (525) was found to ap-
ply, and yields 1/τimp ∼ T (up to logarithms), implying
a resistivity linear in T .
Finally, we consider the scaling of the shear viscosity
η. The viscosity is well-defined in these critical theories
with an emergent translation invariance. Using the same
scaling arguments leading to (523) and (231), or from the
holographic result in (194), we expect that
η ∼ s ∼ T (d−θ)/z. (526)
However, explicit computations [595] on non-Fermi liquid
models of a Fermi surface coupled to Ising-nematic or
gauge fluctuations lead to a rather different conclusion.
Although strong interactions can destroy quasiparticles
near the Fermi surface, they do leave the Fermi surface
intact, as we discussed in §4.1.1. So far, we have found
that this residual Fermi surface leads to the same scaling
of transport properties as might be expected in a critical
and isotropic quantum fluid in d− θ spatial dimensions.
But for the shear viscosity, the anisotropic structure of
momentum space near each point on the Fermi surface
turns out to have important consequences, among which
is the breakdown of (526): computations on the non-
Fermi liquid model show that the ratio η/s diverges [595]
η/s ∼ T−2/z. (527)
The result (527) does not emerge from holography using
classical gravity. It depends strongly on the Fermi surface
structure of the field theory. See the discussion in §4.3
concerning Fermi surface physics in holographic strange
metals.
5.6.4. Transport in holographic compressible phases
Let us now go through a few examples of the holo-
graphic application of the memory matrix formula (510)
for the momentum relaxation rate. We have really done
the hard work in §4.3.2 by computing the spectral weight
of scalar operators in various critical holographic phases.
The ease with which the results below are obtained — in
particular, without solving any partial differential equa-
tions in the bulk spacetime, corresponding to the inho-
mogeneous sources — reflects two powerful features of
the approach. Firstly, the memory matrix has isolated
the universal low energy data, the low energy spectral
weight in (510), that determines the momentum relax-
ation rate. Secondly, in §4.3.2 we showed how the low
temperature scaling of the low energy spectral weight
could be computed from near-horizon data. Combining
these two facts, the momentum relaxation rate and hence
the transport can be obtained purely from the geomet-
rical properties of the emergent critical phase in the far
IR of the spacetime.
Throughout this section we are assuming that the ef-
fects of translation symmetry breaking are weak in the
IR, so that perturbation theory is possible. Holographi-
cally speaking, this means that inhomogeneities induced
by the boundary source (473) decay towards the interior
of the spacetime. If, instead, the inhomogeneities are rel-
evant and grow towards the interior, then a new, intrin-
sically inhomogeneous IR emerges. This will lead to in-
coherent hydrodynamic transport, without momentum,
that is the subject of §5.8–5.10 below. For generic situ-
ations without extra symmetries (to be discussed later),
there is no way around solving bulk PDEs in those cases.
The cases of relevant and irrelevant disorder are illus-
trated in Figure 31.
There are two important distinctions in the holo-
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FIG. 31 Relevant and irrelevant inhomogeneities. In
the top plot the inhomogeneities grow towards the interior of
the spacetime whereas in the bottom plot they decay towards
the interior. In the irrelevant case one case use perturbation
theory in the interior, almost homogeneous, geometry to de-
scribe momentum relaxation. In the relevant case one must
find the new inhomogeneous interior spacetime, typically by
solving PDEs.
graphic models: firstly, whether momentum relaxation
occurs due to a periodic lattice or a random potential,
and secondly, whether the dynamic critical exponent z
is finite or infinite. Let us discuss these in turn. Note
first that the memory matrix expression (510) for the mo-
mentum relaxation rate depends only on the k-dependent
spectral weight ρ(k) in (297), so that we can write
M
τimp
=
∫
ddk
(2pi)d
|h(k)|2k2x ρ(k) . (528)
The susceptibility M will generically be constant in a
compressible phase at T  µ. This formula will thus
determine the temperature dependence of τimp from the
temperature dependence of ρ(k).
Consider first the case of a regular, periodic lattice. For
simplicity, focus on the periodicity in one direction and
take the lattice potential to be a single cosine mode with
lattice wavevector kL. These are not crucial assumptions
for the physics we are about to describe. Then in (528)
we have
|h(k)|2 → h¯2δ(k − kL) ⇒ M
τimp
∼ h¯2k2L ρ(kL) .
(529)
The essential point here is that the momentum relax-
ation rate is given in terms of the low energy spectral
density at a nonzero wavevector. The lattice can only
relax momentum efficiently if there exist low energy de-
grees of freedom that the lattice can scatter into. This
again brings out the analogy to Fermi’s Golden rule.
If z <∞, then we saw in (326) above that low energy,
nonzero wavevector spectral weight is exponentially sup-
pressed. This reflects the intuitive fact that if z < ∞
then low energy excitations scale towards the origin of
momentum space. A spatially periodic lattice is highly
irrelevant with such scaling. It follows that momentum
relaxation is very inefficient and momentum is exponen-
tially long-lived
τimp ∼ e+CkL/T 1/z . (530)
An example of this long timescale, which leads to an
exponentially large dc conductivity in (512), was found
numerically in the holographic computations of [390], for
the normal component of the conductivity in the super-
conducting phase. It reflects the emergence (up to log-
arithmic corrections) of a z = 1, AdS4 geometry in the
far interior of the spacetime, and the corresponding in-
efficient scattering by a periodic lattice. Exponentially
large conductivities can occur in conventional metals in
a ‘phonon drag’ regime, where the bottleneck for momen-
tum relaxation is phonon umklapp scattering. Evidence
for this effect was presented in [380]. The kinematic cause
is the same: phonons do not have low energy spectral
weight at nonzero wavevector and hence cannot scatter
efficiently off a lattice.
As was emphasized in §4.3.1 and §4.3.2, a key aspect
of z = ∞ scaling is the existence of low energy, nonzero
momentum spectral weight. In particular, at low tem-
peratures we can use (322) in the formula (528) for the
relaxation rate to obtain [342]
M
τimp
∼ h¯2k2L T 2νkL−1 . (531)
Recall that this results holds for AdS2×Rd and also other
geometries, conformal to AdS2 × Rd, with z = ∞. The
above expression (531) leads to a power law in tempera-
ture dc resistivity via (512), with the power determined
by the scaling dimension νkL . This power law can be seen
explicitly in full blown numerical results [392]. Pertur-
bation theory is valid so long as the lattice is irrelevant
and the resistivity goes to zero at T = 0, which requires
νkL >
1
2 . In later sections we will discuss the relevant
case, leading to insulators, as well as the case of νk imag-
inary, leading to instabilities.
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The discussion in §4.3.1 and §4.3.2 emphasized that
the existence of low energy spectral weight was a prop-
erty that z =∞ theories shared with Fermi liquids. Sim-
ilarly, the result (531) parallels the T 2 power law resistiv-
ity found from umklapp scattering by a lattice in Fermi
liquids. Umklapp scattering is an interaction in which
charge density is moved around the Fermi surface (at
zero energy cost) with a net change in momentum by
kL. A unified description of umklapp, holographic and
conventional, is developed in [342].
The simplest model of weak disorder is Gaussian short
range disorder. In this model the inhomogeneous source
h(x) of (473) is drawn randomly from the space of func-
tions with average and variance
h(x) = 0 , h(x)h(y) = h¯2δ(d)(x− y) . (532)
We will discuss the physics of random disorder further
in §7.2 below. For the moment we can simply use (532)
in the formula (528) for the momentum relaxation rate,
where it amounts to
|h(k)|2 → h¯2 ⇒ M
τimp
∼ h¯2
∫
ddk
(2pi)d
k2x ρ(k) . (533)
Unlike the case of a periodic lattice, the random disorder
contains modes of all wavelengths, and this is why an
integral over k survives. This means that disorder can
scatter long wavelength modes and can efficiently relax
momentum in theories with z <∞.
For the Einstein-Maxwell-dilaton models with z <∞,
we saw in (324) and (326) above that the spectral weight
is exponentially suppressed for T 1/z . k, and a constant
power of the temperature for k . T 1/z. Thus from (533)
we obtain the resistivity [338; 348; 514]
ρ =
1
σ
=
M
τimp
∼ h¯2
∫ T 1/z
dkkd+1T (2∆
′−2z−d)/z
∼ h¯2T 2(1+∆′−z)/z . (534)
This is in agreement with the general scaling expectation
(525) quoted above, as it should be. The disorder leads to
a resistivity determined by the scaling dimension of the
disordered operator. The perturbative computation is
controlled so long as the resistivity goes to zero as T → 0.
We will discuss relevance and irrelevance of disorder in
§7.2.
Finally, we can consider disorder in holographic models
with z = ∞. The spectral weight is again (322) and
hence the momentum relaxation rate and resistivity [37;
342; 520]
ρ =
1
σ
=
M
τimp
∼ h¯2
∫
dkkd+1T 2νk−1 . (535)
Assuming that νk grows at large k, as it typically does,
at low temperatures this integral is dominated by small
k. At low T we can write the integrand as a exponential,
which then has saddle point
k2? ∼
1
log 1T
. (536)
He we used the fact that generically dνk/dk ∼ k as k →
0. See for instance (307) above for the AdS-RN case
(in some interesting cases there are cancellations such
that dνk/dk ∼ k3, as in for instance [175], in such cases
k4? ∼ 1/ log 1T ). Thus the resistivity
ρ =
M
τimp
∼ h¯2 T
2ν0−1(
log 1T
)1+d/2 . (537)
In the AdS-RN case, 2ν0−1 = 0 from (307) and hence the
resistivity is purely given by the ‘universal’ logarithmic
correction. Note that the result (537) only depends on
the dimension of the disordered operator as k → 0 in the
semi-locally critical IR theory.
5.6.5. From holography to memory matrices
The memory matrix results for the Drude conductivi-
ties, (510) and (512), follow from general principles and
apply to all systems. In the previous section we have
used these results to obtain the conductivity in holo-
graphic models. It is also instructive to see how the
memory matrix formulae themselves can be directly ob-
tained holographically, and how the holographic compu-
tation of σ(ω) proceeds in a momentum-relaxing geom-
etry. We will present the derivation in this section, fol-
lowing [515]. The derivation will be perturbative in the
disorder strength, which is required to be small at all
energy scales.
Consider a homogeneous background EMD geometry,
of the kind discussed in §4.2.2. This background is now
perturbed by an additional scalar field ϕ, that we can
take to have action (292). We choose ϕ to be dual to
an operator of dimension ∆ > (d + 1)/2. The asymp-
totic boundary conditions as r → 0 corresponding to the
inhomogeneous source (473) are
ϕ(x, r) =
rd+1−∆
Ld/2
∫
ddk
(2pi)d
h(k)eik·x + · · · . (538)
Then at leading (linear) order in h, the bulk ϕ will take
the form
ϕ(x, r) =
∫
ddk
(2pi)d
h(k)ϕ0(k, r)e
ik·x, (539)
where ϕ0 solves the wave equation of motion for ϕ in the
homogeneous bulk background, is regular at the black
hole horizon and satisfies ϕ0(k, r → 0) = rd+1−∆L−d/2 +
· · · .
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Our goal now is to compute the conductivity in the
homogeneous background perturbed by the scalar field
(539). We will find that the conductivity σ(ω) contains
a Drude peak so long as h is perturbatively small, and
we will recover (510). The Drude peak is a perturbative
limit of a double expansion in small ω and small h. From
(512), σdc ∼ τ ∼ h−2; evidently we must treat h2 and ω
as small parameters on the same footing. Now, the back-
reaction of the inhomogeneous field (539) onto the back-
ground means that the original EMD fields are altered
at order h2. However, these perturbative corrections to
the background cannot lead to a singular conductivity as
h, ω → 0. We will see that the leading order effect of
inhomogeneity – smearing out the δ function in σ(ω) –
is achieved by the inhomogeneous scalar (539) directly.
We may thus treat the EMD fields as uniform, and only
consider the nonzero momentum response in the ϕ field
[106]. We further need only compute the holographic
linear response problem to linear order in ω [515].
We first identify the perturbations which will be ex-
cited by an infinitesimal uniform electric field. Since the
electric field is uniform, the lowest order processes in h
occur when a linear perturbation δϕ(k) scatters off of
the background ϕ(−k). Hence the perturbations of inter-
est will be δϕ(k), which furthermore couples to spatially
uniform spin 1 perturbations under the spatial SO(d)
group: δAx and δg˜tx ≡ r2δgtx/L2 (these perturbations
both tend to constants at r = 0). We use the ‘axial’
gauge δgrx = 0, as previously. The linearized equations
of motion for these fields read (as throughout, it is recom-
mendable to use symbolic manipulation programs such as
Mathematica, along with a differential geometry/general
relativity package, to perform many tedious steps in such
computations):
Ld
2κ2
δg˜′tx
ard
= ρ δAx − L
db
rdω
∫
ddk
(2pi)d
kx|h(k)|2ϕ0(k, r)2
(
δϕ(k, r)
ϕ0(k, r)
)′
, (540a)
e2
Ld−2
ρ δg˜′tx =
(
br2−dZδA′x
)′
+
r2−dZ
b
ω2δAx, (540b)
−kxωϕ0(k, r)
2δg˜′tx
brd
=
(
b ϕ0(k, r)
2
rd
(
δϕ(k, r)
ϕ0(k, r)
)′)′
+
ω2
brd
ϕ0(k, r)δϕ(k, r). (540c)
Recall that a and b are functions that appear in the back-
ground metric (274), Z appears in the EMD action (273)
and ρ is defined in (277).
Terms ∼ ω2 in the above equations are beyond the
order in perturbation theory to which we work, so we may
drop them. Now (540) collapses to a set of 3 differential
equations:
Ld
2κ2
δg˜′tx
ard
= ρ δAx − LdδPx, (541a)
e2
Ld−2
ρ δg˜′tx =
(
br2−dZδA′x
)′
, (541b)
δP ′x = −
δg˜tx
b
∫
ddk
(2pi)d
k2|h(k)|2ϕ0(k, r)2
drd
,
(541c)
where in the last line above we have assumed isotropy to
replace k2x → k2/d (specifically, we assume for simplicity
that the modes h(k) are chosen so that σij = σδij ; the
theory is microscopically disordered but macroscopically
isotropic), and defined the new field
δPx ≡ b
rdω
∫
ddk
(2pi)d
kx|h(k)|2ϕ0(k, r)2
(
δϕ(k, r)
ϕ0(k, r)
)′
.
(542)
We now proceed to directly construct (at leading
order) the bulk response to the applied electric field.
Counting derivatives in (541) shows there are 4 linearly
independent modes. With the benefit of hindsight, none
are singular in h, and so we may look for these modes
assuming h = 0. The first such mode – and the only one
containing δPx, is:
ρ δAx = L
dδPx = constant, δg˜tx = 0. (543)
The remaining three are the modes of the translation
invariant black hole, and so have δPx = 0. There is
a “diffeomorphism mode” δg˜tx = 1, a “Galilean boost”
mode:
δg˜tx = 1− ab, δAx = p+ Ts
ρ
, (544)
and a third mode (explicitly given in [515]) which is the
“Wronskian” partner to this Galilean boost mode; it is
logarithmically divergent at the horizon. (541a) near r =
r+ allows us to fix the constant term in δAx in (544).
Recall that p is the background gauge field in (274).
What is the bulk response if we impose the boundary
condition that δAx(ω, r = 0) = 1 and infalling boundary
conditions at the horizon? We do not source a heat cur-
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rent, and so δg˜tx(r = 0) = 0 and we do not source the
diffeomorphism mode. We are looking for the response at
small frequency and small inhomogeneity: ω ∼ h2 → 0.
We will see that the response is not singular in this limit,
and so we need only compute the response at O(ω0).
However, the response does contain a term proportional
to ω/h2 that we must keep track off. Strictly at ω = 0,
σ(0) = σdc remains finite, but there is no electric field in
this limit (the electric field being the time derivative of
δAx), and hence there can be no current sourced. The
upshot is that at ω = 0 we source only the mode (543).
Next consider a nonzero but small ω. We are after
the O(ω) correction to the response of the previous para-
graph. At nonzero frequency we must impose infalling
boundary conditions (162) at the horizon. Recalling the
behavior (275) of the function b near the horizon, we find
that equation (541c) requires the near horizon behavior
δg˜tx = − iωρτ
+ P
(r+ − r)−iω/(4piT ) (1 + · · · ) , (545)
where
+ P
τ
≡ L
d
rd+
∫
ddk
(2pi)d
k2
d
|h(k)|2ϕ0(k, r+)2. (546)
To get the factor of ρ in (545), we use the ω = 0 re-
sult from (543) that δPx = ρ/Ld δAx = ρ/Ld. The last
step here uses the boundary condition δAx = 1. Note
that in the scaling limit ω ∼ h2, then δg˜tx in (545) is
actually O(ω0) in perturbation theory. At this order in
perturbation theory we can set the ω in the exponent
to zero, effectively removing the oscillating part for most
purposes.
The lifetime defined in (546) is in fact precisely that
obtained from the memory matrix in (510). To see this,
recall the formula derived in (319) above, in which the
low energy spectral weight is given in terms of the value of
the field on the horizon, which is precisely what appears
in (546).
To obtain the Drude peak itself, with the lifetime
(546), we turn to the perturbation δAx. Regularity at
the horizon requires that the only mode sourced – upon
including the metric perturbation (545) at order ω/h2 –
is the Galilean boost mode (544). Adding this term to
the ω = 0 solution of δAx = 1, we obtain
δAx(ω, r) ≈ 1− iωρτ
+ P
(
p+
Ts
ρ
)
. (547)
We have neglected the oscillatory part (r+ − r)−iω/(4piT )
that is unimportant at small ω, except very close to the
horizon. The Drude form (512) for the conductivity now
follows from (547) using basic entries of the holographic
dictionary: The conductivity is given by (184), with the
current given by (183b), with z = 1, and using (183a) to
relate the subleading behavior in p to ρ (recall p(0) = µ).
The following comment on the above result is use-
ful. We saw that the bulk response is dominated by
a ‘Galilean boost’. This is the holographic analogue of
the derivation of the Drude conductivities from hydrody-
namics in (483). In the holographic argumentation, how-
ever, we did not need to assume that the inhomogeneities
were slowly varying. We will see other instances below
of how holographic models often admit a ‘hydrodynamic’
description beyond its naive regime of validity.
5.7. Magnetotransport
This section will discuss transport in a magnetic field
as well as disorder. We will restrict to d = 2; in higher
dimensions, adding a magnetic field breaks isotropy. As
previously, we start with a discussion of the predictions
of hydrodynamics. We will generalize both the hydrody-
namic discussion of §5.5 as well as the memory matrix
approach of §5.6.
The setup is similar to before: a fluid with translational
symmetry broken weakly by an inhomogeneous field h(x)
coupled to a scalar operator O, and now additionally in
a uniform magnetic field B. In the case in which the
inhomogeneities are slowly varying, the entire discussion
can be made within hydrodynamics, as in §5.5 above.
The ‘momentum conservation’ equation now reads
∂tg
i + ∂jT
ij = O∂ih0 + F
iµJµ, (548)
with Fµν the (externally imposed) gauge flux; in our case,
we will have Fxy = B, as well as F
it = −E. We assume
that B ∼ ω ∼ O(h20). The magnetic field must be small
else it will introduce a scale that takes us outside of the
hydrodynamic regime. The ‘force balance’ equation (477)
for the fluctuations now becomes
−iωMvj + (O + δO)∂j(h0 + δh)
= ρEj + (O + δO)∂jh0 +BεjkJk. (549)
The treatment of δh is identical to before – B-dependent
corrections to τ are subleading, just as ω-dependent cor-
rections were. Thus upon spatial averaging we obtain
− iωMvj = ρEj + ρBεjkvk − M
τimp
vj , (550)
with an identical τ to previously, given in (483). Solving
for the velocities in terms of the electric field, and using
Ji = ρvi, the longitudinal and Hall conductivities are
obtained as
σxx = σyy =
ρ2M(τ−1imp − iω)
(ρB)2 +M2(τ−1imp − iω)2
, (551a)
σxy = −σyx = ρ
3B
(ρB)2 +M2(τ−1imp − iω)2
. (551b)
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The incoherent conductivity can be added into the
above derivation by using Ji = σq(Ei + Bijvj) + ρvi
in (548) and in the definition of the conductivities, in-
stead of only including the latter term. One finds [348]:
σxx = σq
(τ−1imp − iω)(τ−1imp + ω2c/Γ + Γ− iω)
ω2c + (τ
−1
imp + Γ− iω)2
, (552a)
σxy =
ρ
B
2(τ−1imp − iω)Γ + ω2c + Γ2
ω2c + (τ
−1
imp + Γ− iω)2
. (552b)
Thermoelectric conductivities have also been obtained in
[348]. In the above formulas we introduced the hydrody-
namic cyclotron frequency and decay rate
ωc ≡ ρBM , Γ ≡
σQB
2
M . (553)
Upon setting τ−1imp = 0, the formulae in (552) and (553)
agree exactly with the holographic results in equations
(390) and (391) above. In this identification σq = 1/e
2,
which is the limit of the incoherent conductivity (446),
in d = 2 and with Z+ = 1, when ρ is small (so that sT =
+P ), which was assumed in the holographic derivation
of (390) and (391). We will discuss the physics of this
cycotron mode below.
The agreement with the holographic results implies
that the hydrodynamic expression (552) will exhibit a
particle-vortex duality, dual to the Maxwell duality in
the bulk. The transformation (385) of the conductivities
is manifested as follows. Under the transformations
ρ↔ B and σq ↔ 1/σq (554)
then
σxx ↔ ρxx and σxy ↔ −ρxy (555)
where ρ = σ−1 is the resistivity matrix.
It is instructive to derive (551) from the memory ma-
trix formalism. To do so, we must employ the full ex-
pression (506) for the conductivity, including the matrix
N which breaks time reversal symmetry. We will outline
the computations contained in [167; 521]. For simplic-
ity we will focus on the case τimp = ∞, that is, with no
inhomogeneities. Momentum is relaxed by the magnetic
field. The operator equation for momentum relaxation is
now
P˙ i = BijJj . (556)
The space of ‘slow operators’ will now be {Px, Py, Jx, Jy}.
To evaluate the memory matrix expression for the con-
ductivity, firstly we need the susceptibilities. These are
symmetric in the operators and hence, using isotropy, the
nonzero components are
χJiJj = χJxJxδ
ij , χJiP j = ρδ
ij , χP iP j =Mδij .
(557)
The reason that χJxPy vanishes is that, using (556) and
(503), χJxPy = −NPyPy/B = 0, because the N matrix is
antisymmetric. The nonzero components of N are eval-
uated using (503) to be
NJiJj = NJxJy
ij , NJiP j = −BχJxJxij , NP iP j = −Bρij .
(558)
Finally we also need the nonzero components of the mem-
ory matrix M in (502). These are simplified by the fact
that the projection operator q in the memory matrix
projects out J i, and these same J i appear in the ex-
pression (556) for P˙ i. Thus one finds
MJiJj 6= 0 , MJiP j = 0 , MP iP j = Mτimp . (559)
If the above expressions for χ,N,M are used in the
memory matrix conductivity (506), one recovers precisely
the conductivities (552) in the scaling limit ω ∼ B. In
order for the incoherent conductivity σq to contribute
at leading order in this limit one must furthermore take
χJxJx ∼ 1/
√
ω. See the discussion in §5.6.2 above. The
incoherent conductivity is now given by
σq =
χ2JxJxMJxJx
M2JxJx + (MJxJy +NJxJy )
2
. (560)
This is the generalization of (519) above. As discussed
in that section, one can express σq in terms of incoher-
ent currents, but the results are not distinguishable at
leading order in this scaling limit. In the present setup
there is also an incoherent Hall conductivity σHq , but this
is expected to be subleading in powers of B in the scaling
limit and hence we have not included it.
One of the interesting features of (552) is a violation of
Kohn’s theorem in the clean limit τimp =∞. Suppose we
take a translationally invariant fluid with σq = 0. Then
we see that the conductivities given by (551) diverge at
±ω = ωc. This is called the cyclotron resonance, and
is associated with exciting a collective mode which uni-
formly rotates the momentum of the fluid. Kohn’s theo-
rem states that this cyclotron resonance frequency is ro-
bust against electron-electron interactions in a Galilean-
invariant fluid [470]. In a quantum critical fluid with
σq 6= 0, but still τimp =∞, we see that there is no longer
any divergence, as the cyclotron resonance is damped
by the particle-hole “friction”. The loophole in Kohn’s
theorem is that we have both electrons and holes, and
that a generic quantum critical system does not con-
serve the number of electrons (due to electron-hole cre-
ation/annihilation processes). It is not Galilean invari-
ant.
Another interesting feature of (552) is the possibility
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for anomalous scaling in the Hall angle, defined as
tan θH =
σxy
σxx
. (561)
The present discussion is at ω = 0. If σq = 0, then
tan θH ∼ BρM τimp ∼ σxx. (562)
The last relation is concerned with the temperature scal-
ing, which comes from τimp. Mechanisms that evade the
connection (562) have been of interest since it has been
known for some time that (562) is violated in the cuprates
[140]. A nonzero σq in the formulae (552) provides such a
mechanism [101]: suppose that σxx(B = 0) ≈ σq (recall
from (472) that σxx is a sum of two terms). Using (552),
the scaling tan θH ∼ τimp is unchanged. It follows that
if τimp and σq have unrelated T -scaling, then the scaling
tan θH ∼ σxx need not hold. This conclusion requires
σq to dominate the dc conductivity in (472). If, instead,
τimp is very large, perhaps in an ultra-clean sample, then
tan θH ∼ σxx is recovered.
As we will later discuss below (583), at higher orders
in perturbation theory in 1/τimp, corrections appear to
the hydrodynamic theory of [348], and to the equations
(552). In particular, if σq ∼ τ0imp, corrections arise to
(552) at the same order as terms involving σq [97]. In
the dc limit ω = 0, holographic mean-field models will be
seen to lead to an exact formula that looks similar to the
dc limit of (552). Similarly to in (581) below, however,
the quantities that appear are not in fact the same σq
and τ that appear in the ω dependent conductivities. In
the thermoelectric conductivities αij and κ¯ij the exact
holographic mean-field results are qualitatively different
to the theory of [348] even at ω = 0 [36; 103; 456].
5.7.1. Weyl semimetals: anomalies and magnetotransport
Let us also briefly discuss transport in models of
3+1 dimensional metals with approximate axial anoma-
lies: Weyl semimetals. At the level of band theory,
there are many predictions and experimental realizations
[512; 527; 743] of metallic systems with ‘Weyl points’ in
the Brillouin zone where the low energy degrees of free-
dom exhibit a chiral (axial) anomaly. This axial anomaly
is an emergent IR effect: (i) high energy processes al-
low for scattering between fermions located near distinct
Weyl points, and (ii) there is a theorem which states that
the total axial anomaly of lattice fermions must vanish
[578]. Temporarily putting aside this theorem, at the
hydrodynamic level, the axial anomaly causes the break-
down of charge conservation [576; 677]:
∂µJ
µ = −C
8
µνρσFµνFρσ . (563)
The right hand side of (563) is proportional to ~E · ~B.
In a background magnetic field, the transport problem
for charge is ill-posed with such a violated conservation
law, so clearly the microscopic processes which restore
the conservation of global charge will play an important
role.
A hydrodynamic approach to thermoelectric transport
in such anomalous theories was developed in [518], by
coupling together chiral relativistic fluids, allowing for
the exchange of energy and charge between the fluids.
The key result is that, if the magnetic field is oriented in
the z-direction, there is an additional contribution to the
conductivity σzz as a consequence of the axial anomaly:
∆σzz(ω) =
C2B2
Γanom − iω , (564)
where Γanom is a coefficient related to the rate at which
the chiral fluids exchange charge and energy. It can be
defined using the memory matrix formalism, and is small
in the limit where the ‘Weyl’ behavior of the semimetal
is pronounced, and hence ∆σzz will be large. The B-
dependence of this signal, only present parallel to ~B, is
called negative magnetoresistance (NMR). NMR in σzz
was predicted earlier using kinetic approaches in [673],
and hydrodynamic/holographic methods in [487]. Ex-
perimental signatures for electrical NMR were first defini-
tively observed in [399; 742], along with many additional
experiments since.
It was further noted in [518] that there is NMR in
α and κ¯ if there is a non-vanishing axial-gravitational
anomaly. (This distinct anomaly implies an R2µνρσ term
on the right hand side of (563), and anomalous violation
of energy-momentum conservation as well.) The link be-
tween NMR and the axial-gravitational anomaly is inde-
pendent of the strong coupling limit, and can be observed
in the weakly coupled limit accessible in experiment.
Hence, thermal transport measurements could provide
a remarkable demonstration of this novel anomaly.
There has been recent development of holographic ap-
proaches to studying the strongly coupled analogues of
Weyl semimetals [425; 487; 488; 489]. The analogue of
Γanom is added by coupling the axial gauge field to a
certain background scalar [425]. When Γanom = 0, one
might expect (564) to hold even beyond the hydrody-
namic limit as the consequence of a new ‘Ward identity’,
analogous to the case of a conserved momentum (437). A
holographic calculation seems to confirm this conjecture
[689]. In the future, it would be interesting to understand
the interplay of NMR with strong disorder. It would
also be interesting to study thermal transport holograph-
ically. However, following the lines of [518] would require
a model with two separate ‘energy-momentum tensors’,
only one of which is conserved. This may require the
addition of a massive spin-2 field in the bulk, which is a
delicate matter.
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5.8. Hydrodynamic transport (without momentum)
So far, we have discussed hydrodynamic transport as-
suming that (up to weak disorder) energy, momentum
and charge are all good conserved quantities. If trans-
lational symmetry is very strongly broken – for exam-
ple, the amplitude of short wavelength disorder is large
– then there is no reason to expect that the dynamics
associated with momentum relaxation are slower than
other microscopic processes. In this limit, the only con-
served quantities are charge and energy [336]. (If inelastic
phonon scattering is important, one should consider the
combined electron-phonon system.) Therefore, the hy-
drodynamic description should only include fluctuations
of the chemical potential µ and temperature T . We will
call such a system an “incoherent metal”.
In the absence of external sources the two hydrody-
namic equations of motion are conservation of charge and
energy
∂ρ
∂t
+∇ · J = 0 , ∂
∂t
+∇ · JE = 0 . (565)
There is no longer a conserved momentum. This fur-
thermore means that velocity is no longer a hydrody-
namic variable, and hence the constitutive relations for
the charge and heat currents, to first order in the deriva-
tive expansion, are simply(
J
1
TQ
)
=
(
σ0 α0
α0
1
T κ¯0
)(
−∇µ
−∇T
)
. (566)
As previously the heat current Q = JE − µJ . It is im-
mediate from the above expression that σ0, α0 and κ0
are nothing other than the thermoelectric conductivities.
Recall that the matrix of thermoelectric susceptibilities
is (
∇ρ
∇s
)
=
(
χ ζ
ζ c/T
)(
∇µ
∇T
)
. (567)
Combining the conservation laws (565) with the constitu-
tive relations (566) and susceptibilities (567) one obtains
coupled diffusion equations for entropy and charge(
∂ρ/∂t
∂s/∂t
)
= −
(
σ0 α0
α0
1
T κ¯0
)(
χ ζ
ζ c
)−1(
∇2ρ
∇2s
)
.
(568)
We used the fact that the conservation laws (565) imply
that within linear response: s˙+∇·(Q/T ) = 0. The above
equations can also be expressed as the coupled diffusion
of energy and charge [336]. The diffusion equations re-
veal the generalized Einstein relation according to which
the matrix of conductivities is equal to the matrix of dif-
fusivities times the matrix of susceptibilities.
Thus incoherent metals are characterized by two inde-
pendent diffusive modes, the eigenvectors of the coupled
diffusion equations above. If thermoelectric effects are
weak (as is the case in e.g. conventional metals), then
heat and charge diffusion are directly decoupled. Charge
diffusion alone controls the electrical conductivity. The
loss of Lorentz or Galliliean invariance means that we
can proceed no further on symmetries alone – unlike the
hydrodynamics described previously. There are few non-
trivial constraints beyond the second law of thermody-
namics, which enforces that the matrix of conducitivities
is positive definite.
Until recently, most understanding of hydrodynamic
transport in this incoherent limit has been phenomeno-
logical and non-rigorous. There is a large literature on
‘phases’ of transport in disordered media. Various meth-
ods for tackling such problems have been developed, in-
cluding effective medium theory (EMT) [486] and analo-
gies with resistor networks [463]. For simple inhomoge-
neous metals, EMT can work quite well. A simple model
of the metal-insulator transition beyond EMT consists
of a resistor network with a random fraction p of resis-
tors deleted (so the resistance R = ∞ for that link);
the classical percolation transition of these deleted links
then becomes the metal-insulator transition [463]. Some
of these techniques generalize to diffusive transport con-
trolled by (568), and indeed to hydrodynamic transport
with momentum [516].
Ultimately to use the approaches mentioned in the pre-
vious paragraph, we need knowledge of the coefficients
in (566) or (568), and in this regard progress has been
more limited. In the absence of useful symmetries, a
compelling approach is to ask whether any of these co-
efficients are subject to universal bounds following from
general principles of quantum mechanics and statistical
physics. We will briefly discuss some (still speculative)
ideas in this direction. The remaining sections below will
discuss specific, calculable models of incoherent metals
that are obtained in holography.
A simple argument leads to the so-called Mott-Ioffe-
Regel bound in quasiparticle theories of transport [320],
in the presence of a sharp Fermi surface (in momentum
space, so that excitations have a well defined momen-
tum). There are several ways to formulate this bound
but the one that is most relevant to our discussion is
the following. A well-defined quasiparticle must have a
mean free path lmfp = vFτ larger than its wavelength
∼ k−1F . Along with the definition of quasiparticle mass
m = ~kF/vF, we obtain from the Drude formula
σ =
ne2τ
m
∼ e
2
~
kdFvFτ
~kF
= kFlmfp × e
2
~
kd−2F &
e2
~
kd−2F .
(569)
This bound is violated in many strange metals [320], and
if these systems lack quasiparticles this is not surprising.
Nonetheless, these compounds do seem to saturate the
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bound [113]
σ =
ne2τ
m
∼ τEF
~
e2
~
kd−2F &
e2
~
kd−2F
EF
kBT
, (570)
where we have used the Heisenberg uncertainty principle
to bound the scattering lifetime: τ & ~/(kBT ). Such a
lifetime bound is of course in the same spirit [648; 745]
as the bound (1). It is desirable, however, to formulate
a potential bound directly in the language of incoherent
transport, namely, diffusion.
A precedent for the reformulation of uncertainty prin-
ciple bounds as diffusivity bounds already exists. An
argument identical to that of (570) can be applied to the
ratio of shear viscosity to entropy density [475]. In a CFT
at nonzero temperature, this ratio is precisely the trans-
verse diffusivity of momentum [676], so that the famous
conjectured viscosity bound of [475] can be written
Dpi⊥ &
~c2
kBT
. (571)
We will be agnostic about the numerical prefactor in this
and (most) other bounds [148]. Similarly, the bound in
(570) can be reformulated, using the Einstein relation
σ = Dχ and assuming decoupled heat and charge diffu-
sion for simplicity, as a bound on charge diffusion [336]
Dρ &
~v2F
kBT
, (572)
under plausible assumptions about the charge suscepti-
bility χ. Such a bound could provide a simple expla-
nation for the ubiquitous scaling σ ∼ 1/T observed in
incoherent metals [113].
Various aspects of the proposed bound (572) are un-
satisfactory. In particular, vF is a weakly coupled notion,
whereas the objective of formulating diffusivity bounds is
to move away from weak coupling. Relatedly, clearly the
diffusivity goes to zero at low temperatures in an insula-
tor. Indeed, even the constant T = 0 diffusivity of free
electrons in a disordered potential in three dimensions
violates (572) if vF is interpreted too literally. An inter-
esting recent proposal is that the velocity that appears
in diffusivity bounds such as (572) is the ‘butterfly veloc-
ity’ vb [99; 100]. This is appealing because the butterfly
velocity can be defined in any system, with or without
quasiparticles.
In weakly coupled models the butterfly velocity is close
to the Fermi velocity [22; 698]. In certain strongly cou-
pled models, in contrast, it is found to be temperature
dependent [168; 302; 597]. Recent results have further-
more suggested that the diffusive process most directly
related to the butterfly velocity is in fact thermal diffu-
sion [56; 102; 168; 597], with the potential bound
D &
~v2b
kBT
. (573)
The butterfly velocity characterizes the spread of en-
tanglement and chaos in quantum systems [632; 666],
and such phase randomization is connected to energy
fluctuations (and hence thermal diffusivity) because the
Schro¨dinger equation maps the time derivative of the
phase to the energy. In contrast, many different physi-
cal effects, unrelated to scrambling, can contribute to the
charge diffusivity. The rate of growth of quantum chaos
has recently been bounded [535], as discussed in §1.2. A
bound in the spirit of (573) has recently been used to
understand anomalous aspects of thermal transport in a
cuprate [747]. In §5.11.2, we will present solvable models
for which the equality (626) is consistent with (573).
Much of the evidence for a relation of the form (572)
or (573) between D and vb comes from studying homoge-
neous momentum-relaxing models, discussed in §5.9 be-
low. However, upon generalizing to inhomogeneous mod-
els, strong violations of (573) have been observed [301].
In a holographic setting, inhomogeneity affects Dρ and
v2b in different ways, violating (572) with vF → vb [523].
Although we have framed the discussion here around
diffusion bounds, we will discuss specific holographic
models in §5.10 where electrical and thermal conduc-
tivity (but not diffusion) can be rigorously bounded
from below. The correct formulation of possible univer-
sal, model-independent bounds on transport (of energy,
charge and momentum) remains a fascinating question at
the time of writing. Proofs of appropriately formulated
transport bounds may be within reach.
5.9. Strong momentum relaxation I: ‘mean field’ methods
The simplest way to model an incoherent metal holo-
graphically is through a ‘mean field’ approach, where
translational symmetry has been broken, but the space-
time geometry is homogeneous. Although this might
seem contradictory, it is not. The essential ‘trick’ is to
use a source that breaks translations but preserves some
combination of translations with a different (often inter-
nal) symmetry. We will see that this leads to a homo-
geneous energy-momentum tensor and hence a homoge-
neous spacetime. These are not realistic models of trans-
lation symmetry breaking, but are often the simplest to
work with: the bulk geometry, and response functions,
are computed using ODEs rather than PDEs. Some re-
sults obtained have been found to be qualitatively similar
to those following from more generic breaking of transla-
tion invariance.
Several versions of ‘mean field’ translation symme-
try breaking have been developed. In holographic ‘Q-
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lattices’ [214], the background is invariant under a com-
bination of translation combined with rotation under an
internal U(1) symmetry. With ‘helical lattices’ [226], the
preserved symmetry is geometric; translation in a spe-
cific spatial direction (in 3 boundary spatial dimensions)
is combined with a rotation in the plane perpendicular
to the translation. This symmetry leads to a homoge-
neous but anisotropic spacetime and is an instance of the
Bianchi classification of spacetimes with homogeneous
boundary sources [405]. In ‘linear axion’ models [41],
translations are combined with an internal shift symme-
try.
We will give some explicit computations in linear axion
models [41], which are perhaps the simplest of all. Fur-
thermore, as elaborated in [20; 21; 57; 704], this broad
class of models – where translations are broken by a linear
source that preserves a combination of translations and
shift symmetry – is precisely the Stu¨ckelburg formulation
of a bulk ‘massive gravity’ theory dual to broken transla-
tion invariance. Momentum relaxation through massive
gravity was initially formulated on its own terms with-
out gauge invariance [166; 716]. Results obtained with
Q-lattices and helical lattices are qualitatively similar to
those we shall derive for linear axion models. We will
gives references below. Let us emphasize again that there
is no mystery concerning how these models are relax-
ing momentum. They have explicit non-translationally
invariant sources (periodic or linear in a spatial coordi-
nate).
We will illustrate the physics of mean field models with
the following action [41]:
S = SEMD − 1
2
d∑
I=1
∫
dd+2x
√−g Y (Φ)(∂χI)2 . (574)
Note that the number of scalar fields χ is equal to the
number of spatial dimensions. We will be considering so-
lutions in which the EMD fields depend only on the radial
direction (as in all the backgrounds we have considered
thus far), while the scalar fields
χI =
mxI√
2κ
, (I = 1, . . . , d). (575)
The parameter m quantifies the strength of translation
symmetry breaking. The χ fields are often called axions,
as they have a shift symmetry, just like an axion in parti-
cle physics. In a homogeneous background for the other
EMD fields, it is easy to see that (575) solves the χ equa-
tion of motion. Now, note that the dilaton and graviton
equations of motion depend only on derivatives of χI , and
that the derivatives of χI are constants, and thus homo-
geneous in the spatial directions. Hence, the assumption
that the EMD fields are homogeneous is justified.
In mean field models, an explicit formula for σdc in
terms of horizon data can be obtained. There are a vari-
ety of methods to do this. Let us short-cut to the ‘mem-
brane paradigm’ technique developed in [105]. This is
closely related to the method we used in §3.4.2 for the
simpler case of a translationally invariant and zero den-
sity theory. For the present EMD-axion theory, we have
essentially already computed the equations of motion in
§5.6.5: in particular, (541) is valid for any homogeneous
geometry, and if we rewrite (541c) in position space, and
use the axion profile (575), we obtain
δP ′x =
−δg˜tx
b
∑
I
|∇χI |2
drd
= − Y m
2
2κ2brd
δg˜tx , (576)
with
δPx = ibm√
2κωrd
Y δχx′ . (577)
Now, we can carry through the same calculation as previ-
ously, but taking ω → 0 while not taking a perturbative
limit m→ 0. (541b) implies that
br2−dZδA′x −
e2ρ
Ld−2
δg˜tx = C0, (578)
with C0 a constant. We can evaluate C0 both at the
boundary and at the horizon. Using the near-boundary
asymptotics of δAx, Z, b and δg˜tx we can conclude that
as r → 0 only the δA′x term contributes. In this way the
constant is obtained in terms of the dc conductivity as
C0 = −iωσdc e
2
Ld−2
. (579)
Near the horizon, infalling boundary conditions require
that
δA′x ≈ −
iω
b
δAx, (580)
and similarly for other fields. (541a) implies that near
the horizon ρδAx = L
dδPx, and combining this fact with
(576), evaluating the constant in (578) on the horizon
and setting it equal to (579) we obtain
σdc =
Z+L
d−2
e2rd−2+
+
2κ2ρ2rd+
m2LdY+
=
Z+L
d−2
e2rd−2+
+
4piρ2
sm2Y+
, (581)
where Z+ and Y+ are the values of Z(Φ) and Y (Φ) on the
horizon, respectively. An expression analagous to (581)
was found in very similar models by [215; 291].
Many models lead to results similar to (581), where the
conductivity is a sum of two terms. The split is rather
suggestive. While the formula (581) is nonperturbative
in the disorder strength, there is an obvious comparison
to make with the hydrodynamic prediction (472): the
zeroth order term in ρ analogous to the incoherent ‘σq’ –
compare also the result (192) – and the quadratic term
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in ρ the analogue of the Drude term. We will see shortly
that this comparison is not quite right. Let us point out
three further important points:
1. As m → 0, wherein translational symmetry is
weakly broken, we recover the perturbative mem-
ory matrix regime [106; 514].
2. As the translation symmetry breaking parameter
m→∞, with other quantities held fixed, the con-
ductivity is not driven to zero but rather saturates
at the value set by the first term in (581). This
is rather interesting from a condensed matter per-
spective, as it is suggestive of the phenomenological
‘parallel resistor’ formula used to model resistivity
saturation, see e.g. [320]. We will see that this is
a generic prediction of many holographic models in
d = 2.
3. σdc is a sum of two contributions which can have
different low temperature T -scalings. While the
temperature dependence of Z+, Y+ and s can be ex-
pected to follow the quantum critical dimensional
analysis developed in §4, ρ and m are tempera-
ture independent, and hence the dimensions to be
soaked up by powers of temperature are different.
The last of the above points indicates a limitation of
the mean field approach. Because the background ge-
ometry is homogeneous despite breaking translation in-
variance, thermodynamic variables can have conventional
critical behavior even though there is a scale m in the
problem. In more generic models of strongly inhomo-
geneous fixed points, the nature of any emergent scaling
regime will have to be strongly tied up with the nature of
translation symmetry breaking. Disordered fixed points
will be discussed in §7.2. Another interesting possibility
is that z = ∞ scaling is a natural home for inhomo-
geneous fixed points with strong momentum relaxation,
because space is not involved in the critical scaling [357].
One should also take into account the possibility that
as m → ∞ a quantum phase transition to a different
(e.g. gapped) phase might occur before the momentum
relaxation rate becomes too large, cf. [12]. In our opinion
this possibility is relatively underexplored. Recently it
was noted that some of these linear axion models are
unstable at large m [120]: this instability is signalled by
the energy density becoming negative. As  < 0 is a
common feature of many of the simplest models [170],
this may have important consequences for the existence
of some of the simplest holographic incoherent metals.
5.9.1. Metal-insulator transitions
The ability to perform controlled calculations with
very strong momentum relaxation makes the mean field
models a natural framework for metal-insulator tran-
sitions. We should first describe insulators. In an
insulator the resistivity diverges rather than going to
zero as T → 0. Holographic models allow for gap-
less as well as gapped insulators, as we will discuss in
turn. Gapless holographic insulators were constructed in
[58; 215; 224; 226; 291; 295]. The essential part of the
computation is to find near-horizon scaling solutions to
the equations of motion in the presence of fields (such as
the linear axion) that break translation invariance. The
geometry itself is homogeneous and so still has the form
(274). Nonetheless, solving the equations of motion can
be tricky, even if they are only ODEs. We shall not
discuss the explicit backgrounds here – the reader is re-
ferred to the papers for details. With the solutions at
hand, the temperature dependence of the resistivity is
obtained from formulae such as (581). The background
is an insulator if both of the terms in (581) go to zero
as T → 0. Typically in these cases, the first term – that
does not depend explicitly on the charge density – is the
larger one at low temperatures.
The holographic insulators obtained in this way are
quite different from the more familiar classes of insulators
in condensed matter physics: band insulators, Anderson
insulators and Mott insulators [205]. Band and Ander-
son insulators make essential reference to single-particle
properties whereas a Mott insulator requires commensu-
rability leading to an emergent particle-hole symmetry.
Instead the holographic insulators described in this sec-
tion are best understood as the consequence of relevant
(i.e. strong in the IR) generalized umklapp scattering
from a periodic potential. That is to say, the scattering
from the potential is simply too strong to allow the cur-
rent to flow as T → 0. This physics allows for anisotropic
systems that are insulating in one direction but conduc-
tive in another [226].
In a conventional Fermi liquid metal, umklapp pro-
cesses are irrelevant [342] and lead to the well known T 2
resistivity mentioned in §5.1 and §5.6.4 above. In one
spatial dimension, it is known that umklapp can become
relevant in a Luttinger liquid [240]. In holographic mod-
els, the most natural starting point for relevant umklapp
scattering (i.e. for an operator in the theory that has
a periodic space dependence) is a z = ∞ compressible
phase. We have already noted around equation (531)
that z = ∞ fixed points are especially susceptible to
spatially periodic deformations. In equation (531) it is
explicitly seen that if the exponent of the latticized oper-
ator νkL <
1
2 then the resistivity diverges at low temper-
atures. This divergence indicates that at sufficiently low
temperatures the lattice will backreact strongly on the
metric. In general, the field φ describing the amplitude
of the lattice will grow like
φ(r) ∼ r− 12 +νkL . (582)
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FIG. 32 Spectral weight transfer: Optical conductivity in the metallic (left) and insulating (right) phases of the model from
[226]. Highest temperature is blue and lowest temperature is yellow. Inset described in [226]. Figure used with permission.
as r → 0 in the IR of the z = ∞ geometry. This is the
behavior we have already seen in e.g. (299). The growth
of the field shows that eventually backreaction will be
important. In the cases studied in [215; 224; 226; 291],
this backreaction induces an RG flow to a new, insulating
interior geometry.
If the dimension νkL of the lattice deformation in the
low energy compressible phase can be continuously tuned
at T = 0 from being irrelevant to relevant – for instance
by varying the charge density at fixed lattice wavevector
– then a metal-insulator transition results [226]. This
appears to be an infinite order quantum phase transition,
similar to the quantum BKT transitions that we discuss
in §6.6.
Once the background is understood, the temperature
and frequency dependent conductivities are computed us-
ing the same holographic methods we have described pre-
viously. In Figure 32 we show the low temperature opti-
cal conductivity in the metallic and insulating phases of
the model described in [226]. These plots show the canon-
ical spectral weight transfer expected through a metal-
insulator transition. The spectral weight in the Drude
peak is transferred to ‘interband’ energy scales of order
the chemical potential.
As can be seen in Figure 32, the insulating phase only
has a ‘soft’ power law gap in the spectral weight. For
the particular model shown, in fact, σ ∼ ω4/3. Relat-
edly, the resistivity ρdc ∼ T−4/3. The soft gap is due
to the persistence of a black hole horizon in the solution
with a scaling near-horizon geometry. There exist quan-
tum critical excitations, but they are not able to conduct
efficiently due to strong interactions with the lattice.
A gapped insulator is instead obtained by starting
with a geometry that is gapped to charged excitations
(cf. §2.4 above), and then breaking translation invari-
ance in a manner that does not destroy the charge gap
[64; 130; 462]. The role of strong interactions here is not
to have strong momentum relaxation but instead to gap
out the charge sector in a situation where there is no
translational zero mode.
At zero charge density, the second term in (581) is zero.
In this case a vanishing conductivity at T = 0 can also
be obtained if Z+ = 0 on the zero temperature horizon
[552]. In such zero density systems, it is not necessary to
break translation invariance.
5.9.2. ac transport
The low frequency conductivity σ(ω) can also be com-
puted in mean field models. In particular, by including
next-to-leading order effects in the translational symme-
try breaking parameter m2, taken to be small, one can
see the relationship between the two terms in the exact
result (581) and the two terms in the dc limit of the
hydrodynamic formula (472). For a simple linear axion
model of the form (574) in d = 2, the conductivity at
small m and ω was obtained in [98; 169] as:
σ(ω) = σq +
1
1− iωτ
(
1
e2
− σq + 4piρ
2
sm2
)
+O
(
ω,
1
τ
)
,
(583)
with m2 ∼ 1/τ a perturbatively small parameter,
1
τ
=
sm2
4pi(+ P )
(
1 + λm2 + · · · ) , (584)
and σq is the clean incoherent conductivity given in (446)
above. The temperature dependent quantity λ is given
in [98; 169].
To leading order at small m, and using (584), the
weight of the Drude peak in (583) is seen to agree with
the hydrodynamic result (472). However, in the dc limit
ω → 0, the subleading terms in the spectral weight of the
Drude peak contribute at the same m0 order as the clean
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incoherent contribution. In fact, we see that there is a
cancellation so that σq → 1e2 . Thus the first term in the
exact dc conductivity (581) is unrelated, and generically
has different temperature scaling to, the clean incoherent
conductivity σq. This spectral weight shift in the Drude
peak is not visible in the hydrodynamic arguments lead-
ing to (472). This should not be particularly surprising.
As we made clear in our more formal derivations of (472)
at weak disorder in §5.6.2, the σq contribution was gener-
ically a subleading term in perturbation theory. Hence,
disorder-induced corrections to both ‘τ ’ (though this may
lose a sharp definition) and the equations of state, lead
to corrections as relevant as σq. By considering α(ω) and
κ¯(ω) in addition to σ(ω), one sees that the hydrodynamic
results §5.4.5 and §5.5 do not have enough parameters to
reproduce the full answers at order m0 [98; 169].
At higher orders in perturbation theory, [170] has
demonstrated the loss of a Drude peak in κ¯(ω) once
m ∼ T in this same axion model, in agreement with the
qualitative predictions of incoherent transport in [336].
5.9.3. Thermoelectric conductivities
So far, we have focused on computing the electrical
conductivity σ. Computations of α and κ¯ can be a bit
more involved, because fluctuations of the bulk metric
participate, but let us sketch out the procedure [34; 35;
216]. We follow a similar approach to that used in §3.4.2;
again, we assume d = 2 for simplicity, and use the axion
model from before. This time, the bulk perturbations
take the form
δAx = t(Atζ − E) + δA˜x(r), (585a)
δgtx = tgttζ + δg˜tx(r), (585b)
along with time-independent perturbations δχx and δgrx.
The time-dependent parts of the perturbations above are
fixed by employing the tx component of the linearized
Einstein’s equations and the x-component of the Maxwell
equations, and showing the t-linear piece only vanishes
when the above choices are made. Asymptotic analysis
near r = 0 confirms that these perturbations encode the
electric field E and thermal “drive” ζ.
The linearized Maxwell equations can be shown to im-
ply that ∂rJ = 0, where
e2J ≡√−gZ(Φ)F rx =
√
− gtt
grr
Z(Φ)×[
∂rδA˜x + |gtt|(∂rAt)δg˜tx
]
. (586)
The asymptotic behavior as r → 0 implies that J is noth-
ing more than the expectation value of the electric cur-
rent in the dual field theory. Next, the t-independent
part of the tx-Einstein equation implies that ∂rQ = 0,
where
Q ≡ 1
2κ2
√
− g
3
tt
grr
∂r
(
δg˜tx
gtt
)
− JAt, (587)
and again boundary asymptotics imply Q is the bound-
ary heat current. The strategy is now to evaluate the
constants J and Q at the horizon and in this way relate
the currents to the electric field and thermal drive and
hence obtain the conductivities.
Demanding regularity near the horizon, one finds that
Q =
1
2κ2
√
− g
3
tt
grr
∂r
δgrx√−grrgtt
∣∣∣∣∣∣
r=r+
. (588)
Note that the J term in (587) drops out because At = 0
on the horizon. Furthermore, solving the linearized rx-
Einstein equation, along with the background equations
of motion, pertubatively near the horizon enforces
δgrx =
1
2piT (r+ − r)
κ2
Y+m2
(sTζ + ρE) + · · · . (589)
Plugging this expression into (588) and using the defini-
tions of Tα and T κ¯ as the coefficients of ∂EQ and ∂ζQ,
respectively, one finds:
α =
4piρ
Y+m2
, (590a)
κ¯ =
4piTs
Y+m2
. (590b)
Using the expression for J , we can independently com-
pute σ, as given in (581), and confirm that Onsager reci-
procity holds by an independent computation of α.
When m → 0, we recover the Drude predictions for
thermoelectric conductivities as derived from hydrody-
namics. As m gets larger, we see deviations from the
hydrodynamic predictions – there is no σq dependence
in α or κ¯, in contrast to (439) and (441). This is the
same issue that we discovered in §5.9.2 – namely, the
transport theory of §5.4.5 and §5.5 is not correct beyond
leading order in perturbation theory in m.
5.10. Strong momentum relaxation II: exact methods
5.10.1. Analytic methods
Recent remarkable results have in a certain sense
‘solved’ the problem of computing the dc thermoelectric
conductivities in holographic models with arbitrary in-
homogeneous sources. These results go well beyond the
mean field models considered thus far, and amount to a
substantial generalization of the mean field expressions
(581) and (590). Specifically, it was shown in [69; 217]
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that the dc transport problem can be reduced to the so-
lution of some ‘hydrodynamic’ PDEs on the black hole
horizon. The two key facts here are (i) even if the bound-
ary sources themselves vary over microscopic distance
scales and with large amplitudes, there exists an effective
hydrodynamic description that computes the dc conduc-
tivities and (ii) this hydrodynamic description depends
only on the far IR geometry of the spacetime, the black
hole event horizon. In these results the old black hole
membrane paradigm discussed in §1.3 has finally found
its holographic home.
The derivation of the dc conductivities in [69; 217] is
essentially a significantly souped up version of the mem-
brane paradigm calculation of thermoelectric conductiv-
ities that we just reviewed in the previous section for
the axion model, and so we simply state the results. We
assume that the black hole horizon is at constant tem-
perature T > 0 and is connected, with the topology of
a torus. The answer is simplest if we employ Gaussian
normal coordinates near the horizon [551], in which case
the background EMD fields have near-horizon expansion
(switching to radial coordinate r˜ where the horizon is at
r˜ = 0):
ds2 = dr˜2 −
(
2piT r˜ +
F (x)
6
r˜3 + · · ·
)2
dt2
+
(
γij(x) +
hij(x)
2
r˜2 + · · ·
)
dxidxj , (591a)
A =
(
piTp(x)r˜2 + · · · ) dt, (591b)
Φ = φ(x) + · · · . (591c)
Here γij is the induced metric on the black hole hori-
zon. The horizon data itself is three functions of x:
{γij(x), φ(x), p(x)}. One then writes down the fol-
lowing linear partial differential equations for variables
{vi(x), δµ(x), δΘ(x)} that depend on these background
fields as well as two constant sources Ei and ζi (note
that with indices raised by γij , Ei and ζi will often not
be constant):
0 = ∇i
(
shTv
i
)
, (592a)
0 = ∇i
(
ρhv
i + Σh
(
Ei −∇iδµ)) , (592b)
−∇iφ∇jφ vj = ρh(∇iδµ− Ei) + sh(∇iδΘ− Tζi)
− 2ηh∇j∇(jvi) , (592c)
where covariant derivatives are taken with the induced
horizon metric, and we defined
ηh =
sh
4pi
= 1 , Σh(x) = Z(φ(x)) , ρh(x) = Z(φ(x))p(x) .
(593)
With solutions to the horizon fluid equations (592) at
hand, one can show that the spatially averaged charge
and heat currents in the boundary theory are given by
J i =
1
Ld
∫
ddx
√
γ
(
ρhv
i + Σh
(
Ei −∇iδµ)) , (594a)
Qi =
1
Ld
∫
ddx
√
γTshv
i. (594b)
Solving the fluid equations amounts to obtaining a lin-
ear expression for {vi(x), δµ(x), δΘ(x)} in terms of the
sources Ei and ζi. Therefore, with such a solution, the
formulae (594) give expressions for J and Q that are lin-
ear in E and ζ, and hence it is straightforward to read
off the thermoelectric conductivities (399).
The ‘horizon fluid’ equations (592) look like the equa-
tions describing transport in a relativistic fluid on a
curved space, with inhomogeneous background fields
such as the chemical potential [516], but with strange
equations of state. In particular, the thermodynamic
Maxwell relations are not obeyed for any sensible equa-
tion of state.9 In a simple axion model, [97; 98] has per-
turbatively shown that these equations of state can be
understood from a hydrodynamic perspective, by choos-
ing a curious fluid frame where the fluid velocity is pro-
portional to the heat current (cf. (594b) above). This
seems to be a convenient frame in holography. One
can gain further intuition by sprinkling factors of
√
γ
in front of each term in (593) – then sh follows from the
Bekenstein-Hawking formula, and ρh is the local charge
density on the horizon [516].
In general, the horizon fluid equations are a dramatic
simplification from a numerical point of view – given a
complicated black hole geometry, one can solve a lower di-
mensional PDE to compute the dc transport coefficients.
Remarkably, there are some powerful statements that can
also be made analytically. For example, Onsager reci-
procity immediately follows from the hydrodynamic form
of these equations [516].
One can analytically solve the transport equations if
translational symmetry is only broken in a single di-
rection. In fact this was noted earlier [218; 624]. To
understand why this is so, consider the following sim-
ple limit. If we have a charge-neutral system, then the
hydrodynamic equations reduce to a simple Laplace-like
equation, which governs steady-state diffusion of charge.
Discrete diffusion equations are resistor networks (one
thinks of Z
√
γγij in (592b) as a local conductance ma-
trix). The resistance of a 1d resistor network is just the
sum of all the individual resistances (in this case given
by
∑
γxx/(Z
√
γ), cf. equation (595a) below). We can
9 Thermodynamic Maxwell relations require the entropy sh and
charge ρh to be obtained as derivatives of the pressure with re-
spect to temperature and chemical potential. This is only pos-
sible in (593) if the pressure is a separable function of µ and
T .
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compute this resistance by just computing the net power
dissipated in the network, which is a sum of a local quan-
tity. This latter perspective readily generalizes to the full
equations (592). One finds using this approach that the
inverse conductivity matrix is expressed as a single in-
tegral over local quantities on the horizon [69], just as
the power dissipated in the resistor network is the sum
of local Joule heating:
T κ¯
Tσκ¯− (αT )2 =
1
L
∫
dx
γxx√
γZ(φ)
, (595a)
− Tα
Tσκ¯− (αT )2 = −
1
4piTL
∫
dx
γxxp√
γ
, (595b)
σ
Tσκ¯− (αT )2 =
1
(4piT )2L
∫
dx
[
(∂xφ)
2
√
γ
+
gxxZ(φ)p
2
√
γ
+
(∂x log
√
γγxx)2 + γikγjl∂xγij∂xγkl
2
√
γ
]
,
(595c)
where we have assumed that translation invariance is bro-
ken in the x-direction, and assumed that γxj = 0 for
x 6= j, for simplicity. The combinations of conductivi-
ties appearing in (595) are the components of the inverse
of the thermoelectric conductivity matrix σ from (399).
This determines Joule heating through (σ−1)ABJAJB ,
with JA being the electric and thermal current opera-
tors. It is straightforward to obtain an expression for
σ, κ¯ and α from (595), but the inverse matrix is more
physically transparent.
While the horizon fluid equations cannot be solved an-
alytically when translation invariance is broken in more
than one direction, they do allow for the proof of non-
trivial lower bounds on conductivities for bulk theories
dual to d = 2 metals. For simplicity, we assume that the
metal is isotropic. The intuition behind this approach
again follows from resistor network tricks [516]. That is,
given any arbitrary conserved flows of heat and charge in
the horizon fluid, the one which dissipates the minimal
power solves the equations of motion. Hence, the power
dissipated on other configurations gives us lower bounds
on the conductivities. The calculations are a bit techni-
cally involved, so let us state without proof the results,
which hold for any isotropic theory with a connected
black hole horizon. The first is a bound on the electrical
conductivity in the Einstein-Maxwell system [299]:
σ ≥ 1
e2
. (596)
This bound generalizes in a nautral way to any EMD
theory [96]. In that more general setting the thermal
conductivity κ can also be bounded [300]:
κ = κ¯− Tα
2
σ
≥ L
2
16piGN
8pi2T
|min(V (Φ))| . (597)
We have written the coupling in the Einstein-Hilbert ac-
tion as 2κ2 = 16piGN to avoid the symbol κ meaning two
different things in the same equation. For theories with
bounded potentials (which can generally occur for mod-
els with θ ≥ 0 in the clean limit) we hence find a strictly
finite thermal conductivity at finite T (the factor of T is
trivially necessary by dimensional analysis).
Both of these bounds are saturated in some of the sim-
plest mean field models, implying that these mean field
approaches to breaking translational symmetry are – at
least in part – quantitatively sensible. In particular, in
a simple Einstein-Maxwell model with massive gravity
[105] or axions [41], one finds the dc conductivity (581)
with Z+ = Y+ = 1, which we readily see saturates (596)
either when m → ∞ or ρ → 0. In this same model, the
thermal conductivity is given by [216]
κ =
L2
16piGN
4piTs
m2 + µ2
≥ L
2
16piGN
4pi2T
3
, (598)
where the inequality follows from bounding the entropy
density in this particular model by s ≥ s(T = 0) =
pi(2m2 +µ2)/3. This again agrees with (597) upon using
that V = −6 for the Einstein-Maxwell system.
The bounds on σ and κ above are powerful non-
localization theorems in specific strongly interacting met-
als. However much the strength of disorder is increased,
the conductivity is never driven to zero. These results
amount to a no-go theorem on the possibility of realizing
a many-body localized state in certain phases of certain
holographic models. A many-body localized state is non-
ergodic, with the absence of thermalization and transport
coefficients vanishing at finite energy density [572]. This
is in contrast with (596) and (597) – hence we conclude
that at least some holographic models with connected
black hole horizons do not realize such many-body local-
ization. We will discuss disconnected horizons shortly, in
§5.10.2. Another possibility to keep in mind are possible
first order phase transitions to geometries with no hori-
zon. We have already noted in §5.9.1 that insulators are
obtained from inhomogeneous geometries with a charge
gap.
A bound away from zero on the electrical conductivity
such as (596) is evaded even with horizons in the gap-
less (mean field) insulating geometries discussed in §5.9.1
above. In an insulator the conductivity goes to zero at
zero temperature. Those models are either anisotropic
or have additional fields that effectively drive Z+ to zero
in the horizon formula (581) for the dc conductivity (in
addition to translation symmetry breaking being strong
enough that the second term in (581) is absent at T = 0).
The essence of the challenge of bad metals (that vio-
late the MIR bound (398)) is not to show that insula-
tors cannot exist, which they clearly do, but rather to
demonstrate that it is possible for strongly interacting
non-quasiparticle systems to remain metallic even in the
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face of strong disorder. From this perspective, a bound
such as (596) on the conductivity in a specific system
(Einstein-Maxwell theory) is an exciting development.
It has recently been shown that the dc magnetotrans-
port problem in EMD models reduces once again to solv-
ing fluid-like equations on a black hole horizon [220]. In-
terestingly, particle-vortex duality in holography is ro-
bust to disorder [220; 299], and the bound (596) can
partially be understood as a consequence of this dual-
ity [299].
5.10.2. Numerical methods
To employ the horizon fluid equations (592) in a spe-
cific model one needs, of course, to first construct an
inhomogeneous black hole background. In essentially all
cases, this must be done numerically – a fact that has
spurred several recent developments in numerical general
relativity [204]. Furthermore, to compute conductivities
at finite frequency, we need to linearize around the in-
homogeneous black hole background. Both of these pro-
cedures are computationally intensive. We will briefly
discuss some classes of inhomogeneous backgrounds that
have been studied numerically.
Breaking translation invariance in a single direction,
x, minimizes the number of inhomogeneous dimensions
and hence offers a significant saving in computational
cost while still capturing important momentum-relaxing
physics. For this reason, this case has been widely stud-
ied. A minimal way to do this is allow an inhomogeneous
chemical potential of the form [391; 508]
µ = µ0 + V cos(kLx). (599)
This can also be done with scalar fields [392]. These
potentials often go by the name “holographic lattices”.
From a microscopic perspective, this is a little different
to an actual ionic lattice in a traditional condensed mat-
ter model: there is no relation between the lattice spac-
ing and the charge density, a point we will return to
later. However, as we have repeatedly stressed above,
the real objective is to understand the universal low en-
ergy physics, and from this point of the view one should
consider (599) as simply a way to source a spatially pe-
riodic structure. Furthermore, given that cases with an
irrelevant lattice can be understood from perturbation
theory as in §5.6.4 above, the most important objective
of numerical studies is to identify new intrinsically inho-
mogeneous IR geometries that are beyond perturbation
theory.
As described in §5.6.4 above, a periodic source such
as (599) is not expected to have strong effects in z <∞
geometries. Each lattice mode decays exponentially to-
wards the interior of the spacetime. Indeed, when µ0 = 0,
numerical study shows that even a strong periodic de-
formation of an AdS spacetime simply flows back to a
rescaled AdS in the far IR [135]. Even when µ0 6= 0, in
z = ∞ spacetimes (as would arise in Einstein-Maxwell
theory), the amplitude of the lattice scales as (582) –
that behavior is not specific to homogeneous lattices. In
Einstein-Maxwell theory, this scaling corresponds to a de-
cay towards the interior of the spacetime because for all
k one has νk ≥ 12 from (307). Thus one anticipates that
lattice deformations (599) will also not lead to strongly
inhomogeneous low temperature horizons in nonzero den-
sity Einstein-Maxwell theory (which has an AdS2×R2 IR
geometry prior to deformation by a lattice) [342]. Numer-
ical work supports this conclusion [218], though other nu-
merical results suggest that nonlinear effects might lead
to the survival of inhomogeneities as T → 0 [357] (this ev-
idence is most compelling with a large amplitude lattice).
The T → 0 limit is challenging to precisely address nu-
merically with present day methods, so it is worth looking
for new numerical or analytical techniques to conclusively
settle this issue.
Beyond Einstein-Maxwell theory (in more general
EMD models) the exponents νk can be such that the
lattice grows towards the interior of a z = ∞ IR space-
time. This is what is going on in the paper [624], who
have shown a metal-insulator transition as a function of
the wavelength of a periodic potential source for the dila-
ton (at fixed charge density). The insulating phase has
(presumably) an inhomogeneous low temperature hori-
zon. This transistion is entirely analogous to the origi-
nal metal-insulator transition of [226], discussed in §5.9.1
above, and confirms the persistence of that physics in a
more generic (inhomogeneous) setting.
Beyond universal IR physics, the numerically con-
structed solutions allow one to compute the ac conduc-
tivities at all frequencies. This is a probe of higher energy
physics. An example of the kind of results one obtains
in d = 2 is shown in Figure 33. This is for relatively
weak momentum relaxation, so that a Drude peak (485)
controls the low frequency conductivity. An additional
structure is seen at intermediate frequencies ω ∼ kL,
associated with resonances with the modulating poten-
tial [135; 391]. At high frequencies ω, which are much
larger than all other scales in the problem, one finds that
σ(ω) → 1 (in units with the coupling e = 1), in agree-
ment with (206).
In addition to lattices, a natural class of inhomoge-
neous sources to consider are random potentials. These
describe random disorder. As we have discussed in §5.6.4,
random disorder contains inhomogeneities at all wave-
lengths and is therefore capable of having a strong effect
on the IR physics even for z < ∞. We will discuss the
IR geometry of disordered black holes in §7.2.
A final class of inhomogeneities that has revealed some
rather interesting physics are pointlike defects [387; 394].
A sufficiently strong charged defect can lead to a de-
formation of the horizon even in the zero temperature
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FIG. 33 ac conductivity in an inhomogeneous background. Illustrative plot of the real and imaginary parts of σ(ω) in a
holographic model deformed by the periodic chemical potential (599). The dashed lines show the corresponding conductivities
without the lattice deformation. The lattice plot shows a Drude peak at small frequencies, a resonance due to scattering off
the lattice with ω ∼ kL and the asymptotic behavior σ → 1. Figure taken from [391] with permission.
limit. Furthermore, it was found that as the tempera-
ture is lowered the defect can cause part of the horizon
to split off, leading to a localized ‘hovering’ black hole
above the deep IR black brane horizon. This suggests
a novel kind of ‘topological order’ associated with the
defect. The hovering black holes are challenging to find
numerically, but can be understood heuristically as the
statement that some black hole spacetimes admit static,
charged geodesics. It is natural to imagine placing a
point particle of charge q and mass m at such a geodesic,
and ‘growing it’ into a tiny black hole. The existence of
such hovering defect solutions suggests the possible exis-
tence of disordered or lattice black holes with many such
‘hovering’ horizons. In this ‘point mass’ approximation,
geometries with many hovering black holes have been
proposed [44]. Such geometries with a density of dis-
connected horizons may avoid the ‘no-go theorems’ on
many-body localization that we have mentioned above
[299; 300].
5.11. SYK models
A class of random fermion Sachdev-Ye-Kitaev (SYK)
models [464; 646] have recently emerged as important
solvable models of strange metal states that are stable
even at T = 0. An explicit derivation of a holographic
gravitational dual of the long time energy and number
fluctuations can be established, with properties closely
related to the AdS2 horizons of charged black holes dis-
cussed in §4.2.1. A class of higher-dimensional SYK mod-
els [302] exhibit diffusion of energy and number density
at T = 0 in a metallic state without quasipartices: thus,
they provide an explicit quantum matter realization of
the holographic models with strong momentum relax-
ation that were examined in §5.8, §5.9, and §5.10, and
of the holographic disordered physics discussed in §7.2.
Finally, as we noted in §1.2, these models saturate the
bound in (2) for the Lyapunov time to quantum chaos
[464; 536].
The simplest SYK model of direct relevance to strange
metals has the nonlocal Hamiltonian [642]
HSYK =
1
(2N)3/2
N∑
i,j,k,`=1
Jij;k` c
†
i c
†
jckc` − µ
∑
i
c†i ci.
(600)
A local generalization will be considered in §5.11.2, en-
abling the realization of incoherent transport with strong
momentum relaxation. Here, the ci are fermion opera-
tors on sites i = 1 . . . N , which obey the standard fermion
anti-commutation relations
cicj + cjci = 0 , cic
†
j + c
†
jci = δij . (601)
The physical properties evolve smoothly with changes in
the chemical potential, µ, which determines the average
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fermion density
ρ =
1
N
∑
i
c†i ci. (602)
The properties described below hold for all 0 < ρ < 1.
The couplings Jij;k` are independent random variables
with Jij;k` = 0 and |Jij;k`|2 = J2. A key property is that
this disorder largely self-averages in the limit of large N :
in particular, the on-site Green’s function on any site is
the same, and equal to the disorder-averaged value.
We now describe the critical strange metal obtained in
the N →∞ limit. The simplest way to generate the large
N saddle point equations is to simply perform a Feynman
graph expansion in the Jijk`, followed by a graph-by-
graph average. Then we obtain the following equations
for the on-site fermion Green’s function [646]
G(iω) =
1
iω + µ− Σ(iω) , Σ(τ) = −J
2G2(τ)G(−τ) ,
(603a)
G(τ = 0−) = ρ; (603b)
here ω is a frequency and τ is imaginary time. There is a
remarkably rich structure in the solution of these equa-
tions, and we will present a few highlights here. It is not
difficult to establish that any solution of these equations
must be gapless [646]: briefly, if there were a gap, the first
equation in (603a) would imply that G and Σ must have
the same gap, while the second equation implies that the
gap in Σ is 3 times the gap in G, which is a contradiction.
The low frequency structure of the Green’s function can
be determined analytically [646]
Σ(z) = µ− 1
A
√
z + . . . , G(z) =
A√
z
, (604)
for some complex number A, where z is a frequency in the
upper-half of the complex plane. The result for the local
Green’s function in (604) indicates a divergence in the
local density of states at the Fermi level, and the absence
of quasiparticles in a compressible quantum state with a
continuously variable density ρ.
We now itemize some further properties of HSYK that
were obtained in early work.
1. The imaginary time Green’s function at T = 0 can
be written as
G(τ) ∼
{
−1/√τ for τ > 0
e−2piE/
√
τ for τ < 0
. (605)
Here E is a real number related to the phase of
the complex number A in (604). It is clear that E
is a measure of the particle-hole asymmetry in the
fermion density of states: for E > 0 (E < 0), the
density of states for inserting a particle (hole) is
larger. The value of E can be analytically related
to the value of ρ via an argument similar to that
required to prove the Luttinger theorem [281].
2. It is also possible to solve (603a) for the Green’s
function at small non-zero temperatures T  J . It
was found that G = gs with [590]
gs(τ) ∼ e
−2piETτ
(sin(piTτ))1/2
. (606)
This form resembles the local Green’s function of a
conformal field theory.
3. The entropy, S, of the large N state was computed
in [281], and it was found that this entropy did not
vanish in the low temperature limit S(T → 0) =
Ns0. An expression was obtained for s0 as a func-
tion of the density ρ. Note that a non-zero s0 does
not imply an exponentially large ground state de-
generacy; rather it is a consequence of the exponen-
tially small level spacing of the many-body spec-
trum, generically found in states with finite energy
density, extending all the way down to the ground
state [272].
After the appearance of black hole models of strange
metals, it was realized in [649] that all three properties of
the SYK model listed above match precisely with those of
the charged black holes we examined in §4.2.1 and §4.4.2:
specifically gs(τ) in (606) is the Fourier transform of the
IR Green’s functions of AdS2 horizons [249] examined
in §4.4.2 (specifically, the nonzero temperature Green’s
function of equation (352)), while the entropy Ns0 of
[281] matches the non-zero Bekenstein-Hawking entropy
of the AdS2 horizon in (264). More recently [642], it was
noted that the match between the Green’s functions in
(606) and (352) implied that the particle-hole asymme-
try parameter, E , was equal to the near-horizon electric
field of the black hole, which can be determined from
(260). Furthermore, it was found that [642] both the
SYK model, and the black hole solution in §4.2.1 obeyed
the relationship [642; 658]
∂s0
∂ρ
= 2piE , T → 0, (607)
where the density ρ in the black hole case is given by
(261). This result is further evidence for the identifi-
cation of the entropy of the SYK model [281] with the
Bekenstein-Hawking entropy of the black hole, and of
the close connection between SYK models and AdS2
[642; 649].
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5.11.1. Fluctuations
Recent work has made the holographic connection be-
tween SYK models and AdS2 horizons quite explicit by
deriving a common effective action for T > 0 energy and
density fluctuations in both models. Here, we will outline
the derivation of this action starting from the SYK side.
The basic structure of the effective action can be
largely deduced by a careful considerations of symme-
tries. While solving the equations for the Green’s func-
tion and the self energy, (603a), we found that, at ω, T 
J , the iω + µ term in the inverse Green’s function could
be ignored in determining the low energy structure of the
solution. The µ cancels with the leading term in Σ(z) in
(604), while the iω is less important than the
√
z term
in Σ(z). After dropping the iω + µ term, it is not diffi-
cult to show that (603a) have remarkable, emergent, time
reparameterization and U(1) gauge invariances. This is
clearest if we write the Green’s function in a two-time no-
tation, G(τ1 − τ2) = G(τ1, τ2); then (603a) are invariant
under [464; 642]
τ = f(σ) , (608a)
G(τ1, τ2) = [f
′(σ1)f ′(σ2)]
−1/4 g(σ1)
g(σ2)
G(σ1, σ2) , (608b)
Σ(τ1, τ2) = [f
′(σ1)f ′(σ2)]
−3/4 g(σ1)
g(σ2)
Σ(σ1, σ2) , (608c)
where f(σ) and g(σ) are arbitrary functions represent-
ing the reparameterizations and U(1) gauge transforma-
tions respectively. Furthermore, it can be shown that
not just the saddle-point equations, but also the en-
tire action functional for the bilocal Green’s function
[281; 424; 625; 642] is invariant under (608) at low en-
ergies.
The second key aspect is that the large set of (ap-
proximate) symmetries in (608) are spontaneously bro-
ken by the saddle point solution in (605) and (606); the
saddle point is only invariant under a small subgroup of
these transformations. For the reparameterizations, we
can only choose the SL(2, R) subgroup [464]
f(τ) =
aτ + b
cτ + d
, ad− bc = 1 , (609)
so that G(τ = τ1 − τ2) in (605) is invariant under (608).
Similarly, we can only choose the global U(1) transforma-
tion for g(τ) = e−iφ. (At T > 0, (606) implies that there
is subtle intertwining of the SL(2, R) and U(1) symme-
tries, for which we refer the reader to [168].)
The reader should now note the remarkable match be-
tween the low energy symmetries of the SYK model, and
those of the Einstein-Maxwell theory of AdS2 horizons:
this is ultimately the reason for the mapping between
these models. Like the SYK model, the Einstein-Maxwell
theory has a reparameterization and U(1) gauge invari-
ance, and SL(2, R) is the isometry group of AdS2.
We now present the effective action for the analog of
the Nambu-Goldstone modes associated with the break-
ing of the approximate reparameterization and U(1)
gauge symmetries to SL(2, R) and a global U(1) respec-
tively. To this end, we focus only a small portion of the
fluctuations of the bilocal G by writing
G(τ1, τ2) = [f
′(τ1)f ′(τ2)]1/4gs(f(τ1)−f(τ2))eiφ(τ1)−iφ(τ2),
(610)
and similarly for Σ; here gs is the T > 0 saddle-point
solution in (606). Now we need an effective action for
f(τ) and φ(τ) which obeys the crucial constraint that the
action vanishes exactly for all f(τ) and φ(τ) which leave
(610) invariant, i.e. the G(τ1, τ2) on the l.h.s. equals
gs in (606); for such f(τ) and φ(τ) there is no change
in the Green’s function, and hence the action must be
zero. The action is obtained by a careful examination
of this constraint, and also by explicit computation from
the SYK model [168; 536]; after writing
f(τ) ≡ τ + (τ), (611)
the action is
Sφ,
N
=
K
2
1/T∫
0
dτ [∂τφ+ i(2piET )∂τ ]2 − γ
4pi2
1/T∫
0
dτ {tan(piT (τ + (τ)), τ}. (612)
The curly brackets in the last term represent a
Schwarzian
{f, τ} ≡ f
′′′
f ′
− 3
2
(
f ′′
f ′
)2
, (613)
which has the important property of vanishing under the
SL(2, R) transformation in (609). The couplings in (612)
are fully determined by thermodynamics: in terms of
(567), the matrix of thermodynamic susceptibilities is(
χ ζ
ζ c/T
)
=
(
K 2piKE
2piKE (γ + 4pi2E2K)
)
, (614)
where c is the specific heat at fixed chemical potential,
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χ = (∂ρ/∂µ)T is the compressibility, and ζ = (∂ρ/∂T )µ.
We can obtain correlators of the heat and density fluc-
tuations in the SYK model by the identifications
δE(τ)− µδρ(τ) = δSφ,
δ′(τ)
, δρ(τ) = i
δSφ,
δφ′(τ)
, (615)
where E is the energy operator. We define
φ˜(τ) = φ(τ) + 2piiET(τ) (616)
and expand (612) to quadratic order in φ and  to obtain
the Gaussian action
Sφ, =
KT
2
∑
ωn 6=0
ω2n
∣∣∣φ˜(ωn)∣∣∣2 + Tγ
8pi2
∑
|ωn|6=0,2piT
ω2n(ω
2
n − 4pi2T 2)|(ωn)|2 + . . . (617)
where ωn is a Matsubara frequency. Note the restric-
tions on n = 0,±1 frequencies in (617), which are needed
to eliminate the zero modes associated with SL(2, R)
and U(1) gauge invariances. Computing correlators un-
der (617) for the observables in (615) we obtain results
consistent with the fluctuation-dissipation theorem and
the susceptibilities in (614): indeed, this computation is
a derivation of (614).
Finally, a key observation is that the action (612) can
also be obtained from a gravitational theory of a black
hole. This has been established so far for the case with-
out density fluctuations represented by φ(τ), although we
do expect that the gravitational correspondence is more
general. Integrating out the bulk modes from a gravi-
tational theory in AdS2 leads to an effective action for
the boundary fluctuations of gravity, represented by f(τ),
which coincides with the Schwarzian term in (612): we
refer the reader to [157; 244; 421; 537] for details. This re-
sult confirms the intimate connection between SYK and
holographic theories of strange metals.
5.11.2. Higher dimensional models
Gu et al. have defined a set of higher-dimensional SYK
models [302] which turn out to match the holographic
transport results in §5.9.3, in the case of a ‘maximally
incoherent’ Einstein gravity model with axions. For
the complex SYK model in (600), the one-dimensional
Hamiltonian on sites, x, can be written as
H ′SYK =
∑
x
(Hx + δHx) . (618)
The on-site term Hx is equivalent to a copy of (600) on
each site
Hx =
∑
1≤j<k≤N,
1≤l<m≤N
Jjklm,xc
†
j,xc
†
k,xcl,xcm.x −
N∑
j=1
µc†j,xcj,x.
(619)
The nearest neighbor coupling term δHx denotes nearest-
neighbor interaction as shown in Fig 34:
δHx =
∑
1≤j<k≤N
1≤l<m≤N
J ′jklm,xc
†
j,x+1c
†
k,x+1cl,xcm,x + H.c.
(620)
The coupling constants {Jjklm,x} and {J ′jklm,x} are all
independent random coefficients with zero mean and the
variances:
J2x,jklm =
2J20
N3
, J ′2x,jklm =
J21
N3
. (621)
This model can be analyzed along the lines of §5.11.1.
The diagonal single fermion Green’s functions retain the
form in (604) of the original SYK model: in the context
of the higher-dimensional models, the spatial indepen-
dence of the Green’s function implies that they obey a
‘locally critical’ z = ∞ scaling. Along with this z = ∞
scaling, the non-vanishing T → 0 limit of the entropy
also remains unchanged in the higher dimensional case.
However, there is an important difference for the effective
action for the density and heat fluctuations in (617); for
the higher dimensional case, this becomes an action for
diffusive density and heat modes
S′φ, =
KT
2
∑
q,ωn 6=0
|ωn|(D1q2 + |ωn|)
∣∣∣φ˜(q, ωn)∣∣∣2 + Tγ
8pi2
∑
q,|ωn|6=0,2piT
|ωn|(D2q2 + |ωn|)(ω2n − 4pi2T 2)|(q, ωn)|2. (622)
The fluctuation fields φ and  are functions of Matsubara
frequency ωn and wavevector q. The action (622) con-
tains two temperature-independent diffusion constants
D1,2 which control the transport of heat and number den-
sity; their values are determined by the off-site couplings
J ′ in the Hamiltonian.
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FIG. 34 A chain of coupled SYK sites with complex fermions: each site contains N  1 fermions with on-site interactions
as in (600). The coupling between nearest neighbor sites are four fermion interaction with two from each site. Figure adapted
from [302] with permission.
We can now proceed as for (617), and compute corre-
lators φ and , and hence the full thermoelectric conduc-
tivity matrix in (566). We obtain [168](
σ α
αT κ¯
)
=
(
D1K 2piKED1
2piKED1T (γD2 + 4pi2E2KD1)T
)
.
(623)
We also have the thermal conductivity
κ = κ¯− Tα
2
σ
= γD2T. (624)
We now compare the transport coefficients in (623),
(624), and the thermodynamic susceptibilities in (614),
with the holographic results in §5.9.3, and find an excel-
lent match. Equation (623) shows that the SYK model
realizes the incoherent transport of §5.8; the three trans-
port coefficients σ, α and κ are determined by just two
diffusivities, D1,2, and the thermodynamic susceptibili-
ties. In the SYK case, this further leads to the following
relationship between the thermoelectric and electric con-
ductivities [168]
s ≡ α
σ
=
∂s0
∂ρ
, as T → 0, (625)
which can be obtained from (623) and (607). It can be
verified that (625) is also obeyed exactly by the black
holes with AdS2 horizons and mean-field disorder, where
α is of the form discussed in §5.9.3. The match between
the higher-dimensional SYK and holographic models also
extends to the facts that they obey z = 2 scaling for
the heat and number diffusivities (as implied by their
T independence), while obeying z = ∞ scaling for the
fermion Green’s functions along with non-zero entropies
in the T → 0 limit.
Recent work has computed properties associated with
many-body quantum chaos, which were discussed briefly
in §1.2 and §5.8. It was found that the diffusivity, D2,
and the butterfly velocity, vb, are related by
D2 =
v2b
2piT
, (626)
in both the SYK models and momentum-dissipating
holographic theories with AdS2 horizons [102; 168; 302].
This equality is consistent with the bound (573), as
we noted in §5.8. However, generalizing these higher-
dimensional SYK models by allowing J21 to vary in space,
one finds that (626) no longer holds, and D2 ≤ v2b/2piT
[301].
6. Symmetry broken phases
6.1. Condensed matter systems
The metallic Fermi liquid states with quasiparticles,
reviewed in §4.1, are well-known to be unstable to BCS
superconductivity in the presence of an arbitrarily weak
attractive interaction. This is a consequence of the finite
density of quasi-particle states at the Fermi surface, and
the consequent logarithmic divergence of the Cooper pair
propagator. Moreover, this instability is present even
in systems with a bare repulsive interaction: it was ar-
gued [471] that the renormalized interaction eventually
becomes negative in a high angular momentum chan-
nel, leading to superconductivity by the condensation of
Cooper pairs with non-zero internal angular momentum,
albeit at an exponentially small temperature.
Turning to non-Fermi liquid metallic states, discussed
in §4.1.1–4.1.3, the instability to superconductivity is
usually present, and often at a reasonably high tem-
perature. All of these theories have critical bosonic
excitations which are responsible for the disappearance
of quasiparticle excitations at the Fermi surface. The
same bosons can also induce a strong attractive inter-
action between the Fermi surface excitations, leading to
Cooper pair formation and the appearance of supercon-
ductivity. However, the absence of quasiparticles also
implies that the logarithmic divergence of the Cooper
pair propagator is not present. Therefore, there is a
subtle interplay between the strong critical attractive
interaction, which promotes superconductivity, and the
absence of quasiparticles, which is detrimental to su-
perconductivity: the reader is referred to the literature
[2; 492; 555; 622; 665; 721] for studies examining this in-
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terplay in a renormalization group framework. One these
works [622] has studied a T = 0 BKT transition between
a superconductor and a critical metal, similar to that
found in holography in §6.6.
The case for high temperature superconductivity in a
non-quasiparticle metal is best established for the case of
the spin density wave critical point examined in §4.1.2.
Here the attractive interaction induced by the boson fluc-
tuations leads to d-wave superconductivity for Fermi sur-
faces with the topology of those found in the cuprates.
Sign-problem-free quantum Monte Carlo simulations find
d-wave superconductivity [84; 502; 655; 720] at temper-
atures in reasonable agreement with those predicted by
the quantum critical theory [3; 721].
The quantum critical metal with nematic fluctuations,
studied in §4.1.1, is unstable to pairing in all spin-singlet
even parity channels [492; 555; 622]. This insensitivity to
angular momenta arises from the fact that the nematic
boson is near zero lattice momentum, and so only cou-
ples electrons independently on small antipodal patches
of the Fermi surface. In practice, other UV features of
the model will select a particular angular momentum as
dominant. We have already mentioned above the strong
superconducting instability seen in Monte Carlo studies
of a closely related quantum critical point [493].
Finally, the critical metals with emergent gauge fields
in §4.1.3 are also usually unstable to superconductivity
via a route similar to that for the nematic fluctuations.
With non-Abelian gauge fields, there is always a channel
with attractive interactions, and this has been discussed
in the context of color superconductivity in the quark-
gluon plasma [672]. With a U(1) gauge field, supercon-
ductivity appears if there are charged excitations with
opposite gauge charges (as was the case with the model
of Figure 23). The single exception is the case with a
U(1) gauge field in which all the fermions carry the same
gauge charge: now the singular interaction between an-
tipodal fermions is repulsive, and a non-superconducting
critical state can be stable [555].
6.2. The Breitenlohner-Freedman bound and IR instabilities
The holographic IR scaling geometries that we have
discussed have a built-in mechanism for instability to-
wards ordered phases. In the best studied case of AdS
spacetimes, this is called the Breitenlohner-Freedman
bound [111; 467; 556]. A field becomes unstable in the
IR scaling geometry if its scaling dimension ∆IR becomes
complex. For minimally coupled scalar fields with dimen-
sion given by (103), this occurs if10
m2L2IR < −
D2eff.
4
. (627)
We had noted in §1.7.3 above that a negative mass
squared does not in itself lead to an instability of these
geometries. That is because the negative curvature of the
background effectively acts like a box that cuts off long
wavelength instabilities. However, the criterion (627)
shows that the mass squared cannot be too negative.
Note that the Breitenlohner-Freedman bound is a bound
on the bulk mass squared, and is different from the uni-
tarity bound on the scaling dimension (also discussed in
§1.7.3, the unitary bound is the lower limit of ∆IR for
which alternate quantization is allowed). In cases with
hyperscaling violation, or with a logarithmically running
scalar field that violates true scale invariance, the cri-
terion for instability can be more complicated. That is
because the correlation functions of fields need not have
a simple scaling form in the IR regime. Some issues aris-
ing in these cases are discussed in [149]. In general, the
most robust indication of an instability will be from the
behavior of correlations functions in the leading far IR
limit ω → 0. A complex scaling exponent in that limit
indicates an instability.
If the instability (627) were to occur in the near-
boundary region of the spacetime, it would indicate a
sickness of the underlying theory. However, if the in-
stability occurs in the interior of the spacetime, it can
be resolved by condensation of the unstable mode. The
backreaction of the condensate then alters the interior
geometry, self-consistently removing the instability. We
shall discuss some examples shortly. There are various
holographic mechanisms that can lead to an IR mass
that is unstable due to (627) while the UV mass is sta-
ble. Indeed, understanding the different such mecha-
nisms amounts to understanding the different types of
ordering instability that can arise in holography. The
canonical mechanism is that of a charged scalar field.
The minimal Lagrangian for such a field is
S = −
∫
dd+2x
√−g (|∇φ− iqAφ|2 +m2|φ|2 + V (|φ|)) .
(628)
Here q is the charge of the field. The effective mass
squared of the field gets a negative contribution from the
coupling to a background Maxwell scalar potential At, so
that [306]
m2eff = m
2 − q2|gtt|AtAt . (629)
10 As noted below (300), in z =∞ geometries such as AdS2×Rd one
must take Deff. = 1, counting the number of scaling boundary
dimensions.
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FIG. 35 The zero temperature endpoint of the in-
stability: a charged bosonic condensate in the spacetime.
Figure taken with permission from [335].
For a compressible holographic phase |gtt|A2t will decay
towards the UV boundary (recall (254)), and hence in
the UV m2eff ≈ m2. However, in a T = 0 interior scaling
geometry the Maxwell term often leads to a constant or
stronger negative shift to the effective mass squared. In
such cases, an instability occurs whenever the effective
IR mass in (629) obeys the instability criterion (627),
verified explicitly in [185; 311; 340].
The physics at work behind the imaginary scaling di-
mension for a charged scalar field is the same as that
discussed for charged fermions in §4.5.3 above. That is
to say, the competition between m and q in (629) is be-
tween electromagnetic screening and gravitational anti-
screening. If the electromagnetic term wins out, then
pair production in the near-horizon geometry will dis-
charge the event horizon. See Figure 27 above. The end-
point of the instability will be a charged condensate in
the near horizon geometry, illustrated in Figure 35. The
charged condensate ‘hair’ on the black hole is held in by
the gravitational potential of the asymptotically anti-de
Sitter spacetime and is pushed away from the black hole
by any remaining charge behind the horizon (or, strictly
at T = 0, by the spatial geometry collapsing to zero
size in the interior). This is the manner in which such
backgrounds evade the ‘no hair’ theorems of conventional
general relativity. Usually, one expects any matter to ei-
ther fall into the black hole or radiate out to infinity, but
both avenues of escape are closed off here. The resulting
solutions – black holes with a hovering charged conden-
sate outside the horizon – are of course closely analogous
to the electron stars depicted in Figure 28 above. There
is no need to take a WKB limit with bosons in order to
obtain classical soltuions.
There are two important differences between bosonic
and fermionic instabilities. These are both due to the
fact that bosons can macroscopically occupy quantum
states. Firstly, the bosonic pair production instability
can be seen at the level of solutions to the classical equa-
tions of motion following from (628). See the discussion
below and in [255]. Secondly, the condensate will have
a definite phase and hence spontaneously break the elec-
tromagnetic symmetry [306; 339; 340]. Such spontaneous
symmetry breaking is the main topic of this section.
The discussion above pertains to T = 0. That is where
there is a true IR fixed point that can be discussed with-
out reference to the UV completion of the geometry. As
temperature is turned on, the horizon appears as an IR
cutoff on the spacetime. As temperature is increased,
more and more of the interior scaling regime is swal-
lowed up by the black hole horizon, and eventually most
of the background geometry is given by the asymptotic
regime where the negative Maxwell contribution to (629)
is small. The scalar field will therefore be stable at such
high temperatures. It follows that whenever (627) is sat-
isfied, so that the T = 0 interior scaling geometry is un-
stable, there exists a critical temperature Tc above which
symmetry is restored. Increasing the temperature effec-
tively makes the box in which the scalar propagates nar-
rower in the radial direction, ultimately cutting off the
long wavelength instability entirely. This restoration of
symmetry with temperature is of course what one would
expect to find on general grounds.
Symmetry can also be restored remaining at T = 0
by tuning sources in the boundary field theory, such as
magnetic fields. This leads to a very interesting class
of infinite order quantum phase transitions that will be
discussed in §6.6 below.
Our focus in the following will be on instabilities of low
energy compressible phases, of the sort outlined above.
A few qualifications are in order. Firstly, there can also
be instabilities for which the unstable mode is not local-
ized in the near horizon region [250]. These are bosonic
analogues of Fermi surfaces located away from the IR
geometry, discussed in §4.4.3. While such instabilities
certainly break the symmetry, they are not generated by
the universal low energy dynamics and are probably best
understood semi-holographically, as in §4.4.3. Secondly,
continuous phase transitions triggered by the zero mode
instability can sometimes be pre-empted by first order
transitions to the symmetry broken phase [268]. We will
discuss the computation of the relevant free energy be-
low, but will mostly focus on the case of continuous phase
transitions. Thirdly, neutral fields can also condense by
violating the IR Breitenlohner-Freedman bound but not
the UV bound [340]. This leads to a phase transition
that is not necessarily an ordering transition. A proper
physical understanding of these transitions has not been
achieved at the time of writing. It is possible that they
are simply large N ‘artifacts’, in which a thermal vacuum
expectation value changes in a non-analytic way at some
temperature Tc. If decorated with additional indices or
with a Z2 symmetry, such neutral fields can act as proxies
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for magnetization transitions [118; 416].
6.3. Holographic superconductivity
6.3.1. The phase transition
The first step is to diagnose the instability of the nor-
mal, symmetric phase. Following the above discussion
we start with a zero temperature perspective and explain
why a complex imaginary scaling dimension ∆ in the IR
scaling geometry leads to an instability. An instability is
found by showing that there is a pole in the upper half
complex frequency plane of the retarded Green’s func-
tion of the charged scalar operator O in the boundary
field theory, dual to the charged field φ with action (628)
in the bulk. Such poles are disallowed by causality and
lead to exponentially growing perturbations upon taking
the Fourier transform. The low frequency, zero temper-
ature retarded Green’s function of O can be computed
using the same matching procedure described in §4.3.1
and §4.4.2. Thus, as in (305) and (338), we have
GROO(ω) =
b1(1) + b
2
(1)ω
2ν
b1(0) + b
2
(0)ω
2ν
, ∆IR =
Deff.
2
+ ν . (630)
Recall again that Deff. = 1 for the case of AdS2 × Rd.
Here – unlike in the earlier sections – we are interested
in zero momentum, k = 0 modes, and hence the above ex-
pression holds also for IR scaling geometries with z <∞.
With a complex dimension ∆IR, the exponent ν is pure
imaginary. For scalar fields, it can be shown that the
Green’s function (305) then has an infinite number of
poles in the upper half complex frequency plane, accu-
mulating at ω = 0 [255; 413]. This is the superconducting
instability.
For example, for the minimal charged scalar field (628)
in the extremal AdS2 × Rd background (267), one has
ν =
√
1
4
+m2L22 −
q2e2
κ2
L22 . (631)
This is the charged, zero momentum version of (300)
above. It is analogous to the exponent (339) found ear-
lier for charged fermions. From (631) we see that the IR
geometry becomes unstable whenever the charge of the
boson is sufficiently large compared to the mass
q2e2 > κ2
(
m2 +
1
4L22
)
. (632)
This formula is the bosonic analogue of the condition
(363) for fermionic pair production in the IR spacetime.
Similar inequalities relating the charge and mass of the
field will exist for more general IR scaling geometries.
The key point is to know the effective mass (629) of the
charged field in the IR, as well the condition (627) for
instability.
Zero temperature is typically deep in the regime where
the normal phase is unstable. We have discussed in the
previous section how increasing the temperature works
to stabilize the solution. At the critical temperature, the
unstable mode becomes a zero mode. The critical tem-
perature Tc itself is therefore found by looking for a nor-
malizable solution to the scalar equation of motion with
ω = k = 0. In a general background of the form (274),
the linearized zero frequency and momentum equation
for the scalar is, from the action (628),
− d
dr
(
b
rd
φ′
)
+
1
r2+d
(
(mL)2a− q
2r2p2
b
)
φ = 0 . (633)
Normalizable means that the field is not sourced at the
asymptotic boundary, i.e. φ(0) = 0 in (28), and is regular
at the event horizon, so that φ → const. on the horizon
as in §4.3.2 above. The equation is to be solved through
the entire spacetime, not just in the IR region. Equation
(633) has the form of a Schro¨dinger equation. The zero
mode occurs when there is a zero energy bound state
of the Schro¨dinger equation. The critical temperature
Tc is the highest temperature at which such a bound
state appears. To find the bound state of the Schro¨dinger
equation, one must typically use numerics. Shooting or
spectral methods have both been widely used.
Because the zero temperature instability is localized in
the scaling regime, one expects that the normal phase will
become stable once the nonzero temperature horizon has
‘eaten up’ the scaling regime. In the simplest holographic
phases, obtained by doping a strong interacting CFT as
described in §4 above, this will imply that Tc ∼ µ is set
by the chemical potential. For the example of a charged
scalar field (628) in the Reissner-Nordstro¨m-AdS back-
ground of Einstein-Maxwell theory, discussed in §4.2.1
above, Tc/µ is a function of the UV scaling dimension ∆
and charge γq of the scalar field [185]. The dependence is
shown in Figure 36. The boundary of the unstable region
in this plot is precisely described by the curve (632), as
we should expect. A second feature of the plot is that
as the UV unitarity bound ∆ = 12 is approached, the
critical temperature diverges. See [185] for a possible
interpretation of this fact.
When the critical temperature is low, Tc  µ, then
the dynamics of the instability is fully captured by the
emergent IR scaling theory. In particular, this means
that the low energy (ω  µ) spectral weight of the or-
der parameter at temperatures Tc < T  µ is sensitive
the IR scaling dynamics and can be described using the
matching procedures of §4.3 so that
GROO(ω, T ) =
b1(1) + b
2
(1)ω
2νF (ωT )
b1(0) + b
2
(0)ω
2νF (ωT )
, (634)
Here the bi(j) can have analytic (i.e. series expansion)
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FIG. 36 Critical temperature as a function of UV scaling
dimension ∆ and charge γq of the operator that condenses.
Contours show values of γTc/µ. Figure adapted with permis-
sion from [185].
dependence on ω and T . More nontrivial is the scaling
dependence of the function F on ω/T . Such an anoma-
lous ‘pair susceptibility’ above Tc is an interesting sig-
nature for unconventional mechanisms of superconduc-
tivity [665]. For the particular case of the AdS2 × Rd
background (267) of Einstein-Maxwell theory, an extra
emergent SL(2,R) symmetry fixes the form of F (ω/T )
to be a ratio of gamma functions [253], very similar to
the fermionic Green’s functions given in (352) above.
As T → Tc from above it can be shown that a quasinor-
mal mode of the system moves upwards in the complex
frequency plane, towards ω = 0 [29; 605]. Close to the
critical temperature this leads to a pole in the retarded
Green’s function
GROO(ω, k) =
1
aω + bk2 + c(T − Tc) , (635)
where a is complex, such that the pole is in the lower half
complex frequency plane for T > Tc, while b and c are
real. The divergence as T → Tc is the generic behavior
expected from time-dependent Landau-Ginzburg theory,
with dissipation of the order parameter.
6.3.2. The condensed phase
So far we have characterized the onset of the instability
form the point of view of the normal phase. We can now
turn to the ordered dynamics at temperatures T < Tc.
Once the scalar field has condensed, a new background
geometry must be found in which φ is nonzero. This re-
quires solving the coupled equations of motion following
from adding the charged scalar (628) to the Einstein-
Maxwell-dilaton (or more general) theory (273) that de-
scribed the normal state. This task is not substantially
different to the construction of the Einstein-Maxwell dila-
ton backgrounds of §4.2.2 or the electron star of §4.5.3.
A characteristic of the spontaneous symmetry breaking
case is that a solution with the appropriate boundary
conditions for the scalar field (an expectation value but
no source) will only exist below the critical temperature.
As always, the universal low energy and low tempera-
ture dissipative dynamics of the symmetry broken phase
is captured by the zero temperature IR geometry. The
bulk physics is very similar to that of the electron star
discussed in §4.5.3. The only real difference is that the
charge-carrying field in the bulk is a boson rather than a
fluid of fermions. In particular, as with the electron star
in (367), a common scenario is that at zero temperature
all of the charge is outside of the horizon, enabling an
emergent Lifshitz scaling
ds2 = L2
(
−dt
2
r2z
+ g∞
dr2
r2
+
d~x2d
r2
)
,
A = h∞
dt
rz
, φ = φ∞ . (636)
The simplest instance of this behavior may be Einstein-
Maxwell-charged scalar theory, where the scalar has
m2 > 0 and no potential [310; 388], but it has also been
found more widely in e.g. [294; 335; 353]. The value of
z depends on the details of the theory. An interesting
phenomenon that appears to be fairly common is that
the charge density operator can become irrelevant in the
new IR scaling theory. Irrelevance of the charge den-
sity operator leads to an emergent IR Lorentz invariance
with z = 1 [276; 292; 313; 315]. This means that the bulk
scalar potential vanishes with a faster power of r towards
the interior than shown in (636), i.e.
A = h∞
dt
r1+α
(z = 1, α > 0) . (637)
This behavior is less exotic than the anomalous dimen-
sion of a conserved current discussed in §4.2.4, because
now the U(1) symmetry is spontaneously broken at the
IR fixed point. The Maxwell field is Higgsed in the
near horizon geometry by the charged scalar condensate.
Equation (637) is just the behavior of a massive vector
field in Anti-de Sitter spacetime.
More generally if the charged scalar runs in the IR
– playing a role similar to the logarithmically running
dilaton in (280) above – rather than tending to a con-
stant as in (636), hyperscaling violation is also possible
[292; 294]. This more general class of behaviors allows
for zero temperature transitions between solutions will
all, some or none of the charge in the scalar field con-
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densate outside the black hole [7]. Such transitions are
analogous to the fermionic fractionalization transitions
discussed in §4.5.3. A particular feature of bosonic frac-
tionalization transitions in large N holographic models is
that the fractionalized phase cannot break the symmetry
spontaneously. That is, if all the charge is behind the
horizon, the symmetry is unbroken.
Emergent scaling geometries such as (636) mean, as we
have explained in §2.3.1, that in general the specific heat
at low temperatures in the symmetry broken phase goes
like
c = T
∂s
∂T
∼ T (d−θs)/zs . (638)
We have added the subscript s to distinguish the super-
conducting values of the exponents θs and zs from their
values in the unstable normal state. We will refer to those
as θn and zn in the next few sentences. The power law
behavior (638) shows that, contrary to a conventional s-
wave superconductor, the ordered state is not gapped.
The persistence of a neutral T = 0 ‘horizon’ in the IR
shows that while the charge has become cohesive, neutral
degrees of freedom remain deconfined. This may connect
with some of the topologically ordered phases discussed
in §6.1. The neutral degrees of freedom can be gapped by
triggering a confinement transition, as in §2.4. However,
gapping the deconfined critical excitations in the normal
state will also remove the IR superconducting instabil-
ity. The interplay of holographic superconductivity and
confinement is studied in [395; 580].
While general results do not exist at the time of writ-
ing, in various examples with Lifshitz scaling in the nor-
mal and superconducting states (i.e. θs = θn = 0), it
was found that zs < zn [353]. This implies that while a
gap has not formed, the ordered state does have fewer
low energy degrees of freedom than the unstable nor-
mal state. This is broadly to be expected from the per-
spective of ‘entropy balance’ as follows. At the criti-
cal temperature Tc of a second order phase transition
the free energy and entropy of the two phases are equal
fs(Tc) = fn(Tc), ss(Tc) = sn(Tc), but the specific heat
jumps so that cn(Tc) < cs(Tc). The sign of the jump is
fixed by the fact that the free energy of the supercon-
ducting state must be higher just below Tc. Using these
facts and integrating up the relation c = T∂s/∂T in both
phases∫ Tc
0
cn(T )
T
dT + sn(0) =
∫ Tc
0
cs(T )
T
dT . (639)
We have allowed for a zero temperature entropy density
in the normal phase. This is the entropy balance equa-
tion. The fact that cs > cn close to the upper limit of
these integrals, i.e. the ordered state has more degrees
of freedom at energies just below the transition tempera-
ture, must then be balanced by the normal state having
more low energy degrees of freedom. This balance was
explored in various holographic models in [353], which
also discusses experimental realizations of the balance in
unconventional superconductors.
So far we have discussed the universal low tempera-
ture dynamics of the ordered phase. A further universal
regime emerges at temperatures just below Tc. Here,
on general grounds, the system should be described by
Landau-Ginzburg theory. Indeed this is the case, and the
only input of the full bulk solution is to fix the various
phenomenological parameters in the Landau-Ginzburg
action [371; 528; 605]. These coefficients then determine
various properties of the state, such as the response to an
external magnetic field. At leading order in large N there
are no quantum corrections to these mean field results for
the phase transition, although unconventional exponents
are possible [268; 269], even in low space dimension. In
§6.4.3 below we show how bulk quantum fluctuations,
suppressed by large N , lead to algebraic long range or-
der in two boundary space dimensions.
There is a large literature characterizing the non-
universal regimes at intermediate temperatures in the
ordered phase.11 By numerically constructing the back-
grounds one can obtain thermodynamic quantities and
the expectation value of the charged operator as a func-
tion of temperature. One can study the Meissner ef-
fect and the destruction of superconductivity by a mag-
netic field. The main conclusion of these works is that,
away from the gapless low temperature limit (638) and
away from the unconventional nature of the supercon-
ducting instability as revealed in e.g. (634), the basic
phenomenology at intermediate temperatures is just that
of a conventional s-wave superconductor [707]. See e.g.
[340; 384; 568]. By constructing backgrounds with inho-
mogeneous sources, which requires solving PDEs, one can
furthermore recover the conventional physics of Joseph-
son junctions [393] and vortices [19; 202; 207; 412; 451;
558]. Unconventional and universal low energy physics
does emerge in the zero temperature limit of holographic
vortices. The vortices interact with the emergent gap-
less degrees of freedom described by the interior scaling
geometry (636), appearing as a defect in the low energy
scale invariant theory. This interaction leads to a ‘rigor-
ous’ computation of drag forces on a vortex [202]: a feat
which may prove useful in our discussion of superfluid
turbulence in §7.4.
11 In approaching the literature, one should be aware that many
computations are done in a ‘probe limit’ in which the backreac-
tion of the Maxwell field and charged scalar on the metric can
be neglected [307; 339]. While this limit has the advantage that
some interesting behavior can be exhibited with minimal com-
putational effort, and was historically important, it is unable to
capture the universal low temperature dynamics in which the
metric plays a key role, and also cannot describe the interplay of
superconductivity with momentum conservation.
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6.4. Response functions in the ordered phase
6.4.1. Conductivity
The most characteristic response of a superconductor
is, of course, the infinite dc conductivity. Formally speak-
ing, this arises in the same way as the infinite conductiv-
ities due to translational invariance that we encountered
in formulae such as (438). As explained in §5.4.4, when-
ever an exactly conserved operator overlaps with the to-
tal electrical current operator ~J , the real part of the low
frequency optical conductivity is given by (451)
Reσ(ω) = Dδ(ω) + σreg(ω) , (640)
with the weight D determined by the overlap of the con-
served operator with ~J . For the hydrodynamic cases con-
sidered above, the conserved operator was the total mo-
mentum. In a superconductor, the conserved operator
is the gradient of the Goldstone boson ~Jϕ =
∫
ddx∇ϕ.
We use ϕ for the Goldstone phase to differentiate from
the charged bulk field φ. This operator can be called the
total supercurrent or total superfluid velocity.12
As with the weight of the translational invariance delta
function in (438), the strength of a superconducting delta
function is determined by thermodynamic susceptibilities
that appear in hydrodynamics. In the case in which mo-
mentum is not exactly conserved, so that the supercur-
rent is the only infinitely long-lived operator, then from
§5.4.4
D
pi
=
χ2JxϕJx
χJxϕJxϕ
≡ ρs
m
. (641)
Here we defined the superfluid density ρs as well as mass
scale m. See e.g. [167] for more details (and a slightly
different normalization of ρs). In the case of supercon-
ductivity emerging from a compressible phase obtained
by doping a CFT, as in §4 above, the translational and
superconducting delta functions combine to give [165]
D
pi
=
ρ2n
µρn + sT
+
ρs
µ
. (642)
Here ρn and ρs are the normal and superfluid components
12 Superconductors and superfluids differ by the presence of a dy-
namical gauge field in superconductors. In this respect, what we
are describing is a superfluid, as there is no dynamical Maxwell
field in the boundary QFT. However, for many purposes includ-
ing computing σ(ω), we can pass back and forth between the
language of superfluidity and superconductivity without prob-
lem. This is because in any charged system coupled to a dy-
namical Maxwell field, when we write Ohm’s law j = σE, E
is the total electric field, the external field plus that generated
by polarization of the medium (screening), and hence σ is given
by the current-current Green’s functions of the ungauged theory,
without a dynamical Maxwell field.
of the charge density. These can be defined from the
overlap of momentum and supercurrent operators with
the total current operator, respectively. The total charge
density ρ = ρn +ρs. In the zero temperature limit, there-
fore, (642) simplifies to D/pi = ρ/µ. In general, the de-
nominators in (642) follow from relativistic superfluid hy-
drodynamics [89; 165; 374], in an analogous way to how
the denominators in (438) followed from ordinary rela-
tivistic hydrodynamics. In particular, the relation m = µ
going from (641) to (642) is fixed by Lorentz invariance.
To obtain the weight of the delta function in a holo-
graphic superconductor it is therefore sufficient to com-
pute the thermodynamic susceptibilities above. These
are purely static quantities, and so they can be obtained
without needing to solve any nonzero frequency equa-
tions. Furthermore, despite controlling the response at
zero frequency, the susceptibilities are not IR dissipative
variables but will instead depend on the spectrum of the
theory at all energies. Thus the zero frequency computa-
tion to be done will depend on the entire bulk geometry,
not just the near horizon region. To obtain D using the
definition (452) above one must solve the perturbation
equation for the vector potential at ω = k = 0, that
is δAx = ax(r). This perturbation will mix with metric
perturbations δgtx. We saw this, for instance, in equation
(540) above. Consider the case of the Einstein-Maxwell-
charged scalar model. After solving for δgtx(r),
13 and
eliminating it from the equations, the resulting equation
for ax(r) is [340]
0 = −a′′x +
(
d− 2
r
− b
′
b
)
a′x
+
2
b
(
e2q2L2
aφ2
r2
+
κ2
e2L2
r2p′2
a
)
ax . (643)
Here we have expressed the background metric and
Maxwell field as in (274), and the charged background
scalar field profile is given by φ(r). Note there are two
contributions to the final ‘mass’ term for ax. One comes
from the background charge density – proportional to p′2
– and the other comes from the background condensate –
proportional to φ2. Roughly speaking, these lead to the
two contributions in the weight of the delta function in
(642). To calculate the weight D we most solve equation
(643), imposing regularity on the horizon. In practice, ax
will have two behaviors towards the horizon as r → r+
and we must keep the less singular one. With the solu-
13 In order to obtain the first order constraint equation for δgtx(r) it
is necessary to allow the fields to be time dependent and then set
the time dependence to zero after integrating the constraint equa-
tion in time. This is important because we will ultimately want
to calculate GRJxJx (0) = limω→0G
R
JxJx
(ω) to get the ‘Drude’
weight in (452), while the susceptibility χJxJx vanishes. To
obtain the equation in the text it is also necessary to use the
equations of motion for the background.
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tion ax(r) at hand, the weight of the delta function is
then given by
D
pi
= −GRJxJx(0) = −
Ld−2
e2
lim
r→0
rd+z−3
a′x(r)
ax(r)
. (644)
For the above Einstein-Maxwell model, z = 1. Here we
have used the holographic dictionary (182b) and (183b)
and also the formula (452) for the ‘Drude’ weight with
χJxJx = 0.
The weight of the delta function has been computed
numerically in many models of holographic superconduc-
tivity. Of particular interest are cases in which trans-
lational symmetry has been broken. In these cases the
delta function is purely due to superconductivity and the
expression (641) holds. Early papers that computed the
superfluid density in non-translationally invariant setups
are [390; 507; 746]. While one expects that the superfluid
density is associated to the symmetry-breaking charge
that is condensed outside of the event horizon, a quanti-
tive relation between D and the total charge outside the
horizon has not been established at the time of writing.
With weak momentum relaxation, the superconducting
delta function sits on top of a Drude peak of the type
described in §5. More generally, with weak or strong
momentum relaxation, one expects that in the low fre-
quency limit the divergent zero frequency conductivity
is accompanied by a constant ‘incoherent’ conductivity,
analogous to σq that appears in (438) and (449). The
temperature dependence of this ‘normal’ component will
then depend on the properties of the near horizon scal-
ing geometry as well as the relevance or irrelevance of
translational symmetry breaking.
A second feature of conventional BCS superconduc-
tors is a gap in the optical conductivity σ(ω). This gap
is the energy required to excite a conducting particle-
hole pair from the Cooper pair condensate. Thus, while
a conventional superconductor has infinite conductivity
at ω = 0, at zero temperature it has vanishing conduc-
tivity for small but nonzero ω. At nonzero temperature,
σreg ∼ e−2∆/T , where ∆ is the energy gap for a single
particle excitation. The low frequency behavior of the
optical conductivity is dissipative and determined by low
energy degrees of freedom. Therefore σreg(ω) should de-
pend only on the near horizon scaling geometry (636).
The absence of a gap suggests that this contribution will
be power law in temperature or frequency rather than ex-
ponentially suppressed. Indeed the matching arguments
of §4, here applied in the simpler case of k = 0, imply
that in general at zero temperature [292; 315; 388]
σreg(ω) ∼ ω(d−2−θ+2Φ)/z . (645)
Recall that the exponent Φ was discussed in §4.2.4. One
similarly expects the temperature dependence σreg ∼
T (d−2−θ+2Φ)/z as in (296). The appendix of [171] is use-
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FIG. 37 Optical conductivity in a holographic super-
conductor with broken translation invariance. Dashed
line is above Tc, red line is at Tc, subsequent lines are at pro-
gressively lower temperatures. In the top plot, translations
are weakly broken, and the sharp Drude peak in the normal
state persists into the superconducting state. In the bottom
plot, translations are strongly broken. The weak Drude peak
in the normal state eventually disappears at low tempera-
tures in the superconducting state. All plots exhibit the loss
of spectral weight into the superconducting delta function as
temperature is lowered. Figures taken with permission from
[454].
ful for relating various different scaling exponents that
have been used to describe the conductivity in scaling
geometries.
Equation (645) shows that generally there is a soft gap
in the optical conductivity. On general grounds one ex-
pects a reduction of low energy spectral weight at low and
zero temperature in the superconducting phase, relative
to the normal phase. This is because of the Ferrel-Glover-
Tinkham sum rule:∫ ∞
0+
dωRe
(
σn(ω)− σs(ω)
)
=
D
2
. (646)
Here the normal and superconducting optical conductivi-
ties can be at any temperature (in the normal and super-
conducting phases, respectively). The sum rule can be
explicitly verified in particular calculations, for a general
holographic discussion see [318]. It is clear in (646) that
the presence of the superfluid density in D means the
nonzero frequency spectral weight is depleted in the su-
perconducting state. Of course, at low but nonzero tem-
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peratures, in addition to the behavior (645) there may
also be a Drude peak at low frequencies if translations
are weakly broken. These behaviors are illustrated in
Figure 37 for a holographic model of superconductivity
with broken translation invariance.
6.4.2. Superfluid hydrodynamics
In the ordered phase, the new dynamical ingredient
is the superfluid velocity or supercurrent, which is the
gradient of the phase of the Goldstone boson ξµ = ∂µφ.
A homogeneous supercurrent flows without decay and is
responsible for the divergent conductivity discussed in
the previous subsection. The conserved supercurrent is
a new thermodynamic variable and can be taken to be
large, leading to new thermodynamic states. In a Lorentz
invariant theory the first law becomes, see e.g. [367],
d = Tds+ µdρ+
ρs
2µ
d(ξ2 + µ2) . (647)
Here ρs is the superfluid charge density, that appeared in
the previous §6.4.1.
Bulk gravitational solutions with a nonlinear super-
current have been constructed in the probe limit in
[48; 49; 80; 367] and with full backreaction on the metric
in [681]. This last paper derives the equations of non-
dissipative superfluid hydrodynamics from gravity. Be-
cause the solution involves a flow, it is stationary but not
static. This requires a more general form of the back-
ground fields than we have considered so far
ds2 =
(
f(r)ηab + g(r)uaub + h(r)nanb + k(r)u(anb)
)
dxadxb + (t(r)ua + u(r)na)dx
adr
A = −(p(r)ua + q(r)na)dxa − s(r)dr , φ = ξ(r) . (648)
Here ua is a timelike boost velocity and na is spacelike
vector. A gauge choice has been made to put the su-
percurrent into the Maxwell field A rather than as an
x-dependent condensate φ. The various radial functions
we have introduced above are not all independent. See
[681] for further details.
The papers in the previous paragraph all show that
if the supercurrent becomes large, then eventually the
charged condensate is driven to zero and the normal
state is recovered. Energetic computations in those pa-
pers furthermore suggest that sometimes the continuous
transition is pre-empted by a first order transition to the
normal state. However it is subtle to compare the free
energies of the normal state and the superfluid state with
a supercurrent because the supercurrent is a thermody-
namic variable that does not exist in the normal state.
It has been noted in [28] that before the condensate is
driven to zero by the supercurrent, the Goldstone bo-
son mode develops an instability at a nonzero wavevector
k > 0. The endpoint of this instability is not known at
the time of writing. It may restore the normal state or it
may lead to a spatially modulated superfluid state. The
second option would add a further example to spatially
modulated phases discussed in §6.5.2 below.
A finite non-dissipative supercurrent can furthermore
flow at zero temperature. In this case, the destruction
of superfluidity caused by increasing the supercurrent
causes a quantum phase transition [50].
In a strongly coupled, non-quasiparticle, superfluid
state, the appropriate framework to understand trans-
port is superfluid hydrodynamics. This amounts to
adding an additional hydrodynamic field, the superfluid
velocity ∂φ, to the various hydrodynamic theories of §5.
The most important consequence of the new hydrody-
namic variable is the appearance of a new dispersive
mode, second sound. All of the modes can be found
and characterized from perturbations of the bulk Ein-
stein equations about the ordered state, much as we have
done previously for some of the normal state hydrody-
namic modes. In particular, properties such as the second
sound speed and parameters characterizing dissipative ef-
fects in inhomogeneous superfluid flow can be computed
from the bulk. Important papers in this endeavor include
[29; 88; 89; 90; 374; 375; 378]. As with other hydrody-
namics modes, these excitations appear as quasinormal
modes with frequencies that become small at low mo-
menta. Certain non-hydrodynamic quasinormal modes
close to the real frequency axis have also been calculated
and shown to influence the late time relaxation to equi-
librium in a holographic superfluid state [88]: see §7.3.
6.4.3. Destruction of long range order in low dimension
In 1+1 dimensions at zero temperature, or in 2+1
dimensions at nonzero temperature, global continuous
symmetries cannot be spontaneously broken. This is
known as the Coleman-Mermin-Wagner-Hohenberg theo-
rem. Quantum or thermal fluctuations of the phase of the
order parameter lead to infrared divergences that wash
out the classical expectation value of the order parame-
ter. There is, however, a remnant of the ordering in the
form of ‘algebraic long-range order’. This means that the
correlation function of the order parameter has the large
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distance behavior
lim
|x|→∞
〈O(x)†O(0)〉 ∼ 1|x|K . (649)
In a truly long range ordered state, this correlator would
tend to a constant, while in a conventional disordered
state it would decay exponentially rather than as a power
law.
The ordered holographic phases we are discussing do
not exhibit this expected low dimensional behavior at
leading order in large N . This is because there are order
N2 (say) degrees of freedom, but only a single Goldstone
boson. Fluctuation effects of the Goldstone mode will
then only show up at subleading order at large N . The
upshot is that the decay power K in (649) goes like e.g.
1/N2 (cf. [735]). Thus the large N and long distance
limits do not commute. This is part of our comment in
§1.7.4 that such Goldstone modes are ‘non-geometrized’
low energy degrees of freedom in holographic models. To
see the destruction of long range order, one-loop effects
need to be considered in the bulk. This can be done
using the methods we have already discussed in §3.5.2
and §4.5.2. We now outline the computation, following
[45].
The first step is to identify a quasinormal mode in
the bulk that corresponds to the Goldstone or ‘second
sound’ mode in the superfluid phase. This mode will
then give the dominant low energy contribution to the
Green’s function for the scalar field, using the formula
(229). It will be this Green’s function running in a loop
that causes the quantum disordering of the phase. The
mode is found starting from a rotation of the profile φ(r)
of the background scalar field
δφ(r) = iφ(r) . (650)
This just a gauge transformation of the background:
φ→ eiλφ, with λ constant. However, it is a ‘large’ gauge
transformation that doesn’t vanish on the boundary (be-
cause λ is constant in r). This means that the mode gen-
erated in (650) is a normalizable and physical ω = k = 0
excitation. Starting from this solution, one can solve the
bulk equations of motion perturbatively in small ω and k.
Doing this turns out to be essentially independent of the
form of the background solution. One finds that a nor-
malizable solution continues to exist so long as [45; 416]
ω2 = c2sk
2 , (651)
with the speed of second sound
c2s = lim
r→0
∂rδA
ω=k=0
x
∂rδAω=k=0t
= −∂
2
ξP
∂2µP
. (652)
Here δAω=k=0x and δA
ω=k=0
t are solutions to the equa-
tions of motion for perturbations about the background
with ω = k = 0 that are normalizable at the boundary.
In the final expression P is the pressure, which is the
thermodynamic potential that is a function of T, µ and
superfluid velocity ξ, cf. (647) above. This final result
can be derived directly from superfluid hydrodynamics
[367].
The above paragraph establishes the second sound
quasinormal mode (actually a normal mode to the or-
der we have worked, dissipation will appear at higher
orders in the dispersion relation (651)). The algebraic
decay (649) is now obtained as follows. In the bulk we
can calculate
〈φ(r, x)†φ(r′, 0)〉 = φ(r)φ(r′)〈e−i(θ(r,x)−θ(r′,0))〉
= φ(r)φ(r′)e−
1
2 〈(θ(r,x)−θ(r
′,0))2〉 . (653)
The last equality is a standard result following from Wick
contracting. Here φ(r) is the classical background profile
and θ is the phase. The phase is related to the perturba-
tion (650) as δφ = φ(r)θ. Using (229), then, the singular
part of the phase two point function is
GRθθ(r, r
′) =
Θ
ω2 − c2sk2
+ · · · . (654)
The numerical prefactor Θ is obtained in [45]. The pref-
actor scales like an inverse power of large N . This singu-
lar contribution does not depend on r or r′. The one loop
correlation function in the exponent of (653) is given, us-
ing standard methods to turn the sum over Matsubara
frequencies into an integral along the real frequency axis,
by
〈θ(x)θ(0)〉 − 〈θ(0)θ(0)〉 = (655)
−
∞∫
−∞
dΩ
2pi
∫
d2k
(2pi)2
coth
Ω
2T
ImGRθθ(Ω, k)
(
eik·x − 1) .
At large spatial separation the above integral gives
lim
|x|→∞
(〈θ(x)θ(0)〉 − 〈θ(0)θ(0)〉) = − ΘT
2pic2s
log |x|+ · · · ,
(656)
and hence, taking (653) to the boundary r, r′ → 0, we
obtain (649) with
K =
ΘT
2pic2s
(657)
6.4.4. Fermions
The spectral functions of fermionic operators com-
puted in §4.4 can be revisited in the ordered background.
It was quickly recognized that there are two important
new ingredients in the superconducting phase [249; 317].
135
FIG. 38 Zero temperature fermionic spectral densities as a function of ω and k. Top left: Normal state extremal
RN-AdS background, exhibiting gapless but strongly scattered fermions. Top right: Zero temperature superconducting state
(with z = 1) with η5 = 0. Gapless fermions still exist but are now very weakly scattered within the z = 1 lightcone. Bottom
left: Small nonzero η5 in the superconducting state. The fermions are now gapped, but still long lived within the lightcone.
Bottom right: Larger nonzero η5. The fermions are both gapped and short lived. Figures taken with permission from [249].
Firstly, the zero temperature emergent IR scaling geom-
etry (636) in the superconducting phase typically has
z < ∞. As explained in §4.4.3, low energy fermionic
excitations near some nonzero k ≈ kF are kinematically
unable to decay into such a quantum critical bath and
hence will have exponentially long lifetimes. Secondly,
there are couplings that can appear generically in the
bulk action between the charged fermion and charged
scalar field. In the presence of a scalar condensate, cer-
tain of these couplings have the effect of gapping out low
energy fermionic excitations.
The combination of the two effects outlined in the
previous paragraph can then lead to well defined (long
lived) fermionic excitations with a small gap in the su-
perconducting phase, emerging from a normal z = ∞
phase in which there were gapless but very short lived
fermions, as described in §4.4.2 above. We will now ex-
plain this scenario in more detail. The scenario itself is
semi-holographic in the sense of §4.4.3. It can be de-
scribed in terms of conventional field theoretic fermions
coupled to a large N quantum critical bath, with the na-
ture of the bath changing between the normal (z = ∞)
and superconducting (z <∞) states.
If the charge of the condensed scalar is twice that of the
fermion operator, then the following ‘Majorana’ coupling
[249] can be added to the fermion action (332)
Sφψ =
∫
dd+2x
√−g (η5 φΨcΓ5Ψ + h.c.) . (658)
In fact this coupling only works for even d, for odd d two
different bulk Dirac fields are needed. This coupling is
the relativistic version of the conventional coupling be-
tween Bogoliubov quasiparticles in the superconducting
state with the condensate. In fact, we have encountered
this coupling already in (355) above, where we defined
Γ5 and the charge conjugate fermion Ψc. The difference
is that whereas ∆ previously was a condensate of a bulk
fermion bilinear, φ is dual to a single-trace scalar opera-
tor in the dual field theory.
A nonzero η5 coupling gaps any low energy fermionic
excitations in the superconducting state [249]. This is
illustrated in the Figure 38, which shows the zero tem-
perature spectral density of the fermionic operators as a
function of ω and k at different values of η5. This fig-
ure also shows the effects of the emergent z = 1 scaling,
as described in the figure caption. ‘Effective lightcones’
similar to those seen in Figure 38 – i.e. within which
fermions are inefficiently scattered by the large N criti-
cal bath – also arise for 1 < z < ∞ scaling geometries
[344].
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Fermionic spectral functions have been studied in ge-
ometries with a charged scalar background that orig-
inate from a microscopic string theoretic construction
[189; 190]. The effective bulk theories that arise in
this case are more complicated, involving several cou-
pled fermionic fields. With the full microscopically deter-
mined interactions, all fermions are found to be gapped,
some by couplings analogous to (658).
Fermion spectral functions can also be computed in
backgrounds with a p-wave or d-wave superconducting
condensate, to be discussed in §6.5.1 below. In these
cases couplings analogous to (658) lead to anistropic gap-
ping of the Fermi surface, due to the anisotropy of the
underlying condensate. This leads to versions of ‘Fermi
arcs’ [83; 714].
6.5. Beyond charged scalars
The minimally coupled charged scalar field (628) is
perhaps the simplest model that can lead to a sufficiently
negative effective mass squared (629) in the interior scal-
ing geometry such that an instability is triggered accord-
ing to (627). In this case, the global U(1) symmetry of
the boundary theory is spontaneously broken by conden-
sation of the charged operator dual to the bulk field. This
general mechanism can be greatly generalized to allow for
other patterns of symmetry breaking. We will first dis-
cuss more general instabilities that preserve spatial ho-
mogeneity in §6.5.1, while §6.5.2 will discuss the sponta-
neous breaking of spatial homogeneity. With many pos-
sible types of instability, it is natural to expect compe-
tition between the different orders to lead to rich phase
diagrams. We will not discuss these phase diagrams here
but refer the reader to works such as [78; 117; 223; 461].
6.5.1. Homogeneous phases
6.5.1.1) p-wave superconductors from Yang-Mills the-
ory
A rather constrained model is given by gravity coupled
to a non-abelian gauge field in the bulk [32; 79; 307; 312;
633]:
S =
∫
dd+2x
√−g
[
1
2κ2
(
R+
d(d+ 1)
L2
)
− 1
4e2
FAabF
Aab
]
.
(659)
Here FAab is the field strength of an SU(2) gauge field.
That is
FAab = ∂aA
A
b − ∂bAAa + ABCABa ACb . (660)
The three generators τA of the SU(2) algebra satisfy
[τB , τC ] = τAABC . Take the U(1) subgroup of SU(2)
generated by τ3 to be the electromagnetic U(1). The
action (659) together with the expression for the field
strength (660) implies that the A1 and A2 components
of the gauge potential, the ‘W-bosons’, are charged under
this U(1). Therefore, this Einstein-Yang-Mills theory has
a similar to structure to the Einstein-Maxwell-charged
scalar theory discussed in the previous few sections. In
particular, in a background carrying U(1) charge, the W-
bosons will acquire a negative mass squared analogous to
(629). They can therefore be expected to condense below
some Tc if the gauge coupling e is large compared to the
gravitational coupling κ.
There are several new ingredients with a Yang-Mills
condensate relative to the charged scalar case. Firstly,
the condensate is a spatial vector, and hence should
be called a p-wave (rather than s-wave) superconductor
[312]. Secondly, the condensate is the spatial component
of gauge potential, which is dual to a conserved current in
the boundary field theory, which therefore breaks time re-
versal invariance. Thirdly, the zero temperature limit of
the backgrounds turns out to have qualitative differences
with the scalar cases discussed above [77; 79], realizing
a hard rather than soft gap towards charged excitations.
Let us discuss these in turn.
Generically, the vector condensate means that the con-
densed phase will be anisotropic. The gauge potential
[307; 312] and metric [32; 79] take a form such as
A = p(r)τ3dt+ φ(r)τ1dx ,
ds2 = −f(r)dt2 + g(r)dr2 + h(r) (c(r)dx2 + d~x2d−1) .
(661)
The notation above emphasizes the fact that A3 plays a
role analogous to the Maxwell field previously, and A1x is
analogous to the charged scalar. The anisotropy arises
because, in this case, the x direction is singled out by
the condensed vector. In fact, in d = 2 space dimen-
sions it is also possible to achieve isotropic condensates.
This occurs if the U(1) gauge and U(1) spatial rotational
symmetries are locked, so that
A = p(r)τ3dt+ φ(r)
(
τ1dx+ τ2dy
)
. (662)
This case is called a p+ ip superconductor, and the cor-
responding background metric is isotropic, with c(r) = 1
in (661). The form of the condensate is determined by
finding the configuration that minimizes the free energy.
In the Einstein-Yang-Mills theory, the anisoptropic phase
(661) is dominant [312].
The breaking of time reversal is most interesting in the
isotropic p + ip case. We explained in §4.6.1 above how
in an isotropic system, breaking time reversal allowed
a nonzero Hall conductivity σxy. Indeed, such a Hall
conductivity arises in symmetry broken holographic p+ip
states [633]. No external magnetic field is needed. The
Hall conductivity remains finite in the ω = 0 limit.
In the zero temperature limit, the holographic p-wave
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superconductor exhibits an emergent z = 1 scaling sym-
metry in the far interior, similarly to the discussion be-
tween equations (636) and (637) above. That is, the
charge density operator is irrelevant in the emergent IR
scaling theory. However, in contrast to equation (637)
for the s-wave case, at least for sufficiently large gauge
field coupling e, the electrostatic potential now vanishes
exponentially fast towards the IR [77; 79]
A3 = h∞e−α rdt , (r →∞, α > 0) . (663)
The technical reason for this different behavior is that
in the emergent IR Anti-de Sitter spacetime, the Higgs-
ing of the electric field by a charged vector is stronger
than the Higgsing by a charged scalar. This is because
the effective mass for the photon involves the contraction
m2A3 ∼ gxxA1xA1x ∼ r2(A1x)2, which is stronger as r →∞
with A1x constant in the IR than the corresponding scalar
term m2A ∼ φ2 with φ constant in the IR. Upon heating
up the zero temperature solution, it is clear that (663)
will lead to an exponentially small amount of electric
flux through the horizon at low temperatures. Relat-
edly, while the emergent z = 1 scaling geometry means
that there are gapless neutral degrees of freedom in the
system, the regular contribution to the conductivity is
exponentially small at low frequencies and temperatures
σreg ∼ e−∆/T . That is, the charged sector is gapped.
Indeed at zero temperature the regular part of the con-
ductivity satisfies
Reσreg(ω) = 0 for ω < ω0 . (664)
The conductivity vanishes as ω → ω0 from above accord-
ing to Reσreg(ω) ∼
√
1− ω20/ω2.
6.5.1.2) Challenges for d-wave superconductors
A d-wave condensate is described by a charged, spin two
field in the bulk [131]. While a charged spin one field ad-
mits a simple description via Yang-Mills theory, the same
is not true for a charged spin two field. The dynamics
of spin two fields is highly constrained by the need to
reduce the degrees of freedom of a complex, symmetric
tensor field ϕab, which has (d+ 2)(d+ 3)/2 components,
down to the d(d+3)/2 dimensions of the irreducible rep-
resentation of the relevant little group, SO(d− 1). If the
extra modes are not eliminated by suitable constraints,
they tend to lead to pathological dynamics. In the con-
text of applied holography, these issues are discussed in
[82; 457]. Those papers include references to the earlier
gravitational physics literature.
With a dynamical complex symmetric tensor ϕab at
hand, a d-wave condensate is described by a nonvanish-
ing profile for ϕxx(r) = −ϕyy(r) or ϕxy(r) = ϕyx(r).
Unlike a p-wave condensate, a single component d-wave
condensate does not break time reversal invariance. How-
ever, time reversal is broken in the presence of a complex
superposition of the two profiles above [132].
A theory of a charged spin two field that is consistent
on a general background is not known. The current state
of the art is the following quadratic action for ϕab that
can be added to Einstein-Maxwell theory [82]
S =
∫
dd+2x
√−g (−|Daϕbc|2 + 2|Daϕab|2 + |Daϕ|2 − [Daϕ∗abDbϕ+ c.c.]
−m2 (|ϕab| − |ϕ|2)+ 2Rabcdϕ∗acϕbd − 1
d+ 2
R|ϕ|2 − 2giFabϕ∗acϕcb
)
. (665)
Here ϕ = ϕaa and Da = ∇a− iAa. There is a parameter
g, the gyromagnetic ratio [457]. This Lagrangian is ghost
free and has the correct number of degrees of freedom,
but only with a fixed background Einstein geometry, sat-
isfying Rab = −(d + 1)/L2 gab and with g = 1/2. Even
in such cases, for large enough values of the electromag-
netic field strength, or gradients thereof, the equations of
motion are either non-hyperbolic or lead to acausal prop-
agation. Therefore, while the model can capture some of
the expected dynamics of d-wave superconductivity close
to the transition temperature, it will not be able to ac-
cess the universal low temperature regimes where back-
reaction on the metric and often large Maxwell fluxes are
important.
It has been emphasized in [457] that a natural way to
obtain fully consistent dynamics for a massive, charged
spin two degree of freedom is to consider Kaluza-Klein
modes in the bulk, discussed in §1.9. In a Kaluza-Klein
construction there is an internal manifold that has a U(1)
symmetry. A perturbation of the bulk metric with ‘legs’
in the noncompact holographic dimensions (the ‘AdS’ di-
rections) but that depends on the coordinates of the in-
ternal manifold will be charged under this U(1) symme-
try. It will be a massive, charged spin two field. In the
language of §1.9, the difficulty of constructing a theory
for just this single excitation is the difficulty of finding a
consistent truncation that includes this mode. This sin-
gle mode instead couples to the infinite tower of Kaluza-
Klein modes with increasing mass and charge. That is
to say, one must solve the full problem of the inhomo-
geneities in the internal dimension, rather than restrict-
ing to a single Fourier component. While technically
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challenging, this is possible in principle and will lead to
a completely well-behaved holographic background with
d-wave condensate(s).
At the time of writing it is not known whether the ad-
ditional bulk structure that seems to be required for a
d-wave condensate is a reflection of interesting field the-
oretic aspects of such symmetry breaking. The presence
of internal manifolds in the bulk is something of an un-
desirable feature of holographic models, as it implies the
emergence of an additional locality in the dual field the-
ory that is presumably an artifact of large N . The extra
locality is hidden from sight in consistent truncations.
On the other hand, the ability at large N to focus on
a single operator O without having to worry about the
multitrace operators O2 etc, is also an artifact of large
N . So, the need to consider many operators (the Kaluza-
Klein modes) in the discussion of d-wave condensates is
also, in some sense, more realistic.
Finally, we can note that while several experimentally
observed unconventional superconductors are d-wave, the
underlying effective low energy dynamics is often s-wave.
Specifically, for superconductivity emerging from a spin
density wave critical point, mentioned in §6.1, the d-wave
condensate arises from pairing between fermions in dis-
tinct hot spots. In the effective theory, the different hot
spots appear as a ‘flavor’ label for the fermions, as in
§4.1.2. Thus, the microscopic orientation dependence of
the pairing is simply described by the flavor index struc-
ture of an s-wave interaction.
6.5.2. Spontaneous breaking of translation symmetry
Spontaneous breaking of translation symmetry is com-
mon in condensed matter physics. This subsection will
review holographic models where translation symmetry
is spontaneously broken. The underlying mechanism is
the same as that described in §6.2 and the dynamics of
the transition are again those described in §6.3.1. The
important difference with cases we have considered so
far is that the modes that satisfy the instability criterion
(627) have a nonzero spatial momentum, k 6= 0.
Recall that the instability criterion (627) corresponds
to an operator with a complex exponent in the IR scaling
geometry. In §4.3.1 and elsewhere above we have empha-
sized a special feature of z = ∞ scaling: the resulting
semi-local criticality means that operators typically have
k-dependent scaling exponents. This allows, in principle,
operators with a range of momenta with k 6= 0 to ac-
quire complex exponents while the homogeneous k = 0
operators remain stable. This will be the origin of all the
inhomogeneous instabilities discussed below. In §4.3.1 we
also emphasized that z =∞ scaling shared an important
property of Fermi surface physics: the presence of low
energy spectral weight at nonzero momenta. The insta-
bilities we are about to discuss depend on the presence
of this spectral weight in z = ∞ IR scaling geometries.
In this loose sense they can be considered strongly cou-
pled analogues of the nonzero wavevector instabilities of
Fermi surfaces.
6.5.2.1) Helical instabilities
Helical order breaks translation symmetry in a homoge-
neous way, as we have noted in our discussion of trans-
port in §5.9. A simple holographic model leading to he-
lical order is Einstein-Maxwell theory in d = 3 with a
Chern-Simons term of coupling constant α [571]:
S =
∫
d5x
√−g
(
1
2κ2
(
R+
12
L2
)
− F
2
4e2
−α
6
abcdeAaFbcFde
)
. (666)
We have encountered this theory previously in §4.6.2.
We will now see that the symmetric background of the
theory has an instability. As we explained in §4.6.2, the
Maxwell field itself becomes charged due to the nonlinear
Chern-Simons term. Heuristically, this is why the theory
can have instabilities of the ‘pair production’ kind that
we have discussed above.
To investigate possible instabilities of the Chern-
Simons theory, it is instructive to start with five dimen-
sional Maxwell-Chern-Simons theory in flat space. Since
the Chern-Simons theory is non-linear, we will need to
turn on a background electromagnetic field for the term
to have an effect on linearized perturbations. Denote
the 5 dimensions with (t, r, x, y, z). Here r will become
the bulk radial dimension shortly. Turning on an electric
field Frt = E, the linearized equations of motion for the
transverse modes fi =
1
2ijk∂jAk are [571]:(−∂2t + ∂2r + ∂j∂j) fi = 4αEijk∂jfk , (667)
with ∂ifi = 0. Looking for modes with only ω and kx
non-zero, we find a pair of circularly polarized modes
fy ± ifz with dispersion relation
0 = ω2 − (kx ∓ 2αE)2 + 4α2E2 . (668)
Clearly, for 0 < ±kx < 4|αE| (with appropriate choice
of sign), there is an instability. In particular, the most
unstable mode is at |kx| = 2|αE|.
The story is similar in a holographic context, though
a little more complicated. The background is the AdS5-
RN black hole, which has a bulk electric field with r-
dependence, as in (260). At low enough temperatures,
and for large enough values of |α| > αc there is a contin-
uous phase transition to a phase with spontaneous spatial
modulation, analogous to that described in the previous
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paragraph [571].14 As with superfluid instabilities, these
low temperature instabilities correspond to an “effective
mass” of the perturbations that is below the bound (627)
for the near-horizon, zero temperature AdS2×R3 space-
time. This analysis gives the critical Chern-Simons cou-
pling to be αc = (2κ
2/e2)3/2 × 0.2896 . . .. The unstable
modes have the same form as those found in the previous
paragraph – the gauge field will break translation sym-
metry in a boundary direction (x, without loss of gener-
ality), and the spatial components of the gauge field will
be of the form
Ay + iAz = h(r)e
ikx. (669)
In the boundary, there will be a similar helical pattern
of electric current. The condensates 〈Jy〉 and 〈Jz〉 ap-
pear at T < Tc, similarly to in the holographic supercon-
ductors above. The critical temperature associated with
such instabilities appears to be reduced by external mag-
netic fields [33]. The condensed phase was constructed
numerically in a probe limit in [583]; the backreaction
of gravity was accounted for in [212]. The backreac-
tion is tractable without solving PDEs because the he-
lical condensate (669) leads to a homogeneous geometry
with Bianchi VII symmetry [405]. The zero tempera-
ture limit of the fully backreacted solution exhibits an
emergent anisotropic IR scaling symmetry with entropy
density vanishing like s ∼ T 2/3 [226].
Supergravity fixes the value of α = (2κ2/e2)3/2 ×
1/(2
√
3) [319]. As was noted in [571], this happens to
be just below the critical value for this spatially modu-
lated instability.
6.5.2.2) Striped order
This section describes the development of “striped” or-
der which breaks translation symmetry in a single spatial
direction, in an inhomogeneous fashion. We focus on the
endpoint of an instability identified in [211]. This task
requires solving coupled nonlinear PDEs and has only
been possible numerically. The first such models were of
the form [209; 635; 636; 733]
S =
∫
d4x
√−g
(
R− 2Λ
2κ2
− Z(φ) F
2
4e2
− 1
2
(∂φ)2 − V (φ)− Y (φ)√−g 
abcdFabFcd
)
, (670)
with Y (φ→ 0) = cφ+ · · · . Like (666), this action breaks
parity and time-reversal. The important point about the
14 It is possible that this phase transition is actually first order once
quantum effects in the bulk are accounted for – see the arguments
in [583].
final term in this action is that, in a background electric
field, this term gives a derivative coupling between the
pseudoscalar φ and magnetic fluctuations of the Maxwell
potential. This term has a similar structure to the Chern-
Simons coupling in (666).
The symmetric nonzero density background is the
AdS4-RN charged black hole. Below a critical tempera-
ture Tc, there is a continuous phase transition to a striped
phase. As in the previous subsection, the existence of the
instability – supported at nonzero wavevector – can be
seen by analyzing the effective mass squared of fluctua-
tions about the zero temperature AdS2×R2 near horizon
geometry. In numerics, one looks for striped black holes
with a fixed wavevector k; in practice, the black hole
which forms will have whatever k leads to the lowest free
energy. Numerical results confirm that the striped phase
is thermodynamically preferred below the critical tem-
perature.
Figure 39 shows surface plots of the curvature of the
resulting striped geometries. Here x denotes the bound-
ary direction along which stripes form and r is the holo-
graphic direction. As T/Tc becomes small, the curvature
modulations become more pronounced. In the bound-
ary theory, in addition to the operator dual to φ picking
up a spatially modulated expectation value, one finds an
electric current Jy which flows normal to the modula-
tion direction. The resulting striped phase appears to
have vanishing zero-temperature entropy. The identifi-
cation of possible inhomogeneous zero temperature, near
horizon geometries that would control the low energy and
low temperature physics, potentially exhibiting emergent
scaling of some kind, is a challenging open problem. It
was emphasized in [357] that z =∞ scaling is in principle
compatible with strong spatial inhomogeneities.
In all the examples mentioned above, the bulk models
which spontaneously break translation symmetry have
broken either parity or time-reversal symmetry. [213]
presents a linear stability analysis of two systems pre-
serving these symmetries, in which spontaneous transla-
tion symmetry breaking is possible. More complicated
models than (670) likely exhibit first order transitions
to striped phases [733]. String theoretic constructions of
holographic models with closely related spatially modu-
lated instabilities were studied in [211; 222].
Stripe instabilities can also arise in holographic CFTs
at zero charge density but in background magnetic fields
[150; 221; 222]. These instabilities do not require the fi-
nal interaction in (670) but rather occur already in the
EMD type models (273) that we have studied in detail.
The only requirement is that Z ′(0) 6= 0 or V ′(0) 6= 0 in
(273) so that the dilaton is forced to be nonzero. Fluctu-
ations about a magnetic background with a Z(Φ)FabF
ab
interaction are the same as fluctuations about an elec-
tric background with the Y (φ)abcdFabFcd interaction of
(670). Hence the magnetic instabilities are closely re-
lated to the instabilities above. Backreacted solutions of
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Figure 2: Ricci scalar in the bulk. Left: The solution shown in figure 1, at at
T/µ ' 0.87(T/µ)c. Right: The same model and branch but at T/µ ' 0.04(T/µ)c.
5 A branch at fixed k/µ
In this section we fix the periodicity of the solution, k/µ and examine the free energy
as a function of temperature. As in section 4 we employ the model (2.2), with c1 = 9.9
and we focus on the one-parameter family at k/µ = 1.1/
p
2.
We find a second order phase transition at T/µ = (T/µ)c. The free energy for
this branch, and its di↵erence with that of RN is shown in the panels of figure 3.
We find that the spatially modulated branch is thermodynamically preferred at all
temperatures where it exists. To show that this corresponds to a second order phase
transition, in figure 4 we plot the entropy density in the vicinity of (T/µ)c. According
to the first law (which we test in section A.2) the entropy s¯ =  @w¯
@T
at fixed µ, k. Hence
we see that the kink in the plot of s¯/µ2 at the critical temperature indicates a second
order phase transition.
An expression for the energy density is presented in appendix B.
5.1 Lower temperatures
For the data presented in figure 3, which we have obtained down to T/Tc = 0.1, we
have ensured that the free energy has converged with N to su cient precision, and
that the first law test is satisfied (see section A.2). However, the main source of error
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FIG. 39 The profile of the Ricci scalar (normalized to the AdS value) in the striped phase for T = 0.87Tc (left)
and T = 0.04Tc (right). Figure taken from [733] with permission.
the corresponding ordered phase showing magnetization
density waves were constructed in [227].
6.5.2.3) Crystalline order
In addition to striped phases, one can also look for “crys-
talline” phases in holography, where translation symme-
try is broken in all spatial directions. As a first step,
very close to the critical temperature, we can imagine
superimposing stripes of specific wavevectors to form a
Bravais lattice. Of course, we wish to determine whether
or not the true endpoint of these instabilities corresponds
to stripes or lattices (and if so, what kind of lattice). A
first step towards such a calculation occurred in the probe
limit of a bulk SU(2) Yang-Mills theory with a spatially
modulated instability. This model suggested that the tri-
angular lattice was indeed the endpoint of this instabil-
i y [114]. More recently, he gravitational backreaction
has also been taken into account using models similar
to (670). As in the discussion on stripes, we focus on
boundary theories in two spatial dimensions. In [734],
black holes with a rectangular “lattice” of stripes were
constructed; later in [219], it was shown that triangu-
lar lattices are often preferred in a background magnetic
field. Figure 40 shows the formation of ‘magnetization’
currents in the boundary theory in the triangular lattice
phase.
Perhaps surprisingly, it seems to be the case that of-
ten the crystalline phases are thermodynamically disfa-
vored compared to the simple striped phase [734]. It is
possible to choose boundary conditions which make the
rectangular lattice preferred [734], but we do not have
a clear understanding of when or why different symme-
try breaking patterns are preferred. As with the inho-
yˆ yˆ
yˆ yˆ
xˆ xˆ
xˆ xˆ
hO i/µ2 J t/µ2
T tt/µ3 J i/µ2
Figure 4: The spatial behaviour of various expectation values for the thermodynami-
cally prefe red tri ngular lattice at T/µ = 0.04. Top left shows the expectation value
of the pseudo scalar operator hO i/µ2, top right shows the charge density J t/µ2 ,
bottom left s ows T tt/µ3 and bot m right shows the flow lines and the norm of
the magnetisation currents J i/µ2. The plots are functions of the spati l coordinates
(xˆ, yˆ) ⌘ ( x0
Lx
, y
0
Ly
) and colours with longer wavelength correspond to larger values (the
n rm of J i/µ2 for the bottom right).
in the future.
6 Discussion
In this paper w have numerically constructed co-h mogeneity three, asympt tically
AdS black holes in four spacetime dimensions. The solutions are holographically dual
17
FIG. 40 Triangular lattice. The expectation value of the
current in the boundary theory, in a black hole with a trian-
gular lattice ‘ground state’. Red (purple) colors imply larger
(smaller) magnitudes of Ji. Figure taken from [219] with per-
mission.
mogeneous striped g ometries discussed in the previous
section, the construction of inhomogeneous zero temper-
ature IR scaling geometries – if such geometries exist –
remains a challenging open problem.
In doped CFT3s, the spontaneous formation of a lat-
tice admits an S-dual description. We discussed this S-
duality (or, particle-vortex duality) of CFT3s in §3.4.6
and §4.6. The charge density dualizes to a background
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magnetic field and hence the lattice can be dually un-
derstood as a generalized Abrikosov flux lattice. In con-
fining phases obtained by condensing vortices, these lat-
tices obey a commensurability relation on the magnetic
flux (and hence charge density in the original desciption)
per unit cell of the lattice [652]. Such commensuration
is not seen in the holographic models discussed above.
This pictured motivated the study of an Abrikosov lat-
tice in [73], following a perturbative technique used for
vortex lattices in holographic superconductors [529]. It
was argued in [529] that this lattice will be triangular,
based on Ginzburg-Landau arguments, but as noted in
[70], these arguments do not correctly predict the order of
the holographic phase transition, so it is unclear whether
such arguments can reliably predict the final shape of the
lattice.
6.5.2.4) Conductivity
In the presence of spontaneous symmetry breaking the
electrical conductivity remains infinite, even along the
direction of symmetry breaking. This is easily under-
stood from a field theoretic point of view. Suppose that
translation symmetry is spontaneously broken in such a
way that the local density is ρ = ρ0 + ρ1 cos(k(x− x0)).
This is a valid solution for any value of x0. So we expect
phonon or ‘phason’ modes – analogous to the Goldstone
bosons of a superfluid – which globally translate x0. If we
apply an electric field to this system, we will excite such
zero wave number phonons, and the pattern of symmetry
breaking will globally translate without any momentum
relaxation, leading to an infinite conductivity.15
There is a quick way to see how an infinite conduc-
tivity arises in holography. Let us return to the deriva-
tion of §5.6.5. We introduced disorder perturbatively via
a sourced bulk scalar field ϕ0(k, r) ∼ rd+1−∆ near the
boundary. For simplicity, take ∆ > (d + 1)/2. Since
the source is fixed, the finite momentum perturbations
in the bulk δϕ(k, r) ∼ r∆ near the boundary. With these
scalings one can check that δPx ∼ r0 near the boundary,
which is consistent with our claim that we may impose
the boundary condition δPx = ρ/Ld at r = 0. However,
suppose that ϕ0 ∼ r∆ as well near the boundary. Then
we find that δϕ/ϕ0 = a0r
0 + acr
c + · · · near the bound-
ary, with c > 0 describing the next order correction, and
δPx ∼ r2∆−d−1+c, implying that δPx(r = 0) = 0. Hence,
it is impossible to excite the bulk mode (543). Following
the discussion in §5.6.5, the only bulk mode we can excite
is the boost mode. The perturbation of the gauge field
15 In actual condensed matter systems, these phason modes are
pinned by disorder so that, for example, Wigner crystals are
insulators [182].
in the bulk is hence
δAx ≈
(
Ts
ρ
+ p(r)
)
e−iωt, (671)
to leading order in ω, away from the horizon. But this
is sufficient to compute the conductivity perturbatively,
and we find
σ(ω) ≈ ρ
2
+ P
1
−iω . (672)
At ω = 0, we recover a δ function as in (438).
6.6. Zero temperature BKT transitions
We saw in §6.3.1 above that nonzero temperature holo-
graphic phase transitions were described by conventional
Landau-Ginzburg physics. Fluctuations effects at the
transition are suppressed at largeN , because they involve
fluctuations of only a single mode, and hence the tran-
sitions are well captured by mean field theory. In con-
trast, when holographic compressible phases are driven
into ordered phases as a function of some source at zero
temperature, even the large N physics is strongly non-
mean field. This subsection will show how the emergent
IR scaling regimes and the fact that the instability oc-
curs when an operator is driven to have complex scaling
exponents lead to certain ‘quantum BKT’ infinite order
quantum phase transitions.
What happens if, by varying some auxiliary sources in
the theory, we continuously push the effective IR mass
squared of an operator through the instability bound
(627)? It was explained in [433] that this should be un-
derstood as the annihilation of two RG flow fixed points.
In §1.7.3 we noted that for the range of masses just above
the instability (627) – here we generalize the discussion
therein to general z, see [40; 448] –
− D
2
eff.
4
≤ m2L2IR ≤ −
D2eff.
4
+ 1 , (673)
two different normalizable boundary conditions were pos-
sible at the asymptotic boundary. These correspond to
choosing the operator O dual to the bulk scalar field to
have the different dimensions
∆± =
1
2
(
Deff. ±
√
Deff. + 4m2L2IR
)
. (674)
As noted in §1.7.3, the different boundary conditions then
correspond to different scaling theories that are related to
each other by RG flow triggered by a double trace defor-
mation
∫
dd+1xO2. This deformation is irrelevant about
the ‘standard’ quantization with dimension ∆+ but rel-
evant about the ‘alternate’ quantization with dimension
∆−. These two fixed points merge as m2L2IR is lowered
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FIG. 41 Annihilation of two RG fixed points. RG flows
from (675) with (from top to bottom) α > α?, α = α? and
α < α?.
to the onset of instability at Deff. + 4m
2L2IR = 0. At the
merger point the O2 coupling is marginal.
The merger of fixed points is described by the beta
function [433]
β(g) = µ
dg
dµ
= (α− α?)− (g − g?)2 , (675)
where g is the coupling of the
∫
dd+1xO2 interaction
and α is the parameter that tunes the theory across the
transition. For α > α? the β = 0 fixed points are at
g± = g? ∓
√
α− α?. The fixed points merge at α = α?
and cease to exist at α < α?. This is illustrated in figure
41. The lack of a fixed point indicates an IR instability.
Such unstable flows typically result in the condensation
of an operator.
The renormalization group flow equation (675) is fa-
miliar from the classical BKT transition. In particular,
this means that as the transition point is approached, a
low energy scale is generated that is non-analytic in α.
For instance, just below the critical α?, integrating the
flow equation gives
ΛIR ≈ ΛUVe−pi/
√
α?−α . (676)
For example, the scale ΛIR will set the critical tempera-
ture Tc at which a condensation instability is expected to
occur for α < α?. This scale can be seen directly from the
scaling geometry as follows [433]: Solve the wave equa-
tion for a field with m2 < m2BF = −Deff./(4L2IR). Cut
off the geometry in the UV and IR by imposing Dirichlet
boundary conditions at r = rUV and r = rIR, respec-
tively. Then an unstable, growing in time solution to the
wave equation appears when
rzIR ≈ rzUV epi/
(
LIR
√
m2BF−m2
)
. (677)
This shows that the scale rIR is where the geometry will
need to be modified by a condensate in order to remove
the instability.
Explicit holographic models realizing these quantum
BKT phase transitions were first studied in [416; 423].
The tuning parameter in both cases is a magnetic field.
In [416] the zero temperature destruction of holographic
superconductivity by a magnetic field was shown to be
in this class.
The quantum BKT transitions can be understood
semi-holographically [415; 419]. In fact we have already
used this perspective in the formula (630) above for the
Green’s function of the scalar field, obtained by match-
ing with the IR geometry. The dynamics of quantum
BKT transitions are characterized by coupling the gap-
less Goldstone mode (650), that is supported at inter-
mediate radial scales in the spacetime and hence is not
geometrized, as we noted in §6.4.3 above, to the large
N quantum critical bath that undergoes a merger with
another critical point as we have just described above.
We noted above that the operator O2 that drives
the RG flow between the two fixed points is neces-
sarily marginal at the quantum critical coupling where
the two fixed points merge. This has some interest-
ing phenomenological consequences, especially at large
N where the single trace operator O then has dimen-
sion ∆ = Deff./2 at the critical point (more generally
operator dimensions do not add). Such an operator can
be coupled to fermions to obtain marginal Fermi liquid
fermionic Green’s functions [415; 715] or can be coupled
to currents to directly obtain T -linear resistivity [225].
7. Further topics
7.1. Probe branes
7.1.1. Microscopics and effective bulk action
In this section we discuss a class of holographic models
that are obtained from microscopically consistent string
theoretic backgrounds in the bulk. They have an extra
ingredient relative to the Kaluza-Klein compactifications
discussed in §1.9: the probe branes. The original moti-
vation for considering probe branes came from the de-
sire to include dynamical degrees of freedom in the fun-
damental representation (quarks) in holographic models
for QCD [438]. The types of construction considered in
§1.9, including for example the string theory background
AdS5 × S5, are dual to quantum field theories such as
N = 4 SYM that only contain adjoint degrees of freedom
(gluons). We will see that probe branes are also interest-
ing objects in the context of quantum matter. For now,
we digress from condensed matter physics temporarily.
The upshot of the following motivational paragraphs will
be the action (678) and (679) below that we shall be
adding to the bulk theory. A microscopic motivation is
necessary in this case to justify the particular nonlinear
form of the action. For a more detailed microscopic de-
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scription, see [123].
Recall from §1.5 that N = 4 SYM in d = 3 with gauge
group SU(N) is the effective theory describing the low
energy excitations of a coincident stack of N D3-branes,
in the regime where gravitational backreaction can be
neglected. The massless degrees of freedom come from
open strings stretching between pairs of the branes. Such
open strings carry two indices (one for each brane they
end on) and hence are in the adjoint representation of
SU(N). If we want to construct quarks, which transform
in (anti-)fundamental representations of the gauge group,
we need an additional object on which an open string can
end, leaving a single endpoint on the D3 brane stack. In
particular, we can place another Dp brane somewhere –
wherever the new Dp brane intersects the D3 brane stack,
massless “quarks” exist due to strings stretching between
D3 and Dp branes.
The crucial simplification of the probe brane limit is
to consider many fewer than N of the Dp branes. In
general one considers Nf  N Dp branes. The subscript
f stands for ‘flavor’, as each Dp brane corresponds to
a distinct flavor of quark. To avoid clutter we will set
Nf = 1. Increasing the string coupling as described in
§1.5 causes the N D3 branes to backreact gravitationally
on the spacetime and generate the AdS5×S5 near horizon
geometry. However, in the limit in whichNf  N , the Dp
branes are not themselves heavy enough to backreact and
hence they remain present in the backreacted spacetime.
That is to say, to add Nf quarks toN = 4 SYM, one must
add Nf Dp branes into the dual AdS5×S5 spacetime. We
will now describe what this means in practice.
Certain placements of the Dp brane in AdS5 × S5 pre-
serve N = 2 supersymmetry, as discussed in [438]. It
is helpful to preserve supersymmetry because otherwise
the probe branes typically have an instability in which
they ‘slide off’ the internal cycles of S5 on which they are
placed. Two commonly studied configurations are:
1. To obtain quarks propagating in all d = 3 spatial
dimensions of the QFT, we place a D7 brane on
AdS5 × S3. The choice of S3 ⊂ S5 plays a physical
role that we will elucidate below.
2. To obtain quarks propagating on a d = 2 dimen-
sional defect in the d = 3 QFT, we place a D5
brane on AdS4 ⊂ AdS5, wrapping two dimensions
along an S2 ⊂ S5. The degrees of freedom on the
defect can exchange energy and momentum with
the higher dimensional excitations of N = 4 SYM
[188; 245; 443].
To describe the Dp brane, we must add additional bulk
degrees of freedom that propagate on the p + 1 dimen-
sional worldvolume of the brane. There are two types
of fields on the worldvolume. Firstly there are scalar
fields that describe how the brane is embedded into the
spacetime. Secondly there is a U(1) gauge field. As al-
ways in holography, this gauged symmetry corresponds
to a global U(1) symmetry of the boundary theory. The
global symmetry is sometimes referred to as ‘baryon num-
ber’, as it counts the density of quarks in the theory. In
the following we will show how the dynamics of the U(1)
gauge field on the brane leads to novel transport effects
that are not captured by the Einstein-Maxwell-dilaton
class of theories with action (273) that we have consid-
ered so far. For brevity, we shall mostly ignore the scalar
field dynamics. These can be consistently neglected in
considering the Maxwell field dynamics, in the setups we
consider, once the embedding of the Dp brane is given.
The new feature of the brane action is that it describes
a nonlinear theory for the Maxwell field strength Fαβ on
the brane. Here αβ denote worldvolume indices on the
Dp brane. D branes can be shown to be described by the
Dirac-Born-Infeld (DBI) action [606; 607]:
SDp = −TDp
∫
dp+1x
√
X , (678)
where
X ≡ −det (gαβ + 2piα′Fαβ) . (679)
Here 2piα′ is the fundamental string tension and gαβ is
the induced metric on the brane (from its embedding into
the spacetime). Also recall (14) and (16), and note that
the brane tension TDp ∼ (2piα′)−(p+1)/2g−1s . The action
we have written neglects various possible Wess-Zumino
couplings to background form fields and to the dilaton
[606; 607] that will not be important for our discussion.
Those couplings can generate Chern-Simons terms for
the worldvolume Maxwell field that can lead to spatially
modulated instabilities analogous to those discussed in
§6.5.2 above [85; 426]. The DBI action is exact to all
orders in the field strength (in units of 2piα′), but is not
valid for large gradients of the field strength. The action
captures a certain class of string theoretic effects, and
as such is a microscopically consistent action for non-
linear electrodynamics. This action has a long history
[109]. Our discussion will focus on qualitatively new ef-
fects due to the nonlinear interactions. Expanding the
action for small F leads to the usual quadratic Maxwell
theory. With the action (678) at hand, computations are
done using the standard holographic dictionary.
A single probe brane will negligibly backreact on the
geometry, hence the name ‘probe’. This is consistent with
the fact that the free energy of the D3 branes scales as
N2, compared to N for the fundamental quarks dually
described by the probe brane. We also note for future
reference that other thermodynamic and hydrodynamic
quantities for the quark matter will also scale ∼ N . The
ability to neglect backreaction at large N makes this class
of models very tractable – allowing a wider range of ob-
servables to be computed – but also means that the large
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N limit will miss a lot of physics that is relevant for
transport.
Hence, we may place the Dp brane on top of the AdS5
(Schwarzschild) geometry, treating gαβ as fixed in (679).
The induced metric gαβ is immediately found by restrict-
ing the AdS5 × S5 metric (15) to the probe brane world-
volume:
gαβdx
αdxβ
L2
=
(
1
r2f(r)
+ θ′(r)2
)
dr2 − f(r)
r2
dt2
+
d~x2p−k−1
r2
+ cosk θ(r)dΩ2k. (680)
where k is defined as the dimension of the sphere which
the brane wraps, and L cos θ is the radius of the Sk. Here
we have allowed the size of the wrapped sphere to be
radially dependent, although in several of the examples
we consider below we will simply have θ = 0. The ef-
fective description of the Maxwell field dynamics on the
extended p − k + 1 dimensions of the brane is given by
integrating the full DBI action over the internal space to
obtain
S = −TDpVSk
∫
dp−k+1x(L cos θ)k
√
−det(g¯ab + 2piα′Fab) .
(681)
Here VSk is the volume of a unit-radius S
k, and g¯ contains
the first three terms of (680).
Upon Taylor expanding (678) in the limit of small Fab,
we readily recover the Maxwell action with electromag-
netic coupling
1
e2
= TDpVSk(L cos θ)
k(2piα′)2, (682)
When the size of the wrapped sphere is radially depen-
dent, then (682) shows that the effective coupling e is also
radially dependent, somewhat analogously to the Z(Φ)
factor in an EMD model such as (273).
7.1.2. Backgrounds
With the induced metric fixed to be (680) we must find
the background field θ(r) describing the brane embed-
ding, as well as the electrostatic potential At(r) that will
determine the dual charge density in the usual way. Eval-
uated on such configurations, the reduced action (681)
becomes
S = −N
∫
dr
cosk θ(r)
rd
×√(
1
r2f
+ θ′(r)2
)
f
r2
− (2piα
′)2
L4
A′t(r)2 . (683)
We have restricted to the case of ‘space-filling’ branes
with p−k+1 = d+2 for concreteness. The dimensionless
prefactor of the A′t(r)
2 term is just the ’t Hooft coupling
because L4 = λα′2 (this is the same equation as (16) in
this case). The overall normalization of the action will
not be important for us.
The bulk excitation described by θ(r) is dual to an op-
erator that gives a mass to the quarks in the dual field
theory (see e.g. [468]). For massless quarks we set θ = 0.
At low temperatures and zero charge density, massive
quarks means that the fundamental degrees of freedom
described by the brane are gapped (bound into mesons).
Analogously to our discussion in §2.4 above, we should
expect the brane not to reach down into the far IR ge-
ometry. Indeed, in these cases the Dp brane “caps off” at
some critical radius where θ(rcrit) = pi/2, and the brane
does not extend below this radius [18; 440; 546]. With
a nonzero charge density, this capping off does not occur
even at low temperatures [468]. Thus there are gapless
charged degrees of freedom in this case, even with a mass
for the quarks. This is analogous to massive free fermions
with a chemical potential larger than the mass. We shall
focus on the massless case with θ = 0, and we will com-
ment on the effects of a nonzero mass where relevant.
With θ = 0, the background profile for At is easily seen
to be
A′t(r) = −
e2
Ld−2
ρ rd−2√
1 + ρˆ2r2d
, (684)
here ρ is the charge density, using (254), while ρˆ = 2piα
′
L2 ρ.
Note that wherever the nonlinearities in the DBI action
are small – which includes near the boundary r ≈ 0 – then
the square root factor in the denominator of (684) is triv-
ial and the behavior of a linear Maxwell field is recovered.
Thus e here is the effective Maxwell coupling (682). In
the far IR at low temperatures, however, as r → ∞ the
nonlinearities are increasingly important and A′t ∼ 1/r2.
Eventually in this limit one must worry about backre-
action of the brane on the background and, potentially
more tractably, the possibility that stringy α′ effects will
become important [352].
The chemical potential corresponding to (684) is given
by µ = − ∫ r+
0
A′t(r)dr. In particular, at zero temperature
where r+ →∞, we have from (684) that
µˆ0 ≡ L
d−2
e2
2piα′
L2
µT=0 = Cρˆ
1/d , (685)
where the constant C = Γ
(
1 + 12d
)
Γ
(
1
2 − 12d
)
/
√
pi is rel-
atively unimportant. The relationship µ ∼ ρ1/d follows
from z = 1 dimensional analysis at T = 0. The quantity
(685) will appear in a couple of places shortly.
The thermodynamics of probe branes is easily com-
puted using standard techniques. Somewhat unconven-
tional powers of temperature arise, see e.g. [439], al-
though these should be understood as corrections to the
order N2 thermodynamics of the adjoint sector degrees
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of freedom. One relevant fact is that probe branes at
nonzero charge density have a nonvanishing zero tem-
perature entropy density, see e.g. [435; 439; 441],
sT=0 ∝ ρ . (686)
Note that ρ ∼ N , while the finite temperature entropy
density scales as N2, so (686) is formally subleading in
1/N . This is immediately reminiscent of the zero tem-
perature entropy density (264) of extermal AdS-RN black
holes. The way the entropy arises technically in the probe
brane case is that the free energy of the quarks is essen-
tially given by the length that the brane extends from the
boundary down to the horizon. This length grows lin-
early with low temperatures as the horizon recedes from
the boundary. This result also holds with a quark mass.
In the following §7.1.3 we will see another instance in
which the low energy DBI dynamics resembles that of a
z = ∞ scaling theory, even without backreaction onto
the spacetime metric (which has z = 1 in the present
case).
7.1.3. Spectral weight at nonzero momentum and ‘zero sound’
As previously, charge and current correlation functions
are obtained from time- and space-dependent perturba-
tions of the background described in the previous §7.1.2.
Because there is no coupling to metric perturbations in
the probe limit, these fluctuations obey equations similar
to the those discussed in §3.4.1 for the charge dynamics
of a zero density critical point. The novel effect is the
nonlinearity of the DBI action that couples the pertur-
bations to the background in a new way. Specifically,
equations (181a) and (181b), with z = 1, are replaced by
rd−2
(
(1 + ρˆ2r2d)f
(1 + ρˆ2r2d)ω2 − fk2
1
rd−2
a′‖
)′
+
dρˆ2r2d−1f
(1 + ρˆ2r2d)ω2 − fk2 a
′
‖ = −
a‖
f
, (687a)
rd−2
((
1 + ρˆ2r2d
)
f
rd−2
a′⊥
)′
− dρˆ2r2d−1fa′⊥ = k2a⊥ −
(
1 + ρˆ2r2d
) ω2
f
a⊥ . (687b)
These equations reduce to (181a) and (181b) upon set-
ting ρˆ = 0, removing the nonlinearities. Versions of these
equations have been considered in several papers includ-
ing [37; 176; 296; 435; 481; 482].
A key effect of the DBI nonlinearities is seen as follows.
At zero temperature f = 1 and the near horizon limit
corresponds to r → ∞. In both of the above equations
we then see that ρˆr2d terms always dominate terms with
k2. This indicates that the momentum k drops out of
the near horizon equations, which strongly suggests that
low energy dissipation can occur at nonzero momenta in
these systems [296; 352]. We will now show that this is
indeed the case with a WKB analysis of the equations
(687a) and (687b) that is valid at large k, following [37].
A WKB computation of the spectral density at large
momenta proceeds as outlined around equation (325)
above. The computation can be done at any temper-
ature. In both the longitudinal and transverse channels
the low energy spectral weight (297) following from (687)
is found to be
ρ(k) ∼ exp
−2k r+∫
0
dr√
(1 + ρˆr2d)f
 . (688)
Recal that f is a function of r/r+. Rescaling r = r+rˆ,
it is clear that the exponent is a function of ρˆ/T d. In
the high temperature limit (688) will simply become the
exponential thermal Boltzmann suppression of nonzero
momentum excitation in a z = 1 theory (c.f. [674]). At
low temperatures we can set f = 1 and r+ = ∞. The
integral in (688) then gives [37]
ρ(k) ∼ e−k/k? , k? = ρˆ
2/d
2µˆ0
. (689)
The zero temperature chemical potential was found in
(685) above. This computation shows that zero temper-
ature, zero frequency spectral weight is present for all
momenta k < k?. The scale of k? is set by the charge
density. The nonzero momentum spectral weight is more
dramatic than that of extermal RN found in (306) and
(309), which vanished as a power law at low temperatures
or frequencies. The spectral weight found in (689) is pre-
cisely what might have been expected of a 2kF singularity
from a Fermi surface theory that has been smeared out
by strong interactions.
Probe branes show a further feature reminiscent of
Fermi surfaces: linearly dispersing collective modes at
zero temperature. In an ordinary Fermi liquid, these
modes essentially correspond to the “sloshing” of the
Fermi surface at fixed density. In contrast, in an or-
dinary sound mode, the charge density (along with the
pressure) will oscillate at finite density. The holographic
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mode is found by solving the perturbation equations in
the longitudinal channel (687a) at small momenta and
frequencies and zero temperature. This can be done us-
ing, for instance, the method described in §3.4.3 above.
One finds a low frequency quasinormal mode with the
dispersion [435]
ω = ± k√
d
− ik
2
2dµˆ0
. (690)
Recall that the zero temperature chemical potential was
found in (685) above. These zero temperature sound
modes have been called holographic ‘zero sound’ by anal-
ogy with the modes that exist in a Fermi surface. It
is noteworthy that, as we noted in §5.4.2 for analogous
T = 0 sound modes in backreacted EMD models, these
modes coexist with low energy spectral weight at nonzero
momentum. Perhaps a direct connection can be estab-
lished in holographic models.
It is instructive to track the quasinormal modes in the
complex plane upon increasing the temperature [85; 176].
Unlike the backreacted models discussed in §5.4.2, the
probe brane modes do not couple to metric fluctuations
and hence are not involved in conventional T > 0 sound
modes (as occurs in the backreacted models). There-
fore the ‘zero sound’ mode of probe branes cannot cross
over to the hydrodynamic nonzero temperature sound
mode. Instead what one finds is that the pair of ‘zero
sound’ modes has a decreasing propagation speed and
increasing attenuation constant. At a critical tempera-
ture, the propagation speed vanishes, and the two poles
begin moving in opposite directions along the imaginary
frequency axis. At high temperatures, the pole that
moves towards the real axis becomes the ordinary hy-
drodynamic charge diffusion mode. The other pole is
non-hydrodynamic. However, the presence of a non-
hydrodynamic pole on the real axis will have a conse-
quence that we discuss in the following section: a Drude
peak in the optical conductivity (despite the fact that the
probe brane does not conserve momentum, which can be
lost to the bath).
The ‘zero sound’ modes are seen in other probe brane
models, including ones with a mass for the fundamental
matter [481]. An interesting effect is seen if the back-
ground bath of adjoint matter (the geometry in which
the probe brane is embedded) has z 6= 1. There the ‘zero
sound’ pole in the Green’s function takes the form [398]
GRJxJx(ω, k) ∼
ω2
k2 − ω2/v2 − c ω2/z+1 , (691)
where c is a complex constant. This shows that if z > 2
the mode is overdamped and does not exist as a sharp
excitation. This condition is generalized in the presence
of a hyperscaling violating background to z > 2(1− θ/d)
[195; 587].
7.1.4. Linear and nonlinear conductivity
Here we compute the electrical conductivity in these
probe brane models, following [442]. Before presenting
the computation, however, we can think about how we
expect the N scaling of various quantities to affect the
result. Recall the general hydrodynamic result (438) and
the N scalings discussed in §7.1.1:
σ = σq +
ρ2
+ P
(
i
ω
+ piδ(ω)
)
∼ N + N
2
N2
(
i
ω
+ piδ(ω)
)
.
(692)
Here we used the fact that the charge dynamics is deter-
mined by the probe sector (which is order N) whereas
the energy and pressure are dominated by the adjoint
bath (which is order N2). Hence, at leading order in the
large N limit, we will only be able to compute σq and we
will not see the effects of ‘momentum drag’. This is nat-
urally understood from the fact that in the probe brane
approximation, the backreaction of the geometry is ne-
glected. We hence cannot recover the “boost” perturba-
tion in the bulk corresponding to the δ function in (438),
as we did in §5.6.5. This lack of backreaction on the ge-
ometry does come with an interesting “advantage” – we
may compute σ beyond linear response without worrying
about the heating of the black hole at nonlinear orders.
So below, we will compute the conductivity σ ≡ J/E,
but with J a non-linear function of the electric field E.
The method we will use to compute the dc conduc-
tivity was developed by [442] and is similar in spirit to
the method used in §3.4.2 above. The DBI equations of
motion imply radially conserved currents, assuming that
all bulk fields are spatially homogeneous:
Jµ =
1
2e2(2piα′)
(√
X(g + 2piα′F )µr −
√
X(g + 2piα′F )rµ
)
. (693)
Recall that X was defined in (679). Here the raised in-
dices mean that the whole matrix g + 2piα′F is to be
inverted, not that the indices are raised with the inverse
metric. These quantities are, in fact, equal to the expec-
tation value of the charge current operator in the bound-
ary theory. As above we will focus on the case of mass-
less quarks and with the background geometry being the
AdS-Schwarzchild geometry given in (114) and (119) (in
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real time, with z = 1 and θ = 0). Upon applying the
electric field Ax = −Et + ax(r), and assuming a back-
ground gauge field At(r), we obtain the set of equations
J t =
Ld−2
e2
−r2−dA′t√
1− (2piα′)2L4 r4 (A′2t + f−1(E2 − f2a′2x ))
,
(694a)
Jx =
Ld−2
e2
r2−dfa′x√
1− (2piα′)2L4 r4 (A′2t + f−1(E2 − f2a′2x ))
.
(694b)
After a bit of algebra, we may rearrange the previous
two equations into the following useful forms:(
J t
Jx
)2
=
(
A′t
fa′x
)2
, (695a)(
Jxe2
Ld−2
)2 [
1− (2piα′)2L4
r4
f
E2
]
(695b)
=
[
r2(2−d) +
(
e2
Ld−2
2piα′
L2
)2
r4
((
J t
)2 − (Jx)2
f
)]
(fa′x)
2.
We focus on the second equation. As f → 0 at the black
hole horizon, the objects in square brackets on both sides
are negative. However, as r → 0 near the boundary, both
brackets are positive. Since they multiply manifestly pos-
itive quantities, these square brackets must both vanish
at the same radius r = r?. Setting the left hand side to
zero implies
f(r?) =
(2piα′)2
L4 r
4
?E
2 . (696)
Setting the right hand side to zero, we obtain a simple
equation for the (nonlinear) conductivity σ = Jx/E:
σ =
Ld−2
e2
√
r
2(2−d)
? +
(
e2
Ld−2
2piα′
L2
)2
ρ2r4?. (697)
In this last equation we have set J t = ρ for consistency
with our earlier notation throughout.
At a quantum critical point, the nonlinear conductiv-
ity is subtle because the various limits T → 0, ω → 0 and
E → 0 need not commute. These issues are explored for
probe brane theories in [444]. If we take the linear re-
sponse, E → 0, limit of (696) at fixed temperature then
clearly r? → r+, the horizon. The dc conductivity then
looks intriguingly like a nonlinear version of the ‘mean
field’ dc conductivity obtained previously in (581). In
particular the first term in the square root is suggestive of
a ‘pair creation’ term while the second term in the square
root depends explicitly on the charge density. This in-
terpretation of the first term can be made more rigorous
here: if a mass is given to the quarks then the first term
picks up an additional factor that depends on the profile
θ(r?). This factor becomes small if the mass of the quarks
is large compared to the charge density [442], consistent
with the fact pair production is now costly. However, as
we have seen in (692) above, the probe brane conductiv-
ities do not know about momentum conservation and so
the second term cannot be interpreted as a momentum
drag or ‘Drude-like’ term, despite appearances.
When the second term in the square root in (697)
dominates (for instance with a mass for the quarks, as
just described, or at temperatures low compared to the
charge density) then the conductivity is proportional to
the charge density. While this is natural in a limit of
dilute charge carriers, the fact that it is true in the op-
posite limit of large densities is a nontrivial property of
the DBI action in the bulk. Generalizing (697) to cases
where the background metric has a general z [352], and
using (121) to relate r? = r+ to the temperature, one
obtains in this large density limit
σ ∝ ρ T−2/z . (698)
In particular, z = 2 leads to T -linear resistivity.
Formulae similar to (697) can be obtained for probe
brane models in a background magnetic field [581].
The equations in (695) describe a stationary state in
the presence of a nonlinear electric field. Perturbation
about this state allows the computation of thermal fluc-
tuations of the current operator or ‘current noise’ [680].
For simplicity considering d = 2 and J t = 0 – i.e. at a
zero density quantum critical point – an explicit calcu-
lation [680] reveals that this out of equilibrium thermal
noise obeys an ‘equilibrium’ fluctuation-dissipation rela-
tion at an emergent temperature T?, related to r? in (696)
by T? = 1/pir?. That is r? rather than the horizon radius
sets the effective temperature, c.f. (120).
In models with backreaction, nonlinear reponse nec-
essarily induces a time dependence due to Joule heat-
ing. The growth of the black hole horizon in time due
to entropy production in a nonlinear electric field can be
described exactly in certain simple cases [386].
Finally, let us comment on the optical conductivity
σ(ω). This can be obtained from the linearized pertur-
bation equations given in the previous §7.1.3. The con-
ductivity exhibits a Drude-like peak at low frequencies
[352]. The peak becomes narrow (of width less than T )
at low temperatures and, in fact, at zero temperature the
peak becomes a delta function δ(ω) if z < 2. This can be
seen from setting k = 0 in the expression (691) for the
current-current Green’s function. This delta function is
not related to momentum conservation, as momentum
does not couple to probe brane excitations. Instead, it
suggests that probe branes have an additional conserved
quantity at T = 0 that is relaxed at any nonzero tem-
perature. Perhaps the current operator itself. For a dis-
cussion of this open question, see [170]. We noted in the
previous §7.1.3 that the pole on the negative imaginary
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frequency axis responsible for this peak is a nonzero tem-
perature remnant of the ‘zero sound’ mode at zero tem-
perature. The challenge of understanding the origin of
the Drude peak in these models is therefore likely tied up
with understanding the origin of the zero sound mode.
The divergence and Drude peak discussed in the previ-
ous paragraph depend upon a nonzero charge density. In
fact, at zero charge density, it was shown in [444] that in
d = 2 boundary space dimensions the self-duality argu-
ment of §3.4.6 extends to the nonlinear DBI action. This
implies that the full nonlinear conductivity σ(ω,E, T ) is
independent of frequency in that case.
7.1.5. Defects and impurities
Probe Dp branes that are localized in the boundary
spatial dimensions can be used to model defects or im-
purities that contain their own localized dynamical de-
grees of freedom (in the limit where these defects do not
backreact on the ambient theory). A classic condensed
matter model of such a system is the Kondo model, which
couples a single impurity spin to a Fermi liquid. Holo-
graphic systems can generalize this class of models to
describe a single impurity interacting with an ambient
strongly coupled field theory. See [650] for a general dis-
cussion of defects coupled to higher dimensional CFTs
and the relationship to probe branes.
Some aspects of Kondo physics were captured in a
holographic probe brane model in [247]. In particular,
an effect analogous to the screening of the impurity spin
at low temperatures in the Kondo model was realized by
a holographic superconductor-type instability on the de-
fect. The condensation of a charged scalar reduces the
electric flux in the IR, leading to the impurity transform-
ing in a lower dimensional representation of SU(N) in the
IR. This is the screening.
An earlier probe brane discussion of Kondo physics can
be found in [328]. In that construction the screening of
the defect degrees of freedom at strong coupling was du-
ally described by the breakdown of the probe limit and
the backreaction of the defect branes on to the geome-
try. Such backreaction is described by a geometric tran-
sition [196; 505] in which the brane itself disappears (the
screening) and is replaced by various higher-form fluxes
that thread new cycles that emerge in the geometry.
An interesting new phenomenon occurs when probe
brane and anti-brane defects are placed a finite distance
R apart [427]. This is analogous to two “opposite” impu-
rities spatially separated in the field theory description.
When TR  1, each brane extends into the horizon.
However, when TR  1, the minimal free energy solu-
tion corresponds to a single brane which begins and ends
on the AdS boundary, only extending a finite distance
into the bulk. A preliminary study of the physics of this
“dimerization” transition also considered the possibility
of a lattice of defects and anti-defects whose low tem-
perature dimerization can lead to random configurations
[427; 428], possibly leading to glassy physics.
Rather than treating the probe branes themselves as
defects, one can also consider probe brane actions (such
as DBI) with inhomogeneous boundary conditions. The
discussion turns out to be very similar to that in §5.10.1,
and similar phenomenology holds: see e.g. [407; 640].
7.2. Disordered fixed points
It is possible that upon adding marginal or relevant
disorder to a quantum field theory, there is an RG flow
to a “disordered fixed point” where the disorder strength
is either finite or infinite [561]. A disordered fixed point is
possible in principle because disorder breaks translation
invariance at all length scales. In the case of disordered
statistical field theories (in which all dimensions includ-
ing ‘time’ are disordered), disordered fixed points can
be accessed via standard tools that combine the replica
methods with perturbative field theory theory: see [723]
and references therein. However in the quantum me-
chanical case in which only the spatial dimensions are
disordered, these methods typically do not work. This is
because upon writing down the RG equations one finds
[459; 648]
dV¯
d`
= (du.c. − d)V¯ + cV¯ 2 , (699)
where V¯ is a coupling constant related to disorder
strength, defined in (701b) below, and c > 0. Hence be-
low the critical dimension, V¯ →∞ towards long distance
scales, taking us outside of the perturbative regime of va-
lidity in the IR. This is to be contrasted with situations
like the Wilson-Fisher fixed point where the second term
in the beta function above has the opposite sign and so
can balance the classical term. Even if some disordered
quantum theory with the right sign quadratic term in
the beta function were found – for instance by effectively
reducing the role of the time dimension [110; 179] – per-
turbative field theory would not be able to access the
strongly disordered physics that is necessary to discuss
incoherent transport of §5.8, or a possible localization
transition. In this section we will outline how hologra-
phy may give rise to strongly disordered fixed points that
can be studied without the replica trick or perturbation
theory.
Let us recall how the notion of relevant versus irrel-
evant operators is generalized to treat disordered cou-
plings. In field theory this is called the Harris criterion
[327]. We can give a holographic derivation of this crite-
rion [14; 356; 514], which essentially amounts to the same
power counting argument one would apply directly in the
field theory. Consider Einstein gravity coupled to a mas-
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sive scalar field. Neglecting the backreaction of scalar
fields on the geometry, a bulk scalar field corresponding
to a disordered boundary source takes the form
φ(x, r) =
∫
ddk
(2pi)d
h(k)eik·xF∆(kr)rd+1−∆, (700)
where h(k) are Gaussian quenched random variables
obeying
h(k) = 0, (701a)
h(k)h(q) = V¯ 2δ(d)(k + q) , (701b)
and F∆(kr) can be expressed in terms of modified Bessel
functions. Its precise form is tangential to our discus-
sion. Even before averaging over disorder realizations,
we immediately know that the metric will feel the first
perturbative corrections due to this scalar hair at O(V¯ 2).
Of course, it may be the case that the perturbation is
large compared to the background, in which case pertur-
bation theory has failed. Let us diagnose whether or not
such a perturbative treatment about AdS is consistent in
the UV (r → 0). This can be done quite simply [514].
Einstein’s equations read
Gab ∼ 1
r2
∼ Tab[φ] ∼ 1
r2
× V¯ 2rd+2−2∆. (702)
We have assumed that we may average over disorder re-
alizations to extract the long wavelength behavior of the
metric. The final step follows from straightforward scal-
ing arguments – importantly, the power of r multiplying
V¯ 2 is not 2(d + 1 − ∆) (as it would be for a single co-
sine) but is d+ 2− 2∆. This is a consequence of the fact
that V¯ 2 has a reduced dimension. Evidently, as r → 0,
the right hand side of (702) is small compared to the left
hand side – and hence perturbation theory is sensible –
so long as
2∆ < d+ 2. (703)
(703) is known as the Harris criterion for the relevance
of disorder. In the case of more general hyperscaling-
violating theories, (703) generalizes to [514]
2∆ < d− θ + 2z. (704)
What happens when ∆ is (Harris) marginal? In this
case V¯ 2 is a dimensionless number and there is a loga-
rithmic divergence of the backreaction (702) towards the
interior of the geometry [13]. The full backreaction in
this system was studied numerically in [358], where an
emergent Lifshitz scaling in the IR was discovered. It
was argued that the Lifshitz scaling amounted to a re-
summation of the logarithmic divergence, a fact that was
checked analytically in perturbation theory to order V¯ 4.
Here we present a simpler argument for this resumma-
tion. For simplicity, we focus on the case d = 1. Consider
the following convenient ansatz for the metric (in units
where L = κ = 1):
ds2 = A(r)
(
dr2 + dx2
)−B(r)dt2. (705)
The assumption that the metric is homogeneous is sensi-
ble – averaging over disorder at leading order in pertur-
bation theory, Einstein’s equations now read
A√
B
∂r
(
∂rB√
BA
)
= (∂xφ)2 − (∂rφ)2, (706a)
1√
B
∂r
(
∂rB√
B
)
= 4A+
3A
4
φ2. (706b)
At leading order in perturbation theory, we may treat the
right hand side of (706) as a small source, using A = 1/r2
as for AdS, which is manifestly homogeneous. Employing
scale invariance and the precise form of F∆ we find that
at second order in perturbation theory:
φ2 = V¯ 2
∫
dk
2pi
rF∆(kr)2 = V¯ 2, (707a)
(∂xφ)2 − (∂rφ)2 = V¯
2
4
. (707b)
It is simple to check that a consistent solution to (706) is
A =
a0
r2
, B =
b0
r2+V¯ 2/4
, (708)
implying a non-trivial Lifshitz exponent z = 1 + V¯ 2/8.
Note that our normalization of V¯ is different from [358]
due to different bulk scalar normalizations. A potentially
surprising aspect of this results is that it implies the exis-
tence of a line of disordered fixed points parametrized by
V¯ . A consistency check on the emergence of Lifshitz scal-
ing was the construction of nonzero temperature disor-
dered backgrounds, which were shown to have a low tem-
perature entropy density scaling like s ∼ T 1/z with the
anticiapted V¯ dependent z [355]. Nonetheless, it would
be desirable to have a more intrinsic IR understanding
of the physics at work. This seems to require the devel-
opment of more sophisticated techniques for solving the
bulk Einstein equations with strong inhomogeneities.
With a view to understanding incoherent transport
in strongly disordered gapless systems, the thermal con-
ductivity κ has been computed in these disordered fixed
points, as well in new disordered fixed points constructed
from relevant disorder [356]. It was found that the ther-
mal conductivity appears to exhibit log-periodic oscilla-
tions in temperature. Log-periodicity is symptomatic of
discrete scale invariance and associated complex scaling
exponents. It is possible, then, that these backgrounds
then have instabilities in the general class studied in
§6. A possible endpoint of such putative instabilities are
geometries with fragmented horizons, of the kind men-
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tioned in §5.10.2.
7.3. Out of equilibrium I: quenches
Our focus so far has been on the nature of quantum
matter at zero and nonzero temperature and density,
and on the consequences of perturbing states of quan-
tum matter a little away from equilibrium, leading to
transport coefficients like the electrical conductivity. The
final two subsections will briefly consider quantum mat-
ter far from equilibrium. This first section will focus on
quenches in field theories in d ≥ 2 spatial dimensions,
where there are almost no techniques from field theory
to apply. As we will see, far from equilibrium dynamics
will tend to drive quantum matter to finite temperature
states. By studying dynamics in black hole backgrounds,
and/or black hole formation, holographic models make
it possible to treat such thermal effects from first prin-
ciples. For this reason, the holographic approaches we
derive below are a valuable tool, allowing for precise re-
sults beyond ‘dimensional analysis’. One caveat to keep
in mind is that dissipation in holographic models is into
a strongly interacting large N ‘bath’. This may or may
not be the dissipative mechanism of interest in other cir-
cumstances.
A simple way to drive a system far from equilibrium
is through a quantum quench. The idea is as follows:
consider a time dependent Hamiltonian
H(t) = H0 +H
′f(t), (709)
with f(t) a function which varies over time scales τ which
are often quite fast. For simplicity, most research fo-
cuses on the case where f(t) either interpolates between
f(−∞) = 0 and f(∞) = 1 (quench from one state to
another), or where f(±∞) = 0 but f(0) = 1 (pulsed
quench). We will see examples of both in this section.
The case where f(t) = sin(ωt)Θ(t) is also interesting,
though we will have little to say on it in this review. Such
a drive generically does work on a system, possibly until
it reaches infinite temperature. See [54] for a holographic
study. On the other hand, let us also note the existence
of curious (non-driven) states in field theory which do not
thermalize (at large N) despite oscillating in time with
non-vanishing energy density. This is manifested holo-
graphically in fully nonlinear solutions of Einstein’s equa-
tions in asymptotically Anti-de Sitter spacetime which
oscillate: for example, gravitational analogues of stand-
ing waves which are nonlinearly stabilized [115; 203].
7.3.1. Uniform quenches
Let us begin with the case where H0 describes a con-
formal field theory, and
H ′ = λO, f(t) ∼ sech t
τ
, (710)
where O is the zero momentum mode of a relevant op-
erator of dimension 0 < ∆ ≤ d+ 1, and we consider the
limit of small λ. The exact behavior of f(t) is not im-
portant. This setup was considered in a series of papers
[92; 116; 161; 162], and we summarize the main conclu-
sions. The most interesting observation is that the energy
density added to the CFT scales as
 =
λ2
τ2∆−d−1
E (τd+1−∆λ) , (711)
with E(x) a function of its dimensionless parameter. The
limit of interest is
λτd+1−∆ → 0, (712)
where up to an overall constant, (711) implies the physics
in this limit is universal.
The universality of this result follows from the fact
that this quench is “fast”. Let us begin with the case
∆ < d+ 1. Holographically, the time scale of black hole
formation (or any other gravitational backreaction) asso-
ciated with the quench is set by λ−1/(d+1−∆) ≡ τλ. From
(712) τλ  τ . Therefore, the quench dynamics is char-
acterized by the fast dynamics of a scalar field in AdS,
and the resulting slow dynamics of black hole formation
(but with properties like  already fixed on the fast time
scale). In order to fix  ∼ λ2, we employ a “hydrody-
namic” Ward identity (c.f. (474))
 = −
∞∫
−∞
dt 〈O(t)〉∂t(λf(t)) , (713)
and 〈O〉 ∼ λ to leading order in λ, since 〈O〉CFT = 0
as it is relevant. Once the λ scaling of  is fixed, the τ
scaling follows from dimensional analysis. (711) is valid
for both free theories and strongly interacting theories
[161]. Of course, holography provides strongly-coupled
models where E(x) can actually be computed.
In the case of ∆ = d + 1 (a marginal operator), [92]
was able to say much more about the resulting geometry.
Now λ itself is a dimensionless parameter, and at leading
order in the perturbative expansion in λ, they found that
the metric could be well approximated by
ds2 =
L2
r2
[
−2drdv −
(
1− M
rd+1
F
(v
τ
))
dv2 + dx2i
]
.
(714)
The coordinate v is our “time” coordinate, analogous to
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FIG. 42 A sketch of the dynamics of the order parameter in a holographic superfluid quench. Top row: 〈O〉 as
a function of t. Bottom row: location of the lowest lying QNMs, and their motion upon increasing λ. Columns left to right:
0 < λ < λ1; λ1 < λ < λ2; λ > λ2.
(189). The function F appearing above is an interpolat-
ing function between 0 at v = −∞, and 1 at v =∞. The
coefficient M is given by (4piT∗/d)d+1, where T∗ is the
final temperature of the geometry.
When the force acts only over a short time, the func-
tion appearing in the metric (714) is effectively
F (v/τ) = Θ(v/τ). (715)
This metric is called the AdS-Vaidya metric. It is anal-
ogous to the original Vaidya metrics describing the ge-
ometry associated with infalling null dust [711], and is
an exact solution to Einstein’s equations sourced by in-
falling pressureless dust. The field theory interpretation
of (715) is clear, albeit quite surprising: beyond time
t = 0 (in the boundary), the theory appears to thermal-
ize instantaneously! The reason is that we have added
a very small amount of energy quickly. If one adds an
energy density  ∼ τ−d−1 (by setting λ = 1), then ther-
malization does not occur instantaneously. This was ob-
served numerically in [138], albeit in a slightly different
model. More recently, [46; 263] have studied the dynam-
ics of pure states in CFT2s of very high energy: while
they look thermal at N = ∞, non-perturbative correc-
tions in 1/N restore unitarity (no thermalization). It will
be interesting to understand this physics more carefully
from the bulk perspective, where such effects are non-
perturbative in quantum gravity.
Another example of a spatially homogeneous quench is
as follows. Consider a holographic superfluid at an initial
temperature T < Tc with a source for the superfluid order
parameter which is pulsed analogously to above [88]. The
pulse injects energy into the superfluid and the late time
dynamics of the order parameter are described by
|〈OSF(t)〉| ≈
∣∣B +Ae−iωt−γt∣∣ . (716)
Three possible behaviors were found, depending on the
strength “λ” of the quench, as shown in Figure 42. When
0 < λ < λ1, both γ and ω are positive, and 〈OSF(∞)〉 >
0; when λ1 < λ < λ2, ω = 0 but B > 0; when λ > λ2,
ω = 0 and B = 0. Hence, for λ < λ2, the final state is a
superfluid, while for λ > λ2 it is a normal fluid.
As we have seen repeatedly in this review, this late
time dynamics is naturally understood by studying the
lowest lying QNMs of the bulk geometry. In the super-
fluid phase, the existence of a Goldstone mode is mani-
fested as a mode with γ = ω = 0, and so the relaxation in
(716) is governed by the QNM with next smallest imagi-
nary part. The “motion” of these QNMs with increasing
λ is shown in Figure 42. This reveals the holographic
origin of the dynamical transition at λ = λ1. When the
purely damped (ω = 0) mode collides with the Gold-
stone mode, these modes separate off the ω = 0 axis and
γ is increasing with increasing λ. This corresponds to a
quench which has injected enough energy so that the final
state is in the normal phase. These holographic dynam-
ics reproduce the expectations of weakly interacting field
theories [74], but it is instructive to see how the QNMs
of “superfluid” black holes recover this dynamics even at
strong coupling.
7.3.2. Spatial quenches
Let us now consider a slightly more complicated set-up:
suppose we take two copies of a conformal field theory
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FIG. 43 A quench connecting two heat baths. Left: two CFTs placed next to each other at different temperature. Right:
a NESS forms as energy flows from the left to right bath.
in d spatial dimensions, one (L) defined for x < 0 and
the other (R) defined for x > 0. Now, suppose that we
prepare L in a thermal state at temperature TL, and R
in a thermal state at TR. Without loss of generality,
16
we suppose that TL > TR. At time t = 0 we allow these
theories to couple. The set-up is depicted in Figure 43.
What is often found in such quenches that the the-
ory reaches a non-equilibrium steady state (NESS),
where the local density matrix near x = 0 is given by
exp[−∑λiHi], for all conserved quantities Hi [630]. For
the case of a conformal field theory, the answer is known
exactly [86]. For |x| < t, the local density matrix takes
the remarkably simple form
ρNESS = e
−β(cosh θH−sinh θP ), (717)
with
β = (TLTR)
−1/2, e2θ =
TL
TR
. (718)
ρNESS only contains two conserved quantities, despite the
existence of an infinite number. There is a very simple
explanation: CFT2s consist of decoupled left and right
moving theories, and so at the speed of light the left
movers at TR from the right bath and right movers at TL
from the left bath “mix” near the interface. This argu-
ment is rigorous and can be shown using CFT technology
[86]; see [87] for a holographic derivation.
It was pointed out using hydrodynamic arguments in
[87; 129] that the NESS could exist in any dimension. Let
us consider a CFT for simplicity, but the argument gen-
eralizes naturally, and focus on the case where TL ≈ TR
to simplify the mathematics. In this limit the system is
almost in equilibrium and we can linearize the equations
of hydrodynamics. These equations lead to elementary
sound waves and we conclude that a NESS forms – with
density matrix analogous to (717) – for |x| < t/√d be-
tween a pair of sound waves propagating away from the
interface. The basic dynamics is depicted in Figure 43.
The nonlinear calculation is more subtle but a NESS can
be shown to form within hydrodynamics [522; 682].
At early times, the dynamics is complicated and pos-
sibly non-universal near the interface. Holographic de-
16 So long as the theory is not chiral in d = 1.
scriptions [30] allow us to access both the early and late
time dynamics in a unified approach. One immediate
consideration is that if a NESS exists, it is thermal (c.f.
(717)) in a holographic model: this follows from black
hole uniqueness theorems [87]. It is further proposed
that knowledge of the heat current in the NESS allows
one to determine fluctuations of the heat current, giv-
ing the first solvable model of “current noise” in higher
dimensions [87].
7.3.3. Kibble-Zurek mechanism and beyond
An even more complicated quench set-up is as follows.
Consider a Hamiltonian H with a thermal phase transi-
tion at temperature Tc. As an explicit example, we will
keep in mind a normal-to-superfluid transition in d = 3.
The effective action for the order parameter ϕ dynamics
is an O(2) model:
L = −|∂ϕ|2 + |ϕ|2 − λ
2
|ϕ|4. (719)
Suppose that we perform a thermal quench on the system
in between times −a1τq ≤ t ≤ a2τq, for a1,2 ∼ O(1), such
that the “reduced temperature”
(t) ≡ 1− T (t)
Tc
=
t
τq
. (720)
A priori, a superfluid condensate forms, with |ϕ|2 = /λ,
and nothing interesting happens. But what is the phase
of the complex number ϕ? Some thermal fluctuation will
lead to the local orientation of ϕ, but these thermal fluc-
tuations will kick arg(ϕ) to different values at different
points. We will now argue that this dynamics leads to
the formation of vortex lines (or more general topological
defects in more general models).
The canonical description of the resulting dynamics is
due to Kibble [453] and Zurek [752], and so is called the
Kibble-Zurek mechanism (KZM). In a theory of dynam-
ical critical exponent z and correlation length exponent
ν, the time scale associated with the dynamics is
τ() = τ0||−zν . (721)
If τ()  |t|, then we expect that the dynamics this
far from the quench is adiabatic – the system is in
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equilibrium (or as close to it as possible). But when
τ() t, then the system cannot reach equilibrium dur-
ing the quench. Hence, we define a freeze-out time when
τ((tf)) ∼ tf :
tf ∼ τ0
(
τq
τ0
)zν/(zν+1)
. (722)
On this short time scale the system is far from equilib-
rium. In particular, in the superfluid phase the early
time dynamics (0 < t  tf) will be in response to the
thermal fluctuations imprinted on the system just above
Tc, which are of a characteristic size
ξf ∼ ξ0
(
tf
τ0
)1/z
∼ ξ0
(
τq
τ0
)ν/(zν+1)
. (723)
The number density of vortices in the superfluid at T = 0
should be approximately set by this length scale:
nvort ∼ 1
ξ
d−dtop
f
, (724)
where dtop is the dimension of topological defects; for a
superfluid, dtop = d− 2.
Recent holographic studies have shown that this argu-
ment holds for slow thermal quenches [136; 679]. The
advantage of a holographic approach is that it incor-
porates both quantum and thermal processes, including
dissipation, from first principles. To recover this effect
in holography is slightly subtle – thermal fluctuations
are suppressed by a factor of 1/N2 which vanishes in
the classical gravity limit. So [136; 679] simply added
(small) random external forcing as a boundary condi-
tion to mimic these fluctuations – the resulting dynam-
ics will lead to defect formation across the phase transi-
tion. Holographic models recover the KZM in its regime
of validity when τq is long. As [136] also emphasized,
holographic methods are well suited to model defect for-
mation for rapid quenches, beyond the regime of validity
of KZM. The KZM argument fails once the condensate
amplitude |ϕ(teq)|2 ∼ (teq)2β for a critical exponent β;
in the example (719) above, β = 1/2. The amplitude of
fluctuations, however, may be parametrically suppressed
– as in holography, where they are suppressed by 1/N2
corrections. Hence the defects are frozen not at tf , but at
teq, which is generally much longer (since it takes longer
for the exponentially growing |ϕ(teq)|2 to reach 2β . It is
then teq that controls the density of defects, and this can
lead to (parametrically, in the case of holography) small
prefactors in front of (724).
When teq  τq  tf , the system may always be treated
in linear response during the quench as the condensate is
far from well-formed. Hence, the final density of defects
is governed only by the most unstable modes of the con-
densate at the final quench temperature. This dynam-
ics is also associated with a characteristic length scale
ξf ∼ −νf , which is independent of τq. Thus, the density
of vortices is expected to scale as (using β = ν = 1/2,
z = 2 for the holographic model of [136])
n ∼
{
const. τq  τf
τ
−1/2
q τq  tf
. (725)
This result was recovered in holographic numerical sim-
ulations, although it should hold more generally.
7.4. Out of equilibrium II: turbulence
One of the most fascinating open problems in all of
physics is the nonlinear and chaotic dynamics of turbu-
lent fluids, a problem which has important practical and
theoretical applications for classical fluids like water and
air [164]. It has been appreciated more recently that
strongly interacting quantum fluids will share many of
the same dynamical phenomena. Indeed, given the fluid-
gravity correspondence previously discussed, it is natu-
ral to expect that dynamical black holes can generically
behave turbulently. This has indeed been shown numer-
ically [10; 297] for 3+1 dimensional asymptotically-AdS
black holes. The numerical methods necessary to study
such dynamical problems are reviewed in [139].
As many of the phenomena associated with such tur-
bulent black holes are familiar from classical turbulence,
let us focus on interesting geometrical properties of a
“turbulent horizon”.17 A purely gravitational calcula-
tion [10] shows that the horizon of such a black hole looks
“fractal” over the inertial range (the length scales over
which turbulent phenomena appear self-similar). This
is reminiscent of the fact that turbulent fluids are more
effective at dissipating energy than non-turbulent fluids.
Indeed, the rapidly growing horizon is a signature of the
fast growth of the entropy in the dual theory.
Although holography has not taught us anything about
classical turbulence, it has proven to be more useful in the
study of superfluid turbulence. Superfluid turbulence is
often called “quantum” turbulence, though this is a lousy
name. Although vortices are quantized in a superfluid,
most turbulent phenomena are entirely classical in nature
and insensitive to vortex quantization: if we place M  1
vortices with circulation Ω next to one another, they will
behave much like a classical vortex of circulation MΩ,
and create a superfluid velocity field just like a large clas-
sical vortex. The important difference between superfluid
and classical turbulence actually arises at nonzero tem-
perature. This is perhaps surprising, since most quantum
17 We neglect subtleties with defining the black hole horizon in a
dynamical spacetime – such issues are less relevant in the fluid-
gravity limit.
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phenomena are more pronounced at zero temperature.
At nonzero temperature, the normal fluid and superfluid
can exchange energy and momentum, complicating the
description of superfluid turbulence.
The major difficulty with studying superfluid turbu-
lence theoretically is the treatment of dissipation at
nonzero temperature. The standard approach is to use
a damped Gross-Pitaevskii equation (see e.g. [629]), but
this approach is formally unjustified. As we have seen
repeatedly throughout this review, holographic methods
are naturally adapted to study dissipative dynamics at
nonzero temperature. In [9], the dynamics of superfluid
vortices was studied in a probe limit. In addition to see-
ing some signatures of turbulence including Kolmogorov
scaling laws, [9] was also able to give a “microscopic” de-
scription of vortex pair annihilation, a process in which
a vortex of winding number +1 collides with a vortex of
winding number −1, releasing a nonlinear burst of sound
which ultimately dissipates away. By keeping track of the
energy flux across the black hole horizon, they were able
to show that dissipative processes during superfluid tur-
bulence are essentially localized near vortex cores, over
the “healing length” defining the vortex core size. This
corresponds to the length scale over which superfluid hy-
drodynamics breaks down. The simple holographic pic-
ture is that the vortices punch flux tubes from the bound-
ary down through the bulk superconductor and into the
horizon. This allows a localized channel through which
energy can dissipate into the horizon. Finally, in classical
turbulence in two spatial dimensions, vortices of like sign
tend to clump together. This signature was not strongly
seen in holography, while other signatures of turbulence
were observed, suggesting that the holographic compu-
tation may probe a new kind of finite temperature tur-
bulence [9]. It is not fully understood today whether
this behavior is truly turbulent, or simply a signature of
‘overdamped’ classical turbulence, as argued in [94].
The localized nature of dissipation in an manifestly
nonzero temperature, dissipative theory of superfluid tur-
bulence suggested the emergence of a simple effective de-
scription of superfluid turbulence, independent of holog-
raphy. [137] emphasized this description, which is re-
markably simple, as well as its practical consequences.
Let Xn(t) denote the spatial position of vortex n at time
t; one can argue on very general principles that the dy-
namics of a dilute mixture of vortices is essentially given
by
ρsΩWnε
ij
(
X˙jn − V jn (Xn −Xm)
)
= −ηX˙in , (726)
with V in = Wnij∂j log |Xn − Xm| the superfluid veloc-
ity flowing through the core of vortex n and Wn = ±1
the winding number of each vortex (higher winding num-
ber vortices are unstable and will rapidly break apart –
see e.g. [9]), ρs the superfluid density, Ω the quantum
of circulation, and η a dissipative coefficient whose de-
termination requires a microscopic calculation, such as
holography. The dynamics is described by a single di-
mensionless parameter
ηˆ =
η
ρsΩ
. (727)
Classical turbulence is recovered in the limit ηˆ . 10−2;
in contrast, holographic simulations appear consistent
with vortex dynamics with ηˆ & 10−2. This provides a
simple explanation for the new behavior observed in [9].
Furthermore, the vortex pair annihilation process, which
plays a non-trivial role in holographic vortex dynamics,
is described by
N˙ ∼ −ηˆN2, (728)
with N(t) the number of vortices (of both Wn) at time
t. A different exponent (5/3) is proposed for classically
turbulent flows as ηˆ → 0 [137].
Equation (728) is a remarkably simple prediction with
ramifications for holographic and non-holographic the-
ories, as well as experiments. Two-dimensional cold
atomic gases have allowed us to study superfluid tur-
bulence in two dimensions experimentally [484; 575]. In
fact, the effective description advocated in [137] – in-
spired by the holographic description of vortex annihila-
tion – may help lead to the first experimental detection
of a turbulent superfluid flow in two spatial dimensions.
While it is easy to experimentally measure the vortex an-
nihilation rate, no other experimentally accessible probe
of turbulence is known. It is likely that this effective de-
scription will also help to resolve the question of whether
the holographic vortex dynamics of [9] is turbulent, albeit
with substantial numerical effort.
Current holographic simulations of vortex annihilation
“experiments” [228] may not be at low enough T/Tc to be
relevant for cold atomic gases. A holographic computa-
tion of ηˆ(T ), including low temperatures, is an interesting
open problem.
8. Connections to experiments
As we noted in the introduction, §1.2, modern quan-
tum materials provide many examples of ‘strange metal’
states without quasiparticle excitations. Traditional field
theoretic condensed matter studies of such states em-
ploy a variety of expansion methods which extrapolate to
strong-coupling from a weak-coupling starting point with
quasiparticles. The advantage of the holographic meth-
ods described here is that they directly yield a solvable
framework for metallic states without quasiparticle exci-
tations, and this has many consequences for a complete
description of the observable properties of such states.
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8.1. Probing non-quasiparticle physics
Before turning to specific materials below, the most
important ‘practical’ output of holography is that it sug-
gests a shifted emphasis for what kind of observables re-
veal the nature of non-quasiparticle dynamics. This is
helpful independently of the system of interest.
8.1.1. Parametrizing hydrodynamics
Holographic examples explicitly demonstrate that con-
ducting quantum fluids exist in strongly interacting sys-
tems, and that one of their defining properties is rapid
local equilbration in a time of order ~/(kBT ). Classi-
cal hydrodynamics is the effective theory of such fluids
beyond this time scale. Indeed, solutions of holographic
models point the way to direct hydrodynamic analyses of
transport, without the need to extrapolate from a quasi-
particle framework; as we noted in §5.6.3, the latter can
often lead to misleading results.
A very basic distinction between quasiparticles and col-
lective hydrodynamic transport is captured by the Lorenz
ratio L ≡ κ/(Tσ). Quasiparticles transport both charge
and heat and hence tie electronic and thermal conductivi-
ties together into the Wiedemann-Franz (WF) law (397),
as long as interactions can be neglected. Measured vio-
lations of the WF law have long been considered a tell-
tale sign of non-quasiparticle or at the very least exotic
physics, e.g. [206; 618; 688; 702]. Hydrodynamic trans-
port in particular, however, offers clean ways of thinking
about violations of the WF law with distinctive signa-
tures. In a hydrodynamic regime charge and heat are
independent hydrodynamic variables. In an incoherent
hydrodynamic metal they are essentially decoupled into
distinct diffusive modes, see §5.8 above and [336]. In hy-
drodynamic metals with a long-lived momentum they are
related by the relative efficiency with which sound prop-
agation drags heat and charge as in e.g. equation (522)
above and [530]. A further effect in this regime (with
large enough charge density) is a dramatic distinction
between open and closed circuit thermal conductivity, κ
and κ¯, discussed towards the end of §5.4.3.
Recent experimental violations of the WF law have
been usefully interpreted in terms of both coherent [152]
and incoherent [495] hydrodynamics. In a hydrodynamic
regime the Lorenz ratio is also an interesting observ-
able at higher temperatures. At higher temperatures one
must either find a compelling way to subtract out the
phonon contribution to the thermal conductivity [495],
look at the Hall Lorenz ratio [749], to which the neutral
phonons do not directly couple, or alternatively under-
stand the phonons themselves as an intrinsic part of the
metallic system [747].
A major open question from this standpoint is whether
the many families of strange and bad metals with T -linear
resistivity extending to high temperatures are in a non-
quasiparticle hydrodynamic regime. If so, one would like
to know whether the appropriate hydrodynamic frame-
work is purely diffusive [336] or based around a fur-
ther long-lived mode that could be momentum [175] or a
Goldstone-related excitation such as a phase-disordered
density wave [182]. These long-lived modes directly cou-
ple to the currents and so their lifetime should be directly
visible in the optical conductivity.
Direct evidence for hydrodynamic flow can be found in
an unconventional sensitivity to the geometry of the cur-
rent flow. Recent pioneering experiments have initiated
progress in this direction [66; 557], as we discuss in more
detail in §8.2.1 below. It will be very exciting if these
and similar direct probes of hydrodynamic flow can be
extended to other materials.
8.1.2. Parametrizing low energy spectral weight
The low energy spectral weight as a function of en-
ergy and momentum is a basic characteristic of any sys-
tem. Conventional metallic phase of matter contain a
Fermi surface of weakly interacting quasiparticles and
this strongly determines the structure of the low energy
spectral weight. Without quasiparticles the universally
defined spectral weight to consider is that of the con-
served charges and currents, such as ImGRρρ(ω, k). Di-
rect, high resolution information about this observable
would give invaluable insights into strange metal regimes.
A phenomenologically interesting possibility that
emerges in some of the simplest holographic models is
that of a z =∞, semi-locally critical sector as in §4.2.1.
Such a sector retains some features of a Fermi surface
without reference to single particle concepts. As de-
scribed in §4.3.1 and §4.3.2 this leads to zero temperature
spectral weight of the form ω2ν(k) and a low temperature
dependence of T 2ν(k). The k dependence of the expo-
nent is generically present once z = ∞ and momentum
is dimensionless. Requiring strictly local criticality with
no k dependence whatsoever – as has occasionally been
considered in the condensed matter literature – amounts
to a fine tuning. In clean systems, singular k depen-
dence linked to the underlying Fermi surface is generally
expected, but such effects are suppressed in holographic
analyses in the leading large N limit [251; 611; 652].
While the spectral weights of currents and charges are
the most universally defined, any operator in a locally
critical regime can be expected to show similar scaling.
Thus we discussed the impact of semi-local criticality on
fermionic operators in §4.4.2 and on ‘Cooper pair’ oper-
ators in §6.3.1. The case of semi-locally critical fermions
has motivated analysis of ARPES data with a contin-
uously varying exponent [628], as well as a way to fit
the form of measured unconventional quantum oscilla-
tions [701]. Quantum oscillations – discussed briefly in
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§4.5.2.1 – are especially interesting here. The Lifshitz-
Kosevich formula for the amplitude of quantum oscilla-
tions with temperature is a direct measurement of Fermi-
Dirac quasiparticles, see e.g. [657]. If non-quasiparticle
physics underlies at least some strange metals, strong de-
viations from Lifshitz-Kosevich must arise. It is challeng-
ing to measure quantum oscillations in quantum critical
regimes because the effective mass becomes large, as seen
in e.g. [623].
Direct, unambiguous evidence for semi-local critical-
ity in any observable would be exciting as it would (i)
signal that the simplest holographic model captures the
correct low temperature kinematics and (ii) would allow
the rich phenomenology of z = ∞ fixed points to be re-
alized. The latter includes the strong effects of umklapp
scattering on dc transport, as in (531), strong scattering
of fermions by the critical sector, as in (340), tendency
towards density wave instabilities, as in §6.5.2 and the
ability to incorporate strong spatial inhomogeneities into
the critical dynamics, mentioned in e.g. §5.10.2.
8.1.3. Parametrizing quantum criticality
Scaling arguments give a powerful way to organize ob-
servables in the absence of quasiparticle ‘building blocks’.
It is well known that quantum critical points or phases
lead to dynamics that is characterized by a dynamic crit-
ical exponent z as well as by the scaling dimensions of
operators in the critical theory [648].
Compressible phases of matter offer a challenge to scal-
ing theory because there is an additional scale, the charge
density, which plays a key role. Even in a weakly cou-
pled Fermi liquid the appropriate scaling theory for the
low energy physics is nontrivial for this reason, as we
discussed in §4.1. In the strongly coupled compressible
phases described holographically in §4.2.3 and §4.2.4 two
additional exponents played a central role: the hyperscal-
ing violation exponent θ and the anomalous dimension
for the charge density Φ. These exponents determine the
temperature dependence of thermodynamic and trans-
port obervables.
Experimental determination of the exponents θ and
especially Φ in strange metals is of great interest. It
was emphasized in [346] that the Lorenz ratio, already
discussed in §8.1.1, is a direct probe of the exponent Φ
in a scaling theory. If the Lorenz ratio has a nontrivial
scaling with temperature in a quantum critical regime,
then Φ must be nonzero. It has also been proposed to
measure Φ through the nonlocal charge reponse that it
induces [504].
Attempts to fit observed scaling of quantities as a func-
tion of temperature and magnetic field in the cuprates
with the three exponents {z, θ,Φ} have been only par-
tially successful [346; 452]. One challenge is that trans-
port observables are potentially sensitive to irrelevant op-
erators that break translation invariance, as we described
in e.g. §5.6.1 above. Various assumptions that need to
be made for a scaling theory to get off the ground are
outlined in [346]. Finally, some of the observed scalings
are better established than others. More systematic mea-
surements to high temperatures of the Hall Lorenz ratio
in the strange metal regime across the cuprate family,
so far limited to [547; 548; 549; 749], with contradictory
results, would be especially desirable.
Holographic studies have also lead to new parametriza-
tions of observables in zero density critical systems de-
scribed by CFTs. At high frequencies and short time
scales, we learned that the operator product expansion
controls deviations from criticality in response functions
(§3.2.2 and §3.4.5). At intermediate time scales holog-
raphy motivates searching for universal behavior in the
leading order non-hydrodynamic decay to equilibrium,
which is controlled by quasinormal modes [71]. Going
beyond linear response, we have seen the similar imprints
of critical operator dimensions in the behavior of quan-
tum many-body systems undergoing a quench (§7.3). We
hope that some of this novel far-from-equilibrium dynam-
ics can be observed in quantum critical cold atomic gases
[243; 748], and/or in the strange metals discussed above.
8.1.4. Ordered phases and insulators
It is an experimental fact that a large number of
strange metallic regimes are unstable to ordering at low
temperatures. As we noted in §6.1, from a weakly-
interacting single-particle perspective one expects quan-
tum critical bosonic fluctuations to both enhance and
inhibit ordering. The quantum critical modes can pro-
vide a strong ‘superglue’ for pairing, but also strongly
reduce the density of states available for pairing at the
Fermi surface. In §6 we described an alternate non-
quasiparticle description of ordering in a critical theory.
The instability is ubiquitous in holographic models and
occurs as a symmetry-breaking operator acquires a com-
plex scaling exponent. This mechanism has several dis-
tinctive signatures including BKT-like exponential scal-
ings, as discussed around equation (676), and unconven-
tional Cooper pair fluctuations above Tc, described by
equation (634). We noted in §6.1 that a weakly interact-
ing cousin of this physics seems to arise when the RG flow
of a ‘Yukawa’ coupling between fermions and a quantum
critical boson couples to a nontrivial flow for the BCS
coupling [622].
Many strange metals also arise in close proximity to
localized phases. In §5.9.1 we saw that holographic mod-
els realized a novel scenario in which insulating behavior
arises from relevant translational symmetry breaking op-
erators in a z = ∞ scaling theory (see §8.1.2). This is
an intrinsically non single-particle mechanism for local-
ization. The temperature dependence of transport quan-
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tities in this scenario will be controlled by the scaling
dimension of the relevant operator breaking translation
invariance as in e.g. [226].
Both ordered and localized holographic phases often
exhibit a soft, power law gap in e.g. the optical conduc-
tivity. This is due to the topologically ordered nature of
holographic states, with deconfined gauge fields. We will
discuss the possible relevance of topological order in the
cuprates in §8.2.2 below. Such soft gaps are also charac-
teristic of quantum spin liquid candidates [239; 602].
8.1.5. Fundamental bounds on transport
Quasiparticles lead to an infinite number of long-lived
operators, δnk, and hence transport can be studied in
terms of the scattering that these many variables experi-
ence. Without quasiparticles we have fewer moving parts
to work with. It is natural, then, to turn to possible re-
sults that can apply to a large number of systems, fol-
lowing from basic principles of quantum mechanics and
statistical mechanics (two handles on the system that we
certainly always have!).
Fundamental bounds on dephasing times were dis-
cussed in §1.2, and transport bounds were discussed in
§5.8. These were motivated from several angles. Firstly
it connects naturally to bounds that apply to quasiparti-
cle systems and that can be derived from the uncertainty
relations of single-particle quantum mechanics. Secondly,
holographic models that are at infinite coupling could po-
tentially have led to infinite scattering and hence vanish-
ing transport coefficients. Yet, instead, appropriate di-
mensionless transport data in holography is typically ‘or-
der one’ in some suitable sense (see e.g. §3.4.2). Thirdly,
conducting states in holography were found to survive
even with arbitrarily strong disorder in §5.9 and §5.10: in
particular, in some holographic models [299; 300] we saw
that conductivities can be exactly bounded. Fourthly, a
recent bound (2) on chaotic timescales has been proven.
This bound may plausibly have consequences for trans-
port.
Examining non-quasiparticle transport through the
lens of potential universal bounds has proved useful in
several recent experimental studies [113; 363; 524; 747].
Conductivity and/or diffusion bounds seem natural in
holographic models, and it is possible there is a deep
connection to such experiments.
8.2. Experimental realizations of strange metals
We now turn to some of the best studied families of
experimentally realized strange metals where the ideas
we have discussed in this review are (in our view) most
likely to be relevant.
8.2.1. Graphene
As we noted in §2.1, graphene is described at low ener-
gies by electronic excitations with a massless Dirac spec-
trum in 2+1 spacetime dimensions with the ∼ 1/r repul-
sive Coulomb interaction. It was argued in [271; 565; 567]
that breakdown of screening near the Dirac point should
lead to strange metal behavior which can be described by
relativistic hydrodynamics in the presence of weak disor-
der. The needed transport results were first worked out
in [348], initially using holographic inspiration, but also
by direct hydrodynamic arguments; here we can extract
the results from §5.6.2.
Crossno et al. [152] measured the thermal and electric
conductivities of graphene for a range of temperatures
and densities near the charge neutrality point. We fo-
cus here on the Wiedemann-Franz ratio, which from e.g.
(522) is
κ
Tσ
=
v2FMτimp
T 2σq
(
1 +
e2v2Fρ
2τimp
Mσq
)−2
. (729)
We have re-instated factors of the effective speed of light
vF and fundamental charge e. We have also used the
relativistic relations (470) for αq and κ¯q. The result
(729) has some remarkable features in the clean limit,
τimp → ∞. Away from particle hole symmetry, ρ 6= 0,
the Wiedemann-Franz ratio vanishes as τimp → ∞: the
conductivity diverges because of momentum drag ef-
fects, while the thermal conductivity is finite due to the
open circuit boundary conditions discussed in §8.1.1 and
§5.6.3. On the other hand, at the particle-hole symmetric
density, ρ = 0, the Wiedemann-Franz ratio diverges as
τimp →∞: this is because the conductivity now takes the
finite value σq, while the thermal conductivity diverges
because when ρ = 0 the open circuit boundary condi-
tions no longer remove the long-lived momentum mode.
See the divergence in (466) as ρ → 0. Consequently
(729) predicts a strong dependence on density in clean
graphene. These predictions compare very well with the
observations [152]. Further tests of the separate T and ρ
dependencies of κ and σ agreed better with a theory in
which the disorder was assumed to have long-wavelength
“puddle” character, and the whole fluid was described
by inhomogeneous hydrodynamics [517]. Other work has
examined the influence of long relaxation times between
the electron and hole subsystems [266; 662].
Another test of the hydrodynamic nature of electron
flow in graphene appeared in the experiments of Ban-
durin et al. [66]. In a finite geometry with bound-
aries, they observed a ‘negative nonlocal electrical re-
sistance’ inconsistent with Ohmic diffusive electron flow,
while consistent with viscous hydrodynamic flow. Such
an effect requires the electron-electron interaction time
to be shorter than the electron-impurity scattering time.
This is a more direct probe of hydrodynamic coefficients
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such as viscosity, compared to global transport measure-
ments [152]. Unfortunately, both of these experiments
rely on electrical measurements. If we study relativis-
tic hydrodynamics near charge neutrality carefully (see
§5.4.1), we observe that the charge sector decouples from
the energy-momentum sector. Hence, we expect the vis-
cous ‘backflow’ signature of [66] to vanish near charge
neutrality. Indeed, the signal of [66] was strongest in the
Fermi liquid regime of graphene, when µ/kBT ∼ 10. So
while these explorations of viscous electronic dynamics
are in many instances inspired by the holographic devel-
opments we have discussed, conventional kinetic theory
(and its hydrodynamic limit) is the correct approach to
quantitative modeling of these systems. The quantita-
tive modeling of the ballistic-to-hydrodynamic crossover
in Fermi liquids, as in [181], may be the simplest way to
quantitatively connect theories of hydrodynamic electron
flow to experiment.
An important open question is how to directly measure
the viscosity of the charge neutral plasma in graphene
in experiment. This will allow us to test the theoreti-
cal prediction [566] that this plasma is very strongly in-
teracting, with η/s comparable to the ‘universal’ holo-
graphic result (194): η/s = ~/4pikB. [517] suggested
that η/s ∼ 10~/kB, but the transport data of [152] is not
specific enough to reliably measure this number. Unfor-
tunately, the presence of disorder makes a direct mea-
surement of η rather delicate. One proposal has been the
detection of electronic sound waves [513], but this may
not be feasible.
8.2.2. Cuprates
The hole-doped cuprate high temperature supercon-
ductors provide a prominent strange metal near optimal
doping [654]. It is likely that this strange metal exhibits
the T > 0 physics of a T = 0 critical point, or phase,
near optimal doping. A great deal of theoretical and ex-
perimental work has tried to deduce the theory of this
critical point by examining the nature of the adjacent
phases at lower and higher hole densities. Much has
been learnt sbout symmetry breaking in the under-doped
‘pseudogap’ regime: charge and spin density wave orders,
Ising-nematic order, time-reversal and/or inversion sym-
metry breaking are present in a complex phase diagram
as a function of density and T [450]. But it appears
that none of these order parameters can explain the gap-
like features observed in most spectrocopic probes over
a wide range range of temperature in the underdoped
regime. An attractive possibility, especially given the
recent observation of a pseudogap metal at low T [55],
is that the fundamental characteristic of the pseudogap
metal is the presence of topological order (see §4.1.3).
Then the various conventional symmetry-breaking order
parameters are proposed to be incidental features of the
topologically-ordered state. The optimal doping critical-
ity controlling the strange metal is associated with the
loss of topological order into a conventional Fermi liquid
state at high doping. The critical theory of such a transi-
tion invariably involves a Fermi surface coupled to emer-
gent gauge fields, and such theories were briefly noted in
§4.1.3; a specific candidate for such a ‘deconfined’ theory
is in [644], and this candidate includes spectator conven-
tional orders that vanish at the critical point. From the
perspective of the present article, the transport proper-
ties of such critical theories with emergent gauge fields
are likely to be described well by holographic models.
In the electrical transport properties of the strange
metal, a prominent deviation from quasiparticle physics
is in the frequency dependence of the optical conductivity
[541], σ ∼ ω−α with α ≈ 2/3. Remarkably, the exponent
α = 2/3 has been argued to be a robust property of Fermi
surfaces coupled to emergent gauge fields [230; 458].
The d.c. conductivity is characterized by a well-known
linear-in-T resistivity, which is a strong indication of the
absence of quasiparticles. A direct signature of the ab-
sence of quasiparticles appears in the Hall resistivity mea-
surements [140] which cannot be fit to a quasiparticle
model [39]. Hydrodynamic and holographic models can
provide a natural fit to the data [101] (see §5.7), although
the connection of these models to the microscopic theory
has not been established.
Recent experiments have focused on the thermal dif-
fusivity of the strange metal [747]. They provide strik-
ing evidence of strong electron-phonon coupling, with the
both the electrons and phonons excitations exhibiting a
scattering time of order ~/(kBT ). For the future, it would
be of great interest to extend the graphene experiments
discussed in §8.2.1 to the cuprates: those could provide
crucial information on the nature of hydrodynamic flow
in the electron and phonon subsystems.
8.2.3. Pnictides
Unlike the hole-doped cuprates, the pnictides typically
have a spin density wave quantum critical point near
the optimal doping for superconductivity. There also
appears to be an interesting interplay between the spin
density wave order, and Ising-nematic order which breaks
tetragonal crystalline symmetry down to orthorhombic.
Moreover, strange metal behavior is also dominant near
optimal doping [667], suggesting a direct connection be-
tween spin density wave or Ising-nematic criticality and
the non-quasiparticle transport. Electrical transport for
spin density wave criticality, in the presence of weak dis-
order coupling to the order parameter, leads to linear-in-
T resistivity [596], as we noted in §5.6.3: this is a possible
explanation for the strange metal behavior. However, it
remains to be seen whether such models can reproduce
the remarkable scaling with B/T in measurements of the
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magnetoresistance [363]. The pnictides furthermore ex-
hibit resistivities above the MIR bound, suggestive of
non-quasiparticle physics.
8.2.4. Heavy fermions
The rare-earth intermetallic compounds provide real-
izations of Kondo lattice models, where localized spin
moments residing on the rare-earth sites interact with
itinerant electrons from the other elements. These
provide numerous examples of quantum criticality and
strange metal behavior [144; 668]. Although the Kondo
lattice models look quite distinct from the single-band
Hubbard models applied to the cuprates, the same fun-
damental issues on the nature of the quantum phases and
the phase transitions apply to both models. In particu-
lar, both models support the same class of metallic states
with topological order [620; 621].
The phase transitions in the Kondo lattice model
are traditionally interpreted to be of two types [668]:
(i) transitions with the onset of spin density wave or-
der, which are described by the Landau-Ginzburg-Wilson
framework of §4.1.2; and (ii) Kondo-breakdown transi-
tions, in which the local moments decouple from the con-
duction electrons. Using a more general language, the
second class of transitions are more precisely viewed as
phase transitions involving the onset of topological or-
der, in which the size of the Fermi surface can change
[661]. Theories of the second class of transition therefore
involve emergent gauge fields, as in §4.1.3, and are likely
to be closely related to theories of the cuprate strange
metal. A remarkable example of a possible topological
phase transition was studied in β-YbAlB4 [709].
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