Abstract-As streaming videos are becoming increasingly popular, it is important to understand the end-to-end streaming system and to develop effective algorithms for quality control. In this paper, we address the problem of rate control for streaming videos with a control-theoretic approach. Among the various control knobs, video bit rate is one of the most effective in the sense that it has a direct impact on the interaction between the video coder and network system. While increasing rate reduces the coder-induced distortion, it may also cause congestion at a bottleneck link. The packet loss due to congestion will, then, increase the distortion of the decoded video. We model end-to-end video steaming as a feedback control system, taking into account video codec and sequence characteristics, rate control, active queue management, and receiver feedback. We then develop effective proportional (P) controllers to stabilize the received video quality as well as the bottleneck link queue, for both homogeneous and heterogeneous video systems. Simulation results are presented to demonstrate the efficacy of the P controllers and the viability of the proposed control-theoretic approach.
overcoming the barriers created by layering and more effectively utilizing the available bandwidth in resource-limited networks. However, many existing cross-layer designs for QoS provisioning are of the "network-centric" nature, focusing on general performance metrics such as throughput and delay. As observed in a few works [1] [2] [3] , video quality is a complex function of multiple coupled network layer metrics; optimizing one or more of them does not necessarily lead to superior video quality. A possibly more effective approach is to directly optimize video quality when developing new QoS mechanisms/protocols, in order to fully exploit the potential of cross-layer design. It is expected that such a quality-driven cross-layer design approach will enable a broad spectrum of emerging video communication applications.
In this paper, we address the problem of rate (and congestion) control for streaming videos. In prior work, the rate control problem has been well studied at an isolated encoder (see Section VI). But, existing congestion control algorithms within networks, such as realized in TCP and DCCP [4] , are inherently data-oriented. They may not be suitable for video since the video characteristics are not explicitly considered. Jointly designing the video codec (i.e., encoder rate control) and the transport layer (i.e., congestion control) opens a new dimension of freedom for high-quality streaming videos.
We consider online coding where the coder can change the video rate on the fly. Such adaptive coder is necessary to react to network status changes as well as dynamics in the video sequence itself (since video frames usually contain different amount of information and hence different amount of bits). For superior perceived quality, we need to stabilize the video quality via a proper control mechanism. Consider an example where five video streams share a bottleneck link, each being a Foreman QCIF sequence coded at 15 frames/s. Assume that the servers are not congestion-aware. As shown in Fig. 1 , initially the peak signal-to-noise ratio (PSNR) of a received video stays around 31 dB. At 10 s, the capacity of the bottleneck link drops to 77% of its original value because of the activity of a higher priority user. As a result, the PSNR curve degrades sharply after 10 s. At 20 s, the higher priority user leaves the system and the capacity for the video streams return to 100%. However, the PSNR cannot return to the original value (even 10 s after the link rate is restored), due to the lack of an effective control algorithm that is adaptive to network congestion.
Motivated by the seminal work on applying feedback control theory to TCP and active queue management (AQM) [5] , [6] , we propose a control-theoretic approach to rate control for streaming videos. We model the overall streaming system, including the codec, the bottleneck link where AQM is enforced, and feedback from receiver as a feedback control system. We Fig. 1 . Without a properly designed rate controller, the PSNR of the received video degrades severely after the bottleneck capacity C drops at 10 s and does not return to the previous level after C resumes its previous value at 20 s.
first consider the case of homogeneous videos. Based on a properly chosen operating point, we can linearize the complex system and develop a proportional (P) controller to stabilize the video quality as well as the bottleneck link queue. We also derive the conditions for stability, and the phase and gain margins of the proposed controller. We next consider the more interesting and challenging case of heterogeneous videos. Applying Lyapunov stability analysis, we show that the P controller can also effectively stabilize the heterogeneous video system. Unlike prior work on TCP over wireless networks, where much effort has been made to distinguish packet loss due to wireless transmission errors or congestion, the proposed controller only requires feedback of the overall packet loss rate for tuning the video rate. We evaluate the performance of the proposed controller using a simulator developed with C++ and SystemC [7] , which integrates an H.264 codec with network simulation modules. Our simulation results verify the accuracy of our analysis, and clearly demonstrate the efficacy of the proposed control-theoretic approach.
The remainder of this paper is organized as follows. We first present a feedback control system model for streaming videos in Section II. We then formulate the rate control problem and derive a controller in Section III. The case of heterogeneous videos is examined in Section IV. We present simulation results in Section V and discuss related work in Section VI. Section VII concludes this paper.
II. SYSTEM MODEL

A. Network and Bottleneck Router
Consider video sessions sharing a bottleneck router. The video flows are transmitted over a wired network, possibly with a wireless last hop, where the video is transmitted to client from a wireless access point. We assume the UDP transport protocol for video data. For streaming videos, it is highly important to be adaptive to network status. Otherwise, either a large portion of video data will be dropped under congestion, or the available network bandwidth will be wasted. We assume the video encoder on the server side can adjust its bit rate according to feedback from the receiver to react to congestion in the network.
We assume a bottleneck link where video sessions share the link bandwidth. The bottleneck could be a router link along the path, or the last-hop wireless link, as shown in Fig. 2 . Loss of video packets occur at the bottleneck link due to congestion and at the wireless link due to interference or collisions. The bottleneck router is assumed to enforce a drop probability when congestion occurs, and is determined according to an AQM algorithm, i.e., random early detection (RED) [8] .
In RED, packets are dropped randomly under incipient congestion with a probability that is a function of the queue length. If the buffer occupancy is small (i.e., less than a minimum buffer threshold ), all incoming packets will be accepted. As the queue length grows, the drop probability grows as well. When the buffer reaches the maximum buffer threshold , reaches the maximum drop probability . Beyond , all incoming packets will be dropped. Without loss of generality, we consider the proportional (P) scheme among the RED variations, where is proportional to the queue length [5] , [9] . The relation between drop probability and queue length is illustrated in Fig. 3 . We are specifically interested in the following linear region: (1) where is the RED parameter. For video applications, packet losses cause considerable degradation in received video quality and should be avoided as much as possible [10] . Therefore, an effective control algorithm should keep the packet loss rate close to zero [i.e., close to ]. We also take into account loss at all the other links along the path (e.g., loss at the wireless link). We assume the aggregate loss rate on all the non-bottleneck links is . Usually is a small value; otherwise, it may be hard to provide acceptable video quality. An estimate of the overall packet loss rate is (2) At the bottleneck link, assume the capacity reserved for video traffic is . 1 Since it is the bottleneck link, the queue is in the busy state [i.e., ] with a probability close to 1. We first consider in this section the case of homogeneous video sessions, and will examine the more general case of heterogeneous videos in Section IV. According to Lindley's equation, the buffer dynamics can be written as [13] ( 3) where is the load factor [5] .
B. Video Rate-Distortion Model
We consider the distortion of the received video, which largely consists of encoder distortion caused by quantization and channel distortion due to network packet loss [10] , [14] , [15] . That is (4) Based on the rate-distortion theory and experimental studies, many empirical models were proposed [14] , [16] , [17] . Without loss of generality, we adopt the empirical model introduced in [14] , Under this model, the encoder distortion, measured as mean-square error (MSE), can be evaluated by (5) where , , and are constants for a specific video codec and video sequence, and is the coding rate. We verified this model using the H.264 codec with options in the Baseline profile, and the Foreman and Football test sequences. The rate-distortion curves are plotted in Fig. 4 , where the marks are measured distortions and the curves are computed from the model (5). We find the curves fit well with the measurements for both video sequences.
The second component, channel distortion, is caused by packet loss within the network. We adopt the general model presented in [15] for channel distortion. Under this model, the decoder performs error concealments for macroblocks (MBs) affected by loss. Due to decoding dependencies, distortion in an earlier frame will propagate to the current frame and cause further distortion, even if the current frame is correctly received. Such error propagation can be stopped by coding the corrupted MBs in the intra mode. The channel distortion of the current frame is the sum of the error concealment distortion and the distortion of the earlier frame multiplied by a factor depending on the packet loss rate and the intra rate [15] , as , where is the average concealment distortion of frame , and is the error propagation factor determined by the intra rate and the packet loss probability . It has been shown in [15] that with predetermined average and , is generally an exponentially increasing function of and converges to . Without intraprediction or with constrained intraprediction, in the special case of integer-pel motion vectors (MV) and no deblocking filtering, we have . The converged value is (6) In (6), is a constant and can be predetermined by training. In the following analysis, we use (6) to approximate the average channel distortion of a video frame.
C. Overall System Model and Linearization
Based on the buffer mode and video rate-distortion performance measure, we can derive the model for the overall video streaming system as (7), where denotes the time-derivative of , i.e., . It can be seen that video distortion is a function of and .
To improve video quality, we may use a larger coding rate (i.e., to reduce the encoder distortion ). However, a larger rate may cause congestion at the bottleneck link and result in an increased , which will increase the channel distortion . Such dynamics are modeled in (7). For varying network conditions, the tension between rate and loss dictates the interaction between the encoder and RED.
The model described in (7) is a nonlinear system, with the block diagram shown in Fig. 5 . We next derive a linearized version of this system by considering the dynamics around a properly chosen operating point. Consider as state, as input, and as output of the system. The operating point is chosen to satisfy . Let the corresponding video distortion be and the corresponding rate be . From (7), we have (8) Note that and are usually small to meet the minimum QoS requirements of the video application (e.g., [14] ), which can be achieved by, e.g., adopting a QoS routing algorithm [1] , [18] or cross-layer optimizations [19] . Letting , we have from (8)
We next linearize (7) around the operating point . The following linearized state and output equations are obtained for the feedback system: (10) where , , and . Applying Laplace transform to the differential equations, we derive the linearized system block diagram as shown in Fig. 6 . Recall that we adopt the scheme for RED [5] , [9] . With some manipulation of the block-diagram, we obtain the transfer function of the plant as (11) In Fig. 6 , the block diagram consists of two forward paths. Let be the forward loop gain. in the upper path represents the encoder distortion part, while the lower path represents the channel distortion part. Note that is the difference between these two components, indicating that the change of bit rate affects and on opposite directions. As bit rate increases, encoder distortion decreases. But the increased bit rate usually leads to network congestion, resulting in more packet drops at the bottleneck router and an increased . Accordingly, the total distortion will not be monotonically increased or decreased by adjusting the bit rate. The net effect depends on the actual amount of increase/ decrease in the two components.
Remark 1 (Stability): The pole of the linearized system is . Since , , and are all positive values, the pole is located in the left phase plane. This indicates that the equilibrium state of the dynamics of the system is locally asymptotically stable.
To achieve an acceptable video quality, the encoder distortion should be small. Generally, a video rate-distortion curve becomes quite flat when the rate is moderate or large (see Fig. 4 ). Around such an operating point, a moderate variation of the bit rate does not greatly affect the encoder distortion. However, the increased packet loss rate at the bottleneck router caused by the increased rate will cause relatively larger distortion. In other words, except for the very small rate region, video distortion is more sensitive to loss than rate. Based on this observation, we can further simplify the system model by only considering the lower path in Fig. 6 while omitting the upper path. The simplified system transfer function is (12) where . The pole of (12) is , which is located in the left phase plane. The asymptotic stability property holds true.
III. RATE CONTROL PROBLEM
In this section, we design an effective controller for the linearized feedback control system (12) . We redraw the block diagram in Fig. 7 , where is given in (12) . Let denote the round-trip delay, while the term in Fig. 7 is the Laplace transform of . The block represents the rate control component to be designed. From the control prospective, is the controller to be designed, while the combination of the other blocks is the plant to be controlled. The goal of is to stabilize the feedback loop system.
A. Performance Objectives
As discussed, packet loss is a main cause of video quality degradation, especially in real-time video streaming with tight delay requirements, where retransmission is not affordable. Variations in packet loss rate will cause large variations of received video quality, which will be annoying to viewers. The rate controller should maintain the packet loss probability around the operating point for a consistent distortion level.
Furthermore, distortion at a client consists of encoder distortion and channel distortion. Encoder distortion is monotonically decreasing with the encoding bit rate. Because the curve usually takes the form similar to a negative exponential function (see Fig. 4 ), using a very large bit rate, when exceeding some threshold, only achieves a small reduction of video distortion. On the contrary, this large bit rate may lead to serious congestion and high packet drop probability, which increases the channel distortion. Therefore, the rate controller should maintain a suitable encoding bit rate to achieve an acceptable distortion, but without causing congestion. To achieve this goal, the controller should take a small as operating point and maintain stable bottleneck queue length around . Finally, the network status, e.g., the reserved capacity for video traffic, may change over time. The rate controller should be adaptive and robust to such disturbances. It should maintain the system stability and, more importantly, be able to drive it back to the operating point when disturbances disappear.
B. Stabilizing Control Law
Consider the system shown in Fig. 7 , where is the transfer function for the controller and is the transfer function of the plant. The closed-loop feedback control system should be stable to meet the above-mentioned performance objective. The overall system transfer function is (13) The following proposition is for the stabilizing control law.
Proposition 1: Given feasible network parameters with operating point , the feedback control system in Fig. 7 is stable if stabilizes the plant .
C. Rate Control Using a Proportional Controller
A controller for the feedback system simply performs scaling of the distortion errors. The classic P controller can be designed with the following transfer function: (14) This controller is implemented at the server side. It first evaluates the current distortion based on feedback of packet losses from the client. Then the server computes the error between the desired distortion and the evaluated distortion. The new bit rate for the video is then determined based on the error. The open loop transfer function is (15) We have the following propositions for the P controller.
Proposition 2: The feedback system in Fig. 7 is stabilized by the P controller, if the parameters satisfy the following conditions: ( 
16)
Proof: Consider the amplitude of Letting , we can solve for to have
. From Proposition 2, the unit-gain crossover frequency is limited by . We have Applying the Nyquist stability criterion for the feedback system, we prove that the system in Fig. 7 is stable. A video server chooses a controller [i.e., (14)] by computing value as given in (16) . For this purpose, the server only needs its own and , while is returned by the router during the session setup phase. As will be shown in the heterogeneous video case, each video server computes its P controller value also using (16) with local information individually. There is no need for the servers to exchange and parameters.
Proposition 3: For a controller satisfying Proposition 2, the gain margin (GM) and phase margin (PM) of the feedback control system satisfy: and .
Proof: The phase at the crossover frequency is
The phase margin is . From the above equations, we obtain . A larger provides higher system gain, with faster system response. But a larger will also produce a lower stability margin. In practice, we may choose according to the network situation to balance responsiveness and stability margin.
Remark 3 (Impact of Delay): Delay is an important factor for stability of the feedback system. A large may decrease the gain, thus making the controller less responsive. This is particularly harmful for real-time video streaming. A larger yields a smaller additional delay that the system can tolerate. For example, if we choose , the phase margin is , the phase lag due to an additional delay is . From , we have . If we choose , we have .
Remark 4 (Proportional-Integral Controller):
It is well known that proportional control cannot eliminate steady-state error. Generally, steady-state error decreases with the increase of system gain. However, a larger system gain will make the feedback control system less stable. An alternative approach is to adopt a classic proportional-integral (PI) controller, as (17) The integral part in (17) will cancel the disturbance and reduce the steady-state error. We will examine the design of a PI controller in our future work.
Remark 5 (Practical Considerations):
The proposed algorithm can be implemented in a protocol as follows.
1) Clients send video streaming requests to servers. A server then sets up a video session using signaling messages. By doing so, the server estimates the bottleneck capacity, round-trip time, and number of video sessions at the bottleneck router. Routers are involved in this procedure by piggybacking and in the signaling messages. 2 2) When the setup phase is over, the server extracts video parameters from the requested video. According to estimated network status, the server determines the target channel video distortion.
3) The server calculates the controller parameter according to Proposition 2 and starts the video session. 4) The client measures the average loss rate for video packets and returns it to the server as feedback. 5) The server computes the current distortion based on feedback and adjusts the video bit rate using the P controller, according to the difference between the target distortion and the computed distortion. This procedure is implemented in C++ and SystemC and integrated with the H.264 codec in our simulation studies [7] . See Section V for more details.
IV. CASE OF HETEROGENEOUS VIDEOS
We considered the case of homogeneous videos in the previous section. In reality, there could be different video sessions sharing the bottleneck link. This more general scenario is considered in this section. We assume that the video sessions can be classified into difference classes, while within each class, the video sessions are homogeneous. To simplify this challenging problem, we assume that the round-trip delays are small and can be ignored. We analyze such a system in this section, and apply Lyapunov stability criterion to prove that it is stable if Proposition 2 is satisfied [23] .
In Lyapunov stability analysis, a Lyapunov function is an energy-like positive definite function [23] . Roughly speaking, if we can find a suitable Lyapunov function that always has a negative "drift," we can conclude that the system is stable [24] , [25] . In the following, we first show how to apply Lyapunov stability criterion for the relatively simple case of and then show how to extend the result to the more general case of . Consider the case of for which (10) provides a linear model. Adopting a proportional controller satisfying Proposition 2 and omitting the small part, we can obtain the feedback system equation as follows:
After manipulating the terms, we have
We choose a positive-definite Lyapunov function as (18) It follows that Since , the feedback control system is asymptotically stable according to the Lyapunov stability criterion.
We next extend the proof to the general case of . Consider classes of video sessions sharing a bottleneck link. Each class has homogeneous video sessions, each characterized by a set of parameters , . We have the following system of equations:
where is the channel distortion for a class video. We have to fully utilize the available bandwidth at the bottleneck link.
We linearize the system of equations at the operating point and choose the Lyapunov function (18). Then we have Therefore, we conclude that the system with classes of heterogeneous videos is asymptotically stable with the P controller satisfying Proposition 2.
V. SIMULATION RESULTS
A. Simulation Setting
We evaluate the performance of the proposed feedback control system using a customized C++ simulator built on SystemC [7] . SystemC is a set of library routines and macros implemented in C++ for simulation of concurrent processes. Although often perceived as a hardware description language like VHDL, SystemC is more aptly described as a system description language, with its unique strength in transaction-level modeling and behavioral modeling.
Although the controller is designed under a linearized model, the real video streaming system is much more complex and nonlinear in nature. Therefore it is important to examine the impact of the approximations made in the analysis via truthful simulations. For this purpose, we integrate the H.264 (JM) codec [as a dynamic-link library (DLL)] with our SystemC network model, rather than using some dummy/simplified source models. Each server invokes the DLL to code the video sequence and encapsulates coded frames into UDP datagrams. The packets are transmitted to the corresponding client through the bottleneck router, where RED is implemented. Each client sends measured loss rate feedback to the server with delay . Note that the server only needs the overall packet loss rate for rate control. There is no need to distinguish between the RED-induced loss and the aggregated loss at other non-bottleneck links .
In the following simulations, we consider both the homogeneous video case (with five sessions) and the heterogeneous video case (with two classes). 3 The H.264 reference software encoder (JM) in the Baseline profile is used to generate the test sequence. Each encoded frame is carried in one UDP packet [15] . We use two video sequences in the Quarter Common Intermediate Format (QCIF): the high motion sequence Football and the medium motion sequence Foreman. Both videos are encoded at 15 frames/s. For each sequence, the first frame of each group of 60 frames is coded in the intra-mode and all the remaining frames are P frames. The intra rate is 0.33 for Football and 0.03 for Foreman. The link bandwidth of the bottleneck router is set to . The bottleneck router buffer size is 2000 packets. The RED parameter is set to [6] . The aggregate loss rate at all the non-bottleneck links is .
B. Simulation With Homogeneous Videos
We simulate a video streaming system where five sessions share the bottleneck link. The Foreman sequence is used in these simulations. We choose an operating point with RED drop probability . The corresponding controller for the feedback control system is , when . The study reported in [26] shows that 85% of the Internet traffic has round-trip delays between 5 and 500 ms, and 60% of the traffic has round-trip delay below 200 ms. We set the round-trip delay to in the following simulations. In Fig. 9 , we plot the simulation results for the homogeneous video system. We find the bit rate, PSNR, and the overall packet loss rate all converge to the neighborhood of the corresponding steady-state values after about 4 s. Specifically, the total packet loss rate converges to the neighborhood of , the PSNR converges to the neighborhood of 31 dB, and the encoding bit rate converges to the neighborhood of . After convergence, the rate, distortion, and loss rate fluctuate around the corresponding steady-state values, but the differences are negligible.
We next examine the performance of the controller under network dynamics. In this simulation, we assume that the bottleneck link capacity allocated to the video streams varies due to some high-priority user traffic dynamics. The round-trip time is still . We assume the high-priority user begins to consume bandwidth at 10 s and remains active for 10 s. During the period where the high-priority user is active, the bottleneck link bandwidth for video is dropped to a fraction of its original value uniform distributed in . After the 10 s period, the high-priority user leaves the network, the bottleneck link capacity for video assumes its original value.
The PSNR at a client is plotted in Fig. 10 . For example, at 30 s, the decrease of bandwidth leads to a decrease in PSNR from about 31 dB to 28 dB. The system is then stabilized at the new PSNR value. After the 10 s disturbance, the high-priority user becomes idle at 40 s, and the controller drives the system back to the original operating point, as the distortion value returns to 31 dB and stays there. Compared with Fig. 1 , it can be seen the P controller is quite effective in stabilizing the video streaming system under network dynamics.
C. Simulation With Heterogeneous Videos
We next consider the case of heterogeneous videos. In the simulations, there are two classes of video streams: one consists of two sessions streaming the Football sequence, the other consists of three sessions streaming the Foreman sequence. Each video is encoded at the corresponding server as discussed in Section V-A. We choose an operating point , such that the operating point for the overall packet loss probability is . The round-trip delay is . We derive the controller for the Foreman class as and the controller for the Football class as . The heterogeneous video simulation results are plotted in Fig. 11 . Again, fast convergence is observed. We find the heterogeneous video system achieves the desired distortion and drop rate in about 1.5 s. The overall packet loss rate converges to the neighborhood of . The PSNR of the Football class converges around 31 dB, and the PSNR of the Foreman class converges around 30.7 dB. The P controllers stabilize the heterogeneous video streaming network.
Finally, we examine the heterogeneous video system under network dynamics. Similar to the homogeneous video case, we add a disturbance to the bottleneck link capacity to reduce it to a fraction uniformly distributed in for 3 and then resume the original value for the next 3 , and so forth. The PSNRs for the two received videos are plotted in Fig. 12 . We find that for both videos, the reduced causes degradation in received video quality. Furthermore, for both videos, the PSNRs return to the designed operating points when resumes its original value.
VI. RELATED WORK Rate control has received considerable interest from the video coding community (e.g., see [17] , [27] [28] [29] [30] [31] , and references therein). Rate control algorithms have been incorporated in video coding standards, such as H.261/263/264 and MPEG-1/2/4. Most existing work concerns how to allocate a given bit rate budget to the frames or MBs at the video coder, while a given bit rate can be met by adjusting the quantization parameter or by skipping certain frames. We revisit this problem by jointly considering the encoder rate control and network congestion control, with a control-theoretic approach. Our work actually complements this class of work by finding the bit rate that is allowed by the network condition, while we do not assume any specific encoder rate control mechanism.
Many networking problems can be formulated as control problems. In the seminal works [5] , [6] , the authors take a control-theoretic approach to the Internet congestion control problem by modeling TCP and RED as a feedback control system. Through the control models, the authors derive useful insights on TCP stability and guidelines for setting RED parameters. This line of work is extended in [9] to the general additive-increase-multiplicative-decrease (AIMD) mechanism with feedback delays. In [32] , Choi and Park propose a stable feedback control algorithm for the encoder buffer using the controlled Lagrange multiplier approach. The authors focus on the video coder without considering the more challenging network congestion control problem. The stability of wireless networks is studied using Lyapunov stability analysis in [24] and [25] , where capacity region-achieving distributed scheduling algorithms are developed. These successful stories clearly demonstrate the strength of the control-theoretic approach to solving networking problems, and motivated this work on video streaming systems.
Cross-layer design and optimization of streaming video has recently become an active research area (see [2] , [3] , and references therein). Much of this existing work focuses on video communications in wireless networks, with joint design and optimization of PHY, MAC, routing, and video quality [1] , [18] , [19] . The problem considered in this work involves application layer (video) and transport layer (congestion control). There is a general trade-off between the achievable performance gain and complexity for this class of work.
VII. CONCLUSIONS
In this paper, we developed a feedback control system model for video streaming systems, which takes into account the interactions among video rate control, RED active queue management, and received video quality. We derived a controller that stabilizes both homogeneous video and heterogeneous video systems. We developed a SystemC-based simulator that integrates an H.264 codec with the networking simulation modules. Through our simulation studies, we found the proposed approach highly effective in rate control for streaming videos.
