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Abstract--+ this paper, we consider the partially known input-output response of a linear pe- 
riodic model. We study partial periodic realizations (with variable dimension) of a finite sequence 
of periodic Markov parameters. Using the structural properties and the invariant formulation of the 
periodic system, we solve the reduction problem of partial periodic realizations. 
Keywords-Discrete-time linear systems, Periodic realizations, partial realizations. 
1. PARTIAL PERIODIC REALIZATIONS AND PARTIAL 
INPUT-OUTPUT INVARIANT FORMULATION 
The realization theory of variable linear systems has been largely studied in [l], in the context of 
the time-domain. Particularly, because of their multiple applications, the periodic realizations of 
linear periodic systems deserve special attention (see [l-5]). 
Several authors have studied the invariant case of the partial realization problem (see [S-g]). 
The minimal partial realizations have been characterized in different ways by using: reachabil- 
ity and observability structural properties [7], input-output Kronecker indices [6], polynomial 
models [9], or numerical approaches [8]. Other related works are [lo] and [ll]. 
We consider the reduction problem of partial periodic realizations in terms of the structural 
properties of the periodic system, and we extend some of the results shown in [7] to the periodic 
case. 
Consider an input-output periodic application given by N-periodic sequences of matrices 
{Ys(k,j), k 2 1, j = 1,. . . , k} C Rpxm, s E 2, N E 2+, such that 
(i) V,+l(k,j) = L$(k + l,j), s E 2, 1 E 2, and 
(ii) Vs(k + N,j) = V,(k,j), s E 2. 
*Supported by Spanish DGICYT Grant PB91-0535. 
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A variable linear periodic system with n(k) states, k E 2, m inputs and p outputs, 
z(k + 1) = E(k) z(k) -t- F(k) u(k), 
y(k) = G(k) x(k), 
(1) 
where E(k) E IRn(“+l)Xn(‘), F(k) E Rn(lcfl)xm, G(k) E WPxn(k), k E 2, is a periodic realiza- 
tion of the Markov parameters V,(k, j) if 
V,(k,j) = G(s + k) @‘E(s + k, s + k - j + 1) F(s + k - j), (2) 
with j = l,... , k, k 2 1, s E 2, and a~(., .) the transition matrix of the periodic system (see [5]). 
This system is denoted by (G(.),E(.),F(.);X(.)) N, where X(k) represents the state-space at 
time k, dim X(k) = n(k), k E 2, and N the size of the period. 
If we only know finite sequences of the Markov parameters, 
V,(k, j) E IRpxm, (3) 
j = l,...,k, ifk=l,...,tN-1, 
j=l,... ,tN-1, ifk=tN ,..., (t+l)N-1, 
satisfying conditions (i) and (ii), with t E 2+ a fixed value, then we consider partial periodic 
realizations. 
DEFINITION 1. Consider the N-periodic finite sequences of matrices (3). The periodic system 
(G(.), E(.), J’(.); X(e)) N is a partial periodic realization of (3) if the expression (2) holds when 
j=l,..., k, k=l,..., tN-l,andj=l,..., tN-1, k=tN ,..., (t+l)N-1. 
It is easy to verify that the periodic system (C, A, B; X(.))N where 
-0 I* 0 ‘*I 0 0 - 
0 0 IP ..* 0 0 
A=;;; ;; E RW-l)pxW-l)p 7 
0 0 0 . . . 0 Ip 
-0 0 0 . . . 0 0 ~ 
c = [IP 0.. . O] E IwtN-l)p, 
B(s) = co1 [V,(l, 1) V,(2,2) . . . V,(tN - 1, tN - l)] E W(tN-l)pxm, SE2 
is a partial periodic realization of (3). 
By Properties (i) and (ii), we deduce that V,+N(k, j) = V,(k,j), and then we only have 
N different finite sequences of matrices Vs(k, j). From these matrices, we can construct the 
following finite sequence of matrices {VS(k), k = 0, 1, . . . ,t} 2 WpNxmN (see [5,12] for details of 
that construction). V,(k) is a block-matrix, 
defined by 
Vs(k) = [V:,P(k)]z8=1 7 %&) E Rpxm, (Y,p=1,*.., N, (4) 
V;,P(k) = V, (kN + cx - 1, (k - 1) N + (Y + p - 1)) lla,PlN, OlkIt, SEZ, 
(5) 
where V,(h, f) = 0 if h I 0 or f I 0 or f 2 tN. By definition, Vs+N(k) = V,(k). Note 
that VS(0) and Vs(t) are, respectively, strictly lower and strictly upper triangular matrices, with 
respect to the second diagonal (antidiagonal). The N finite sequences {V,(k), k = 0, 1, . . . ,t}, 
s = O,l,..., N - 1, are called the partial input-output invariant formulation of (3). By using 
a standard state-space invariant formulation (see [4]) and the partial input-output invariant 
formulation of a periodic system (see [5,12]), we obtain the following results concerning partial 
periodic realizations. 
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PROPOSITION 2. Consider a periodic system C = (G(a), E(.), F(s); X(.))N and its associated in- 
variant systems Cfn, = (G,, ES, F,, H,; X,), s E 2, given by 
Q(k + 1) = J%Ts(k) + FsYs(k), (6) 
KS(~) = Gs~(k) + Has, 
where 
Es = @‘E(S + N, s) E IWn(++), (7) 
Fs = [F(s + N - l), Q&S + N, s + N - 1) F(s + N - 2), . . . , 
Q&S + N, s + 1) F(s)] E Wn(S)xmlv, (8) 
Gs = co1 [G(s), G(s + 1) Q&S + 1, s), . . . , G(s + N - 1) QE(s + N - 1, s)] E R PNX48) ? (9) 
Hs = [H&l E RpNxmN, (TY,~= l,..., N, (10) 
with 
HS _ ‘, P<N-(r+2, 
a,lO - 
{ G(s+cr-l)@‘E(~+cx-l, N+s-/3+l)F(N+s-P), P>N-(r+2. 
If C is a partial periodic realization of (3), then for each s E 2, CFn, is a partial invariant 
realization of the finite sequence of matrices {VS(k), k = 0, 1, . . . , t - 1) given by (4)-(5). 
2. REDUCTION PROBLEM 
PROPOSITION 3. (see [l, 131). C onsider the periodic system C = (G(e), E(.), F(.); X(.))N and its 
state-space invariant formulation, {(G,, E,, F,, H,; X,), s E 2). If Nj(Cg) (Rj(Cf,,)) denotes 
the unobservable (reachable) subspace of Cg, in j steps, and NjsN(C) (7ZJN(C)) denotes the 
unobservable (reachable) subspace of C in jN steps at time s, then 
$sN(C) = Nj (CF,,,) y 
RTN(C) = Rj (Cfn,) 3 s E 2. 
We state the following results about the reduction problem of partial periodic realizations. 
LEMMA 4. Let C = (G(e), E(.), F(.); X(.))N be a part&J periodic realization of (3). For each 
s E 2, consider the subspaces X0(s) = R&(C) and X 1 s such that X(s) = XI(S) @X,,(s). Let ( ) 
E(s) = Eli(s) Elo(s) 1 Fl (s) EOI(S)Eoo(s) ’ F(s) = [ 1 h(s) , G(s) = [G(s) Go(s)I, 
be a partition of E(.), F(e), G(m) according to X(s) = X,(s) @X0(s). Then: 
(i) Co = (Go(.),Eoo(.),Fo(.)) N is a partial periodic realization of (3), and 
(ii) R&(CO) = X0(s), s E 2. 
PROOF. 
(i) We shall prove that 
Vs(k,j) = Go(s + k) @EoO(s + k, s + k - j + 1) Fo(s + k - j), 
j = l,...,k, ifk=l,...,tN-1, 
j = l,..., tN - 1, if k = tN,. . . , (t -t 1) N - 1, s E 2. 
SE2 (11) 
(12) 
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From X0(s) = RiN(C), we have 
ImQE(s+aN, s+N-p+l)F(s+N-0) cXo(S), (13) 
f0r~=1,..., N,a=l,. . . ,t, s E 2. We claim that 
cPE(s+aN, s+N-/3+1) F(s+N-P) = 
i 
0 
Q’Eoo(s+crN, St-N-p+l)Fo(s+N-p) ’ (14) 1 
where/Y=1 ,..., N,cu=l,..., t, s E 2. We shall prove (14) by induction on a and 0. Consider 
a = 1. If p = 1, the left-hand side of (14) reduces to F(s + N - 1). By (13) we deduce that 
F(s+N-l)= 
0 1 Fo(s+N-1) ’ s E 2. 
Suppose that expression (14) holds for all s E 2, Q = 1 and /3, 1 5 ,0 < N. Then from (13) and 
by the induction hypothesis applied to (1, fl) and s - 1, we have 
~‘E(~+N,~+N-~)F(~+N-~---)= 1) . [ 1 
Now, suppose that for all s E 2, for a fixed (Y, 1 5 a < t and for all /?, p = 1,. . . , N, 
expression (14) holds. Let us consider the case (ct’ + 1, 0). If p = 1, we apply the induction 
hypothesis to (a, N) and s - 1. If we suppose that expression (14) holds for all s E 2, (Y + 1 
and p, 1 5 p < N, then for /?+ 1, we deduce expression (14) by the induction hypothesis applied 
to (a + 1, p) and s - 1. 
Now, we are ready to prove expression (12). Let k = pN + y, y = 0, 1, . . . , N - 1, p = 1, . . . , t. 
We consider two cases: 
(a) If j = l,... , y (y # 0), then by (14) applied to (1, j) and s + y we deduce expression (12). 
(b) If j = (T - 1) N + y + 1,. . . , TN + y, with 1 5 7 < t - 1, we set j = (T - 1) N + (y + Y), 
v=l , . . . , N. Suppose that 1 I y + v I N. Then we deduce (12) from expression (14) 
applied to (7, y + V) and s + y. If N + 1 1. y + v I 2N - 1, we set y + v = N + 1, 
1 = l,..., N - 1 and expression (12) is deduced from expression (14) applied to (T + 1, I) 
and s+y. 
(ii) Obviously, R&(C’) C X0(s), s E 2. From (14), we obtain 
0 . . . 
X0(s) = Im 
0 
Fo(s+ N - 1) ..* @&,(S + tN, s + 1) Fe(s) 1 ’
and hence, X0(s) s Rg,(ZO), s E 2. Then the result follows. I 
LEMMA 5. Let C = (G(.),E(.),F(.);X(.))N be a partial periodic realization of (3). For each 
s E 2, consider the subspaces X,(s) = N&N(C), X 0 s such that X(s) = Xl(s) @X0(s) and the ( ) 
induced partition (11) of C. Then: 
(9 Co = (GO(.), Eoo(.), F0C.j) N is a partial periodic realization of (3), and 
(ii) n/;s,(CO) = {0}, s E 2. 
PROOF. 
(i) From Xl(s) = A&(C) we have 
X1(s) C Ker G(s + P - 1) @~(s + aN f P - 1, s), (15) 
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for fl = 1,. . . , N, CY = 0,. . . , t - 1, s E 2. As in the above proof, by induction on a! and p, we 
obtain 
G(s + 0 - 1) Q’E(s + aN + P - 1, s) = [0, Go(s + P - 1) @E~~(s + cuN + P - 1, s)] , (16) 
p=1,..., N, cu=O ,..., t-l, SE2 
Inordertoproveexpression(12),letIc=pN+y,y=O,l,...,N-l,p=l,...,t. Weconsider 
two cases: 
(a) Ifj = l,... , y (y # 0), then to obtain expression (12) it is sufficient to consider (16) applied 
to (0,~‘) and s+y-j+l. 
(b) If j = (r - 1) N + y + 1,. . . ,rN + y, with 1 I: r I t - 1, we set j = (7 - 1) N + y + V, 
V = l,... , N. When 1 I y + v 5 N, we use expression (16) applied to (7 - 1, y + V) and 
s - Y + 1 to deduce expression (12). If N + 1 5 y + v 5 2N - 1, we set y + v = N + 1, 
1= l,... , N - 1, and by (16) applied to (r,1) and s - v + 1 we obtain (12). 
(ii) For each s E 2, let 20 E A/&(C’) C X0(s). F rom (16), we obtain that za E Xi(s), s E 2. 
So ~0 = 0, since Xi(s) fl X0(s) = (0). I 
LEMMA 6. Let C = (G(.), E(.), F(.); X(.)), be a partial periodic realization of (3). Let 1 < q 5 
t-l. Foreachs E 2, considerthesubspacesXi(s),Xe(s), such thatX(s) = Xi(s)@Xe(s), with 
Xl(S) c_ JY&r(% such that R&,) NP) + _NbsNW = Xl(s) @Rf,_,) N(Ur and Rft--qj ,@) C 
X0(s). Consider the induced partition (11) of C. Then: 
(i) Co = (GO(.), Eoo(.),Fo(.)) N is a partial periodic realization of (3), and 
(ii) NgsN(CO) C Rf,_,) N(C”), s E 2. 
PROOF. 
(i) As in the above propositions, by induction we prove (14) with cr = 1, . . . , t-q, p = 1, . . . , N, 
and (16) for (Y = O,l,. . . ,q - 1, p = 1,. . . , N, s E 2. Now, we prove (12). Take Ic = pN + y, 
y = O,l, . . . ,N-l,p=l,... , t. Let us consider two cases: 
(a) If j = l,.. .,y (y # 0), we prove (12) using (16) applied to (o,j) and s +y -j + 1, as in 
Proposition 5. 
(b) If j = (r - 1) N + y + 1,. . . ,rN + y, with 1 < r < t - 1, we set j = (r - 1) N + (y + v), 
V= l,...,N. Then: 
1. Consider r I q - 1. The proof follows as in Proposition 5. 
2. Let T 2 q. If 1 5 y + v < N, applying (14) to (T - q + 1, 1) at time s - Y + 1, and (16) 
to(q-l,y+v)ats-v+l,expression(12)isproved. IfN<y+Y<2N-1,consider 
y+v = N+I, 1 = l,... , N - 1. When r < t - 1, we apply (14) to (7 - q + 2, 1) at time 
s - Y + 1, and (16) to (q - 1, 1) at s - v + 1. When T = t - 1 we apply (14) to (t - q, N) 
at time s - v + N, and (16) to (q - 1, 1+ 1) at s - v + N. In both cases, expression (12) is 
obtained. 
(ii) Consider 20 E n/qsN(C”), s E 2. From (16), 
By hypothesis, we have that A/$(C) G Xi(s) @ Rf,_,) N(C), and therefore Rf,_,) N(C) G X0(s). 
Thus, 
0 
[ I x0 E R&q) NW 
and, applying (14), we obtain that x0 E RT,_,jN(Co). 
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From the above propositions we conclude the following result. 
THEOREM 7. Consider a partial periodic realization C = (G(.), E(-), F(.); X(.)), of (3). Then 
there exists a periodic system 2 = (e(.), _k(.), P(e);i(.)), such that 
(a> J%N (2) = (01, 
(b) R&, (2) = ri-(4, 
(c) J’&_~), (2) c ~&-j--1&), j = 1,. . . ,t - 1, s E 2, 
with dim*(s) 5 dimX(s), s E 2, and f: is a partial periodic realization of (3). 
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