ABSTRACT In this paper, we analyzed the error rate of the sphere decoders with reduced search space (SD-RSS) and proposed a formula for estimating their error rate. With the instantaneous error rate information, an adaptive SD-RSS was designed that could adjust the search space on-the-fly to minimize the complexity while meeting the error rate requirement specified by the standard. We focused on the ultradense network with severe inter-cell interference, which increases the detection complexity and complicates the error rate analysis. The accuracy of the error rate performance estimation was demonstrated by several simulations, and one numerical example was presented to show that the proposed adaptive SD-RSS can significantly reduce its average computational complexity while meeting the LTE block error rate requirement.
I. INTRODUCTION
Spatial multiplexing has been adopted in many wireless communication standards with multiple-input multiple-output (MIMO) technology. Recently, the application of MIMO technology in ultra dense network (UDN) draws much attention because of its potential in meeting the demand for high throughput and huge number of users in future 5G networks [1] . UDN deploys numerous small cells like pico and femto cells as underlay within macro cells, resulting in high spatial reuse but also severe inter-cell interference [2] . The inter-cell interference issues have been addressed by many researches [3] - [5] . While techniques developed at the transmitter side generally entail backhaul/control overheads, resolving the inter-cell interference at the receiver side becomes a promising alternative, albeit at the cost of higher detection complexity [5] .
It is well known that to achieve near-optimal performance, the MIMO detector complexity is high and grows exponentially with respect to the number of detected streams [6] . Thus, designing an efficient MIMO detector has been an active research area, where many detection algorithms have been invented to provide diverse trade-offs between the receiver complexity and the detection performance [7] . Among them, sphere decoders (SD) which convert exhaustive search into constrained tree search and apply the radius constraint to prune the irrelevant nodes have been quite popular [8] - [11] . In the context of UDN with inter-cell interferences, MIMO detector design becomes quite challenging. Specifically, to fully recover the signals contaminated by the interferences, a mobile receiver has to detect the signals from not only its serving base station (BS), but also adjacent BSs. When the interference power is small, the low-complexity interference cancellation SD (IC-SD) that applies the interference cancellation on the interference streams may be sufficient. However, sometimes the interference power is higher than the signal power. In this case, the interference signals need to be included in the search space for joint maximum likelihood (ML) detection in order to successfully recover the data. In other words, the detector has to exhaustively search among all possible combination of the data and interference signals. The aforementioned discussion implies that, instead of a fixed MIMO detection algorithm, an adaptive MIMO detector adopting different detection algorithms according to the interference powers and channel conditions is computationally more efficient.
The concept of adaptive detection has been investigated for the conventional MIMO scenario without interference [12] - [17] . Specifically, the receiver adopted a low-complexity suboptimal detection mode in good channel conditions, while a sophisticated detection mode was needed in poor channel conditions. Such adaptive detector searches for the computational complexity minimization rather than the error rate performance optimization. By dynamically adjusting its detection modes on-the-fly, the adaptive MIMO detection can operate efficiently. In this work, we propose the SD with reduced search space (SD-RSS) for our adaptive MIMO detection, which can be interpreted as a general form of many SD detectors. In this formulation, some constellation points in each layer (signal stream) are excluded during the tree search, resulting in reduced search space. For example, the IC-SD is an SD-RSS scheme that preserves only one point in every layer associated with the interference. If one point is preserved in all layers, the SD-RSS becomes the simplest successive interference cancellation (SIC). The fixed-complexity sphere decoder (FSD) is another type of SD-RSS that preserves either one constellation point or all possible constellation points in each layer [18] . By adjusting the search space, the SD-RSS flexibly and smoothly strikes a balance between the detection complexity and the achieved performance.
To enable the MIMO detection to adjust the complexity and performance trade-off on-the-fly, we need a metric indicating the detection performance. In [12] , the condition number of the MIMO channel matrix was used for the binary decision between the zero-forcing (ZF) and ML detection. The bit-wise log-likelihood ratio (LLR) was another indicator, since its sign value and magnitude represent the bit value and the decision reliability, respectively. For example, the bitlevel interference cancellation sphere decoder (BIC-SD) [16] reduced its SD search space by first applying soft-output minimum mean-squared error (MMSE) detection to compute the LLR. Only those bits with LLR magnitudes less than the threshold were detected by the SD following the MMSE detector.
However, due to the noise and interference, in practice the large LLR magnitude may also be wrong. Moreover, standards generally use the error rate as the performance requirement so as to mandate all standard-compatible receivers to provide acceptable system performance. For example, LTE and DVB-T2 have minimum error rate requirement 10% block error rate (BLER) and 10 −7 coded bit error rate (BER), respectively. The theoretical connection between the computed LLR magnitude and error rate performance is hard to establish. Thus, we proposed to use the error rate as the performance indicator for the adaptive MIMO detector in UDN. In particular, an error rate estimator was designed to provide the real-time error rate information for the SD-RSS to dynamically optimize its search space.
The performance of MIMO detection algorithms have been analyzed [9] , [19] , [20] . As MIMO systems are evolved and applied in more advanced scenarios, e.g., UDN, the associated error rate analyses have been conducted [21] , [22] . These error rate analyses not only provide theoretical understanding about the detector performance, but also help to improve system efficiency. For example, at the transmitter side, the parameters such as modulation and coding scheme (MCS) and resource allocation are traditionally determined according to the channel state information. With the extra error rate estimations for several possible detection methods at the receiver, the transmission parameter can be further optimized considering not only throughput and error rate, but also receiver complexity. Nevertheless, for the MIMO detection algorithms with nonlinear behavior, their error rate analyses are generally more difficult, e.g., the closed-form expression of the ordered SIC was analyzed recently in [23] . Being a more general MIMO detection, the SD-RSS is analyzed and its error rate model is theoretically derived in the context of UDN in this work.
Our derivation first generalized the analysis of ML detection from the single-user scenario to the UDN. The interference signals were treated as random variables and marginalized. To analyze the error rate of the SD-RSS in UDN, the key idea was to partition its error events into two mutually exclusive categories depending on the correctness of the joint ML detection. An error rate model of the SD-RSS was derived accordingly. Since the adaptive MIMO detection requires instantaneous error rate information, we designed a low-complexity error rate estimator that operates on the fly. In particular, the error rate derivation was simplified by exploiting the De Morgan's law and was implemented by look-up tables (LUTs) storing the values of Q-function. With the error rate estimate, the SD-RSS could adaptively adjust its search space constantly. To verify the effectiveness of the adaptive SD-RSS, we implemented it in an LTE baseband receiver operating in UDN. Simulation results showed that the adaptive SD-RSS with error rate estimator could operate at the same SNR region as the complicated joint ML detection. Since in the adaptive SD-RSS automatically adopted small search spaces in good channel conditions, its average computational complexity was only 22% that of the SD implementing joint ML detection at high SNR. To sum up, the two major contributions of this work are
• Error rate analysis of the SD-RSS and its low-complexity implementation that helps to decide the adaptive SD-RSS parameters on the fly.
• An adaptive SD-RSS which effectively and efficiently deals with inter-cell interference in UDN. The rest of this paper is organized as follows: Section II introduces the UDN signal model with inter-cell interference. Section III introduces the adaptive SD-RSS. Section IV analyzes the error rate and presents the design of the low-complexity error estimation. Section V describes the simulation results that validate the theoretical analysis. An adaptive SD-RSS for the LTE system is also demonstrated VOLUME 7, 2019 FIGURE 1. Illustration of UDN with two pico cells underlay within a macro cell. Connected to the northeast pico BS (blue, solid), the mobile user receives the data signal x and is interfered by signals z and w from the macro BS (red, dashed) and the southeast pico BS (green, dotted), respectively.
to exemplify the effectiveness of the error rate estimation in improving system performance. Finally, conclusions are drawn in Section VI.
II. MIMO SYSTEM MODEL IN UDN
Fig. 1 depicts a typical UDN scenario, where a mobile user of a pico BS suffers from the interferences from a macro BS and another pico BS. Let the serving pico BS, macro BS, and another pico BS have N x , N z and N w transmit antennas, respectively. Assume that each BS serves one user using modulation alphabets χ x , χ z , and χ w , respectively. The case of multiple users can be easily generalized. Assume perfect synchronization and channel estimation. For the mobile user whose data signal x ∈ χ N x x suffers from interference signals z ∈ χ N z z and w ∈ χ N w w , its received signal y ∈ C N R ×1 with N R receive antennas can be formulated as the summation of the desired signal, the interferences from the macro and adjacent pico BSs, and the noise:
where H ∈ C N R ×N x is the channel matrix; G ∈ C N R ×N z and F ∈ C N R ×N w are the inter-cell channel matrices. The scaling factors α and β represent the relative signal strengths of the interferences. The additive white Gaussian noise (AWGN) n has covariance matrix E{nn H } = σ 2 n I N R , where E{·} is the expectation, (·) H is the Hermitian transposition, and I N R is the identity matrix with dimension N R . For small values of α and β, one can simply treat (αGz+βFw+n) as random additive noise plus interferences. However, due to the BSs in close proximity, the interference powers cannot be ignored in UDN generally. For the interference coming from macro BS, sometimes the interference power is larger than the signal power, i.e., α > 1. Thus, the interference and data should be jointly considered. In this case, one should reformulate (1) to:
where matrix A and vector d represent the equivalent channel matrix and the combined transmitted signals, respectively. Note that even for small (α, β), the variation of the channel gains in A may result in strong interference and thus poor error rate performance, as will be demonstrated later by the numerical simulations. The joint ML detection method searches the entire space of d to find:
with d = [x z w ] and the transposition (·) . Instead of exhaustively searching |χ x | N x |χ z | N z |χ w | N w nodes in the N x + N z + N w dimensional space, SD techniques have been designed to reduce the detection complexity. SD technique not only efficiently detects the data but also can adjust the complexity and error rate trade-off by changing its parameters, e.g., radius. Instead of determining and fixing the SD parameters off-line, in the next section we propose the adaptive SD-RSS which can instantaneously adjust the search space to trade the better than required error rate performance for complexity saving.
III. ADAPTIVE SPHERE DECODER WITH REDUCED SEARCH SPACE (SD-RSS)
Before SD, the channel preprocessing is required to triangularize the channel matrix. In UDN, the MIMO system is generally rank-deficient due to N R < N x + N z + N w , and thus the MMSE sorted QR decomposition (MMSE-SQRD) [24] is adopted as the preprocessor to regularize the rank-deficient channel A. Specifically, the MMSE-SQRD decomposes the extended channel matrix
where
is the permutation matrix that sorts the diagonal entries of R in ascending order, and the dimensions of Q 1 and
respectively. Multiplying Q 1 by y, we writẽ
Comparing (2) and (5), the rank-deficient N R ×(N x +N z +N w ) UDN MIMO signal model is regularized to a full-rank system with dimension
Using (5), the objective function of the joint ML detection in (3) is reformulated as
where since the kth term only depends on d k , . . . , d N x +N z +N w , the tree search can be implemented. For the SD-RSS discussed here, the MMSE-SQRD step with backward substitution also finds the MMSE solution, which works as a reference point for constellation reduction. Specifically, the constellation points are pruned starting from the furthermost points to the MMSE solution on a layer by layer basis. , r
. All the signals use QPSK modulation so that before reducing search space, every node is expanded to 4 nodes to its next layer. The red filled nodes represent the MMSE solutions, while the solid and dotted nodes indicate the nodes preserved in and removed from the search space, respectively. After reduction, only 3 · 3 · 2 = 18 nodes are preserved in the search space, around 19% compared with the original size 64.
We define
as the reduced constellations for layer i = 1 . . . , N x consisting of the r
constellation points in χ x closest to the MMSE solutionsx i . For example, given the QPSK modula-
, the reduced constellation with r
where we can see that r
is actually the cardinality of the reduced constellation of the layer associated with x i . Likewise, the reduced search space associated with the interference signals are defined as
for i = 1 . . . , N z and j = 1 . . . , N w , consisting of the r = 1 for all i and j. After the reduced constellations are determined, the single-tree search in [10] can be applied to compute the soft-output LLRs.
For the adaptive SD-RSS, we need to jointly determine the search spaces of multiple SD-RSS to minimize the overall computational complexity that satisfying the error rate requirement, which can be formulated as a combinatorial optimization problem. In particular, since the standard usually specified the error rate performance after error correction code as the requirement, all the data at different time instants or subcarriers in orthogonal frequency division multiplexing (OFDM) system within a codeword should be jointly considered. In [15] , this problem was formulated as a multiple-choice knapsack problem (MCKP). Specifically, suppose we have multiple categories of items with each category having multiple choices. An item has its own weight and profit. The MCKP aims at selecting one item from every category and put all of them in a knapsack that maximizes the total profit under the constraint that the summation of the weights is less than or equal to the knapsack capacity. Analogously, the error rate requirement and the complexity can be interpreted as the capacity and the negative profit, respectively. For all the transmissions within a codeword, each reception needs to select one search space for the SD-RSS which has its error rate performance and complexity. In this way, the MCKP can be applied to optimize the performance of the adaptive SD-RSS. While the complexity of each reduced search space can be measured by using (r (
IV. THEORETICAL ERROR RATE ANALYSIS AND LOW-COMPLEXITY ESTIMATOR DESIGN
In this section, we first analyze the error rate of the ML detection that jointly detects intended and interference signals. Then, we present a low-complexity SD-RSS error rate estimation formula.
A. ERROR RATE MODEL OF JOINT ML DETECTION IN UDN
The pairwise error probability (PEP) f (x →x) is the probability of the event that the transmitted data x is erroneously-detected asx:
where (x,x) log P(x) − log P(x).
Since n is the complex AWGN with noise variance σ 2 n , we have
and P(x) is defined likewise. Inserting the results of P(x) and P(x) into (10) and after some lengthy derivations, we obtain that (x,x) is a Gaussian random variable with mean
and variance σ = 2µ , whered is the combined signal consisting ofx and the associated detected interference signals. Then, the moment generating function of (x,x) can be computed as M (s) = exp(µ (s + s 2 )), which is used to approximate the conditional PEP by applying the Chernoff bound f CB (x →x|z, w) with s = −1/2:
It should be emphasized that for the MIMO system without interference, the error rate is directly computed by applying VOLUME 7, 2019 the PEP in (13) and the union bound. However, since the interference signals are considered in our case, we need to take the expectation over (z, w) to marginalize the PEP:
f CB (x →x|z, w), (14) where I z and I w are the numbers of bits of the interference symbols z i and w i , respectively. The vector error rate (VER) was then obtained by taking the union bound
where x indicates the detected data with the ML criterion and I x is the number of bits of the data symbols x i .
B. LOW-COMPLEXITY ERROR RATE ESTIMATION FOR THE SD-RSS IN UDN
Here, we derive the error rate of SD-RSS and reduce its computational complexity. Lettingx be the output of SD-RSS, one can partition the events of the detection errors (x = x) into two mutually exclusive categories depending on the correctness of the joint ML detection, i.e., x = x and x = x
where (a) is due to P(x = x|x = x) ≤ 1 and P(x = x|x = x) ≤ P ex . We define P ex as the probability that at least one transmitted signal is excluded from the reduced search space, resulting in the error propagation. Since the error propagation significantly deteriorates the detection performance, P ex can be applied as an upper bound of P(x = x|x = x). The value of P ex was calculated as follows:
Meanwhile, the inequality P(x = x|x = x) ≤ 1 used in (16) is generally tight, since given the erroneous joint ML detection, the SD-RSS is also very likely to be wrong. Inserting this to (16), we have the error rate model of the SD-RSS. As can be seen from (17), for a given reduced search space, we need to calculate a complicated joint probability that considered the reduced constellation of each layer. When multiple SD-RSS with different reduced spaces have to be evaluated for comparison, such huge computational overheads make the implementation of error rate estimation impractical. To alleviate this complexity issue, we propose to apply the De Morgan's law to simplify (17) (18) where (b) is due to the independent assumptions of events that the transmitted signal are preserved in the reduced constellation in different layers, i.e.,
In this way, the computations of different reduced search spaces with same reduced constellation of certain layers can be reused. By using the equation in (18) , P(x = x) in (16) is reformulated as (19) where the computation of P(
i )) can be realized by using the Q-function Q(·). Taking the QPSK constellation as an example, the event x i / ∈ χ x (x i , 3) indicates that the transmitted x i is the diagonal point with respect tox i so that x i is excluded from χ x (x i , 3). In this case, both the real and imaginary parts of x i are erroneously detected by the MMSE detection, and thus we have
where g i is the effective SNR of the ith stream using MMSE detection [19] . The values of (
i )), and P(w i ∈ χ w (w i , r (w) i )) can be derived. It should be emphasized that such approach can be generalized to higher modulation alphabets by splitting the constellation points into several QPSK constellations. Thus, for modulations like 16-QAM or 64-QAM, one can still calculate P(
i )), and P(w i ∈ χ w (w i , r (w) i )) by using the Q-function. These probabilities are re-used for computing P ex with different reduced search spaces, which greatly reduce the estimation complexity.
In summary, the computation of the proposed error rate estimation model in (19) requires calculation of several Q-functions, e.g., 4(N x + N z + N w ) for QPSK modulation for (x, z, w) . The Q-function can be implemented by a LUT or the numerical approximation. The term P(x = x) can be computed by modifying the error rate estimation in [13] from the single-user MIMO. 1 Using the above results, the error rate performance of the SD-RSS in UDN is effectively estimated.
V. SIMULATION RESULTS
We validated our work in a UDN with N x = N z = N w = 2, resulting in a 2×6 rank-deficient MIMO system. The relative signal strengths were set to α = 15 dB and β = −3 dB to model interferences from macro and pico BSs, respectively. The severe inter-cell interference indicated that the mobile user may be at the cell edge, and thus the modulation alphabet of data x was set to QPSK for all the numerical simulations. Fig. 3 compares the VER performance of the analytical results with the numerical simulation results under Rayleigh fading channels. We applied 16-QAM modulation for z and reduced its search space to show that the error rate estimation using Q-function is applicable for high modulation alphabets. The analytical and numerical curves were tightly matched for various levels of search space reductions. It should be emphasized that the error floor appeared even with moderate search space reduction. This is because that, since even the SNR and (α, β) are fixed, some channel realizations have strong channel gains for the interferences such that only the 1 For static, slow-fading, or frequency-flat channels, the estimated error rate are used for several transmissions, leading to less estimation overhead. , w) , and 16-QAM modulation for z. Search space reduction of the strong interference z was considered so that the error floors of the SD-RSS appeared at high SNR. The joint ML detection was also simulated.
joint ML detection can successfully recover the data. In other words, if the detection algorithm cannot be adjusted on-thefly, the most complicated method is inevitable, leading to huge complexity burden.
To support the statement mentioned above, Fig. 4 illustrates the numerical and analytical results of SD-RSS for different channel realizations and reduced search spaces of w at the same SNR. We can see that the variations of different channel realizations were huge, again showing the necessity of on-line search space adjustment and thus the proposed error rate estimation formula. Additionally, the tight agreement between the numerical and analytical curves demonstrates the accuracy of our analysis. Note that the simulations in Fig. 3 and Fig. 4 we respectively reduced the search space of the strong interference z using 16-QAM and the weak interference w using QPSK, demonstrating the applicability of the proposed error rate model for various levels of interferences and modulation alphabets. Now, we provide an example of adaptive SD-RSS that reduces its computational complexity while meeting the LTE requirement on BLER. We implemented this adaptive SD-RSS on an LTE MIMO-OFDM system with a softoutput SD-RSS and a turbo code using code rate 0.44. The Extended Pedestrian A (EPA) channel model was adopted with Doppler frequency 5 Hz. According to the LTE specification, the BLER requirement is P bl = 10 −1 . To meet this BLER threshold, we first calculated the associated coded BER threshold P b by using the equality
which could be formulated as,
with L = 504 in our case. The coded BER threshold was converted to the uncoded threshold by using the Jensen's inequality [13] , which was around 7.5 · 10 −2 . The uncoded VOLUME 7, 2019 BER threshold was used to compare with the analytical results so as to determine the optimal reduced constellations with the lowest complexity. From Fig. 5 , we see that the BLER of the SD-RSS fluctuated below the threshold 10 −1 as designed, implying that the low-complexity algorithm, i.e., SD-RSS with small search space, was adopted for good channel conditions. In addition to the proposed SD-RSS, other detection methods were also simulated for comparison: the joint ML detection using SD, the IC-SD, and the BIC-SD that uses LLR to adjusts the detector complexity [16] . These detectors showed typical falling error rate curves as the SNR increased, but the IC-SD failed to meet the error rate requirement due to the severe interferences. Note that although the BIC-SD delivered nearly optimal error rate performance, such low error rates at moderate and high SNRs were unnecessary. Fig . 6 compares the complexity of the adaptive SD-RSS, BIC-SD, and the SD for joint ML in terms of their number of visited nodes normalized with respect to that of the IC-SD. The normalized complexities of the adaptive SD-RSS detection for using QPSK and 16-QAM modulation for w reached plateaus of 1.4 and 2.5, respectively. This implies that with some extra computational cost compared with the IC-SD, the adaptive SD-RSS easily enhanced the error rate from unacceptable results to satisfactory performances. In contrast, the large complexities of the joint SD and BIC-SD showed their inefficiency. For w using 16-QAM, the required computational complexity of the joint SD and BIC-SD were 9 and 6.5 times larger than that of the IC-SD, respectively. Last, at high SNR and QPSK modulation for w, the normalized complexity ratio of the adaptive SD-RSS to the joint SD and BIC-SD was 1.4/6.5 = 22% and 1.4/3.3 = 42%, respectively.
In summary, as can be seen from Fig. 5 and Fig. 6 , the adaptive SD-RSS has the same operating SNR region as the complicated joint SD or BIC-SD with computational complexity comparable to the low-cost IC-SD. . The complexity comparisons of the adaptive SD-RSS detection, the BIC-SD [16] , and the SD for joint ML, all normalized with respect to the complexity of IC-SD. The complexity is measured by the number of visited nodes. The modulations for x and z are both QPSK.
VI. CONCLUSIONS
In this work, we proposed a low-complexity error rate estimation formula for the SD-RSS in UDN. We theoretically analyzed the error rate performance and reduced the computational complexity of the error rate estimation by reformulating the derivations. By exploiting the error rate estimation result, the adaptive SD-RSS automatically selected the reduced constellations that meet the error rate requirement with the lowest computational complexity. Numerical simulations using an LTE baseband receiver operating in UDN showed the accuracy of our analyses and demonstrated that the adaptive SD-RSS reduced the receiver complexity to one-fifth while meeting the system requirement. Such adaptive detector and the associated error rate estimator are directly applicable to the MIMO scenario without interference. Nonetheless, the advantage of the adaptive MIMO detection is more pronounced in UDN due to the dynamic received interference powers. We believe that the proposed error rate estimation for SD-RSS methods can play an important role in future low-complexity adaptive MIMO receivers with interference awareness. 
