In this paper we focus on consistently identifying a transfer function (module) embedded in a dynamic network. When identifying a module embedded in a dynamic network, a critical choice is which variables to include as predictor inputs. In the system identification literature sufficient conditions have been derived. One condition is that there should be no confounding variables. We show that this condition can be relaxed.
INTRODUCTION
Dynamic networks are pervasive in engineering domains such as power systems, pipelines, and distributed control systems. These systems cannot be designed, operated or maintained without models of the system. Data is becoming easier to collect from these systems, and so system identification is well poised to play a critical role in the advancement of these technologies. Developing tools for identifying transfer functions embedded in dynamic networks is an active research field [Gonçalves and Warnick, 2008 , Materassi and Innocenti, 2010 , Haber and Verhaegen, 2013 , Van den Hof et al., 2013] . Conditions have been proposed to ensure that consistent estimates of the transfer function(s) of interest [Dankers et al., 2016, Materassi and Salapaka, 2015] . When deciding how to identify a particular module embedded in a dynamic network, a critical choice is which variables to include as predictor inputs. Suppose that the objective is to consistently identify a transfer function G embedded in a dynamic network. Simply choosing w i as the only input and w j as the variable to be predicted (i.e. the output) will generally not lead to consistent estimates of G 0 ji . Consider the example network shown in Fig. 1a to illustrate this statement. For this network, there are two parallel paths from w 1 → w 2 . Suppose that only w 1 and w 2 are known. It can be proved that when using w 2 as the output, and w 1 as the input, an estimate of G As illustrated, an important question is: what variables must be included as predictor inputs to ensure consistent estimates of a module embedded in a dynamic network? This question has been addressed in both Dankers et al. [2016] and Materassi and Salapaka [2015] . The paper of Materassi and Salapaka [2015] is based on extending notions developed in the field of probabilistic inference [Pearl, 2000] , where typically the networks that are dealt with are directed acyclic graphs (networks with no loops). The paper of Dankers et al. [2016] on the other hand is based on extending closed-loop identification methods. The conditions for predictor input selection presented in Materassi and Salapaka [2015] are less restrictive when considering networks that are directed acyclic graphs, and the conditions of Dankers et al. [2016] are less restrictive when considering causal networks with loops. One of the key differences between the two papers is how confounding variables are handled. A confounding variable is an unmeasured variable that directly affects both the output and the predictor inputs. They are well studied in the statistics literature (see Pearl [2009] for instance). The question we address in this paper is: can the conditions of Dankers et al. [2016] be relaxed when handling confounding variables?
BACKGROUND
In this section we present dynamic networks, confounding variables, and the Direct Method for identifying a module embedded in a dynamic network.
Dynamic Networks
We use the framework presented in Van den Hof et al. [2013] , where a dynamic network is built up of L nodes, related to L scalar internal variables w j , j = 1, . . . , L. Each internal variable is such that it can be written as:
where If a disturbance and/or external variable are not present at a node, the corresponding v k or r k term is set to zero. The entire network is defined by:
Using an obvious notation this results in:
where, w, r and v are vectors. For the remainder of the paper we assume there are no external variables present in the network. This simplifies the notation and reasoning.
A path from w i → w j means there are transfer functions such that
D be a partition of internal variables. A path from w i → w j that passes only through nodes in Z is defined as a path for which G jz1 G z1z2 · · · G zni are non zero and all z k are in Z. A direct path between w i and w j (i.e. G ji ̸ = 0 is also considered a path that passes only through nodes in Z. A path from w i to w j is blocked by w k if the path passes through w k .
The following assumption will hold throughout this paper. i.e. the power spectral density of v is diagonal. (c) The process noise is full rank, i.e. the power spectral density is full rank for almost all ω ∈ [−π, π).
The focus of this paper is how to handle confounding variables when estimating a particular transfer function embedded in a network. In the probabilistic inference literature, a confounding variable is defined as an unmeasured variable that causally affects both w i and w j [Pearl, 2009] 
where e 1 , e 2 , and e 3 are mutually uncorrelated. Both w 1 and w 2 can be expressed in terms of only w 1 and w 2 (eliminate w 3 from the expressions) as:
The key observation is thatv 1 andv 2 are correlated since they are both functions of the confounder v 3 .
2 Remark 3. Consider a network with uncorrelated process noise variables, i.e. each process noise variable v k only has a path to w k (Condition (b) of Assumption 1 is satisfied). For given sets j and A, the variables v k , k ∈ A∪{j} cannot be confounding variables since every path from these v k 's to any other internal variable w n , n ̸ = k necessarily passes through a node w k , k ∈ A∪{j}. Therefore, we always have
When using a direct prediction error identification method, a confounding variable that affects both the output to be predicted and the predictor inputs, can result in biased estimates. Before illustrating this point, we first present the direct prediction error identification method.
Prediction Error Identification
In the following text we show how to obtain an estimate of G 0 ji embedded in a dynamic network using the predictionerror framework [Ljung, 1999 , Van den Hof et al., 2013 .
Let w j denote the variable which is to be predicted. Let w k , k ∈ D j denote the predictor inputs (the set of internal variables that will be used to predict w j ). The one-stepahead predictor for w j is [Ljung, 1999] :
where H j (q, θ) is the noise model which is parameterized as a monic, stable and minimum phase transfer function. The prediction error is:
The unknown parameters, θ, are estimated by minimizing the sum of squared (prediction) errors (SSE):
where N is the data length. Under standard (weak) assumptions the estimated parameter vectorθ N converges in the number of data N asθ N → θ * with probability 1 as N → ∞ [Ljung, 1999] where
t=0 E, and E is the expected value operator. If G jk (q, θ * ) = G 0 jk the module transfer is said to be estimated consistently.
The identification method presented in (3) -(5) is referred to as the Direct Method [Ljung, 1999 , Van den Hof et al., 2013 . The following example illustrates why confounding variables are difficult to handle using the Direct Method. Example 3. Consider the network shown in Fig. 1c . Suppose the objective is to obtain an estimate of G 0 21 . Select w 2 as the output to be predicted, and select w 1 as the predictor input. By Definition 1, C(2, {1}) = {3}, i.e. v 3 is a confounding variable in this case. From (4), the prediction error for this situation is
Because v 1 , v 2 and v 3 are uncorrelated, ε 2 consists of three independent terms. For argument's sake, suppose that v 3 = 0. Then minimizing the power of ε is achieved by Dankers et al. [2016] it is shown that consistent estimates of G 0 ji are possible if a set of predictor inputs is selected that has the following properties: (1) all parallel paths from w i to w j are blocked by a predictor input, (2) all loops through w j are blocked by a predictor input, and (3) there are no confounding variables. The first two conditions are handled using a set denoted A j and the third property is handled using a set denoted B A . In this paper we focus on the third condition. In particular, we show that the third condition can be relaxed. In the following text we summarize the results of Dankers et al. [2016] . Property 1. In order to estimate G 0 ji , consider a set of internal variables w k , k ∈ A j . Let A j satisfy the conditions:
In Dankers et al. [2016] confounding variables are handled by selecting the internal variable associated with the confounding variable as a predictor input. This is formalized in the following property. (1) Select w j as the output variable to be predicted.
(2) Select sets A j and B A . The set of predictor inputs is For a proof and further discussion of Proposition 4 see Proposition 7 in Dankers et al. [2016] . In the remainder of this paper we will present some examples that show that Property 2 can be made less restrictive. Through examples, we aim to present a reasoning as to why it is possible to relax this property. At the end of the paper we present a new, less restrictive set of conditions to handle confounding variables.
EXAMPLES TO ILLUSTRATE HOW CONFOUNDERS CAN BE HANDLED
In this section we present three examples, each illustrating a different aspect of the proposed conditions. In the first example, we illustrate the first key element of the new conditions: if either the paths from a confounding variable to w j or to all w k , k ∈ A j can be blocked then consistent estimates of G ji are possible. Fig. 2a . The objective is to consistently estimate G 0 32 without using w 4 as a predictor input (because it is unmeasurable for instance). Select A 3 = {2}. In this case Z = {1, 2, 3, 4} \ {{j} ∪ A j } = {1, 4}. This set A 3 has Property 1. However, note that there are paths from v 4 → w 2 and v 4 → w 3 that pass only through nodes in Z. Thus, by Definition 1, C(3, {2}) = {4}, i.e v 4 is a confounding variable in this case. If v 1 were to be zero, then the network considered in this example is the same as that of Example 3. Thus, by the same reasoning, it follows that G 0 32 cannot be consistently estimated using w 2 as a predictor input and w 3 as the output.
The main problem is that the predictor input w 2 is correlated with the confounding variable v 4 . In the following text we show that (due to the topology of the network) it is possible to partition w 2 into two components, one is correlated and the other is uncorrelated to the confounding variable. The component of w 2 that is uncorrelated to the confounding variable is then used as a predictor input to identify G 0 32 . In the second step a consistent estimate of G 0 32 is obtained because the effect of the confounding variable has been removed from the predictor input.
First, we show how to partition w 2 to obtain a component that is not correlated to v 4 . The expression for w 2 is:
can be (consistently) estimated then we can obtain an estimate of v 2 :
In this situation, v 2 is a component of w 2 that is uncorrelated to w 4 . Using w 1 and w 2 , the transfer function G 0 21 can be consistently estimated (A 2 = {1} and B A = ∅ have Properties 1 and 2 respectively, and so by Proposition 4 consistent estimates of G 0 21 are possible using only w 1 as a predictor input). Now estimate the dynamics from w (⊥w1) 2 to w 3 . From (4), using w 3 as the "output", and the estimate of w (⊥w1) 2 as the predictor input, and H 3 (θ) = 1, the prediction error is:
where in the second equality p = (G . Consequently, from open loop identification theory, it follows that it is possible to consistently identify G 0 32 by minimizing the LS prediction error based on (7) [Ljung, 1999] .
2
In Example 4, we have shown that it is possible to consistently estimate G 32 using w 1 and w 2 , even though B A = {1} does not have Property 2. The key feature of B A = {1} is that all paths from the confounder v 4 to w 2 , are blocked by w 1 . We will show in the main result of the paper that if the paths from the confounding variables to either w j or w k , k ∈ A j can be blocked by nodes w n , n ∈ B A , then consistent estimates of G 0 ji are possible. In the next example we present a second feature of the proposed conditions: the variables selected to block the paths of the confounding variables should not block any paths from w i → w k , k ∈ A j . Example 5. Consider the network shown in Fig. 2b . The objective is to consistently estimate G 0 21 without using w 3 . Thus, j = 2. Choose A 2 = {1, 5}. This set of predictor inputs has Property 1. In this case, by Definition 1, C(2, {1, 5}) = {3}, i.e. v 3 is a confounding variable (there are paths from v 3 → w 2 and v 3 → w 5 that pass only through nodes in Z = {1, . . . 6} \ {{j} ∪ A 2 } = {3, 4, 6} ).
Using a similar methodology as in Example 4, we want to eliminate the component of the predictor input w 5 that is correlated to the confounder v 3 . In Example 4 it was shown that this can be achieved using a variable that blocks the paths from v 3 to the predictor input w 5 . The variable w 4 has this property. Now, we follow the same reasoning as in Example 4. From Fig. 2b the equation for w 5 is: (8) we see that the component of w 5 due to v 5 can be reconstructed if an estimate of G 0 54 is available, and that v 5 is uncorrelated to the confounder, as desired. By Proposition 4, G 0 54 can be consistently estimated using w 5 as the output, and w 4 as the predictor input (A 5 = {4} and B A = ∅ have properties 1 and 2 respectively). Thus the component of w 5 due to v 5 is equal to:
Now we use the (estimated) version of w 5 that is uncorrelated to the counfounder as a predictor input in the primary identification problem in order to obtain an estimate of G 0 21 . The equation for the prediction error ε 2 using w 1 andŵ
as predictor inputs is: However, if an internal variable is selected as an additional predictor input (to handle the effects of the confounder) that both blocks the path from the confounder, v 3 to w k , k ∈ A 2 = {1}, but it does not block any paths from w 1 to w 2 then a consistent estimate of G 0 21 is possible. All effects of the confounder v 3 can be removed from w 5 by removing the component due to w 6 (because there is only one path from w 3 to w 5 , and it passes through w 6 ). The expression for w 5 in terms of w 1 and w 6 is: is that it is still a function of w 1 (still blocks the path from w 1 to w 2 ) and it is uncorrelated to the confounder w 3 . Now construct a predictor of w 2 using w 1 andŵ (⊥w6) 5 as predictor inputs: The main point of this example is to show that when choosing variables to block a path from a confounder to w j or a variable w k , k ∈ A j , the selected variable must not block a path from
The last feature of the new conditions is that it can happen that after selecting additional variables to include as predictor inputs, that there is a "new" confounding variable, v k , that has paths to the newly selected predictor inputs, and either w j or any w k , k ∈ A j . Therefore, sometimes more than one variable may be required to partition the predictor inputs such that the effect of the confounding variable is neutralized. Example 6. Consider the network shown in Fig. 3 . This network is the network of Example 4 plus two additional internal variables w 5 and w 6 . The objective is to consistently estimate G 0 32 without using w 4 or w 6 . The set A 3 = {2} has Property 1. Recall from Example 4 that we partitioned w 2 into a component uncorrelated to the confounder v 4 using w 1 . This was achieved by estimating G 0 21 (consistently). In the network of Figure 3 we are not able to consistently estimate G 0 21 using w 2 as an output, and w 1 as a predictor input (as was done in Example 4) because there is a confounder v 6 (by Definition 1 we have C(2, {1}) = {6}). However, G 0 21 can be consistently estimated, if the effect of w 6 is first removed from w 1 .
In the following text we show that by using w 2 , w 1 and w 5 and solving 3 identification problems, it is possible to obtain a consistent estimate of G The third feature of the new conditions we propose in this paper is that the set B A should not induce a sequence of confounders from any w k , k ∈ A j to w j . In the next section we combine all elements for handling confounding variables as highlighted in Examples 4, 5, and 6 into one general property that B A should have.
GENERALIZATION OF PROPERTY 2
We have illustrated the three features of our proposed conditions to handle confounding variables. Namely that after selecting a set A j that has Property 1, additional internal variables must be selected that (a) block the paths from any confounders to either w j or all w k , k ∈ A j (b) do not block any paths from w i → w j , or any loops through w j and (c) do not induce a sequence of linked confounders between any w k , k ∈ A j and w j . In the examples we used a multi-step approach to demonstrate these core ideas. However, the final algorithm that we propose is not a two step algorithm. We simply choose sets A j and B A and use all the selected variables w k , k ∈ D j = A j ∪ B A as the predictor inputs (i.e. we use Algorithm 1). As long as A j and B A satisfy certain conditions, then consistent estimates of G 0 ji will be obtained using Algorithm 1. The proposed conditions that B A must satisfy are presented in the following property. Property 3. Consider a dynamic network as defined in (2), a node w j and a set of nodes w k , k ∈ A j , j / ∈ A j . Let C(j, A j ) denote the set of confounding variables as defined in Definition 1. For each v c , c ∈ C(j, A j ), let B A satisfy the following conditions: The proof can be found in the report .
CONCLUSION AND FUTURE WORK
In this paper we have made the conditions for handling confounding variables more flexible. Further research is required in several areas. Properties 1 and Properties 3 likely define a notion similar to the concept of d-separation [Pearl, 2000] . Secondly, the conditions presented in this paper are likely closely related to the conditions for network identifiability as defined in . Finally, in this paper we did not investigate the use of external variables for handling confounders, but there is likely a significant advantage in doing so.
