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Abstract 
 
This thesis presents optical measurements used to explore nanophotonic circuits 
composed of III-V semiconductors with embedded quantum dots. The focus of this work 
is to investigate issues related to the scalability and performance of these structures. 
A technique to register the position of a quantum dot, relative to pre-fabricated 
registration markers, with the aid of a solid immersion lens, is developed. The variance in 
the repeatedly registered position of the quantum dot is shown to be significantly 
reduced as a result of the solid immersion lens, compared with positions registered 
without a solid immersion lens. 
The total error of the deterministic fabrication, using position registered quantum dots, 
is small when compared to the size of optical fields. Confirmation of this has been 
achieved through two independent methods. Re-registration of the position relative to 
deterministically positioned registration markers show that the total error of 
deterministic fabrication is small. Additionally, the demonstration of optical spin readout, 
via the deterministic positioning of a quantum dot at a chiral point of a suspended 
nanobeam waveguide, further confirms the positional accuracy of the technique. 
The demonstration of efficiently coupled single photons form an embedded quantum 
into a nanobeam waveguide, with enhanced coherence lengths due to resonant 
excitation, is achieved. A high level of resonant laser rejection is demonstrated due to the 
orthogonal excitation and waveguide propagation directions. 
  
iv 
 
 
  
v 
 
Acknowledgements  
 
I am extremely grateful for the opportunity to have studied within the Low Dimensional 
Structures and Devices (LDSD) group within the Department of Physics and Astronomy at 
the University of Sheffield. The wealth of knowledge and experience available to support 
me throughout my PhD provided an excellent environment to grow and develop as a 
physicist. 
I would like to acknowledge the work and support of all those within the LDSD group and 
the III-V centre who made this work not only possible, but also an enjoyable experience. 
I would especially like to thank my supervisor, Professor Maurice Skolnick for his 
continued support and guidance throughout the entire process.  
This thesis is a testament to friends and family, who have continuously nurtured, pushed 
and supported me. I would especially like to dedicate this thesis to my wife, who has 
endured all the stress and late nights which have been associated with this thesis over 
the past five years. For her continued support and love I am forever grateful.  
 
 
  
vi 
 
 
  
vii 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The first principle is that 
 you must not fool yourself..... 
..... And you are the easiest  
person to fool. 
 
- R. P. Feynman   (1974) 
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1.       Introduction 
The phrases “quantum computing” and “quantum information processing” are ones 
which are becoming more readily recognised outside the scientific community. This is in 
part due to commercial ventures involving quantum computing which have bridged the 
gap between the academic and commercial world [1]. Even so, quantum information 
processing is still in its infancy, with significant work remaining in order to realise large 
scale, integrated quantum processors. Work presented in this thesis is therefore directly 
motivated by this fact, and focusing on nanophotonic structures, examines several of the 
challenges facing the realisation of scalable photonic architectures. 
Prior to any discussion of experimental work, a brief overview of quantum information 
processing and the role of quantum dots embedded in nanophotonic devices is 
presented. The purpose of this introduction is therefore to provide a general context for 
subsequent results. For a more detailed description of any of the points discussed in this 
section, the reader is directed to the references, or to any number of textbooks on 
quantum information processing, such as that by M. Nielsen [2]. 
1.1. Quantum Information Processing 
The components used in the classical computer throughout its development have 
changed significantly, ranging from mechanical gears to valves and transistors. However, 
the fundamental principles of how a computer operates have remained fixed. That is, in 
a classical computer, data is read in, stored, processed and output in the form of binary 
digits (bits) which can take one of two values (0 or 1). The most common form a bit takes 
in the modern computer is that of a voltage. Although somewhat arbitrary, a voltage 
difference can be used to distinguish two binary states, with the magnitude of the 
difference a physical parameter which depends on the specifics of the components used.  
In order to perform complex calculations, multiple bits can be initialised, and passed 
through a series of logical gates made up of several transistors. An example of a simple 
‘AND’ gate frequently used in a modern computer is shown in Figure 1-1 which uses two 
transistors to compare the voltage of two inputs. The truth table presented as an insert 
shows that an output of ‘1’, corresponding to a ‘high’ voltage, is measured only if both 
inputs are also equal to ‘1’. Through the combination of additional transistors in 
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alternative configurations, additional computations can be performed, such as the NOT 
and OR gates. For the classical computer, these three gates (AND, NOT and OR) are 
referred to as universal gates for Boolean logic operations. That is to say, any arbitrary 
complex mathematical function, that we may want to obtain the answer to, can be solved 
via various combinations of these three gates alone.  
 
Figure 1-1 – Circuit diagram showing simple ‘AND’ gate using N-P-N transistors in a classical computer 
It can be seen therefore that in order to perform complex tasks, an increasing number of 
transistors will be required. Furthermore, it is often possible and quicker to break many 
of these tasks down into multiple simpler tasks which could be performed in parallel with 
the use of additional transistors. As the demand for faster, more energy efficient 
computation compounds with the demand for an increased density of transistors, there 
is significant motivation for developing smaller and smaller transistors.  
As the size of transistors decrease, the need to better understand and control quantum 
effects becomes ever more important as transistors approach the atomic scale. At these 
small scales, the macroscopic variables used in classical computation are subject to 
quantum fluctuations through effects such as quantum tunnelling. As our understanding 
and the implications of these quantum affects developed, it was realised that under 
certain circumstances these quantum effects may be beneficial, and as a result, an 
alternative form of computation was first proposed by Feynman in the 1980’s [3], 
referred to as a quantum computer. The goal of the quantum computer is to utilise the 
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physical laws which govern these quantum effects to carry out computational tasks which 
may more ‘efficiently’ simulate certain physical problems. Analogous to the ‘bits’ of the 
classical computer, information is processed using two level systems as quantum bits 
(qubit’s). Unlike classical bits, these qubits can take advantage of superposition, where 
the qubit may be in both the 0 and 1 state simultaneously, as described by the 
wavefunction |𝜓⟩ = 𝛼|0⟩ + 𝛽|1⟩, where 𝛼 and 𝛽  may be any complex number such that 
|𝛼|2 + |𝛽|2 = 1. 
To understand the advantages a quantum computer offers over a classical computer, the 
computational and energy efficiency need to be considered. Of the computational 
advantages promised by a quantum computer, Shor’s factoring algorithm [4] initially 
stood out as one with significant real world consequences. This is because one of the 
foundations of modern day cyber security is based on the enormous computational time 
required to calculate the prime factors of a large random number. Shor’s algorithm makes 
use of quantum entanglement which results in an exponential decrease in the number of 
computational steps required to determine the factors. Additional quantum algorithms, 
such as Grover’s search and the Quantum Fourier Transform are amongst other similar 
computation processes which may be carried out quadratically or exponentially quicker 
than on a classical computer [5][2]. As a result, complex problems which are currently 
considered too computationally time consuming to solve may be done so on a reasonable 
time scale using a quantum computer. 
The computational energy efficiency refers to the maximum energy efficiency possible 
per bit of information. In the classical computer, it can be seen for the ‘AND’ gate 
described in Figure 1-1, for two bits of information input, a single bit of information is 
output. This is an inherently irreversible process which increases the entropy of the 
system and results in a minimum of 𝑘𝐵𝑇 ln(2)  of energy released, referred to as the 
Landauer limit [6]. For a quantum system, as each gate operation is required to be a 
unitary transformation, it is by definition reversible and no information is lost. A quantum 
computer is in principle therefore more energy efficient than modern computers. It is 
worth noting however that through the use of additional transistors, a Toffoli gate [7] can 
be constructed for a classical computer which does not result in any loss of information, 
but in doing so, the number of transistors per gate operation is increased. This type of 
reversible computation is not commonly employed in conventional computers and would 
likely represent a significant technological barrier. 
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1.2. Nanophotonic QIP 
Initially, one of the strongest contenders for quantum information processing was that of 
NMR, in part due to the well-established technology at the time. As such, it was one of 
the first platforms to experimentally demonstrate Shor’s quantum factoring algorithm on 
a four qubit number [8]. Since then, alternative platforms have been presented, such as 
trapped ions, superconducting josephson junctions and quantum dot nanophotonic 
cicruits, each with distinct advantages. The interest in such a diverse set of platforms can 
be understood when considering the five criteria outlined by DiVincenzo that any system 
must possess in order to carry out meaningful calculations [9]. Quantum dots embedded 
within nanophotonic circuits are particularly well suited to several of these criteria, 
especially those which pertain to scalability due to their strong interactions with photons. 
This enables the creation of highly scalable photonic networks, a significant obstacle in 
most other quantum information platforms. In contrast, well isolated systems such as 
trapped ions experience long coherence times with respect to gate operation times, 
which quantum dots traditionally struggle to achieve, resulting in an increased gate 
fidelity and computational reliability. The trade-offs of each system mean there is not one 
system which is best suited for quantum computing, and the strengths and weaknesses 
of each system are continuously being explored and improved. 
We focus here on the advances being made with quantum dot nanophotonic circuits, 
providing a brief overview of several key areas of research which are aimed directly at 
addressing one or more of the DiVincenzo criteria. The first DiVincenzo criterion is directly 
aimed at the ability to utilise multiple qubits so that increasingly complex calculations 
may be performed.  
1. “A scalable physical system with well characterised qubits" 
The fabrication of quantum dots which act as both a source of qubits as well as 
computational nodes is typically performed using molecular beam epitaxy or  
metal-organic chemical vapour deposition techniques. Via controlling the fabrication 
parameters, quantum dots may be grown at high densities yielding large numbers of 
potential qubits. Details of the self-assembly growth process are provided in Chapter 2, 
and a more detailed look at the quantum dot properties which make it suitable to act as 
a qubit are discussed in section 1.3. With this in mind, there is significant interest in 
achieving site controlled growth of quantum dots [10]–[12] to achieve both optimal 
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performance of nanophotonic structures as well as scalability. Techniques exploiting 
nucleated growth or deterministic fabrication of quantum dots embedded within 
nanophotonic structures have already demonstrated moderate success, with optimal 
light-matter coupling being demonstrated via the characteristic anti-crossing behaviour 
of the strong coupling regime [13]. As the work presented in Chapter 3 and 4 is directly 
focussed on realising deterministic fabrication, additional details can be found in the 
relevant sections. 
With a scalable source of qubits, the second criterion states that it must be possible to 
initialise these qubits to an arbitrary state. What this arbitrary state is depends on the 
measurement basis chosen, with various proposals including the population of single 
photons, or in the spin state of either the excited quantum dot or emitted photons. 
Initialisation may therefore be performed either by allowing the system sufficient time 
that it naturally decays into its ground state (no photons), or by directly initialising a given 
spin state via the use of a polarised excitation laser [14]. Unlike the first criterion which 
has varying degrees of success, the initialisation criterion is pass or fail and a necessity. 
2.  “The ability to initialise the state of the qubits to a simple fiducial state” 
Initialisation plays an important role in quantum computation as it enables the correct 
alignment of the measurement basis with that of the final qubit state.  Additionally, many 
quantum algorithms make use of a continuous stream of ancilla qubits, such as proposals 
for quantum error correction [15], which are all required to be initialised to the same 
ground state. The continuous need for initialised qubits is therefore also linked to the 
third DiVincenzo criterion, requiring the state to evolve slowly with respect to time scales 
of computations. That is, initialised qubits should remain in the initialised state with a 
high fidelity until they are needed. 
3.  “Long relevant decoherence times compared to the gate operation time” 
When considering long de-coherence times of a nanophotonic circuit, it is simplest to 
consider the physical and optical components separately. In comparison, the 
decoherence of emitted photons, with respect to exciton decoherence, can be neglected 
as the photons interact weekly with the photonic circuit. Decoherence of the excited 
quantum dot state is therefore dominant due to the strong coupling of the quantum dot 
to its solid state environment which means that it may be influenced by a number of 
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effects, including phonon scattering and charge fluctuations [16]. The magnitude of these 
effects is strongly coupled to the excitation regime used to initialise the qubit, and as 
such, an active area of research is that aimed at resonantly exciting the quantum dot 
under low powers to realise highly coherent, indistinguishable photons [17], [18]. To 
date, the longest coherence times observed are for the electron spin in quantum dots 
which have been shown to exceed 1 μs using spin echo techniques [14]. This is several 
orders of magnitude longer than the optical gate times needed, which have been 
demonstrated in the 1 – 10 ps range [19].  
By realising the first three of the DiVincenzo criteria, a scalable quantum system can be 
realised, however it is far from capable of performing quantum information processing. 
The final two criteria relate to this issue, stating that it must be possible to manipulate 
the state of the qubit in a meaningful way, as well as measure the final state.  
4.  “A ‘universal’ set of quantum gates” 
5.  “A qubit-specific measurement capability” 
For nanophotonic circuits, quantum gates have been proposed via the use of photonic 
devices such as beam splitters and optical cavities, as well as light matter coupling to the 
exciton states of quantum dots. Depending on the measurement basis, as discussed for 
the second criterion, the photonic components used may be different, such as either a 
simple 50:50 beam splitters or more sophisticated polarising beam splitters [20]. In order 
to realise these devices on chip, various photonic structures have been proposed, 
including evanescent coupling [21] between nanobeam waveguides and directional 
coupling of orthogonal polarisations via displaced quantum dots [22], [23]. In order to 
realise a universal set of quantum gates, the Hadamard gate, the phase gate and the 
controlled not gate are required [2].  
Measurement of the final state in the computational basis may be performed using one 
or more single photon detectors in combination with nanophotonic structures such as 
polarising beam splitters. In an effort to realise on chip detection of single photons, 
attention is turning to superconducting thin films fabricated atop of the photonic circuit 
[24]. By maintaining the current in the superconducting wire just below the critical 
current, localised heating induced by the absorption of a photon introduces a short lived 
normal conducting hot-spot. Current research goals include increasing the quantum 
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efficiency of these devices, whilst developing techniques to reduce stray scattered laser 
light which would render any desirable signal unresolvable. 
DiVincenzo realised that if a system possessed all five of these criteria, it is in principle 
possible to realise a scalable quantum computer. The advantages of the quantum 
computer over a classical computer, as discussed previously, may however be rendered 
moot when considering the scale of classical computation which may be achieved using 
a large number of networked computers. As a result, two additional desirable criteria 
were also specified which would enable quantum networks to be established, and 
therefore allow for similar distribution of parallel problems over many quantum 
computing devices. These criteria say that it must be possible to transfer the quantum 
state of the qubit from one location to another via a ‘flying’ qubit. Additionally, it must 
be possible to transfer the quantum state reliably between stationary qubits and flying 
qubits. 
6.  “The ability to interconvert stationary and flying qubits” 
7.  “The ability faithfully to transmit flying qubits between specified locations” 
For quantum processing architectures such as superconducting Josephson junctions, the 
practicality of implementing large scale flying qubits between networked devices 
represents a significant technological challenge. In contrast, as nanophotonic circuits are 
designed to utilise photons as flying qubits on chip, they may also be used to transmit 
data over long distance in a similar fashion to that already used in fibre optic cables at 
telecommunication wavelengths (1300 nm and 1500 nm). Additional devices such as 
quantum repeaters [25] will be needed to overcome Compton scattering and dispersion 
in the signal over large distances as conventional amplification is prohibited due to the 
‘no cloning’ theorem.  
With significant work still remaining before a scalable nanophotonic quantum computer 
may be realised, the interest in long distance transmission of photons as flying qubits is 
primarily within the field of quantum key distribution. This area of research relies on the 
no cloning theorem and makes use of entanglement to transfer information between two 
locations in a secure manor. Recent achievements have shown through single photon 
correlation measurements that the quantum state of the photon can be preserved at 
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distances of up to 100 km [26], which is more than sufficient for simple quantum 
networks. 
1.3. Quantum Dots 
In nanophotonic circuits, an anti-bunched source of single photons is required in order to 
faithfully carry out quantum information processing. Quantum dots therefore represent 
an excellent source of single photons as they can be embedded directly within the 
nanophotonic circuits, improving overall efficiency. Additionally, the various excitonic 
configurations can be manipulated via the fabrication of diode structures, enabling the 
emission energy of the emitted photons to be precisely controlled [27] as well as the 
number of electrons trapped on the quantum dot, effectively providing a coulomb 
blockade controlling photon absorption. In this section, we give a brief overview of the 
opto-electronic properties of InGaAs quantum dots used in this thesis. Following this, a 
brief description of how QuBit states can be constructed is presented. 
The InGaAs quantum dots used in this thesis are small islands of semiconductor material, 
typically 10’s nm in size laterally, and 4 – 5 nm in height, composed of ~ 105 atoms [28]. 
The strong spatial confinement on the scale of the deBroglie wavelength for electrons 
results in the confinement of carriers to the quantum dot [16]. As a result, the electrons 
no longer experience the continuous band structure of the bulk semiconductor, but 
rather discreet energy levels form, with a splitting determined by the strength of the 
confinement potential in each of the spatial dimensions. As the quantum dots exhibit 
stronger confinement in the growth direction compared to the lateral dimensions, the 
solution to these energy levels may be approximated by considering a strong 
confinement potential in the growth axis, and a weaker, parabolic potential in the lateral 
plane [29]. The resulting transition between the continuous band structure of the bulk 
semiconductor material to that of the atomic like states for quantum dots is shown in 
Figure 1-2. 
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Figure 1-2 – Sketch depicting the transition from a continuum of states for a bulk semiconductor material 
towards atomic like discreet energy levels as the dimensions of the system are confined. 
In order to consider the InGaAs quantum dots as two level systems which can be used as 
to construct QuBits, the transition between two discreet energy levels must be chosen. 
For the lowest level of the conduction band which an excited electron may occupy, a 
doublet state exists with s-type symmetry (S=1/2, Sz=±1/2). For InGaAs, the electron with 
the highest quantum angular moment in the valence band, and therefore the highest 
occupied energy level, has p-type symmetry with six fold spin degeneracy. These states 
can be separated into the spin doublet (S=1/2, Sz=±1/2) and quadruplet (S=3/2, Sz=±1/2 
and Sz=±3/2). As a result of spin orbit coupling, the doublet state is split from the 
quadruplet state by several hundred meV and is referred to as the split off band. In a 
more complete picture, the interaction of additional bands, the effect of quantum 
confinement as well as strain within the quantum dot lift the energy degeneracy of the 
quadruplet state [28][30], resulting in a splitting of 10’s meV between the Sz=3/2 and 
Sz=1/2 heavy hole and light hole bands respectively. A sketch of the resulting relative 
energy levels is shown in Figure 1-3. 
The minimum energy transition for an electron in an InGaAs quantum dot is therefore 
from the heavy hole band to the ground state of the conduction band. The resulting 
transition leads to the formation of an exciton between the excited electron and newly 
created hole which form a quadruplet spin set which are: 
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Electron Hole Exciton Spin 
+1/2 +3/2 𝐽 = +2 
+1/2 −3/2 𝐽 = −1 
−1/2 +3/2 𝐽 = +1 
−1/2 −3/2 𝐽 = −2 
 
Based on the total angular moment of the formed exciton, the quadruplet states can be 
split into two classifications, the bright and dark excitons. The states are named according 
to the optical selection rules which require conservation of angular moment when the 
electron and hole re-combine. Photons being bosons carry a total angular moment of 1, 
and therefore, the 𝐽 = ±2 transitions are forbidden from emitting a photon. 
 
Figure 1-3 – Simplified band structure of InGaAs showing relative energy splitting of various valance band. 
In an ideal quantum dot, the 𝐽 = ±1 doublet is degenerate, however, due to anisotropic 
strain and asymmetry in the growth plane, the symmetry of the two wave functions is 
almost always lifted, resulting in a fine structure splitting typically no more than a few 
10’s of μeV’s. As a result, the exchange interaction between the two pure states results 
in the formation of two new Eigenstates which are given by the superposition of the pure 
states, 1
√2
⁄ |+1⟩ ± |−1⟩. As the anisotropy in the quantum dot is between the [110] and 
[110] crystal axis, photons emitted as a result of the recombination of these mixed states 
is linearly polarised along either of these crystal axes. Recently, the linearly polarised 
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emission as a result of fine structure splitting has been shown to be controllable through 
the use of novel piezo electric heterostructures which manipulate the strain profile of the 
quantum dot [31].  
For the nanophotonic circuits discussed in this thesis, QuBits may be constructed in a 
variety of ways. One such method initially considered was in the spin state of electrons 
trapped on quantum dots [32]. Through techniques such as spin echo, it was considered 
that the coherence times of the spin state could be as long as μs for GaAs, many orders 
of magnitude longer than optical gate times. Unfortunately the interaction range of these 
QuBits is relatively short, and therefore attention turned to excitonic QuBits as stationary 
QuBits. The formation of a neutral exciton, and subsequent formations of charged and 
bi-excitons via the addition of subsequent electrons and holes to the quantum dot 
represent the building blocks which exciton QuBits may be formed.  
Through control of the electron-hole spin, the spin state of the exciton can be controlled 
allowing the production of an exciton spin QuBit. Alternatively, the population of excitons 
can be used to construct QuBit states. Simply, it can be devised that the excited state of 
the QuBit is when an exciton is present, and the ground state is when the electron and 
hole have recombined. Alternatively, more complex systems can be constructed using 
the Bi-Exciton to Exciton transition. As only a single exciton can exist within the QD at any 
one time, the initialised ground state and the excited state can be considered two levels.  
As the recombination of a bright exciton transition results in the emission of a photon, 
the QuBit state is persevered in the form of a flying QuBit. For spin QuBits, this 
information is encoded in the handedness of the emitted photon. Similarly, when the 
presence of an exciton is used as the basis for the QuBit state, the QuBit state is preserved 
via the presence or absence of an emitted photon.  
1.4. Nanobeam waveguides 
For nanophotonic circuits, there exist numerous novel photonic components which have 
been used to realise desirable manipulation of the photonic state, such as whispering 
gallery mode resonators [33], elongated nanowires [34], H1 photonic crystal cavities 
[35][36] and distributed Bragg reflector micro-cavities [37] to name a few. It is therefore 
not feasible to discuss each photonic component in any detail. However, the nanobeam 
waveguide is used extensively in the work presented in this thesis, and so a brief overview 
of its physical and optical properties is presented here.  
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Figure 1-4 – Schematic showing 280 nm wide by 140 nm high GaAs waveguide with a quantum dot located 
at the centre. A vacuum cladding surrounding the GaAs provides an index contrast of ~ 𝟑. 𝟒: 𝟏 resulting in a 
critical angle of ~ 𝟏𝟕𝒐 
The nanobeam waveguide is analogous to the metal wires which transport electrons in 
classical computers, as its primary purpose is to transport photons between photonic 
components with minimal losses or influence on the photonic state. Efficient 
confinement of the photonic state is achieved by using a high refractive index material to 
form the waveguide, where we use GaAs with a refractive index of ~3.4 , and then 
remove the surrounding material so that it is vacuum clad, as shown in Figure 1-4. This 
results in a low critical angle of ~17𝑜 . Dimensions for the single mode nanobeam 
waveguides used in this thesis are determined by finite difference time domain (FDTD) 
simulations by R. Coles [38]. The simulations were used to identify width and height of 
the waveguide which provided optimal coupling into the fundamental transverse electric 
field modes, which are calculated to be 280 nm by 140 nm respectively. Further details 
regarding the fabrication of the nanobeam waveguides is presented in Chapter 2. 
Based on this design, simulations have shown that for the wavelength range of 900 nm 
to 950 nm, which is typical for the InGaAs quantum dots used, two fundamental 
transverse electric field modes are supported, referred to as TEx and TEy, with their 
electric fields aligned along the 𝑥  and ?̂?  axis (see Figure 1-4) of the waveguide 
respectively. The spatial profiles of the two optical field modes are shown in Figure 1-5, 
which show the presence of a node at the centre of the waveguide for the TEx mode. A 
quantum dot ‘ideally’ located at the centre of the waveguide will therefore only 
efficiently coupled to the TEy mode.  
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Figure 1-5 – Spatial profiles of the two fundamental transverse electric fields modes of a 280 nm wide and 
140 nm high GaAs nanobeam waveguide. 
Despite this fact, as the neutral exciton state typically experiences fine structure splitting 
which splits the two circularly polarised pure states into two mixed linearly polarised 
states, by aligning the waveguide to either the [110] or [110] crystal axis, the overlap of 
one of these states with the TEy mode can be maximised. For a quantum dot located at 
the centre of a waveguide, referred to as an ‘L’ point, it has been calculated that the 
coupling efficiency of a linearly polarised exciton state can be as high as 95% [38]. In 
order to couple circularly polarised light, the quantum dot must be laterally displaced in 
the waveguide such that the amplitude of the electric field of TEx mode is non zero. 
Optimal coupling of circularly polarised light is achieved when the electric field amplitude 
of the TEx mode is equal to that of the TEy mode, referred to as a ‘C’ point. The overall 
coupling efficiency of circularly polarised light is determined to be ~ 70%  [38]. 
Polarisation dependent coupling and propagation in nanobeam waveguides is the focus 
of experimental investigation in Chapter 4, where further details are provided. 
1.5. Scope of thesis 
With the above in mind, the work presented in this thesis looks to build on the existing 
work on scalable photonic circuits with embedded quantum dots, focusing in particular 
on two research areas; that of deterministic fabrication, and of exciton coherence 
lengths.  
In Chapter 2, an overview of the wafer growth, device fabrication and the experimental 
setups used in subsequent chapters is presented. Specific details are given as to the 
setups of individual measurements which make use of novel equipment or experimental 
configurations.  
Introduction - Scope of thesis 
14 | P a g e  
 
In Chapter 3, the precision in which a quantum dot can have its position measured 
relative to a set of pre-fabricated markers when using a solid immersion lens is 
determined. Consideration is given to detrimental effects which the presence of a solid 
immersion lens may have on the both the sample and registration technique. The 
accuracy of the registration technique is used to determine how precisely a photonic 
structure can be deterministically fabricated around a quantum dot to achieve optimal 
performance. 
Chapter 4 builds on the work of Chapter 3 and experimentally confirms the positional 
accuracy of the technique via several independent methods. Optical measurements are 
performed to characterise any changes in the spectral properties of the quantum dots as 
a result of the registration process or subsequent device fabrication. Further analysis of 
the spectral properties is used to confirm the quantum dot behaves as expected within 
the nanophotonic structure. 
Chapter 5 explores the use of resonant excitation, as appose to above bandgap or quasi-
resonant p-shell excitation, in order to increase the coherence length of photons. It is 
demonstrated that through a novel excitation regime, the laser signal can be strongly 
suppressed, whilst the resonantly excited quantum dot results in an efficient source of 
single photons emitted into the waveguide mode. 
A brief summary of the key findings, as well as considerations for future work and 
foreseen challenges is presented in Chapter 6.  
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2.       Experimental Methods 
2.1. Introduction 
An overview of fabrication and experimental techniques is presented in this chapter. 
Three fundamental experimental areas are discussed; quantum dot growth, wafer 
processing and photoluminescence measurements. 
2.1.1. Acknowledgments 
It is acknowledged here that the growth of quantum dots used in this thesis was 
performed by E. Clarke. Subsequent wafer processing and fabrication were jointly carried 
out with the support of B. Royall. 
2.2. Sample Growth 
The InGaAs self-assembled Quantum Dots (QDs), embedded within a GaAs matrix, used 
in this thesis are ideally suited as a platform for quantum information processing due to 
the inherent scalability and utilisation of well-established semiconductor technologies. 
These InGaAs QDs are grown in bespoke heterostructures by 'Molecular Beam Epitaxy' 
(MBE).  
2.2.1. Molecular Beam Epitaxy 
In order to produce quantum dots with a well-defined size and number density, rotation 
stop molecular beam epitaxy is used. For a more comprehensive study of MBE technology 
and theory, the reader is referred to the following sources [1], [2]. As an introduction to 
the work presented, a brief overview of MBE is discussed. 
MBE was developed by A. Y. Cho and J. R. Arthur around the start of the 1970's at Bell 
Laboratories [3], and has since been widely adopted in the production of semiconductor 
devices. The success of the technology is in part due to the range of materials which can 
be deposited, and the level of control that can be achieved. By independently varying the 
flux of separate elements, the composition of the layers grown can be precisely 
controlled. Further, the rate of growth can be tailored so that it is possible to achieve 
control down to individual monolayers of growth [4]. 
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To start the growth process, first an initial wafer with a so called 'epi ready' surface is 
required for material to be grown on. The surface quality of this wafer can dramatically 
affect the growth of subsequent layers of materials, and so great lengths are taken to 
ensure it is free of oxides, contaminants or morphological imperfections [5]. Epi ready 
GaAs wafers are used to fabricate the quantum dots for this work, with major and minor 
flats used to mark the [110] and [11̅0] crystal axes. This host wafer is loaded into the 
MBE ultra-high vacuum chamber, with typical pressures of less 10-8 Pa, to prevent 
contamination which may otherwise adversely affect the growth [6]. Material deposition 
is achieved through the evaporation of highly pure elements located in effusion cells 
surrounding the wafer chamber. The flow rate of the molecular beam is then controlled 
through a combination of temperature and mechanical shutter plates [6][7]. 
In order to ensure a uniform growth across the sample, it is common for the host wafer 
to be rotated during growth. As we however require varying densities of quantum dots 
from the same hetero-structure devices, rotation of the host wafer is stopped during the 
quantum dot growth layers. As a result, more material is deposited on the side of the 
wafer closer to the evaporation cell, and therefore gives a higher density of quantum 
dots. 
2.2.2. Stranski-Krastanov Growth 
In molecular beam epitaxy, there are three primary growth methods which can occur; 
Volmer-Webber (VW) growth which results in discreet island formation, Frank-van der 
Merwe (FM) growth which results in uniform layers, and Stranski-Krastanov (SK) growth 
which results in both layer and island formation [8][9]. The quantum dots used in this 
thesis are the result of island formation from the SK growth of indium arsenide on gallium 
arsenide. 
The growth regime which occurs during MBE is highly dependent on the inherent 
properties of the materials being grown. For the case of SK growth of InAs on GaAs, the 
surface adhesion energy is initially dominant, and so adatoms preferentially adhere to 
the GaAs surface. This initially results in monolayer growth. As the lattice constant of InAs 
and GaAs are significantly different, with a mismatch of approximately 7% , the strain 
energy in the monolayers quickly increases [10]. After a critical film thickness, nominally 
a few monolayers for InGaAs, the strain energy term becomes dominant, and therefore 
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favourable for island formation growth to occur as it allows the strained bonds to relax 
and more closely approximate their intrinsic bond length. 
 
Figure 2-1 – (a) Initial monolayer growth process during MBE for Stranski-Krastanov growth conditions. 
Adatoms preferential bond to vacancy’s forming uniform crystal layers. (b) The strain energy becomes greater 
than surface adhesion potential resulting in nucleated growth of islands. (c) SK growth is stopped after a 
predefined thickness is reached and GaAs is grown on top of the QDs to protect the surface.  
For InGaAs, these islands are typically tens of nanometres in size laterally, and a few 
nanometres in height, which is comparable to the de Broglie wavelength of free carriers 
in the surrounding bulk semiconductor [11]. The three dimensional confinement of 
carriers to these islands therefore provides an easily accessible platform to investigate 
quantum affects. 
2.2.3. Heterostructures 
As described in §2.2.1, MBE allows for precise control over the size and composition of a 
fabricated structure. For devices studied in this thesis, a standard 140 nm thick 
membrane recipe is used, with a cross section presented in Figure 2-2.  
In order to relax strain and prevent defects from propagating to the quantum dot layers, 
a 500 nm thick buffer layer of GaAs is first grown. A second layer, 1 μm thick, of 
Al0.6Ga0.4As is then deposited as a sacrificial layer. The purpose of this layer is to be 
selectively removed at a later point during fabrication. The final layers, which will be 
referred to as the 140 nm thick membrane, consist of QDs and the wetting layer clad 
either side by 70 nm of GaAs. 
This heterostructure is used to fabricate nanobeam waveguide photonic circuits as it 
provides the basis for one dimension confinement of the optical mode in the growth axis. 
By removing the sacrificial layer below the membrane layer, the dielectric contrast 
between the membrane layer and its surroundings is significantly increased. For InGaAs 
quantum dots, with typical emission energy of 1.347eV (900 – 950 nm), the 140nm thick 
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membrane represents a half wavelength, and therefore optimal confinement of photonic 
modes for devices such as nanobeam waveguides [12]. It is therefore possible to achieve 
three dimensional confinement (growth axis plus two in plane axis) of photons by using 
standard two dimensional lithographic processes (see section 2.3). 
 
Figure 2-2 – A sketch of quantum dots (red), exaggerated in size, are shown on top of the wetting layer (blue) 
located at the centre of the 140 nm thick membrane, composed of two 70 nm thick GaAs cladding layers. The 
Al0.6Ga0.4As sacrificial layer is shown between the 140 nm thick membrane layer and the 500 nm GaAs buffer 
layer. 
2.3. Device Fabrication 
To produce the different structures used in thesis, a wide range of fabrication techniques 
are required. An overview of the wafer processing steps is given here and covers the 
general principles required to fabricate most of the photonic structures examined. Where 
the fabrication methods have been modified, details will be given in the relevant chapter. 
An example of a nanobeam waveguide, which requires several etching processes, and 
gold registration markers, which require metal evaporation, is shown in Figure 2-3. 
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Figure 2-3 – (a) SEM image showing an under etched nanobeam waveguide with two types of distributed brag 
reflectors at the top and bottom. (b) SEM image showing horizontal and vertical gold markers evaporated 
onto the wafer surface to be used for dot registration. 
2.3.1. Spin Coating 
Spin coating is a well-established technology predominantly used in the fabrication of 
thin films, with achieved minimum film thicknesses of less than 10 nm. Due to the simple 
relation between the film thickness to viscosity and angular velocity, the technique is 
considered more reproducible than alternatives, such as dip coating [13].  
Spin coating is used here to reproducibly, and uniformly, cover the surface of a wafer in 
the electron beam resist, ZEP520a.  To ensure the electron beam resist adheres to the 
wafer surface, hexamethyldisilazane is first applied as a bonding agent. It was found that 
without the use of a bonding agent, the ZEP520a would lift off during subsequent etching 
processes. The hexamethyldisilazane is applied with a spin speed of 5000 rpm, and due 
to the volatility of the solvent, no baking is required. 
ZEP520a is then pipetted onto the samples surface which is spun again, also at  
5000 rpm. The wafer is this time baked at 180oC for 5 minutes to cure the resist. To ensure 
consistent fabrications, periodic measurements of the film thickness were performed 
using a Dektak. The standard film thickness was found to be 320nm which is sufficient to 
withstand the required etching processes. 
a) b) 
Experimental Methods - Device Fabrication 
24 | P a g e  
 
Due to the sensitivity of ZEP520a to oxidation and ultraviolet light, samples were 
prepared in a yellow room directly before being used. When samples needed to be 
transported, they were done so in sealed, dark containers. 
2.3.2. Electron Beam Lithography 
Electron Beam Lithography (EBL) is used to transfer the 2D pattern of bespoke photonic 
structures into the surface of the ZEP520a. During exposure of the ZEP520a, the polymer 
undergoes chain-scission [14], increasing its solubility with respect to a given solvent. As 
ZEP520a is a positive resist, any areas which are exposed and subsequently developed, 
are removed leaving the bare wafer surface exposed.  
The performance of a photonic structure, such as an out-coupler at the end of a 
nanobeam waveguide, can be highly dependent on several critical dimensions. There is 
unfortunately an inherent ‘blurring’ which occurs during the patterning of photonic 
structures due to the backscattering of electrons within the GaAs leading to the proximity 
effect of the electron beam. Proximity error correction is therefore required to ensure 
the pattern transferred to the wafer accurately represents that of the desired pattern. 
This is achieved by discretising the desired pattern and scaling the exposed dose to 
suitably account for neighbouring exposures. 
 
Figure 2-4 – Schematic of Raith150 EBL system with a sample mounted on a feedback controlled translation 
stage. After initial sample positioning using the interferometer controlled translation stage, the electron beam 
can be deflected to expose various areas of the sample using a series of electromagnetic lenses.  
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A Raith150 EBL system, as shown in Figure 2-4, is used to write the 2D patterns using a 
computer aided design (CAD) software. When the sample is loaded into the EBL system, 
it is grounded using a metal contact to prevent excessive charging. It is observed that 
near the metal contact, deflection of the EBL beam occurs, likely due to a nonlinear 
charge distribution in the sample.  As this area is typically quite small, this area of the 
wafer is avoided during exposures. 
The electron gun is operated at 30keV in order to minimise the backscattered electron 
dose contribution during sample exposures. A faraday cup is used prior to each exposure 
to calibrate the electron fluence, which slowly degrades over the electron guns service 
life. For a given writing field of 50 μm by 50μm, a combination of magnetic and electric 
deflection coils and lenses are used to position the electron beam. A typical write speed 
of > 5 mms-1 is achieved, with a minimum step size of 4 nm, which enables a 15μm long 
waveguide to be exposed in less than 1 minute. 
2.3.3. Developing 
After exposing the resist using electron beam lithography, the sample is developed to 
remove the areas of the resist which were exposed. The wafer is placed in a Xylene bath 
at 23oC for 60 seconds, and then thoroughly rinsed in isopropyl alcohol.  
Although the physical pattern has been transferred to the resist, thermal fluctuations can 
cause the remaining resist to warp. Any subsequent processing steps are therefore 
carried out immediately. 
2.3.4. Etching 
To fabricate 3D photonic structures, such as those shown in Figure 2-3, two separate 
etching techniques are required; a dry etch and a wet etch. An inductively coupled plasma 
(ICP) dry etch is first performed to etch down through the 140nm thick membrane layer 
to a midpoint in the sacrificial layer. A wet, hydrofluoric acid etch is then used to 
selectively remove the sacrificial layer 
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Figure 2-5  - Process diagram showing the four etching steps required to fabricate free standing photonic 
structures. a) Initial sample with developed resist leaving exposed areas of the wafer surface in the desired 
pattern. b) ICP SiCl4 dry etch is used to chemically etch through the 140nm membrane and partially into the 
sacrificial layer. c) Wet HF acid etch selectively removes the sacrificial layer through exposed channels in the 
membrane layer. d) The resist layer is removed leaving the fabricated free standing photonic structure.  
ICP etching uses a radio frequency (RF) electrical current to inductively ionise an etchant 
within the sample chamber. These freed electrons are rapidly accelerated by the 
induction coils, at which point, depending on the phase of the RF signal, are either 
removed from the chamber or attach to the sample causing it to charge. The remaining 
ionised species, due to the relatively heavy mass, are not so readily accelerated by the RF 
field. They are however accelerated towards the sample by the quasi static field caused 
by the charged sample. As the ionised etchants hit the sample nearly normal to the 
surface, it is possible to fabricate high aspect ratio structures with nearly vertical side 
walls. 
An etch recipe using silicon tetrachloride (SiCl4) with a flow rate of 5 sccm at a pressure 
of 2mTorr and a temperature of 20oC was employed. The RF power is measured to be 
180W with an interferometer measured etch rate of 450nm/min through GaAs. Silicon 
tetrachloride is advantageous for etching GaAs, as opposed to alternatives such as argon 
[15][16], as it etches via a chemical reaction rather than sputtering material. The key 
benefit of chemical etching being that it produces smother surfaces, and so high quality 
photonic structures can be fabricated [17]. 
Once the sacrificial layer has been exposed through etching, the electron beam resist is 
no longer needed as the 2D pattern has been transferred into the GaAs membrane. The 
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remaining ZEP520a is removed using 1-2-Methyl-Pyrrolidone, followed by a series of 
solvent baths, leaving a clean, uncontaminated, surface ready for the second wet etch. 
A 40% solution of hydrofluoric acid, by volume, is used to selectively etch the Al0.6Ga0.4As 
sacrificial layer. Although hydrofluoric acid etches the sacrificial layer significantly quicker 
than the GaAs membrane layer, there is a non-negligible measured effect on the width 
of photonic structures if they are left in the hydrofluoric acid for extended periods of 
time. It was found that 15 seconds was sufficient time to remove the 1μm thick sacrificial 
layer, which typically resulted in only a few nanometres of etching in the GaAs 
membrane.  
To prevent further etching, and crucially to prevent the collapse of the any free standing 
photonic structures, the sample is immediately placed in deionised water and then 
acetone. Critical point drying is then used to remove the acetone, by displacing it with 
carbon dioxide, such that no change in surface tension occurs that would otherwise 
destroy the free standing structure [18].  
2.4. Cryostats 
Optical measurements of samples are conducted in either a continuous flow cryostat or 
a bespoke bath cryostat at temperatures of 4 K. Whilst some of the optics, such as 
spectrometers and avalanche photo diodes (APDs), are shared between the two setups, 
there remain several significant differences which warrant separate discussion. 
2.4.1. Continuous flow cryostat 
Due to the active cooling required in a flow cryostat system, it is inherently less 
mechanically stable than a bath cryostat. It does however allow samples to be changed 
quickly, which is ideal for characterisation, or dot registration purposes. As such, it is 
possible to make small adjustments to the sample at room temperature between 
measurements. To achieve sufficient mechanical stability, an oxford instruments 
‘MicrostatHiRes2’ continuous flow liquid helium cryostat is used, as shown in Figure 2-6.   
The key to the MicrostatHiRes2’s mechanical stability is the use of capillaries to transport 
helium through the heat exchange where the sample is mounted. By physically separating 
the transfer tube and the capillaries, high frequency vibrations are prevented from 
reaching the sample. Conventionally, liquid helium coolant is pulled through the cryostat 
into the return line using a motorised pump, however this also introduces additional 
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sources of vibrations which are detrimental to stability. Therefore, when stability is 
paramount, an alternative push method is used. This method requires, an overpressure 
in the liquid helium Dewar which forces the coolant through the cryostat to the return 
line. Care is taken with this method to ensure the temperature is stable as it is subject to 
pressure fluctuations. 
 
Figure 2-6 – Diagram showing the internal mechanics of the ‘Microstat HighRes2’ flow cryostat. A sample is 
shown mounted on a copper cold finger with capillaries running through it to transport liquid helium coolant. 
Capillaries are mechanically isolated from the helium transfer tube to minimise vibrations in the sample. An 
objective lens is shown mounted above the cryostat on a 3 axis translation stage with micrometre screws for 
positioning the excitation and collection spot. 
For increased versatility, two excitation and two collection paths are mounted above the 
cryostat using breadboards as shown in Figure 2-7. A range of 92:8 and 50:50 
transmission to reflection pellicle and cubic beam splitters are used, interchangeably, to 
divert the optical paths and maintain high, balanced signal levels. A significant advantage 
to multiple excitation and collection paths is that multiple locations on the sample can be 
probed simultaneously. By using remote controlled stepper motors attached to kinematic 
mirrors, the excitation and collection spots can be precisely controlled with a minimum 
estimated deflection of 0.5 nm to the optical beam.  
To enable the use of the stepper motors, the objective lens must first be placed above 
the desired location on the sample. This is achieved with the use of a course, 1µ𝑚 
resolution, three axis translation stage with a total travel distance of 12mm. A built in, 
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closed loop, piezoelectric translation mechanism, with a resolution of 1nm, and a 
maximum travel distance of 100 µ𝑚 increases the functionality of the stage so that it is 
possible to reproducibly navigate around the sample.   
Excitation lasers are coupled into single mode fibre optic cables, with a core diameter of 
approximately 5µm, and are collimated by a 10x magnification objective lens before 
passing through any other optical elements. This provides a small Gaussian beam which 
can be effectively focused onto the sample, using a 50x objective lens, resulting in an 
excitation spot roughly 500 nm in diameter. Scattered laser light and quantum dot 
photoluminescence is collected into single mode fibre optic cables with the use of 
additional 10x magnification objective lenses. By matching the magnification to the core 
diameter, as well as choosing an appropriate numerical aperture (0.14 for near infrared 
single mode fibres), signal collection efficiency into the fibre in excess of 80% is possible1.  
 
Figure 2-7 – Sketch showing optical setup mounted on a breadboard typically used for excitation and 
collection of photoluminescence of the flow cryostat system. Two fibre coupled excitation lasers are shown to 
be partially reflected by a cubic beam splitter onto the samples surface. Transmitted light is detected by a 
power meter to determine the excitation power. The photoluminescence channel is shown to be split by a 
pellicle beam splitter and coupled into two separate single mode fibre optic cables.  
                                                          
1 Collection efficiency is determined by measuring the power before and after coupling into the 
fibre has occurred using a reference single mode infra-red laser. 
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Due to the properties of total internal reflection, any light coupled to the cladding will 
not couple to the core due to its lower refractive index, but rather will just pass through 
it. This results in a top hat convolution of the point spread function for the coupling 
efficiency of the incident photons to the fibre optic cable, analogous to that used in 
confocal microscopes. As a result we claim a spatial resolution of 500 nm on the sample 
surface, which for typical samples observed is more than sufficient to isolate individual 
quantum dot lines and distinguish geometric features of photonic structures. We do 
however acknowledge that due to scatter surfaces, both in the fabricated structures and 
optical equipment, some level of noise is coupled to the collection fibre. 
2.4.2. Bath Cryostat 
The use of fibre optic cables provides a versatile platform from which to probe the 
properties of photoluminescence and study photonic structures. As previously stated, up 
to 80 % of the collected signal can be coupled into a single mode fibre, however, when 
the initial signal intensity is low or highly sensitive to environmental factors, it can be 
difficult to distinguish weak signals with respect to background without the use of a bath 
cryostat. This is because the use of a bath cryostat significantly reduces the vibrations, as 
a result of no longer actively pumping liquid helium through a cold finger, which would 
typically result in the continuous drifting of the sample with respect to the excitation and 
collection points. It is therefore possible to maintain cryogenic temperatures for 
extended periods, enabling long signal integration times to be used. 
A bath cryostat, as shown in Figure 2-8, is fundamentally a liquid helium Dewar that has 
been extensively modified to support an optical insert, and typically with a breadboard 
supporting excitation and collection optics atop of it. Whilst the design used here is 
similar to most commercial systems available, it is important to distinguish it from the 
flow cryostat described in the previous chapter. 
A three inch diameter hollow insert is used to contain optic elements, such as lenses, as 
well as piezo electric translation stages and multiple samples. The insert is sealed with a 
‘Spectrosil B’ optical window and pumped down to pressures of 10-6 Bar to remove 
contaminants. Although it will ultimately be immersed in a bath of liquid helium, the high 
thermal conductivity, and its contact with Dewar housing, would prevent a sample from 
reaching cryogenic temperatures. For this reason, a small amount of exchange gas is 
introduced, in the form of Helium gas. Helium is chosen over alternative exchange gases 
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as they would likely condense or freeze on the surface of the insert, optics or sample once 
immersed. Additionally, because of its low mass, it also has a high thermal conductivity 
which helps achieve lower temperatures, despite the metal insert being directly exposed 
to room temperatures. 
 
Figure 2-8 – Sketch showing interior of bath cryostat with optical insert. A sample is shown mounted on 
three orthogonal piezoelectric translation stages at the bottom, suspended via a rail system attached at the 
top of the insert to reduce the thermal contact area. Two telescopic lenses are shown in the optical insert 
which are used to maintain collimation of the beam through a broad chromatic range. 
In order to position the sample once it is inside the cryostat, three piezo electric linear 
translation stages are mounted orthogonally on top of each other. Each translation stage 
is operated in an open loop circuit with a maximum travel distance of 5mm.  By mounting 
the sample on the top of the piezo stack, it is possible to navigate around the sample to 
probe various features, as well as compensate for focal length changes. 
A sketch of the bath cryostat system is shown in Figure 2-8 showing a Dewar with the 
optical insert inside it and a bread board mounted on top. No details regarding the two 
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channel excitation and collection optics for the bath cryostat are given here as they are 
much the same as those used for the flow cryostat, as shown in Figure 2-7. 
2.5. Optical Measurements 
As described above, samples may be studied in either a continuous flow or bath cryostat. 
Each of these setup makes use of fibre optic cables, allowing for a ‘plug and play’ 
approach to optical measurements. The following experimental setups are therefore 
shared between the two cryostats by changing which fibre optic cable is connected. 
2.5.1. Spectral Analysis and Filtering 
Observing the spectral properties of quantum dots is a fundamental measurement 
required to characterise both the quantum dot and the performance of photonic 
structures they may be embedded in. 
The spectrometer used is a Princeton Instruments SP2750 with a focal length of 75 cm. A 
range of gratings are supported, although typically a high resolution 1200 line per mm 
grating is used with a blazing optimised for 750 nm. A Pylon CCD with a 1340 x 100 array 
of 20 x 20 μm2 sized pixels is used to detect the filtered signal with a peak resolution 
greater than 0.02 nm at 920nm. This provides a spectral window of slightly more than 20 
nm. 
In addition to measuring the spectral properties directly, a side exit slit on the 
spectrometer allows for the filtered signal to be studied using additional experimental 
equipment, such as APD’s and single photon counting modules for experiments such as 
lifetime measurements. By varying the width of the exit slit, it is possible to control the 
output spectral bandwidth. As quantum dot lines tend to be well isolated in energy from 
other spectral signals, such as the GaAs band gap or the so called wetting layer, a spectral 
bandwidth up to 1 nm is often used. These larger bandwidths are chosen in order to 
preserve signal intensity which may have otherwise been lost due to geometric or 
chromatic aberrations as a result of optics in the spectrometer.  
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Figure 2-9 – Example spectrum showing isolated quantum dot signal with near resolution limited linewidth 
Maintaining a high signal level is a key challenge when studying quantum dots, especially 
when studying sensitive properties such as photon correlation statistics, with a 
measurement time which varies with the square of the signal intensity. As described 
above, the spectrometer may be used to filter quantum dot signals. This method is 
however inherently lossy, with typically 50% loss arising from the spectral filtering 
process and a further 80% loss when the signal is coupled into the collection fibre. 
Alternatively, if the quantum dot selected is sufficiently well isolated, a range of fixed 
band-pass filters may be used. This reduces the total signal loss by comparison from 60% 
due to the spectrometer to as little as 35%. 
2.5.2. Michelson Interferometer 
An area of keen interest in quantum dots is that of the coherence time of the photons 
emitted from the relaxation of excitonic states. Whilst it is possible to infer the coherence 
length of the photon from an accurate measurement of the spectral linewidth, this can 
be experimentally challenging due to the high spectral resolution required, and may not 
provide the true coherence length.  
In order to determine the coherence time of the emitted photons, the first order 
correlation function is directly measured using a Michelson Interferometer. The 
Michelson Interferometer is a special configuration of optical elements designed to 
remove any spatial dependence from the first order correlation function. This is done by 
splitting the optical signal into two paths, and varying the path length of one arm with 
respect to the other before recombining the two signals. To ensure all spatial dependence 
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is removed, the two optical paths must be recombined parallel to each other with no 
spatial offset, as is shown in Figure 2-10. 
 
Figure 2-10 – Schematic of fibre optic coupled Michelson interferometer setup used. A 50:50 cubic beam 
splitter separates the beam into two balanced signals. One path has a fixed length and is reflected using gold 
retroreflectors back through the beam splitter, where 25% of the original signal is incident on the free space 
APD. The second path has a varied length using a delay stage to move an additional gold plated retroreflector. 
The phase of this second signal is perturbed using a piezo electric mirror with a total travel distance of 10 
μm. 
To determine the coherence time of a quantum dot, the visibility of the interference 
pattern is measured at a range of delay lengths to determine the decay constant, τ2. In 
the experimental setup shown, a Newport UTS150CC delay stage is used to vary the time 
delay in one arm with respect to the other. The stage has a maximum travel distance of 
15 cm corresponding to a total delay length of 1 ns, larger than typical quantum dot 
coherence times. A piezoelectric driven mirror, with a scan range of 10 μm, is positioned 
in the optical path of this delay arm which enables the interference visibility to be 
measured by recording the signal intensity on the APD as a function of the mirror 
displacement. As the interference visability is sensitive to the spatial alignment of the two 
optical beams, retro-reflectors are used to displace the beams, and return them along 
their original path. The use of retro-reflectors increases the stability of the interferometer 
compared to the use of conventional mirrors alone.  
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In order to quantify the quality of the optical alignment, a single mode laser with a 
coherence time significantly greater than that of quantum dots is used to test the setup. 
By measuring the coherence length of the laser, it is possible to determine systematic 
errors due to misalignment of the optical components. A plot of the measured 
interference visibility is shown in Figure 2-11, as well as that expected from a quantum 
dot with a coherence time of 200ps. A coherence time of more than 4 ns for the laser was 
calculated, which, for a quantum dot with a coherence length of 200 ps, would result in 
an error of 6 ps in the measured coherence time. This is error considered to be small with 
regards to other sources of error during likely measurements, such as fluctuating signal 
intensities. 
 
Figure 2-11 – (top) Interference pattern observed for a single mode laser at a given delay length using a 
Michelson Interferometer. The Visibility of the fringes is calculated to be > 10k counts s-1 with an offset of ~ 
4.2k counts s-1. This offset is the sum contribution from scattered photons, dark counts and imbalance 
between the two optical paths. 
2.5.3. Lifetime 
The interaction of quantum dots with their solid state environment can be both beneficial 
and detrimental. Fabrication of spatial and mode matched photonic structures leading to 
Purcell enhancements have been used to study interesting areas of physics such as the 
strong coupling regime [22]. Similarly though, the interaction of the quantum dot with its 
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environment may result in unwanted behaviour, such as blinking or spectral flickering 
due to affects such as charge trapping [23]. 
In order to determine the performance of a quantum dot embedded within a photonic 
structure, lifetime measurements can provide a quantitative method for doing so. In the 
absence of additional fields, the emission of a photon from a quantum dot is the result of 
spontaneous emission governed, and as such, the emission rate can be characterised by 
the lifetime, T1. If however the quantum dot is located within a photonic structure which 
modifies the local density of states that the quantum dot can emit a photon into, the 
lifetime is modified according to Fermi’s Golden Rule [24], see Equation 2-1 
𝟏
𝐓𝟏
= Г𝟏 = 
𝟐𝝅
ℏ𝟐
|⟨𝒇|?̅??̅?|𝒊⟩|𝟐𝝆𝒊𝒇𝟐   (2.1) 
Equation 2-1 : Fermis Golden Rule for the rate of spontaneous emission (Г) from the initial state, |𝒊⟩, to the 
final state, ⟨𝒇|. ?̅? represents the dipole moment of the quantum dot, ?̅? is the vacuum field at the location of 
the quantum dot and 𝝆
𝒊𝒇
 is the density of states. 
To directly measure the lifetime of a quantum dot, a pulsed excitation source, fast photon 
detection and a timing circuit are needed. The pulsed excitation source used is a tuneable 
Ti:Si laser with a pulse duration of 100 fs. This results in a fourier limited linewidth of ~ 3 
nm when tuned into resonance with the wetting layer, typically 870nm. As with most 
optical instruments used, the pulsed laser is coupled into a single mode fibre so that it 
can be readily used in the existing fibre launchers in either the bath or flow cryostat. Prior 
to coupling into the single mode fibre, a small portion of the excitation laser is siphoned 
off to trigger a photo diode. The purpose of this is to provide a reference signal which can 
be used to determine the relative time between excitation and the emission of 
photoluminescence.  
An avalanche photodiode (APD) is used to record when a photon is emitted from the 
quantum dot. The choice over which APD to use depends strongly on the lifetime of the 
quantum dot to be measured. For APD’s, a trade-off is required between the quantum 
efficiency and the readout time, and as such, it is possible to optimally detect photons or 
the timing of when a photon arrives, but not both. Two types of APD were available 
having instrument limited readout times of 90 ps and 400 ps with a quantum efficiency 
of approximately 3% and 25% respectively. 
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2.5.4. Hanbury-Brown Twiss 
The Hanbury-Brown Twiss experiment is named after the two astronomers who 
pioneered the technique. At the time, Michelson interferometry was being extensively 
used at radio frequencies to determine the angular size of astronomical objects. 
Unfortunately, depending on the angular size of the object being measured, the size 
requirements of the detector caused problems as a result of the available technology. It 
was realised however by Hanbury-Brown and Twiss that if the radiation observed at two 
detectors was coherent, then the changes in the intensity of the two signals must be 
correlated [25]. The intensity correlation function, given by Equation 2-2, often referred 
to as the second order correlation function (g2), provides information on temporal 
distribution of photons. 
𝑔(2) (𝜏) =  
〈𝐼1(𝑡)𝐼2(𝑡+𝜏)〉
〈𝐼1(𝑡)〉〈𝐼2(𝑡+𝜏)〉
   (2.2) 
Equation 2-2 – Second order (intensity) correlation function where τ is the relative time delay between the 
detection of the two signals, detected at time t. 
In order to see why the second order correlation function is such a powerful technique in 
quantum optics, it is simplest to first consider its relationship with classical light sources. 
If we first consider the case where emission of light is entirely random for all values of τ, 
we see that 〈𝐼1(𝑡)〉 =  〈𝐼2(𝑡 + 𝜏)〉, and therefore 〈𝐼(𝑡)2〉 = 〈𝐼(𝑡)〉2. The result is a measured 
𝑔(2) (𝜏) which equals one for all values of 𝜏. Light of this type can be produced by systems 
such as lasers, where the probability of a photon being emitted is entirely uncorrelated 
with the probability of another photon being emitted.  
In the event noise is introduced into the system, such as thermal fluctuations of a black 
body radiation, the intensity can be considered the sum of the unperturbed intensity plus 
a time dependent term. It must therefore follow that 〈𝐼′1(𝑡)2〉 ≥ 〈𝐼′1(𝑡)〉2 , resulting in a  
𝑔(2) (0) > 1.  Systems which exhibit second order correlation functions greater than one 
are considered to be classical light sources, with bunched photon distributions.  
For a system such as a quantum dot, where it is only possible to emit a single photon at 
a time, the emission characteristics are exactly opposite of that for classical light sources. 
In the limit that τ = 0, we can see that 〈𝐼2(𝑡)2〉 = 0 as the excited state has relaxed into the 
ground state, and therefore requires exciting again before it can emit a second photon. 
Therefore the second order correlation function must also be equal to zero. This test not 
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only provides insight into the anti-bunching of photon statistics, but is a result not 
allowed for classical light sources.  As a result, measuring the second order correlation of 
photoluminescence provides a method to verify the quantum nature of the emission. A 
comparison of bunched, random and anti-bunched photon emission is presented 
schematically in Figure 2-12. 
 
Figure 2-12 – Photon distributions as a function of time for bunched, random and antibunched emission. 
In order to directly measure the photon statistics, a 50:50 cubic beam splitter is used to 
separate the collected photoluminescence into two optical paths. Free space APDs are 
then used to efficiently convert the detection of a photon into an electrical pulse. By fixing 
one of the APDs as the signal channel, and the second as the trigger, a single photon 
counting module can precisely measures time delays between the two detections. A 
schematic of the experimental setup used is shown in Figure 2-13. 
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Figure 2-13 – Setup of fibre coupled Hanbury -Brown Twiss experiment using 50:50 cubic beam splitter with 
two free space APD’s. Detection pulses from the APD’s are relayed into a timing circuit in the single photon 
counting module. 
2.6. Solid Immersion Lens 
The nature of nanotechnology often means that the resolution required to adequately 
study a device is close to, or even beyond the diffraction limit for optical microscopes. 
This is apparent when studying photoluminescence in single mode photonic structures, 
where key features may be difficult to distinguish. By examining Rayleigh’s resolution 
criteria, Equation 2-3, it can be seen that the resolution of a system can be increased in 
three ways [19]. 
𝜹 =
𝟏.𝟐𝟐𝝀𝟎
𝟐𝒏𝒐𝒃𝒋 𝐬𝐢𝐧(𝜶)
     (2.3) 
Equation 2-3 : Rayleigh resolution criteria, where the measured wavelength is given by 𝝀𝟎, the refractive index 
of the collection path is  𝒏𝒐𝒃𝒋, and the half angle for the cone of light which is collected by the objective lens 
is given by 𝜶. 
Unfortunately, the simplest approach of reducing the observation wavelength, λ0, is 
impractical and/or impossible for photoluminescence as the emission energy of quantum 
dots is confined to a small wavelength range. We must therefore consider the two 
alternative options available; increase the refractive index, nobj, or increase the accepted 
angle of light collected by the objective lens, α.  
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At room temperatures, techniques such as oil immersion microscopy are extensively used 
to increase the resolving power of an optical setup by increasing the refractive index of 
the area surrounding the object. In order to prevent reflections defined by Snell’s Law, 
the refractive index of the oil must match that of the objective lens, limiting the materials 
available. Further, more practical limitations apply when attempting to implement such 
a system at cryogenic temperatures. 
An alternative to oil immersion microscopy is a solid immersion lens microscope, first 
proposed to be used with a conventional microscope in 1990 as a method for improving 
the spatial resolution without the use of liquids [20]. It was proposed to place a 
hemispherical lens in contact with the surface of the sample, as shown in Figure 2-14, 
which would enable the surface to be imaged at the centre of the hemisphere. It can be 
seen from a simple geometric argument, that when the focal point of the objective lens 
is set to the centre of the hemisphere, each ray is normally incident to the surface of the 
solid immersion lens. As a result, no refraction occurs and the Abbe Sine condition, which 
requires the ratio of the sine of the incident angle and refracted angle to be a constant in 
order to produce clear images, is met [19]. 
Interestingly, and somewhat less intuitively, a second focal point exits at a depth of 𝑅/𝑛 
below the centre of the hemisphere, where 𝑅  is the radius of the lens, and n is the 
refractive index. Due to the spherical curvature of the lens, the ratio of the sine of the 
incident and refracted light rays make with the normal to the lens’s surface is always 
constant. This also represents a solution to the Abbe Sine condition, and so produces a 
distortion free image [19].  
As a result of these two focal points, there are two common types of solid immersion 
lens. The hemispherical solid immersion lens (h-SIL) utilises the focal point at the centre 
of the sphere as shown in Figure 2-14 – a. The second type takes the shape of a flat 
bottomed sphere, sometimes referred to as a Weierstrass solid immersion lens, or more 
commonly a super spherical solid immersion lens (s-SIL), which is designed to focus at the 
second aplanatic point, shown in Figure 2-14 – b. 
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Figure 2-14 – (a) Ray diagram showing the focal position for a hemispherical solid immersion lens at the 
centre of a sphere. As such, each focused ray is normally incident to the surface of the sphere. (b) Ray diagram 
showing the second focal position of spherical sphere a depth of  𝑹 𝒏𝟐⁄  below the equator. 
Work presented here makes use of a cubic zirconia s-SIL as it can be used to achieve 
higher resolutions than that of the h-SIL. The reason that an s-SIL improves the resolution 
more so than a h-SIL is that the effective numerical aperture, and therefore the 
resolution, is increased by a factor of n2 for the s-SIL, whereas the h-SIL only provides an 
improvement proportional to n [21].  
For both SIL types, a fundamental limit exists on the maximum collection efficiency 
increase which can be gained. This limit occurs when the light cone collected by the 
objective lens is a full hemisphere resulting in a numerical aperture equal to the refractive 
index of the SIL. When it is not possible to use a numerical aperture matched objective 
lens to couple with the SIL, the s-SIL is advantageous for collection efficiency due to the 
refraction which occurs at the SILs surface, resulting in tighter confinement of the light 
cone when it exits the SIL.  
It must be stated that despite the strong advantages of SIL’s, there are several practical 
limitations on their use. Firstly, while the existence of two aplanatic points can be shown 
for a spherical lens, the size of the distortion free imaging plane which exists is typically 
very small. This concern is discussed in more detail in §3 where imaging distortions are of 
significant concern.  
Additionally, chromatic aberrations, whilst not of a major concern for h-SIL’s, may be 
more evident for s-SIL’s depending on the material used. The reason for this is that both 
the size of the SIL, as well as the vertical position of the imaging plane, is related to the 
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refractive index, a wavelength dependent term. For the zirconium dioxide s-SILs used in 
this thesis, the strength of these chromatic aberrations are not thought to be significant 
over the small wavelength ranges considered based on the small relative changes in the 
refractive index of zirconium dioxide2.   
The final major challenge when using SIL’s at cryogenic temperatures is maintaining 
alignment of the SIL in the correct location relative the samples surface. Both the effects 
of vacuum pumping and thermal contraction must be countered if control is to be had 
over where the sample can be imaged. Two methods have therefore been found 
acceptable for securing the position of the SIL to the surface; high viscous bonding or 
mechanical connection. 
 
Figure 2-15 – Schematic showing method used to mechanically attach the solid immersion lens to the surface 
of the sample securely. A thin, flexible, membrane with a 1 mm hole is placed over the solid immersion lens 
to hold it in place. The membrane is then fixed to the cryostat, tightening until good contact occurs between 
the SIL and the sample wafer. 
In high viscous bonding, carbon based grease is used to mechanically connect the sample 
and the outer surface of the SIL. It is found to provide adequate stability during vacuum 
pumping and freezes in place at cryogenic temperatures. Furthermore the carbon based 
grease is readily soluble in n-Butyle-acetate, Acetone and Xylene, and may be removed 
without permanent contamination of the sample. 
Where additional photonic structures exist on the samples surface, viscous bonding may 
however result in the collapse or partial destruction of free standing membranes. A 
method of mechanically bonding the SIL to the surface of the sample is therefore used, 
                                                          
2 A relative change of less than 1% exists between the refractive index of ZrO2 between the 
wavelength range of 920nm and 633nm [26]. 
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as depicted in Figure 2-15, using a thin 1 mm Ø pinhole membrane. This method is used 
over high viscous bonding only when photonic structures are present as the mechanical 
holder introduces constraints on the sample size as well as obscuring parts of the sample.  
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3.       Dot Registration 
3.1. Introduction 
A key benefit of Quantum Dots (QD’s) over alternative platforms for quantum 
information processing (QIP), such as trapped ions, is that they are intrinsically scalable 
and may interact strongly with the solid state environment [1]. However, if optimal light-
matter coupling is to be achieved, both the spectral and spatial properties of the QD must 
be matched to the photonic structure, and vice versa. Due to the random nature of self-
assembled growth (see Chapter 2), the ability to precisely know the position of a QD, and 
to deterministically embed it within photonic structure has therefore been an active area 
of research for more than a decade [2]. 
Over time, several fundamentally different approaches to embedding QD’s with spatial 
control in photonic structures have been developed, but to date, no path on how to 
achieve optimal results has proven to be dominant [3]. Whilst each method attempts to 
address at least one technological barrier, it is this author’s opinion that the most 
promising technique is that of nucleated or site controlled growth. As this technique still 
has many disadvantages, an interim technique is proposed in this chapter of registering 
the relative positions of quantum dots with respect to pre-fabricated markers. This then 
allows for the deterministic fabrication of photonic structures around the quantum dot 
using conventional lithographic processes. 
3.1.1. Chapter Overview  
As an introduction to the work presented in this chapter, we first discuss what levels of 
accuracy will be required in general of any technique which aims to locate a quantum dot 
and fabricate a photonic structure around it in section 3.1.2. A brief discussion of 
alternative techniques to dot registration is then presented in order to provide a basis for 
understanding the current motivation for using dot registration in sections 3.1.3 and 
3.1.4. A discussion of the bespoke samples required for the registration process is given 
in section 3.2, along with details regarding experimental setup. In section 3.3, 
experimental results of the dot registration process are presented, including a detailed 
discussion regarding the effects a solid immersion lens has on the registration process. A 
summary of the key results is presented in section 3.4. 
Dot Registration - Introduction 
48 | P a g e  
 
3.1.2. Precision  
For any technique which aims to embed a quantum dot within a photonic nanostructure, 
the level of precision required will ultimately depend on the photonic structure being 
fabricated and the proposed applications. It is therefore not possible to definitively state 
one precision required for all purposes. Based on many nanophotonic structures 
discussed in the literature, there is a clear divide between devices which are strongly 
spatially sensitive and those which are insensitive to the relative position of an embedded 
quantum dot.  
The nanobeam waveguide used extensively in this thesis can be particularly sensitive to 
the position of an embed quantum dot. This is discussed in more detail in chapter 4, 
where it is shown that in order to realise meaningful control on the emitted photons, a 
quantum dot must be precisely located with an accuracy of approximately 30 nm. As a 
similar example of a photonic structure with strong spatial dependence, the L3 photonic 
crystal cavity [4], is discussed here. In order to facilitate this discussion, the fundamental 
mode of the L3 photonic crystal cavity, optimised for 950 nm, is provided by R. Coles and 
presented in Figure 3-1 with the author’s permission.   
 
Figure 3-1: (left) Field profile for the fundamental transverse electric field profile, TEy, for a photonic crystal 
L3 defect cavity (Simulation performed by R.Coles, image is included with permission). (right)  Slice through 
fundamental electric field modes showing spatial dependence. 
A cross section of the electric field profile is taken along the dotted line shown above, 
and is used to calculate the power of the electric field as a function of position from the 
centre of the photonic cavity. For most applications, it is preferable for the quantum dot 
to couple to the central anti-node as it reduces the proximity of the quantum dot to 
surfaces and reduces the overlap of the quantum dot with higher order modes. For the 
fundamental anti-node at the centre of the photonic crystal cavity, the field is shown to 
exhibit a Gaussian profile, with a full width at the half maximum (FWHM) of 95 nm. Due 
Dot Registration - Introduction 
49 | P a g e  
 
to the exponential decay of a Gaussian profile, the power in the electric field decays 
quickly away from the antinodes, resulting in a small region where a quantum dot may 
efficiently couple to the cavity mode.  
A benchmark of photonic cavities is the demonstration of strong coupling and large 
Purcell factors due to their importance in QIP. In the dipole approximation, the total 
Purcell factor for a quantum dot within a cavity is given by Equation 3-1 [5]. As we are 
only concerned with the spatial dependence of an embedded quantum dot, the second 
half of the equation can be neglected as this refers to the overlap between the emission 
wavelength and the resonant cavity wavelength. The first term however relates the 
overlap of the power in the electric field mode to that of the dipole moment of the 
emitter. As observed for the photonic crystal cavity above, the electric field of the central 
anti-node is seen to decay exponentially, and as a result, if a quantum dot was displaced 
as little as 45 nm in the x-axis, the increase in the spontaneous emission rate would be 
halved.  
𝚪
𝚪𝟎
= 𝑭𝒄𝒂𝒗 (
?⃗⃗? (?⃗? )∙?⃗? 
|?⃗⃗? 𝒎𝒂𝒙||?⃗? |
)
𝟐
×
𝟏
𝟏+𝟒𝑸𝟐(
𝝀𝒆𝒎𝒊𝒕𝒆𝒓
𝝀𝒄𝒂𝒗
−𝟏)
𝟐 + 𝑭𝒑𝒄   (3.1) 
Equation 3-1 – Ratio of the spontaneous emission rate (𝜞) of an emitter, embedded within a cavity, with 
respect to the intrinsic emission rate (𝜞𝟎) in the bulk semiconductor. 𝑭𝒄𝒂𝒗 and 𝑭𝒑𝒄 correspond to the Purcell 
factors due to the cavity mode and photonic crystal respectively. 
 
It is clear therefore that in order to achieve optimal light matter coupling, it is desirable 
to control the relative position between the quantum dot and photonic nanostructure    a 
scale comparable to, but ideally much smaller than, the size of the optical field of the 
device. Control over the position of the photonic structure is readily achieved using 
standard lithographic processes, however as the size of the quantum dots is far below 
the diffraction limit of optical light, determining where to fabricate the photonic 
structurer has proved to be a significant technological challenge. Before discussing the 
technique of dot registration, two of the most common techniques used to control the 
location of quantum dots are presented. 
 
 
 
Dot Registration - Introduction 
50 | P a g e  
 
3.1.3. Nanowires 
The fabrication of quantum dot nanowire structures is an active area of research, where 
growth occurs typically via MBE or MOCVD (Metal-Organic Chemical Vapour 
Deposition)[6]. Nanowires, as their name suggests, are pillars of semiconductor material 
with typical diameters in the order of a few hundred nanometres, growing to be several 
micrometres in length [7]. Unfortunately, to achieve significantly longer nanowire 
lengths, the width of the nanowire also increases. Within the field of nanowires, there 
exist an extensive range of growth techniques and conditions, a testament to the 
versatility of nanowires, as well as the sensitivity and levels of control required.  We limit 
the discussion here to the bottom up growth method, where nanowires are grown at 
nucleation sites, as the surface quality of the nanowire is typically superior. 
Traditionally, nanowires are grown at a metal defect site on the surface of the epi-ready 
wafer [8]. This metal defect provides a nucleation site for growth to occur, acting as a 
catalyst for the vapour-liquid-solid phase transition. Site controlled growth of the 
nanowire structures can therefore be achieved through conventional lithographic  
techniques to control the location of the metal defects [9]. More recently, catalyst free 
techniques are emerging as it is believed that the metal defects interfere with the opto-
electric properties of the nanowires [10][11]. One such method explored for catalyst free 
growth is achieved by introducing hole defects into a hard mask which is removed post 
growth [12]. However, due to the extreme lengths which are taken in order to produce 
epitaxial ready surfaces of the initial wafers, subsequent wafer processing techniques 
required to fabricate the hard mask undoubtedly introduce contaminants.  
In order to utilise nanowire quantum dots for QIP, they must exhibit scalability. An 
interesting method of achieving scalability in nanowires, is that of overgrowth once the 
nanowire has formed. It is through such techniques that so called nanowire trees can be 
fabricated, where branches of nanowires can be grown radially from the primary 
nanowire [13]. Alternatively, through nano-positioning of cleaved nanowires it is possible 
to manipulate individual nanowires into fabricated photonic circuits [14]. 
Whilst it would seem that nanowires exhibit all the desirable properties required to 
achieve a scalable photonic circuit, there remain several important challenges. Significant 
among these is the quality of the photoluminescence from nanowire quantum dots. Until 
recently, coherence times significantly less than those measured for self-assembled 
quantum dots were accepted as normal. Improvements in fabrication quality have led to 
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coherence times of several hundred picoseconds at liquid helium temperatures being 
reported [15], although coherence times in the order of ~10’s picoseconds are still typical 
[16]. In comparison, under resonant excitation, Heitler regime coherence times have 
been observed in excess of 20 ns for self-assembled quantum dots [17]. Furthermore, 
due to the large lateral size of the nanowire quantum dot, strong interactions are present 
with the nanowire surface. This can result in an array of unwanted characteristics in the 
photoluminescence, such as blinking, flickering and spectral wondering. Significant work 
has therefore been conducted investigating radial overgrowth and surface passivation to 
reduce the proximity of unsatisfied  bonds [18][10]. 
3.1.4. Deterministic Growth 
As self-assembled growth has thus far yielded quantum dots with superior optical 
properties, nucleated growth attempts to control the locations where self-assembly 
occurs. In many regards, nucleated growth is similar to the catalyst free bottom up 
growth approach used to fabricate nanowires.  Whilst it is the epi-ready wafer which is 
perturbed, opposed to a hard mask used for nanowires, lithographic processes remain 
very similar. 
A standard approach for nucleated growth is to introduce small (typically 10 – 100 nm’s 
in diameter) etched holes in the [001] or [111] GaAs substrate  [19]. However moderate 
levels of success has also been achieved by varying the depth of the etched hole slowly 
with respect to the lateral size, using pyramidal shaped etched holes at micron scales 
[20]. With a nucleation site introduced, MBE or MOCVD is resumed where GaAs and InAs 
are deposited sequentially at varying thicknesses. Whilst the levels of precision achieved 
by this technique are exceptional, it possesses many of the same problems present for 
nanowire quantum dots.  
To date, the smallest achieved linewidth reported via nucleated growth of InGaAs 
quantum dots  is 25 μeV (13.2 ps) [21], however these linewidths represent a small 
minority, with typical values in excess of 100  μeV [19][20][21][22]. While concerns such 
as spectral wandering are less prominent than they are in nanowires, additional problems 
are encountered due to strain and growth rate anisotropy. As a result, care must be taken 
to ensure only a single quantum dot forms at each nucleation site. 
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3.1.5. Dot Registration 
It is clear when considering alternatives to the random growth undergone by self-
assembled quantum dots, that the intervening wafer processes steps dramatically affects 
the optical properties of the dots produced. Even with extensive measures taken during 
MBE to remove contaminants from the growth chamber, the introduction of hard masks 
or etched surfaces results in a roughened surface and therefore interface fluctuations. 
Many groups for this reason use high densities of self-assembled quantum dots, 
fabricating numerous photonic structures, and search for a quantum dot randomly 
positioned in a suitable location. An interim solution, which aids progress on integrated 
photonic circuits using multiple quantum dots, whilst technical challenges are overcome 
with deterministic growth, is therefore desirable. 
The proposed solution adopted here, similar to that used by Thon et al [2] and Senellart 
et al [23], is that of dot registration, where a suitable self-assembled quantum dot is 
identified, its position registered, and a photonic structure is precisely fabricated around 
it. Besides providing a platform to achieve optimally spatial located quantum dots in 
photonic structures, two additional benefits may be realised by characterising the 
photoluminescence prior to fabrication in this manner.  
Firstly, by characterising the optical properties of a quantum dot before fabrication, fine 
control over critical dimensions of the photonic structures can be tailored. This is of 
significant importance when considering structures such as cavities or interferometers 
with a high finesse. Current efforts to tune quantum dots into resonance with photonic 
modes have relied on pre-fabrication of diode structures [24], or more permanent 
changes involving a systematic post etching to fine tune critical dimensions [25]. 
Furthermore, if two or more suitably coherent quantum dots can be identified, then a 
scalable photonic structure may be used to provide interconnectivity.  
Secondly, dot registration is by its very nature a technique which identifies how the 
fabrication of a photonic structure affects the properties of the quantum dot. As is 
commonly reported in nanowires, where the quantum dot is susceptible to charge 
fluctuations at the surface, it will be directly evident if similar phenomenon occurs after 
fabrication through a comparison of the optical properties. Additionally, direct 
measurements of normally convoluted performance indicators, such as Purcell factors, 
are readily calculated and do not require assumptions regarding ensemble averages. It 
would therefore seem that not only can dot registration provide optimal spatial and 
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mode matched photonic structures, but can readily quantify the performance, aiding 
future developments. 
 
Figure 3-2 – Schematic showing two channel collection scheme used for dot registration. Photoluminescence 
and reflected laser signal is collected through the same objective lens before being split into two unequal arms 
using a 92:8 (Transmission : Reflection) pellicle beam splitter.  
In this work, dot registration is developed using the continuous flow cryostat described 
in detail in Chapter 2. A single excitation channel, using either a HeNe (633 nm) or Diode  
(808 nm) laser, is used to excite quantum dots. Photoluminescence and the reflected 
laser signal are collected through the same objective lens before being split into two 
channels via a 92:8 (Transmission : Reflection) pellicle beam splitter, as shown in  
Figure 3-2. The transmitted channel is filtered using either a band pass filter or a 
monochromator to isolate a single quantum dot transition before being measured using 
an avalanche photo diode (APD). Additional attenuation is required for the channel used 
to collect the reflected signal, done using neutral density filters, due to the relatively high 
intensity of the reflected laser signal. No spectral filtering is employed for this channel as 
any spectral contributions are several orders of magnitude weaker than the laser signal.  
In order to register the position of a suitable quantum dot, a closed loop piezo electric 
stage is used to scan the objective lens across the sample. The orthogonal sets of 
registration markers shown by black lines on the samples surface in Figure 3-2 are aligned 
perpendicular to the scanning stage axis to independently determine the horizontal and 
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vertical relative displacement of the quantum dot. The collected data from the two 
optical collection paths, with an example shown in Figure 3-3, is analysed using a least 
squared fit method to locate the central peaks of the markers and the quantum dot. By 
repeating the scan numerous times, a statistical average of the quantum dots relative 
location can be determined. With this information, standard lithographic processes can 
be used to fabricate the desired photonic structure around the quantum dot. 
 
Figure 3-3 – Example of collected signal through the filtered and un-filtered collection channels of the 
photoluminescence setup as a function of the scanning stage position. (Left) Three distinct peaks are observed 
(black) where the laser is scanned over three registration markers. Similarly, a single well isolated bright peak 
(red) is visible at some distance away from the markers in the spectrally filtered channel.  (Right) Least squared 
fit of a Gaussian (red) is fitted to the raw APD data for a QD signal (black) to determine its absolute positions. 
So far, the technique of dot registration has already enjoyed moderate success in other 
groups, notably being used to realise strong coupling of a quantum dot in a L3 photonic 
crystal cavity [2]. However, advances in the technique appear to have stagnated with 
multiple groups reporting similar distribution widths (FWHM) of 50 nm in the relative 
position of the quantum dot with respect to the pre-fabricated registration markers 
[2][26]. Based on the work presented in this chapter, it is believed that this limit is the 
result of the limited optical resolution of a conventional micro photoluminescence setup. 
We therefore show using a solid immersion lens that aberration free dot registration is 
possible and results in a reduced distribution width for the relative position of the 
quantum dot. 
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3.2. Samples 
The samples used for dot registration are of the standard 140 nm thick GaAs membrane 
heterostructure described in detail in chapter 2. As dot registration requires the 
identification of individual quantum dot lines which are both spatially and spectrally 
resolvable with respect to neighbouring quantum dots, samples are taken from portions 
of the wafer with low quantum dot density.  
3.2.1. Marker Design 
In order to support a solid immersion lens, as well as enable scalable fabrication, a 
compact design for the registration markers is required that still enables photonic 
structures to be interconnected. Two distinct designs were considered, each with their 
own specific advantages, which are shown in Figure 3-4. 
 
Figure 3-4 – Registration marker designs to enable the fabrication of scalable photonic circuits as well as 
calibration of the magnification due to a solid immersion lens. Pattern of the proposed markers is shown in 
red, with the supported registration area shown in green. (left) An open marker design which enables 
fabrication of larger photonic devices. (right) Compressed registration grid with open marker design to 
accommodate interconnectivity between devices.  
The open marker design shown in Figure 3-4a  was originally designed to allow for large 
scale photonic structures to be fabricated, as multiple quantum dots can be registered 
with a single marker set. The use of a solid immersion lens however requires at least two 
markers be scanned to calibrate the effective magnification due to the SIL as it is highly 
sensitive to the focal position of the objective lens. This therefore represents a problem 
for this design as in order to provide a large area to find suitable quantum dots, the 
markers are closely spaced, positioned only 1.5 μm apart. As a result of the small spacing, 
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the fractional error in their positions relative to the separation is large, making the 
magnification value determined less reliable. 
When it was considered that photonic waveguides could be used over relatively large 
distances with the use of critical point drying [27], the marker set in  
Figure 3-4b was developed in order to decrease the percentage error in the calculated 
magnification. Photonic waveguides can then be used to navigate between the 
registration markers into areas of the wafer intentionally left free for the fabrication of 
photonic components.   
3.2.2. Marker Fabrication 
In order to support dot registration, it is necessary to fabricate registration markers on 
the surface of the sample first. Standard EBL techniques were used to transfer a selection 
of the 200nm wide registration patterns shown in Figure 3-4 into the electron beam 
resist. Metal evaporation is used to transfer a 5 nm thick layer of titanium, followed by a 
20 nm thick layer of gold, which binds to the surface of the sample where the developed 
electron beam resist has been removed. Metal evaporation rates between 0.2 nm min-1 
and 0.8 nm min-1 are used to allow the evaporated metal time to cool and prevent 
smearing. After the desired film thickness is reached, measured using a piezoelectric 
transducer, the remaining electron beam resist is removed, along with any excess metal, 
using n-methyl-2-pyrolidinone. It was found however that whilst the gold provided a 
good medium to reflect the laser signal, it was not robust enough to withstand sequential 
wafer processing techniques. Scanning electron microscope (SEM) images are shown in 
Figure 3-5 of a set of gold registration markers. Figure 3-5 a shows the gold markers after 
evaporation, before the sample has been used for dot registration purposes. Figure 3-5b 
shows the same wafer after the sample has been used for dot registration and 
subsequent gold markers have been evaporated onto the surface.  
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Figure 3-5 – (left) SEM image of gold registration markers immediately after fabrication. (right) SEM of 
registration markers which have been used for dot registration with supplementary gold markers fabricated 
afterwards. Signatures of metal lift-off are prevalent in both the original and supplementary markers after 
subsequent wafer processing steps (right)  
Several issues are identified with the use of gold markers as a result of the damage 
revealed between SEM images. Firstly, the existing gold markers are readily damaged 
when standard wafer processing techniques are used. Further damage can be seen in the 
‘L’ shaped automatic write field alignment markers in the corners of the image. This is 
evident from the distinctive shadow which appears, characteristic of when the metal 
begins to lift away from the samples surface. As a result, the alignment of subsequent 
EBL exposures will be subject to additional sources of error. Additionally, as highlighted 
on the SEM image, the fabrication of the additional markers shows mixed results as some 
of the markers have been removed during the process to remove the excess titanium and 
gold which covers the entire surface after evaporation. As a result, an alternative etched 
marker is preferentially used in later registration runs, which rather than increasing the 
reflected laser signal, acts to scatter it away, reducing the total signal intensity.  
3.2.3. Marker Alignment 
A non-trivial complication which arises from the use of a solid immersion lens is that of 
orthogonality between the sample, registration markers and the scanning stage. If a 
sample is examined without a solid immersion lens, then the position of the objective 
lens directly corresponds to a position on the sample surface. If two markers are then 
scanned over, with a known separation, it is relatively simple to determine the relative 
angle between the sample axis and the stage’s via trigonometry.  
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If however a solid immersion lens is used, then as a result of the magnification from the 
SIL, movements of the objective lens are scaled accordingly. As has previously been 
mentioned, in order to determine the practical magnification of the system, the 
separation of two markers is used. If there is any angular offset then between the two 
sets of axis, a systematic error is introduced. 
 
Figure 3-6 – Schematic depicting how an angular offset between the axis of the scanning stage and 
registration markers can introduce systematic errors in the registered position of the quantum dot. (Top left) 
Overview of a registration marker cell showing the four course alignment markers used to manually alight 
the EBL prior to sequential fabrications with a close up of an individual maker shown (bottom left). (Top right) 
Image of a single registration grid rotated as would be observed if the sample is misaligned with respect to 
the scanning stage axis. (bottom right) Depiction of how rotation of the sample results in an increased 
measured length for both the quantum dot position and marker separation. 
In order to mitigate problems as a result of this, significant care is taken when initially 
aligning the sample to ensure orthogonality between the pre-fabricated registration 
markers and the scanning stage of the objective lens. As such, checks are performed using 
the EBL coarse write field alignment markers as depicted in Figure 3-6. As these markers 
are parallel or perpendicular to the axis of the registration markers, if the scanning stage 
is aligned to these, then it will also be aligned to the registration markers. Alignment is 
achieved by manually rotating the cryostat until it is possible to scan between adjacent 
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markers using a single axis of the scanning stage. As the separation of the EBL coarse field 
alignment markers is relatively large, typically more than 400 μm, it is possible to reduce 
the angle offset between the sample and the scanning stage to less than half a degree. If 
the upper limit of half a degree is considered, then the actual position of the quantum 
dot as presented in Figure 3-6, would be systematically shifted by 3.8 × 10−3 %. For a 
median displacement of 7.5 μm, this corresponds to an error less than 0.3 nm, and it is 
therefore not considered to be significant when compared to the physical size of the 
quantum dot. 
3.3. Registration 
Initial experiments to determine the viability of dot registration were done without the 
use of a solid immersion lens. The primary focus of these probing experiments was to 
determine optimal parameters and identify additional limiting factors, as well as identify 
systematic sources of error.  By identifying impediments to the registration technique 
without the involvement of the solid immersion lens, objectivity can be maintained. It is 
reported in the literature that for a conventional micro-photoluminescence setup, the 
precision in the positional accuracy saturates at approximately 50 nm. In attempting to 
replicate this success, any limiting factors should be readily identified as a broadening in 
the distribution of the relative position.  
The relationship between the step-size of the objective lens and the error in the quantum 
dots position is unknown. Therefore, several data sets are simulated containing two 
displaced Gaussian peaks, one representing the quantum dot and the other representing 
a marker. The properties of the two peaks are chosen to be identical, both with a FWHM 
of 1 μm. Random noise is introduced into the simulated data sets with an amplitude 6% 
of the peak intensity in order to approximate experimental observations. The same least 
squared fitting procedure which is used to process measured quantum dot data is used 
to determine the distance between the simulated peaks. The resolution of the simulated 
data sets is chosen from 1 μm to 50 nm to represent various resolutions which could be 
used during registration measurements. For a selection of the simulated data sets, 
empirical measurements are performed on a suitable quantum dot to determine the 
validity of the modelled data. Results are presented in Figure 3-7 which show good 
agreement between the observed and expected distribution width. 
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Figure 3-7 – FWHM of the relative quantum dot position for both simulated (black) and measured (red) data 
for a conventional photoluminescence registration setup with a resolution of approximately 1µm 
From the simulated data presented in Figure 3-7, it could be assumed that by decreasing 
the step size between scan points during registration, incrementally smaller 
improvements in the accuracy could be achieved. However, as the error in the mean 
value of a normal distribution is equal to  
𝜎
√𝑁
2  , where 𝜎 is the standard deviation and N is 
the number of data points, the observed exponential decay means that it can be 
beneficial to use larger step sizes and simply perform additional scans. If the total time 
taken to achieve an arbitrary error for the mean of the normal distribution is proportional 
to  
N
∆x
 , where  ∆x is the step size of the objective lens, then by using the exponential fit to 
the simulated data from Figure 3-7, the relationship between step size and experimental 
time required to achieve a given error can be determined, as shown in Figure 3-8.  
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Figure 3-8 – Total time taken to achieve an arbitrary error for the position of a quantum dot as a function of 
the scan resolution. Total time is calculated assuming the error increases exponentially with the step size, that 
the number of scans required to achieve a given error is proportional to the square of the error in a single scan 
and that the time taken is proportional to the number of scans and inversely to the step size   
For the purpose of this work, it is not the aim to find the most efficient scheme of 
registering quantum dots for deterministic fabrication. Rather it is to determine the best 
possible accuracy that can reproducibly be achieved when using a solid immersion lens. 
It would prematurely seem then that a finer step size will always result in a reduced 
distribution width for the relative position of a quantum dot. This however does not take 
into account systematic sources of error which may be time dependant.  
3.3.1. System stability 
In the process of identifying the optimal scan parameters, it was observed that the 
positions of the quantum dot and markers changed with time. This affect is anticipated 
due to instabilities as a result of vibrations, as well as a torque from the liquid helium 
transfer tube. Provided that the quantum dot and marker both drift at the same rate, and 
that the rate of drift is small on the time scale of a single scan, then this is not expected 
to result in significant systematic errors.  
Dot Registration - Registration 
62 | P a g e  
 
For a set of 100 scans with a scan resolution of 250 nm, the central position of the 
quantum dot and a marker are determined as a function of time. The results of the scans 
are presented in Figure 3-9 which show a drift rate of approximately  
16 nm min-1 for both the marker and quantum dot position. Whilst this drift rate is not 
negligible, on the time scale of a single scan (approximately 10 to 20 seconds), it only 
represents a systematic error in the relative position of the quantum dot of 
approximately 4.0 nm in each scan. We comment that whilst the linear fit to the data 
does in general agree with the observed trend, it is not expected that the sample drift 
should always behave in a linear manor.  
Furthermore, whilst it is expected that the marker and quantum dot positions should drift 
parallel to one another, the linear fits to the data show only a small relative drift of  
1.4 ± 1.2 nm min-1 between the marker and the quantum dot. By plotting the relative 
distance between the quantum dot and one of the registration markers as a function of 
time, as shown in Figure 3-10, it becomes apparent that the relative drift between the 
two peaks is likely a result of statistical noise. 
 
Figure 3-9 – Observed drift in the position of a quantum dot and registration marker due to mechanical 
instabilities of the system. Positions shown are the centre of a Gaussian fit to the collected signal and 
represent the absolute position of the objective lens on the scanning stage. 
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Figure 3-10 – Centre of a Gaussian fit for the relative position of the quantum dot to a registration marker as 
a function of the scan time (black). A least squared constant (blue) and linear fit (red) fit is performed to the 
data to determine the relative drift rate between the quantum dot and the markers. An upper bound of 1.99 
nm min-1 is calculated, however this is considered to be due to the relatively large fluctuations in the calculated 
relative distance.  
As a precaution due to the observed sample drift, the step size of the objective lens during 
registration scans of 250 nm has been determined appropriate to achieve optimal 
accuracy during dot registration whilst minimising the overall scan time, and therefore 
systematic errors associated with sample drift. The expected lower limit for the 
distribution width, full width at half maximum, at this step size is 31.4 nm from Figure 
3-7. If the step size was increased to 100 nm, then the distribution width would be 
expected to reduce to 28.5 nm. This reduction of 2.9 nm would increase the time of each 
scan by a factor of 2.5, and therefore increasing the systematic error due to sample drift 
from 4 nm to 10 nm. Whilst it is possible to correct for this systematic error to some 
degree, there will always be an inherent error carried forwards. It is therefore preferable 
to simply reduce the run time to mitigate its impact.  
In practice, it was found that even with smaller and smaller step sizes, the FWHM that 
could be achieved during measurements for the relative position of a quantum dot 
plateaued at a step size 250 nm. The smallest FWHM in the relative position of a quantum 
dot that was obtained without a solid immersion lens is shown in Figure 3-11 where a 
Dot Registration - Registration 
64 | P a g e  
 
FWHM of 52.8 nm was obtained. This value is very close to the ~ 50 nm value reported 
by others [2][23] and therefore provides confidence in the registration setup. 
 
Figure 3-11 – Histogram of the Variance in the relative position (in a single axis) calculated for a quantum dot 
relative to a registration marker. A Gaussian peak (black) is fitted to the measured data (red) which shows a 
FWHM of 52.8 nm. This value is in good agreement with the best values reported in the literature for similar 
setups. 
3.3.2. Surface Damage 
In order for the micro photoluminescence setup to achieve optimal resolution with a solid 
immersion lens, and therefore realise the highest benefits for registration purposes, the 
solid immersion lens must be in mechanical contact with the samples surface.  The 
surfaces of the solid immersion lens, specifically the bottom one in contact with the 
sample, are finely polished to achieve a high quality optical finish. It is contrary to 
expectations, that it is observed that due to fine positioning of the lens on the samples 
surface, extensive damage can be done to the wafers surface in the form of scratches. A 
scanning electron microscope image which shows a significantly damaged registration 
grid with a waveguide is presented in Figure 3-12. Whilst surface damage of this extent 
was not observed for all samples studied, at least some level of surface damage was 
found. It was also found that the extent of the damage was increased when using a 
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mechanical positioner, rather than high viscous bonding, as a result of the increased 
normal force.  
From the SEM image in Figure 3-12, line sections are taken through several scratches and 
show a maximum width of approximately 200 nm. From the SEM image alone, the depth 
of the scratches cannot be determined, however, as the quantum dots are only 70 nm 
away from the surface, it is expected they will by highly sensitive to any defects. 
Furthermore, any such scratches on the surface of a wafer where a photonic structure is 
fabricated will manifest as scatter points, reducing the overall performance of the device. 
 
Figure 3-12 – SEM Image of a sample which has had a solid immersion lens repeatedly positioned on the 
surface of the sample. Due to the small aberration free image region of solid immersion lenses, it is necessary 
to precisely align the centre of the lens with the centre of the registration markers.  
The cause of such scratches is believed to be due to the relatively soft gallium arsenide 
with respect to the cubic zirconium solid immersion lens. In order to characterise a 
materials resistance to scratching, the Mohs scale is used which ranks materials on their 
relative abilities to, and to be, scratched. Gallium Arsenide has a Mohs rating of 4.5 [28], 
whereas the ZrO2 solid immersion lens has a rating of 8 [29], making if far more likely to 
scratch GaAs and less likely to be damaged. Numerous white specs are present in Figure 
3-12 with saturated contrast which represents small fragments of surface contamination. 
It is thought that small pieces of contaminants will be present on the surface of the 
sample due to the normal handling of samples which often results in slight damage to the 
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edges of the wafer. Additionally, where etched features exist, the sharp corners of these 
features will be prone to chipping, resulting in additional contaminants.  
We report measurements for the roughness of the contact surface of the solid immersion 
lens, after it has been used for dot registration and finely positioned over a registration 
grid. Measurements are performed using atomic force microscopy with topological plots 
shown from various locations of the SIL in Figure 3-13. AFM measurements are performed 
using a pinhole mount to hold the inverted solid immersion lens stable during scanning, 
where representative points were taken at several locations near the middle and edge of 
the lens. It is expected that large areas of optically flat regions will exist, with several 
contaminated regions where GaAs fragments have been transferred.  
The identification of contaminants on the solid immersion lens, with typical widths 
corresponding to the sizes of observed scratches provides confidence as to the origin of 
the scratches. As a preventative measure to protect the samples surface from damage of 
this type during dot registration, a temporary layer of 100 nm thick SiO2 is deposited on 
top of the fabricated registration markers. As SiO2 has a Mohs rating 7 [30], much higher 
than that of GaAs, damage to the samples surface will be significantly reduced. 
Furthermore any damage to this surface is not expected to penetrate through the SiO2 
layer to the GaAs.  
 
Figure 3-13 – Atomic Force Microscopy images of a 1 mm diameter solid immersion lens after it has been used 
for dot registration. Images show two representative points near the middle (left) and edge (right) of the solid 
immersion lens. The majority of the surface is seen to be optically smooth, with contamination spots 10 nm 
to 200 nm in size.  
Plasma enhanced chemical vapour deposition (PECVD) is used to deposit the SiO2 onto 
the sample surface at a rate of 40 nm per minute. Once the sample has been studied, and 
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a suitable number of quantum dots registered, the SiO2 can be removed in a weak, 10% 
by volume, hydrofluoric acid solution for 60 seconds. After removing the SiO2, the sample 
can be processed as normal should the fabrication of photonic structures be desired. 
We present two SEM images in Figure 3-14 which show the surface of a wafer with 
registration markers; initially after the deposition of SiO2, and after the SiO2 has been 
removed after being used to protect the sample from positioning a solid immersion lens. 
It is noted that excessive force is used in a deliberate attempt to scratch the sample 
shown in Figure 3-14 to ensure that sufficient protection is provided by the SiO2. By 
comparison of the two images, no evidence of surface damage as a result of scratching is 
observed, validating the use of a hard mask to protect the samples surface.  
 
Figure 3-14 – (Left) SEM image of a wafer after registration markers are fabricated but prior to SiO2 
deposition. Due to the number of processing steps required to fabricate registration markers (Cleaving, Spin-
coating, EBL, Development and Etching) repeated manual handling of the device has already introduced some 
level of contaminates as highlighted (red circle). (Right) SEM image after the protective SiO2 layer has been 
removed showing no signs of surface damage. A small area of decreases contrast is apparent around a wafer 
fragment which is thought to have been trapped under the SiO2 which may have acted as a nucleation site for 
deposition.  
Where a fragment of semiconductor is present in both SEM images, it is likely that it has 
become trapped under the SiO2 layer. These particulates on the wafer surface will act as 
a nucleation site during PECVD, increasing the local thickness of SiO2 at that point. As a 
result, these areas may not be fully removed by the hydrofluoric acid in a single 60 second 
etch, and hence explains the presence of the dirt in both SEM images, as well as the 
darker region surrounding it. It is not thought that this will have any significant effect on 
Dot Registration - Registration 
68 | P a g e  
 
either dot registration, or the performance of fabricated structures, provided that 
contamination spots are suitably far away. 
The protective qualities of SiO2 are evident. However it is necessary to confirm that the 
properties of quantum dots are not detrimentally affected by its presence. That is, a 
quantum dot must exhibit the same spectral properties, both with and without the SiO2 
layer. If any significant spectral changes occur as a result of the protective layer, then the 
ability to selectively register quantum dots based on its properties is lost.  
To determine the effects of the protective layer on the photoluminescence of quantum 
dots, two sets of three dimensional colour contour plots for a single registration grid are 
produced, both before and after the deposition of SiO2. The collected photoluminescence 
is detected via the CCD of the spectrometer, rather than an APD, to preserve the full 
spectral information for all quantum dots within the registration grid. In order to prevent 
scratches affecting the properties of the quantum dots before the protective SiO2 is 
deposited, the scans are performed without the aid of a SIL. 
 
Figure 3-15 – Colour contour plots showing integrated photoluminescence signal recorded over the spectral 
range of 900 – 950 nm for the same registration grid before and after SiO2 has been deposited on the samples 
surface. 
Scan parameters were fixed between the two scans to enable a direct comparison. As 
multiple excitonic states are typically observed in our samples for individual quantum 
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dots, a high excitation power is used to produce the contour graphs. A near saturation 
power of approximately 2.0 μW for the HeNe (λ0 = 633 nm) excitation laser is chosen, 
with a scanning stage resolution of 500 nm.  The integration time on the CCD is set to 500 
ms to provide sufficient signal contrast, whilst maintaining an overall short scan time to 
reduce the effects of drift.  
Integrating the recorded intensity spectrums over a large spectral range (900 nm to 950 
nm), and normalising to the maximum value, a colour contour plot is produced which 
shows the locations of nearly all quantum dot within the registration grid, and removes 
fluctuations due to the wetting layer and GaAs band gap. Figure 3-15 presents the colour 
contour plots for the same registration grid before and after SiO2 has been deposited. 
Prior to the second scan, the scanning stage is manually re-aligned to the same 
registration grid, however some level of offset between the two scans is expected.  
Good agreement is found between the two contour maps, with a calculated  𝑅𝑀𝑆 
difference of < 2%. By calculating the residual between the two plots, as shown in Figure 
3-16, it is possible to highlight where any significant differences occur. We identify 
apparent artefacts in the residual plot, with an example highlighted inside the red box, 
where at the site of a quantum dot, the sign of the residual changes from positive to 
negative over a short period. The origin of this affect is believed to be a result of an 
artificial hysteresis of the stage positions introduced when producing the contour plots. 
Whilst the scanning stage is operated in a closed loop providing accurate recordings of its 
position, in order to produce the colour contour plots, it is necessary to bin the positions 
recorded during the scans. This sign change is therefore attributed to a small spatial offset 
of the scanning stage. 
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Figure 3-16 – Residual between the colour contour plots generated by integrating the observed 
photoluminescence spectrums over the wavelength range 900 – 950 nm for the same registration grid with 
and without SiO2 deposited. 
Further investigations of areas which appear to show moderate changes in signal 
intensity are found to be the result of a combination of factors. It is noted that quantum 
dots at these locations typically exhibit poor spectral properties, with numerous charged 
states present. Due to the increased number of relaxation pathways this provides, 
saturation of these dots typically require higher excitation power than those used to 
perform the scans. The recorded photoluminescence is therefore more sensitive to the 
position of the excitation laser. Subtle differences between the two scans are therefore 
explained as a result of the finite step size used to produce the scans. 
Whilst the integrated intensity provides confidence that quantum dot emission is not 
quenched due to the protective layer, it provides little information regarding spectral 
consistency. We therefore show in Figure 3-17 a representative comparison of a typical 
quantum dot spectrum before and after the deposition of SiO2. It is shown that the 
spectral features are nearly identical, with the dominant spectral line centred around 897 
nm clearly visible before and after the deposition of SiO2. Additionally, the presence of 
less dominant spectral features agree well with each other between scans, such as the 
cluster of states present around 902 nm. Apparent changes in the relative intensity of 
certain peaks are again attributed to the finite positional accuracy of the scan, and 
therefore a reduced excitation power felt by the quantum dot. It is therefore concluded 
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that the deposition of a SiO2 hard mask, to act as a protective layer prior to dot 
registration, is acceptable. 
 
Figure 3-17 – Spectral comparison for a single quantum dot, identified by the relative position of its integrated 
photoluminescence signal, before (black) and after (red) the deposition of SiO2 on the surface of the sample. 
The relative intensities of peaks are seen to change which is attributed to the finite resolution of the scans 
performed. The ability to identify corresponding peaks in both spectrum provide confidence that the spectrum 
remains predominantly unchanged. 
3.3.3. Solid Immersion Lens Enhanced Registration 
With confirmation that a solid immersion lens can be used without having a detrimental 
effect on the sample, the viability of solid immersion enhanced dot registration is now 
explored. To ensure the absence of geometric aberrations as a result of the solid 
immersion lens, a 3D contour plot is first generated by measuring the reflected laser 
signal from the sample surface through the solid immersion lens using APD’s as a function 
of the stage position. Should any distortion in the image be present, this would mean the 
assumption of a constant magnification over the small scan ranges considered is false. It 
would therefore be impossible to determine the relative position of the quantum dot as 
it would require precise knowledge of how the magnification changes with respect to the 
scanning stage’s position. 
Dot Registration - Registration 
72 | P a g e  
 
 
Figure 3-18 – Contour map showing reflected laser (λ0=633 nm) signal from a single registration marker set 
when examined under a solid immersion lens. Areas of reduced signal intensity correspond to etched marker 
patterns. 
The 2D contour map is present in Figure 3-18 which show a 15 μm by 15 μm registration 
grid with horizontal and vertical registration markers carefully aligned to the scanning 
stage axis. A scanning stage step size of 2 μm is used which, when accounting for the 
magnification of the SIL, corresponds to a resolution of better than 400 nm on the 
samples surface.  By visual inspection, no obvious aberrations are apparent which would 
have been expected to manifest as curvature in the straight registration markers. A more 
precise measurement of the curvature is presented in Figure 3-19 where the relative 
separation of two markers is plotted as a function of position. The data is fitted well by a 
straight line with a gradient of 0.0 ± 1.8 nm µm−1, confirming no significant distortions 
are present which would adversely affect the registration process. 
For conventional dot registration, without the aid of a solid immersion lens, it was 
observed that relative drift between the sample and objective lens resulted in a 
continuous systematic error in the relative position. It has previously been stated, that 
when using a solid immersion lens, the travel distance of the objective lens is related to 
that of the excitation spot by the effective magnification. As such, the relative drift 
between the sample and the objective lens should also be reduced proportionally to the 
effective magnification of the SIL. For comparison with the system stability reported 
without the aid of a solid immersion lens (1.99 nm min−1), the relative drift between the 
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quantum dot and a marker as measured under a solid immersion lens is presented in 
Figure 3-20.  
 
Figure 3-19 – Relative separation of the vertical registration markers (shown in Figure 3-18) as a function of 
horizontal position. A linear fit shows the separation is constant, and therefore no significant variation in the 
magnification is expected.  
A relative drift rate of 0.12 nm min-1 is obtained which is significantly less than expected 
considering enhancements due to the magnification of the solid immersion lens alone. 
As the relative drift of the sample is subject to numerous environmental conditions, it is 
likely that the drift rate will fluctuate on a measurement by measurement basis. One such 
source of drift is considered to be vibrations as a result of back pressure within the helium 
return line due to the simultaneous operation of additional cryogenic systems. Whilst 
steps are already taken to minimise this affect using an additional expansion vessel, the 
affects cannot be controlled entirely. It is however enough for now to conclude that the 
use of a solid immersion lens shows a significant reduction in the drift rate, from 16.9 nm 
min-1 without a SIL, to as little as 0.9 nm min-1 with a SIL. 
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Figure 3-20 – Relative distance between quantum dot and registration marker as a function of time. An 
average drift rate of 0.12 nm min-1 is calculated, which on the time scale of a single scan (~1.5 min) represents 
a negligible error. 
As with conventional dot registration, it is seen that the distribution width was strongly 
dependent on the step size used to move the objective lens during scans. Without the aid 
of a solid immersion lens, the distribution width of the relative position of the quantum 
dot was seen to saturate at 52.8 nm (see Figure 3-11). This was the case for step sizes of 
the objective lens of less than a few hundred nanometres. When a solid immersion is 
used in the optical setup to register the position of a quantum dot, it should be seen that 
a similar step size for the objective lens is required. The reason the a similar step size 
should be required, is that the resolution of the system is increased by the SIL by the same 
factor which relates the translation of the objective stage to the translation of the focused 
spot on the samples surface. This is confirmed by measuring the position (in one axis) of 
a single quantum dot for various step sizes. A similar exponential decay is observed to 
that of the one in Figure 3-7, as shown in Figure 3-21, which suggest the resolution 
saturates at 10 nm. This distribution width is significantly better than that observed for 
conventional dot registration, which represents an improvement by approximately a 
factor of 5.  This value is in good agreement with the magnification provided by the solid 
immersion lens, which is equal to the refractive index squared. For the cubic zirconia solid 
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immersion lens used, with a refractive index of 2.12 at 925 nm [31], the magnification is 
expected to increase by a factor of approximately 4.5. 
 
Figure 3-21 – FWHM for the relative position of a quantum dot measured with various scan resolutions in a 
single axis. An exponential decay is fit (red) to the data (black) which shows good agreement and predicts a 
maximum accuracy of 10 nm.   
Based upon the data presented in Figure 3-21, it is proposed to use a scan resolution of 
250 nm (4 steps µm-1). If the resolution was increased to 200 nm, the FWHM was shown 
to decrease by 0.6 nm. Given this would result in a 25 % increase in the total scan time, 
it is likely to result in larger systematic errors than the 0.6 nm decrease in the measured 
distribution width. 
Using the proposed scanning stage resolution of 250 nm, line scans are repeated 100 
times in order to produce a statistical distribution for the relative position of the quantum 
dot. The peak registration accuracy observed was calculated to have a distribution width 
of 8.58 nm for the relative position. A histogram showing the variance in the calculated 
relative position between the quantum dot and one of the registration markers is 
presented in Figure 3-22. The Gaussian fit to the data results in an adjusted residual 
squared value of 0.949, confirming good agreement. The significance of this is that the 
Gaussian nature of the distribution suggests limitations in the accuracy of the technique 
are dominated by random noise, such as vibrations, intensity fluctuations or electronic 
instrumentation noise. It is therefore appropriate to use the average value calculated for 
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deterministic fabrication. Based on the 100 line scans used to generate the histogram, 
the error in the central position is calculated to be 0.36 nm (𝜎
√𝑁
⁄ ). 
 
Figure 3-22 – Histogram of the variance in the relative positions (in a single axis) calculated for a quantum 
dot relative to a registration marker. A Gaussian peak (black) is fit to the measured data (red) which shows a 
FWHM of 8.58 nm. Based on 100 scans, the error in the mean position is calculated to be 0.36 nm. 
In order to both confirm the reproducibility and validity of the claim of such a significant 
improvement in the distribution width due to the SIL, the positions of several quantum 
dots are registered, ideally to be used later in photonic structures. A scatter plot showing 
the distribution widths calculated for the relative position of each of the dots registered 
is shown in Figure 3-23.   
It is clear from the scatter plot that the use of a solid immersion lens results in a 
measurable improvement in the achievable accuracies, with at best, an 82% reduction in 
the distribution width over the best accuracies achieved without the use of a solid 
immersion lens. Although significant variance exists in the values reported, the largest 
distribution width of approximately 30 nm still represents a 20 nm improvement due to 
the SIL.  
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Figure 3-23 – Scatter plot showing the FWHM for the relative positions measured of several quantum dots 
using solid immersion lens enhanced dot registration. A mean distribution width of 19.2 nm is calculated, 
significantly below the 50 nm limit which is observed for conventional dot registration. A maximum and 
minimum distribution width of 30.0 nm and 8.6 nm respectively.  
3.4. Conclusion  
Using a scanning micro-photoluminescence setup, the statistical variance in the 
calculated relative position of a quantum dot has been measured, both with and without 
the use of a solid immersion lens. Without the use of a solid immersion lens, the smallest 
distribution width experimentally achieved was found to agree well with other groups 
who also report a distribution full width at half maximum of approximately 50 nm. It has 
been confirmed that the use of a solid immersion lens can significantly increase the 
accuracy of the dot registration technique, resulting in a distribution width of 8.58 nm at 
best for the position of a quantum dot relative to a registration marker. 
Whilst in principle, numerous repeat scans may be performed to reduce the error in the 
calculated position, this can be time consuming. Due to the reduced distribution width 
observed when using a SIL, nearly 34 times as many scans would be required of the 
conventional registration setup in order to achieve the same error in the calculated 
position. Additionally, as the solid immersion lens effectively desensitises the registration 
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system to vibrations and drift between the sample and objective lens, systematic errors 
as a result of sample drift are shown to be reduced. 
Although the solid immersion lens was found to damage the surface of the wafer, it has 
been shown that the use of a temporary SiO2 layer can be used as a protective layer to 
mitigate this. SEM images, integrated photoluminescence contour plots and spectral 
comparisons of quantum dots before and after the deposition of SiO2 have shown that 
the use of a SiO2 layer has no detrimental effects on the sample, or the 
photoluminescence properties of the quantum dots.  
 
  
  
Dot Registration - References 
79 | P a g e  
 
3.5. References 
[1] A. Imamoglu, D. Awschalom, G. Burkard, D. P. DiVincenzo, D. Loss, M. Sherwin, 
and A. Small, “Quantum information processing using quantum dot spins and 
cavity QED,” Phys. Rev. Lett., vol. 83, no. 20, pp. 4204–4207, 1999. 
[2] S. M. Thon, M. T. Rakher, H. Kim, J. Gudat, W. T. M. Irvine, P. M. Petroff, and D. 
Bouwmeester, “Strong coupling through optical positioning of a quantum dot in 
a photonic crystal cavity,” Appl. Phys. Lett., vol. 94, no. 11, p. 111115, 2009. 
[3] P. Lodahl, S. Mahmoodian, and S. Stobbe, “Interfacing single photons and single 
quantum dots with photonic nanostructures,” Rev. Mod. Phys., vol. 87, no. 2, pp. 
347–400, 2015. 
[4] R. J. Coles, D. M. Price, J. E. Dixon, B. Royall, E. Clarke, P. Kok, M. S. Skolnick, A. 
M. Fox, and M. N. Makhonin, “Chirality of nanophotonic waveguide with 
embedded quantum emitter for unidirectional spin transfer.,” Nat. Commun., 
vol. 7, no. 2015, p. 11183, 2016. 
[5] D. Englund, D. Fattal, E. Waks, G. Solomon, B. Zhang, T. Nakaoka, Y. Arakawa, Y. 
Yamamoto, and J. Vučkovićc, “Controlling the spontaneous emission rate of 
single quantum dots in a two-dimensional photonic crystal,” Phys. Rev. Lett., vol. 
95, no. 1, pp. 2–5, 2005. 
[6] A. P. Foster, “Theoretical and experimental investigation of III-V semiconductor 
nanowire heterostructures,” no. November, 2013. 
[7] T. B. Hoang, A. F. Moses, H. L. Zhou, D. L. Dheeraj, B. O. Fimland, and H. Weman, 
“Observation of free exciton photoluminescence emission from single wurtzite 
GaAs nanowires,” Appl. Phys. Lett., vol. 94, no. 13, pp. 1–4, 2009. 
[8] K. A. Dick, “A review of nanowire growth promoted by alloys and non-alloying 
elements with emphasis on Au-assisted III-V nanowires,” Prog. Cryst. Growth 
Charact. Mater., vol. 54, no. 3–4, pp. 138–173, 2008. 
[9] T. Mårtensson and P. Carlberg, “Nanowire Arrays Defined by Nanoimprint 
Lithography - 2004 - Mårtensson et al.pdf,” Nano Lett., no. Cvd, pp. 8–11, 2004. 
[10] L. K. Van Vugt, S. J. Veen, E. P. A. M. Bakkers, A. L. Roest, and D. 
Dot Registration - References 
80 | P a g e  
 
Vanmaekelbergh, “Increase of the photoluminescence intensity of InP nanowires 
by photoassisted surface passivation,” J. Am. Chem. Soc., vol. 127, no. 35, pp. 
12357–12362, 2005. 
[11] B. N. J. Persson and N. D. Lang, “Electron-hole-pair quenching of excited states 
near a metal,” Phys. Rev. B, vol. 26, no. 10, pp. 5409–5415, 1982. 
[12] M. N. Makhonin, A. P. Foster, A. B. Krysa, P. W. Fry, D. G. Davies, T. Grange, T. 
Walther, M. S. Skolnick, and L. R. Wilson, “Homogeneous array of nanowire-
embedded quantum light emitters,” Nano Lett., vol. 13, no. 3, pp. 861–865, 
2013. 
[13] C. Cheng and H. J. Fan, “Branched nanowires: Synthesis and energy 
applications,” Nano Today, vol. 7, no. 4, pp. 327–343, 2012. 
[14] D. Q. Yang and E. Sacher, “Accurate assembly and size control of cu 
nanoparticles into nanowires by contact atomic force microscope-based 
nanopositioning,” J. Phys. Chem. C, vol. 111, no. 27, pp. 10105–10109, 2007. 
[15] M. E. Reimer, G. Bulgarini, A. Fognini, R. W. Heeres, B. J. Witek, M. A. M. 
Versteegh, A. Rubino, T. Braun, D. Dalacu, J. Lapointe, P. J. Poole, and V. Zwiller, 
“Overcoming power broadening of the quantum dot emission in a pure wurtzite 
nanowire,” vol. 195316, pp. 1–9, 2016. 
[16] J. Tatebayashi, Y. Ota, S. Ishida, M. Nishioka, S. Iwamoto, and Y. Arakawa, “Site-
controlled formation of InAs/GaAs quantum-dot-in-nanowires for single photon 
emitters,” Appl. Phys. Lett., vol. 100, no. 26, 2012. 
[17] C. Matthiesen, A. Vamivakas, and M. Atatüre, “Subnatural Linewidth Single 
Photons from a Quantum Dot,” Phys. Rev. Lett., vol. 108, no. 9, pp. 1–4, Feb. 
2012. 
[18] L. Hofstetter, A. Baumgartner, and S. Csonka, “Wet etch methods for InAs 
nanowire patterning and self-aligned electrical contacts,” pp. 1–9. 
[19] P. Gallo, M. Felici, B. Dwir, K. Atlasov, K. F. Karlsson, A. Rudra, A. Mohan, G. 
Biasiol, L. Sorba, and E. Kapon, “Integration of site-controlled pyramidal 
quantum dots and photonic crystal membrane cavities,” 2008 Conf. Quantum 
Dot Registration - References 
81 | P a g e  
 
Electron. Laser Sci. Conf. Lasers Electro-Optics, CLEO/QELS, vol. 263101, no. 2008, 
pp. 1–4, 2008. 
[20] L. O. Mereni, V. Dimastrodonato, R. J. Young, and E. Pelucchi, “A site-controlled 
quantum dot system offering both high uniformity and spectral purity,” Appl. 
Phys. Lett., vol. 94, no. 22, pp. 10–13, 2009. 
[21] C. Schneider, A. Huggenberger, M. Gschrey, P. Gold, S. Rodt, A. Forchel, S. 
Reitzenstein, S. Hofling, and M. Kamp, “In(Ga)As/GaAs site-controlled quantum 
dots with tailored morphology and high optical quality,” Phys. Status Solidi Appl. 
Mater. Sci., vol. 209, no. 12, pp. 2379–2386, 2012. 
[22] J. Herranz, L. Wewior, B. Alén, D. Fuster, L. González, and Y. González, “Role of 
re-growth interface preparation process for spectral line-width reduction of 
single InAs site-controlled quantum dots.,” Nanotechnology, vol. 26, no. 19, p. 
195301, 2015. 
[23] A. Dousse, L. Lanco, J. Suffczynski, E. Semenova, A. Miard, A. Lemaitre, I. Sagnes, 
C. Roblin, J. Bloch, and P. Senellart, “Controlled light-matter coupling for a single 
quantum dot embedded in a pillar microcavity using far-field optical 
lithography,” Phys. Rev. Lett., vol. 101, no. 26, p. 267404, Dec. 2008. 
[24] C. Bentham, I. E. Itskevich, R. J. Coles, B. Royall, E. Clarke, J. O’Hara, N. Prtljaga,  
A. M. Fox, M. S. Skolnick, and L. R. Wilson, “On-chip electrically controlled 
routing of photons from a single quantum dot,” Appl. Phys. Lett., vol. 106, no. 
22, p. 221101, 2015. 
[25] K. Hennessy, A. Badolato, A. Tamboli, P. M. Petroff, E. H. Atatüre, J. Dreiser, A. 
Imamoğlu, K. Hennessy, A. Badolato, A. Tamboli, P. M. Petroff, and E. Hu, 
“Tuning photonic crystal nanocavity modes by wet chemical digital etching 
Tuning photonic crystal nanocavity modes by wet chemical digital etching,” vol. 
21108, pp. 1–4, 2005. 
[26] K. H. Lee, F. S. F. Brossard, M. Hadjipanayi, X. Xu, F. Waldermann,  A M. Green, D. 
N. Sharp,  A J. Turberfield, D. A Williams, and R. A Taylor, “Towards registered 
single quantum dot photonic devices.,” Nanotechnology, vol. 19, no. 45, p. 
455307, Nov. 2008. 
Dot Registration - References 
82 | P a g e  
 
[27] P. B. Deotare, I. Bulu, I. W. Frank, Q. Quan, Y. Zhang, R. Ilic, and M. Loncar, “All 
optical reconfiguration of optomechanical filters,” Nat. Commun., vol. 3, no. 
May, p. 846, 2012. 
[28] L. I. Berger, Semiconductor materials. CRC Press, 1997. 
[29] G. Bosshart, “Cubic Stabilized Zirconias,” Schweizerisches Gemmol., vol. XVI, no. 
4, pp. 244–256, 1978. 
[30] M. E. Broz, R. F. Cook, and D. L. Whitney, “Microhardness, toughness, and 
modulus of Mohs scale minerals,” Am. Mineral., vol. 91, no. 1, pp. 135–142, 
2006. 
[31] D. L. Wood and K. Nassau, “Refractive index of cubic zirconia stabilized with 
yttria,” Appl. Opt., vol. 21, no. 16, p. 2978, Aug. 1982. 
 
  
Deterministic Fabrication With Registered Quantum Dots - Introduction 
83 | P a g e  
 
4.       Deterministic Fabrication With 
Registered Quantum Dots 
 
4.1. Introduction 
In the previous chapter, it was demonstrated that the uncertainty in the relative position 
of a quantum dot via dot registration could be significantly reduced by more than a factor 
of 5 at best using a solid immersion lens. Whilst significant care was taken during the 
steps required to register the position of a quantum dot, compounded systematic errors 
will undoubtedly be present and carried forward. Although the accuracies quoted for the 
registration process provide an indication of the techniques accuracy, it is impossible to 
state how precisely a structure can be fabricated around a quantum dot using this value 
alone. This is considered to be the case regardless of whether a solid immersion lens is 
used or not, and therefore, independent confirmation of the overall deterministic 
fabrication accuracy is required. 
In this chapter, the precision of the EBL which is fundamental for registration purposes is 
investigated to provide an estimate of systematic errors which may be introduced. A 
quasi-independent method of confirming the registration accuracy is then used by 
deterministically fabricating supplementary registration markers at pre-determined 
distances away from the registered quantum dot location. The quantum dot location is 
then re-registered relative to the new markers in order to provide the total error of 
deterministic fabrication.  
Additionally, the properties of quantum dots during the registration process are closely 
monitored before and after being deterministically positioned within a nanobeam 
waveguide. Using the physical properties of the modal structure of the nanobeam 
waveguides, an additional, entirely independent, measurement of the total error in 
deterministic fabrication is calculated.   
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4.2. EBL Precision  
Lithographic fabrication processes, prior to dot registration, are considered to be the 
dominant cause of systematic errors. Any variance in the relative positions between 
registration markers, which are used to measure the relative position of the quantum 
dot, as well as calibrating the magnification of the SIL, will induce errors in all subsequent 
steps.  Additionally, similar fabrication errors of the re-alignment markers used by the 
EBL to realign the writing field prior to additional fabrication processes will also result in 
systematic errors.  Therefore, in this section, the stability and accuracy of the EBL is 
investigated to determine at what precision sequential fabrication processes could be 
performed.  
4.2.1. Sources of Error 
Precise and reproducible fabrication using electron beam lithography is highly sensitive 
to a range of parameters. Initial steps prior to patterning a sample typically focus on 
ensuring the alignment of the electron beam is aberration and stigmation free. This 
process uses a series of short but intense exposures to pattern small dots on the samples 
surface. Despite not being able to develop the resist within the EBL to see the shape of 
the exposed dots, small amounts of contaminants present in the vacuum bind to the 
surface and provide sufficient contrast. Through iterative adjustments to the 
electromagnetic lenses, and position of the sample stage, it is possible to ensure the 
electron beam produces spherical contamination spots with a near optimal focus. 
Whilst it is important to optimise parameters such as the beam shape to ensure high 
quality, reproducible fabrication steps, the errors introduced for dot registration 
purposes will be minimal. Rather, precise alignment of the electron beam co-ordinate 
system to that of the desired patterns on the sample represents a direct source of error. 
Due to the finite resolution of the analogue to digital converter used to deflect the 
electron beam, allowing the exposed location on the samples surface to be adjusted, the 
smallest supported fabrication grid, 2500 µm2 in size (50 µm by 50 µm), is used. In order 
to calibrate and align the electron beam to a specific grid, referred to as a ‘write field’, an 
automatic ‘write field alignment’ procedure is used. During initial wafer fabrication, 
where no pre-existing structures are present on the samples surface, contamination 
spots as previously described are used as a reference point. Using an interferometer, the 
position of the sample stage is moved a known distance away from the contamination 
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spot, varying on scales of tens of micrometres to hundreds of nanometres. Using image 
recognition software, the electron beam is deflected in an attempt to locate the 
identifying marker (contamination spot) at the reference point, and from which, the 
required deflection of the electron beam can be calibrated. Where pre-fabricated 
structures are already present, the technique is modified slightly as will be discussed 
later. 
During write field alignment, several apparent sources of error are identified which may 
introduce systematic errors in the registration process. These may include effects such as 
sample drift or the finite resolution of the system used to determine the calibration. As 
such, the deflection of the electron beam may be distorted from that which is actually 
desired, resulting in the relative distance between the fabricated registration markers 
being wrong. As these markers are needed to calibrate the magnification observed 
through the solid immersion lens, as well as act as a reference point from which the 
position of a quantum dot can be registered, even a small error may be compounded 
such that it is significant. An example of the fabrication error which may occur as a result 
of this is shown in Figure 4-1. 
 
Figure 4-1 – Schematic depicting ‘stretching’ errors which may occur as a result of improper calibration in the 
deflection of the electron beam. (Left) Ideal desired pattern to be written by the EBL. (Right) Exaggerated 
resulting pattern if the calibration of the vertical axis is set incorrectly, resulting in the true marker spacing to 
be different from the desired value. 
Additionally, by aligning the write field at a specific point on the sample, it is assumed 
that correct alignment will be maintained across the entirety of the sample. It is obvious 
however that if the sample is rotated with respect to the exposure plane, as shown in 
Figure 4-2, that not only will the initial calibration be incorrect, but each additional write 
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field will be distorted with respect to the every other write field. Structures fabricated on 
samples mounted at a significant angle to the exposure plane will therefore suffer from 
varying sizes, aspect ratios as well as stitching artefacts where proximity error correction 
is used. 
 
 
Figure 4-2 – Schematic showing how rotation of the sample with respect to the exposure plane of the EBL 
results in both local and relative changes in the desired pattern. (Left) shows a sample correctly aligned to the 
exposure plane resulting in uniform exposure. (Right) sample rotated with respect to the exposure plane with 
features exposed at varying sizes within the same write field. 
Fortunately, sample misalignment which would cause an unwanted angle to the exposure 
plane is easily identified during initial fabrication steps through the use of contamination 
spots. Typically, contamination spots are created near the centre of the wafer, taking care 
to ensure they do not interfere with the desired fabrication steps. By creating additional 
contamination spots at the periphery of the sample wafer, it is possible to check if 
suitable alignment is maintained, and if not, appropriate steps to correct the angle can 
be taken prior to fabrication. 
In contrast, the other types of error described are inherent to the operation of the EBL, 
and as such, very little can be done to minimise their impact. As a first step towards 
quantifying the precision and reproducibility of the EBL, the accuracy of the write field 
alignment procedure is measured. In order to provide sufficient contrast for numerous 
repeated scans, contamination spots will not be used as a reference point. The reason for 
this is that each successive scan will alter the shape of the surface contaminant which will 
bias results. Instead, pre-fabricated markers are used, as would be typical during post 
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registration fabrication steps, to re-align the write field to that of one used during initial 
marker fabrication. Unlike the write field alignment using contamination spots, a total of 
six independent discrete features are required to correctly calibrate position, 
magnification and rotation for both the horizontal and the vertical axis (three each).   
By continuously performing the write field alignment to the same set of horizontal and 
vertical markers, and recording the calculated displacement of the sample, it is possible 
to identify if continual sample drift or random noise due to limitations in the 
measurement technique warrant further concern. Results of the alignment procedure are 
presented in Figure 4-3 as a function of time. As the time taken to perform a single line 
scan is negligible, a delay is used between each line scan of approximately 1 minute in 
order to determine the stability of the sample over long time scales, as may be required 
to fabricate large arrays of registration markers. Furthermore, to ensure the 
measurement processes does not itself induce or mask additional sources of error, an 
extended break is introduced between two alignments scans of 7 minutes.  
 
Figure 4-3 –Drift rate of the EBL calculated from the relative change in the positioned of the re-alignment 
markers. Both the vertical (red) and horizontal (black) direction appear to oscillate sinusoidally with a constant 
phase. The extended break between measurements is shown by the hashed lines at approximately 25 minutes. 
A clear periodic sinusoidal trend exists in the drift rate for both the horizontal and vertical 
axis, approximately centred on about a zero drift rate. The periodic nature of the drift 
infers the influence of a perturbation, with a time period of  
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13.29 ± 0.01 minutes. As the phase of the sinusoidal trend is unchanged after the 
extended pause between alignment scans, it is unlikely that the measurements have any 
influence on the observed drift rates. Typically, oscillations of this nature are common in 
instruments which use proportional, integral and differential (P-I-D) parameters to 
control a system variable. Specifically, poor optimisation of the differential parameter will 
result in a driven oscillation about a target value.  
For the Raith150 EBL system used, the sample stage is actively cooled using an external 
temperature controller. Under further inspection, it was found that temperatures were 
oscillating around the desired temperature with a time period corresponding to the 
sample drift rate in Figure 4-3. The observed sample drift is therefore likely due to 
thermal expansion and contraction of mechanical components. Optimised control 
settings were used to reduce temperature variations during sample exposures, and the 
system stability is tested again by repeating write field alignment scans. 
 
Figure 4-4 – Drift rate of the EBL as measured in Figure 4-3 with optimised thermal control parameters. The 
sinusoidal nature of the oscillations on long time scales is removed, revealing high frequency fluctuations. 
The measured drift rates shown in Figure 4-4 show a significant reduction compared to 
previous values reported, with a general trend towards a drift rate of  
zero at long time scales. It is unclear whether the beating that is now present is due to 
the changes to the settings of the temperature controller, or if by removing the driven 
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oscillation, the beating signal is simply more visible. As the maximum amplitude of the 
high frequency oscillation is 2.11 nm min-1, with the total drift rate tending towards zero 
at long time scales, this error is not considered significant. Furthermore, as the drift rate 
is expected to be centred on zero, the net drift averaged over long time periods will also 
be zero. The maximum expected error for a photonic structure, which typically takes one 
minute to expose the desired pattern, will be less than 2.78 nm if sufficient time is 
allowed to pass between loading the sample and exposure. 
To confirm the fabrication accuracy of the EBL, a series of horizontal and vertical markers 
are etched into the GaAs membrane as shown in Figure 4-5. The sample is then re-loaded 
into the EBL and identical copies of the horizontal and vertical markers are patterned 
directly to the side and below the original markers. High resolution SEM images are taken 
so that the position of each marker can be compared with its corresponding displaced 
marker. 
 
Figure 4-5 – SEM imageries Showing markers used to confirm the positional accuracy in which deterministic 
fabrication can be performed, relative to an existing set of fabricated markers. Three sets of vertical (left) and 
horizontal (right) alignment markers are shown in each SEM image, with a single set fabricated in the initial 
fabrication. 
As the width of each marker may vary due to fluctuations from a variety of parameters 
during fabrication, such as the dose used to expose the electron beam resist or the 
etchant rate of the ICP, the central position of each marker is used to calculate the 
relative displacement. It is assumed here that any broadening of the markers will be 
symmetrical about the centre, and therefore the fitting procedure used to calculate the 
centre will be unbiased. It is noted that the reason for not including any error due to 
broadening of markers is that it is solely the error due to re-alignment of the EBL that is 
unique to the dot registration process. As such, the broadening of features fabricated by 
EBL will not have any significant effect on the registration accuracy, but rather, only the 
performance of photonic structures with critical dimensions. A graph depicting the 
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method used to calculate the centre of each marker is shown in Figure 4-6, where a 
Gaussian fit is performed to the exponentially increasing contrast surrounding the etched 
region.  
 
Figure 4-6 – line section through individual etched marker from an SEM image, as shown in Figure 4-5. 
Gaussian fit (red line) is fit to pixel intensities (back) which show an exponential increasing contrast near the 
etched markers due to localised charging. Data from the etched region (red) is excluded from the fit.   
Using Gaussian fits to calculate the central position of several markers, and using a 
reference point on an image, such as the image edge, the relative displacement between 
marker sets is calculated. As several sources of errors are considered to affect the EBL, 
each with unique probability distributions, by examining histograms of the calculated 
relative displacements between markers, it is possible to identify if any individual source 
of error is significant. A comparison of probability distributions for various sources of 
error (sinusoidal, uniform and random) to that measured for the marker displacement is 
shown in Figure 4-7. 
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Figure 4-7 – (Left) Probability distribution functions for three common sources of error thought to affect 
deterministic fabrication of electron beam lithography. (Right) Histogram for various bin resolutions for the 
calculated absolute displacement between sequential deterministically positioned markers.  
A range of bin widths have been considered for the measured marker displacement in 
order to resolve sharp features which may exist due to sinusoidal perturbations of the 
fabrication. It is concluded from the shape of the measured distribution that random 
noise, with a Gaussian profile, is primarily responsible for the displacements seen. 
Although the displacement is centred on zero, the large spread in measured values will 
likely be the limiting factor in deterministic fabrication. A mean of 15.10 nm is calculated 
for the absolute value of displacement which is comparable to the FWHM achieved 
during the optical dot registration process. Unlike dot registration however, where 
multiple iterations of a scan can be performed to reduce the error in the dots location, 
errors which occur during fabrication are absolute. Errors due to re-alignment of the EBL 
are therefore considered to be dominant over errors reported for solid immersion lens 
enhanced registration. 
4.2.2. Quantum Dot Re-Registration 
So far, errors have been calculated for the dot registration (see chapter 3), as well as the 
EBL, in an attempt to characterise the total error of deterministic fabrication. 
Unfortunately, this method alone cannot account for systematic sources of error which 
may result in a constant shift of the measured variable. A series of sacrificial quantum 
dots are therefore registered, with the proposal of fabricating additional registration 
markers a pre-determined distance away. By repeating the registration process relative 
to these markers, any measured difference between the expected marker separations to 
the measured marker separation will provide insight as to the total error of the 
registration process. This method is not entirely unbiased, as unless sources of systematic 
error are the result of an initial error which is random in direction and magnitude, the re-
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registration of quantum dots will also be subject to the same systematic error. A specific 
example may be that of the drift rate of the cryostat relative to the scanning stage. 
Provided the direction and magnitude of the drift are random, then when re-registering 
the position of a quantum dot, an entirely different systematic error will be introduced. 
However, if the direction and magnitude remain constant between scans, then the 
position registered will report better agreement than it should. Whilst this does mean 
that re-registering the position of the quantum dot does not represent an entirely 
independent verification, it is considered to be sufficiently reliable to draw meaningful 
conclusions from.  
To ensure no biasing is introduced in the re-registration of the quantum dots, only the 
newly fabricated re-registration markers are used to calibrate the magnification and the 
new position of the quantum dot. In order to confirm the identity of the registered 
quantum dot prior to re-registering its position, the approximate location of the quantum 
dot is scanned over, and the spectrum is recorded. Using a reference spectrum taken 
prior to the fabrication of the re-registration markers, the relative and absolute energies 
of quantum dot transitions are compared. Figure 4-8 presents a quantum dot identified 
for re-registration where power dependence has been performed to distinguish the 
neutral and changed exciton from the bi-excitonic states. 
 
Figure 4-8 – (left) Spectral comparison of quantum dot taken prior to initial registration of its position (black) 
and after re-registration markers have been fabricated (red). (Right) Power dependence of observed 
photoluminescence used to distinguish neutral and charged excitonic states from bi-excitons ones. 
Of the quantum dots which were identified during dot registration, and successfully had 
their positions re-registered, the minimum deviation between the expected distance 
between the quantum dot and the newly fabricated re-registration marker was 
calculated to be 13.7 nm. A histogram comparing the initial registered position to that 
calculated from the re-registration markers based on 100 repeated line scans is shown in 
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Figure 4-9. In contrast, the maximum difference between the desired separation between 
a quantum dot and the deterministically positioned re-registration marker was found to 
be 34.9 nm. Although these errors are significantly higher than the calculated error in the 
registered position, a review of contributing factors shows that these errors observed are 
representative of the system used, and are dominated by errors introduced by the EBL. 
 
Figure 4-9 – Histograms showing the relative positions of quantum dots during registration processes. The 
distribution of positions measured during the initial registration (red) are compared to the positions measured 
relative to the re-registration markers (blue). 
The successful demonstration of being able to deterministically fabricate a structure 
around a quantum dot with an offset of only 13.7 nm therefore represents a significant 
achievement towards realising scalable photonic structures. Considering this precision is 
comparable to the lateral size of the quantum dot, demonstration of optimal coupling of 
multiple quantum dots within a single photonic structure should be achievable. 
4.3. Nanobeam Waveguides 
In this section, dot registration and deterministic fabrication of suspended nano-beam 
waveguides are used to investigate the properties of quantum dots pre and post 
fabrication, hoping to identify and quantify any detrimental effects observed as a result 
of the fabrication. Additionally, the successful deterministic fabrication of a nanobeam 
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waveguide around a quantum will provide additional confirmation as to the accuracy of 
dot registration. 
4.3.1. Bulk Characterisation 
The nano-beam waveguide has been designed to act as circuitry to transport flying-qubits 
for quantum information processing. For efficient coupling, the exciton transition and the 
supported nanobeam waveguide mode should be both spatially and energetically 
matched. It is shown through FDTD simulations that the spectral bandwidth of the 
fundamental waveguide mode is large (> 10 nm) compared to the exciton linewidth of 
the quantum dot (<0.1 nm). Therefore, for a suitably located quantum dot, it is not 
expected that the quantum dot should exhibit a Purcell enhancement. In addition to this, 
as the primary purpose of the waveguide is to act as photonic circuity, it is desirable that 
by embedding the quantum dot in a waveguide, its emission properties are not adversely 
affected. 
In order to quantitatively analyse any changes to the intrinsic properties of the quantum 
dot prior to the deterministic fabrication, optimal quantum dots were selected based 
their observed spectral line widths and relative spatial and spectral proximity to 
additional quantum dots or spectral features. Once a quantum dot is selected, it is 
extensively characterised with the following key attributes measured; optically active 
excitonic states, power dependence, fine structure splitting, lifetime (τ1) and the 
coherence time (τ2). Details regarding the experimental setup are provided in the 
experimental methods section (see chapter 2). 
Spectral Features & Power Dependence 
Several quantum dots which exhibit narrow, well isolated spectrum with readily 
identifiable charged states are selected for dot registration, such as that shown in Figure 
4-10. Should the relative intensity, abundance or energy of any of the spectral features 
change as a result of the fabrication, then further investigation regarding the cause will 
be required in order for dot registration to maintain a viable technique.  
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Figure 4-10 – Typical spectra at near saturation powers for a single quantum dot selected for dot registration. 
Multiple excitonic transitions are visible indicating the presence of numerous charged states. 
It is observed during characterisation of samples that often numerous charged states are 
present for single quantum dots, likely indicating the presence of a structural defect 
nearbly, which readily acts as a donor or accepter of electrons and holes [1]. For InGaAs 
quantum dots in a GaAs matrix, the capture of electrons from the GaAs matrix and the 
wetting layer to the quantum dot is typically efficient due to the presence of multiple 
relaxation processes (such as Auger scattering, Phonon emission) [2]. As a result, the 
quantum dot, which is typically 10’s of nm in size (laterally), is coupled to local continuum 
of states via the wetting layer which extends significantly beyond the quantum dot. Due 
to this, sensitivity to the extended environment surrounding the quantum dot, even with 
a relatively low defect density, can significantly affect the charge dynamics of the 
quantum dot.   
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Figure 4-11 – Power dependencies of individual exciton transitions measured for a quantum dot chosen for 
dot registration.  
Power dependence is used to provide information regarding the relative intensities of 
spectral peaks, as well as to distinguish charged and neutral excitons (X*) from bi-exciton 
states (XX). For the neutral and charged exciton, it is expected that the integrated signal 
intensity should vary linearly with excitation power, however, as the bi-exciton and 
charged bi-excitons intensity is proportional to both the excited carrier density and the 
probability of a neutral or charged exciton already being excited, a quadratic power 
dependence is expected [3]. 
Whilst these linear and quadratic power dependencies provide information which allows 
the identification of spectral features, it also provides insight regarding carrier dynamics 
in the vicinity of the quantum dot. As such, any deviation from the expected linear or 
quadratic relationship likely indicates the presence of local defects which result in non-
radiative decay. Additionally, where multiple charged states are observed, a surplus of 
charge carriers may also result in a non-linear power dependence due to the multiple 
excitation and relaxation pathways supported [4].  
The power dependencies of quantum dots chosen for dot registration reveal 
predominantly sub and super linear relationships with excitation power, with few 
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spectral lines following a linear or quadratic relationship, as presented in Figure 4-11. As 
discussed above, this likely indicates defects contained within the sample, where sub 
linear power dependencies indicate non radiative decay processes, which in turn result 
in a higher carrier population which facilitates super linear power dependencies for other 
excitonic states. By recording these power dependencies prior to the fabrication of any 
photonic structure, any deviation observed must be as a result of one or more of the 
subsequent fabrication processes.  
Fine Structure Splitting 
The maximum spectral resolution of the 75 cm focal length spectrometer used, as 
described in chapter 2, is approximately 30 μeV. This is comparable to the expected fine 
structure splitting of asymmetrical quantum dots, and it is therefore not be possible to 
resolve individual peaks. However, as only the presence of the splitting is of interest, it is 
not necessary to fully resolve the two peaks. A good approximation of the splitting can 
be therefore obtained by fitting a Gaussian peak to the observed spectra when measured 
as a function of polarisation, as shown in Figure 4-12. If the measurement basis is aligned 
to either the major or minor axis of the quantum dot asymmetry, then the recorded 
spectrum will be entirely due to a single fine structure transition. As this method is 
sensitive to relative intensity changes in the measured spectrum, polarisation 
dependence of optical elements is carefully removed by placing a half-wave plate 
followed by a linear polariser in the collection path. Measurements are taken for 
incremental rotations of the half waveplate, with the rotation axis of the linear polariser 
fixed.  
For the quantum dots chosen for dot registration, analysis of the fine structure splitting 
present within the observed spectrums confirms the presence of neutral and bi-exciton 
transitions. Similarly, charged excitons are identified through the absence of any fine 
structure splitting. Surprisingly, due to the high resolution of the solid immersion lens and 
relatively low quantum dot density, estimated to be ~ 108 QD’s cm-2, multiple neutral 
exciton lines are also identified in a small number of the observed spectra. Although 
clustered growth of quantum dots is not uncommon, it is typically explained by an 
increased anisotropic flux of group III adatoms within the MBE chamber which exhibit a 
supressed diffusion length [5]. Under these conditions, it would be expected that ‘chains’ 
of quantum would form. The possibility of surface roughening or sputtering of metal 
defects cannot however be discounted. 
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Figure 4-12: Measurement of the fine structure splitting for a registered quantum dot via a least squared fit 
to determine the central wavelength of polarisation dependant spectrum. A sinusoidal fit for the neutral 
(black) and bi-exciton (red) transition show they out of phase by a factor of π as predicted by conservation of 
spin. The fine structure splitting is calculated to be 9.44 μeV and 9.48 μeV for the neutral and bi-exciton 
transition respectively. 
The presence of multiple neutral exciton states in a single spectrum will likely hinder the 
identification of charged excitons, and may also increases the sensitivity of neighbouring 
quantum dots to changes in its local environment. Therefore, should any spectral changes 
be observed due to the fabrication of a single mode photonic waveguide, it is probable 
that these affects will be exaggerated where multiple excitons are present.  
Lifetime 
Measurements of the lifetime of the quantum dots are performed as described in chapter 
2, using a 80 MHz repetition rate, 100 fs pulse width, Ti:Si laser tuned into resonance with 
the wetting layer. As excited carriers in the wetting layer experience an increased local 
density of states with respect to quantum dots, carrier relaxation occurs significantly 
quicker as interactions via LO and LA phonon scattering is allowed. Typical relaxation 
rates for the bulk GaAs and wetting layer are therefore of the order of 10’s of ps, 
significantly shorter than typical lifetimes of excitons in quantum dots [6]. Under pulsed 
excitation, it can be safely assumed that after ~ 100 ps, that carriers in the wetting layer 
or bulk GaAs have all but completely relaxed or been captured by a QD. 
Photoluminescence which occurs after these time scales is therefore the result of the 
recombination of an electron and hole which have been captured by a quantum dot and 
formed an exciton.  
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The lifetimes of several neutral and charged excitonic states have been measured for the 
quantum dots selected for dot registration, with two examples shown in  
Figure 4-13. Of the dots selected for dot registration, no deviation from the expected 
single exponential decay was observed and the calculated lifetimes agree well with 
reported values for other InGaAs quantum dots [7]. As the quantum dots are embedded 
within the bulk semiconductor, variations in the measured lifetimes are attributed to size 
fluctuations in the quantum dots, altering the confinement of the electron and hole 
wavefunctions and therefore the strength of the dipole interactions. The absence of any 
bi-exponential decay is taken as promising as its presence would indicate the presence of 
detrimental interactions of the quantum dot with the solid state environment [1][8][9].   
 
Figure 4-13 – Lifetime measurements for two different excitionic transitions observed in the bulk GaAs prior 
to registering the position of a quantum dot. Lifetime measurements agree well with typical values reported 
in the literature and show single exponential decays. 
 
Coherence Time 
The strength of the quantum dots interaction with its solid state environment is well 
captured by the coherence time. Direct measurements of the coherence time are 
performed using the Michelson Interferometer as described in Chapter 2 under 
continuous wave excitation. In order to reduce the significance of power broadening, 
excitation powers which result in intensities half of that of the saturation value are used. 
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As measurements were performed in a flow cryostat, low power measurements which 
would require extensive signal integration times are not feasible. 
Spectral filtering is performed using the spectrometer, collecting the signal via a second 
beam path. A micrometre controlled slit is used to select the spectral bandwidth, which 
in order to remove diffraction and maintain optimal coupling into a single mode fibre is 
set to a width which corresponds to a bandwidth of approximately 0.5 nm. It is shown in 
Figure 4-14 that as a result of the broad bandwidth with respect to the exciton linewidth, 
the measured signal is expected to contain an incoherent background signal making up 
to approximately 10 % of the total intensity. 
 
Figure 4-14: Normalised spectrum showing broad background present surrounding single quantum dot 
transitions. Due to the 0.5 nm spectral width of the spectrometer used to filter the photoluminescence, the 
transmitted signal is expected to contain incoherent emission with an intensity of  ~ 10 % of total intensity.  
 
The measured coherence time for the quantum dots registered, such as those shown in 
Figure 4-15, show general agreement with coherence times measured for InGaAs 
quantum dots located near the surface in bulk semiconductor [10][11]. They are however 
significantly lower than the coherence times observed for quantum dots far from the 
surface, which can be in excess of 500 ps [12][13]. Whilst the low coherence time of 158.8 
ps for ‘dot D’ (see Figure 4-15) is representative of near surface quantum dots, the 46.1 
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ps coherence time for ‘dot A’ (see Figure 4-15) likely indicates a particularly unstable 
environment around the quantum dot. The average coherence time for all the exciton 
transitions which were measured is calculated to be 93.3 ps. Additionally, significant 
variance is observed in the coherence times of individual exciton transitions of the same 
quantum dot.  
 
Figure 4-15: Michelson Interferometer Measurements of the coherence time for excitionic transitions of two 
separate quantum dots prior to dot registration. Both coherence times are significantly shorted than the 
flourier transform limited coherence (τ2 = 2τ1). 
4.3.2. Waveguide Characterisation 
As with the fabrication of additional markers for re-registration, the registered position 
of the quantum dots is used to fabricate a nanobeam waveguide with a quantum dot 
located at the centre. The width of the fabricated waveguide is chosen such that it 
supports the fundamental transverse electric modes (see chapter 1). A width of 280 nm 
has been calculated using finite difference in time domain simulations to support typical 
InGaAs quantum dot wavelengths with a minimum evanescent component. In order to 
compensate for proximity effects of the EBL as well as lateral etching of the hydrofluoric 
acid and ICP (see chapter 2), a fabrication width of ~ 320 to 340 nm is chosen to provide 
sufficient sacrificial material. Fabrication of the waveguides is rotated 45 degrees with 
respect to the crystal axis [110] such that both linear fine structure modes couple equally.  
Scanning electron microscope images are taken of the fabricated waveguides, as shown 
in Figure 4-16. It is noted that small periodic ridges are present in the sides of the 
waveguides which are an artefact of the proximity correction used during fabrication. 
Deterministic Fabrication With Registered Quantum Dots - Nanobeam Waveguides 
102 | P a g e  
 
These ridges represent a perturbation of the photonic band structure and will therefore 
result in scattering losses. Whilst undesirable, their presence is not thought to otherwise 
adversely affect the properties or photoluminescence of the quantum dots. Additionally, 
as a result of the recent upgrade to the EBL at the University of Sheffield, defects of this 
nature are removed. At the ends of the waveguide, a two period Bragg reflector, such as 
that proposed by Faraon et [14], is fabricated so that light coupled to the waveguide 
mode is diffracted 90 degrees. This is achieved using a repeating pattern of a half 
wavelength wide GaAs and air sections. This provides optimal coupling of 
photoluminescence from the waveguide into the objective lens.   
 
Figure 4-16: SEM of deterministically positioned nanobeam waveguide with a quantum dot located at the 
centre using solid immersion lens enhanced dot registration. 
Spectral Confirmation 
In order to measure the photoluminescence in suspended nanobeam waveguides, the 
quantum dot is excited using above bandgap excitation, as used during dot registration, 
which is focused onto the centre of the waveguide at the ideal location of the quantum 
dot. The waveguide coupled signal is observed by aligning the collection spot over either 
of the two outcouplers at the end of the waveguide. In order to ensure correct alignment 
of the collection path over the outcoupler, a second laser signal is passed through the 
collection optics so that it is incident on the sample. The simultaneous use of this second 
laser signal, a white light source and a CMOS camera enables accurate control of the 
collection path.  
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Of the 11 quantum dots registered which were embedded in a nanobeam waveguide, a 
total of 6 are seen to still exhibit photoluminescence after fabrication. Confirmation that 
photoluminescence of the 6 successfully registered quantum dots is from the one of the 
originally registered quantum dots, and not a different dot randomly located, is partially 
ensured by the low quantum dot density of the sample. This makes it statistically unlikely 
that a second quantum dot exists in the waveguide. Additionally, a comparison of the 
spectral features reveals the presence of characteristic features which were identified 
prior to fabrication, as shown in Figure 4-17. 
 
Figure 4-17: Spectral comparison for the same quantum dot prior to (black) and after (red) the deterministic 
fabrication of a nanobeam waveguide. The primary registered exciton transition at 928.8 nm is still present, 
however the relative intensity of several excitonic peaks appears to have changed, as well as the formation 
of new ones. 
The primary exciton transition visible at 928.8 nm is clearly visible in both spectra in 
Figure 4-17 taken before and after the fabrication of the waveguide, indicating both that 
the quantum dot has successfully been registered and that the spectral properties may 
be preserved despite significant changes to the local dot environment. In addition to the 
primary peak at 928.8 nm, which was used to register the position of the quantum dot, 
several other excitonic transitions align well between the two spectra, such as the 
doublet around 932.8 nm.   
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Confirmation that 6 quantum dots have been successfully embedded within a nanobeam 
waveguide with readily identifiable spectral features represents a success rate of 54.5 %. 
Whilst this value is lower than would be expected due to the precision in the registration 
technique, it represents a significant achievement as it now enables the fabrication of 
scalable photonic structures with multiple quantum dots embedded in them. An 
explanation for the loss of quantum dots during the registration and deterministic 
fabrication process is presented in Appendix 1, which provides confidence that it is not 
the result of dot registration, but rather a property of the sample which requires further 
investigation.   
Power Dependence  
The exponents calculated by measuring power dependence of two quantum dots, 
referred to as dot 1 and dot 2, which show good spectral agreement for measurements 
taken before and after the fabrication of a waveguide, are presented in Figure 4-18. As is 
the case when comparing spectrum, where certain spectral features remain unchanged 
whilst others appear to change significantly, a similar affect is observed for the exponents 
calculated for the power dependence.  
This affect is not surprising given the observed trend in spectral features, however, the 
lack of correlation between observed changes in the relative intensity of peaks, and 
changes in the exponent of the power dependence, suggests an additional mechanism 
affecting exciton states which are present after fabrication. This can be seen for instance 
in the spectrum shown for dot 1, where the relative intensity of the peak at 908.3 nm 
shows a significantly different relative intensity but exhibits an unchanged linear power 
dependence. Conversely, the peak at 910.0 nm shows only minor a variation in the 
relative intensity with a near constant power dependence between the two 
measurements. 
Deterministic Fabrication With Registered Quantum Dots - Nanobeam Waveguides 
105 | P a g e  
 
 
Figure 4-18: Spectrum showing power dependence exponent factors measured for spectral features measured 
both prior to (black), and after (red), the fabrication of a suspended nanobeam waveguide for Dot 1 (left) and 
Dot 2 (right). 
When further examining the power dependence of spectral features, it is clear that for 
the quantum dot within the waveguide that the intensity of the photoluminescence is 
not well described by a single power law. The power dependence for several spectral 
peaks present in ‘dot 1’ is shown in Figure 4-19 for before and after the fabrication of a 
nanobeam waveguide.  Although it is not surprising that the power dependence of an 
exciton transition changes in the nanobeam waveguide, the exact mechanism 
responsible for the change is hard to quantify. One such explanation may be the result of 
new charge traps created at the etched surface, which under different excitation powers, 
result in a local charging in the vicinity of the quantum dot affecting carrier dynamics and 
the rate of capture.  
 
Figure 4-19: Power dependence for a selection of excitonic transitions present in ‘Dot 1’ before (left) and after 
(right) the deterministic fabrication of waveguide. Various regimes are identified for the power dependence 
of the excitonic transitions within the waveguide (right).  
 
Deterministic Fabrication With Registered Quantum Dots - Nanobeam Waveguides 
106 | P a g e  
 
Lifetime 
The confirmation of unchanged spectral features after the fabrication of a waveguide 
provides confidence that dot registration can be performed with minimal effect on the 
properties of the quantum dot. As power dependence measurements showed 
microscopic changes in the emission properties, lifetime measurements are performed 
in order to study the relaxation dynamics of the quantum dot. 
 
Figure 4-20 – Lifetime measurement of the 910.1 nm peak for dot 1 both before (black) and after (red) the 
fabrication of a nanobeam waveguide. Good agreement is found between the calculated lifetimes, showing 
a single exponential decay. An increase in the lifetime of carriers is however seen at times corresponding to 
the pulse arrival time. 
A comparison of the lifetime measured for a single excitonic state is presented in 
Figure 4-20, both in the bulk wafer prior to fabrication, and once it is embedded within 
the waveguide. Measurements were carried out as described in chapter 2 using 100 fs 
pulsed excitation tuned to 870 nm. An excitation power was chosen in both cases such 
that the observed photoluminescence intensity was 80 % of the saturation intensity. The 
collected signal was filtered through the output slit of the spectrometer before detection 
via an APD with a response time of 400 ps. 
A lifetime of 1.32 ns and 1.37 ns is obtained for the exciton transition in the bulk wafer 
and the waveguide respectively. The small difference between the two lifetimes 
measured is considered the result of the sensitivity of the exponential fit to the 
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background signal level. The absence of any change agrees well with theory as the 
waveguide is inherently lossy and should therefore not provide any Purcell enhancement. 
Additionally, good agreement between measured data and a single exponential fit 
provides confidence that the relaxation of the quantum dot is due to the spontaneous 
emission and is unaffected by interactions with phonons or a fluctuating charge 
environment. 
As a point of discussion, the data shown in Figure 4-20 is centred at a time delay of 0 ns 
according to the time which corresponds to the peak intensity. The increased signal 
intensity at negative times for the quantum dot within the waveguide should therefore 
not be interpreted as the pulse arriving earlier, or over a longer period, but rather an 
increase in the effective lifetime of excited carriers which may be captured by the 
quantum dot. Although Effects of this type are typically attributed to an increased 
excitation power used to excite the quantum dot during the lifetime measurement, the 
excitation power was set to 80 % of the saturation power in both cases. This leads to the 
conclusion, in agreement with findings from the power dependence, that although the 
macroscopic spectral properties remain unchanged, carrier dynamics may be adversely 
affected due to the proximity of the etched surfaces.  
The effect is not surprising considering the similarities between nanobeam waveguides 
and nanowires with embedded quantum dots. Although the QDs within the nanobeam 
waveguides are more spatially separated from edge of the nanobeam waveguide than 
QDs in nanowires, both systems will exhibit surface defect states. As a result, carriers 
generated via above bandgap excitation may relax into these states before further 
relaxing or being captured by a QD. Although in nanowire systems, this can lead to strong 
quenching, spectral wondering and blinking, the small QD sizes and large physical 
separation between the QD and etched surfaces in nanobeam waveguides likely act to 
reduce the prominence of these effects.  
Further examination of this effect would likely require power dependent lifetime 
measurements, both before and after deterministic fabrication, in order to quantify this 
broadening. For now however, the good agreement between the extracted lifetimes 
represents a positive result, indicating that the properties of the QD itself are not 
adversely affected. 
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4.4. Optical Spin Readout 
Dot registration has so far been shown via the fabrication of additional re-registration 
markers to have an accuracy of 13.7 nm in the best case. Additionally, the deterministic 
fabrication of nanobeam waveguides around quantum dots has confirmed that the 
spectral properties of the quantum dot may be preserved through the fabrication 
process. In this section, the technique of dot registration is applied to realise quantum 
dots embedded within nanobeam waveguide which are laterally displaced. The purpose 
of this displacement is to position the quantum dot at a chiral point so that emission of a 
photon is preferentially coupled to different directions based on the handedness of the 
polarisation. As the handedness of the emitted photons is directly related to the spin 
state of the exciton, the emission direction provides a method to directly read out the 
spin of the exciton.  
The concept of chirality and selective propagation directions in waveguides is an area 
which has been extensively studied in other fields, especial ones related to radio 
technology [15]. Recent work has shown that for photonic crystal waveguides, which are 
analogous to nanobeam waveguides, that by manipulating the position of the quantum 
dot within the waveguide it is possible to selectively couple the spin of the emitted 
photon to the emission direction [16]. Because of the lattice nature of photonic crystal 
waveguide, it is possible to fabricate either symmetric or anti-symmetric waveguides with 
respect to the propagation direction as depicted in Figure 4-21. For the anti-symmetric 
case, the propagation direction results in a chiral symmetry between the electric field 
modes of the waveguide. As a result, the electric field overlap of a suitably located 
quantum dot with the photonic crystal waveguide mode results in efficient coupling of 
each spin state to different propagating modes. 
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Figure 4-21: Schematic of a symmetric (left) and anti-Symmetric (right) photonic crystal waveguide produced 
by removing a single row of holes in for a given lattice axis. The symmetry is maintained or broken by shifting 
the phase crystal axis by a half period on one side with respect to the other. 
In practice however, the performance of photonic crystal waveguides is highly sensitive 
to the size, shape and edge profile of the etched holes. Furthermore, the small lattice 
period results in a strong spatial dependence in the size and location of chiral points 
within the waveguide. Due to the infinite periodicity of nanobeam waveguides, the 
realisation of spin readout in a nanobeam waveguide therefore offers a more robust 
platform as the basis for quantum information processing.  
Spin readout using nanobeam waveguides has previously been performed using a 
quantum dot displaced in a cross-waveguide in order to create a chiral point [17]. 
However, it is shown in this work that spin readout is possible in a single symmetric 
nanobeam waveguide due to the properties of the two fundamental optical modes 
supported.  
The use of dot registration to demonstrate spin readout for quantum dots 
deterministically displaced form the centre of a waveguide presents an ideal opportunity 
to confirm the positional accuracy of dot registration independently from the registration 
process.  
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4.4.1. Simulations 
The mechanism by which the spin of a photon emitted from a quantum dot couples 
preferentially to a waveguide mode in a single direction can be understood by examining 
the properties of the fundamental modes supported by the waveguide. Initially, it is not 
obvious that any mode other than that with the electric field perpendicular to the 
waveguide axis should be supported. Calculations of the waveguide modes at 950 nm 
were performed by R. Coles, which have been included with permission, as shown in 
Figure 4-22. Simulations were performed using a commercial discreet ordinate, finite 
difference in time domain eigenmode solver, Lumerical.  
Calculations show the presence of two transverse electric field modes, referred to as TEx 
and TEy for electric fields aligned along the waveguide length and width respectively. For 
the TEy mode, it can be see that a single anti-node exists, located at the centre of the 
waveguide. The relative phase of the electric field for this mode is calculated to be 
uniform across a slice in the x axis of the waveguide. In contrast, the TEx mode has two 
anti-nodes located at either side of the waveguide, where the relative phase between the 
two sides of the waveguide flips from ± π/2 to ∓ π/2.  
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Figure 4-22 – Electric field profiles are shown for the two transverse electric modes TEx (top left) and TEy (top 
right) which have the electric field aligned along and perpendicular to the waveguide length respectively. The 
relative phase of the TEx and TEy modes is shown to switch between +π/2 to – π/2 at the centre of the 
waveguide (bottom left). A schematic of the waveguide is presented for reference (bottom right). 
It can be seen that at a certain displacement, 90 nm from the centre of the waveguide, 
the amplitudes of the two electric field modes of the waveguide are equal. These points 
are referred to as ‘C-Points’ as they efficiently couple circularly polarised light. At this 
displaced point, the relative phase between the TEx and TEy modes is calculated to be 
± π/2 depending on the propagation direction of the mode. Similarly, the circularly 
polarised light emitted from an embedded quantum dot can be thought of as two 
orthogonal electric fields with a ± π/2 phase shift between them, where the sign depends 
on the handedness of the polarisation. It can be seen therefore that due to the fixed 
phase between the two orthogonal electric fields of a given handedness of circularly 
polarised light, that the emission will be into a single mode, propagating in one direction. 
At the centre of the waveguide, where the amplitude of the TEx mode is calculated to be 
zero, only the TEy mode is supported, resulting in linearly polarised propagating modes. 
Further simulations are performed to determine both the wavelength and positional 
sensitivity of the spin readout affect. Simulations are performed using a circularly 
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polarised dipole source at various lateral displacements. Flux monitors are used to record 
the transmitted power through each end of an infinitely long waveguide as a function of 
the dipole displacement. The contrast between the two propagation directions is 
calculated as the difference in the recorded flux, normalised to the total flux coupled to 
the waveguide. From the data presented in Figure 4-23, it can be seen that the contrast 
is insensitive to the wavelength of the emission. This is attributed to the weak 
confinement of the electric field mode within the waveguide.  
 
Figure 4-23 – Calculated contrast observed between the two emission directions for a circularly polarised 
dipole as a function of emission wavelength and lateral displacement within the waveguide. Contrast is 
defined as the difference between the measured signal intensity, normalised to the total signal intensity.  
Simulations therefore show that spin readout should be possible within symmetric 
nanobeam waveguide structures due to the presence of a chiraly circularly polarised 
mode supported by the waveguide. Additionally, nanobeam waveguides should exhibit 
contrast between the two spin states equal to that of photonic crystal waveguides, whilst 
being less sensitive to fabrication defects or the emission wavelength.  
4.4.2. Deterministic Spin Readout 
Based on simulations, dot registration is used to deterministically position two quantum 
dots in a nanobeam waveguide. For one of the quantum dots (referred to as  
dot I), the waveguide is shifted within the EBL design file such that the quantum dot is 
displaced laterally 90 nm with respect to the centre so that it is located at the ‘C-Point’ of 
the waveguide. The other quantum dot (dot II) is kept at the centre of the waveguide (‘L-
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Point’) as a control. Between the two quantum dots, it should be possible to detect 
directional and uniform spin readout respectively at each out-coupler. A schematic of the 
proposed devices is shown in Figure 4-24. 
 
Figure 4-24: Sketch showing the proposed layout for displaced quantum dots to realise directional spin 
coupling. Dot I will be displaced 90 nm latteraly (bottom) with resepct to the waveguide axis and is expected 
to show preferential coupling of individual spin states. Dot II will be maintained in the centre of the waveguide 
(top) and should show uniform coupling of the spin states. 
Confirmation that the quantum dots survived the fabrication processes without major 
spectral changes is performed by measuring the photoluminescence before and after 
fabrication. For the two dots selected, it is found that the primary peak used to register 
the position of the quantum dot has survived the fabrication process. A comparison of 
the spectrum for the two dots before and after fabrication is presented in Figure 4-25. It 
is interesting, that the displacement of the quantum dot closer to the surface of the 
waveguide did not result in more significant spectral changes, such as those discussed in 
section 4.3.2. 
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Figure 4-25: Spectral comparison of quantum dot I (left) and II (right) prior to, and after, the fabrication of 
nanobeam waveguide. The primary peak used for registration is highlighted which is show to be present after 
the fabrication of waveguides. 
For neutral and charged excitons, the two optically active transitions (M = ± 1) are 
degenerate in energy, ignoring the fine structure splitting of neutral excitons. In order to 
distinguish the two spin states, a superconducting magnet is used to Zeeman split the 
transitions so that they may be resolved by conventional spectroscopic techniques. A 
solenoidal magnetic field is setup so that the field is parallel to the growth axis, referred 
to as the Faraday geometry. The coupling of the quantum dot to the magnetic field arises 
via interactions with the spin of electrons and holes, which for the optically bright neutral 
exciton transitions can be included in the Hamiltonian as an additional potential with a 
factor of ±𝑔𝑋𝜇𝐵𝐵𝑍. Here, 𝑔𝑋 represents the exciton g-factor given by the contributions 
of the electron and hole g-factors, and  𝐵𝑍 represents the external magnetic field applied 
in the growth direction. 
The resulting eigenenergies and eigenstates are given by Equation 4-1 and Equation 4-2 
respectively [18]. At high magnetic field strengths, the mixing of the two bright states due 
to the fine structure splitting becomes negligible, and the eigenstates tend towards pure 
states.  
𝐸↑,↓ = 
1
2
(𝛿0 ∓ √(𝑔𝑋𝜇𝐵𝐵𝑍)2 + 𝛿1
22  )    (4.1) 
Equation 4-1: Eigenenergies for neutral exciton bright states. 𝜹𝟎 is the splitting of the bright and dark excitonic 
states and 𝜹𝟏 is the splitting between the bright states due to the electron hole exchange interaction.  
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;  ∆=
𝑔𝑋𝜇𝐵𝐵𝑍
𝛿1
    (4.2) 
Equation 4-2: Eigenstates for neutral exciton bright states 
Measurements of the directionality achieved for the displaced quantum dot (dot I) are 
performed by measuring the photoluminescence from the left and right out couplers as 
a function of the magnetic field strength. Excitation is performed using an above bandgap 
laser at a fixed excitation power focused on the centre of the waveguide at the quantum 
dots location. The total photoluminescence spectrum measured from both the left and 
right out coupler is shown in Figure 4-26. It can be seen clearly that a high degree of 
contrast is achievable between the two collections paths, measured to be 92 ± 3 % and 
80 ± 3 % for the left and right outcouplers respectively. 
 
Figure 4-26 – Signal measured from the left (blue) and right (red) outcouplers of the nanobeam waveguide 
for dot I as a function of magnetic field strength. Spectral artefacts which may have explained spin readout 
are discounted by scanning the magnetic field in the positive and negative directions.   
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The measurements of Figure 4-26 and the contrast values deduced are in good 
agreement with the simulated values of Figure 4-23 for a dot at a chiral point. However, 
the simulations of Figure 4-23 were carried out for an infinitly long waveguide. In reality, 
the presence of out couplers results in a reflected component in the signal which not only 
reduces the contrast observed in each direction, but also acts to shift the position of the 
maximum contrast. Repeating the FDTD simulations to include outcouplers at the end of 
the waveguide results in the revised position dependence of spin readout, as shown in 
Figure 4-27. It is therefore concluded that the positional accuracy of the deterministically 
fabricated quantum dot must be within 15 nm in order to explain the strong agreement 
between simulated and measured results.   
 
Figure 4-27 – FDTD simulations of the contrast expected for a quantum dot emitting at 925 nm for various 
displacements in an infinite waveguide (red) and one terminated with outcouplers (black). 
Additionally, measurements of quantum dot II located at the centre of the waveguide 
show good agreement with simulations which predict uniform coupling. A signal contrast 
of 3 ± 6 % and 24 ± 4 % is measured for the left and right outcouplers respectively. The 
worst deviation of 24 % is seen to correspond to a shift of ~ 20 nm, again, in good 
agreement with the total accuracy calculated via re-registration of quantum dots (13.7 
nm at best). Spectra taken from the left and right outcouplers for dot II are presented 
Figure 4-28. 
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Figure 4-28 – Demonstration of uniform spin readout at large magnetic fields for Dot II as expected for a 
quantum dot located in the centre of a waveguide. Signal collected out of the left (blue) and right (red) 
outcouplers show clear indications of both Zeeman split spectral peaks. 
Whilst both dots show good agreement with simulations and provide confidence in the 
dot registration technique, there is an apparent asymmetry in the contrast measured 
which is not predicted in simulations, even when including additional components such 
as outcouplers. It is possible that due to the simplistic nature of the models which 
approximate the source as a point dipole, that any asymmetry in the quantum dot itself 
may affect measurements. Additionally, defects in the fabrication of the outcouplers 
which increases or decreases the reflected signal of one path with respect to the other 
could introduce asymmetry in the contrast. An extreme case is shown in Figure 4-29 
where the previously modelled infinitely long waveguide is terminated at one end with 
an outcoupler. Whilst it is not thought that the fabrication defects typically associated 
with EBL and ICP etching will result in significant differences between the outcouplers, it 
may nevertheless influence the contrast. 
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Figure 4-29 – Position dependence of spin readout for a quantum dot emitting at 925 nm in an infinitely long 
waveguide, terminated at only one end with an outcoupler. This predicts an asymmetry of up to 12 % for a 
quantum dot displaced 90 nm.  
4.5. Conclusions 
The technique of solid immersion lens enhanced dot registration has been tested in this 
chapter to determine the accuracy and reliability that a structure can be deterministically 
fabricated around a quantum dot. It was shown through the fabrication of re-registration 
markers at a pre-determined distance from the quantum dot, that they could be 
positioned within 13.7 nm of the original registered position. Additionally, the fabrication 
of nanobeam waveguides, and in particular the demonstration of position dependent 
spin readout, provided further confirmation of the positional accuracy of the dot 
registration technique. It was concluded that in order to explain small discrepancies 
between simulations and experimental results, a registration error of ~ 20 nm was 
sufficient, in good agreement with the value obtained from re-registration 
measurements. It is concluded therefore that deterministic fabrication can be realised 
with a precision comparable to the lateral sizes of the quantum dot.  
Additionally, the reliability of the registration technique has been demonstrated by 
characterising the performance of quantum dots prior to and after the fabrication of 
nanobeam waveguides. Measurements of the spectral properties show that it is possible 
to embed a quantum dot within a nanobeam waveguide with known spectral properties 
with a success rate of greater than 50 %. 
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5.       Waveguide Coupled Resonance 
Fluorescence 
5.1. Introduction 
For optical quantum information processing, the coherence time, which can be used to 
determine the indistinguishability of a photon source, can also be used as a measurement 
of the quality of the system. In order to realise high fidelity quantum operations, many 
schemes such as teleportation and linear computation require that the emission of 
sequential photons be coherent with one another. If scalable photonic architectures are 
therefore to be realised, the emission of single photons must be indistinguishable from 
those emitted by other single photon sources [1]. As such, many schemes exist for the 
generation of single photons with long coherences, including parametric down 
conversion [2], trapped ions [3], colour centres [4] as well as quantum dots. 
In this chapter, resonant excitation of a quantum dot embedded in a nanobeam 
waveguide is demonstrated, where it is shown that the coherence of the emitted photons 
is significantly improved when compared to those generated using above bandgap 
excitation. As an introduction to the work presented, a brief discussion of coherence with 
respect to photons is first given as well as a discussion of recent works which have also 
demonstrated resonant excitation. This is followed by a discussion of the proposed 
excitation geometry using nanobeam waveguides to efficiently prevent the excitation 
laser from being detected, whilst maintaining efficient coupling of photons emitted from 
the quantum dot. Finally, experimental results are presented with a summary of key 
findings discussed in the conclusion section at the end. 
5.1.1. Coherence  
The coherence of photons emitted from an individual quantum system can be 
characterised by its coherence time, T2, given by the Heisenberg time-energy uncertainty 
principle ∆𝐸∆𝑇2 ≥ ℎ/2𝜋. Here, ∆𝐸 represents the uncertainty in the emission energy of 
the photon which occurs over the timescale ∆𝑇2 . In practice, when considering the 
emission of multiple photons from several single photon sources, or an ensemble of time 
delayed single photons from the same single photon source, the time T2 becomes a 
directly measurable property which enables the quantification of the coherence time [5].  
Waveguide Coupled Resonance Fluorescence - Introduction 
122 | P a g e  
 
As the coherence time is a measure of the phase relationship of spectral components 
between light trains, it is related to the lifetime (𝑇1) of the intensity distribution by the 
Fourier transform. The spectral width of photons emitted from a quantum dot is 
therefore limited by the spontaneous emission rate (Γ = 1
𝑇1
). In this so called Fourier 
transform limit, the coherence time has a maximum value of T2 = 2T1. As the properties 
of quantum dots are strongly influenced by their solid state environments, coherence 
times are however typically much less than the exciton lifetime (typically < 200 ps for 
near surface QD’s [6][7]). The reduction in the coherence time is attributed to pure 
dephasing, which is the loss of coherence without emission of a photon [8] due to 
interactions of the excited state with photons, phonons and charge fluctuations in the 
surrounding environment. In the simplest interpretation, the influence of the dephasing 
mechanisms are assumed to be Markovian, and the rate of dephasing can be 
characterised by  Γ𝑑𝑝 =
1
𝑇2
∗ [9]. The resulting Lorentzian spectral linewidth can therefore be 
characterised by the spontaneous emission lifetime and coherence times given by 
Equation 5-1. 
1
𝑇2
=
1
2𝑇1
+
1
𝑇2
∗     (5.1) 
Equation 5-1 – Relationship between the coherence time T2 and the lifetime of spontaneous emission T1 
including the loss of coherence due to pure dephasing on the time scale T2* 
Under above bandgap excitation of quantum dots, numerous charge carriers are 
generated in the surrounding bulk semiconductor which may be captured by a quantum 
dot. As the number of carriers generated increase with excitation power, so too does the 
interaction of charge fluctuations with the quantum dot. This leads to an increase in the 
rate of pure dephasing [10]. For the excited carriers generated, as a result of the 
continuum of states, capture of these carriers into the wetting layer and quantum dot is 
highly efficient and occurs over times scales of 10’s ps [11]. In order for these excited 
carriers to be captured into the quantum dot, multiple inelastic scatters occur which 
quickly removes any coherence between the excited state and the excitation laser. 
Additionally, because of the different relaxation pathways available, the production of 
excitons in the quantum dot experiences timing jitter, which further acts to reduce the 
coherence time [12]. 
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5.1.2. Resonance Fluorescence  
As a result of induced de-coherence in quantum dots when using above bandgap 
excitation, the use of quasi-resonant, p-shell, and resonant, s-shell, excitation are of 
considerable interest [13]. By resonantly exciting the exciton transition, which is lower in 
energy than the bandgap of the bulk semiconductor, no excited carriers are created, and 
the manipulation of the exciton state may be coherent. For single mode lasers, the 
linewidth of the excitation laser (~ MHz) is typically much smaller than the natural 
linewidth of the exciton transition (~ GHz), even in the absence of pure dephasing. In 
order to describe the process of resonant absorption and emission, the absorption and 
emission coefficients of photons proposed by Weisskopf [14] for the exponential decay 
rate of spontaneous emission are modified by Heitler to account for the vastly different 
linewidths [15]. The resulting intensity distribution for resonantly emitted photons is 
given by Equation 5-2. 
𝑤(𝑘𝑙𝑎𝑠𝑒𝑟) = ∑ |𝑏𝜆,𝑙𝑎𝑠𝑒𝑟(∞)|
2
=
2𝜋
ℏΓ𝑘0𝑐
 
𝐸0𝐼0(𝑘𝑙𝑎𝑠𝑒𝑟)
[(𝑘0−𝑘𝑙𝑎𝑠𝑒𝑟)2+ℏ2𝛾2 4⁄ ]
𝜆   (5.2) 
Equation 5-2 – Spectral intensity distribution of resonance fluorescence when the excitation laser has a 
significantly narrower spectral width than the natural width than the exciton transition, given by  𝑰𝟎(𝒌𝒍𝒂𝒔𝒆𝒓). 𝚪 
represents the lifetime of the transition and the natural linewidth is given by 𝜸. 
The total intensity of the resonance fluorescence is therefore proportional to the 
intensity distribution of the resonant laser, 𝐼0(𝑘𝑙𝑎𝑠𝑒𝑟). As the laser line is significantly 
narrower than the natural linewidth of the quantum dot, the denominator is 
approximately constant over the range where 𝐼0(𝑘𝑙𝑎𝑠𝑒𝑟) ≠ 0.  Therefore, the intensity 
distribution of the emitted photons has exactly the same spectral shape as the excitation 
laser. Following the uncertainty principle arguments of earlier, the emitted photons are 
coherent with the resonant excitation laser, and take on the coherence time T2 = T2,Laser. 
This is however only true under extremely low excitation powers, as will be discussed, 
and is referred to as the Heitler regime. 
When exciting the exciton transition with a narrow resonant laser, under low excitation 
powers, it is shown above that the emission line shape is identical to that of the excitation 
laser. In order for this to be true, the exciton must retain some memory of the absorbed 
photon, otherwise the spectral emission profile would simply be the same as the natural 
linewidth of the exciton. As a result, the absorption and emission of resonant photons 
cannot be considered as separate events. This leads to the question of what state the 
quantum system is in, and when absorption or emission has occurred. As the emission 
Waveguide Coupled Resonance Fluorescence - Introduction 
124 | P a g e  
 
lifetime is still given by Γ = 1
𝑇1
 , a measurement of the excited state population can be 
performed via an inelastic scattering on time scales shorter than 1
γ
. However, by probing 
the systems on such time scales, the coherence of the system is interrupted and the 
linewidth is given by γℏ. It is therefore shown that while the coherence of a quantum dot 
can be significantly improved, taking on the coherence of the resonant excitation source 
under low excitation powers, at higher excitation powers, the coherence of the quantum 
dot is diminished.  
5.1.3. Laser Suppression  
To date, efforts to realise resonance fluorescence, the spectrally resonant excitation and 
emission of photons, of quantum dots have relied on specialised excitation and collection 
geometries in order to distinguish the photons emitted from the quantum dot with 
respect to the excitation laser. These techniques, which typically employ novel excitation 
and collection geometries, off chip filtering or destructive interference of the emitted 
photons with the excitation laser, are poorly suited for scalable quantum information 
processing architectures. A brief review of significant milestones which preceded the 
work presented here is discussed in order to demonstrate the significance of waveguide 
coupled resonance fluorescence with strong laser rejection. 
In order to spatially separate the resonance fluorescence from the excitation laser, a 
novel excitation regime of quantum dots located in a weak microcavity has been 
proposed by Muller et al. [18]. By introducing the excitation laser at the side of the micro 
cavity, the propagation direction of the resonant laser is orthogonal to that of the cavity 
coupled resonance fluorescence. A lifetime for the quantum dot was reported of 290 ps, 
which represents a modest Purcell enhancement and likely contributes to improved 
signal levels. Whilst this technique proved it was possible to realise a useful source of 
single photons with a significantly improved lifetimes and coherences, it ultimately relies 
on off chip collection and detection. The significant losses associated with optical 
collection, such as beam splitters and fibre coupling will therefore likely limit the number 
of useful photons. A similar method of exciting and collecting with orthogonal 
polarisations rather than directions is used by Matthiesen et al to achieve a high levels of 
laser rejection off chip [19], however it is again noted that the problems associated with 
off-chip detection remain. 
 
Waveguide Coupled Resonance Fluorescence - Excitation Regime 
125 | P a g e  
 
5.2. Excitation Regime  
Work in this chapter demonstrates the realisation of resonant excitation of a quantum 
dot, with the resonance fluorescence efficiently coupled into a nanobeam waveguide 
[20]. It is noted that significant technical challenges remain in order to realise on chip 
detection [21], and so off chip detection is performed using a diffraction grating at the 
end of a waveguide to efficiently couple light into the collection optics. In order to provide 
sufficient laser rejection from the scattered resonant laser and resolve the emission of 
resonant photons off chip, polarisation rejection is used. Resonant excitation is therefore 
performed using linearly polarised light, with the collected signal filtered through a 
second linear polariser which is orthogonal to the first. The revised experimental setup 
for the bath cryostat described in chapter 2, including polarisation optics, is shown in 
Figure 5-1. It is noted that in order to maintain a highly linearly polarised excitation laser 
onto the sample, the linear polarisers are placed as close as possible in the optical path 
to the to the cubic beam splitter. Additionally, as optical components between the initial 
and final linear polariser, such as lenses and beam splitters, also exhibit birefringence, 
the initial linearly polarised light is partially rotated to an elliptical polarisation. A zero 
order Soleil-Babinet compensator is therefore used to correct for this, which allows for 
strong laser rejection.  
As discussed earlier, resonant fluorescence is a quasi-excitation process, where the 
absorption and emission of a photon cannot be distinguished, which couples the laser 
with the excitonic states of the quantum dot. In order to efficiently couple the excitation 
laser, a Weierstrass solid immersion lens (sSIL) [22] was mounted on top of the nanobeam 
waveguide.  Although the presence of outcouplers on the waveguide alter the far-field 
profile of emitted light, resulting in little collection enhancement due to the solid 
immersion lens, the decreased excitation spot size it provides results in a significant 
increase in the power density. Therefore, for the same local field strength, the intensity 
of the resonant laser can be reduced by a factor of 𝑟2 which reduces the intensity of 
scattered light. As the diffraction limited spot size is proportional to the refractive index, 
for a ZrO2 sold immersion lens,  𝑟2 ≈ 4.5 at 920 nm. The reduced excitation power in 
combination with a higher spatial resolution results in better suppression of scattered 
laser signal from the collection path.  
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Figure 5-1 – Bath cryostat experimental setup for resonance fluorescence. The fibre coupled excitation path 
is linearly polarised prior to splitting through a 50:50 cubic beam splitter. Telescopic optics are used to focus 
and collimate the excitation laser to the sample within the cryostat, and simultaneously couple the resonance 
fluorescence back to the cubic beam splitter. The collected signal is deflected through a Soleil-Babinet 
compensator and second linear polariser, orthogonal to the first, prior to coupling into a single mode fibre. 
Bandpass filters used to filter the above bandgap excitation are not show. 
Nanobeam waveguides are fabricated at regular intervals on the sample, aligned to the 
[100] crystal axis of the GaAs, as shown in Figure 5-2. This orientation is chosen as the 
linearly polarised states of the fine structure split neutral excitons, polarised along the 
[110] and [110] axis, as well as the circularly polarised charged excitons will couple equally 
to the waveguide [23]. An out-coupler is fabricated at one end of the waveguide in order 
to optimally couple resonance fluorescence along the collection path. As a result of the 
asymmetric shape of the waveguide, the excitation spot can be spatially separated from 
the collection spot by more than 10 μm for suitably located quantum dots. 
The solid immersion lens is placed on the surface of the sample and using an optical 
microscope is positioned above the nanobeam waveguide. High viscous bonding is used 
to secure the solid immersion lens to the sample so that it can be mounted into the bath 
cryostat without moving when the air is removed. Care is taken throughout the process 
to ensure the waveguide is not collapsed as result of the solid immersion lens using a 
white light source to observe the sample through the solid immersion lens. 
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Figure 5-2 – SEM of a 15 μm long nanobeam waveguide fabricated in the [100] crystal axis with a single out-
coupler at one end. The insert show a representation of a pyramidal quantum dot embedded within the  
280 nm wide, 140 nm high waveguide.  
5.3. Nanobeam Waveguide Laser Suppression  
Nano-beam waveguides have been previously shown to support two orthogonal 
transverse electric field modes (see chapter 4), referred to as TEx and TEy, with the electric 
field aligned parallel and perpendicular to the waveguide axis respectively. It is not clear 
however what fraction of a linearly polarised resonant excitation laser will couple to 
either of these modes. Simulations are therefore used in order to demonstrate that it 
should be possible to achieve strong laser rejection as a result of the orthogonal k-vectors 
of the excitation laser and the waveguide modes. Additionally, due to the different spatial 
profiles of the TEx and TEy modes, simulations are used to determine the optimum 
polarisation basis for the excitation laser to reduce coupling to the waveguide. 
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Figure 5-3 – Diagram depicting the apparent and real focal points of Weierstrass solid immersion lens where 
r is the radius of the lens and nsil is the refractive index.  
The excitation geometries used to excite a quantum dot in a waveguide with and without 
a solid immersion lens are both simulated for a photoluminescence setup with an 
objective lens with a numerical aperture of 0.5. For the 1 mm diameter ZrO2 solid 
immersion lenses used, any objective lens with a numerical aperture greater than 0.35 
would correspond to waist size of the excitation beam larger than the radius of the solid 
immersion lens at its equator (a height of  𝑟 𝑛𝑠𝑖𝑙⁄  above the samples surface). This can be 
seen from simple trigonometry when examining Figure 5-3. Therefore when considering 
the case of the solid immersion lens, the excitation laser is modelled as coming from an 
effective numerical aperture of 2.13 (  𝑁. 𝐴 = 𝑛𝑠𝑖𝑙𝑠𝑖𝑛(𝜃)  ) as it corresponds to the 
maximum numerical aperture possible. 
Calculations are setup with field monitors positioned at several points along an infinitely 
long waveguide as shown in Figure 5-4. Due to the evanescent component of both the 
TEx and TEy modes (see chapter 1), the field monitors are set at twice the width and height 
of the waveguide to fully account for all contributions coupled to the waveguide. As a 
result of the finite spot size of the focused beam, and scatter from surfaces of the 
waveguide, monitors positioned close to the focal point experience an increased flux 
from scattered light which is not coupled to a waveguide mode. Flux monitors are 
therefore positioned up to 9 μm from the focal point at a spacing of 0.5 μm to determine 
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the fraction of power coupled to the waveguide at an infinite distance from the excitation 
spot.  
 
Figure 5-4 – Depiction of simulation to determine the fraction of excitation power coupled to the waveguide 
using flux monitors at incremental distances away from the excitation spot. The polarisation of the excitation 
spot is changed between parallel and perpendicular with respect to the waveguide length.  
For all cases considered, the percentage of the power coupled to the waveguide is 
presented in Figure 5-5. It can be readily seen that for both with and without the solid 
immersion lens, the intensity of the light coupled to the waveguide is calculated to 
fluctuate in close proximity to the excitation spot. This is attributed to scattered laser 
light passing through the exaggerated flux monitors and is seen to fall off quickly a short 
distance from the excitation spot. When no solid immersion lens is used, the coupled 
power to the waveguide mode is shown to be relatively insensitive to the polarisation of 
the excitation source.  For the numerical aperture of 0.5 modelled, it is expected that less 
than 10-4 % of the excitation power used would couple to the waveguide mode. This low 
coupling rate is expected given the lack of overlap between the incident electric field and 
the supported waveguide modes. 
When modelling the solid immersion lens, the results of the coupled power to the 
waveguide suggest a strong dependence on the polarisation basis of the excitation laser. 
When the electric field is polarised parallel to the waveguide length, the coupled power 
is approximately 10−4 % of the excitation power, agreeing well with values calculated 
without a solid immersion lens. The coupled power is shown to increase significantly to 
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2 × 10−3 % when the electric field is rotated perpendicular to the waveguide axis. This 
is attributed to the significant reduction in the excitation spot size which increases the 
overlap of the electric field with the fundamental TEy waveguide mode. 
 
Figure 5-5 – Coupled power into the waveguide modes for an excitation beam linearly polarised parallel and 
perpendicular to the waveguide length at a wavelength of 925 nm. (left) Power coupled when the waveguide 
is positioned under a ZrO2 (n=2.13) solid immersion lens with an effective numerical aperture of 2.13. (right) 
Power coupled for an objective lens with a numerical aperture of 0.5.  
Based on these simulations, it is expected that using a solid immersion lens, and exciting 
with the laser polarised along the length of the waveguide, a similar laser rejection ratio 
should be achievable as if no solid immersion lens had been used for the same excitation 
power. As the power density of the excitation spot is increased by approximately 4.5 
when using a solid immersion lens, it should be possible to use lower excitation powers 
to achieve the same signal intensity. Therefore, the total power coupled to the waveguide 
when using the solid immersion lens is expected to be 4.5 times lower than would have 
been without using a solid immersion lens. 
5.4. Optical Measurements 
The waveguides used in this work were fabricated at random locations on the sample. 
Therefore a relatively high quantum dot density (~ 109 QD’s cm-2) was used to ensure a 
sufficient number of randomly located quantum dots were positioned within the 
waveguides. Excitation of quantum dots was performed near the end of the waveguide, 
as shown in Figure 5-2, far away from the out-coupler. Initial measurements used above 
bandgap excitation to examine the spectral properties of several quantum dots located 
in the waveguide. This information is used to determine the relative location of the 
quantum dots as the intensity of the observed photoluminescence at a fixed power varies 
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with the excitation location. Additionally, it enabled measurements of the observed 
spectrum to determine the exciton transition energy. 
Initial attempts to observe resonance fluorescence of a quantum dot were unsuccessful, 
despite clear evidence using above bandgap excitation that the resonant laser was tuned 
to the quantum dot transition energy. Similar affects are reported by others which show 
that very few quantum dots inherently exhibit resonance fluorescence (as low as 1 in 50 
for QD’s far below the surface [11]). As quantum dots are seen to interact strongly with 
the solid state environment, it is difficult to be sure of the exact mechanism preventing 
resonance fluorescence. It is known however that quantum dots are prone to spectral 
diffusion and blinking due to fluctuations in the local electrostatic environment [24][25]. 
The cause of these effects for quantum dots in the bulk semiconductor is attributed to 
the strong degree of anisotropy in the wetting layer, resulting in deep carrier traps [26]. 
For quantum dots in etched photonic structures, these effects are expected to be 
pronounced due to roughening of the surface [27], and we note that spectral changes are 
also reported for quantum dots fabricated in nanobeam waveguides (see Chapter 4). 
As a result of these charge traps, the quantum dot sees a continuous tunnelling of 
electrons and holes between itself and the wetting layer, reducing the time in which the 
quantum dot is initialised in to ground state. It has been shown however that the use of 
a weak non resonant laser can be used to re-initialise quantum dots in certain 
circumstances, enabling the observation of resonance fluorescence. This is explained as 
the generation of additional carriers which occupy local defect states which were 
otherwise perturbing the quantum dot. If the carrier relaxation rate into a deep level 
defect state is higher than the tunnelling rate from the quantum dot, charge fluctuations 
can be significantly reduced [28]. 
We therefore show that using a small amount of above bandgap excitation, such that a 
negligible photoluminescence contribution is detected, the local charge environment is 
stabilised and the quantum dot ground state is re-initialised enabling resonance 
fluorescence is observed. The observed fluorescence for various excitation regimes is 
shown as a function of the laser detuning from the exciton transition energy in  
Figure 5-6. The background noise, which is primarily attributed to the dark current of the 
APD, is shown to be at approximately 750 counts s-1 which is calculated by blocking the 
excitation paths of both the resonant and above band gap lasers. When the above 
bandgap excitation is unblocked, a small contribution of approximately 300 counts s-1 is 
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measured on-top of the background signal. This represents a weak photoluminescence 
signal generated from the quantum dot indicating the transition is optically active.  
 
Figure 5-6 – Observed resonance fluorescence for a quantum dot as a function of the excitation laser detuning. 
The background signal when both the above bandgap and resonant laser are blocked is shown (gray) to be ~ 
750 photons s-1, attributed to dark counts on the APD. Under above bandgap excitation only (red), a 
background level of ~ 1050  photons s-1 is measured resulting in ~ 300 photons s-1 due to photoluminescence. 
When only the resonant laser is incident with no above band gap stabilisation of the exciton ground state 
(black), a background of ~ 790 photons s-1 is measured, with 40 photons s-1 attributed to the resonant laser. 
The optically gated resonance fluorescence is shown (blue) to have a peak intensity of ~ 4590 photons s-1, 
which corresponds to a background subtracted peak count rate of ~ 3500 photons s-1. 
When the above bandgap excitation laser is blocked again, and the resonant laser 
unblocked, a small increase of roughly 40 counts s-1 is measured on-top of the dark counts 
of the APD. This count rate agrees well with the expected laser coupling calculated in 
simulations of 10-4 % of the excitation power when accounting for the total collection 
efficiency of the system which is estimated to be 0.5 %3. A measurement of 40 counts per 
second corresponds to an excitation power of a few nW’s, in close agreement with the 
excitation power used. 
                                                          
3  Detection efficiency of 0.5 % is calculated from an estimations of; APD quantum efficiency 
 (30 %), waveguide coupling (50 %), out-coupler (50 %), cubic beam splitter (50 %), total fibre 
coupling losses (50 %) and filtering through the monochromator (25 %). 
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When the above bandgap laser is unblocked again, and the quantum dot is 
simultaneously excited with the above bandgap and resonant laser, a clear resonance 
fluorescence peak is observed as a function of the laser detuning from the exciton 
transition energy. A peak count rate of more than 4500 counts s-1 is recorded, which 
corresponds to a background subtracted peak intensity of 3500 counts s-1. This intensity 
corresponds to a resonance fluorescence signal nearly 90 times larger than the 
background scattered resonant laser. When including the contribution of above bandgap 
excitation, the ratio of the resonance fluorescence to the remaining background signal 
drops to a value slightly in excess of 10. It is expected that for a quantum dot in a 
waveguide with a more stable charge environment, the non-resonant excitation should 
not be needed. 
The lineshape of the measured resonance fluorescence is well fit by a Gaussian peak, and 
a full width half maximum of 2.24 GHz is obtained. This corresponds to a coherence time 
of nearly 240 ps, significantly less than the lifetime of the quantum dot, as will be 
discussed shortly. As the calculation of the spectral linewidth from Figure 5-6 is 
determined by slowly scanning (tscan > 10 s) the frequency of the resonant laser, charge 
fluctuations on time scales much shorter than the scanning rate of the laser will lead to 
spectral wandering of the exciton transition. This, in combination with pure dephasing, 
result in the inhomogeneous broadening of the exciton transition observed, resulting in 
the calculation of a low coherence time. 
A lifetime measurement of the quantum dot was also performed using a pulsed Ti:Sp 
laser tuned into resonance with the wetting layer as discussed in Chapter 2. An APD with 
a time resolution of 400 ps is used in conjunction with a single photon counting module 
to record the arrival time of the photons with respect to the excitation pulses. The 
recorded data is normalised and shown in Figure 5-7 with a single exponential fitted, 
giving a lifetime of 1.2 ± 0.1 ns. This lifetime is in good agreement with typical values 
observed in both the bulk wafer and other nanophotonic structures for InGaAs quantum 
dots.  
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Figure 5-7 – Lifetime measurement of the quantum dot examined for resonance fluorescence 
In the Fourier transform limit, the coherence time of the quantum dot is twice the 
radiative lifetime (T2 = 2T1). From the coherence time calculated from the linewidth 
measured in Figure 5-6, the ratio of the coherence time to the lifetime is roughly 10 times 
less than this limit (T2 : T1 = 0.2 : 1). The coherence time of the quantum dot is further 
studied by measuring the first order correlation function using a Michelson 
interferometer, with further details regarding the setup provided in Chapter 2. 
Measurements are performed in the low power regime for both above band gap and 
resonant excitation fixed at zero detuning from the exciton transition energy in order to 
reduce power and inhomogeneous broadening from induced fluctuations in the local 
charge environment. Low power measurements for the above bandgap laser were 
performed with the excitation laser set to half the power of saturation. For resonant 
excitation, the saturation power can be defined by the Rabi frequency (Ω) given as 
1
(𝑇1√2
2
)⁄
≈  Ω𝑠𝑎𝑡 [19] with the low power regime defined as Ω < Ω𝑠𝑎𝑡. An excitation power 
of ~ 0.6 Ω𝑠𝑎𝑡  is therefore used. We distinguish this low power regime from the Heitler 
regime which requires ultra-low excitation powers of  Ω ≪ Ω𝑠𝑎𝑡. 
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The measured interference visibility as a function of the relative path delay for both the 
above bandgap and resonant excitation measurements of the coherence time are shown 
in Figure 5-8. A coherence time for above bandgap excitation is obtained of 
154 ± 5 ps, which is less than the inferred coherence time from the linewidth measured 
in Figure 5-6. It is not surprising that the coherence length is shorter during above 
bandgap excitation than that inferred from the linewidth obtained by scanning the 
resonant laser as it is well established that the presence of above bandgap excitation 
induces a fluctuating charge environment for the quantum dot. The reduced coherence 
time can be explained by an increase pure dephasing due to a less stable charge 
environment under above bandgap excitation, as well as an increased contribution of 
spectral wondering.  
 
Under resonant excitation, with a fixed zero detuning from the central exciton transition 
energy, the coherence time is shown to increase to 640 ± 40 ps. This is significantly higher 
than the 240 ps coherence time determined from the linewidth in Figure 5-6, suggesting 
that spectral wandering is especially pronounced for the quantum dot studied. As the 
shorter coherence length of 240 ps was obtained when scanning the resonant laser slowly 
across the exciton transition, the integrated signal includes contributions from the 
inhomogeneous linewidth, where the quantum dot transition energy is perturbed from 
the homogeneous value. By fixing the wavelength of the resonant laser at the peak 
intensity, which corresponds to the peak of the homogeneous transition, when the 
exciton transition wanders from this value due to the fluctuating environment, it is no 
longer resonant with the laser and no photons are produced. The photons which are 
produced are therefore more coherent as a result. The ratio of the coherence time to the 
lifetime under resonant excitation, with a constant zero detuning form the exciton 
transition energy, is thus determined to be  
T2 : T1 ≈ 0.5 : 1 and represents an increase relative to the coherence time calculated using 
above bandgap excitation of more than four times. 
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Figure 5-8 – Coherence times measured for the quantum dot in the waveguide using above bandgap excitation 
(black) and resonant excitation (red) via a Michelson interferometer. Coherence times  are fitted to a single 
exponential which calculate coherence times of 154 ps and 640 ps for the above band gap and resonant 
excitation respectively.  
The coherence times measured using the Michelson interferometer correspond to the 
total coherence times of photons emitted from the quantum dot. The values obtained 
for the coherence time of emitted photons, of 640 ps and 154 ps for resonant and above 
bandgap excitation respectively, in combination with the measured lifetime, 1.2 ns, can 
be used to determine the coherent ratio, given by  𝑇2 2𝑇1
⁄ . As discussed in section 5, in the 
Fourier transform limit, where there is no pure dephasing, 𝑇2 = 2𝑇1 , and the coherent 
ratio would be equal to 1. For the case of above bandgap excitation this ratio is calculated 
to be ~ 0.06, indicating de-coherence the result of pure dephasing on timescales much 
shorter than the lifetime (𝑇2
∗ = 165 𝑝𝑠). Under resonant excitation, the coherent ratio is 
calculated to be significantly higher at ~ 27 %, and the pure dephasing time is increased 
to greater than 870 ps, attributed to the reduced number of carriers created as a result 
of the lower power of the above bandgap excitation.  
In order to confirm the single photon characteristics, the auto-correlation function is 
measured using the Hanbury – Brown – Twiss setup described in Chapter 2. 
Measurements are performed for both above bandgap and resonant excitation at near 
saturation intensities. As the auto-correlation measurement is sensitive to the 
background signal levels, the background signal intensities are recorded so that the data 
can properly normalised. For the above bandgap excitation, the background is recorded 
by offsetting the monochromator by a small amount from the resonant transition. The 
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signal ratio relative to the background count rate is observed to be 0.894. Under resonant 
excitation, this ratio is calculated to be 0.82 and is determined by detuning the resonant 
laser from the quantum dot transition by several GHz4. The background is then subtracted 
from the measured coincidence counts as described in reference [29], and the normalised 
auto-correlation measurements are shown for the above bandgap and resonant 
excitation in Figure 5-9. 
A clear dip at a zero time delay for the above bandgap excitation shows the strongly anti-
bunched nature of the photons and confirms the emission is from a single photon source. 
The lifetime extracted from the auto-correlation function also agrees well with that 
calculated from direct measurements of the lifetime shown in Figure 5-7. A similar dip at 
zero time delays is seen under resonant excitation confirming both that measurements 
are performed with strong suppression of the resonant laser, and that the resonance 
fluorescence is an anti-bunched single photon source. The peaks however at times close 
to a zero time delay are intrinsic of bunched photon emission, and are fitted with an 
exponential decay with a corresponding decay time of 4 ns.  In an attempt to explain the 
presence of this bunched photon statistics, three mechanisms are identified which could 
be responsible; Rabi oscillations, the above bandgap excitation, and spectral diffusion.  
 
Figure 5-9 – Auto correlation measurements for above bandgap excitation (left) and resonant excitation 
(right) at near saturation intensities. A clear dip at t=0 is present under both excitation regimes confirming 
single photon emission. The bunched emission under resonant excitation as shown by the increased 
correlation measurement exhibits exponential decay with a decay time of 4 ns. 
                                                          
4 The signal to noise ratio is calculated as 𝜌 =  
𝑆
𝑆+𝐵
 where S is the actual signal intensity of the 
quantum dot and B is the background count rate due to all other sources. 
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Under high resonant excitation powers, the exciton state can be coherently rotated 
around the bloch sphere between the ground and excited stated. As a result the auto-
correlation function includes an exponential decaying oscillating term related to the Rabi 
frequency (Ω) given by Equation 5-3 [30]. As the resolution of our system is limited to 
400 ps due to the time response of the APD, it may appear as a bunching in the auto-
correlation function. However, these Rabi oscillations are not considered to introduce a 
significant bunching affect for excitation powers below the saturation power, 
corresponding to a Rabi frequency of Ω𝑠𝑎𝑡 = 0.6 GHz [30]. As the excitation power used 
corresponds to a Rabi frequency of 0.5 GHz, it is concluded that this is not the cause of 
the observed bunching seen Figure 5-9. 
𝑔(2)(𝑡) = 1 − 𝑒𝑥𝑝(−𝜂|𝑡|) {cos(𝜇|𝑡|) +
𝜂
𝜇
sin (µ|t|)}   (5.3) 
𝜂 =  
1
𝑇1
+
1
𝑇2
2
  ;  µ =  √Ω2 + (
1
𝑇1
−
1
𝑇2
)
2
   
Equation 5-3 – auto-correlation function where ′𝒕′ represents the relative time delay between coincidences, 
Ω is the Rabi frequency given by √
𝑷
𝑻𝟏𝑻𝟐𝑷𝟎
 where T1 and T2 are the exciton lifetime and coherence time 
respectively and P and P0 are is excitation power and saturation power. 
As the quantum dot is initialised using above bandgap excitation in order to realise 
resonance fluorescence, the capture and release of carriers from the local environment 
represents an additional mechanism for excitation. It is reported however that the 
capture and release of carriers due to the optical gate affect typically occurs on 
microsecond time scales [31]. It is therefore unlikely that the bunching which occurs on 
a 4 ns time scale is attributed to it to the presence of charge traps.  
We therefore concluded that this bunching is the result of instabilities caused by spectral 
diffusion and that the 4 ns decay constant represents the fluctuation time of the 
homogeneous exciton transition over the observed inhomogeneous linewidth. This can 
be seen more clearly by considering the Fourier transformed linewidths, calculated from 
the coherence times measured of 154 ps and 640 ps, which correspond to linewidths of 
3.4 GHz and 0.5 GHz respectively. It can be seen that a small shift of the transition 
frequency for the 0.5 GHz wide homogeneous linewidth can result in the exciton 
transition being tuned off resonance with the excitation laser, as shown in Figure 5-10. 
This results in the emission of single photons in packets corresponding to when the 
quantum dot is on and off resonance with the excitation laser.   
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Figure 5-10 – Depiction of spectral wondering of the homogeneous linewidth (𝚫𝝂 = 𝟎. 𝟓 𝑮𝑯𝒛) which results 
in the observation of a broader inhomogeneous linewidth (𝚫𝝂 = 𝟑. 𝟒 𝑮𝑯𝒛). A small shift in the transition 
energy of the homogeneous line is shown to result in the detune the resonant excitation. 
5.5. Conclusions  
It has been shown that under resonant excitation, the coherence of the quantum dot can 
be improved by more than four times with respect to that measured under above 
bandgap excitation. This represents a potentially significant increase in the coherent ratio 
of photons generated from 6 % to 27 %. Furthermore, the demonstration of resonance 
fluorescence emitting efficiently into a photonic structure has been achieved whilst 
maintain a high degree of suppression of the resonant laser. This therefore represents a 
significant achievement for the realisation of coherent single photons within 
nanophotonic structures. 
The interactions of the quantum dot with its solid state environment are shown to be 
partially overcome with the use of a resonant laser, although it is clear much work is still 
needed to better understand and control these interactions. 
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6.       Summary and outlook  
This section provides a summary of the work presented in the experimental sections, 
Chapter 3, 4 & 5 along with key results. Following this, related and ongoing research 
efforts are briefly discussed. 
6.1. Chapter Overview 
6.1.1. Dot Registration 
Quantum dots provide a scalable source of single photons for nanophotonic structures. 
However there remain significant technological challenges to achieve some of the 
essential technological prerequisites, including site controlled growth and deterministic 
fabrication of photonic structures with quantum dots at optimal locations. Much of the 
current research is primarily focused on realising scalable, site controlled growth, using 
lithographic processes to introduce nucleation sites prior to the MBE or MOCVD. The 
work presented in Chapter 3 builds on the technique of dot registration, where the 
relative position between a quantum dot and a pre-fabricated marker is determined using 
a two channel scanning micro-photoluminescence setup. It is shown that aberration free 
imaging of the sample surface is possible through a super spherical solid immersion lens, 
which can be used to increase the accuracy of the dot registration technique. 
Additionally, it was shown that the use of a temporary SiO2 hard mask can be used to 
protect the surface of the sample during the registration process without affecting the 
optical properties of the quantum dots. Under optimal conditions, the minimum FWHM 
of the measured relative position of the quantum dot was 8.53 nm. The use of solid 
immersion lens enhanced dot registration is therefore shown to result in the most precise 
measurements of the relative position of a quantum dot to date. 
6.1.2. Deterministic Fabrication 
In order to realise scalable photonic circuits, either using nucleated growth of quantum 
dots or dot registration, the accuracy of the chosen technique must be sufficient that it 
is at least statistically favourable for a quantum dot to be ideally located within the 
photonic structure. Additionally, the performance of many photonic components is 
highly dependent on the spectral properties of the photons emitted from the embedded 
quantum dots. It is therefore important that the fabrication processes does not 
significantly affect the spectral properties of the quantum dot. 
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In Chapter 4, the positional accuracy of the solid immersion lens enhanced dot 
registration processes is confirmed via two independent methods. Firstly, the fabrication 
of additional re-registration markers are used to confirm the registration accuracy by 
repeating the registration processes. The repeated registration process uses new markers 
which have been deterministically positioned a set distance from the previously 
calculated quantum dot location. A minimum displacement of 13.7 nm is observed 
between the re-registered positions relative to the original registered position. Secondly, 
the positional accuracy of the dot registration processes is further confirmed by 
deterministically positioning a quantum dot at a ‘C point’ of a nanobeam waveguide so 
as to couple circularly polarised light, which is then placed in a magnetic field. The 
contrast of the two spectrally resolved spin states measured out of the two outcouplers 
agrees well with predicted values via FDTD simulations with a 15 nm error in the position 
of the quantum dot. Inaccuracy in the dot registration technique is primarily attributed 
to instabilities in the EBL process, which were found to result in an average positional 
error of 15.1 nm between sequential fabrication processes.  
Throughout the fabrication processes used to confirm the positional accuracy of dot 
registration, the spectral properties of the quantum dots were recorded. It was shown 
that in the majority of cases, the spectral peak used to register the position of the 
quantum dot was still present after fabrication steps. Further discussion regarding any 
observed changes in the spectral properties is presented in section 6.2 along with other 
future work. The ability to selectively embed a quantum dot, based on its spectral 
properties, within a photonic structure, with an accuracy of 13.7 nm at best, has therefore 
been demonstrated by solid immersion lens enhanced dot registration.  
6.1.3. Resonance Fluorescence  
Quantum dots are an ideal source of single photons which can be efficiently coupled into 
photonic circuits, with up to 95% and 70% efficiency reported for linearly and circularly 
polarised light respectively [1]. This ability to directly embed quantum dots within 
nanophotonic devices is key to the potential scalability which may be achieved. 
Unfortunately, the strong interaction which quantum dots exhibit with their solid state 
environment results in significantly reduced coherence times. In attempts to reduce 
fluctuations in the solid state environment, and therefore increase the coherence times, 
direct excitation of carriers in the wetting layer, or quasi-resonant excitation of the 
quantum dot detuned by one LO phonon are widely investigated [2]. More recently, 
Summary and outlook - Outlook 
147 | P a g e  
 
resonant excitation has been demonstrated which has been shown to significantly 
improve the coherence times of emitted photons, although novel excitation and 
collection geometries are required to filter the resonant excitation laser [3][4]. In Chapter 
5, it is shown that for a quantum dot in a nanobeam waveguide, the waveguide can be 
used to efficiently filter the resonant laser from the resonantly emitted photons due to 
the small overlap between k-vectors of the excitation laser and the waveguide mode. 
Simulations of exciting the waveguide orthogonally to the waveguide propagation 
direction were found to be in good agreement with experimental results, which predicted 
strong laser suppression, with only 10−4 %  of the incident laser coupled into the 
waveguide. The use of resonant excitation was shown to result in a signal to laser ratio 
slightly in excess of 10:1, whilst simultaneously resulting in more than a fourfold increase 
in the coherence length of the emitted photons than compared to using above bandgap 
excitation. This therefore represents the first demonstration of coherence enhanced 
single photons efficiently coupled to a nanophotonic structure. 
6.2. Outlook 
Work presented in this thesis, as well concurrent work by others within the LDSD group 
has demonstrated significant advances in the field of nanophotonic circuits. This has in 
turn resulting in the exploration of additional research paths, of which several are briefly 
discussed here.  
6.2.1. In-Situ Lithography 
The process of dot registration, whilst a significant achievement, has demonstrated that 
the sequential processing steps required in order to carry out dot registration inevitably 
result in compounding errors. Based on the work by Senellart [5], where in-situ optical 
lithography was demonstrated using a negative photoresist to fabricate micropillars 
around a quantum dot with an accuracy of 50 nm, preliminary work has been undertaken 
to demonstrate the fabrication of EBL alignment markers around a suitable quantum dot. 
It is envisaged that a sample spin coated in photoresist may be studied at cryogenic 
temperatures in order to locate a suitable quantum dot through measurements of its 
photoluminescence. Then, using a lower wavelength laser at high powers, the photoresist 
surrounding the quantum dot can be exposed, leaving a pattern in the developed resist 
which can be used to align the wright field for conventional electron beam lithography. 
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Preliminary work, carried out during this thesis, has already been performed to 
demonstrate both the feasibility of using photoresists at cryogenic temperatures as well 
as the ability to use two independent lasers to measure the photoluminescence from 
quantum dots and expose the resist in a desired pattern. In order to prevent the strain 
due to thermal contraction deforming and shattering the photoresist, it was necessary to 
fabricate discretised areas of photoresist. Images of two separate samples, one entirely 
coated in photoresist and the other with discretised regions, which have been thermally 
cycled using the liquid helium flow cryostat, are shown in Figure 6-1. 
 
Figure 6-1 – Optical images of S1805 photo resist after thermal cycling to ~𝟒𝒌 using a liquid helium flow 
cryostat. (left) Significant cracking and flaking of the photoresist when the entire sample is spin coated due 
to thermal strain. (right) Intact photoresist disks which were free to expand and contract during thermal 
cycling. 
In order to expose the photoresist, sufficient energy needs to be absorbed in order to 
break chemical bonds, affecting its solubility to a given solvent. As the absorbed energy 
of the photoresist is strongly wavelength dependent, two colour excitation enables the 
photoluminescence spectrum to be observed through the resist without significantly 
developing the resist in the area around the quantum dot. The use of a second, shorter 
wavelength laser, can then be used to develop specific areas of the surface in the desired 
pattern. For the preliminary work presented, an 808 nm diode laser is used to observe 
the photoluminescence spectrum from the quantum dots under the photoresist. A green 
diode laser with a wavelength of ~500 𝑛𝑚  is used to expose the photoresist in the 
desired pattern near the quantum dots location. A recorded spectrum through the 
photoresist, as well as a developed pattern in the photoresist is shown in Figure 6-2. 
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Figure 6-2 – (left) Spectrum of quantum dot observed through the S1805 photoresist, excited using an 808 nm 
diode laser. (right) Optical microscope image of developed photoresist after various asymmetric crosses have 
been patterned into the photoresist using a green diode laser.  
6.2.2. Fabrication Induced Spectral Changes 
It is known that quantum dots are sensitive to changes in their local environment, and as 
such, effects such as spectral wandering and blinking have been widely reported [6]. 
Typically, these unwanted characteristics are present as a result of a high defect density 
in the sample, or due to the close proximity of the quantum dot to a surface or material 
boundary. The fabrication steps following dot registration, which involved the fabrication 
re-registration markers or nanobeam waveguides, was therefore performed with the 
expectation that similar affects may manifest. Promisingly, for the technique of dot 
registration, it was observed that for successful deterministic fabrication steps, minimal 
change in spectral properties of the registered exciton transition was observed. 
This however was not found to always be the case, with the appearance of new exciton 
transitions, as well as the disappearance of existing ones, observed for several quantum 
dots after the fabrication of additional structures. As a spectral comparison was needed 
to help locate and confirm the identity of individual quantum dots during the re-
registration and nanobeam waveguide measurements, the changes to the spectral 
properties are well documented. An example of the unwanted spectral changes which 
were observed in several quantum dots is presented in Figure 6-3. 
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Figure 6-3 – Spectral comparison of a quantum dot at the three stages used to investigate the technique of 
solid immersion lens enhanced dot registration; initial registration (black), re-registration (blue) and 
embedded within a nanobeam waveguide (red) 
It can be seen that as a result of the fabrication of additional re-registration markers, a 
second transition, not present in the initial registered spectrum, appears at 902.5 nm. 
Spectral changes are again observed as a result of the fabrication of the nanobeam 
waveguide, which shows the complete disappearance of the two exciton transitions 
located at 908 nm and 908.5 nm. Whilst effects of this type may be explained as a result 
of the fabrication of the nanobeam waveguide, which may introduce charge traps at 
surfaces near the quantum dot, it is not obvious as to why the fabrication of re-
registration markers at a distance of 5 μm from the quantum dot would result in such a 
significant change. 
Initial thoughts are that defects, possibly due to sputtering of metal during the MBE 
growth, may result in a quantum dot that is sensitive to changes in the extended 
environment. Additionally, strain induced by thermal contraction may be affected by the 
removal of material over the micron scale distances considered here. These affects, as 
well as the influence of the fabrication processes, which make use of inductively coupled 
plasma etching and electron beam lithography, will likely warrant further investigation to 
determine the cause of the spectral changes observed. 
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6.2.3. Single mode diode waveguides 
With dot registration and resonance fluorescence demonstrating that it is possible to 
realise a reliable source of single photons with enhanced coherence, the problem of how 
to tune two or more quantum dots into resonance with each other needs to be addressed 
before scalable photonic circuits may be realised. As a first step towards this, preliminary 
work examining the photoluminescence of quantum dots embedded in nanobeam 
waveguides fabricated from a 170 nm thick membrane P-I-N heterostructure has been 
investigated. A waterfall plot showing the observed photoluminescence as a function of 
the applied bias for a quantum dot in a 330 nm wide waveguide is shown in Figure 6-4. 
The observed photoluminescence is visible over a tuneable range of more than 2 nm, 
providing a broad spectral window for techniques such as dot registration to find multiple 
spectrally similar quantum dots.  
It is hoped that through advanced wafer processing techniques, using multiple 
lithographic processes, that it may be possible to independently tune one or more 
quantum dot embedded within the same nanophotonic structure. Without this ability, 
scalable photonic circuits utilising multiple quantum dots tuned into resonance with each 
other will not be possible.  
 
Figure 6-4 – Waterfall plot of observed photoluminescence for a quantum dot embedded in a 170 nm deep by 
330 nm wide P-I-N waveguide. Excitation is performed using a HeNe laser focused on the quantum dots 
location above the waveguide, whilst simultaneously collecting the photoluminescence from an outcoupler. 
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6.2.4. Spin-initialisation 
In addition to the work presented in Chapter 4, where it was demonstrated that the spin 
of an excitonic state could be preferentially coupled to a propagation direction in the 
nanobeam waveguide, the reverse of this should also be true. By using resonant 
excitation, coupled to the waveguide via one of the outcouplers at the end of the 
waveguide, the excitonic state should see either a left or right handed polarised electric 
field. The ability to initialise the spin of the exciton state in this way may be of little use 
for the purpose of resonance fluorescence, however, for devices such as quantum 
repeaters, it represents a method for ensuring the uni-directional propagation. Work on 
spin initialisation is currently underway within the LDSD group at Sheffield. 
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