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ABSTRAK 
Dewasa ini persaingan mendapatkan perguruan tinggi negeri (PTN) 
bagi lulusan Sekolah Menengah Atas (SMA) di Indonesia semakin 
ketat.. Menurut data yang dirilis oleh panitia Seleksi Nasional Masuk 
Perguruan Tinggi Negeri (SNMPTN), di tahun 2014, hanya sekitar 
17% siswa lulusan SMA se-Indonesia yang diterima di PTN melalui 
jalur SNMPTN pada tahun 2014.  Mengacu pada fenomena ini, 
banyaknya jumlah siswa yang berhasil diterima di PTN bisa dijadikan 
salah satu parameter untuk mengukur kualitas pendidikan sebuah 
SMA. Sebagai langkah untuk mengukur tingkat diterimanya siswa 
suatu SMA di PTN, beberapa data siswa dikumpulkan dan dianalisis 
lebih lanjut. Dalam penelitian ini, proses analisis data siswa tersebut 
menggunakan teknik peramalan dengan teknik Jaringan Syaraf 
Tiruan. Lebih lanjut, data – data dari siswa SMA Negeri 1 Genteng, 
Banyuwangi, dipilih sebagai obyek dalam penelitian ini. 
 
Tujuan penelitian ini adalah mengetahui penerapan peramalan 
menggunakan metode jaringan syaraf tiruan dengan teknik 
Backpropagation pada rata-rata nilai rapor, nilai ujian nasional, 
pendidikan orang tua dan pekerjaan orang tua terhadap tingkat 
diterimanya siswa SMA Negeri 1 Genteng di  perguruan tinggi. Selain 
itu, output dari model peramalan yang terbentuk akan digunakan 
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untuk memprediksi siswa angkatan 2015 yang diterima di perguruan 
tinggi. 
 
Kata kunci: Peramalan, jaringan syaraf tiruan, Backpropagation, 
data siswa, perguruan tinggi   
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ABSTRACT 
 
In the recents years, competition is getting tougher to get admitted in 
public universities for a senior high school student in Indonesia. 
Based on data released by the committee of the national selection 
admission for public university (SNMPTN), in 2014, only 17% of the 
total high school students all over Indonesia who have been 
successfully admitted in higher education level through the national 
selection process.  With regards to this phenomena, analysis of the 
number of students who are accepted in university level could be 
utilized as one of parameters to assess the quality of education from a 
well-known high school. Therefore, as an approach to evaluate the 
rate of number of students who are admitted in the university, several 
data from the students are gathered and analyzed further. 
Furthermore, in this work, the artificial neural system (ANS) is 
utilized as a forecasting technique to analyze all the collected data. In 
particular, data collected from SMA Negeri 1 Genteng’s students are 
being used as main research object. 
 
The purpose of this study is to determine the applicability of 
forecasting technique using the artificial neural network with 
backpropagation method in analyzing the student’s average grades, 
nation exam scores, parental education and occupation, on the level 
of acceptance in college’s admission. In addition, the result of this 
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study will also be used to predict the number of students who are going 
to be accepted in 2015 national college’s admission.  
 
Keywords: forecasting technique, artificial neural network, 
backpropagation, student’s data, university 
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BAB I  
PENDAHULUAN 
Pada bab pendahuluan akan diuraikan proses indentifikasi 
masalah Tugas Akhir yang meliputi latar belakang masalah, 
perumusan masalah, batasan masalah, tujuan tugas akhir, dan 
manfaat kegiatan tugas akhir. Berdasarkan uraian pada bab ini, 
diharapkan gambaran umum permasalahan dan pemecahan 
masalah pada tugas akhir dapat dipahami. 
1.1. Latar Belakang Masalah 
Kualitas pendidikan siswa merupakan salah satu tujuan dari 
sekolah. Sekolah akan meningkatkan kualitasnya dari tahun ke 
tahun sebagai tolok ukur dalam menentukan keberhasilan 
sistem pendidikannya. Salah satu aspek sebagai indikator 
kualitas di sekolah adalah tingkat kelulusan siswa dan 
banyaknya lulusan siswa sekolah menengah atas yang diterima 
di perguruan tinggi juga menunjukkan kualitas sekolah dalam 
memotivasi siswa untuk memberikan jaminan kesempatan kerja 
yang lebih baik di masa mendatang.  
Setiap tahun, jumlah data siswa disekolah mengalami 
pertambahan. Dengan adanya pertambahan siswa, pihak 
sekolah ingin mengetahui berapa banyak siswa yang diterima 
pada perguruan tinggi.  
SMA Negeri 1 Genteng termasuk sekolah unggulan di 
Kabupaten Banyuwangi. Banyak pula siswa yang lulus dan 
diterima pada seleksi perguruan tinggi melalui jalur seleksi tulis 
maupun seleksi non tulis, namun, ada pula siswa yang tidak 
meneruskan sekolahnya ke jenjang yang lebih tinggi 
dikarenakan berbagai hal. Keputusan seleksi masuk perguruan 
tinggi negeri ditentukan oleh beberapa faktor.
Salah satu faktor penentu kecermatan prediksi adalah pemilihan 
prediktor, dimana semakin tepat pemilihan prediktor, maka 
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akan semakin tepat pula pengambilan keputusan dalam seleksi 
(Nandan Supriatna, 2009).  
Menurut Nandan Supriatna (2009), model seleksi penerimaan 
mahasiswa menggunakan rata-rata nilai rapor sekolah 
menengah atas. Penggunaan nilai rapor akan memungkinkan 
pemilihan prediktor seleksi yang sesuai dengan kebutuhan  
setiap program studi yang ada di perguruan tinggi negeri, 
sehingga diharapkan akan mempunyai daya prediksi yang 
tinggi. Disamping itu, nilai ujian nasional merupakan informasi 
tambahan yang digunakan sebagai bahan pertimbangan dalam 
penentuan penerimaan calon mahasiswa. Setelah tiga tahun 
siswa bersekolah, maka mereka akan menempuh ujian nasional 
yang merupakan sesuatu yang diwajibkan bagi para siswa untuk 
persyaratan kelulusan (Faiz Hidayat, 2013). Selain menjadi 
syarat kelulusan, nilai ujian nasional juga digunakan sebagai 
faktor yang berpengaruh terhadap diterimanya siswa-siswi di 
perguruan tinggi. 
Proses menganalisis data lebih lanjut diperlukan untuk 
mengetahui apakah prediktor di atas berpengaruh pada tingkat 
diterimanya siswa-siswi Sekolah Menengah Atas di perguruan 
tinggi. Proses tersebut menggunakan teknik peramalan, dengan 
teknik tersebut dapat diketahui seberapa besar tingkat 
diterimanya siswa-siswi berdasarkan rata-rata nilai rapor, nilau 
ujian nasional. 
Berdasarkan uraian di atas, maka akan dilakukan analisis 
terhadap rata-rata nilai rapor dari semester satu sampai semester 
lima, nilai ujian nasional siswa SMA Negeri 1 Genteng untuk 
memperoleh informasi siswa yang diterima di perguruan tinggi 
menggunakan metode peramalan jaringan syaraf tiruan. Data 
tersebut diolah sedemikian rupa sehingga dapat digunakan 
untuk mengetahui tingkat diterimanya siswa di perguruan tinggi 
untuk angkatan selanjutnya.    
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1.2. Perumusan masalah 
Dalam Tugas Akhir ini, permasalahan yang akan diangkat 
adalah  
1. Bagaimana membangun model peramalan 
2. Apakah metode jaringan syaraf tiruan backpropagation 
dapat diterapkan dalam meramalkan jumlah siswa-
siswi pada perguruan tinggi di SMA Negeri 1 Genteng  
3. Bagaimana hasil peramalan jumlah siswa-siswi yang 
masuk pada perguruan tinggi 3 tahun kedepan di SMA 
Negeri 1 Genteng 
1.3. Batasan Masalah 
Batasan dalam pengerjaan tugas akhir ini adalah: 
1. Data diambil dari data SMA Negeri 1 Genteng 
2. Data yang digunakan pada peramalan dari angkatan 
2012 – 2014 
3. Tools yang digunakan untuk melakukan peramalan 
adalah MATLAB. 
1.4. Tujuan Tugas Akhir 
Tujuan dari penelitian pada Tugas Akhir ini adalah :  
1. Mengetahui model peramalan jumlah siswa-siswi yang 
masuk perguruan tinggi di SMA Negeri 1 Genteng. 
2. Mengetahui metode jaringan saraf tiruan sesuai atau 
tidak sesuia untuk dipakai dalam meramalkan jumlah 
siswa-siswi yang masuk perguruan tinggi di SMA 
Negeri 1 Genteng. 
3. Mengetahui tingkat keakurasian jumlah siswa-siswi 
yang diterima di perguruan tinggi. 
4. Mengetahui metode jaringan syaraf tiruan sesuai atau 
tidak sesuia untuk dipakai dalam meramalkan jumlah 
siswa-siswi yang masuk perguruan tinggi di SMA 
Negeri 1 Genteng. 
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1.5. Manfaat Tugas Akhir 
Berikut ini adalah manfaat yang didapatkan dari Tugas Akhir 
tugas akhir ini. 
1. Membantu pihak sekolah untuk mengetahui jumlah 
siswa-siswi yang tidak diterima pada perguruan tinggi. 
2. Sekolah mendapatkan gambaran akan jumlah siswa-
siswi yang akan diterima pada perguruan tinggi. 
3. Memicu semangat kinerja para guru untuk lebih 
meningkatkan kualitas mengajar. 
1.6. Relevansi 
Dalam suatu instansi dibutuhkan adanya suatu peramalan untuk 
mengetahui hasil kedepannya lebih meningkat atau menurun. 
Salah satu instansi yaitu sekolah, sekolah membutuhkan 
peramalan mengenai jumlah siswa-siswi yang masuk pada 
perguruan tinggi negeri pada tahun yang akan datang. Oleh 
karena itu dibutuhkan suatu rekomendasi peramalan untuk 
mengetahui jumlaha siswa-siswi yang masuk pada perguruan 
tinggi negeri pada tahun yang akan datang dengan 
menggunakan metode jaringan syaraf tiruan backpropagation. 
Tugas akhir ini menyediakan hasil dari peramalan siswa-siswi 
SMA yang masuk pada perguruan tinggi negeri. 
Tugas akhir dengan judul “Peramalan Siswa-siswi SMA yang 
Diterima Pada Perguruan Tinggi Menggunakan Metode 
Jaringan Syaraf Tiruan Backpropagation (Studi Kasus SMA 
Negeri 1 Genteng-Banyuwangi)” memiliki studi kasus yang 
relevan dengan studi kasus di laboratorium Rekayasa Data dan 
Inteligensi Bisnis pada domain Intelligent System, topik 
Artificial Intelligence.
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BAB II 
TINJAUAN PUSTAKA 
Tinjauan pustaka merupakan penjelasan mengenai teori terkait 
studi kasus yang disarikan dari buku, jurnal, artikel cetak dan 
elektronik, atau tugas akhir terdahulu. Berdasarkan uraian pada 
bab ini, diharapkan gambaran umum permasalahan dan 
pemecahan masalah pada tugas akhir dapat dipahami. 
2.1. Studi Sebelumnya 
Beberapa studi sebelumnya yang dijadikan penulis sebagai 
acuan dan pendukung dalam pengerjaan tugas akhir ini tertera 
pada Tabel 2-1. 
Tabel 2-1. Tabel ringkasan studi acuan sebelumnya. 
N
O 
Judul Penulis Tujuan Hasil Metode 
1 Metode 
Jaringan 
Syaraf 
Tiruan 
Backpropag
ation Untuk 
Mengukur 
Tingkat 
Korelasi 
Prestasi 
Mahasiswa 
(Studi Kasus 
Pada 
Universitas 
Dian 
Nuswantoro 
Semarang) 
[1] 
Puji 
Pangastu
ti 
Peneliti 
ingin 
mengetah
ui tingkat 
korelasi 
antara 
Nilai 
AKhir 
Siswa 
dan 
Umur 
yang 
menjadi 
variable 
independ
en 
dengan 
IPK 
mahasis
Hasil yang 
didapatkan 
bahwa dengan 
membandingk
an target yang 
diharapkan 
dengan target 
hasil prediksi 
telah 
memberikan 
hasil yang 
cukup akurat 
yang 
ditunjukan 
dengan  
kedekatan oleh 
target asli dan 
target hasil  
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2.2. Dasar Teori 
Dasar teori menjelaskan konsep-konsep atau teori yang 
sekiranya dibutuhkan untuk lebih memahami Tugas Akhir ini. 
2.2.1. Profil SMA Negeri 1 Genteng 
SMAN 1 Genteng mengukir prestasi yang luar biasa. 
Tahun ini, jumlah siswa yang diterima di Perguruan 
Tinggi Negeri (PTN) cukup besar. Ada 102 
siswa/siswi diterima di PTN lewat SNMPTN. Para siswa 
tersebut diterima di sejumlah PTN ternama. Seperti, 
Unair, Unej, UM, ITS, IPB, UNY, UNS, Unibraw, dan 
UGM. Persentse siswa-siswi SMA Negeri 1 Genteng yang 
diterima pada perguruan tinggi melalui jalur SBMPTN 
pada tahun 2012 sebesar 36% dari total siswa 282 siswa. 
Sedangkan untuk persentase siswa yang diterima pada 
perguruan tinggi melalui jalur SNMPTN, SBMPTN serta 
jalur mandiri total keseluruhan 92%. [4] 
2.2.2. Nilai Akhir Ujian Nasional 
Ujian Nasional menjadi salah satu persyaratan wajib bagi siswa 
untuk lulus sekolah. Hasil ujian nasional tersebut dapat 
dijadikan bukti siswa dapat berfikir secara logis memenuhi 
standart kompetensi sesuai prosedur akademik. Ujian Nasional 
akan tetap  dibutuhkan untuk seleksi memasuki perguruan 
tinggi nantinya. [5] Oleh karena itu, Nilai Akhir Ujian Nasional 
tetap menentukan prestasi siswa untuk dibawa ke jenjang yang 
lebih tinggi untuk menjadi seorang mahasiwa. 
2.2.3. Jaringan Syaraf Tiruan 
Jaringan syaraf tiruan (artifical neural network) adalah sistem 
komputasi yang arsitektur dan operasinya diilhami dari 
pengetahuan tentang sel syaraf biologis di dalam otak. Jaringan 
syaraf tiruan merupakan salah satu representasi buatan dari otak 
manusia yang selalu mencoba menstimulasi proses 
pembelajaran pada otak manusia tersebut. Jaringan syaraf tiruan 
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dapat digambarkan sebagai model matematis dan komputasi 
untuk fungsi aproksimasi non-linear, klasifikasi data cluster dan 
regresi non-parametrik atau sebuah simulasi dari koleksi model 
jaringan syaraf biologi. 
Model jaringan syaraf ditunjukkan dengan kemampuannya 
dalam emulasi, analisis, prediksi dan asosiasi. Kemampuan 
yang dimiliki jaringan syaraf tiruan dapat digunakan untuk 
belajar dan menghasilkan aturan atau operasi dari beberapa 
contoh atau input yang dimasukkan dan membuat prediksi 
tentang kemungkinan output yang akan muncul atau 
menyimpan karakteristik input yang diberikan kepada jaringan 
syaraf tiruan. 
Salah satu organisasi yang sering digunakan dalam paradigma 
jaringan syaraf tiruan adalah perambatan galat mundur  atau 
backpropagation. [6] 
2.2.3.1. Single Layer 
Jaringan ini terdiri atas lapisan input dengan 
beberapa unit input, satu lapis pembobot dan 
lapisan output yang terdiri atas beberapa unit 
output dimana masing – masing unit input 
terkoneksi secara penuh dengan masing-
masing unit output, tetapi setiap unit output 
tidak terkoneksi dengan unit input maupun unit 
output yang lain. Pada jaringan ini masing-
masing input unit menerima sinyal informasi 
dari luar dan melalui koneksi yang ada, 
dilakukan proses pembobotan untuk masing-
masing sinyal yang akhirnya akan direspon 
oleh masing-masing output unit. Pembobot 
untuk satu unit output tidak akan berpengaruh 
pada unit output yang lain. 
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2.2.3.2. Multi Layer 
Cara kerja dari model ini sama seperti pada 
jaringan lapis tunggal. Hanya saja pada 
arsitekturnya terdapa tambahan beberapa layer 
untuk pembobot. Jadi pada pemodelan ini 
terdapat tambahan beberapa atau satu layer lagi 
diantara input layer dan output layer yang 
sering disebut dengan lapisan tersembunyi 
(Hidden Layer). Sehingga dengan demikian 
terdapat lapisan pembobot antara input layer, 
hidden layer dan output layer. Kelebihan dari 
arsitektur jenis ini jika dibandingkan dengan 
single layer ialah dapat menyelesaikan masalah 
kompleks yang mungkin tidak dapat 
diselesaikan oleh jaringan single layer secara 
sempurna. Hanya saja proses pelatihannya 
membutuhkan waktu yang agak lama karena 
tentu saja lebih sulit untuk dilakukan. 
 
Gambar 2-1 Jaringan syaraf umpan maju dengan dua lapisan sel hidden 
[7] 
 
2.2.4. Konsep Dasar Jaringan Syaraf Tiruan 
Jaringan syaraf tiruan terdiri dari beberapa neuron dan ada 
hubungan antar neuron- neuron seperti pada otak manusia. 
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Neuron/selsaraf adalah sebuah unit pemroses informasi yang 
merupakan dasar operasi jaringan syaraf tiruan. 
 
Jaringan syaraf tiruan terdiri atas beberapa elemen penghitung 
tak linier yang masing-masing dihubungkan melalui suatu 
pembobot dan tersusun secara paralel. Pembobot inilah yang 
nantinya akan berubah (beradaptasi) selama proses pelatihan. 
Pelatihan perlu dilakukan pada suatu jaringan syaraf tiruan 
sebelum digunakan untuk menyelesaikan masalah. Hasil 
pelatihan jaringan syaraf tiruan dapat diperoleh tanggapa yang 
benar (yang diinginkan) terhadap masukan yang diberikan. 
Jaringan syaraf tiruan dapat memberikan tanggapan yang benar 
walaupun masukan yang diberikan terkena derau atau berubah 
oleh suatu keadaan. [6] 
JST terdiri dari beberapa neuron dimana neuron merupakan 
tempat pemrosesan informasi terjadi. Gambar 2-2 menunjukkan 
analogi kinerja JST dan neuron biologis. Suatu impuls masukan 
(𝑥1, 𝑥2, 𝑥3)akan diteruskan dengan membawa nilai bobot 
tertentu (𝑤1𝑗 , 𝑤2𝑗,𝑤3𝑗). Semua sinyal masukan diproses dan 
dijumlahkan untuk menghasilkan nilai𝑢. Hasil penjumlahan 
tersebut selanjutnya dibandingkan dengan nilai ambang 
(threshold) melalui suatu fungsi transfer 𝑆(𝑢). Neuron akan 
menghasilkan keluaran ketika masukan melewati suatu nilai 
ambang tertentu. 
11 
 
 
 
 
Gambar 2-2 Analogi Kinerja Jaringan Syaraf Tiruan 
2.2.5. Karakteristik Jaringan Syaraf Tiruan 
Penyelesaian masalah dengan jaringan syaraf tiruan tidak 
memerlukan pemrograman. Jaringan syaraf tiruan 
menyelesaikan masalah melalui proses belajar dari contoh-
contoh pelatihan yang diberikan. Biasanya pada jaringan syaraf 
tiruan diberikan sebuah himpunan pola pelatihan yang terdiri 
dari sekumpulan contoh pola. Proses belajar jaringan syaraf 
tiruan berasal dari serangkaian contoh-contoh pola yang 
diberikan.metode pelatihan yang sering dipakai adalah metode 
belajar terbimbing. Selama proses belajar itu pola masukan 
disajikan bersama-sama dengan pola keluaran yang diinginkan. 
Jaringan akan menyesuaikan nilai bobotnya sebagai tanggapan 
atas pola masukan dan sasaran yang disajikan tersebut. [6] 
 
2.2.5.1 Faktor Bobot 
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Bobot merupakan suatu nilai yang mendefinisikan 
tingkat atau kepentingan hubungan antara suatu node 
dengan node yang lain. Semakin besar bobot  suatu 
hubungan menandakan semakin pentingnya hubungan 
kedua node tersebut. 
Bobot merupakan suatu hubungan berupa bilangan real 
maupun integer, tergantung dari jenis permasalahan 
dan model yang digunakan. Bobot-bobot tersebut bisa 
ditentukan untuk berada didalam interval tertentu. 
selama proses pelatihan, bobot tersebut dapat 
menyesuaikan dengan pola-pola input. 
Jaringan dengan sendirinya akan memperbaiki diri 
terus-menerus karena adanya kemampuan untuk 
belajar. Setiap ada suatu masalah baru, jaringan dapat 
belajar dari masalah baru tersebut, yaitu dengan 
mengatur kembali nilai bobot untuk menyesuaikan 
karakter nilai. [8] 
2.2.5.2 Fungsi Aktivasi 
Setiap neuron mempunyai keadaan internal yang 
disebut level aktivasi atau level aktivitas yang 
merupakan fungsi input yang diterima. Secara tipikal 
suatu neuron mengirimkan aktivitasnya kebeberapa 
neuron lain sebagai sinyal. Yang perlu diperhatikan 
adalah bahwa neuron hanya dapat mengirimkan satu 
sinyal sesaat, walaupun sinyal tersebut dapat 
dipancarkan ke beberapa neuron yang lain. 
Ada beberapa pilihan fungsi aktivasi yang digunakan 
dalam metode backpropagation, seperti fungsi sigmoid 
biner, dan sigmoid bipolar. Karakteristik yang harus 
dimiliki fungsi fungsi aktivasi tersebut adalah kontinue, 
diferensiabel, dan tidak menurun secara monoton. 
Fungsi aktivasi diharapkan dapat mendekati nilai-nilai 
maksimum dan minimum secara baik. Berikut ini 
adalah fungsi aktivasi yang sering digunakan yaitu: [8] 
1. Fungsi Sigmoid Biner 
Fungsi ini digunakan untuk jaringan syaraf 
yang dilatih dengan menggunakan metode 
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backpropagation. Fungsi sigmoid biner 
memiliki nilai pada range 0 sampai 1. Fungsi 
ini sering digunakan untuk jaringan syaraf 
yang membutuhkan nilai output yang terletak 
pada interval 0 sampai 1. Definisi fungsi 
sigmoid biner adalah segabai berikut: 
f1(x) = 1/(1+ e–x) 
dengan turunan 
f1’(x) = f1(x) (1- f1(x)) 
berikut ini ilustrasi fungsi sigmoid biner: 
 
Gambar 2-3 Ilustrasi Fungsi Sigmoid Biner Range (0,1) 
 
2. Fungsi Sigmoid Bipolar 
Fungsi sigmoid bipolar hampir sama dengan 
fungsi sigmoid biner, hanya saja output dari 
fungsi ini memiliki range antara 1 sampai    -1. 
Definisi fungsi sigmoid bipolar adalah sebagai 
berikut: 
f2(x) = 2 f2(x) -1 
dengan turunan 
f2’(x) = ½ (1+ f2(x)) (1- f2(x)) 
Berikut ini adalah ilustrasi fungsi sigmoid 
bipolar: 
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Gambar 2-4 Ilustrasi Fungsi Sigmoid Bipolar Range (-1,1) 
 
2.2.6. Backpropagation 
Backpropagation adalah algoritma pembelajaran untuk 
memperkecil tingkat error dengan cara menyesuaikan bobotnya 
berdasarkan perbedaan output dan target yang diinginkan. 
Backpropagation juga merupakan sebuah metode sistematik 
untuk pelatihan multilayer JST karena backpropagation 
memiliki tiga layer dalam proses pelatihannya, yaitu input 
layer, hidden layer dan output layer, dimana backpropagation 
ini merupakan perkembangan dari single layer network 
(Jaringan Layar Tunggal) yang memiliki dua layer, yaitu input 
layer dan output layer. Dengan adanya hidden layer pada 
backpropagation dapat menyebabkan tingkat error pada 
backpropagation lebih kecil dibanding tingkat error pada single 
layer network. karena hidden layer pada backpropagation 
berfungsi sebagai tempat untuk mengupdate dan menyesuaikan 
bobot, sehingga didapatkan nilai bobot yang baru yang bisa 
diarahkan mendekati dengan target output yang diinginkan. 
2.2.7. Algoritma Jaringan Syaraf Backpropagation 
Backpropagation merupakan algoritma pembelajaran yang 
terwarisi dan biasanya digunakan oleh perceptron dengan 
banyak lapisan untuk mengubah bobot-bobot yang terhubung 
dengan neuron-neuron yang ada pada lapisan tersembunyinya. 
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Algoritma backpropagation menggunakan error output untuk 
mengubah nilai-nilai bobotnya dalam arah mundur (backward). 
Tahap perambatan maju (forward propagation) harus 
dikerjakan terlebih dahulu untuk mendapatkan nilai error 
tersebut. Saat perambatan maju neuron-neuron diaktifkan 
dengan menggunakan fungsi aktivasi sigmoid biner yaitu: 
Arsitektur jaringan syaraf backpropagation seperti terlihat pada 
gambar dibawah ini: 
  
Gambar 2-5 Arsitektur Backpropagation 
Keterangan       : 
x1 s/d xn : input layer 
z1 s/d zp : hidden layer 
y1 s/d ym : output layer 
Algoritma backpropagation : [9] 
1. Inisialisasi bobot (ambil bobot awal dengan nilai 
random yang cukup kecil). 
2. Kerjakan langkah-langkah berikut selama kondisi 
berhenti belum terpenuhi. 
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Algoritma backpropagation (BP) merupakan pengembangan 
dari algoritma least mean square yang dapat digunakan untuk 
melatih jaringan dengan beberapa layer. BP menggunakan 
pendekatan algoritma steepest descent. Algoritma ini 
menggunakan performance index-nya adalah mean square 
error1 
 
Untuk melatih jaringan diperlukan seperangkat pasangan data 
seperti berikut : 
{p1, t1}, {p2, t2}, ..., {pn, tn} [10] 
dimana pn adalah nilai input ke-n jaringan dan tn adalah target, 
yaitu nilai output yang seharusnya dihasilkan. Untuk setiap 
input yang masuk dalam jaringan, output yang dihasilkan oleh 
jaringan akan dibandingkan dengan target. Algoritma ini akan 
mengatur atau menyesuaikan parameter-parameter jaringan 
untuk meminimalkan mean square error, yaitu : 
F(x) = E(e2) = E[(t-a)2] [11] 
dimana x, e, t dan a merupakan vektor bobot dan bias, vektor 
error, vektor target dan vektor output. Jika jaringan mempunyai 
beberapa output maka persamaan di atas dapat dikembangkan 
menjadi: 
F(x) = E[eTe] = E[(t-a)T(t-a)] [12] 
Mean square error didekati dengan 
^F(x) = eT(k) e(k) [13] 
 
Langkah-langkah dalam algoritma BP adalah sebagi berikut : 
a. Forward propagation 
17 
 
 
 
Menyalurkan input ke dalam jaringan dan tiap layer 
akan mengeluarkan output. Output dari satu layer akan 
menjadi input untuk layer berikutnya. 
b. Back propagation 
Menghitung nilai sensitivitas untuk tiap layer. Dimana 
sensitivitas untuk layer mdihitung dari sensitivitas pada 
layer m+1 sehingga penghitungan sensitivitas 
iniberjalan mundur. 
c. Weight Update 
Menyesuaiakan nilai parameter bobot (W) dan bias (b) 
dengan menggunakan pendekatan steepest descent. 
 
Backpropagation dengan least mean square seperti di atas 
memang menjamin penyelesaian dengan minimum mean 
square error selama learning rate-nya tidak terlalu besar. 
Kekurangannya adalah bila learning rate–nya kecil, maka 
pencapaian nilai konvergennya lambat, sedangkan bila learning 
rate –nya besar, pencapaian nilai konvergensinya cepat namun 
ada bahaya osilasi yang dapat mengakibatkan nilai minimum 
global tidak tercapai. Untuk mengatasi hal ini maka 
digunakanlah variasi backpropagation sebagai berikut : 
a. Momentum 
Metode ini bekerja dengan tujuan untuk menghaluskan 
osilasi yang terjadi. Filtermomentum ini akan 
ditambahkan pada persamaan weight matrix dan bias. 
b. Variable Learning Rate 
Metode ini bekerja dengan berusaha menaikkan 
learning rate bila menjumpai permukaan yang datar 
dan kemudian menurunkan learning rate bila terjadi 
peningkatan slope. [14] 
 
Backpropagation memiliki tiga lapisan (layer) dalam 
proses pelatihannya, yaitu lapisan masukan (input 
layer), lapisan tersembunyi (hidden layer), dan lapisan 
keluaran (output layer). 
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Pada Gambar 2.6, 𝑣11 merupakan bobot garis dari unit 
masukan 𝑋1 ke unit lapisan tersembunyi 𝑍1 (𝑣01 
merupakan bobot garis yang menghubungkan bias di 
unit masukan ke unit tersembunyi 𝑍1). 𝑤11 merupakan 
bobot dari unit lapisan tersembunyi 𝑍1 ke unit keluaran 
𝑌1 (𝑤01 merupakan bobot dari bias di lapisan 
tersembunyi ke unit keluaran𝑌1) [15]. 
 
 
Gambar 2-6 Arsitektur Metode Backpropagation 
Pada algoritma backpropagation, vektor masukan dan 
vektor target digunakan untuk melatih JST sampai JST 
dapat mengaproksimasi sebuah deret data. Error atau 
selisih yang terjadi antara target dengan data yang 
sebenarnya dipropagasikan atau ditransmisikan neuron 
masukan. Bobot kemudian akan dihitung kembali dan 
masing-masing neuron akan mentransmisikan kembali 
sinyal ke lapisan tersembunyi dan neuron keluaran 
untuk kemudian akan dihitung kembali error antara 
target dengan data sebenarnya. Proses ini diulang terus 
menerus sampai error yang terjadi berada dalam 
batasan yang ditentukan di awal. 
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Gambar 2-7 Proses Pelatihan ANN Backpropagation (Demuth, 2009, 
p.22) 
2.2.8. Arsitektur Jaringan Syaraf Tiruan 
Arsitektur JST dapat diklasifikasikan berdasarkan 
jumlah lapisan (layer) yang membangun jaringan. 
Terdapat dua istilah, yaitu jaringan dengan lapisan 
tunggal (a layer of neurons) dan jaringan dengan 
banyak lapisan (multiple layers of neurons). 
a. Jaringan Syaraf Tiruan Lapis Tunggal (A Layer 
of Neurons) 
Misal, JST didefinisikan dengan jumlah 
masukan 𝑹 dan jumlah neuron 𝑺. Masing-
masing elemen masukan vektor 𝒑 terhubung 
dengan masing-masing neuron masukan 
dengan pembobotan 𝑾. Pada setiap neuron ke-
𝒊, terjadi proses penjumlahan sinyal masukan 
terbobot, dan diteruskan ke suatu fungsi 
transfer 𝒇 untuk menghasilkan keluaran 𝒂. 
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Gambar 2-8 Jaringan Syaraf Tiruan Lapis Tunggal 
b. Jaringan Syaraf Tiruan Lapis Banyak (Multiple 
Layers of Neurons) 
Contoh dapat dilihat pada Gambar 2.5, JST 
terdiri dari satu lapisan keluaran dan dua 
lapisan tersembunyi. Lapisan 1, 2, 3, dan 
seterusnya merupakan lapisan yang 
membangun JST. Kinerjanya mirip dengan 
JST lapis tunggal, hanya saja setiap keluaran 
dari satu lapisan akan menjadi masukan untuk 
lapisan selanjutnya. Lapisan yang 
menghasilkan keluaran akhir dikenal dengan 
istilah lapisan keluaran (output layer), 
sedangkan lapisan lainnya dikenal dengan 
lapisan tersembunyi (hidden layer). 
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Gambar 2-9 Jaringan Syaraf Tiruan Lapis Banyak 
2.2.9. Precision, Recall dan Accuracy 
Akurasi dan presisi didefinisikan termasuk dalam kesalahan 
sistematis dan acak. Yang lebih umum definisi akurasi terkait 
dengan kesalahan sistematis dan presisi dengan kesalahan acak. 
Dalam bidang ilmu pengetahuan, teknik, industri, dan statistik, 
akurasi dari sistem pengukuran adalah tingkat kedekatan 
pengukuran dari nilai kebenaran besaran itu. 
 
Akurasi sistem pengukuran, yang berkaitan dengan 
reproduktifitas dan pengulangan, adalah sejauh mana 
pengukuran berulang dalam kondisi tidak berubah 
menunjukkan hasil yang sama. Meskipun dua kata presisi dan 
akurasi dapat identik digunakan sehari-hari, mereka sengaja 
dibedakan dalam konteks metode ilmiah. 
 
Dalam sistem pengukuran dapat akurat tetapi tidak presisi, tepat 
tetapi tidak akurat, tidak, atau keduanya. Sebagai contoh, jika 
percobaan mengandung kesalahan sistematis, maka 
meningkatkan ukuran sampel umumnya meningkat presisi 
tetapi tidak meningkatkan akurasi. Menghilangkan kesalahan 
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sistematis akan meningkatkan akurasi tetapi tidak mengubah 
presisi. 
 
Dalam sistem pengukuran dianggap sah jika itu adalah baik 
akurat dan presisi. Istilah terkait termasuk bias (efek non-acak 
atau diarahkan disebabkan oleh faktor atau faktor yang tidak 
terkait dengan variabel independen) dan kesalahan (variabilitas 
random). 
 
Terminologi juga diterapkan langsung pengukuran-yaitu, nilai-
nilai yang diperoleh oleh prosedur komputasi dari data yang 
diamati. 
 
Selain akurasi dan presisi, pengukuran juga mungkin memiliki 
resolusi pengukuran, yang merupakan perubahan terkecil dalam 
kuantitas fisik yang mendasari yang menghasilkan respon 
dalam pengukuran. 
 
Dalam analisis numerik, akurasi juga kedekatan perhitungan 
dengan nilai sebenarnya; sedangkan presisi adalah resolusi 
representasi, biasanya ditentukan oleh jumlah desimal atau digit 
biner. 
 
Literatur statistik lebih suka menggunakan istilah bias dan 
variabilitas bukan akurasi dan presisi. Bias adalah jumlah 
ketidaktelitian dan variabilitas adalah jumlah ketidaktepatan. 
[16] 
Ukuran recall-precision ini juga sangat bergantung pada apa 
yang sesungguhnya dimaksud dengan “dokumen yang relevan” 
itu dan bagaimana memastikan relevan-tidaknya sebuah 
dokumen. Salah satu kritik terhadap prinsip recall-precision ini 
menyatakan bahwa ukuran ideal sebuah sistem selama ini 
terlalu berpihak kepada mesin dan logika yang terlalu ketat. 
Sangatlah sulit mencapai tingkat recall-precision yang ideal 
karena keduanya berdasarkan pada ukuran relevansi yang amat 
lentur dan dinamis. Selain itu, seorang pencari informasi 
seringkali tidak hanya peduli pada relevansi, melainkan juga 
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pada banyak hal lain, seperti kecepatan proses pencarian, 
kemudahan dalam mengajukan permintaan informasi, 
kenyamanan dalam memandang layar komputer, dan 
sebagainya. Seringkali seorang pencari informasi rela 
mengorbankan tingkat precision, asalkan sistem yang 
dipakainya memberikan respon yang cepat. [17] 
 
Dalam “dunia” pengenalan pola (pattern recognition) dan temu 
kembali informasi (information retrieval), precision dan recall 
adalah dua perhitungan yang banyak digunakan untuk 
mengukur kinerja dari sistem / metode yang digunakan. 
Precision adalah tingkat ketepatan antara informasi yang 
diminta oleh pengguna dengan jawaban yang diberikan oleh 
sistem. Sedangkan recall adalah tingkat keberhasilan sistem 
dalam menemukan kembali sebuah informasi. 
 
Sedangkan di “dunia lain” seperti dunia statistika dikenal juga 
istilah accuray. Accuracy didefinisikan sebagai tingkat 
kedekatan antara nilai prediksi dengan nilai aktual. Ilustrasi 
berikut ini memberikan gambaran perbedaan antara accuracy 
dan precision. 
 
 
Gambar 2-10 Accuracy vs Precision 
Secara umum precision, recall dan accuracy dapat dirumuskan 
sebagai berikut: 
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Gambar 2-11 Rumus Precision, Recall dan Accuracy 
[18] 
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BAB III  
METODOLOGI 
Pada bagian ini akan dijelaskan mengenai proses pengerjaan 
tugas akhir. Penjelasan akan diberikan dalam bentuk flowchart 
yang dari alur pengerjaan akan ditunjukkan pada bagan 
dibawah ini 
 
Gambar 1-1 Metodelogi Penyusunan 
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3.1. Penentuan Tujuan 
Tahapan pertama dalam mengerjakan tugas akhir yaiyu 
penetuan tujuan. Tujuan dari tahapan ini adalah untuk 
mengetahui jumlah siswa-siswi yang diterima pada perguruan 
tinggi khususnya di SMA Negeri 1 Genteng-Banyuwangi, 
menetukan tujuan dan batasan masalah dari penilitian topic 
tugas akhir yang dilakukan. 
3.2. Studi Literatur 
Pada tahapan ini berbagai kajian pustaka mengenai peramalan 
siswa-siswi yang diterima pada perguruan tinggi dengan 
metode jaringan syaraf tiruan dilakuakn. Studi literatur ini 
kemudian digunakan sebagai acuan dalam pengerjaan tugas 
akhir. 
3.3. Penentuan Model 
Pada tahap ini di bentuk model peramalan jaringan syaraf tiruan 
untuk meramalkan siswa-siswi yang diterima pada perguruan 
tinggi. 
3.4. Pengumpulan Data 
Pada tahap ini dilakukan pengumpulan data dan parameter-
parameter yang akan digunakan pada Tugas Akhir yaitu nilai 
siswa-siswi dan siswa-siswi yang diterima pada perguruan 
tinggi di periode yang telah ditentukan. 
3.5. Pra-pengolahan Data 
Setelah data parameter-parameter Tugas Akhir telah terkumpul, 
maka langkah selanjutnya yang dilakukan yaitu melakukan pra-
pengolahan data. Proses ini dilakukan utnuk menyesuaikan data 
yang ada terhadap parameter-parameter yang telah ditentukan. 
Proses ini dilakukan untuk mendapatkan data siap olah yang 
akan digunakan sebagai inputan untuk pemodelan umum 
optimasi. 
27 
 
 
 
3.6. Tahapan Peramalan 
Pada tahap ini dilakukan pembentukan struktur model jaringan 
syaraf tiruan, proses pembelajaran dan pengujian model 
jaringan syaraf tiruan. 
3.7. Uji Coba Model 
Ujicoba di bawah ini adalah ujicoba yang dilakukan pada studi 
kasus Tugas Akhir  ini, yaitu meramalkan jumlah siswa-siswi 
yang masuk pada perguruan tinggi. Ujicoba dilakukan terhadap 
beberapa skenario. Skenario adalah proses pencarian alternatif 
solusi terhadap hasil perhitungan. 
3.8. Analisa Hasil dan Penarikan Kesimpulan 
Tahapan ini dilakukan setelah hasil pemodelan dinyatakan 
valid. Proses yang dilakukan adalah  menganalisa hasil keluaran 
yang didapatkan dan dibandingkan dengan hasil validasi. Hal 
ini dilakukan untuk mendapatkan kekurangan maupun 
kelebihan dari Tugas Akhir sehingga didapatkan kesimpulan 
yang tepat. Dari proses tersebut diharapkan dapat dihasilkan 
saran terhadap Tugas Akhir atau penelitian selanjutnya agar 
memberikan luaran yang jauh lebih baik. 
3.9. Pembuatan Buku Tugas Akhir 
Pada tahapan terakhir ini akan dilakukan pembuatan laporan 
dalam bentuk buku tugas akhir yang disusun sesuai format yang 
telah ditentukan. Buku ini berisi dokumentasi langkah-langkah 
pengerjaan tugas akhir secara rinci. Buku ini diharapkan dapat 
bermanfaat sebagai referensi untuk pengerjaan Tugas Akhir 
lain, serta sebagai acuan untuk pengembangan lebih lanjut 
terhadap topik Tugas Akhir yang serupa. Di dalam laporan 
tersebut mencakup: 
a. Bab I Pendahuluan 
Pada bab ini dijelaskan mengenai latar belakang, rumusan 
dan batasan masalah, tujuan dan manfaat pengerjaan tugas 
akhir ini. 
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b. Bab II Dasar Teori 
Dijelaskan mengenai teori – teori yang menunjang 
permasalahan yang dibahas pada penelitian tugas akhir ini. 
c. Bab III Metodologi 
Pada bab ini dijelaskan mengenai tahapan – tahapan apa 
saja yang harus dilakukan dalam pengerjaan penelitian 
tugas akhir. 
d. Bab IV Perancanan  
Pada bab ini berisi rancangan penelitian, rancangan 
bagaimana penelitian akan dilakukan, subyek dan obyek 
penelitian, pemilihan obyek dan subyek penelitian, dan 
sebagainya. 
e. Bab V implementasi  
Pada bab ini berisi proses pelaksanaan penelitian, 
bagaimana penelitian dilakukan, penerapan strategi 
pelaksanaan, hambatan, dan rintangan dalam pelaksanaan, 
dan sebagainya. 
f. Bab VI Analisis dan Pembahasan 
Bab yang berisi tentang pembahasan dalam penyelesaian 
permasalahan yang dibahas pada pengerjaan tugas akhir 
ini. 
g. Bab VII Kesimpulan  
Berisi tentang kesimpulan dan saran yang ditujukan untuk 
kelengkapan penyempurnaan tugas akhir ini. 
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BAB IV  
PERANCANGAN 
Pada bab ini akan dijelaskan bagaimana rancangan dari 
penelitian tugas akhir yang meliputi subyek dan obyek dari 
Tugas Akhir, pemilihan subyek dan obyek Tugas Akhir dan 
bagaimana Tugas Akhir akan dilakukan. 
4.1. Pengumpulan dan Deskripsi Data 
Pengumpulan data dilakukan dengan pengajuan permintaan 
data kepada pihak sekolah SMA Negeri 1 Genteng - 
Banyuwangi. Permintaan data disesuaikan dengan kebutuhan 
data pada Tugas Akhir ini. Kemudian setelah melalui proses 
yang ada, didapatkan Data nilai siswa-siswi SMA Negeri 1 
Genteng tahun 2012 – 2015, serta data jumlah siswa-siswi yang 
masuk pada perguruan tinggi negeri.  
Data tersebut merupakan nilai-nilai siwa-siswi mulai dari kelas 
1-3. Semua data berupa data kuantitatif dengan jumlah semester 
pada pengolahan data yang berbeda-beda. Data yang digunakan 
yaitu data nilai siswa-siswi dari kelas 1 – 3 pada semester 1 – 6, 
semester 2 – 6, semester 3 – 6, semester 4 – 6, semester 5 – 6, 
semester 6 dan data nilai mata pelajaran unas mulai dari kelas 1 
– 3. 
4.2. Pra-pengolahan Data 
Data asli (mentah) nilai dari SMA Negeri 1 Genteng-
Banyuwangi yang didapatkan berupa file excel. Ringkasan dari 
data tersebut terdapat pada.  
Data yang di dapatkan terdiri dari 272 siswa-siswi kelas IPA 
dan 269 pada kelas IPS angkatan 2011-2012, 282 siswa-siswi 
IPA dan 280 siswa-siswi IPS angkatan 2012-2013, serta 284 
siswa-siswi IPA dan 283 siswa-siswi IPS angkatan 2013-2014.
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Input data yang digunakan yaitu data nilai siswa-siswi SMA 
Negeri 1 Genteng, dimana input data dijadikan beberapa model.  
Tabel 2-1 Model dan Jumlah Data Peramalan 
MODEL SEMESTER JUMLAH 
DATA IPA 
JUMLAH 
DATA IPS 
1 1 - 6 47970 17394 
2 2 – 6 38745 14049 
3 3 – 6 29520 10702 
4 4 – 6 22140 8026 
5 5 – 6 14760 5352 
6 6 7380 2676 
7 UNAS 22140 8026 
 
Dari ketujuh model diatas akan didapatkan hasil peramalannya. 
Dari hasil peramalan ketujuh model tersebut akan dipilih hasil 
yang tingkat keakuratannya paling tinggi.  
4.3. Perancangan Arsitektur Jaringan Syaraf Tiruan (JST) 
Rancangan arsitektur Jaringan Syaraf Tiruan (JST) yang 
digunakan untuk meramalkan jumlah siswa-siswi yang masuk 
pada perguruan tinggi pada tugas akhir ini adalah input layer 
dengan 1 node, yaitu: nilai mata pelajaran. Jumlah hidden layer 
yang digunakan adalah 5 hidden layer dengan 1 node. Output 
layer dengan 1 node berupa jumlah siswa-siswi yang masuk 
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pada perguruan tinggi. Tabel 4 - 2 menjelaskan rancangan 
arsitektur Jaringan Syaraf Tiruan (JST). 
Tabel 2-2 Rancangan Arsitektur JST untuk Peramalan Jumlah Siswa 
Yang Diterima Pada Perguruan Tinggi 
Karakteristik Jumlah Deskripsi 
Input Layer 1 node Nilai mata pelajaran 
Hidden Layer 5 layer 1 node tiap layer 
Output Layer 1 node 
Jumlah siswa-siswi masuk 
perguruan tinggi 
 
4.4. Formulasi Data 
Formulasi data adalah langkah-langkah yang harus ditempuh 
untuk mendapatkan hasil peramalan.  
4.4.1. Formulasi Neural Network  
Langkah-langkah yang harus ditempuh dalam pemodelan 
jaringan syaraf tiruan pada matlab yaitu dengan memasukkan 
syntax.  
Pada gambar 4-1 masukkan syntax “nntool” untuk 
menggunakan peramalan menggunakan metode neural network 
pada matlab. 
 
 
Gambar 2-1 Input Syntax pada Matlab 
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4.4.2. Input Data 
Pada gambar 4-2 masukkan data inputan dan data target pada 
matlab. Masukkan data yang sudah ada dengan menekan 
tombol import, data yang didapat pada tabel berupa tabel excel. 
Data excel tersebut kemudian ubah menjadi tada matrix, dengan 
cara memilih macam pilihan data pada kolom jenis data. 
 
Gambar 2-2 Input Data Peramalan 
Pada gambar 4-3 merupakan tampilan pada matlab yang sudah 
diinputkan data. Dimana data yang dimasukkan yaitu data 
inputan train, dan tes, serta data target train dan tes. 
 
 
Gambar 2-3 Tampilan Setelah Import Data 
4.4.3. Neural Network 
Setelah menginputkan data input dan data target, pada tampilan 
nntool terdapat beberapa tampilan. Dimana pada setiap 
33 
 
 
 
tampilan akan menunjukkan iput data, target data, networks, 
data error dan output data. Seperti pada gambar 4-4 
 
 
Gambar 2-4 Tampilan Neural Networks 
 
Pada gambar 4-5 input dan target data dimasukkan, pemasukan 
input dan target dilakukan dengan menekan ‘import’ pada 
gambar 4-4. Setelah menekan tombol tersebut akan muncul 
tampilan seperti gambar 4-5. Pada gambar 4-5 input data dan 
target data akan masuk pada tampilan nntool. 
 
 
Gambar 2-5 Tampilan Import Data 
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Setelah input data tampilan nntool akan tampil seperti gambar 
4-6. Dimana pada tampilan nntool kolom InputData dan 
TargetData akan muncul data yang telah diinput, seperti pada 
gambar 4-6. 
 
 
Gambar 2-6 Tampilan Setelah Input 
Kemudian klik new maka akan keluar tampilan spereti pada 
gambar 4-7. Pada bagian ini klik Input Data dan pilihlah data 
inputan yang akan diramalkan. Kemudian klik Target Data dan 
pilihlah data target yang sesuai dengan inputan data yang 
dipilih. Masukkan jumlah layer yang akan digunakan, disini 
penulis menggunakan hanya 2 layer.  
 
Kemudian pada kolom layer,  pilih layer1 dan masukkann 
jumlah neuron yang akan digunakan. Disini penulis 
menggunakan 5 neurons. Pada Transfer Function pilihlah 
LOGSIG, tampilan yang akan didapatkan akan seperti pada 
gambar 4-7. 
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Gambar 2-7 Tampilan Create Networks (Layer 1) 
Pada gambar 4-8, laangkah yang dilakukan sama dengan 
gambar 4-7. Dimana pilih Layer2 dan pilihlah PURELIN, 
sehingga akan seperti pada gambar 4-8. Setelah melakukan 
pengisian tekan create. 
 
 
Gambar 2-8 Tampilan Create Network (Layer 2) 
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Setelah menekan tombol create, maka hasil yang didapat seperti 
pada gambar 4-9. Dimana pada kolom Networks pada tampilan 
nntool, akan muncul  seperti gambar 4-9. 
 
 
Gambar 2-9 Tampilan nntool 
Apabila tampilann network1seperti pada gambar 4-9 di klik, 
akan muncul tampilan seperti pada gambar 4-10. Dimana pada 
tampilan ini menggambarkan tentang struktur dari input  hingga 
output. 
 
 
Gambar 2-10 Hasil 
Pada gambar 4-10, tekan tombol Train maka akan muncul 
tampilan seperti pada gambar 4-11. Pada tampilan ini masukkan 
inputan, pilih inputan yang sudah kita input sebelumnya. Disini 
pilihlah inputan yang merupakan data train, target data juga 
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masukkan yang merupakan target train. Setelah memilih data 
inputan dan target, tekan Train Network. 
 
 
Gambar 2-11Input Data Train 
Pada gambar 4-11 pilih Training Parameters, setelah menekan 
akan muncul tampilan seperti gambar 4-12. Dimana pada 
epochs isikan 10000. Kemudian tekan Train Network, maka 
akan muncul seperti pada gambar 4-13. 
 
 
Gambar 2-12 Pengisisan Training Parameter 
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Pada gambar 4-13 akan didapatkan hasil dari training data, 
dimana didapatkan 8iretations dari 10000 epochs. 
 
 
Gambar 2-13 Hasil Training Data 
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Langkah selanjutnya, pilih simulate dan akan tampil seperti 
gambar 4-15. Setelah itu masukan input data tes pada kolom 
inputs. Setelah itu tekan simulate network. 
 
 
Gambar 2-14 Input Data Tes 
Setelah melakukan simulate maka akan didapatkan tampilan 
seperti pada gambar 4-15. Dimana pada tampilan nntool akan 
muncul data network1_outputs dan network1_errors. 
 
 
Gambar 2-15 Tampilan Output dan Error Pada nntool 
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Pada gambar 4-16 merupakan hasil dari peramalan 
menggunakan MATLAB nntool. 
 
 
Gambar 2-16 Hasil Peramalan Matlab 
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Pada gambar 4-17 merupakan hasil errors dari peramlan yang 
didapatkan.  
 
 
Gambar 2-17 Hasil Error
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Halaman ini sengaja dikosongkan 
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BAB V 
IMPLEMENTASI 
Pada bab ini berisi tentang proses implementasi dalam 
mencari hasil yang paling optimal dari studi kasus Tugas Akhir 
ini dengan menggunakan tool Matlab dan Ms. Excel. 
5.1. Hasil Pra-pengolahan Data 
Sebelum melakukan peramalan menggunakan metode jaringan 
syaraf tiruan backpropagation, terlebih dahulu dilakukan 
proses pengolahan data sehingga didapatkan data yang sesuai 
dengan kebutuhan. Data pertama yang diolah yaitu 
pengelompokan data nilai menjadi bebrapa model.  
5.2. Strategi Pengerjaan 
Pada pengerjaan Tugas Akhir ini penulis menggunakan 
strategi dengan mengelompokkan data menjadi beberapa 
model. Dimana model-model tersebut dipisahkan berdasarkan 
semester. 
Terdapat 7 model yang digunakan dalam pengerjaan tugas 
akhir ini. Dimana pada semester 1 dan 2 menggunakan data 
nialai mata pelajaran seluruhnya. Sedangkan pada semester 3 – 
6 menggunakan data nilai mata pelajaran sesuai dengan 
penjurusan yang dipilih siswa-siswi. Pada model yang ketujuh 
penulih menggunakan nilai dari mata pelajaran unas dari 
semester 1 – 6 pada setiap penjurusannya. 
 
5.3. Hambatan dan Rintangan 
Pada pengerjaan tugas akhir ini penulih menghadapi 
beberapa hambatan dan rintangan. Dimana hambatannya yaitu 
penulis melahirkan putri pertama. Sedangkan rintangannya 
yaitu data asli (mentah) dimasukkan secara manual, data berupa 
hardcopy.
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Halaman ini sengaja dikosongkan 
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BAB VI  
HASIL DAN PEMBAHASAN 
Pada bab ini akan dijelaskan verifikasi, validasi, dan 
analisis terhadap hasil yang diperoleh dari proses implementasi 
yang telah dibahas pada bab sebelumnya. Pada bagian ini juga 
terdapat pemilihan solusi alternatif dari seluruh uji coba yang 
dibuat. 
6.1. Lingkungan Uji Coba 
Lingkungan uji coba merupakan kriteria perangkat 
pengujian yang digunakan dalam menguji model yang telah 
dibuat pada tugas akhir ini. Lingkungan uji coba meliputi 
perangkat keras dan perangkat lunak yang digunakan. 
Spesifikasi perangkat lunak dan perangkat keras yang 
digunakan dalam pembuatan aplikasi ini ditunjukan pada tabel 
Tabel 4-1 Spesifikasi perangkat lunak dan perangkat keras yang 
digunakan dalam aplikasi model. 
Perangkat Keras Spesifikasi 
Jenis Notebook 
Processor Intel(R) Core(TM)2 
RAM 2GB 
Hard Dist Drive 250GB 
Kemudian terdapat pula lingkungan perangkat lunak yang 
digunakan dalam uji coba model. Tabel berikut adalah daftar 
perangkat lunak yang digunakan dalam uji coba. 
Tabel 4-2 Daftar perangkat lunak yang dgunakan dalam uji coba 
model. 
Perangkat Lunak Spesifikasi 
Windows 7.1 Sistem Operasi 
Matlab R2014 Peramalan data 
Microsoft Excel 2013 Mengolah data dan validasi model 
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6.2. Data Hasil 
Data hasil yang didapatkan dari peramalan yaitu akurasi 
dari data asli dengan data hasil peramalan dari matlab. Berikut 
adalah hasil dari peramalan menggunakan Matlab.  
6.2.1. Model Semeter 1 – 6  
Penjurusan IPA 
𝑅𝑒𝑐𝑎𝑙𝑙 =  
183
183 + 0
=
183
183
= 1 
 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
183
183 + 21
=
183
204
= 0,89 
 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
183 + 0
205
=
183
205
= 0,892 
 
Penjurusan IPS 
𝑅𝑒𝑐𝑎𝑙𝑙 =  
53
53 + 9
=
53
62
= 0,85 
 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
53
53 + 9
=
53
62
= 0,85 
 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
53 + 3
74
=
56
74
= 0,75 
 
6.2.2. Model Semester 2 – 6 
Penjurusan IPA 
𝑅𝑒𝑐𝑎𝑙𝑙 =  
175
175 + 7
=
175
182
= 0,96 
 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
175
175 + 19
=
175
194
= 0,90 
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𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
175 + 2
205
=
177
205
= 0,86 
 
Penjurusan IPS 
 
𝑅𝑒𝑐𝑎𝑙𝑙 =  
22
22 + 40
=
22
62
= 0,35 
 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
22
22 + 6
=
22
28
= 0,78 
 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
22 + 5
74
=
27
74
= 0,36 
 
6.2.3. Model Semester 3 - 6 
Penjurusan IPA 
𝑅𝑒𝑐𝑎𝑙𝑙 =  
174
174 + 7
=
174
181
= 0,96 
 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
174
174 + 21
=
174
195
= 0,89 
 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
174 + 1
205
=
175
205
= 0,85 
 
Penjurusan IPS 
𝑅𝑒𝑐𝑎𝑙𝑙 =  
62
62 + 0
=
62
62
= 1 
 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
62
62 + 12
=
62
74
= 0,83 
 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
62 + 0
74
=
62
74
= 0,83 
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6.2.4. Model Semester 4 – 6 
Penjurusan IPA 
𝑅𝑒𝑐𝑎𝑙𝑙 =  
183
183 + 0
=
183
183
= 1 
 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
183
183 + 22
=
183
205
= 0,89 
 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
183 + 0
205
=
183
205
= 0,892 
 
Penjurusan IPS 
𝑅𝑒𝑐𝑎𝑙𝑙 =  
62
62 + 0
=
62
62
= 1 
 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
62
62 + 12
=
62
74
= 0,83 
 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
62 + 0
74
=
62
74
= 0,83 
 
6.2.5. Model Semeter 5 – 6 
Penjurusan IPA 
𝑅𝑒𝑐𝑎𝑙𝑙 =  
184
184 + 0
=
184
184
= 1 
 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
184
184 + 22
=
184
206
= 0,89 
 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
184 + 0
206
=
184
206
= 0,893 
 
Penjurusan IPS 
𝑅𝑒𝑐𝑎𝑙𝑙 =  
62
62 + 0
=
62
62
= 1 
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𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
62
62 + 12
=
62
74
= 0,83 
 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
62 + 0
74
=
62
74
= 0,83 
6.2.6. Model Semester 6 
Penjurusan IPA 
𝑅𝑒𝑐𝑎𝑙𝑙 =  
183
183 + 0
=
183
183
= 1 
 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
183
183 + 22
=
183
205
= 0,89 
 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
183 + 0
205
=
183
205
= 0,892 
 
Penjurusan IPS 
 
𝑅𝑒𝑐𝑎𝑙𝑙 =  
62
62 + 0
=
62
62
= 1 
 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
62
62 + 12
=
62
74
= 0,83 
 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
62 + 0
74
=
62
74
= 0,83 
6.2.7. Model UNAS 
Penjurusan IPA 
𝑅𝑒𝑐𝑎𝑙𝑙 =  
184
184 + 0
=
184
184
= 1 
 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
184
184 + 21
=
184
205
= 0,89 
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𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
184 + 0
205
=
184
205
= 0,893 
 
Penjurusan IPS 
 
𝑅𝑒𝑐𝑎𝑙𝑙 =  
62
62 + 0
=
62
62
= 1 
 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
62
62 + 12
=
62
74
= 0,83 
 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
62 + 0
74
=
62
74
= 0,83 
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BAB VII  
KESIMPULAN DAN SARAN 
Pada bab ini dibahas mengenai kesimpulan dari semua proses 
yang telah dilakukan dan saran yang dapat diberikan untuk 
pengembangan yang lebih baik 
7.1. Kesimpulan 
Berdasarkan proses-proses yang telah dilakukan dalam  tugas 
akhir ini, maka ada beberapa kesimpulan yang dapat diambil, di 
antaranya adalah : 
1. Penggunaan metode Jaringan Syaraf Tiruan (JST) 
backpropagation untuk mengetahui tingkat keakurasian 
data asli dengan hasil peramalan dapat diterapkan pada 
SMA Negeri 1 Genteng. 
2. Hasil yang didapat dari peramalan dengan 7 model yang 
terbaik pada jurusan IPA terdapat pada model semester 5 -
6 yaitu sebesar 0,893 dan model sebesar 0,893 unas, 
sedangkan pada jurusan IPS terdapat hanya satu model 
yang hasilnya terbaik. Yaitu pada model unas sebesar 0,84 
7.2. Saran 
Dari pengerjaan tugas akhir ini, terdapat hal-hal yang dapat 
diperbaiki lagi. Peramalan jumlah siswa-siswi yang masuk pada 
perguruan tinggi menggunakan penggabungan Jaringan Syaraf 
Tiruaan (JST) dengan metode yang lain. 
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BAB VII  
KESIMPULAN DAN SARAN 
Pada bab ini dibahas mengenai kesimpulan dari semua proses 
yang telah dilakukan dan saran yang dapat diberikan untuk 
pengembangan yang lebih baik 
7.1. Kesimpulan 
Berdasarkan proses-proses yang telah dilakukan dalam  tugas 
akhir ini, maka ada beberapa kesimpulan yang dapat diambil, di 
antaranya adalah : 
1. Penggunaan metode Jaringan Syaraf Tiruan (JST) 
backpropagation untuk mengetahui tingkat keakurasian 
data asli dengan hasil peramalan dapat diterapkan pada 
SMA Negeri 1 Genteng. 
2. Hasil yang didapat dari peramalan dengan 7 model yang 
terbaik pada jurusan IPA terdapat pada model semester 5 -
6 yaitu sebesar 0,893 dan model sebesar 0,893 unas, 
sedangkan pada jurusan IPS terdapat hanya satu model 
yang hasilnya terbaik. Yaitu pada model unas sebesar 0,84 
7.2. Saran 
Dari pengerjaan tugas akhir ini, terdapat hal-hal yang dapat 
diperbaiki lagi. Peramalan jumlah siswa-siswi yang masuk pada 
perguruan tinggi menggunakan penggabungan Jaringan Syaraf 
Tiruaan (JST) dengan metode yang lain. 
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