Parton distribution functions from reduced Ioffe-time distributions by Zhang, Jian-Hui et al.
INT-PUB-17-057
Parton distribution functions from reduced Ioffe-time
distributions
Jian-Hui Zhang,1 Jiunn-Wei Chen,2 and Christopher Monahan3
1Institut fu¨r Theoretische Physik, Universita¨t Regensburg,
D-93040 Regensburg, Germany
2Department of Physics, Center for Theoretical Physics,
and Leung Center for Cosmology and Particle Astrophysics,
National Taiwan University, Taipei, Taiwan 106
3Institute for Nuclear Theory, University of Washington, Seattle, Washington 98195, USA
Abstract
We show that the correct way to extract parton distribution functions from the reduced Ioffe-
time distribution (RITD), a ratio of the Ioffe-time distribution for a moving hadron and a hadron
at rest, is through a factorization formula. This factorization exists because, at small distances,
forming the ratio does not change the infrared behavior of the numerator, which is factorizable.
We illustrate the effect of such a factorization by applying it to results in the literature.
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I. INTRODUCTION
One of the most important goals of quantum chromodynamics (QCD) is to understand the
structure of hadrons in terms of their fundamental constituents – quarks and gluons. This
is a profoundly difficult task because it necessarily requires studies in the non-perturbative
regime. Currently, the most reliable tool for such non-perturbative studies is lattice QCD,
which has been widely used to study the static property of hadrons (see e.g. [1, 2]). However,
lattice QCD is formulated in Euclidean spacetime and so can not be used to calculate quan-
tities with real-time dependence. For example, parton distribution functions (PDFs), which
characterize the momentum distributions of quarks and gluons inside the hadron, are defined
in terms of lightcone correlations and therefore have real-time dependence. Traditionally,
the PDFs can only be probed indirectly on the lattice by calculating their moments [3, 4].
Beyond the first few moments such calculations become very hard due to technical difficul-
ties associated with the symmetry of the lattice regulator, which leads to power-divergent
mixing between different moments.
Recently, a new approach has been proposed to study parton physics from lattice QCD [5],
which allows a direct computation of the full-x dependence of parton quantities such as
the PDFs. This approach has been formulated as the large momentum effective theory
(LaMET) [6]. The LaMET is based on the observation that parton physics defined in
terms of lightcone correlations can be obtained from time-independent spatial correlations,
now known as quasi-distributions, boosted to the infinite momentum frame. The quasi-
distributions can be calculated on the lattice, since they are time-independent quantities.
For finite but large momenta feasible on the lattice, the Euclidean quasi-distributions can
be related to the physical ones by a factorization formula. The LaMET has been applied
to computing the nucleon unpolarized, helicity and transversity PDFs [7–13], as well as the
meson distribution amplitudes (DAs) [14, 15] (for related studies see Refs. [16–45]), and led
to fairly encouraging results.
Alternative, but related, approaches have also been proposed: using lattice cross sec-
tions [46, 47] and the Ioffe-time distribution or pseudo-distribution [48] to extract the x-
dependence of PDFs from lattice QCD. In particular, the pseudo-distribution essentially
corresponds to a different Fourier transform of the same equal-time Euclidean correlation
function as used in LaMET. The pseudo-distribution proposal is therefore equivalent to the
quasi-distribution calculation in LaMET, in the sense that similar factorization formulae
exist for both approaches and that large nucleon momentum is required in both cases to
extract the information on the leading-twist PDF [29]. In Ref. [48] it was claimed that,
unlike the quasi-distribution, the pseudo-distribution only has a support in the physical x
range (x = [−1, 1]) as a result of Fourier transform over Ioffe-time. However, that relies
on the integration over an infinite range of Ioffe-time. In practical lattice simulations, the
Ioffe-time that can be reached is always limited to a finite range. Therefore, the pseudo-
distribution may have residual contributions in unphysical region as well, similar to the
quasi-distribution. In addition to the above methods, there have been a number of propos-
als to use current-current correlators at spacelike separation to compute PDFs, the pion DA,
and related quantities [49–55].
In Ref. [56, 57], an exploratory study of extracting quark PDFs from the Ioffe-time
distribution/pseudo-distribution was carried out. The authors used a reduced Ioffe-time
distribution (RITD), formed by taking the ratio of the equal-time correlator for a moving
hadron and a hadron at rest. The advantage of the RITD is that the renormalization
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factors associated with the Ioffe-time distribution [58] cancel between the numerator and the
denominator, since they have been shown to be independent of the nucleon momentum [30–
32]. Therefore, the uncertainties related to non-perturbative renormalization effects, such as
those seen in Ref. [11], for example, can be avoided. The authors of Ref. [56] then determined
the PDFs based on an approximate scaling in z2 observed in the lattice data of the RITD,
where z is the distance between the two quark fields defining the equal-time quark correlator.
They also highlighted the remaining z2-dependence of the RITD and studied its evolution
with z2 (see also [59]).
In this paper, we show that the correct way to take advantage of the RITD is through a
factorization formula that connects the RITD to the PDFs. Although logarithmic evolution
relates the RITD at different z2, a factorization is required to convert the RITD to the
PDFs. The reason that such a factorization exists is, as we will show later, that the RITD
has the same infrared (IR) behavior as its numerator, which is factorizable, provided that
z2 is small.
The paper is organized as follows. In Sec. II, we present the factorization for the RITD,
and give the hard kernel connecting the RITD and the PDFs at one-loop order. As a
demonstration, we then apply the factorization to the data read from the figures in Ref. [56]
in Sec. III. A summary is given in Sec. IV.
II. FACTORIZATION OF REDUCED IOFFE-TIME DISTRIBUTION
The RITD introduced in Ref. [48] is defined as
M(ν = z · p, z2, µ) = M(ν, z
2, µ)
M(0, z2, µ) , (1)
where
M(ν, z2, µ) = 〈p|ψ¯(z)ΓL(z, 0)ψ(0)|p〉 (2)
with Γ a Dirac matrix and L(z, 0) the straight line gauge link connecting the two quark
fields. µ denotes the renormalization scale. The matrix element M(ν, z2, µ) is the same
as used in LaMET to calculate quasi-distributions, and can be interpreted as a covariant
Ioffe-time distribution with a given Ioffe-time ν = −z · p at a spacelike separation z2 < 0.
For the unpolarized quark distribution, in order that the denominator of Eq. (1) does not
vanish at leading power, Γ can chosen as Γ = γ0.
The quasi- and the pseudo-distribution are defined as two different Fourier transforms
of the Ioffe-time distribution M(ν, z2, µ), the former with respect to z and the latter with
respect to ν. The authors of Ref. [29] demonstrated that there exists a similar factorization
formula for the pseudo-distribution as for the quasi-distribution, but at small distance in-
stead of large momentum. For a more explicit demonstration of the equivalence between the
small distance factorization in the pseudo-distribution and the large momentum factoriza-
tion in the quasi-distribution, see [60]. In fact, both factorizations originate from the same
factorization of Ioffe-time distribution, which can be easily obtained from the momentum
space factorization of the pseudo-distribution [29]
P(y, z2, µ) =
∫
dx
|x|Z
(y
x
, z2µ2
)
q(x, µ) +O(z2). (3)
3
Here
P(y, z2, µ) = 1
2pi
∫
dν e−iyνM(ν, z2, µ) (4)
is the pseudo-distribution, q(x, µ) is the PDF, µ denotes a renormalization scale in the MS
scheme, and Z is the perturbative hard matching kernel. For simplicity, we have chosen the
same renormalization scale in P(y, z2, µ) and q(x, µ). Taking the Fourier transform with
respect to the Ioffe-time, ν, leads to
M(ν, z2, µ) =
∫
dy eiyνP(y, z2, µ) =
∫
dy eiyν
∫
dx
|x|Z
(y
x
, z2µ2
)
q(x, µ) +O(z2)
=
∫
dy eiyν
∫
dx
|x|Z
(y
x
, z2µ2
)∫ dν ′
2pi
e−ixν
′M(ν ′, 0, µ) +O(z2)
=
∫
du δ
(y
x
− u
)∫
dy eiyν
∫
dx
|x|Z
(y
x
, z2µ2
)∫ dν ′
2pi
e−ixν
′M(ν ′, 0, µ) +O(z2)
=
∫
duZ(u, z2µ2)M(uν, 0, µ) +O(z2). (5)
Up to O(αs), we can read off the form of Z from Ref. [29] as
Z(u, z2µ2) = δ(1− u)
[
1 +
αsCF
2pi
(3
2
ln(−z2µ2e2γE/4) + 3
2
)]
+
αsCF
2pi
[
− (1 + u2
1− u
)
+
(ln(−z2µ2e2γE/4) + 1)−
(4 ln(1− u)
1− u
)
+
+ 2(1− u)
]
θ(u)θ(1− u).
(6)
So far we have considered the Ioffe-time distribution only. Now let us turn to the reduced
distribution. The matrix elementM(ν, z2, µ) has been shown to renormalize multiplicatively
as [30–32] (see also [25, 26, 28, 61–64])
MR(ν, z2, µ) = Z−1j¯ Z−1j e−δm|z|MB(ν, z2), (7)
where δm is an effective mass counterterm removing power divergences in the Wilson line,
and Zj, Zj¯ are the renormalization factors associated with the endpoint of the Wilson line
and independent of z, p. Thus, the entire renormalization is independent of the external
momentum p. By forming the RITD, the renormalization factors completely cancel between
the numerator and the denominator. Therefore, the RITD has the potential to significantly
reduce uncertainties related to renormalization effects, such as those seen in Ref. [11], for
example.
From Eq. (5), we have
M(0, z2, µ) =
∫
duZ(u, z2µ2)M(0, 0) +O(z2) =
∫
duZ(u, z2µ2) +O(z2), (8)
since M(0, 0) = ∫ dx q(x) = 1, which expresses conservation of quark number. In other
words, for a small z2, where higher-twist contributions can be neglected,M(0, z2, µ) depends
on the perturbative matching kernel only, and thus does not introduce any IR divergences.
This can be easily checked from the one-loop result in Ref. [29]. After renormalization, we
have
M(0, z2, µ) = 1 + αsCF
2pi
[3
2
ln(−z2µ2e2γE/4) + 5
2
]
+O(z2) (9)
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for a small z2, which can also be obtained from Eqs. (6) and (8). Although the UV diver-
gences have been removed from Eqs. (6) and (9), in fact one can directly use the unrenor-
malized results and explicitly show that the UV poles cancel in the RITD. Eq. (9) tells us
that at small z2, M(0, z2, µ) only changes the UV behavior and not the IR behavior.
These results suggest the correct way to relate the PDF and the RITD. That is, we can
form a factorization not for the Ioffe-time distribution, but for the reduced distribution. This
is possible because the RITD is constructed from a ratio of two matrix elements,M(ν, z2, µ)
andM(0, z2, µ), where the latter does not introduces IR divergence, therefore the ratio will
have the same IR behavior asM(ν, z2, µ), which we know is factorizable (see Eq. (5) for its
factorization). The factorization of the RITD can be written as
M(ν, z2, µ) =
∫
du Z¯(u, z2µ2)M(uν, 0, µ) +O(z2)
=
∫
dν ′ δ(uν − ν ′)
∫
du Z¯(u, z2µ2)M(uν, 0, µ) +O(z2)
=
∫
dν ′
|ν| Z¯
(ν ′
ν
, z2µ2
)
M(ν ′, 0, µ) +O(z2), (10)
where on the r.h.s., we can use either M(ν ′, 0, µ) or M(ν ′, 0, µ) since they are equal. In
contrast to the factorization of M(ν, z2, µ), we only need to include the extra perturbative
corrections from M(0, z2, µ) to the matching kernel. Note that the renormalization effects
cancel between the numerator and the denominator in the RITD, and we can therefore use
the above results in any convenient scheme, e. g. the MS scheme in the continuum. The
one-loop result Z¯ is then given by
Z¯(u, z2µ2) = δ(1− u) + Z¯(1)(u, z2µ2) = δ(1− u)
[
1− αsCF
2pi
]
+
αsCF
2pi
[
− (1 + u2
1− u
)
+
(ln(−z2µ2e2γE/4) + 1)− (4 ln(1− u)
1− u
)
+
+ 2(1− u)
]
θ(u)θ(1− u),
(11)
where the extra term −αsCF
2pi
in the first row can also be combined with αsCF
2pi
[2(1 − u)] in
the second row to form a complete plus function.
By taking the Fourier transform of Eq. (10) with respect to ν or z, we obtain two mo-
mentum space representations. One is the pseudo-distribution, the other is related to the
quasi-distribution. In the first case, we have (for simplicity, we ignore the higher-twist
contributions of O(z2) below, and a detailed investigation of the structure of higher-twist
contributions will be given elsewhere [65])
P(x, z2, µ)
M(0, z2, µ) =
∫
dν
2pi
e−ixν
∫
dν ′
|ν| Z¯
(ν ′
ν
, z2µ2
)∫
dy eiyν
′
q(y, µ)
=
∫
dy
|y|Z¯
(x
y
, z2µ2
)
q(y, µ). (12)
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In the second case, we have∫
dz
2pi
pz e−ixνM(ν, z2, µ) =
∫
dz
2pi
pz e−ixp
zz
∫
dy eiyp
zz q˜(y, µ)
∫
dy′ eiy
′pzzF (y′, µ)
=
∫
dy q˜(y, µ)F (x− y, µ)
=
∫
dyZ˜(x, y, µ)q(y, µ) (13)
with
F (y, µ) =
∫
dz
2pi
pz e−iyp
zz 1
M(0, z2, µ)
,
Z˜(x, y, µ) =
∫
du
∫
dz
2pi
pz e−i(x−uy)p
zzZ¯(u, z2µ2). (14)
We can take advantage of the RITD either by working directly in coordinate space,
convert it to M(ν, 0, µ) with Eq. (10), and then Fourier transform to momentum space to
get the PDF; or use Eq. (12) or (13) to extract q(x, µ), where in the latter case we will need a
Fourier transform of the matching kernel and an extra convolution of the quasi-distribution.
III. APPLICATION OF THE RITD FACTORIZATION FORMULA
The authors of Ref. [56, 57] performed an exploratory lattice study to extract the PDF
from the RITD, where the computations were performed in the quenched approximation.
The authors observed an approximate scaling behavior in z2 of the lattice data for the RITD,
then took the RITD approximately as M(ν, 0, µ) (they also highlighted the remaining z2-
dependence of the RITD and studied its evolution with z2), and tried to fit the results with
a functional form of the PDF. They found that the lattice data of the RITD could be well
described by the following valence quark distribution
uv(x)− dv(x) = 315
32
√
x(1− x)3. (15)
In the following, we apply the factorization formula in Eq. (10) with the one-loop matching
kernel in Eq. (11) to the data on the RITD in Ref. [56]. The data points we use are extracted
from the figures of Ref. [56].
From Eq. (10), we have
M(ν, 0, µ) ≈M(ν, z2, µ)−
∫ 1
0
duZ¯(1)(u, z2µ2)M(uν, z2, µ) (16)
up to errors of O(α2s). The quark distribution can then be obtained by taking the Fourier
transform of M(ν, 0, µ). As discussed in Ref. [56], the valence quark distribution is directly
related to the real part of M(ν, 0, µ). In Fig. 1 we show a comparison of the results. The solid
blue curve is the CJ15 global fit result [66]. The dashed green curve is the result of Ref. [56]
obtained by a numerical fit to the real part of the RITD M(ν, z2, µ), and the factorization
converting M(ν, z2, µ) to M(ν, 0, µ) in Eq. (10) was ignored. The dashed red curve is the
result using the factorization formula with z = 4a (a = 0.093fm), which is the largest z
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FIG. 1: Valence distribution uv(x) − dv(x) extracted from the data in Ref. [56]. The solid blue
curve is the CJ15 global fit [66], the dashed green curve is the result of Ref. [56] by a fitting to the
RITD M(ν, z2, µ), where the authors ignored the factorization converting M(ν, z2, µ) to M(ν, 0, µ).
The dashed red curve is the result obtained using the factorization formula Eq. (10). The data
points we use are extracted from the figures of Ref. [56].
used in Ref. [56] to study the perturbative evolution of the RITD with z2. In principle, it
is better to use smaller z2 so that higher-twist contributions are less important. However,
for a smaller z2 the Ioffe-time that can be reached also becomes smaller, and therefore will
contain less of the information needed to reconstruct the PDF.
With the choice z = 4a, the curve generated by applying the one-loop factorization
formula, plotted in Fig. 1, lies to the right of the fit results in Ref. [56] and is therefore
further away from the phenomenological fit. This is because, at this scale, the term involving
ln(−z2µ2) in the one-loop matching kernel is negative for z = 4a, the effect of one-loop
matching is to push the quark distribution towards the right. Since this logarithm depends
on the scale, at finer lattice spacings and larger nucleon momentum, we anticipate that
one can use data with smaller z, but still with a reasonable range of Ioffe-time, and the
matching kernel will then move the result towards the phenomenological curve. We note
that this preliminary study is in the quenched approximation, and that we use a matching
kernel correct to one-loop in perturbation theory at a relatively low scale, and that therefore
quantitative comparison to PDFs extracted from global fits is still not possible with precision.
IV. CONCLUSION
The reduced Ioffe-time distribution (RITD) has the advantage that the non-perturbative
renormalization effects associated with the Ioffe-time distribution itself can be avoided. In
this paper, we have shown that the light-front PDFs are related to the RITD through a
factorization relation. This factorization exists because, at small distances, forming the
ratio in the RITD does not change the IR behavior of the numerator, which is factorizable.
We then illustrate the effect of such a factorization by applying it to the data used in
Ref. [56].
This work was partially supported by the U.S. Department of Energy via grant DE-
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Quantum Field Theories” at National Taiwan University in November, 2017. We would
like to thank K. Orginos for useful comments and V. Braun and A. Vladimirov for useful
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Note added
While this work is being submitted to arXiv, a preprint by A. Radyushkin [67] appears,
where a similar formula as our Eq. (16) has been presented, which in the latest version agrees
with our result.
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