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On an inverse problem of the Erdo˝s-Ko-Rado type theorems
Xiangliang Kong and Gennian Ge ∗
Abstract
A family of subsets F ⊆
(
[n]
k
)
is called intersecting if any two of its members share a common element.
Consider an intersecting family, a direct problem is to determine its maximal size and the inverse problem is
to characterize its extremal structure and its corresponding stability. The famous Erdo˝s-Ko-Rado theorem
answered both direct and inverse problems and led the era of studying intersection problems for finite sets.
In this paper, we consider the following quantitative intersection problem which can be viewed an in-
verse problem for Erdo˝s-Ko-Rado type theorems: For F ⊆
(
[n]
k
)
, define its total intersection as I(F) =
∑
F1,F2∈F
|F1 ∩ F2|. Then, what is the structure of F when it has the maximal total intersection among all
families in
(
[n]
k
)
with the same family size?
Using a pure combinatorial approach, we provide two structural characterizations of the optimal family of
given size that maximizes the total intersection. As a consequence, for n large enough and F of proper size,
these characterizations show that the optimal family F is indeed t-intersecting (t ≥ 1). To a certain extent,
this reveals the relationship between properties of being intersecting and maximizing the total intersection.
Also, we provide an upper bound on I(F) for several ranges of |F| and determine the unique optimal
structure for families with sizes of certain values.
AMS subject classifications: 05D05.
1 Introduction
For a positive integer n, let [n] denote the set of the first n positive integers, [n] = {1, 2, . . . , n}. Let 2[n] and(
[n]
k
)
denote the power set and the collection of all k-element subsets of [n], respectively. F ⊆ 2[n] is called a
family of subsets, and moreover k-uniform, if F ⊆
(
[n]
k
)
. A family is called intersecting if any two of its members
share at least one common element. In 1961, Erdo˝s, Ko and Rado published the following classic result.
Theorem 1.1. (Erdo˝s-Ko-Rado [16]) Let n > k > t > 0 be integers and let F ⊆
(
[n]
k
)
satisfy |F ∩ F ′| ≥ t for
all F, F ′ ∈ F . Then the following holds:
• (i) If t = 1 and n ≥ 2k, then
|F| ≤
(
n− 1
k − 1
)
. (1)
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• (ii) If t ≥ 2 and n > n0(k, t), then
|F| ≤
(
n− t
k − t
)
. (2)
As one of the most fundamental results in extremal set theory, this theorem has inspired a great number
of extensions and variations. Such as studies of cross-intersecting families (for examples, see [19, 21, 36, 37]),
L-intersecting families (for examples, see [17, 20, 32, 35]), intersection problems on families of subspaces and
permutations (for examples, see [6,7,11–13,23]), etc. For readers interested in other extensions, we recommend
Frankl and Tokushige’s excellent survey [22] and references therein.
Following the path led by Erdo˝s, Ko and Rado, most of these extensions and variations concerned problems
of a same type of flavour: Consider a family (or families) of subsets, subspaces, or permutations with a certain
kind of intersecting property, how large can this family (or these families) be? Since the intersecting property
naturally leads to a clustering structure of the family, therefore, the size of the extremal family can not be very
large and these kinds of questions are well asked.
For such problems, once we determine the maximal size of the family with given intersecting property, an
immediate inverse problem is to characterize the structure of the extremal family. For a simple example, as is
shown in [16], the full 1-star, defined as the family consisting of all k-sets in
(
[n]
k
)
containing a fixed element, is
proved to be the only structure for intersecting families that achieve the equality in (1) when n > 2k. Starting
from this, the stability and supersaturation for extremal families are then well worth studying. In recent years,
there have been a lot of works concerning this kind of inverse problems, for examples, see [3,4,8–10,18,26,29,34].
In this paper, with the same spirit, we consider an inverse problem for intersecting families of subsets from
another point of view. Instead of being intersecting, we assume that the family possesses a certain property
that “maximizes” the intersections quantitatively.
To state the problem formally, first, we introduce the notion total intersection of a family. Consider a family
F ⊆
(
[n]
k
)
, for any fixed A ∈
(
[n]
k
)
, we denote I(A,F) =
∑
B∈F |A ∩B| as the total intersection between A and
F . Then, by a simple double counting argument, we have I(A,F) =
∑
x∈A |F(x)|. Define the total intersection
of F as I(F) =
∑
A∈F I(A,F), therefore, we have the following identity:
I(F) =
∑
A∈F
∑
B∈F
|A ∩B| =
∑
x∈[n]
|F(x)|2. (3)
Moreover, for F ⊆
(
[n]
k
)
, we denote
MI(F) = max
G⊆([n]k ),|G|=|F|
I(G). (4)
as the maximal total intersection among all families in
(
[n]
k
)
with the same size of F .
Certainly, the value of I(F) reveals the level of intersections among the members of F : the larger I(F) is,
the more intersections there will be in F . Noted that being intersecting also indicates that F possesses a large
amount of intersections, therefore, it is natural to ask the relationship between being intersecting and having
large I(F). Starting from the simplest case, first and foremost, we have the following question:
Question 1.2. Consider a family of subsets F with size |F| =
(
n−1
k−1
)
, if I(F) =MI(F), is F an intersecting
family? Or, if F is an intersecting family, do we have I(F) =MI(F)?
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Since when n > 2k, the only structure of the intersecting family with size
(
n−1
k−1
)
is the full 1-star, thus,
Question 1.2 actually asks whether full 1-star maximizes the total intersection among all k-uniform families of
size
(
n−1
k−1
)
and if so, whether it is the only extremal structure. Noticed for t ≥ 1 and n large enough, full t-star,
defined as the family consisting of all k-sets in
(
[n]
k
)
containing t fixed elements is also the unique extremal
structure for t-intersecting families. Therefore, Question 1.2 can be extended as:
Question 1.3. For t ≥ 1 and n large enough, let F0 ⊆
(
[n]
k
)
be a full t-star, do we have I(F0) =MI(F0)? If
so, is full t-star the only structure of families of size
(
n−t
k−t
)
maximizing total intersections?
In this paper, we show that I(F0) = MI(F0) and full t-star is indeed the only structure of the extremal
family, which answers Question 1.3. Actually, we consider the following more general question:
Question 1.4. For a family of subsets F ⊆
(
[n]
k
)
, if I(F) =MI(F), what can we say about its structure?
Noticed that families of size larger than
(
n−1
k−1
)
are no longer intersecting, therefore, this question concerns
the family with a general intersecting property beyond the setting of Erdo˝s-Ko-Rado type problems.
Aiming to solve these questions, we provide two structural characterizations of the optimal family satisfying
I(F) =MI(F) for several ranges of size of F . These results show that the optimal family is contained between
two families prior in the lexicographic ordering with size of different levels. As a consequence, for t ≥ 1 and
n large enough, the optimal family F is indeed t-intersecting when |F| ≤
(
n−t
k−t
)
is not too small. Also, these
characterizations determine the unique structure of the optimal family and the exact value ofMI(F) for several
cases. Moreover, this also leads to an upper bound onMI(F) for these ranges of |F|. The detailed description
of our results will be shown in the following subsection.
1.1 Our results
For F1, F2 ∈
(
n
k
)
, denote F1∆F2 = (F1 \ F2) ∪ (F2 \ F1) as the symmetric difference of F1 and F2. We say F1
succeeds F2 under the lexicographic ordering if the minimal element of F1∆F2 is in F1, and we write F1 ≤lex F2.
Given a positive integer M , denote Ln,k(M) as the first M k-subsets of [n] under the lexicographic ordering.
Particularly, for t ≥ 1, denote L
(r)
n,k,t as the first
(
n−t+1
k−t+1
)
−
(
n−(t+r−1)
k−t+1
)
k-subsets of [n] under the lexicographic
ordering. Given k ≥ 2, r ≥ 0 and t ≥ 2, for 1 ≤ s ≤ t, let Cs = 22
s−1−1 · 102
s+2−2 · (k2t4(r + 1)7)2
s−1
be a
constant unrelated with n. Our main results are as follows.
Theorem 1.5. Let C0 ≥ 3 × 103 be an absolute constant and k ≥ 2, r ≥ 0 be two fixed integers. For any
n ≥ C0(r+1)3(k+r)k2 and δ ∈ [
150k3(r+1)2
n
, 1− 150k
3(r+1)3
n
]∪{1}, if F ⊆
(
[n]
k
)
with |F| =
∑r
i=1
(
n−i
k−1
)
+δ
(
n−(r+1)
k−1
)
and satisfies I(F) =MI(F), then
L
(r)
n,k,1 ⊆ F ⊆ L
(r+1)
n,k,1 ,
up to isomorphism.
Theorem 1.6. Let k ≥ 2, r ≥ 0 and t ≥ 2 be three fixed integers. For any n ≥ C1 · (3tCt)2t and δ ∈
[ 60k
2(r+1)6t4
C1
, 1 − 60k
2(r+1)6t4
C1
] ∪ {1}, if F ⊆
(
[n]
k
)
with |F| =
∑t+r−1
i=t
(
n−i
k−t
)
+ δ
(
n−(t+r)
k−t
)
and satisfies I(F) =
MI(F). Then
L
(r)
n,k,t ⊆ F ⊆ L
(r+1)
n,k,t ,
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up to isomorphism.
Denote R1 = [
150k3(r+1)2
n
, 1− 150k
3(r+1)3
n
] ∪ {1} and Rt = [
60k2(r+1)6t4
C1
, 1− 60k
2(r+1)6t4
C1
] ∪ {1}, for t ≥ 2. As
a direct consequence of the above two theorems, families of proper sizes that maximize total intersections are
indeed t-intersecting.
Corollary 1.7. Let k, r, t ≥ 1 and n be non-negative integers defined in Theorem 1.6. If |F| = δ
(
n−t
k−t
)
for
some δ ∈ Rt satisfying I(F) =MI(F). Then, F is a t-intersecting family.
Moreover, we have the following two corollaries of Theorem 1.5 that determines the unique structure of the
optimal family for certain values of |F| and provides a general upper bound on I(F), respectively.
Corollary 1.8. Let k, r and n be positive integers defined in Theorem 1.5. If |F| =
∑r
i=1
(
n−i
k−1
)
satisfying
I(F) =MI(F). Then, up to isomorphism, we have F = L
(r)
n,k,1.
Corollary 1.9. Let k, r, n and δ be the same as those defined in Theorem 1.5. For any family F ⊆
(
[n]
k
)
of
size
∑r
i=1
(
n−i
k−1
)
+ δ
(
n−(r+1)
k−1
)
, we have I(F) ≤ (r + δ2)
(
n−1
k−1
)2
+ (n− r − ⌊δ⌋)(
∑r+1
i=2
(
n−i
k−2
)
)2.
Also, we have similar corresponding corollaries of Theorem 1.6.
Corollary 1.10. Let k, r, t ≥ 2 and n be positive integers defined in Theorem 1.6. If |F| =
∑t+r−1
i=t
(
n−i
k−t
)
satisfying I(F) =MI(F). Then, up to isomorphism, we have F = L
(r)
n,k,t.
Corollary 1.11. Let k, r, t ≥ 2, n and δ be the same as those defined in Theorem 1.6. For any family
F ⊆
(
[n]
k
)
of size
∑t+r−1
i=t
(
n−i
k−t
)
+ δ
(
n−(t+r)
k−t
)
, we have I(F) ≤ (t− 1)|F|2 + (r + δ2)
(
n−t
k−t
)2
+ (n− (t+ r + ⌊δ⌋ −
1))(
∑t+r
i=t+1
(
n−i
k−(t+1)
)
)2.
1.2 Outline and notations
We use the following standard mathematical notations throughout this paper.
• Denote N as the set of all non-negative integers. For any n ∈ N \ {0}, let [n] = {1, 2, · · · , n}. For any
a, b ∈ N such that a ≤ b, let [a, b] = {a, a+ 1, · · · , b}.
• For given finite set S ⊆ N and any positive integer k, denote
(
S
k
)
as the family of all k-subsets of S.
• For a given family F in
(
[n]
k
)
and a t-subset A ⊆ [n], we denote F(A) = {F ∈ F : A ∈ F} as the subfamily
of F containing A and call degF(A) = |F(A)| the degree of A in F . Moreover, when t = 1 and A = {x},
we denote F(x) = F({x}) for short.
• For a given family F ⊆
(
[n]
k
)
and an integer s > 0, a subset U ⊆ [n] is called an s-cover of F with size
|U |, if for every F ∈ F , |F ∩ U | ≥ s.
• For a given family F in
(
[n]
k
)
and A ∈ F , the shifting operator Si,j is defined as follows:
Si,j(A) =


A \ {i} ∪ {j}, if i ∈ A, j /∈ A and A \ {i} ∪ {j} /∈ F ;
A, otherwise.
(5)
And we define Si,j(F) = {Si,j(A) : A ∈ F}.
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The remainder of the paper is organized as follows. In Section 2, we consider families of size O(
(
n−1
k−1
)
) and
prove Theorem 1.5. In Section 3, we consider families of size O(
(
n−t
k−t
)
) for t ≥ 2 and prove Theorem 1.6. In
Section 4, we will conclude the paper and discuss some remaining problems.
2 Proof of Theorem 1.5
In this section, we present the proof of Theorem 1.5. The main tool that we use in this proof is the quantitative
shifting method introduced in [8]. To carry out this method, our proof is divided into the following three steps:
• First, to guarantee its optimality, we shall prove that the family F must contain a popular element, i.e.,
there is some x ∈ [n] in many sets of F . Based on this argument, we can prove the result when F contains
a full 1-star by induction.
• Second, when F does not contain any full 1-star, we can replace the k-sets in F consisting of less popular
elements with new k-sets containing this popular element. Through an estimation about the increment of
I(F), we will show that F can be covered by r + 1 elements in [n].
• Finally, based on the results from former steps, we complete the proof by induction on n and r.
Lemma 2.1. Let k ≥ 2, r and n be non-negative integers defined in Theorem 1.5. If F ⊆
(
[n]
k
)
with size
|F| =
r∑
i=1
(
n− i
k − 1
)
+ δ
(
n− (r + 1)
k − 1
)
for some δ ∈ [ 150k
3
n
, 1], and satisfies I(F) ≥ r+δ
2
(r+δ)2 |F|
2. Then, there exists an x ∈ [n] with |F(x)| ≥ |F|4(r+1) .
Proof. First, take X = {x ∈ [n] : |F(x)| ≥ |F|5k(r+1)} as the set of moderately popular elements, we show that X
can not be very large.
Claim 1. |X | < 10k(r + 1).
Proof. Suppose not, let X0 be a subset of X with size 10k(r + 1), then we have
|F| ≥ |
⋃
x∈X0
F(x)| ≥
∑
x∈X0
|F(x)| −
∑
x 6=y∈X0
|F(x, y)| (6)
≥ 2|F| −
(
|X0|
2
)(
n− 2
k − 2
)
.
Since |F| = |L
(r)
n,k,1|+ δ
(
n−(r+1)
k−1
)
, by the choice of n and Bonferroni Inequalities, we know that
|F| ≥
(
r
1
)(
n− 1
k − 1
)
−
(
r
2
)(
n− 2
k − 2
)
+ δ
(
n− (r + 1)
k − 1
)
(7)
≥ (
nr
3k
+ δ
n− (r + k)
k − 1
(1−
k(r + k)
n− 2
))
(
n− 2
k − 2
)
.
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Combining (6) and (7) together, we have
|F| > (2 −
150k3(r + 1)2
n(r + δ)
)|F|,
which contradicts the requirement of n. Therefore, the claim holds.
Now, we complete the proof by proving the following claim.
Claim 2. There is an x0 ∈ X such that |F(x0)| ≥
|F|
4(r+1) .
Proof. W.l.o.g., assume that 1 ∈ X is the most popular element appearing in F . Then, we have
I(F) =
∑
x∈X
|F(x)|2 +
∑
x∈[n]\X
|F(x)|2
≤ |F(1)| ·
∑
x∈X
|F(x)| +
|F|
5k(r + 1)
·
∑
x∈[n]\X
|F(x)|
≤ |F(1)| · (|F|+
(
|X |
2
)(
n− 2
k − 2
)
) +
|F|
5k(r + 1)
· k · |F|
≤ |F(1)| · |F| · (1 +
150k3(r + 1)2
n(r + δ)
) +
|F|2
5(r + 1)
. (8)
By the lower bound of I(F) and (8), we can obtain
|F(1)| ≥
3|F|
10(r + 1) · (1 + 150k
3(r+1)2
n(r+δ) )
≥
|F|
4(r + 1)
.
Therefore, the claim holds.
This completes the proof.
Given a subset A ⊆ [n] and a family of subsets F ⊆
(
[n]
k
)
, we say A is a cover of F if for every F ∈ F ,
A ∩ F 6= ∅. Based on Lemma 2.1, we can proceed to the second step.
Lemma 2.2. Let F ⊆
(
[n]
k
)
be the same family as that in Theorem 1.5. If F does not contain any full 1-star,
then F has a cover A ⊆ [n] of size r + 1.
Proof. First, we show that the set of moderately popular elements already forms a cover of F .
Claim 3. X = {x ∈ [n] : F(x) ≥ |F|5k(r+1)} is a cover of F .
Proof. Suppose not, there exists an F0 ∈ F such that F0 ∩ X = ∅. Thus, for every x ∈ F0, F(x) <
|F|
5k(r+1) .
Since
I(F) =
∑
F∈F
I(F,F) = k + 2I(F0,F \ {F0}) + I(F \ {F0}). (9)
Noted that the unpopularity of the elements in F0 may lead to I(F0,F \ {F0}) being very small, thus, if it is
possible, we can increase the value of I(F0,F \ {F0}) by replacing F0 with another k-subset of [n] containing a
popular element without changing the value of I(F \ {F0}).
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In fact, this is possible. Due to the assumption that F(1) ( L(1)n,k,1 (i.e., F contains no full 1-star), we can
replace F0 with some F
′
0 ∈ L
(1)
n,k,1 \ F . Denote the new family as F
′, we have
I(F ′)− I(F) = 2(I(F ′0,F
′ \ {F ′0})− I(F0,F \ {F0})) + I(F
′ \ {F ′0})− I(F \ {F0})
= 2(I(F ′0,F \ {F0})− I(F0,F \ {F0}))
≥ 2(
∑
x∈F ′0
|F(x)| −
∑
x∈F0
|F(x)|)
≥ 2(|F(1)| −
|F|
5(r + 1)
) > 0,
which contradicts the optimality of F . Therefore, the claim holds.
By Claim 3, we know that F has a cover X with size less than 10k(r+1). Let X0 ⊆ X be the minimal cover
of F containing 1. W.l.o.g., assume that X0 = [m]. For each i ∈ [m], denote F∗(i) as the subfamily in F(i)
consisting of all k-sets with i as their minimal element. Then, F =
⊔m
i=1 F
∗(i). Thus, we have the following
claim.
Claim 4. For every i, j ∈ [m], we have |F∗(i)| ≥ |F∗(j)| − 3mk
2
(r+δ)n |F|.
Proof. First we claim that for each i ∈ [m], there is some F ∈ F(i) such that F ∩ [m] = {i}. Otherwise, suppose
that for every F ∈ F(i), we have |F ∩ [m]| ≥ 2. Then,
|F(i)| ≤ (m− 1)
(
n− 2
k − 2
)
<
3mk
(r + δ)n
|F| <
|F|
5k(r + 1)
.
This contradicts the fact that F(i) ≥ |F|5k(r+1) .
Now, assume there exist i0 6= j0 ∈ [m] satisfying |F∗(j0)| > |F∗(i0)|+
3mk2
(r+δ)n |F|. Thus, since 1 is the most
popular element in [n] and F∗(1) = F(1), we know that i0 6= 1 and
|F∗(1)| ≥ |F∗(j0)| > |F
∗(i0)|+
3mk2
(r + δ)n
|F|.
Noted that F∗(1) ( L(1)n,k,1, therefore, we can replace the k-subset F ∈ F
∗(i0) satisfying F ∩ [m] = {i0} with
some F ′ ∈ L
(1)
n,k,1 \ F
∗(1). Let F ′ be the resulting new family, by (9), we have
I(F ′)− I(F) = 2(I(F ′,F ′ \ {F ′})− I(F,F \ {F}))
≥ 2(I(F ′,F∗(1))−
∑
x∈F
∑
i∈[m]
|{A ∈ F∗(i) : x ∈ A}|)
≥ 2(|F∗(1)| − |F∗(i0)| − k(m− 1)
(
n− 2
k − 2
)
) > 0.
This contradicts the optimality of F . Therefore, the claim holds.
Actually, Claim 4 shows that as the extremal family, the sizes of sub-families F∗(i) (i ∈ [m]) of F are
relatively close. Since |F∗(1)| = |F(1)| ≥ |F|4(r+1) , thus for each i 6= 1 ∈ [m],
|F∗(i)| ≥ |F∗(1)| −
3mk2
(r + δ)n
|F| ≥
|F|
20(r + 1)
.
7
Noticed that {F∗(i)}mi=1 forms a partition of F , this leads to a rough bound on m as: m ≤ 20(r + 1).
Based on this rough bound, we complete the proof by proving the next claim.
Claim 5. m = r + 1.
Proof. We only prove the case when r > 0, for r = 0 the proof is the same.
Given two k-uniform families F1 and F2, we define I(F1,F2) =
∑
A∈F1,B∈F2
|A ∩ B|. Clearly, we have
I(F) = I(F ,F). By the size of F , m ≥ r + 1. Assume that m ≥ r + 2. First, we have
I(F) =
∑
i,j∈[m]
I(F∗(i),F∗(j)) =
∑
i∈[m]
I(F∗(i)) +
∑
i6=j∈[m]
I(F∗(i),F∗(j))
=
∑
i∈[m]
∑
F∈F∗(i)
∑
x∈F
|{A ∈ F∗(i) : x ∈ A}|+
∑
i6=j∈[m]
∑
F∈F∗(i)
∑
x∈F
|{A ∈ F∗(j) : x ∈ A}|
≤
∑
i∈[m]
(|F∗(i)|+ (k − 1)
(
n− 2
k − 2
)
)|F∗(i)|+
∑
i6=j∈[m]
k
(
n− 2
k − 2
)
(|F∗(i)|+ |F∗(j)|)
≤
∑
i∈[m]
|F∗(i)|2 + 2km
(
n− 2
k − 2
)
|F| ≤ (|F∗(1)|+ 2km
(
n− 2
k − 2
)
)|F|. (10)
By a simple averaging argument, there exists some i0 ∈ [m] such that |F∗(i0)| ≤
|F|
m
. Thus, by Claim 4, we
have
|F∗(1)| ≤ (
1
m
+
3mk2
(r + δ)n
)|F|.
This leads to
I(F) ≤ (
1
m
+
9mk2
(r + δ)n
)|F|2 ≤ (
1
r + 2
+
360k2
n
)|F|2. (11)
Since F is the extremal family, we know that
I(F) ≥ I(Ln,k(|F|)) =
∑
x∈[n]
|F ∈ Ln,k(|F|) : x ∈ F |
2
≥ (r + δ2)
(
n− 1
k − 1
)2
≥
r + δ2
(r + δ)2
|F|2.
Combining with (11), we can obtain
r + δ2
(r + δ)2
|F|2 ≤ I(F) ≤ (
1
r + 2
+
360k2
n
)|F|2.
Since n ≥ C0(r + 1)
3(k + r)k2, we have 360k
2
n
< r+δ
2
(r+δ)2 −
1
r+2 , a contradiction.
Therefore, m = r + 1.
This completes the proof.
Proof of Theorem 1.5. We prove the theorem by induction on n and r.
Consider the base case: r = 0. By Lemma 2.2, we know that F has a cover of size 1. Noted that we
have already assumed that 1 ∈ [n] is the most popular element of F , thus F = F(1). This indicates that
L
(0)
n,k,1 ⊆ F ⊆ L
(1)
n,k,1.
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Now, suppose that F contains a full 1-star. W.l.o.g., assume this full 1-star consists of all k-sets containing
1. Then, we have r ≥ 1 and
I(F) = I(F(1)) + I(F \ F(1),F)
= (
(
n− 1
k − 1
)2
+ (n− 1)
(
n− 2
k − 2
)2
) +
∑
A∈F\F(1)
I(A,F). (12)
And for any A ∈ F \ F(1),
I(A,F) = I(A,F(1)) + I(A,F \ F(1))
= k
(
n− 2
k − 2
)
+ I(A,F \ F(1)). (13)
Therefore,
I(F) = C0(n, k) + I(F \ F(1)),
where C0(n, k) = (
(
n−1
k−1
)2
+(n−1)
(
n−2
k−2
)2
)+k
(
n−2
k−2
)
(|F|−
(
n−1
k−1
)
). Denote F ′ = F \F(1), then F ′ can be viewed
as a family of k-sets in
(
[n]\{1}
k
)
. Due to the optimality of F , we have
I(F ′) = max
G⊆([n]\{1}k ),|G|=|F ′|
= I(G) =MI [n]\{1}(F
′).
Thus, by induction hypothesis, F ′ ⊆
(
[n]\{1}
k
)
satisfies that L
(r−1)
n−1,k,1 ⊆ F
′ ⊆ L
(r)
n−1,k,1. Joined with the full 1-star
F(1), we have L
(r)
n,k,1 ⊆ F ⊆ L
(r+1)
n,k,1 as claimed.
When F does not contain any full 1-star, by Lemma 2.2, we know that F can be covered by an (r+1)-subset
of [n]. W.l.o.g, assume that this (r + 1)-subset is [r + 1].
Let A = {A ∈
(
[n]
k
)
: A ∩ [r + 1] 6= ∅} be the family of all k-subsets that intersect [r + 1]. When δ = 1, we
have F = A = L
(r+1)
n,k,1 . When δ 6= 1, F ( A. Let G = A \ F , we have
I(F) = I(A)− 2I(G,A) + I(G) (14)
= I(A)− 2
∑
G∈G
I(G,A) + I(G).
Note that once r + 1 is given, A can be viewed as the union of r + 1 full 1-stars with cores 1, 2, . . . , r + 1.
Based on this structure, for each x ∈ [r + 1], we have A(x) =
(
n−1
k−1
)
and for each x ∈ [n] \ [r + 1], we have
A(x) =
∑r+1
i=1
(
n−i−1
k−2
)
. Since I(A) =
∑
x∈[n] |A(x)|
2 and for each G ∈ A, I(G,A) =
∑
x∈G |A(x)|, thus I(A)
and I(G,A) are both fixed constants.
By (14), the optimality of F is actually guaranteed by I(G) − 2
∑
G∈G I(G,A), i.e., I(F) =MI(F) if and
only if I(G)− 2
∑
G∈G I(G,A) reaches the maximum. Based on this observation, we have the following claim.
Claim 6. For G ⊆ A with size |G| = |A| − |F|, I(G) − 2
∑
G∈G I(G,A) reaches its maximum only if there
exists some i0 ∈ [r + 1] such that G ∩ [r + 1] = {i0} for all G ∈ G.
Proof. First, we show that for all G ∈ G, |G∩ [r+1]| = 1. Otherwise, assume that there exists G0 ∈ G satisfying
|G0 ∩ [r + 1]| ≥ 2. W.l.o.g., assume that 1 is the most popular element in G among [r+ 1]. Since G contains no
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full 1-star, we can replace G0 with some G1 ∈ A(1) \ G(1). Denote the resulting new family as G′, we have
[I(G′)− 2
∑
G∈G′
I(G,A)]− [I(G) − 2
∑
G∈G
I(G,A)] = (I(G′)− I(G)) + 2(
∑
G∈G
I(G,A) −
∑
G∈G′
I(G,A)).
From (9), we know that
I(G′)− I(G) = 2(I(G1,G \ {G0})− I(G0,G \ {G0}))
≥ 2(
∑
x∈G1
|G(x)| −
∑
x∈G0
|G(x)|)
≥ −2|G| − r(r + 1)
(
n− 2
k − 2
)
.
On the other hand, we have
∑
G∈G
I(G,A) −
∑
G∈G′
I(G,A) = I(G0,A)− I(G1,A)
≥
(
n− 1
k − 1
)
− (k − 1)(r + 1)
(
n− 2
k − 2
)
.
By combining these two estimations together, we have
[I(G′)− 2
∑
G∈G′
I(G,A)] − [I(G) − 2
∑
G∈G
I(G,A)] ≥ 2δ
(
n− 1
k − 1
)
− (2k + r)(r + 1)
(
n− 2
k − 2
)
> 0,
where the first inequality follows from |G| = (1− δ)
(
n−(r+1)
k−1
)
and the second inequality follows from the choice
of δ. This contradicts the maximality of I(G) − 2
∑
G∈G I(G,A).
Noticed that |G∩ [r+1]| = 1 for all G ∈ G indicates that I(G,A) =
(
n−1
k−1
)
+ (k− 1)
∑r+1
i=1
(
n−i−1
k−2
)
, which is
a constant irrelevant to the structure of G. Therefore, I(G)− 2
∑
G∈G I(G,A) attains its maximum only if
I(G) = max
G0⊆A,|G0|=|G|
|G∩[r+1]|=1 for all G∈G0
I(G0).
Noted that for G0 ⊆ A(1) with |G0| = |G|, I(G0) ≥ |G|2, thus we have I(G) ≥ |G|2. Since G =
⊔r+1
i=1 G(i), by
the upper bound of I(G) in (10), we have |G(1)| ≥ |G| − 2k(r + 1)
(
n−2
k−2
)
. Therefore, through a similar shifting
argument as Claim 4, the maximality of I(G) guarantees that |G(i)| ≥ |G(1)| − 6(r+1)k
2
(1−δ)n |G| for every i ∈ [r + 1]
with |G(i)| > 0. If there exists some 2 ≤ i′ ≤ r + 1 such that |G(i′)| > 0, we shall have
∑
i∈[r+1] |G(i)| ≥
(2− 6(r+1)k
2
(1−δ)n )|G|−2k(r+1)
(
n−2
k−2
)
, which contradicts the fact that |G| ≥
∑
i∈[r+1] |G(i)|−
(
r+1
2
)(
n−2
k−2
)
. Therefore,
we have G = G(1) and the claim holds.
By Claim 6, we know that G is contained in a full 1-star ofA. W.l.o.g, assume that G ⊆ {A ∈
(
[n]
k
)
: r+1 ∈ A}
and this leads to L
(r)
n,k,1 ⊆ F ⊆ L
(r+1)
n,k,1 . This completes the proof of Theorem 1.5.
Remark 2.3. According to the proof, one may wonder if the range that δ ∈ [ 150k
3(r+1)2
n
, 1− 150k
3(r+1)3
n
] ∪ {1}
can be extended. Actually, the range might be improved to be a little bit larger, but anyway, δ can not be too
close to 0 or too close to 1 when δ < 1.
For example, fix k ≥ 2 and n sufficiently large. Consider a family F0 ⊆
(
[n]
k
)
with size k + 1, one can easily
verify that I(G) achieves the maximality when F0 =
(
[k+1]
k
)
. Clearly, for this case, F0 * L
(1)
n,k,1.
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3 Proof of Theorem 1.6
Recall the proof of Theorem 1.5. First, we showed that F must contain a popular element to guarantee its
optimality. Then, we showed that if F doesn’t have a small cover, I(F) can be increased through shifting
arguments. This indicates that F must have a certain clustering property and can be covered by a few popular
elements. Finally, noted that |F| is fixed, this small cover ensures F to have the desired structure.
For Theorem 1.6, since the family we shall deal with is much sparser when t ≥ 2, it requires more delicate
analysis of the family F to proceed the above arguments. In order to prove Theorem 1.6, we shall require a few
preliminary results.
First, we need the following lemma from [8] which shows that among all unions of r full t-stars, the lexico-
graphic ordering contains the fewest sets.
Lemma 3.1. [8] Suppose k ≥ 2, t ≥ 1, r and n are given non-negative integers defined in Theorem 1.6. Let
F be the union of r full t-stars in
(
[n]
k
)
. Then |F| ≥
∑t+r−1
i=t
(
n−i
k−t
)
, with equality to hold if and only if F is
isomorphic to L
(r)
n,k,t.
With the help of Lemma 3.1, when F contains p full t-stars and the total intersection of the remaining k-sets
is well bounded, we have the following lemma which determines the structure of these p full t-stars and shows
that the remaining family is almost cross (t− 1)-intersecting with each of these p full t-stars.
Lemma 3.2. Let k ≥ 2, t ≥ 1, r ≥ 1 and n be given non-negative integers defined in Theorem 1.6. Let
F ⊆
(
[n]
k
)
with size |F| =
∑t+r−1
i=t
(
n−i
k−t
)
+ δ0
(
n−(r+t)
k−t
)
for some δ0 ∈ [
6k(r+1)t
C1
, 1], and satisfy I(F) = MI(F).
Suppose F contains p full t-stars Y1, . . . ,Yp for some integer 1 ≤ p ≤ r and
I(F0) ≤ (t− 1)|F0|
2 + (r − p+ δ20 +
1
Ct
)
(
n− t
k − t
)2
,
for any F0 ⊆ F with size
∑t+r−(p+1)
i=t
(
n−i
k−t
)
+ rδ0
r+1
(
n−(r+t−p)
k−t
)
< |F0| ≤
∑t+r−(p+1)
i=t
(
n−i
k−t
)
+ δ0
(
n−(r+t−p)
k−t
)
. Let
F1 = ∪
p
i=1Yi and F2 = F \ F1. For each 1 ≤ i ≤ p, denote Yi ∈
(
[n]
t
)
as the core of Yi, then
• for all i 6= j ∈ [p], |Yi ∩ Yj | = t− 1;
• for at least (1− 2r
2kt
Ct
)|F2| k-sets F ∈ F2, |F ∩ Yi| = t− 1 for each 1 ≤ i ≤ p;
• I(F2) ≥ (t− 1)|F2|2 + (r − p+ δ20 −
4kr2p2
Ct
)
(
n−t
k−t
)2
.
Let F1 = ∪
t+r
i=tGj and F2 = ∪
t+1
j=1Hj with the same size
∑t+r−1
i=t
(
n−i
k−t
)
+ δ
(
n−(r+t)
k−t
)
for some δ ∈ [ 6krt
C1
, 1 −
6krt
C1
]∪{1}, where Gi is a t-star with core {1, . . . , t− 1, i} and Hj is a t-star with core [t+1] \ {j}. The following
lemma shows that when the size of each star is not too small, family with the structure of F1 has larger total
intersection.
Lemma 3.3. Let k ≥ 2, t ≥ 1, 1 ≤ r ≤ t and n be given non-negative integers defined in Theorem 1.6. Let
F = ∪t+1j=1Hj with |F| =
∑t+r−1
i=t
(
n−i
k−t
)
+ δ
(
n−(r+t)
k−t
)
for some δ ∈ [ 6krt
C1
, 1− 6krt
C1
]∪{1}, where Hj is a t-star with
core [t + 1] \ {j}. Assume that |Hj | ≥
δ
2C1
(
n−t
k−t
)
for each j ∈ [t + 1]. Then, there exists a family F0 with size
|F| such that L
(r)
n,k,t ⊆ F0 ⊆ L
(r+1)
n,k,t and I(F0) > I(F).
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Our proof of Theorem 1.6 will proceed according to the following steps:
• First, we show that if I(F) is large enough, F must have a popular t-set.
Lemma 3.4. Let k ≥ 2, t ≥ 1, r and n be given non-negative integers defined in Theorem 1.6. If F ⊆
(
[n]
k
)
with size
|F| =
t+r−1∑
i=t
(
n− i
k − t
)
+ δ
(
n− (r + t)
k − t
)
for some δ ∈ [ 6k(r+1)t
C1
, 1], and satisfies I(F) ≥ (t− 1)|F|2 +(r+ δ2− ǫ0)
(
n−t
k−t
)2
for some constant ǫ0 ≤
δ2
10(r+1) .
Then, there exists some A ∈
(
[n]
t
)
with |F(A)| ≥ r+δ
2
2t(r+δ)2 |F|. Moreover, when r = 0, we have |F(A0)| ≥
|F|(1 − 2k
t
Ct
), where A0 ∈
(
[n]
t
)
is the most popular t-set in F .
• Second, we show that if F contains at most one full t-star, then F has a small t-cover. Moreover, if F
contains no full t-star, all F ∈ F share a common element.
Lemma 3.5. Let F ⊆
(
[n]
k
)
be the same family defined in Theorem 1.6. For t ≥ 2, if F contains at most one
full t-star, then there exists a subset Ut ⊆ [n] with |Ut| ≤ t(4r + 5) being a t-cover of F .
Lemma 3.6. Let F ⊆
(
[n]
k
)
be the same family defined in Theorem 1.6. If F contains no full t-star, then there
exists an x0 ∈ [n] such that x0 ∈ F , for all F ∈ F .
• Third, with the help of Lemmas 3.2 and 3.3, by induction on r, we show that for the extremal family F ,
all F ∈ F share a common element. This enables us to proceed the induction on n, k and t and therefore,
Theorem 1.6 shall follow from Theorem 1.5.
Since the estimation ofMI(F) requires using the property of a certain convex function, we have the following
theorem which is crucial during the proof of Theorem 1.6 and related lemmas.
Theorem 3.7. Given integer r ≥ 0, let f : Rr+1 → R be the function defined as f(x1, . . . , xr+1) =
∑r+1
i=1 x
2
i . Let
C = {(x1, . . . , xr+1) ∈ Rr+1 :
∑r+1
i=1 xi =M and 0 ≤ a ≤ xi ≤ b} for some fixed a, b and ra+ b ≤M ≤ (r+1)b.
Then, we have
f(x1, . . . , x2) ≤ r0b
2 + (r − r0)a
2 + (M − r0b− (r − r0)a)
2,
where r0 is the largest integer satisfying M − r0b ≥ (r + 1 − r0)a. Moreover, the equality holds if and only
x1 = . . . = xr0 = b, xr0+1 =M − r0b− (r − r0)a and xr0+2 = . . . = xr+1 = a, up to isomorphism.
Proof. Noted that f(x1, . . . , xr+1) =
∑r+1
i=1 (xi − a)
2+2Ma− (r+1)a2 over C, therefore, we only need to prove
the case when a = 0.
When a = 0, C is actually the polyhedral convex set in (r + 1)-dimensional cube [0, b]r+1 cut by the
hyperplane
∑r+1
i=1 xi =M . Clearly, f is a convex function. Therefore, by Corollary 32.3.4 in [33], the supremum
of f relative to C is attained at one of the extreme points of C. Denote r1 = ⌊
M
b
⌋, since coordinates of the
extreme points of C all have the form: xi1 = . . . = xir1 = b, xir1+1 =M − r1b and the rest xis all equal to zero.
Therefore, we have f(x1, . . . , xr+1) ≤ r1b2 + (M − r1b)2 and the equality holds if and only if (x1, . . . , xr+1) is
an aforementioned extreme point of C.
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Armed with all these lemmas whose proofs we defer until later in this section, we now show how to deduce
Theorem 1.6.
Proof of Theorem 1.6. We prove the theorem by induction on r.
Consider the base case: r = 0. In this case, F contains at most one full t-star. By Lemma 3.5, we know
that F has a t-cover Ut with size |Ut| ≤ t(4r+5). W.l.o.g., assume that Ut = [m]. From Lemma 3.4 and Claim
9 in the proof of Lemma 3.5, we know that as one of the most popular t-sets appearing in F , [t] has the degree
|F([t])| ≥ (1 − 2k
t
Ct
)|F|. If F 6= F([t]), we must have [t] ( [m]. For i ∈ [m] \ [t], by Claim 11 in the proof of
Lemma 3.5, we have |F({1, . . . , t− 1, i})| ≥ |F([t])| − 2k
C1
|F|. Thus,
|F| ≥ |F([t])| + |F{1, . . . , t− 1, i})| − |F({1, . . . , t, i})|
≥ (2 −
4kt
Ct
−
2k
C1
)|F| −
(
n− (t+ 1)
k − (t+ 1)
)
> |F|,
a contradiction. Therefore, F = F([t]) ⊆ L
(1)
n,k,t.
Now, let r0 be a non-negative integer. Assume that for every r ≤ r0, F ⊆
(
[n]
k
)
with size
∑t+r−1
i=t
(
n−i
k−t
)
+
δ
(
n−(r+t)
k−t
)
satisfying I(F) = MI(F) is isomorphic to some F0 with the structure L
(r)
n,k,t ⊆ F0 ⊆ L
(r+1)
n,k,t . We
shall prove that this also holds when r = r0 + 1 by induction on n, k and t.
Assume that F can be covered by a single element x0 ∈ [n], i.e., there exists an x0 ∈ [n] such that F = F(x0).
Then, by identity (3), the optimality of F is guaranteed by the new family
∂k−1(F(x0)) = {F \ {x0} : F ∈ F} ⊆
(
[n] \ {x0}
k − 1
)
with the same size as F . Noted that
t+r−1∑
i=t
(
n− i
k − t
)
+ δ
(
n− (r + t)
k − t
)
=
(t−1)+r−1∑
i=t−1
(
(n− 1)− i
(k − 1)− (t− 1)
)
+ δ
(
(n− 1)− (r + t− 1)
(k − 1)− (t− 1)
)
.
Thus, the result follows from the induction hypothesis for the case n− 1, k − 1, r = r0 + 1 and t− 1. In view
of this, to complete the proof, we only need to show that all F ∈ F share one common element. If F contains
no full t-star, this result follows from Lemma 3.6. Therefore, the case left is when F contains at least one full
t-star. For the induction process, we can assume that F ⊆
(
[n]
k
)
with size
∑t+r−1
i=t
(
n−i
k−t
)
+ δ
(
n−(r+t)
k−t
)
>
(
n−t
k−t
)
.
Suppose F contains p full t-star Y1, . . . ,Yp for some integer 1 ≤ p ≤ r. Let F1 = ∪
p
i=1Yi and F2 = F \ F1.
Denote G0 as the optimal subfamily in
(
[n]
k
)
of size
∑t+r−p−1
i=t
(
n−i
k−t
)
+ δ′
(
n−(t+r−p)
k−t
)
with respect to I(G0), where
rδ
r+1 ≤ δ
′ ≤ δ. Since p ≥ 1, by induction on r, we know that L
(r−p)
n,k,t ⊆ G0 ⊆ L
(r−p+1)
n,k,t . Thus,
I(F0) ≤ I(G0) ≤ (t− 1)|G0|
2 + (r − p+ δ2 +
1
Ct
)
(
n− t
k − t
)2
,
for any F0 ⊆ F with size |F0| = |G0|. Therefore, by Lemma 3.2,
• for all i 6= j ∈ [p], |Yi ∩ Yj | = t− 1;
• for at least (1− 2r
2kt
Ct
)|F2| k-sets F ∈ F2, |F ∩ Yi| = t− 1 for each 1 ≤ i ≤ p;
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• I(F2) ≥ (t− 1)|F2|2 + (r − p+ δ2 −
4kr2p2
Ct
)
(
n−t
k−t
)2
.
Furthermore, by Lemma 3.4, the most popular t-set A appearing in F2 has degree |F2(A)| ≥
r−p+δ2
2t(r−p+δ)2 |F2|.
Denote F ′2 = {F ∈ F2 : |F ∩ Yi| = t− 1 for each 1 ≤ i ≤ p} and F3 = F2 \ F
′
2, we have F = F1 ⊔ F
′
2 ⊔ F3. In
the following, we shall determine all the possible structures of F1 and F2 through discussions of the value of p
and as a consequence, we will have F3 = ∅.
To guarantee that |Yi ∩ Yj | = t− 1 for all i 6= j ∈ [p], there are only two possible cases:
• The first case: p ≤ t+ 1, up to isomorphism, Yi ∈
(
[t+1]
t
)
for all i ∈ [p].
When p ≤ 2, structures of Yis are the same as the second case, which will be discussed later.
When p ≥ 3, since |F ∩Yi| = t− 1 for all F ∈ F ′2 and i ∈ [p], we know that for each F ∈ F
′
2, |F ∩ [t+1]| = t.
Therefore, assume that Yi = [t+1] \ {i} and F ′2 = ∪
t+1
i=p+1Hi, where Hi is the t-star in F2 with core [t+1] \ {i}.
Since |F3| ≤
2r2kt
Ct
|F2|, w.l.o.g., we can assume A = [t + 1] \ {p + 1} as the most popular t-set in F2. Then,
|F2(A)| = |Hp+1| ≥
r−p+δ2
2t(r−p+δ)2 |F2|. Clearly, A ∈
(
[t+1]
t
)
. Denote Z0 = {j ∈ [p+1, t+1] : |Hj | ≥
|F2|
C1
}, we claim
that F ′2 = ∪j∈Z0Hj . Otherwise, assume that there exists a G0 ∈ Hj0 for some j0 ∈ [p+ 1, t+ 1] \ Z0. Since F2
contains no full t-star, by replacing G0 with some F containing A, we have
I(F, F˜)− I(G0,F) = I(F,F1)− I(G0,F1) + I(F, F˜ ′2)− I(G0,F
′
2) + I(F,F3)− I(G0,F3),
where F˜ = F1 ⊔ F˜ ′2 ⊔ F3 and F˜
′
2 = F
′
2 \ {G0} ⊔ {F} is the new “F
′
2” after shifting. Noted that for every
x ∈ [p], F1(x) = |F1| − |Yx|+
(
n−(t+1)
k−(t+1)
)
; for every x ∈ [p+ 1, t+ 1], |F1(x)| = |F1|; and for every x ∈ [t+ 2, n],
|F1(x)| =
(
n−(t+2)
k−(t+2)
)
+ p
(
n−(t+2)
k−(t+1)
)
. Therefore, I(F,F1)− I(G0,F1) = 0 and
I(F, F˜)− I(G0,F) = I(F, F˜2)− I(G0,F2) ≥
∑
x∈F
|F˜ ′2(x)| −
∑
x∈G0
(|F ′2(x)| + |F3(x)|)
≥ (|F ′2| − |H(j0)|)− (|F
′
2| − |H(p+ 1)|)−
∑
x∈G0\[t+1]
|F ′2(x)| − k|F3(x)|
≥
r − p+ δ2
2t(r − p+ δ)2
|F2| −
k − t
C1
|F2| −
2r2k2t
Ct
|F2| > 0,
a contradiction, where the third inequality follows from |Hj0 | ≤
|F2|
C1
, |Hp+1| ≥
r−p+δ2
2t(r−p+δ)2 |F2|, |F
′
2(x)| ≤
(t+ 1)
(
n−(t+1)
k−(t+1)
)
≤ |F2|
C1
for each x ∈ [n] \ [t+ 1] and |F3(x)| ≤
2r2kt
Ct
|F2|.
Moreover, if F3 6= ∅, let G1 ∈ F3. Again, we can replace G1 with some F containing A. Denote F˜ =
F1 ⊔ F˜ ′2 ⊔ F˜3 as the new family. Since |G1 ∩ Yi0 | ≤ t − 2 for some i0 ∈ [p], thus |G1 ∩ [t + 1]| ≤ t − 1. When
p+ 1 /∈ G1, we have (G1 ∩ [t+ 1]) ( A. Assume x0 ∈ A \G1, since F1 ∪ F ′2 = ∪
t+1
i=1Hi (Hi = Yi for i ∈ [p]), we
have
∑
x∈F
|F˜(x)| −
∑
x∈G1
|F(x)| ≥ |F2(x0)| −
∑
x∈G1\[t+1]
|F(x)|
≥
r − p+ δ2
2t(r − p+ δ)2
|F2| − k(t+ 1)
(
n− (t+ 1)
k − (t+ 1)
)
− k|F3|
≥
r − p+ δ2
2t(r − p+ δ)2
|F2| −
3r2k2t
Ct
|F2| > 0.
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When p+ 1 ∈ G1, we have |G1 ∩ A| ≤ t− 2. Assume x1, x2 ∈ A \G1, we have
∑
x∈F
|F˜(x)| −
∑
x∈G1
|F(x)| ≥ |F(x1)|+ |F(x2)| − |F(p+ 1)| −
∑
x∈G1\[t+1]
|F(x)|
≥ (|F| − |Hx1 | − |F3|) + (|F| − |Hx2 | − |F3|)− (|F| − |Hp+1|)−
3r2k2t
Ct
|F2|
≥ (|F| − |Hx1 | − |Hx2 |) + |Hp+1| −
5r2k2t
Ct
|F2|.
Since |F|−|Hx1 |− |Hx2 | ≥ −|Hx1 ∩Hx2 | ≥ −
(
n−(t+1)
k−(t+1)
)
and |Hp+1| = |F2(A)|, thus the above inequality is lower
bounded by r−p+δ
2
2t(r−p+δ)2 |F2| −
6r2k2t
Ct
|F2| > 0. Both cases contradict the optimality of F . Therefore, F3 = ∅ and
F = ∪i∈Z0∪[p]Hi, where for i ∈ [p], Hi = Yi is the full t-star with core [t+ 1] \ {i}.
• The second case: all Yis share t− 1 elements in common.
The second case is much more complicated. W.l.o.g., assume Yi = {1, 2, . . . , t− 1, t− 1 + i} for 1 ≤ i ≤ p.
To guarantee that |F ∩ Yi| = t− 1 for all F ∈ F ′2 and i ∈ [p], we have the following claim:
Claim 14. Either p ≤ 2 and F ′2 = ∪
t+1−p
j=1 Hj , or F
′
2 = ∪
l
i=t+pGi for some l ∈ [t+ p, n], where Hj is a t-star
with core [t+ 1] \ {j} and Gi is a t-star with core {1, . . . , t− 1, i}.
Proof. • Case I: p ≥ 3.
Assume that there exists an F0 ∈ F ′2 such that |F0 ∩ [t − 1]| ≤ t − 2. Since |F0 ∩ Yi| = t − 1, we have
[t, t+ p− 1] ⊆ F0 and |F0 ∩ [t− 1]| = t− 2. Thus, such F0 contains at least t+ 1 fixed elements. By the choice
of δ, this indicates that
|{F0 ∈ F
′
2 : |F0 ∩ [t− 1]| ≤ t− 2}| ≤ p(t− 1)
(
n− (t+ 1)
k − (t+ 1)
)
<
|F ′2|
Ct
.
Noted that |F3| ≤
2r2kt
Ct
, therefore, at least |F2|(1−
3r2kt
Ct
) k-sets in F2 contain [t− 1].
W.l.o.g., assume F2([t − 1]) = ∪lj=t+pGj . Since the most popular t-set A in F2 satisfies |F2(A)| ≥
r−p+δ2
2t(r−p+δ)2 |F2|, thus [t − 1] ⊆ A. Assume that A = {1, 2, . . . , t − 1, t + p} and denote Z1 = {j ∈ [t + p, l] :
|Gj | ≥
|F2|
C1
}. Since
|F2([t− 1])| ≥
∑
j∈Z1
|Gj | −
∑
j1 6=j2∈Z1
|Gj1 ∩ Gj2 |,
we have |Z1| ≤ 2C1. By the optimality of F , we claim that F2([t − 1]) = ∪j∈Z1Gj . Otherwise, assume that
there exists a G0 ∈ Gj0 for some j0 ∈ [t+ p, l] \ Z1. Since F2 contains no full t-star, by replacing G0 with some
F containing A, we have
I(F, F˜)− I(G0,F) = I(F,F1)− I(G0,F1) + I(F, F˜ ′2)− I(G0,F
′
2) + I(F,F3)− I(G0,F3),
where F˜ = F1 ⊔ F˜ ′2 ⊔ F3 and F˜
′
2 = F
′
2 \ {G0} ⊔ {F}. The structure of F1 indicates that for every x ∈ [t− 1],
|F1(x)| = |F1|; for every x ∈ [t, t+p−1], |F1(x)| =
(
n−t
k−t
)
; and for every x ∈ [t+p, n], |F1(x)| =
∑t+p
i=t+1
(
n−i
k−(t+1)
)
.
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Therefore, I(F,F1)− I(G0,F1) = 0 and
I(F, F˜)− I(G0,F) ≥
∑
x∈F
|F˜ ′2(x)| −
∑
x∈G0
(|F ′2(x)| + |F3(x)|)
≥
r − p+ δ2
2t(r − p+ δ)2
|F2| −
∑
x∈G0\[t−1]
|F ′2(x)| − k|F3|
≥
r − p+ δ2
2t(r − p+ δ)2
|F2| −
k − t+ 1
C1
|F ′2| −
2r2k2t
Ct
|F2| > 0,
a contradiction.
Recall that |F0 ∩ [t − 1]| = t − 2, again, we can replace F0 with some F containing A and denote the new
family as F˜ = F1 ⊔ F˜ ′2 ⊔ F3. The above argument actually proved that F2([t − 1]) has a small t-cover, since
|Gi ∩ Gj | ≤
(
n−(t+1)
k−(t+1)
)
for i 6= j ∈ Z1, this enables us to control the value of I(F0,F2). Thus, we have
I(F, F˜)− I(F0,F) = I(F,F1)− I(F0,F1) + I(F, F˜ ′2)− I(F0,F
′
2) + I(F,F3)− I(F0,F3)
≥ |F1| − p
(
n− t
k − t
)
+ (1 +
r − p+ δ2
2t(r − p+ δ)2
−
3r2kt+ p
Ct
)|F2| −
∑
x∈F0\[t+p−1]
|F ′2(x)| − k|F3|
≥ (1 +
r − p+ δ2
2t(r − p+ δ)2
−
3r2kt+ p+ p2
Ct
)|F2| −
∑
x∈F0∩Z1
|F ′2(x)| −
k
C1
|F2| −
2r2k2t
Ct
|F2|
≥ (
r − p+ δ2
2t(r − p+ δ)2
−
7r2k2t
Ct
−
2k
C1
)|F2| > 0,
where the third inequality follows from |F ′2| ≥
∑
x∈Z1
|F ′2(x)| −
∑
x 6=y∈Z1
|F ′2(x)∩F
′
2(y)| and |F
′
2(x)∩F
′
2(y)| ≤
|Gx ∩ Gy| +
3r2kt
Ct
|F2|. This contradicts the optimality of F and thus disproves the existence of F0. Therefore,
F ′2 = F2([t− 1]) = ∪
l
j=t+pGj .
• Case II: p = 1.
Assume Y1 = [t]. By Lemma 3.5, F has a t-cover Ut of size |Ut| ≤ t(4r + 5). According to the proof of
Lemma 3.5, Ut =
⋃
A∈Xt
A, where Xt = {A ∈
(
[n]
t
)
: |F(A)| ≥ |F|
Ct
}, we have [t] ⊆ Ut. Therefore, denote
A = {A ∈
(
Ut
t
)
, |A ∩ [t]| = t− 1}, we have |A| ≤ t2(4r + 5) and F ′2 = ∪A∈AF(A). First, for each A ∈ A,
I(F(A)) =
∑
x∈[n]
|F(A ∪ {x})|2 ≤ t|F(A)|2 + (n− t)
(
n− (t+ 1)
k − (t+ 1)
)2
;
and for A1 6= A2 ∈ A,
I(F(A1),F(A2)) =
∑
F1∈F(A1)
∑
F2∈F(A2)
|F1 ∩ F2| =
∑
F1∈F(A1)
∑
x∈F1
|F(A2 ∪ {x})|
≤ |A1 ∩ A2||F(A1)||F(A2)|+ t(|F(A1)|+ |F(A2)|)
(
n− (t+ 1)
k − (t+ 1)
)
+ 2k
(
n− (t+ 1)
k − (t+ 1)
)2
.
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Therefore, we have
I(F ′2) ≤
∑
A∈A
I(F(A)) + 2
∑
A1 6=A2∈A
I(F(A1),F(A2))
≤ t
∑
A∈A
|F(A)|2 + 2(
∑
A1 6=A2∈A
|A1 ∩A2||F(A1)||F(A2)|) +
1
Ct
(
n− t
k − t
)2
. (15)
Moreover, since
∑
A∈A |F(A)| < |F2|+
(n−tk−t)
3Ct
< (r − p+ δ + 13Ct )
(
n−t
k−t
)
and |F(A)| ≤
(
n−t
k−t
)
for each A ∈ A, by
Theorem 3.7, we have
∑
A∈A
|F(A)|2 < (r − p+ δ2 +
1
Ct
)
(
n− t
k − t
)2
. (16)
On the other hand, |F3| ≤
2r2kt
Ct
|F2| leads to
I(F ′2) ≥ I(F2)−
5r4k2t
Ct
(
n− t
k − t
)2
≥ (t− 1)|F2|
2 + (r − p+ δ2 −
9r4k2t
Ct
)
(
n− t
k − t
)2
. (17)
Thus, combining (15), (16) and (17) together, we have
(t− 1)|F2|
2 −
10r4k2t
Ct
(
n− t
k − t
)2
≤ (t− 1)(
∑
A∈A
|F(A)|)2 + 2
∑
A1 6=A2∈A
(|A1 ∩A2| − (t− 1))|F(A1)||F(A2)|.
Noted that (t − 2) ≤ |A1 ∩ A2| ≤ (t − 1) and |F(A1) ∩ F(A2)| ≤
(
n−(t+1)
k−(t+1)
)
for A1 6= A2 ∈ A, the above
inequality actually shows
∑
A1∈A
∑
A2∈A,
|A1∩A2|=t−2
|F(A1)||F(A2)| ≤
5r4k2t
Ct
(
n− t
k − t
)2
. (18)
Denote A1 = {A ∈ A : |F(A)| ≥
(n−tk−t)
C1
}, since |A| ≤ t2(4r + 5) ≤ 9rt2, we have |
⋃
A∈A1
F(A)| ≥ |F ′2| −
t2(4r+5)
C1
(
n−t
k−t
)
. For each A ∈ A1, (18) shows that
|
⋃
B∈A,
|B∩A|<t−1
F(A)| ≤
5r4k2tC1
Ct
(
n− t
k − t
)
.
Therefore, we can remove at most 45r
5k2t3C1
Ct
(
n−t
k−t
)
k-sets from
⋃
A∈A1
F(A) and obtain a subfamily A′ ⊆ A1
such that |A1∩A2| = t−1 for all A1 6= A2 ∈ A′. By the choice of C1 and Ct, |∪A∈A′F(A)| ≥ (1−
10r5k2t3
C1(r−1+δ)
)|F2|.
Therefore, similar to the structures of Yis, either A′ ⊆
(
[t+1]
t
)
or all A ∈ A′ and [t] share t−1 common elements.
Thus, either ∪A∈A′F(A) = ∪tj=1Hj or ∪A∈A′F(A) = ∪
l
i=t+1Gi. For B ∈ A\A
′, if |B∩A| = t−1 for all A ∈ A′,
then either B ∈
(
[t+1]
t
)
or [t − 1] ⊆ B. Therefore, ∪A∈A′∪{B}F(A) has the same structure as ∪A∈A′F(A).
W.l.o.g., we can assume that for each B ∈ A \ A′ there exists some A ∈ A′ such that |A ∩B| < t− 1.
When ∪A∈A′F(A) = ∪tj=1Hj , if A
′ 6= A, let G0 ∈ F(A0) for some A0 ∈ A \ A′, we have |A0 ∩ [t]| =
|A0 ∩ [t+ 1]| = t− 1. W.l.o.g., assume the most popular t-set in F2 is [t+ 1] \ {t} and A0 ∩ [t+ 1] = [t] \ {i0}.
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Since F2 contains no full t-star, we can replace G0 with some F containing [t+ 1] \ {t}. Denote the new family
as F˜ , we have
∑
x∈F
|F˜(x)| −
∑
x∈G0
|F(x)| ≥ |F(t+ 1)|+ |F(i0)| − |F(t)| −
∑
x∈G0\[t+1]
|F(x)|
≥ |F2(t+ 1)| −
∑
x∈G0\[t+1]
|F2(x)|
≥
r − 1 + δ2
2t(r − 1 + δ)2
|F2| −
k(t+ 1)
Ct
|F2| −
10r5k3t3
C1(r − 1 + δ)
|F2| − k|F3|
≥
r − 1 + δ2
2t(r − 1 + δ)2
|F2| −
15r5k3t3
C1(r − 1 + δ)
|F2| > 0,
a contradiction.
When ∪A∈A′F(A) = ∪li=t+1Gi, if A
′ 6= A, let G0 ∈ F(A0) for some A0 ∈ A \ A′, we have |A0 ∩ [t]| = t− 1
and A0 ∩ [t] 6= [t− 1]. With a similar shifting argument as above, we can also reach a contradiction.
Therefore, we have A = A′ and this indicates that either F ′2 = ∪
t
j=1Hj , or F
′
2 = ∪
l
i=t+1Gi.
• Case III: p = 2.
Assume that Y1 = [t+ 1] \ {t+ 1} and Y2 = [t+1] \ {t}, since |F ∩ Yi| = t− 1 for all F ∈ F ′2 and i ∈ [2], F
′
2
must have the following hybrid structure:
F ′2 = F21 ⊔ F22,
where F21 = ∪
l
i=t+2Gi denotes the part of k-sets containing [t−1], F22 = ∪
t−1
j=1Hj denotes the part that contains
a t-set from [t+1]. To guarantee the optimality of F , we claim that either F21 = ∅, or F22 = ∅. Our discussion
is divided into the following three parts.
• When |F22| ≤
|F2|
C1
, we have |F21| ≥ (1−
1
C1
)|F2|. Similar to the case when p ≥ 3, using shifting arguments,
one can prove that F2([t− 1]) = F21 has a small t-cover and then derive F ′2 = F21 by contradiction.
• When |F22| ≥ (1−
1
C1
)|F2|, since the most popular t-set A in F2 satisfies |F2(A)| ≥
r−p+δ2
3t(r−p+δ)2 |F2| >
|F2|
C1
,
w.l.o.g., assume that A = [t+ 1] \ {1}. If there exists a G0 ∈ F21, since F2 contains no full t-star, we can
replace G0 with some F containing A. Denote the resulting new family as F˜ = F1 ⊔ F˜ ′2 ⊔ F3, then
I(F, F˜)− I(G0,F) = I(F,F1)− I(G0,F1) + I(F, F˜2
′
)− I(G0,F2) + I(F,F3)− I(G0,F3)
≥ 2
(
n− t
k − t
)
− |F1|+
t−1∑
i=2
(|F2| − |Hj |) + 2|F22| −
t−1∑
i=1
(|F2| − |Hj |)−
3r2kt
Ct
|F2|
≥ |H1|+ (1−
2 + kt
C1
)|F2| > 0,
a contradiction. Therefore, F ′2 = F22.
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• When |F2|
C1
< |F22| < (1−
1
C1
)|F2|, assume that |F22| = (l2 + δ2)
(
n−t
k−t
)
, where l2 is a non-negative integer
and δ2 ∈ [0, 1). By the structure of F22, we have
I(F22) ≤
t−1∑
i=1
(|F22| − |Hi|)
2 + 2|F22|
2 + (n− t− 1)(t− 1)2
(
n− (t+ 1)
k − (t+ 1)
)2
≤ (t− 1)|F22|
2 +
t−1∑
i=1
|Hi|
2 +
t2
2Ct
(
n− t
k − t
)2
≤ (t− 1)|F22|
2 + (l2 + δ
2
2 +
t2
Ct
)
(
n− t
k − t
)2
,
where the last inequality follows from Theorem 3.7. Combining with the lower bound of I(F ′2) from (17),
we have
I(F21) + 2I(F21,F22) = I(F
′
2)− I(F22)
≥(t− 1)|F21|
2 + 2(t− 1)|F21||F22|+ (r − 2 + δ
2 − l2 − δ
2
2 −
10r4k2t2
Ct
)
(
n− t
k − t
)2
.
On the other hand, we have
I(F21,F22) =
∑
F1∈F21,F2∈F22
|F1 ∩ F2| ≤ (t− 2)|F21||F22|+
∑
F1∈F21,F2∈F22
|(F1 ∩ F2) \ [t+ 1]|
≤ (t− 2)|F21||F22|+ (k − t+ 1)(t− 1)
(
n− (t+ 1)
k − (t+ 1)
)
|F21|
≤ (t− 2 +
kt
Ct(l2 + δ2)
)|F21||F22|.
Thus,
I(F21) ≥ (t− 1)|F21|
2 + (2−
2kt
Ct(l2 + δ2)
)|F21||F22|+ (r − 2 + δ
2 − l2 − δ
2
2 −
10r4k2t2
Ct
)
(
n− t
k − t
)2
. (19)
Based on this lower bound, by Lemma 3.4, the most popular t-set A′ in F21 has degree |F21(A′)| ≥
|F21|
3t(r+1) ≥
|F2|
3t(r+1)C1
. W.l.o.g., assume that A′ = {1, . . . , t − 1, t + 2} and denote Z2 = {i ∈ [t + 2, l] :
|Gi| ≥
|F2|
Ct
}. Then, |Z2| ≤ 2Ct. Similar to the case p ≥ 3, using shifting arguments, we can prove that
F21 = ∪i∈Z2Gi. Based on this structure of F21, we have
I(F21) ≤ (t− 1)|F21|
2 +
∑
i∈Z2
|Gi|
2 + n|Z2|
(
n− (t+ 1)
k − (t+ 1)
)2
≤ (t− 1)|F21|
2 + [(r − 2 + δ2 − l2 − δ
2
2) + (2δ
2
2 − 2δ2δ +min{0, 2(δ − δ2)}) +
2
Ct
]
(
n− t
k − t
)2
,
where the second inequality follows from Theorem 3.7 and the choice of n. Since 2δ22−2δ2δ+min{0, 2(δ−
δ2)} ≤ 0, by the choice of C1 and Ct, the above upper bound is always strictly less than the lower bound
given by (19), a contradiction. Therefore, when |F2|
C1
< |F22| < (1−
1
C1
)|F2|, I(F) can not be optimal.
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Therefore, for all three cases, either F ′2 = ∪
t−1
j=1Hj or F
′
2 = ∪
l
i=t+2Gi. This completes the proof of the
claim.
With the same proof as that for the first case, when F ′2 = ∪
l
i=t+pGi in the second case, we can also prove
that F ′2 is consisted of large t-stars. Denote Z = {i ∈ [t + p, n] : |Gi| ≥
|F2|
C1
}, we claim that F ′2 = ∪i∈ZGi.
Otherwise, assume that there exists a G0 ∈ Gi0 for some i0 /∈ Z. Since the most popular t-set A in F2 has
degree |F2(A)| ≥
r−p+δ2
2t(r−p+δ)2 |F2| and F2 contains no full t-star, we can replace G0 with some F /∈ F containing
A. With a similar counting argument as the proof of Claim 14 for p ≥ 3, this process strictly increases I(F),
a contradiction. Thus, F ′2 = ∪i∈ZGi. Moreover, noted that |F2| ≥
∑
i∈Z |Gi| −
∑
i6=j∈Z |Gi ∩ Gj |, we have
|Z| ≤ 2C1 and l ≤ 2C1 + t+ p.
Now, we show that F3 = ∅ for the second case.
When p ≤ 2 and F ′2 = ∪
t+1−p
j=1 Hj , we have F1 ∪ F
′
2 = ∪
t+1
j=1Hj which is same as the structure of F1 ∪ F
′
2 in
the first case when p ≥ 3. Since the proof of F3 = ∅ in the first case only depends on the structure of F1 ∪ F ′2
and is unrelated with the value of p, therefore, with the same argument we have F3 = ∅.
When F ′2 = ∪
l
i=t+pGi, we have F1 ∪ F
′
2 = ∪
l
i=tGi, where Gi = Yi−t+1 for t ≤ i ≤ t + p − 1. If F3 6= ∅,
let G1 ∈ F3. Replace G1 with some F containing A and denote F˜ = F1 ⊔ F˜ ′2 ⊔ F˜3 as the new family. Noted
|G1 ∩ Yi0 | ≤ t− 2 for some i0 ∈ [p], thus either |G1 ∩ [t− 1]| ≤ t− 3 and t− 1+ i0 ∈ G1, or |G1 ∩ [t− 1]| ≤ t− 2
and t− 1+ i0 /∈ G1. When t− 1+ i0 ∈ G1, let x1, x2 ∈ [t− 1] \G1. Since |F|− |F3| ≥
∑l
i=t |Gi|− l
2
(
n−(t+1)
k−(t+1)
)
,we
have
∑
x∈F
|F˜(x)| −
∑
x∈G1
|F(x)| ≥ |F(x1)|+ |F(x2)| −
∑
x∈G1\[t−1]
|F(x)|
≥ 2|F| − 2|F3| −
∑
i∈G1∩[t,l]
|Gi| − kl
(
n− (t+ 1)
k − (t+ 1)
)
− k|F3|
≥ |F| − (l2 + kl)
(
n− (t+ 1)
k − (t+ 1)
)
− (k + 2)|F3| > 0.
When t− 1 + i0 /∈ G1, let x1 ∈ [t− 1] \G1, since |Gt−1+i0 | = |Yi0 | =
(
n−t
k−t
)
, we have
∑
x∈F
|F˜(x)| −
∑
x∈G1
|F(x)| ≥ |F(x1)| −
∑
x∈G1\[t−1]
|F(x)|
≥ |F| − |F3| −
∑
i∈G1∩[t,l]
|Gi| − kl
(
n− (t+ 1)
k − (t+ 1)
)
− k|F3|
≥ |Gt−1+i0 | − (l
2 + kl)
(
n− (t+ 1)
k − (t+ 1)
)
− (k + 1)|F3| > 0.
Both cases contradict the optimality of F . Therefore, F3 = ∅ and F = ∪li=tGi.
Finally, we derive the basic outlines of F : F = ∪li=tGi or F = ∪
t+1
j=1Hj .
When F = ∪li=tGi, all F ∈ F share t − 1 common elements. When F = ∪
t+1
j=1Hj , if there exists some
j0 ∈ [t + 1] such that |Hj0 | = 0, then all F ∈ F contain j0. If Hj 6= ∅ for all j ∈ [t + 1], from the proof of
F3 = ∅ in the first case, |Hj | ≥
|F2|
C1
> δ2C1
(
n−t
k−t
)
. By Lemma 3.3, there exists a family F0 of size |F| such
20
that L
(r)
n,k,t ⊆ F0 ⊆ L
(r+1)
n,k,t and I(F0) > I(F), a contradiction. Therefore, all F ∈ F always share one common
element and the result follows from the induction.
This completes the proof.
It remains to prove the lemmas. First, with the same strategy as that of Lemma 2.1, we give a proof of
Lemma 3.4.
Proof of Lemma 3.4. Fix t ≥ 1, let Ct = 22
t−1−1 · 102
t+2−2 · (k2t4(r + 1)7)2
t−1
and take Xt = {A ∈
(
[n]
t
)
:
|F(A)| ≥ |F|
Ct
} as the family of moderately popular t-sets appearing in F . First, we show that Xt can not be
very large.
Claim 7. |Xt| < 2Ct.
Proof. Suppose not, let X0 be a subfamily of Xt with size 2Ct, then we have
|F| ≥ |
⋃
A∈X0
F(A)| ≥
∑
A∈X0
|F(A)| −
∑
A 6=B∈X0
|F(A ∪B)| (20)
≥ 2|F| −
(
|X0|
2
)(
n− (t+ 1)
k − (t+ 1)
)
.
Since |F| = |L
(r)
n,k,t|+ δ
(
n−(r+t)
k−t
)
, we know that
|F| ≥
(
r
1
)(
n− t
k − t
)
−
(
r
2
)(
n− (t+ 1)
k − (t+ 1)
)
+ δ
(
n− (r + t)
k − t
)
(21)
≥ (
nr
3k
+ δ
n− (r + k)
k − t
(1−
k(r + k)
n− t
))
(
n− (t+ 1)
k − (t+ 1)
)
.
Combining (20) and (21) together, we have |F| ≥ (2 − 6Ct
2k
n(r+δ) )|F|, which contradicts the requirement of n.
Thus, the claim holds.
Now, we complete the proof by proving the following claim.
Claim 8. There is an A0 ∈ Xt such that |F(A0)| ≥
r+δ2
2t(r+δ)2 |F|.
Proof. Since
I(F) ≥ (t− 1)|F|2 + (r + δ2 − ǫ0)
(
n− t
k − t
)2
(22)
≥ (t− 1 +
9(r + δ2)
10(r + δ)2
)|F|2,
where the second inequality follows from that Ln,k = ∪
t+r
i=tGi, where Gi is the full t-star with core [t− 1] ∪ {i}
for t ≤ i ≤ t+ r − 1 and Gt+r is contained in the full t-star with core [t− 1] ∪ {t+ r}.
W.l.o.g, assume that [t] ∈ Xt is the most popular t-subset appearing in F . Noticed that
∑
A∈([n]t )
|F(A)|2 =
∑
F1∈F
∑
F2∈F
(
|F1 ∩ F2|
t
)
(23)
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and function
(
x
t
)
= x(x−1)···(x−t+1)
t! is convex when x ≥ t − 1. According to (22), we know that
I(F)
|F|2 > t − 1.
Therefore, by Jensen’s inequality, we have
(I(F)
|F|2
t
)
· |F|2 =
(∑
F1,F2∈F
|F1∩F2|
|F|2
t
)
· |F|2
≤
∑
F1,F2∈F
(
|F1 ∩ F2|
t
)
=
∑
A∈([n]t )
|F(A)|2. (24)
Since
(
x
t
)
is increasing in x when x ≥ t− 1, we also have
(I(F)
|F|2
t
)
· |F|2 ≥
(
t− 1 + 9(r+δ
2)
10(r+δ)2
t
)
· |F|2 ≥
9(r + δ2)
10t(r + δ)2
· |F|2. (25)
Therefore, by combining the above inequalities together, we can obtain
9(r + δ2)
10t(r + δ)2
· |F|2 ≤
∑
A∈([n]t )
|F(A)|2 =
∑
A∈Xt
|F(A)|2 +
∑
A∈([n]t )\Xt
|F(A)|2
≤ |F([t])| ·
∑
A∈Xt
|F(A)|+
|F|
Ct
·
∑
A∈([n]t )\Xt
|F(A)|
≤ |F([t])| · (|F|+
(
|Xt|
2
)(
n− (t+ 1)
k − (t+ 1)
)
) +
|F|
Ct
·
(
k
t
)
· |F|
≤ |F([t])| · |F| · (1 +
6Ct
2k
n(r + δ)
) +
(
k
t
)
Ct
|F|2. (26)
This leads to |F([t])| ≥ r+δ
2
2t(r+δ)2 |F|. Therefore, the claim holds.
Moreover, when r = 0, we have I(F) ≥ t|F|2, which changes the RHS of (25) to |F|2. This leads to
|F([t])| ≥ (1− 2k
t
Ct
)|F|.
Based on Lemma 3.4, we turn to the proof of Lemma 3.5. Different from the proof of Lemma 2.2, according
to the definition of I(F), it seems that the optimality of F can only guarantee the control of |F(x)|. This is far
from enough, since what we want is the control of |F(A)| for every A /∈ Xt. Therefore, besides the moderately
popular t-sets A ∈ Xt, we also consider the t-sets consisting of elements from every moderately popular s-sets
(1 ≤ s ≤ t− 1).
Proof of Lemma 3.5. For each 1 ≤ s ≤ t− 1, we define
Xs = {A ∈
(
[n]
s
)
: |F(A)| ≥
|F|
Cs
and A * B, for any B ∈
t⋃
i=s+1
Xi}
as the family of moderately popular s-sets appearing in F except those already contained in some moderately
popular (s+1)-sets, where Cs = 2
2s−1−1 ·102
s+2−2 ·(k2t4(r+1)7)2
s−1
. Since 2Cs
2
Cs+1
< 1, we claim that |Xs| ≤ 2Cs.
Otherwise, let X0 be a subfamily of Xs with size 2Cs, we have
|F| ≥ |
⋃
A∈X0
F(A)| ≥
∑
A∈X0
|F(A)| −
∑
A 6=B∈X0
|F(A ∪B)|.
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A little different from (20), since A,B ∈ Xs are not contained in any member of Xs+1, for A 6= B ∈ Xs, we have
|F(A ∪B)| ≤ |F|
Cs+1
. Then, through a similar argument as that of Claim 7, we can reach a contradiction.
Let Ui =
⋃
A∈Xi
A and U =
⋃
1≤s≤t Us, for the convenience of our following proof, w.l.o.g., we assume that
U = [m] and |F(1)| ≥ |F(2)| ≥ . . . ≥ |F(m)|. Based on this ordering, we have the following claims.
Claim 9. [t] is one of the most popular t-sets appearing in F . Moreover, if F contains a full t-star, then
the core of this t-star is [t] and [t+ 1] \ {t} is one of the most popular t-sets appearing in F \ F([t]).
Proof. Let A0 6= [t] be one of the most popular t-sets appearing in F , by Lemma 3.4, A0 ⊆ [m]. Assume that
1 /∈ A0, we consider the new family Sa0,1(F(A0)), where a0 ∈ A0 \ [t]. If there exists some F ∈ Sa0,1(F(A0))\F ,
we can replace its preimage S1,a0(F ) in F with F . Denote the new family as F
′, then I(F ′)− I(F) is∑
x∈F
|F ′(x)| −
∑
(F\{1})∪{a0}
|F(x)| = |F(1)|+ 1− |F(a0)| > 0.
Therefore, by the optimality of F , Sa0,1(F(A0)) ⊆ F(1).
Let A1 = A0 \ {a0} ∪ {1}, we know that |F(A1)| = |Sa0,1(F(A0))| = |F(A0)|. Now, assume that 2 /∈ A1, let
A2 = A1 \ {a1}∪{2} for some a1 ∈ A2 \ [t]. With a similar argument, we have |F(A2)| = |F(A0)|. By repeating
this process, finally, we can obtain |F([t])| = |F(A0)|.
If F contains one full t-star Y1, we have r ≥ 1. From the analysis above, we have Y1 = F([t]). Denote
F1 = Y1 and F2 = F \ F1. Since I(F) = MI(F) ≥ (t − 1)|F|2 + (r + δ2)
(
n−t
k−t
)2
and I(F1) ≤ (t+
1
Ct
)
(
n−t
k−t
)2
,
we have
I(F2) + 2I(F1,F2) ≥ (t− 1)|F2|
2 + 2(t− 1)|F1||F2|+ (r − 1 + δ
2 −
1
Ct
)
(
n− t
k − t
)2
.
Moreover, noted that for each F2 ∈ F2, |F2 ∩ [t]| ≤ t− 1, we have
I(F1,F2) =
∑
F1∈F1
∑
F2∈F2
|F1 ∩ F2| ≤
∑
F1∈F1
∑
F2∈F2
(|[t] ∩ F2|+ |F1 ∩ (F2 \ [t])|)
≤ (t− 1)|F1||F2|+ k|F2|
(
n− (t+ 1)
k − (t+ 1)
)
≤ (t− 1)|F1||F2|+
kr
Ct
(
n− t
k − t
)2
.
Combining the above two inequalities, we have
I(F2) ≥ (t− 1)|F2|
2 + (r − 1 + δ2 −
3kr
Ct
)
(
n− t
k − t
)2
. (27)
By Lemma 3.4, we know that the most popular t-set A satisfies |F2(A)| ≥
r−1+δ2
2t(r−1+δ)2 |F2| ≥
δ
3t(r+δ) |F|.
Let B0 6= [t + 1] \ {t} be one of the most popular t-sets appearing in F \ F([t]). Then, |F(B0)| ≥ |F2(A)|,
which indicates that B0 ⊆ [m]. Similarly, assume that 1 /∈ B0 and consider the new family Sb0,1(F(B0)), where
b0 ∈ B0 \ [t]. Using a same shifting argument, we have Sb0,1(F(B0)) ⊆ F(1). Then, repeating this process for
2, 3, . . . , t− 1 and t+ 1 successively, we can obtain |F([t+ 1] \ {t})| = |F(B0)|.
For A,B ∈
(
[m]
t
)
, let A \ B = {a1, a2, . . . , al} and B \ A = {b1, b2, . . . , bl}, where a1 ≤ . . . ≤ al and
b1 ≤ . . . ≤ bl for some 0 ≤ l ≤ t. From the given ordering that |F(1)| ≥ . . . ≥ |F(m)|, the shifting argument in
Claim 9 actually shows that if ai ≥ bi for all 1 ≤ i ≤ l, then |F(A)| ≥ |F(B)|.
Claim 10. [m] is a t-cover of F .
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Proof. Suppose not, there exists an F0 ∈ F such that |F0 ∩ [m]| ≤ t− 1. Actually, by the definition of [m], we
know that for each x ∈ F0 \ [m] and every 1 ≤ s ≤ t, there is no moderately popular s-set containing x. Thus,
for each x ∈ F0 \ [m], we have |F(x)| ≤
|F|
C1
.
Since F contains at most one full t-star, by Claim 9, we can assume [t] as the core of this only full t-star in
F (if exists). Thus, we can replace F0 with some F ∈
(
[n]
k
)
containing [t + 1] \ {t}. Denote the new family as
F ′. Noted that |F(t+ 1)| ≥ |F([t+ 1] \ {t})| ≥ δ3t(r+δ) |F|. Thus, we have
∑
x∈F
|F ′(x)| −
∑
x∈F0
|F(x)| ≥
t−1∑
i=1
|F(i)|+ |F(t+ 1)| −
∑
x∈F0∩[m]
|F(x)| −
k − t+ 1
C1
|F|
≥
δ
3t(r + δ)
|F| −
k − t+ 1
C1
|F| > 0,
which contradicts the optimality of F . Thus, [m] is a t-cover of F .
Now, we only need to show that for each i ∈ [m], i is contained in some A ∈ Xt. For i ∈ [t], this easily
follows from the fact that [t] ∈ Xt. For t+ 1 ≤ i ≤ m, we have the following claim.
Claim 11. When F contains no full t-star, for t+ 1 ≤ i ≤ m, |F(i)| ≥ |F(t)| − k
C1
|F| and |F({1, 2, . . . , t−
1, i})| ≥ |F([t])| − 2k
C1
|F|. When F contains one full t-star, for t+ 1 ≤ i ≤ m, |F(i)| ≥ |F(t+ 1)| − k
C1
|F| and
|F({1, 2, . . . , t− 1, i})| ≥ |F([t+ 1] \ {t})| − 2k
C1
|F|.
Proof. First, similar to Claim 9, by a shifting argument, we can prove that {1, 2, . . . , t − 1, i} has the largest
degree in F among all t-sets in
(
[m]
t
)
containing i. This indicates that
|F({1, . . . , t− 1, i})| ≥
|F(i)|(
m
t−1
) .
By the definition of U , we know that |F(i)| ≥ |F|
Ct
and m = |U | ≤
∑t
i=1 2iCi. Therefore,
|F({1, . . . , t− 1, i})| ≥
|F|
(3tCt)t
.
If for every F ∈ F({1, . . . , t−1, i}), |F ∩ [m]| ≥ t+1, then the size of F({1, . . . , t−1, i}) shall be upper bounded
by
|F({1, . . . , t− 1, i})| ≤ m
(
n− (t+ 1)
k − (t+ 1)
)
,
which contradicts the above lower bound since n is very large. Thus, there is an F0 ∈ F({1, . . . , t− 1, i}) such
that |F0 ∩ [m]| = t.
When F contains no full t-star, we can replace this F0 with an F /∈ F containing [t]. Denote the new family
as F ′, then, we have
∑
x∈F
|F ′(x)| −
∑
x∈F0
|F(x)| ≥
t∑
i=1
|F(i)| −
∑
x∈F0∩[m]
|F(x)| −
k − t+ 1
C1
|F|
= |F(t)| − |F(i)| −
k − t+ 1
C1
|F|.
24
Therefore, |F(i)| ≥ |F(t)| − k−t+1
C1
|F| follows from the optimality of F .
When F contains one full t-star Y1, according to Claim 9, the core of Y1 is [t] and [t + 1] \ {t} is the most
popular t-set with degree less than
(
n−t
k−t
)
. Thus, we can replace F0 with some F
′ /∈ F containing [t + 1] \ {t}
and a same argument leads to |F(i)| ≥ |F(t+ 1)| − k−t+1
C1
|F|.
Fix j ∈ [m]\{i}. For any B ∈
(
[m]\{i}
t
)
containing j, we know that F(B) ⊆ F(j) and F(B\{j}∪{i})⊆ F(i).
Moreover, from our previous analysis, |F(B)| ≥ |F(B \ {j}∪ {i})| for all j +1 ≤ i ≤ m. Since for each j ∈ [m],
∑
B∈([m]t ),j∈B
|F(B)| −
∑
B1 6=B2∈([m]t ),j∈B1,B2
|F(B1 ∪B2)| ≤ |F(j)| ≤
∑
B∈([m]t ),j∈B
|F(B)|. (28)
When F contains no full t-star, take j = t. For t+ 1 ≤ i ≤ m, combining with |F(i)| ≥ |F(t)| − k−t+1
C1
|F|, we
have
∑
B∈([m]t ),i∈B
|F(B)| ≥
∑
B∈([m]t ),t∈B
|F(B)| −
∑
B1 6=B2∈([m]t ),t∈B1,B2
|F(B1 ∪B2)| −
k − t+ 1
C1
|F|.
Noted for each B ∈
(
[m]
t
)
containing {t}, |F(B)| ≥ |F(B \ {t} ∪ {i})|. Thus, we have
∑
B1 6=B2∈([m]t ),t∈B1,B2
|F(B1 ∪B2)|+
k − t+ 1
C1
|F| ≥
∑
B∈([m]t ),t∈B
|F(B)| −
∑
B′∈([m]t ),i∈B′
|F(B′)|
≥ |F([t])| − |F({1, 2, . . . , t− 1, i})|,
where the last inequality follows from the one to one correspondence between B ∈
(
[m]
t
)
containing {t} and
B′ ∈
(
[m]
t
)
containing {i}. Since |F(B1 ∪B2)| ≤
(
n−(t+1)
k−(t+1)
)
, by the choice of n, we have
|F({1, 2, . . . , t− 1, i})| ≥ |F([t])| −
k − t+ 1
C1
|F| −
(
m
t− 1
)2(
n− (t+ 1)
k − (t+ 1)
)
≥ |F([t])| −
2k
C1
|F|.
When F contains one full t-star Y1 = F([t]), through a similar estimation, we have |F({1, 2, . . . , t − 1, i})| ≥
|F([t+ 1] \ {t})| − 2k
C1
|F|.
When F contains no full t-star, noted that |F([t])| ≥ r+δ
2
2t(r+δ)2 |F|, by Claim 11, |F({1, 2, . . . , t − 1, i})| ≥
r+δ2
3t(r+δ)2 |F| for t+ 1 ≤ i ≤ m. Therefore, {1, 2, . . . , t− 1, i} ∈ Xt and since
|F| ≥
m∑
i=t
|F({1, 2, . . . , t− 1, i})| −
∑
i6=j∈[t,m]
|F({1, 2, . . . , t− 1, i, j})|
≥
m∑
i=t
|F({1, 2, . . . , t− 1, i})| −
1
Ct
|F|,
we have m ≤ 4t(r+δ)
2
r+δ2 + t ≤ t(4r + 5).
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When F contains one full t-star which is assumed as F([t]). From Claim 9, |F([t+1]\{t})| ≥ r−1+δ
2
2t(r−1+δ)2 |F2|,
where F2 = F \ F([t]). By Claim 11, |F({1, 2, . . . , t− 1, i})| ≥
r−1+δ2
3t(r−1+δ)2 |F2| for t+ 1 ≤ i ≤ m. Thus, we also
have {1, 2, . . . , t− 1, i} ∈ Xt. Moreover, since
|F2| ≥
m∑
i=t+1
|F({1, 2, . . . , t− 1, i})| −
∑
i6=j∈[t+1,m]
|F({1, 2, . . . , t− 1, i, j})|
≥
m∑
i=t+1
|F({1, 2, . . . , t− 1, i})| −
1
Ct
|F2|,
we have m ≤ 4t(r−1+δ)
2
r−1+δ2 + t ≤ t(4r + 5).
This completes the proof of Lemma 3.5.
We now proceed the proof of Lemma 3.6. This shows that when F contains no full t-star, all F ∈ F share
a common element.
Proof of Lemma 3.6. For the convenience of the proof, we inherit the assumptions that [m] = U = Ut and
|F(1)| ≥ |F(2)| ≥ . . . ≥ |F(m)| in the proof of Lemma 3.5.
Noted that [m] is a t-cover of F , first, we have the following claim which says that |F(1)| is already fairly
large.
Claim 12. |F(1)| ≥ ( t−1
t
+ r+δ
2
t(r+δ)2 −
1
Ct
)|F|.
Proof. By the definition of I(F) and inequality (28), for each A = {a1, a2, . . . , at} ∈
(
[m]
t
)
, we have
I(F(A),F) =
∑
F∈F(A)
I(F,F) ≤
∑
B∈([m]t )
∑
F∈F(A)
I(F,F(B))
=
∑
B∈([m]t )
∑
F∈F(A)
(
∑
x∈A∩B
|F(B)|+
∑
x∈F∩(B\A)
|F(B)|+
∑
x∈F\B
|F(B ∪ {x})|)
≤
∑
B∈([m]t )
[
|A ∩B||F(A)||F(B)| +
∑
x∈B\A
∑
F∈F(A),x∈F
|F(B)|+ k|F(A)|
(
n− (t+ 1)
k − (t+ 1)
)]
≤
∑
B∈([m]t )
[
|A ∩B||F(A)||F(B)| + (t|F(B)|+ k|F(A)|)
(
n− (t+ 1)
k − (t+ 1)
)]
≤ |F(A)| ·
[ t∑
i=1
∑
B∈([m]t ),ai∈B
|F(B)|+ k
(
m
t
)(
n− (t+ 1)
k − (t+ 1)
)]
+ t
(
n− (t+ 1)
k − (t+ 1)
) ∑
B∈([m]t )
|F(B)|
≤ |F(A)| ·
[ t∑
i=1
|F(ai)| · (1 +
1
4Ct
) + k
(
m
t
)(
n− (t+ 1)
k − (t+ 1)
)]
+
2t(k − t)
n− t
|F|2
≤ |F(A)| ·
t∑
i=1
|F(ai)| · (1 +
1
4Ct
) +
2k2mt
n− t
|F|2, (29)
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where the last inequality follows from |F(A)| ≤ |F(ai)| ≤ |F| and t ≤ m ≤ t(4r + 5). This leads to
I(F) ≤
∑
A∈([m]t )
I(F(A),F) ≤
∑
A∈([m]t )
|F(A)| ·
∑
i∈[t]
|F(i)| · (1 +
1
4Ct
) +
2k2m2t
n− t
|F|2
≤
∑
i∈[t]
|F(i)| · |F| · (1 +
1
2Ct
) +
t|F|2
2Ct
.
Since I(F) ≥ I(Ln,k,t(|F|)) ≥ (t− 1 +
r+δ2
(r+δ)2 )|F|
2, thus we have
∑
i∈[t]
|F(i)| ≥
1
|F|
· (I(F) −
t|F|2
Ct
) ≥ (t− 1 +
r + δ2
(r + δ)2
−
t
Ct
)|F|. (30)
This indicates that |F(1)| ≥ ( t−1
t
+ r+δ
2
t(r+δ)2 −
1
Ct
)|F|.
Now, according to the size of |F(1)|, we divide our arguments into the following two cases.
• When |F(1)| ≥ (1− 1
Ct
)|F|.
Assume that there exists an F0 ∈ F such that 1 /∈ F0. Since F contains no full t-star, we can replace F0
with some F containing [t]. Denote the new family as F ′, the gain of this shifting procedure is
∑
x∈F
|F ′(x)| −
∑
x∈F0
|F(x)| ≥ |F(1)| −
∑
x∈F0\[t]
|F(x)|.
Since [m] is a t-cover of F and |{F ∈ F : |F ∩ [m]| ≥ t+ 1}| ≤
(
m
t+1
)(
n−(t+1)
k−(t+1)
)
, we have
t|F| ≤
∑
i∈[m]
|F(i)| ≤ (t+
t
Ct
)|F|. (31)
Combined with (30), this indicates that
m∑
i=t+1
|F(i)| ≤ (1 +
2t
Ct
−
r + δ2
(r + δ)2
)|F|.
Therefore, we have
∑
x∈F
|F ′(x)| −
∑
x∈F0
|F(x)| ≥ |F(1)| −
m∑
x=t+1
|F(x)| −
k
C1
|F|
≥ (
r + δ2
(r + δ)2
−
3t
Ct
−
k
C1
)|F| > 0,
a contradiction. Therefore, if |F(1)| ≥ (1− 1
Ct
)|F|, then the optimality of F guarantees that |F(1)| = |F|, i.e.,
for all F ∈ F , 1 ∈ F .
• When |F(1)| < (1− 1
Ct
)|F|.
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By the shifting argument in Claim 9, we know that [t+ 1] \ {1} has the largest degree in F among all t-sets
not containing 1. Thus, we have |F([t+ 1] \ {1})| ≥ |F|
Ct·(m−1t )
. Similar to the proof of Claim 11, we can find an
F0 ∈ F([t+1] \ {1}) such that |F0 ∩ [m]| = t. Again, replace F0 with some F containing [t] and denote the new
family as F ′. The gain of this procedure is
∑
x∈F
|F ′(x)| −
∑
x∈F0
|F(x)| ≥ |F(1)| − |F(t+ 1)| −
k
C1
|F|.
Thus, by the optimality of F , we have |F(t + 1)| ≥ |F(1)| − k
C1
|F| and this leads to |F(2)| ≥ . . . ≥ |F(t)| ≥
|F(1)| − k
C1
|F|. By Claim 11 and Claim 12, for all i ∈ [m], |F(i)| ≥ |F(1)| − 2k
C1
|F| ≥ ( t−1
t
+ r+δ
2
t(r+δ)2 −
3k
C1
)|F|.
This leads to
∑
i∈[m]
|F(i)| ≥ m(
t− 1
t
+
r + δ2
t(r + δ)2
−
3k
C1
)|F|
≥ (m−
m
t
+
m
t(r + 1)
−
3km
C1
)|F|.
When m ≥ t+2, this gives a lower bound no less than (t+1− 2
t
+ t+2
t(r+1) −
3k(t+2)
C1
) > (t+ t
Ct
), which contradicts
the upper bound in (31). Therefore, m ≤ t + 1. When m = t, [t] is a t-cover of F . This means [t] ∈ F for all
F ∈ F .
When m = t + 1, the above lower bound is (t + t−r
t(r+1) −
3k(t+1)
C1
). If r < t, it’s strictly larger than t + t
Ct
.
Therefore, we have r ≥ t. Since [m] = [t + 1] is a t-cover of F , we can assume that F = ∪t+1i=1Hi, where Hi is
the t-star in F with core [t + 1] \ {i}. Therefore, |F| ≤ (t + 1)
(
n−(t+1)
k−t
)
+
(
n−(t+1)
k−(t+1)
)
. By the choice of δ, this
indicates r < t + 1. Since |F(t + 1)| ≥ |F(1)| − k
C1
|F|, by (31), we have |F(i)| ≤ |F| · ( t
t+1 +
k+1
C1
) for every
i ∈ [t+ 1]. Denote H˜j = Hj \ F([t+ 1]), we have |H˜j | = |F| − |F(j)| ≥
|F|
2(t+1) . By Lemma 3.3, there exists a
family F0 of size |F| such that I(F) < I(F0). This contradicts the optimality of F , therefore, m 6= t+ 1.
Finally, for both cases, we have F(1) = F , this completes the proof of Lemma 3.6.
Now, we turn to the proof of Lemma 3.2, which determines the cross-intersecting structures of all full t-stars
in F and their relationships with the remaining k-sets of the family.
Proof of Lemma 3.2. Let F1 =
⋃p
i=1 Yi and F2 = F \ F1, then we have
I(F) = I(F1) + 2I(F1,F2) + I(F2).
By Lemma 3.1, we know that
∑t+p−1
i=t
(
n−i
k−t
)
≤ |F1| < p
(
n−t
k−t
)
. Thus, by the choice of δ0,
t+r−p−1∑
i=t
(
n− i
k − t
)
+
rδ0
r + 1
(
n− (t+ r − p)
k − t
)
< |F2| <
t+r−p−1∑
i=t
(
n− i
k − t
)
+ δ0
(
n− (t+ r − p)
k − t
)
.
According to the requirements of F , this leads to I(F2) ≤ (t− 1)|F2|2 + (r − p+ δ20 +
1
Ct
)
(
n−t
k−t
)2
.
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Since I(F) ≥ I(Ln,k,t(|F|)), combining with this upper bound of I(F2), we have
I(F1) + 2I(F1,F2) ≥ I(Ln,k,t(|F|)) − I(F2)
≥ (t− 1)(|F|2 − |F2|
2) + (p−
1
Ct
)
(
n− t
k − t
)2
≥ p
[
(t− 1)(2r + 2δ0 − p) + 1−
2
Ct
](n− t
k − t
)2
. (32)
On the other hand, due to the structure of F1, we also have
I(F1) + 2I(F1,F2) ≤
p∑
i,j=1
I(Yi,Yj) + 2
p∑
i=1
I(Yi,F2)
≤ (
p∑
i,j=1
|Yi ∩ Yj |) ·
(
n− t
k − t
)2
· (1 +
1
Ct
)+
2(
p∑
i=1
∑
F∈F2
|F ∩ Yi|) ·
(
n− t
k − t
)
· (1 +
1
Ct
). (33)
Since
∑p
i,j=1 |Yi ∩ Yj | = tp+
∑
i6=j∈[p] |Yi ∩ Yj | and
∑p
i=1
∑
F∈F2
|F ∩ Yi|) ≤ p(t− 1)|F2|, we have
∑
i6=j∈[p]
|Yi ∩ Yj | ≥ p(p− 1)(t− 1)(1−
2rkp
Ct
).
According to the choice of Ct, p(p− 1)(t− 1)(1−
2rkp
Ct
) > p(p− 1)(t− 1)− 1. Thus, we have
∑
i6=j∈[p] |Yi ∩Yj | =
p(p − 1)(t − 1). Therefore, |Yi ∩ Yj | = t − 1 for all i 6= j ∈ [p]. Moreover, by substituting
∑
i6=j∈[p] |Yi ∩ Yj | =
p(p− 1)(t− 1) into the above two inequalities about I(F1) + 2I(F1,F2), we have
p∑
i=1
∑
F∈F2
|F ∩ Yi| ≥ p(t− 1)(1−
2rk
Ct
)|F2|. (34)
Therefore, there exist at least (1 − 2r
2kt
Ct
)|F2| k-sets in F2 satisfying |F ∩ Yi| = t− 1 for all i ∈ [p].
Moreover, (33) also leads to
I(F2) ≥ I(Ln,k,t(|F|)) − (I(F1) + 2I(F1,F2))
≥ (t− 1)|F2|
2 + (r − p+ δ20 −
4r2kp2
Ct
)
(
n− t
k − t
)2
. (35)
This completes the proof.
Finally, we prove Lemma 3.3.
Proof of Lemma 3.3. We prove this lemma by evaluating I(F) and I(F0) directly.
Since L
(r)
n,k,t ⊆ F0 ⊆ L
(r+1)
n,k,t , we can assume F0 = ∪
t+r
i=tGi, where Gi is a t-star with core {1, . . . , t− 1, i} and
Gi is a full t-star for each t ≤ i ≤ t+ r − 1. According to this structure, we have
I(F0) =
∑
x∈[n]
|F0(x)|
2 = (t− 1)|F|2 + r
(
n− t
k − t
)2
+ |F0(t+ r)|
2 +
∑
x∈[t+r+1,n]
|F0(x)|
2. (36)
29
Since |F0(t+ r)| =
(
n−t
k−t
)
− (1 − δ)
(
n−(t+r)
k−t
)
and |F0(x)| >
∑t+r
i=t+1
(
n−i
k−(t+1)
)
for x ∈ [t+ r + 1, n], this leads to
I(F0) ≥(t− 1)|F|
2 + r
(
n− t
k − t
)2
+ (δ
(
n− (t+ r)
k − t
)
+
r∑
i=1
(
n− (t+ i)
k − (t+ 1)
)
)2+
(n− t− r)(
r∑
i=1
(
n− (t+ i)
k − (t+ 1)
)
)2.
On the other hand, denote H˜j = Hj \ F([t+ 1]), we have
I(F) =
∑
x∈[n]
|F(x)|2 =
∑
x∈[t+1]
(|F| − |H˜x|)
2 +
∑
x∈[t+2,n]
|F(x)|2
= (t+ 1)|F|2 − 2|F|(
∑
x∈[t+1]
|H˜x|) +
∑
x∈[t+1]
|H˜x|
2 +
∑
x∈[t+2,n]
|F(x)|2. (37)
Since |F([t+ 1])| ≤
(
n−(t+1)
k−(t+1)
)
, |F(x)| ≤ (t+1)
(
n−(t+1)
k−(t+1)
)
for x ∈ [t+ 2, n] and
∑
x∈[t+1] |H˜x| = |F| − |F([t+1])|,
thus
I(F) ≤ (t− 1)|F|2 +
∑
x∈[t+1]
|H˜x|
2 + 2|F||F([t+ 1])|+ (n− t− 1)(t+ 1)2
(
n− (t+ 1)
k − (t+ 1)
)2
.
Noted that |H˜x| ≤
(
n−(t+1)
k−t
)
, by Theorem 3.7, we have
∑
x∈[t+1]
|H˜x|
2 ≤ r
(
n− (t+ 1)
k − t
)2
+ (|F| − |F([t+ 1])| − r
(
n− (t+ 1)
k − t
)
)2 = m0 (38)
and the inequality holds if and only if |H˜x| =
(
n−(t+1)
k−t
)
for exactly r distinct xs in [t + 1] and the rest k-sets
are all contained in another H˜x.
When r < t, since |Hj | ≥
δ
C1
(
n−t
k−t
)
for each j ∈ [t + 1], we have |H˜j | = |Hj | − |F([t + 1])| ≥
δ
2C1
(
n−t
k−t
)
. By
Theorem 3.7,
∑
x∈[t+1] |H˜x|
2 ≤ m0 −
δ2
4C1
(
n−t
k−t
)2
. Thus, according to the former evaluation, we have
I(F0)− I(F) ≥r
(
n− t
k − t
)2
+ (δ
(
n− (t+ r)
k − t
)
+
r∑
i=1
(
n− (t+ i)
k − (t+ 1)
)
)2−
∑
x∈[t+1]
|H˜x|
2 − 2|F|
(
n− (t+ 1)
k − (t+ 1)
)
− (n− t− 1)(t+ 1)2
(
n− (t+ 1)
k − (t+ 1)
)2
≥
δ2
4C1
(
n− t
k − t
)2
− 4kt2
(
n− t
k − t
)(
n− (t+ 1)
k − (t+ 1)
)
.
Since
(
n−(t+1)
k−(t+1)
)
≤
(n−tk−t)
4kt2C3t
, we have I(F0) > I(F).
When r = t, first, we have the following claim.
Claim 13. F = ∪t+1j=1Hj maximizes I(F) only if F contains t full t-stars.
Proof. First, we show that F must contain t almost full t-stars. Assume that F1 = ∪
t+1
j=1H
′
j contains t full
t-stars with size |F|. Then, from (37) we have
I(F1) ≥ (t− 1)|F|
2 +m1 + 2|F|
(
n− (t+ 1)
k − (t+ 1)
)
,
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where m1 = t
(
n−(t+1)
k−t
)2
+ (|F| −
(
n−(t+1)
k−(t+1)
)
− t
(
n−(t+1)
k−t
)
)2.
W.l.o.g., assume that |H˜1| ≥ . . . ≥ |H˜t+1| and (1 −
1
Ct
)
(
n−(t+1)
k−t
)
≥ |H˜t| ≥ |H˜t+1|. According to the size of
F , this indicates that δ 6= 1. Since
∑
x∈[t+1] |H˜x| = |F| − |F([t+ 1])|, by Theorem 3.7, we have
∑
x∈[t+1]
|H˜x|
2 ≤(t− 1)
(
n− (t+ 1)
k − t
)2
+ (1−
1
Ct
)2
(
n− (t+ 1)
k − t
)2
+
(|F| − |F([t+ 1])| − (t−
1
Ct
)
(
n− (t+ 1)
k − t
)
)2 ≤ m0 −
(1− δ)
Ct
(
n− t
k − t
)2
.
Since m1 −m0 ≥ −2δ
(
n−t
k−t
)
(
(
n−(t+1)
k−(t+1)
)
− |F([t+ 1])|), by the choices of n and δ, this leads to
I(F1)− I(F) ≥
1− δ
Ct
(
n− t
k − t
)2
+ 2(
(
n− (t+ 1)
k − (t+ 1)
)
− |F([t+ 1])|)(|F| − 2δ
(
n− t
k − t
)
)
− (n− t− 1)(t+ 1)2
(
n− (t+ 1)
k − (t+ 1)
)2
> 0,
a contradiction. Therefore, to maximize I(F), |H˜j | > (1−
1
Ct
)
(
n−(t+1)
k−t
)
for j ∈ [t].
Now, we prove that F must contain t full t-stars. W.l.o.g., assume that |H˜1| ≥ . . . ≥ |H˜t+1| and |Ht| <
(
n−t
k−t
)
.
Then, there is an F /∈ Ht containing [t + 1] \ {t}. Pick some G0 ∈ H˜t+1 and replace G0 with F . Denote the
resulting new family as F ′, we have
∑
x∈F
|F ′(x)| −
∑
x∈G0
|F(x)| ≥ (|F| − |H˜t+1|)− (|F| − |H˜t|)− k(t+ 1)
(
n− (t+ 1)
k − (t+ 1)
)
≥ |H˜t| − |H˜t+1| −
1
C2t
(
n− t
k − t
)
≥ (
1
C1
−
2
Ct
)
(
n− (t+ 1)
k − t
)
> 0.
This shows that as long as F contains less than t full t-stars, we can get a new family F ′ with I(F ′) > I(F).
Therefore, F must contain t full t-stars.
Now, assume that F contains t full t-stars. Our aim is to find a proper F0 with the required structure
satisfying I(F0) > I(F).
According to the structure of F , we have m0 = m1 and
I(F) = (t− 1)|F|2 + 2|F|
(
n− (t+ 1)
k − (t+ 1)
)
+m0 +
∑
x∈[t+2,n]
|F(x)|2. (39)
Meanwhile,
I(F0) = (t− 1)|F|
2 + t
(
n− t
k − t
)2
+ (
(
n− t
k − t
)
− (1− δ)
(
n− 2t
k − t
)
)2 +
∑
x∈[2t+1,n]
|F0(x)|
2. (40)
Thus,
I(F0)− I(F) =t
(
n− t
k − t
)2
+ (
(
n− t
k − t
)
− (1− δ)
(
n− 2t
k − t
)
)2 −m0 − 2|F|
(
n− (t+ 1)
k − (t+ 1)
)
+
∑
x∈[2t+1,n]
|F0(x)|
2 −
∑
x∈[t+2,n]
|F(x)|2.
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Denote ∆1 =
(
n−t
k−t
)
−
(
n−2t
k−t
)
=
∑2t
i=t+1
(
n−i
k−(t+1)
)
and ∆2 =
∑t−2
i=1 i
(
n−(2t−i)
k−(t+1)
)
. Noted that
|F| −
(
n− (t+ 1)
k − (t+ 1)
)
− t
(
n− (t+ 1)
k − t
)
= δ
(
n− 2t
k − t
)
+
2t−1∑
i=t+2
(
(
n− i
k − t
)
−
(
n− (t+ 1)
k − t
)
)
= δ
(
n− 2t
k − t
)
−
t−2∑
i=1
i
(
n− (2t− i)
k − (t+ 1)
)
= δ
(
n− 2t
k − t
)
−∆2.
Thus, we have
I(F0)− I(F) =t(
(
n− t
k − t
)
+
(
n− (t+ 1)
k − t
)
)
(
n− (t+ 1)
k − (t+ 1)
)
− 2|F|
(
n− (t+ 1)
k − (t+ 1)
)
+
(δ
(
n− 2t
k − t
)
+∆1)
2 − (δ
(
n− 2t
k − t
)
−∆2)
2 +
∑
x∈[2t+1,n]
|F0(x)|
2 −
∑
x∈[t+2,n]
|F(x)|2
=(2∆2 + (t− 2)
(
n− (t+ 1)
k − (t+ 1)
)
)
(
n− (t+ 1)
k − (t+ 1)
)
+ 2δ
(
n− 2t
k − t
)
(∆1 +∆2 −
(
n− (t+ 1)
k − (t+ 1)
)
)+
∆21 −∆
2
2 +
∑
x∈[2t+1,n]
|F0(x)|
2 −
∑
x∈[t+2,n]
|F(x)|2. (41)
Since for each x ∈ [2t + 1, n], |F0(x)| =
∑2t
i=t+1
(
n−i
k−(t+1)
)
+ |G2t(x)| and for each x ∈ [t + 2, n], |F(x)| =(
n−(t+2)
k−(t+2)
)
+ t
(
n−(t+2)
k−(t+1)
)
+ |H˜t+1(x)|. Thus,
|F0(x)| − |F(x)| ≥ |G2t(x)| − |Ht+1(x)| − t
2
(
n− (t+ 2)
k − (t+ 2)
)
for each x ∈ [2t+1, n]. Since
∑
x∈[t+2,2t] |F(x)|
2 ≤ t(t+ 1)2
(
n−(t+1)
k−(t+1)
)2
, therefore, we only need to find a proper
G2t to control |G2t(x)| − |Ht+1(x)| for all x ∈ [2t+ 1, n]. Let Ht+1 = H1t+1 ⊔ H
2
t+1, where H
1
t+1 = {F ∈ Ht+1 :
F ∩ [t+2, 2t] = ∅} and H2t+1 = Ht+1 \H
1
t+1. Noted that |G2t| ≥ |Ht+1|, thus for each F ∈ H
1
t+1, we can arrange
a G(F ) = {1, . . . , t − 1, 2t} ∪ (F \ [t]) in G2t. Denote G12t = {G(F ) : F ∈ H
1
t+1} and G
2
2t = G2t \ G
1
2t. Clearly,
for x ∈ [2t + 1, n], |G12t(x)| = |H
1
t+1(x)|. Since for each F
′ ∈ H2t+1, ([t] ∪ {i0}) ⊆ F
′ for some i0 ∈ [t + 2, 2t].
Therefore, for x ∈ [2t+ 1, n] we have
|G2t(x)| − |Ht+1(x)| = |G
2
2t(x)| − |H
2
t+1(x)| ≥ −(t− 1)
(
n− (t+ 2)
k − (t+ 2)
)
.
This indicates that∑
x∈[2t+1,n]
|F0(x)|
2 −
∑
x∈[t+2,n]
|F(x)|2 =
∑
x∈[2t+1,n]
(|F0(x)| − |F(x)|)(|F0(x)| + |F(x)|) −
∑
x∈[t+2,2t]
|F(x)|2
≥ −2t(t+ 1)2n
(
n− (t+ 2)
k − (t+ 2)
)(
n− (t+ 1)
k − (t+ 1)
)
− t(t+ 1)2
(
n− (t+ 1)
k − (t+ 1)
)2
≥ −4t(t+ 1)2k
(
n− (t+ 1)
k − (t+ 1)
)2
. (42)
Since t ≥ 2, based on the choice of δ, n and (42), we have
I(F0)− I(F) ≥ 2δ
(
n− 2t
k − t
)(
n− (t+ 2)
k − (t+ 1)
)
− 5t(t+ 1)2k
(
n− (t+ 1)
k − (t+ 1)
)2
> 0.
This completes the proof.
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4 Concluding remarks and open problems
In this paper, we introduce a new intersection problem which can be viewed as an inverse problem of Erdo˝s-
Ko-Rado type theorems. This problem concerns the extremal structure of the k-uniform family of subsets that
maximizes the total intersection among all families with the same size. Using the quantitative shifting method,
we provide two structural characterizations of the optimal family satisfying I(F) =MI(F) for several ranges
of |F|. To some extent, these results determine the unique structure of the optimal family and characterize the
relation between maximizing I(F ) and being intersecting. However, there are several limits of our results that
may require some further research.
• One can remove the uniformity requirement of the family in Question 1.4 and consider a more general
question:
Question 4.1. For a family of subsets F ⊆ 2[n], if I(F) =MI(F), what can we say about its structure?
It should be noted that this question is highly related to Ahlswede-Katonas [1] average distance problem
in Hamming space: For every 1 ≤ M ≤ 2n, determine the minimum average Hamming distance Dn(M)
of binary codes with length n and size M . Based on the correspondence between binary vectors with
length n and subsets of [n], for |F| =M , there is a qualitative relation between D(M) and MI(F). And
this qualitative relation becomes an equivalence when we consider both problems for k-uniform families
(i.e., codes with constant weight k). Over the years, there are a number of papers dealing with this topic.
Altho¨fer and Sillke [2], Fu, together with other authors (see [24, 25, 38, 39]), Mounits [31], as well as Yu
and Tan [40], proved various of bounds on Dn(M). In view of Dn(M) for codes with constant weight k,
Corollary 1.9 and Corollary 1.11 actually provide better lower bounds on Dn(M) for the required ranges
of M compared to the results in [39].
• The method we use for the proof of Theorem 1.5 is the quantitative shifting arguments introduced by
Das, Gan and Sudakov in [8]. While for the proof of Theorem 1.6, we do a lot of modifications about this
method that involve analysis of degrees of s-sets (1 ≤ s ≤ t) in F from different level. This requires n to
be larger than a certain polynomial of r. As a consequence, our results cannot cover the whole range of
M from 1 to
(
n
k
)
.
Maybe due to the nature of the problem itself, the implementation of this method requires a great deal of
countings and evaluations, which might cover the idea and intuition for dealing with this kind of problems.
Therefore, as one direction for the further study, one can try to use other methods to obtain stronger
results and reduce n’s polynomially dependent of r.
• As two major extensions, Erdo˝s-Ko-Rado type intersection problems over permutations and vector spaces
draw a lot of attentions these years. Since one can easily extend the notion of total intersection under
these settings, therefore, it is natural to ask Question 1.4 for families of permutations and vector spaces.
• Given a hypergraph H with vertex set V , for every v ∈ V , denote degH(v) as the degree of v in H.
Since families of subsets are often viewed as hypergraphs, therefore in view of hypergraphs, Question 1.4
33
actually asks the structure of the extremal hypergraph which maximizes the value of
∑
v∈V degH(v)
2 with
|H| fixed. If we treat |H| as some kind of perimeter and
∑
v∈V degH(v)
2 as the area, Question 1.4 can be
viewed as an isoperimetric problem for k-uniform hypergraphs. There are already some works concerning
isoperimetric inequalities about n-dimensional Boolean cube 1, see [14], [15] and references therein. In
view of this, is there any connections between Question 1.4 and the isoperimetric inequality?
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