Instead of assuming the distribution of return series, Engle and Manganelli (2004) propose a new Value-at-Risk (VaR) modeling approach, Conditional Autoregressive Value-at-Risk (CAViaR), to directly compute the quantile of an individual asset's returns which performs better in many cases than those that invert a return distribution. In this paper we explore more flexible CAViaR models that allow VaR prediction to depend upon a richer information set involving returns on an index. Specifically, we formulate a time-varying CAViaR model whose parameters vary according to the evolution of the index. The empirical evidence reported in this paper suggests that our timevarying CAViaR models can do a better job for VaR prediction when there are spillover effects from one market or market segment to other markets or market segments. * We thank the editor (Bruce Mizrach) and the three anonymous referees for constructive suggestions that guided us in improving the paper. We are also grateful to Simone Manganelli for providing his CAViaR codes.
Index-Exciting CAViaR: A New Empirical
Time-Varying Risk Model
Introduction
Although the existing models for calculating Value-at-Risk (VaR) employ different methodologies, they can be generally classified into two broad categories: indirect-VaR approach and direct-VaR approach. The first category includes the classical parametric approach, nonparametric approach, and semiparametric approach, all following a common structure which can be summarized in three steps: 1) mark to market, 2) estimate the distribution of the asset return, and 3) compute VaR by inverting the distribution function. The difficulty of this category of approaches lies in the second step because financial returns usually exhibit volatility clustering (high autocorrelation), significant kurtosis (peaked and fat tailed), marginal skewness (time-varying nature) and, in the case of indexes, autocorrelation of returns. Consequently, the indirect methods for computing VaR based on the inverse distribution function of returns are usually criticized by both academic researchers and practitioners (The VaR methodology has a theoretical limitation in that it is not a coherent risk measure in the sense of Artzner et al. (1999) since it does not meet the requirement of subadditivity. However, due to its conceptual intuition, i.e., it reduces the risk associated with any kind of assets to just a number (amount in terms of a currency), which can be well understood by regulators, board members, and other interested parties, VaR is still the most extensively used analytical concept for risk management. Moreover, Danielsson et al. (2005) argue that some of the arguments against VaR may not be that important in practice). The second category of VaR prediction, direct-VaR approach, is the dynamic quantile regression approach. This methodology does not require any assumption about the distribution of returns, but instead directly computes the quantile using regression techniques. This approach has been pioneered by Engle and Manganelli (2004) . In their paper, they propose the Conditional Autoregressive VaR (CAViaR), which is based on the characteristics of volatility clustering of financial returns. (CAViaR is also a semiparametric approach from the perspective of parameter estimation.) Moreover, Manganelli and Engle demonstrate that the CAViaR model outperforms most of the indirectVaR methodologies in general when tackling fat-tailed data through Monte Carlo simulation. With respect to empirical studies, Kouretas and Zarangas (2005) employ the CAViaR model to measure the market risk of five major equity markets, six blue chip stocks from the Athens Exchange, and six major company stocks listed on the New York Stock Exchange (NYSE). Bao et al. (2006) and Kuester et al. (2006) compare CAViaR and alternative approaches for univariate VaR forecasts with different data and evaluation criteria. Table  1 summarizes the number of individual stocks and equity indexes and their trading location in other studies of CAViaR. The problem of model stability has been an important issue for many researchers. In practice, the model parameters are estimated from real data, which are often prone to structural changes due to regime shifts or critical social events. For example, to investigate the performance of VaR models for five East and Southeast Asian market indices in different environments (these markets suffered from the financial crisis of 1997-1998), Bao et al. (2006) consider three out-of-sample evaluation periods (before-crisis, crisis, and after-crisis), and find that (1) risk forecasts with CAViaR would yield poorer results during the crisis period than during tranquil periods and (2) none of the four CAViaR specifications is satisfactory in the crisis period. Because it is a dynamic regression model, the CAViaR model requires considerable precision of parameter estimation to describe the characteristics of the risky asset.
Based on daily return data on the NASDAQ Composite Index, Kuester et al. (2006) also provide empirical evidence (1) confirming none of the CAViaR specifications performs well overall using unconditional and conditional tests for the predictive performances of VaR, and (2) explaining the phenomena of poor out-of-sample performance as the sample data comprise two highly volatile years, which presumably result in a deterioration of the overall performance of CAViaR. All these facts suggest that the constant-parameter CAViaR model developed by Engle and Manganelli (2004) may lose some capability when dealing with data that are subject to exogenous influence and spillover effects. The time-varying nature of the model parameters has been addressed in a number of papers. Venkataraman (1997) assumes the real return series follows a mixture distribution of two dummy normal distributions with binominal jumps from one distribution to another. Guidolin and Timmermann (2003) , as well as Li and Lin (2004) , propose a model in which the parameters change as a Markov switching process.
On the other hand, volatility spillovers play an important role in determining the model performance. Any VaR model is clearly affected by changes in the level of volatility. Volatility spillovers are the propagation of significant volatility changes from one market to another. The autoregressive nature of the original specification of CAViaR captures volatility clustering effects. However, it cannot capture volatility spillovers. In this paper, we take a different approach extending the constant-parameter CAViaR model to a new CAViaR model where the parameters of an individual risky asset are driven by the market index return. This model, which we call the index-exciting CAViaR model, allows the tails of a financial series to follow different stochastic processes and it allows VaR to be influenced by the volatility level of the driving index.
As a good complement to Engle and Manganelli (2004) and contributions that followed, the model we propose in this paper assumes the parameters are certain time-varying functions of the market index. The rationale for our model is that the magnitude and the sign of market returns might signal situations of market stress and therefore impact risk. Our model is able to accommodate different processes of tail behavior. The assumption underlying our model is that market returns are a good proxy for the local state of the market in terms of risk. Therefore, our model combines information from the volatility of the asset/portfolio which is already included in the standard CAViaR with additional information from the market state. Moreover, because of the time-varying characteristics, our model can employ one-stepahead prediction by updating the parameters immediately according to the time-varying function rather than re-estimating them. Our contribution in this paper is twofold. Our first contribution is the introduction of an alternative to the constant-parameter CAViaR model for researchers who find that the constant-parameter CAViaR may be limited. Second, we provide empirical evidence comparing the model we propose and the model proposed by Engle and Manganelli (2004) .
The remainder of this paper is organized as follows. In Section 2, we provide background information about CAViaR that will be used later in the paper. An index-exciting time-varying parameter CAViaR model with three different specifications is provided in Section 3. Empirical results are provided in Section 4, where we also compare the predictive performances of both the constant-and time-varying parameter CAViaR models. In the final section, we provide concluding remarks. In the appendix, we review criteria for evaluating predictions made by VaR models.
CAViaR
Conceptually, VaR is defined as the maximum potential loss associated with an individual asset/portfolio for a given probability over a certain investment horizon. Mathematically, for a given significance level α(usually α= 0.01 or 0.05), let {r t } T t=1 be a financial return series associated with one unit of an investment. Then, VaR at time t, conditional on the information set F t−1 (σ-field up to time t − 1), is the negative α-quantile of the conditional return distribution, i.e.,
where F t (x) = P (r t ≤ x|F t−1 ) denotes the conditional distribution function of the financial return series. Typically, a VaR prediction using (1) involves the specification of F t (·). If the dependent structure of {r t } can be fully described by a certain distribution F t (·), VaR can be computed easily. For example, if r t = µ t + σ t ε t follows a normal distribution with conditional mean µ t = E(r t |F t−1 ) and conditional variance σ 2 t = E[(r t − µ t ) 2 |F t−1 ] ({ε t } is independently, identically and normally distributed (i.i.d.) with zero mean and unit variance), the prediction of VaR can be obtained by inverting the distribution function:
where Φ(·) is the standard normal distribution function. In practice, however, most financial returns, especially short-term returns such as one day or even shorter, exhibit some untractable properties, such as volatility clustering, significant kurtosis, and marginal skewness. This was demonstrated more than 40 years ago in the pioneering work of Mandelbrot (1963) and Fama (1965) . To eliminate or at least reduce the difficulties of computing VaR, Engle and Manganelli (2004) , based on the fact that the volatility of financial returns is highly autocorrelated (clustering), propose a conditional autoregressive quantile approach which they refer to as CAViaR. The advantage of their approach is that it does not require any assumption about the return distribution.
The basic idea behind CAViaR is to compute directly the conditional α-quantile of financial returns, which can be described as
where y t−1 ∈ F t−1 ,θis a parameter vector, and h(·) is a function linked to observable variables that belong to the information set F t−1 , i.e., h(·) measures the impact of new information r t−1 on VaR.
In this paper, we will focus on the following two specifications of the CAViaR model:
The characteristics and significance of the above two CAViaR specifications for practical risk management are described in Engle and Manganelli (2004) , Kouretas and Zarangas (2005) , and references therein. We address here that the two specifications above can accommodate different stochastic processes in the tail of financial returns and can also deal with non-i.i.d. processes.
Index-Exciting CAViaR
The motivation for developing new estimation techniques for these models is that they are the favored econometric tools for many researchers who wish to characterize co-movement in macroeconomic variables. Dynamic factor models have the advantage over observable index models, such as weighted aggregates, that one does not need to take a stand on the weighting scheme used in aggregation. Instead of estimating the entire distribution of a financial return series, the CAViaR model computes the conditional quantile directly by simple recursive iterations, which exhibit some theoretical advantages compared with the traditional indirect approaches. However, CAViaR also faces some challenges when it is being implemented in practice. Specifically, as a regression model, CAViaR assigns the same weight to each observation and the estimation of the model's parameters may depend heavily on the length of the samples.
To improve CAViaR prediction, an alternative approach is to develop a time-varying parameter model, which has been extensively discussed in the time series literature. If volatility is influenced by other indexes, the performance of a VaR prediction model may be improved by using a richer information set involving returns on itself or an index available at the time of the forecast. On the other hand, the evolution of individual asset returns may be linked to the total market, i.e., the risk of an individual asset is related to the market index which tracks the performance of a specific "basket" of financial assets considered to represent a particular market or sector.
This modeling strategy takes into consideration "volatility spillover effects" which describe how a change in volatility in given markets might "spill over," that is affect other markets. The existence of volatility spillovers is described in the literature. For example, Ng (2000) documents how changes in volatility in the Japan and the U.S. markets propagate to six related Pacific Basin markets. From a modeling point of view, spillover effects are described by a causal relationship between those markets that drive volatility and the markets that are affected.
Therefore, adding additional information into the CAViaR model, we obtain the time-varying CAViaR model:
where Ω t−1 is the information set that consists of F t−1 and the information of market index up to time t − 1. In this paper, the market index information represents the index return series.
Corresponding to Section 2, we consider the following two time-varying CAViaR specifications:
Time-varying symmetric CAViaR
Time-varying asymmetric CAViaR
Models (2) and (3) are not specified yet because we do not know the specifications of β 0 (·) and β 1 (·). In the following, we consider two types of formulations on them:
Threshold time-varying specification
Linear time-varying specification
Compared with the constant-parameter CAViaR model, the parameters to be estimated in our time-varying CAViaR specifications remain consistent and asymptotically normal. This allows us to follow Engle and Manganelli (2004) by adopting the linear and non-linear quantile techniques to estimate them; that is,ˆβ
where k is the dimension of the parameters such as a i , b i , c i (depending on the specifications of β i ) and R is the size of in-samples to estimate the parameters. This regression technique has a tractable property in that it does not require any assumption about the entire distribution of the error terms. Moreover, we can easily conduct various hypothesis tests on the quantile models. We can expect that the performance of our model will depend on the presence of spillover effects and on the correct choice of the index from which volatility "spills over." Of course, each specification of our CAViaR models with time-varying parameters requires estimating a larger number of parameters than the constant-parameter CAViaR model. Therefore, we can expect that for each sample data there is a trade off between increased model accuracy due to the time-varying coefficient and the risk of overfitting data. This issue could be resolved in-sample with criteria such as the Akaike criterion or Schwartz's Bayesian Information Criterion (BIC). In this paper, we avoid insample model selection criteria and we compare directly out-of-sample model performance.
Empirical Results
Ideally, a good model should have stable parameters over time, so that it does not need to be re-estimated very often. A model with this feature would very likely have a good performance out-of-sample, which is what practitioners are interested in. It is generally too ambitious to expect that financial models remain stable over long periods of time. A more reasonable alternative is to assume that models change slowly so that they can be estimated over a moving window of sufficient length and eventually be reused for some time before parameters need to be re-estimated. In our test, we estimate and test models over the period 11/7/1994 to 9/30/2008. In this period there are 3,500 daily returns. We use moving windows 1,000 days long (i.e., four years), and we keep models constant for the following 250 days (i.e., one year) before re-estimating. Therefore, in total, we estimate models 10 times in the period considered.
Our dataset is formed by six indexes available on the website of Kenneth French constructed based on size (market capitalization) and book-to-market value ratio. The exciting index is the value-weighted return on all NYSE, AMEX, and NASDAQ stocks, also available on Kenneth French's website.
Clearly we cannot expect that the six indexes be all equally influenced by the index. Therefore, we can expect that performance will vary from index to index. For testing performance, we use the framework set forth in Berkowitz, Christoffersen, and Pelletier (2009) .
In our dataset, the tail percentile of the VaR prediction is set at θ= 1% and 5%, which yield one-sided 99% and 95% VaRs. This is quite far in the tail but is typical of the VaR forecasts used at banks (Berkowitz and O'Brien, 2002) Violations of the VaR should occur randomly over time and should not be clustered over time. If it can be predicted that volatility will be increasing in the near future, then the model used to compute the VaR should take this information into account and adjust the VaR accordingly. In other words, if the model used to compute VaR is correctly specified, then violations should only happen because of unpredictable events.
Under the 1996 Market Risk Amendment to the Basle Accord effective in 1998, qualifying financial institutions have the freedom to specify their own model to compute their VaR. It thus becomes crucially important for regulators to assess the quality of the models employed by assessing the forecast accuracy -a procedure known as backtesting. The accuracy of a set of VaR forecasts can be assessed by viewing them as one-sided forecasts. A violation of VaR is defined as occurring when the ex post return is lower than the VaR.
In our test we compare the performance of the constant-parameter CAViaR model with our index-exciting CAViaR model. As expected, the results are mixed. Our explanation is that the different indexes we consider are subject to different spillover effects. When spillover effects are not significant, the additional parameterization of the index-exciting CAViaR model penalizes performance. Our results are summarized in Tables 2-7. Following the Berkowitz, Christoffersen, and Pelletier framework, performance is evaluated along the dimensions of conditional coverage and independence tests. It should be kept in mind that VaR violations are rare events especially with α= 0.01 on the average.
Tables 2-7 present p-values associated with the tests. Setting the confidence level at 95%, as typically done, models where p-values are systematically below 0.05 have to be considered problematic. From the tables, we can see that our model outperforms the standard CAViaR model in cases where portfolios are formed with small cap stocks or large cap with low book-to-marketratios stocks. This is reasonable because small cap stocks are those most subject to spillover effects. Figures 1-4 exhibit the evolution of β 0 and β 1 of the ASand SAV-CAViaR models at the 1% level for the small capitalization and low book-to-market ratio stocks (figures for other cases are available upon request). Clearly, our time-varying CAViaR models have different parameters with the constant-CAViaR models. This can readjust the VaR prediction more quickly and flexibly in response to vagaries in the market risk.
Conclusion
In this paper, we developed an index-exciting parameter CAViaR model whose parameters vary according to the evolution of the index. The empirical evidence reported in this paper suggests that our time-varying CAViaR models can do a better job of VaR prediction when there are spillover effects from one market or market segment to other markets or market segments. returns. We use moving windows 1,000 days long and keep models constant for the following 250 days before re-estimating.ˆαis the empirical violation of VaR prediction (Eq: (6)),ˆQ is the empirical loss (Eq: (7)), DQ Hit and DQ V aR is the dynamic quantile test without and with VaR lagged terms (Eq: (11)), p-LRuc is the unconditional coverage test (Eq: (5)), p-LRind is the independent test (Eq: (8)), p-LRcc is the conditional coverage test (Eq:
(9)), p-LB1 is the autocorrelation test with lags 1 (Eq: (12)), p-LB5 is the autocorrelation test with lags 5 (Eq: (12)), p-Lrduration is the duration test (Eq: (13)). "Constant" represents the constant-parameter CAViaR model, "Threshold" represents the index-exciting threshold CAViaR model, "Linear"
represents the index-exciting linear CAViaR model, SAV represents the symmetric CAViaR model, AS represents asymmetric CAViaR model. * means our model is not significant whereas the constant-parameter CAViaR model is significant at the 1% level. ** means our model is not significant whereas the constant-parameter CAViaR model is significant at the 5% level. Note: The notation is provided in Table 2 . Note: The notation is provided in Table 2 . Note: The notation is provided in Table 2 . Note: The notation is provided in Table 2 . 
Appendix: Evaluation of Performance
To assess the predictive performance of the proposed models, in this appendix we explain the tests we employ for evaluating the predictive quantile performance.
When assessing the accuracy of a VaR prediction model, there is always a general hypothesis required to be satisfied. That is,
where H t (α) = I(r t < −q t (α)). If (4) holds, we say the VaR prediction is efficient with respect to F t−1 . This means H t (α) is uncorrelated with any information in F t−1 up to time t − 1. In this case, the forecast for VaR t and H t (α) cannot be improved. There are two implications involved in condition (4): correct unconditional coverage and independence of VaR forecasts (Christoffersen, 1998; Danielsson and Morimoto, 2000; Bertail et al., 2004; and Komunjer, 2004 ).
Unconditional coverage test
Because different methods of computing VaR tend to produce different results and it is unlikely that estimates from a model will exhibit all the properties of accurate forecasts for different risky assets at different significant levels, evaluating the accuracy of the models underlying them is necessarily indispensable for supervisors and regulators. Up to now, many types of criteria and methods have been developed to assess VaR estimates. In this paper, we use the proportion of failure test proposed by Kupiec (1995) . Suppose VaR estimates are accurate. Then, the event of failure H t (α) = 1 can be modeled as independent draws from a binomial distribution with a probability of occurrence equal to the significance level, that is,α=α. Thus, the likelihood-ratio test statistic is
where m is the number of violations and
At the same time, we can also compute the empirical expected loss of VaR t aŝ
distributed and proposes the following likelihood ratio test that combines the test statistic of unconditional coverage and the test statistic of independence:
The discussion of joint tests so far might seem to suggest that joint tests are universally preferable to tests of either the unconditional coverage property or independence property alone. While joint tests have the property that they will eventually detect a VaR measure which violates either of these properties, this comes at the expense of a decreased ability to detect a VaR measure which only violates one of the two properties. If, for example, a VaR measure exhibits appropriate unconditional coverage but violates the independence property then an independence test has a greater likelihood of detecting this inaccurate VaR measure than a joint test. The joint test is hampered by the fact that one of the two violations it is designed to detect, namely violations of unconditional coverage, is actually satisfied by the VaR measure. The fact that one of the two properties is satisfied makes it more difficult for the joint test to detect the inadequacy of the VaR measure.
Campbell (2005) analyzes the reduced power of the test of conditional coverage against separate tests of unconditional coverage and independence. Separate tests can have better power to detect a VaR model that violates a specific property, while the joint test of conditional coverage has decreased ability to detect a model that violates only one of the two conditions and satisfies the other. The joint test of conditional coverage has a broader scope of detection but at the loss of some statistical power.
Dynamic quantile test
Christoffersen's Markov-chain in the independence test has some limitation because it only considers the first-order dependence in the {H t (α)} series. Obviously, it would fail to reject an {H t (α)} series that does not have firstorder Markov dependence but does exhibit some higher-order dependences and other backtesting factors. Engle and Manganelli (2004) propose a linear regression test to test the conditional efficiency hypothesis where the dependent variable is the de-meaned indicator function at time t, H t (α) −α, and the independent variables are the previous elements of the de-meaned VaR violation sequence and the chosen exogenous variables. Mathematically, this test investigates the regression of
Autocorrelation test
From E[(I t+1 −α)(I t−k −α)] = 0, we can construct an autocorrelation test as 
Duration test Christoffersen and Pelletier (2004) formulate the duration-based backtest as follows. The durations for the test statistic are defined as the times (in days) between two VaR violations:
where t i denotes the date when the i-th violation occurs. Under independence, the mean duration is 1/α and the duration function must have no memory. Christoffersen and Pelletier (2004) suggest the hazard function of the duration distribution under the null hypothesis to be the exponential function because it is continuous and memory-free. For the hazard function in the alternative hypothesis, they choose the hazard of the Weibull distribution. The hazard function of the Weibull distribution has a closed-form representation:
The hazard of the exponential function is a special case of the hazard of the Weibull distribution when b = 1. Thus, it is possible to test the independence by defining the null hypothesis as: 
