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Abstract
We construct non-random bounded discrete half-line Schro¨dinger operators which have
purely singular continuous spectral measures with fractional Hausdorff dimension (in some
interval of energies). To do this we use suitable sparse potentials. Our results also apply to
whole line operators, as well as to certain random operators. In the latter case we prove and
compute an exact dimension of the spectral measures.
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1. Introduction
In the present paper, we consider discrete half-line Schro¨dinger operators Hf on
c2ðZþÞ ¼ c2ðf1; 2;ygÞ; given by
ðHfuÞðxÞ  uðx þ 1Þ þ uðx  1Þ þ VðxÞuðxÞ ð1:1Þ
for xAZþ; with the potential V and boundary condition fAðp2; p2	
uð0Þ cosðfÞ þ uð1Þ sinðfÞ ¼ 0: ð1:2Þ
Here (1.2) deﬁnes uð0Þ; which then enters in (1.1) for x ¼ 1: Hence H0 is the Dirichlet
operator with uð0Þ ¼ 0; and Hf ¼ H0  tanðfÞd1 where d1 is the delta function at
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x ¼ 1: Hp=2 is the Neumann operator with uð1Þ ¼ 0: All these are rank one
perturbations of H0:
A function u on Zþ,f0g is a generalized eigenfunction of the above operators for
energy E and boundary condition f if
uðx þ 1Þ þ uðx  1Þ þ VðxÞuðxÞ ¼ EuðxÞ ð1:3Þ
for xAZþ and (1.2) holds. Since such u is uniquely given by its values at x ¼ 0; 1; the
space of generalized eigenfunctions for any energy is two-dimensional. The 2
 2
unimodular matrix TEðx; yÞ which takes ðuðyþ1ÞuðyÞ Þ to ðuðxþ1ÞuðxÞ Þ whenever u is a
generalized eigenfunction for energy E; is called the transfer matrix for E: It is
immediate that
TEðx; yÞ ¼
Yx
j¼yþ1
TEð j; j  1Þ ¼
Yx
j¼yþ1
E  Vð jÞ 1
1 0
 !
:
We denote TEðxÞ  TEðx; 0Þ:
We let mf be the spectral measures of the above operators. The aim of this paper is
to construct a (non-random) bounded potential V such that these measures are
purely singular continuous and have fractional (not 0 or 1) Hausdorff dimension in
some interval of energies. We consider the sparse potential with equal barriers Vv;g
given by (1.6) below, with va0 and gX2: Here is our main result:
Theorem. Let Hf be the discrete Schro¨dinger operator on Z
þ with potential Vv;g given
by (1.6), and boundary condition f: Let mf be its spectral measure. For any closed
interval of energies JCð2; 2Þ there is v040 and g0AN such that if 0ojvjov0 and
gXg0v
2 is an integer, then for any f; the measure mf has fractional Hausdorff
dimension in J:
This is proved in Section 5 as Theorem 5.1. From the rest of our results we would
like to single out Theorems 1.4, 6.3 (random case) and 7.1.
Our motivation is a paper by Jitomirskaya–Last [4], which relates the power
growth/decay of eigenfunctions and the Hausdorff dimension of spectral measures.
We will apply ideas from [5] and use sparse potentials, which allow us to control this
growth. We mention that [4] also provides an example of potentials with the above
properties, but these are unbounded (and hence so are the operators).
First we recall some basic facts about dimension of sets and measures. If SDR and
aA½0; 1	; then the a-dimensional Hausdorff measure of S is
haðSÞ  lim
d-0
inf
d-covers
XN
n¼1
jInja
" #
:
Here a d-cover is a covering of S by a countable set of intervals In of lengths at most
d: Notice that h0 is the counting measure and h1 the Lebesgue measure. For any S
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there is a number aSA½0; 1	 such that haðSÞ ¼ 0 if a4aS; and haðSÞ ¼N if aoaS:
This aS is the dimension of S:
If m is a measure on R; we say that m is a-continuous if it is absolutely continuous
with respect to ha; and m is a-singular if it is singular to ha: Hence a-continuous
measures do not give weight to sets S with haðSÞ ¼ 0 (e.g., to sets S such that
dimðSÞoa), and a-singular measures are supported on sets S with haðSÞ ¼ 0 (and so
dimðSÞpa). We say that m has fractional Hausdorff dimension in some interval I if
mðI-Þ is a-continuous and ð1 aÞ-singular for some a40: Finally, m has exact
(local) dimension in I if for any EAI there is an aðEÞ; and for any e40 there is d40
such that mððE  d; E þ dÞ-Þ is both ðaðEÞ  eÞ-continuous and ðaðEÞ þ eÞ-
singular. We do not prove an exact dimension for our measures mf (corresponding
to (1.6)), but we do it for the random potential case which we consider in Section 6.
In the present paper, we will sometimes say that a-continuous measures have
dimension at least a and that a-singular measures have dimension at most a:
We will mainly use two results from [4] (Corollaries 4.4 and 4.5) which relate
eigenfunction growth and spectral dimension. Here, however, these results will be
restated in terms of the EFGP transform of eigenfunctions (Propositions 1.2 and 1.3
below), rather than in terms of the eigenfunctions themselves.
The EFGP transform ðR; yÞ of an eigenfunction u with energy EAð2; 2Þ is a
Pru¨fer-type transform which makes the growth/decay of u more transparent. It is
deﬁned as follows. We let kAð0; pÞ be such that E ¼ 2 cosðkÞ and set
uðxÞ  cosðkÞuðx  1Þ ¼RðxÞ cosðyðxÞÞ;
sinðkÞuðx  1Þ ¼RðxÞ sinðyðxÞÞ: ð1:4Þ
These equations deﬁne RðxÞ40 and yðxÞ ðmod 2pÞ uniquely, and we write uBðR; yÞ:
If we set
yðxÞ  yðxÞ þ k and vkðxÞ  VðxÞ
sinðkÞ;
then (1.3) becomes (see [5])
cotðyðx þ 1ÞÞ ¼ cotðyðxÞÞ þ vkðxÞ;
Rðx þ 1Þ2
RðxÞ2 ¼ 1þ vkðxÞ sinð2yðxÞÞ þ vkðxÞ
2 sin2ðyðxÞÞ: ð1:5Þ
Notice that (1.5) only determines yðx þ 1Þ ðmod pÞ: There are two ways to deal with
this. The ﬁrst is to examine (1.4) more closely and conclude (as in [6]) that
sgnðsinðyðx þ 1ÞÞÞ ¼ sgnðsinðyðxÞÞÞ; and if this is 0; then sgnðcosðyðx þ 1ÞÞÞ ¼
sgnðcosðyðxÞÞÞ: This fact and (1.5) determine yðx þ 1Þ ðmod 2pÞ uniquely, but we will
not need this extra condition here.
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The second way is to realize that sinð2yÞ; sin2ðyÞ and cotðyÞ all have period p; and
so this ambiguity in y does not affect the values of R; which are of main interest to
us. Notice also, that once uð0Þ and uð1Þ are ﬁxed and k is varied, uðxÞ is a polynomial
in E of degree x: Therefore uðxÞ; and by (1.4) also RðxÞ and yðxÞ (viewed as a
function on the unit circle), are well-deﬁned CN functions of k: Moreover, there is
completely no ambiguity in @@k yðxÞ; which will be of signiﬁcant importance in our
considerations.
Relations (1.5) are of interest to us for two reasons. The ﬁrst is that they are
particularly useful when dealing with sparse potentials, which we will consider here.
Sparse potentials are non-zero only at sites x ¼ xn such that xn  xn1-N: This is
because on the gaps—the intervals where the potential is zero—the propagation of R
and y is especially transparent. Namely, R is constant and y increments by k when
passing from x to x þ 1:
The second reason is that (1.5) provides a good control of the growth of R; which
is the same as the growth of u in the sense of the following lemma. Let us deﬁne
jjujj2L 
XL
x¼1
uðxÞ2:
Then we have
Lemma 1.1. There are constants c1; c240 depending only on kAð0; pÞ such that if
uBðR; yÞ is any generalized eigenfunction for energy 2 cosðkÞ and LX2; then
c1jjujjLpjjRjjLpc2jjujjL:
Remark. The proof shows that c1 and c2 can be chosen uniformly for kAI ; with I
any closed sub-interval of ð0; pÞ:
Proof. From (1.4) we have
RðnÞ2 ¼ uðnÞ2 þ uðn  1Þ2  2 cosðkÞuðnÞuðn  1Þ
A ½d1ðuðnÞ2 þ uðn  1Þ2Þ; d2ðuðnÞ2 þ uðn  1Þ2Þ	
with di ¼ 1þ ð1Þi cosðkÞ: Hence
d1jjujj2LpjjRjj2Lp2d2ðjjujj2L þ uð0Þ2Þ:
The result follows from the fact that
uð0Þ2 ¼ ½ð2 cosðkÞ  Vð1ÞÞuð1Þ  uð2Þ	2
p ½ð2 cosðkÞ  Vð1ÞÞ2 þ 1	½uð1Þ2 þ uð2Þ2	: &
Let us denote by uf;kBðRf;k; yf;kÞ the generalized eigenfunction for energy E ¼
2 cosðkÞ satisfying the boundary condition f: We are now ready to state, in terms of
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R rather than u; the above-mentioned results from [4]. These will be our main tools
for proving fractional dimension of measures.
Proposition 1.2 (Jitomirskaya and Last [4]). Let 0oap1 and let A be a Borel set of
energies. If for every EAA and every generalized eigenfunction uBðR; yÞ for energy E
lim
L-N
jjRjj2L
L2a
oN;
then for any f the restriction mfðA-Þ is a-continuous.
This says that if all eigenfunctions for all energies in some support of mf have a
small power growth, then mf cannot be very singular.
Proposition 1.3 (Jitomirskaya and Last [4]). Let 0oap1 and let A be a Borel set of
energies. If for every EAA
lim
L-N
jjRf;kjj2L
La
¼ 0;
where k is such that E ¼ 2 cosðkÞ; then the restriction mfðA-Þ is a-singular.
An eigenfunction v for energy E is called a subordinate solution if
lim
L-N
jjvjjL
jjujjL
¼ 0
for any other eigenfunction u with the same energy. The Gilbert–Pearson
subordinacy theory [3] shows that mf is supported off the set of energies for which
a subordinate solution exists, but does not satisfy the boundary condition f: Hence
Proposition 1.3 says that the existence of a power decaying eigenfunction (which is
then by standard arguments the subordinate solution) for all energies in some
support of mf implies certain singularity of mf:
Moreover, Lemma 2.1 below shows that the existence of a power growing
eigenfunction u implies ( for the potential (1.6)) the existence of a power decaying
subordinate solution v; and the power of decay of v is the same as the power of
growth of u: Thus we only need to estimate the power of growth of eigenfunctions.
We will speciﬁcally concentrate on generalized eigenfunctions with the Dirichlet
boundary condition f ¼ 0: Let us denote by uk the eigenfunction for energy E ¼
2 cosðkÞ with kAð0; pÞ; such that ukð0Þ ¼ 0 and ukð1Þ ¼ 1: Let ukBðRk; ykÞ; and let
ykðxÞ ¼ ykðxÞ þ k: Notice that Rkð1Þ ¼ 1: Recall that RkðxÞ; ykðxÞ and ykðxÞ are CN
functions of k:
As we mentioned before, we will use sparse potentials, which are non-zero only for
xAfxngNn¼1: It turns out that the set of possible candidates is quite small. Firstly, for
our considerations we will need to have a good control of @@k ykðxnÞ; in order to
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estimate the long-run behavior of Rk using (1.5). This turns out to be hard if fxngNn¼1
grows sub-geometrically and so we will not consider this case. On the other hand
we have
Theorem 1.4. Let xnAN be an increasing sequence, anAR and let mf be the spectral
measure for the discrete Schro¨dinger operator on Zþ with boundary condition f and
potential
VðxÞ ¼ an; x ¼ xn for some n;
0 otherwise:
(
Then
(1) if limxn=xnþ1o1 and an-0; then the dimension of mf is 1 everywhere in ð2; 2Þ;
(2) if xn=xnþ1-0 and supjanjoN; then the dimension of mf is 1 everywhere in ð2; 2Þ:
Remark. It is known [5,6] that in (2) the type of the spectrum depends on
PN
n¼1 a
2
n: If
this is ﬁnite, then we have purely a.c. spectrum, whereas if it is inﬁnite, we have
purely s.c. spectrum.
Proof. (1) Let ICð0; pÞ be a closed interval. For kAI let wkBðPk;ckÞ be the
generalized eigenfunction with energy E ¼ 2 cosðkÞ such that wkð0Þ ¼ 1 and wkð1Þ ¼ 0:
There are g41 and n0AN such that xn=xn14g and xn4gn for all n4n0:
Since an-0; for each e40 there are c1; c240 such that R2kðLÞXc1ð1 eÞnþ1 and
P2kðLÞpc2ð1þ eÞn for LA½xn þ 1; xnþ1	 and kAI : This follows from (1.5). Also,
L  xn1Xc0L with c0 ¼ 1 1g40 if n4n0: Let bo1: Then for n4n0
jjRkjj2L
jjPkjj2bL
X
ðL  xn1Þc1ð1 eÞn
ðLc2ð1þ eÞnÞb
XcL1banXcðg1baÞn
with a ¼ ð1 eÞ=ð1þ eÞb: We can choose e small enough so that g1ba41 and we
obtain
lim
L-N
jjRkjj2L
jjPkjj2bL
¼N:
Then Theorem 1.2 from [4] implies 2b
1þb-continuity of m0: Since this is true for any
bo1 and for any pair of generalized eigenfunctions with energy E ¼ 2 cosðkÞ; as well
as for any I ; the result follows.
(2) We know that jan=sinðkÞjpMoN for any n and kAI (I as above). It is easy to
show that then there are 0oaoboN such that
1 an
sinðkÞ sinð2yÞ þ
a2n
sin2ðkÞ sin
2ðyÞAða; bÞ
ARTICLE IN PRESS
A. Zlato$s / Journal of Functional Analysis 207 (2004) 216–252 221
for any n; y and kAI : Therefore in the previous argument we have to replace 1 e
and 1þ e with a and b: On the other hand, xn=xnþ1-0 implies that for any g there is
n0 such that xn=xn14g and xn4gn for n4n0: Thus for any bo1 choose g large
enough so that g1ba=bb41: The rest of the proof is identical with (1). &
This leaves us with non-decaying potentials and xn growing geometrically.
Therefore we will consider the following natural choice of potential. We take va0
and an integer gX2; and deﬁne
Vv;gðxÞ 
v; x ¼ xn  gn for some nX1;
0 otherwise:
(
ð1:6Þ
Notice that the increasing gaps in Vv;g ensure that the interval of energies ½2; 2	;
which is the essential spectrum of the free operator, is contained in the spectrum of
each Hf: Indeed, by the discrete version of a theorem of Klaus (Theorem 3.13 in [1])
sessðHfÞ ¼ ½2; 2	,fsgnðvÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4þ v2
p
g:
In what follows, we will show that for suitable v and g; the spectral measures mf are
a-continuous and ð1 aÞ-singular ( for some a40) in some sub-interval of ½2; 2	;
and so have fractional Hausdorff dimension there. It turns out that we will need
small jvj and large g:
More precisely, we will show that for certain v and g; we have that for ‘‘most’’ k
(in a sense to be speciﬁed later) within a given closed interval ICð0; pÞ the function
Rk has a suitable power growth with some power bAð0; 12Þ: Then Propositions 1.2,
1.3, together with Lemma 2.1 below, can be used to compute (bounds on) the
dimension of the spectral measures. Notice that since by (1.5) Rk is constant on
½xn1 þ 1; xn	; we only need to look at the growth of fRkðxn þ 1ÞgNn¼1:
In what follows, we will not only prove fractional Hausdorff dimension, but also
give bounds on it, and therefore we will need to enumerate those constants appearing
in our argument, which affect the power of growth of Rk: We will denote these Ci:
In the present paper, we will consider spectral measures w.r.t. k; rather than w.r.t.
E ¼ 2 cosðkÞ: This will not affect the validity of the results because on any closed
interval ICð0; pÞ of k’s (and we consider only such) the function 2 cosðkÞ is C1 with
bounded non-zero derivative. Therefore, the dimensional properties of mf w.r.t. kAI
and w.r.t. EAJ  2 cosðIÞ are identical. Nevertheless, our results will be stated in
terms of E:
Finally, we mention that in (1.6) g does not need to be integral. If one only requires
g41 and sets, for instance, xn ¼ Ignm; all our results continue to hold.
The rest of the paper is organized as follows. In Section 2 we present the main
ideas of our proofs and results. Section 3 contains the above-mentioned estimates on
@
@k ykðxnÞ: In Section 4 we prove fractional Hausdorff dimension of the spectral
measures for almost all boundary conditions, along with bounds on this dimension
(Theorems 4.1 and 4.2). Section 5 contains the same results for all boundary
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conditions (Theorems 5.1 and 5.2). We distinguish these two cases because in the
case of a.e. f the bounds we provide are considerably better than those for all f: In
Section 6 we consider certain randomization of the potential Vv;g given by (6.2) and
prove exact fractional Hausdorff dimension for a.e. realization of the potential and
a.e. boundary condition (Theorem 6.3). Finally, Section 7 contains the correspond-
ing whole-line results (Theorem 7.1).
2. Growth of eigenfunctions
In this section, we will present a short tour of the proof of our main result.
Technical details are left for later.
Let JCð2; 2Þ be a given closed interval of energies. We let ICð0; pÞ be such
that 2 cosðIÞ ¼ J: We deﬁne vk   vsinðkÞ for kAI ; w1  minkAIfjvkjg40; w2 
maxkAI fjvkjgoN; xn  gn for nX1 and x0  0: Here va0 and gX2 are to be
determined later. We consider the half-line discrete Schro¨dinger operator Hf given
by (1.1) and (1.2) with potential (1.6), and we denote its spectral measure mf: We will
prove fractional Hausdorff dimension of mfðI-Þ for suitable v; g and f:
As mentioned earlier, we need to estimate the growth of Rkðxn þ 1Þ: As in [5],
using (1.5) and the Taylor series of lnð1þ xÞ; one obtains for nX1
lnðRkðxn þ 1ÞÞ  lnðRkðxn1 þ 1ÞÞ
¼ 1
2
ln

1þ vk sinð2ykðxnÞÞ þ v2k sin2ðykðxnÞÞ

¼ 1
2
vk sinð2ykðxnÞÞ þ 1
4
v2k

2 sin2ðykðxnÞÞ  sin2ð2ykðxnÞÞ

þ gnðkÞ
¼ v
2
k
8
þ vk
2
sinð2ykðxnÞÞ þ v
2
k
8

cosð4ykðxnÞÞ  2 cosð2ykðxnÞÞ

þ gnðkÞ; ð2:1Þ
where jgnðkÞjoC0jvkj3 for some C040: Here gnðkÞ is the sum of all third and higher
order terms in vk; and the last equality comes from
2 sin2ðyÞ  sin2ð2yÞ ¼ 1
2
 cosð2yÞ þ 1
2
cosð4yÞ:
Now take va0 small enough so that w2 þ w22o1 and C0w32ow21=8; and deﬁne
d1  w21=8 C0w32 and d2  w22=8þ C0w32: If we let 0oC1od1 and d2oC2oN; then
we have
v2k
8
þ gnðkÞA½d1; d2	CðC1; C2Þ ð2:2Þ
for any n and kAI : From now on, v and C0 (and thus also C1 and C2) will be ﬁxed.
Here is our main idea. It follows from (2.2) that the contribution of the terms
v2k=8þ gnðkÞ to the size of lnðRkðxn þ 1ÞÞ is within the interval ½d1n; d2n	: If we could
ARTICLE IN PRESS
A. Zlato$s / Journal of Functional Analysis 207 (2004) 216–252 223
show that for large n the contribution of the remaining three (oscillating) terms in
(2.1) is small compared to this, we would obtain estimates proving positive power of
the growth of Rk: It is reasonable to hope for this because the oscillating terms
change sign when n is varied, and so we can expect cancellations. This is the central
idea of [5].
So let us assume for a while that for some ADI with jAj ¼ 0 (jAj being the
Lebesgue measure of A)
XN
n¼1
sinð2ykðxnÞÞ ¼ oðNÞ 8kAI \A ð2:3Þ
and that the same holds for the other two oscillating terms. For any kAI \A we have
for large n (by (2.2))
Rkðxn þ 1ÞAðeC1n; eC2nÞ ¼ ðxb1n ; xb2n Þ; ð2:4Þ
where bi  Ci=lnðgÞ: If we choose g to be large enough so that 0ob1ob2o12; we get
c1L
1þ2b1pjjRkjj2Lpc2L1þ2b2 ð2:5Þ
for large L and ci ¼ ciðkÞ: Then Proposition 1.2, along with the theory of rank one
perturbations [10], proves for a.e. boundary condition f that the dimension of mf is
at least 1 2b2 (see the last paragraph of the proof of Theorem 4.1).
To obtain a good upper bound for the dimension, we need to prove an appropriate
decay of the corresponding subordinate solutions. We will use the following result,
the proof of which we postpone until the end of this section.
Lemma 2.1. Let x1ox2o? be such that jjTEðxn; xn1ÞjjpB for some EAð2; 2Þ and
BoN: Let us assume that uBðR; yÞ is a generalized eigenfunction for energy E such
that
Rðxn þ 1Þ ¼ ean ;
where an ¼
Pn
1 ðZj þ XjÞ with ZjA½d1; d2	 ( for some 0od1pd2oN) and
Pn
1 Xj ¼
oðnÞ: Then there exists a subordinate solution vBðP;cÞ for energy E such that for any
0odod1 and for all sufficiently large n we have
Pðxn þ 1Þpedn:
Remark. In principle, the lemma shows that the power of decay of the subordinate
solution is the same as the power of growth of all other solutions for the same
energy. Hence, in a sense, the result is optimal. Notice that information on only one
growing solution is needed, but this has to satisfy a ‘‘steady growth’’ condition.
Compare with Lemma 8.7 in [5], where two growing solutions are involved.
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The lemma can be applied here because we have (2.2) and (2.3). Notice also that
all the powers of the free transfer matrix
E 1
1 0
 !
for energy EAð2; 2Þ are uniformly norm bounded. Hence, we also have a uniform
(in n) bound on
jjTEðxn; xn1Þjjp
E  v 1
1 0
 !


 E 11 0
 !xnxn11


:
So for kAI \A we let
Zj ¼ v
2
k
8
þ gjðkÞ
and
Xj ¼ vk
2
sinð2ykðxjÞÞ þ v
2
k
8

cosð4ykðxjÞÞ  2 cosð2ykðxjÞÞ

:
If we now take d such that C1odod1 (say d ¼ C1 þ e), we obtain the existence
of a vector %usubk AR
2 which generates the subordinate solution usubk with
jjusubk jj2LpL12b12e=lnðgÞ: Hence by Proposition 1.3 and the Gilbert–Pearson
subordinacy theory [3], the dimension of mf is at most 1 2b1 for a.e. f (see the
proof of Theorem 4.1).
Moreover, by the proof of Lemma 2.1, jjTEðxnÞjj-N as n-N whenever
EA2 cosðI \AÞ: Theorem 1.2 from [7] then implies absence of a.c. spectrum in I for
all f: The next paragraph proves absence of p.p. spectrum if w2 þ w22olnðgÞ: Thus
for g large enough, we obtain purely s.c. spectrum in I for all f:
But we can do even better. It turns out that with a slightly stronger assumption
than (2.3), we can show fractional dimension for all boundary conditions! First
notice that
lnðRkðxn þ 1ÞÞ  lnðRkðxn1 þ 1ÞÞow2 þ w
2
2
2
and so for all kAI we have Rkðxn þ 1Þoxðw2þw
2
2
Þ=2 lnðgÞ
n : Since Rk is constant on
½xn1 þ 1; xn	; Proposition 1.2 implies that the dimension is at least 1 ðw2 þ
w22Þ=lnðgÞ on all of I : Since w2 þ w22o1; this is strictly positive if gX3:
Now replace (2.3) with the (stronger) assumption that for any e40 there exists
AeDI ; a set with dimension smaller than 1 such that
lim
N-N
1
N
XN
n¼1
sinð2ykðxnÞÞ

pe 8kAI \Ae; ð2:6Þ
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and the same is true for the other two oscillating terms. Let us consider the
‘‘Dirichlet’’ measure m0: Since it has no a.c. part, it is supported on the set of k for
which uk is the subordinate solution. It follows that m0ðI \AeÞ ¼ 0: Indeed, if kAI \Ae;
then for large n we have
Rkðxn þ 1Þ4exp C1  e w2
2
þ 3w
2
2
8
  
n
 
:
If e is small enough so that the exponent is positive, Lemma 2.1 again shows the
existence of a subordinate solution usubk ; and this must be different from uk (by which
we mean that usubk is not a multiple of uk). This implies that m0 is supported on A
e:
Hence the dimension of m0 on I (which we know is positive) is at most dimðAeÞo1;
and therefore fractional. Considering instead of uk the generalized eigenfunction for
energy 2 cosðkÞ satisfying boundary condition fa0; and assuming (2.6) for the
corresponding yf;kðxnÞ; we can obtain the same result for any f: For details see the
proof of Theorem 5.1.
Our considerations have, however, a pitfall. Neither (2.3) nor (2.6) need hold for
such a large set of k’s as we want. We cannot hope for this because we have only
limited control of the argument of the sin term. Fortunately, we do not really need
(2.3) and (2.6) in the presented form. This is because the non-oscillatory term v2k=8
gives us some space. We can ‘‘sacriﬁce’’ part of it, just as we did when we joined it
with the gnðkÞ term, and still keep a power growth of Rk: More precisely, we will
divide the sin term into two, one of which will be small with respect to the non-
oscillatory term, whereas the other one will have enough ‘‘regularity’’ for (2.3) and
(2.6) to hold. The two cos terms can be treated similarly.
Proof of Lemma 2.1. Let d0 ¼ 12ðd þ d1Þ and let vBðP;cÞ be any solution for energy
E different from u: Let pn  Pðxn þ 1Þ; rn  Rðxn þ 1Þ and tn  jjTEðxnÞjj: The ﬁrst
ingredient in the proof is Theorem 2.3 from [5] which states that there are c1; c240
such that
c1 maxfpn; rngptnpc2 maxfpn; rng:
Since by hypothesis rnXed0n=c1 for large n; it follows that for large enough n
tnXed0n: ð2:7Þ
On the other hand, if d34maxfd2; lnðBÞg; then for large n
tnped3n:
Hence if
d  lim
n-N
lnðtnÞ
n
;
then d0pdpd3:
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From (2.7) we know that
XN
n¼1
jjTEðxn; xn1Þjj2
jjTEðxnÞjj2
oN:
This is the assumption of our second ingredient, Theorem 8.1 from [7], the proof of
which (namely inequalities (8.5) and (8.7)) yields the following. There is a vector
%vAR2 and c040 such that
jjTEðxnÞ%vjj2pc0t2ns2n þ t2n
with sn ¼
PN
m¼0 t
2
nþm: Our aim is to show that for large enough n this is smaller
than e2dn:
The above-mentioned Theorem 8.1 also asserts that %v generates the subordinate
solution for energy E: One expects that this is different from u; generated by
%u  ðuð0Þ; uð1ÞÞ; which is a growing solution. We will now prove this claim.
Let d0odod00 be such that d00o2d0: From the deﬁnition of d we know that for
large enough n
snpe2d
0n:
Also there are fnjgNj¼1 such that tnjoed
00nj and so
jjTEðxnj Þ%vjj2pc0e2d
00nj e4d
0nj þ e2d00nj-0
as j-N: Since
jjTEðxnj Þ %ujj2 ¼ uðxnj þ 1Þ2 þ uðxnj Þ2X
Rðxnj þ 1Þ2
2
-N;
the subordinate solution is indeed different from u: Let us take it for v; and change P;
pn; c1 and c2 accordingly. Since Theorem 8.1 from [7] also states that
jjTEðxnÞ%vjj
jjTEðxnÞ %ujj-0;
it then follows that pnorn for large n: Hence c1rnotnoc2rn for large n:
Let an ¼ an=n: If n is large enough, then anAðd0; d3Þ: Let bAN be such that
d0ðb þ 1Þ4d3: Pick e40 small enough so that e0  eðb þ 2Þoðd0  dÞ=2:
Since ann ¼
Pn
1 ðZj þ XjÞ; for large n we have
Pn
1 ZjXðan  eÞn and j
Pn
1 Xj jpen:
Since
lnðrnþmÞ ¼ anþmðn þ mÞ ¼
Xnþm
1
ðZj þ XjÞXðan  eÞn þ d1m  eðn þ mÞ;
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for mpbn we have
rnþmXeðane
0Þnþd1m:
Hence for large n
snpc21
Xbn
m¼0
e2ðane
0Þn2d1m þ c21
XN
m¼bn
e2d0ðnþmÞpcðe2ðane0Þn þ e2d0ðbþ1ÞnÞ
for some c40: It follows that
jjTEðxnÞ%vjj2p 2cc0c22ðeð2an4ðane
0ÞÞn þ eð2an4d0ðbþ1ÞÞnÞ þ c21 e2ann
p c0ðe2dn þ e2d3n þ e2d0nÞp3c0e2dn:
The rest is an easy computation. From (1.4) we have
P2ðxn þ 1Þp2ðvðxn þ 1Þ2 þ vðxnÞ2Þ ¼ 2jjTEðxnÞ%vjj2p6c0e2dn
for large n: Since this holds for any dod1; the result follows. &
3. Estimates on the growth of h
From now on let us write yðxn; kÞ instead of ykðxnÞ: As mentioned before, the key
to our results are estimates on @@k yðxn; kÞ which we denote y
0ðxn; kÞ: Differentiating
the ﬁrst equation of (1.5) with respect to k; and using sin2ðyÞ ¼ ð1þ cot2ðyÞÞ1; we
get (as in [6])
@
@k
yðx þ 1Þ ¼
@
@k yðxÞ  VðxÞ cosðkÞsin2ðkÞ sin
2ðyðxÞÞ
sin2ðyðxÞÞ þ ½cosðyðxÞÞ  VðxÞ
sinðkÞ sinðyðxÞÞ	2
:
For our potential Vv;g and for x ¼ xn; the denominator is
an;k ¼ 1þ vk sinð2yðxn; kÞÞ þ v2k sin2ðyðxn; kÞÞ
and so
y
0ðxnþ1; kÞ ¼ xnþ1  xn þ y0ðxn þ 1; kÞ
¼ xnþ1  xn þ y
0ðxn; kÞ
an;k
þ vk cotðkÞ sin
2ðyðxn; kÞÞ
an;k
: ð3:1Þ
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The denominator an;k is in the interval ½C3; C4	Cð1 ðw2 þ w22Þ; 1þ ðw2 þ w22ÞÞ
with
Ci  1þ w
2
2
2
þ ð1Þiw2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ w
2
2
4
s
:
Notice that C3C4 ¼ 1: The last fraction in (3.1) is in some interval ðM; MÞ for any
n and any kAI : From (3.1) one can show that as n-N; y
0ðxn; kÞ gets close to xn:
Indeed, if for some n we have y
0ðxn; kÞ=xnAðD1;D2Þ for all kAI (and some DiAR),
then
y
0ðxnþ1; kÞ
xnþ1
A 1þ 1
g
D1
C4
 1
 
 M
gnþ1
; 1þ 1
g
D2
C3
 1
 
þ M
gnþ1
 
:
Iterating this, one proves that for any D1oC5  ðg 1Þ=ðg C3Þ and D24C6 
ðg 1Þ=ðg C4Þ there is n0 such that for n4n0 and all kAI
y
0ðxn; kÞ
xn
AðD1; D2Þ: ð3:2Þ
This is because ðg 1Þ=ðg C1i Þ are the ﬁxed points of the map D/1þ ðD=Ci 
1Þg1; and C13 ¼ C4: Thus ðD1; D2Þ is an interval containing 1, which can be made
as small as we need by taking g large enough. This will play an important role in our
considerations.
For n4n0 let Kn;1 and Kn;2 be the smallest and largest numbers in I such that
yðxn; Kn;iÞ is an integral multiple of p: Notice that by (3.2) the distance of these
numbers from the corresponding edges of I is smaller than pD11 g
n: Let
kn;1 ¼ Kn;1okn;2o?okn;jn ¼ Kn;2 be all numbers in I such that yðxn; kjÞ is an
integral multiple of p: Let In;j ¼ ½kn;j; kn;jþ1	: Then (3.2) implies that
jIn;jjAðpD12 gn; pD11 gnÞ: ð3:3Þ
We will slightly alter the oscillating sin term on each In;j: This way we will obtain the
(previously mentioned) more regular term for which we can prove (2.3) (and later
(2.6)). This is the content of Sections 4 and 5. But before that, we present an
additional argument.
It turns out that by considering y
00ðxn; kÞ one can improve (3.2) and (3.3) on small
scale (i.e., the scale of In;j). This improvement is not essential for our results; it only
yields better numerical estimates for large g: Differentiating (3.1) with respect to k
one obtains
y
00ðxnþ1; kÞ ¼ y
00ðxn; kÞ
an;k
 ½y0ðxn; kÞ	2 2vk cosð2yðxn; kÞÞ þ v
2
k sinð2yðxn; kÞÞ
a2n;k
þ bn;ky0ðxn; kÞ þ ebn;k;
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where bn;k; ebn;kAðM; MÞ for some M and all n; k: Then for n4n0 (since a1n;kpC4),
jy00ðxnþ1; kÞj
x2nþ1
pC4
g2
jy00ðxn; kÞj
x2n
þ D
2
2C
2
4ð2w2 þ w22Þ
g2
þ 2MD2
gnþ1
:
Similarly as above, by iterating this we obtain that for large enough n (say n4n0 for
a new n0) and all kAI
jy00ðxn; kÞj
x2n
pD
2
2C
2
4ð2w2 þ w22Þ
g2  2 :
This is because the ﬁxed point of the mapping D/C4D=g2 þ D22C24ð2w2 þ w22Þ=g2 is
D22C
2
4ð2w2 þ w22Þ=ðg2  C4Þ; and because C4o2:
If n4n0; let D
n;j
1 and D
n;j
2 be such that for any kAIn;j
y
0ðxn; kÞ
xn
A½Dn;j1 ; Dn;j2 	; ð3:20Þ
and the interval ½Dn;j1 ; Dn;j2 	 is smallest possible. From (3.3) and the obtained estimate
on jy00ðxn; kÞj we have that
D
n;j
2  Dn;j1 p
p
D1gn
D22C
2
4ð2w2 þ w22Þ
g2  2 g
2ngn ¼ pD
2
2C
2
4ð2w2 þ w22Þ
D1ðg2  2Þ :
Notice that D2  D1Ec=g; and so as g-N; estimate (3.20) is better than (3.2). We
also have the obvious improvement of (3.3), namely
jIn;jjA½pðDn;j2 Þ1gn; pðDn;j1 Þ1gn	: ð3:30Þ
Now let
C7  min pD
2
2C
2
4ð2w2 þ w22Þ
D21ðg2  2Þ
;
D2  D1
D1
 
:
Since D1pDn;j1 pD
n;j
2 pD2; we have
D
n;j
2  Dn;j1
D
n;j
1
pC7p
D2  D1
D1
for all j and n4n0:
4. Fractional dimension for a.e. boundary condition
Let us now turn to the announced division of the sin term in two. Since ðC6 
C5Þ=C5 ¼ ðC4  C3Þ=ðg C4Þ; we can pick D1; D2 close to C5; C6 so that ðD2 
D1Þ=D1 is arbitrarily close to ðC4  C3Þ=ðg C4Þ: Since C3 and C4 (as well as C1 and
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C2) are independent of g; and C7pðD2  D1Þ=D1; we can make C7 arbitrarily small
by taking g large enough. Let us do this so that
C7
p
w2
2
þ 3w
2
2
8
 
oC1: ð4:1Þ
For kAI and n4n0 we let
QnðkÞ 
jIn;jj1
R
In;j
sinð2yðxn; kÞÞ dk; kAIn;j;
0; kAI \½Kn;1; Kn;2	
(
and deﬁne
XnðkÞ  sinð2yðxn; kÞÞ  QnðkÞ:
Notice that Z
In;j
XnðkÞ dk ¼ 0 ð4:2Þ
for any j: Also, by (3.20)
jsinð2yðxn; kÞÞ  XnðkÞj ¼ jQnðkÞjp2p
D
n;j
1  Dn;j2
D
n;j
1 þ Dn;j2
pC7
p
for any kAI and n4n0: This is because jQnj is maximal possible on In;j if y0 equals
D
n;j
1 g
n when sinð2yÞ is positive and Dn;j2 gn when sinð2yÞ is negative (or vice versa). And
in that case we have equality in the ﬁrst inequality above.
Therefore we have
XN
n¼n0þ1
vk
2
sinð2yðxn; kÞÞ

pw22 C7p N þ vk2 XN
n¼n0þ1
XnðkÞ

:
If we do the same with the other two oscillating terms (the corresponding In;j’s and
Xn’s will be slightly different), the three terms containing C7 will add up to
C7
p
w2
2
þ 3w
2
2
8
 
NoC1N:
So if we prove (2.3) for Xn in place of sin (and similarly for the two cos terms), we
will still keep a power growth of Rk: We will be able to do this using (4.2).
To this end we need estimates on the covariances of the Xn’s, so take
n4m4n0: Then for all j we have (4.2), whereas from (3.2) it follows that Xm
takes on In;j values within an interval of length at most D2gmjIn;j jppD2D11 gmn:
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Therefore Z
In;j
XmXn dk

ppD2D1 gmnjIn;jj:
Notice that this might not be true if In;j contains some km;l ; points where Xm may be
discontinuous. But this is not a problem because the total length of such In;j’s is of
order gmn: Since also jI \½Kn;1; Kn;2	jBgn and the Xn’s are bounded, we get for
n4m4n0 Z
I
XmXn dk
 pcgmn:
By the Cauchy–Schwarz inequalityZ
I
XN
n¼n0þ1
Xn

 dkp c
Z
I
XN
n¼n0þ1
Xn
 !2
dk
24 351=2
¼ c
Z
I
XN
n¼n0þ1
X 2n þ
X
n0omonpN
2XmXn dk
" #1=2
p cðN þ cNÞ1=2pcN1=2
(the value of c changes in each inequality, but is independent of N ). Thus
Z
I
PN4
n¼n0þ1 Xn
N4

 dkp cN2
which means that for a.e. k PN4
n¼n0þ1 Xn
N4
-0;
because
PN
1 N
2oN: Since the Xn’s are bounded and ½ðN þ 1Þ4  N4	=N4-0; it
follows that for these k PN
n¼n0þ1 Xn
N
-0
and so PN
n¼1 Xn
N
-0:
Theorem 4.1. Let Hf be the discrete Schro¨dinger operator on Z
þ with potential Vv;g
given by (1.6), and boundary condition f: Let mf be its spectral measure. For any closed
interval of energies JCð2; 2Þ there is v040 and g0AN such that if 0ojvjov0 and
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gXg0 is an integer, then each mf is purely singular continuous in J; and for a.e. f the
measure mf has fractional Hausdorff dimension in J:
Remark. A priori, g0 depends on v: However, since in (4.1) we have C1 ¼ Oðv2Þ;
C7 ¼ Oðvg2Þ and w2 ¼ OðvÞ as v-0; g-N; we can choose g0 uniformly for all
small v:
Proof. Let ICð0; pÞ be such that 2 cosðIÞ ¼ J: The above discussion and (2.2) show
that there is ADI with jAj ¼ 0; such that for any kAI \A there is n1ðkÞ such that
for n4n1ðkÞ
Rkðxn þ 1ÞAðec1n; ec2nÞ ¼ ðxb1n ; xb2n Þ;
where
ci  Ci þ ð1ÞiC7p
w2
2
þ 3w
2
2
8
 
40 ði ¼ 1; 2Þ
and bi  ci=lnðgÞ: Take g large enough so that 0ob1ob2o12: It follows from the
constancy of Rk on ½xn þ 1; xnþ1	 that (2.5) holds for kAI \A:
Using Lemma 2.1 with
di þ ð1Þi C7p
w2
2
þ 3w
2
2
8
 
ði ¼ 1; 2Þ
in place of d1; d2; one gets for these k the existence of a vector %u
sub
k AR
2 such that the
following holds. If usubk BðPk;ckÞ is the generalized eigenfunction for energy 2 cosðkÞ
generated by %u subk ; then for some small e
Pkðxn þ 1Þpeðc1þeÞn ¼ xb1e=lnðgÞn :
Since Pk is constant on ½xn1 þ 1; xn	; we have
jjPkjj2Lpc0L12b12e=lnðgÞ: ð4:3Þ
Since usubk is the subordinate solution for energy 2 cosðkÞ; all other solutions for
this energy grow (in power) no faster than Rk:Also, mf restricted to I is supported on
the set of those k; for which usubk satisﬁes the boundary condition f (this is because mf
has no a.c. part; see [3]), and so Pk ¼ Rf;k: Then we have by Propositions 1.2, 1.3
and by (2.5), (4.3) that for any f the restriction mfððI \AÞ-Þ is ð1 2b2Þ-continuous
and ð1 2b1Þ-singular. By the theory of rank one perturbations (Theorem 1.8 in
[10]) we know that mfðAÞ ¼ 0 for a.e. f; and so for a.e. f we have the same
continuity/singularity of mfðI-Þ: &
To get numerical bounds on the dimensions, one needs to evaluate constants Ci:
These depend on wi and therefore it is best to consider (for given v and large g) a
small interval I around each k; so that wiEjvkj: One then obtains bounds on local
dimension of mf which will be k-dependent. We will, however, ﬁrst present an
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additional argument which will considerably facilitate this (by eliminating constants
C0; C1 and C2) as well as improve the obtained bounds.
Let us push the above ideas a little bit further. At the beginning of this argument we
introduced the term gnðkÞ as the sum of all third and higher order terms in vk: One
can, however, write down all these terms explicitly, using the Taylor series of lnð1þ xÞ:
ln

Rkðxn þ 1Þ

 lnðRkðxn1 þ 1ÞÞ
¼ 1
2
lnð1þ vk sinð2yðxn; kÞÞ þ v2k sin2ðyðxn; kÞÞÞ
¼
X
a;bX0
aþbX1
ð1Þaþbþ1
2a þ 2b
a þ b
a
 !
vaþ2bk sin
að2yðxn; kÞÞ sin2bðyðxn; kÞÞ:
If jvkj þ v2ko1; then the sum of the amplitudes of the terms of this sum (with n ﬁxed)
converges absolutely.
Now notice that all terms with odd a are oscillating, whereas terms with even a do
not change sign when varying n: This will allow us to obtain more precise bounds on
the dimension, since, once again, the contribution of oscillating terms will be (for
a.e. k) negligible in comparison with that of non-oscillating terms. This will be
proved by the same methods as above. We will replace the oscillating term
sinað2yðxn; kÞÞ sin2bðyðxn; kÞÞ by a more regular term sinað2yðxn; kÞÞ sin2bðyðxn; kÞÞ 
Qn;a;bðkÞ; with Qn;a;bðkÞ small. The fact that we now have an inﬁnite number of terms
will not cause problems because the sum of their amplitudes converges absolutely.
First we need to do what we have already done once. We will split each non-
oscillating term in two, a constant and an oscillating term. The latter will be treated
as the other oscillating terms. We deﬁne
Fa;b  1p
Z p
0
sinað2yÞ sin2bðyÞ dy:
If 2[a; then this is 0 and
Wn;a;bðkÞ  sinað2yðxn; kÞÞ sin2bðyðxn; kÞÞ
is oscillating. If 2ja; the corresponding term is non-oscillating and we split it into Fa;b
and
Wn;a;bðkÞ  sinað2yðxn; kÞÞ sin2bðyðxn; kÞÞ  Fa;b:
Let
FðvkÞ 
X
a;bX0
aþbX1
ð1Þaþbþ1
2a þ 2b
a þ b
a
 !
vaþ2bk Fa;b;
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GðvkÞ 
X
a;bX0
aþbX1
1
2a þ 2b
a þ b
a
 !
jvkjaþ2b:
Then FðvkÞ is the sum of all the constant terms, and GðvkÞ is strictly larger than the
sum of the amplitudes of the oscillating terms (for ﬁxed n). Notice that
GðvkÞ ¼ 1
2
lnð1 jvkj  v2kÞ
and (see [8,6])
FðvkÞ ¼ 1p
Z p
0
1
2
lnð1þ vk sinð2yÞ þ v2k sin2ðyÞÞ dy ¼
1
2
ln 1þ v
2
k
4
 
:
We take g large so that C7GðvkÞ=poFðvkÞ for all kAI :
Now ﬁx any a; b and consider all the Wn;a;b’s. We can do everything as above. Take
the intervals In;j (these will be different for 2ja and 2[a; just as they were for the sin
and cos terms). As before, the integral of Wn;a;b over any In;j is close to 0 (it would be
exactly 0 if y
0ðxn; kÞ were constant on In;j). Thus from (3.20) we know that there is
Qn;a;bðkÞ such that jQn;a;bðkÞjpC7=p; and for Xn;a;bðkÞ  Wn;a;bðkÞ  Qn;a;bðkÞ we
have Z
In;j
Xn;a;bðkÞ dk ¼ 0:
As before, one can use this to prove thatPN
n¼1 Xn;a;b
N
-0 ð4:4Þ
for a.e. k: This holds for any a; b: Since the number of these pairs is countable, we
have that for a.e. k (4.4) holds for any a; b: Using the fact that the sum of the
amplitudes of the oscillating terms is ﬁnite, we obtain that
1
N
XN
n¼1
X
a;bX0
aþbX1
ð1Þaþbþ1
2a þ 2b
a þ b
a
 !
vaþ2bk Xn;a;b-0
for a.e. k: Then for each such k and for large n4n1ðkÞ we have
Rkðxn þ 1ÞAðec1n; ec2nÞ;
where ci ¼ ciðkÞ  FðvkÞ þ ð1ÞiC7GðvkÞ=p (recall that GðvkÞ is strictly larger than
the sum of the amplitudes). We know from [10] that for a.e. f the spectral measure
mf is supported on the set of these k’s because it is a set of full measure.
Let us now estimate C7 for jvkj þ v2ko1: Let I be a small interval around k; so
that w2 is arbitrarily close to jvkj: Then C4  C3o2ðjvkj þ v2kÞ and C4o2; and one
can pick D1; D2 so that ðD2  D1Þ=D1o2ðjvkj þ v2kÞ=ðg 2Þ and D2=D1og=ðg 2Þ:
We trivially have pð2w2 þ w22Þ=ðg2  2Þo7ðjvkj þ v2kÞ=g2 for small I and gX5: So
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we obtain
C7omin
28ðjvkj þ v2kÞ
ðg 2Þ2 ;
2ðjvkj þ v2kÞ
g 2
( )
 C07: ð4:5Þ
Let I be small enough so that for any k0AI
c1ðk0Þ; c2ðk0ÞA FðvkÞ  C
0
7
p
GðvkÞ; FðvkÞ þ C
0
7
p
GðvkÞ
 
:
Repeating the proof of Theorem 4.1 we obtain
Theorem 4.2. With the notation of Theorem 4.1 let gX5; FðxÞ ¼ 1
2
lnð1þ x2
4
Þ and
GðxÞ ¼ 1
2
lnð1 jxj  x2Þ: For kAð0; pÞ let EðkÞ ¼ 2 cosðkÞ; vk ¼  vsinðkÞ;
a1ðkÞ  1 2
FðvkÞ þ 28ðjvk jþv
2
k
Þ
pðg2Þ2 GðvkÞ
lnðgÞ ;
a2ðkÞ  1 2
FðvkÞ  28ðjvk jþv
2
k
Þ
pðg2Þ2 GðvkÞ
lnðgÞ :
Then for a.e. f we have for all k such that jvkj þ v2ko1 and a2ðkÞo1; that on a small
interval around EðkÞ the measure mf is a1ðkÞ-continuous and a2ðkÞ-singular.
Remark. (1) Notice that the hypotheses imply that a1ðkÞ40 whenever a2ðkÞo1:
(2) So under the above conditions we know that for a.e. f; the local dimension of
the spectral measure is inside an interval which is close to 1, and for large g its size is
small compared to its distance from 1.
5. Fractional dimension for all boundary conditions
Now we turn to the proof for all boundary conditions. We return to considering
the term gnðkÞ and three oscillating terms ﬁrst. We again restrict our considerations
to the sin term, the two cos terms are treated similarly.
It turns out that the Xn from Section 4 are not regular enough to prove (2.6)
(with sin replaced by Xn). Therefore we need to make a new breakup of the
oscillating term to obtain a more regular Xn: This is done in the appendix in the
proof of Theorem A.1 (with fnðkÞ ¼ 2yðxn; kÞ; b ¼ 2; d1 ¼ 1 D1 and d2 ¼ D2  1).
Using the reasoning from Section 2 we then obtain our main result:
Theorem 5.1. Let Hf be the discrete Schro¨dinger operator on Z
þ with potential Vv;g
given by (1.6), and boundary condition f: Let mf be its spectral measure. For any closed
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interval of energies JCð2; 2Þ there is v040 and g0AN such that if 0ojvjov0 and
gXg0v
2 is an integer, then for any f; the measure mf has fractional Hausdorff
dimension in J:
Remark. A priori, g0 depends on v: However, (5.1) below gives e ¼ OðvÞ as v-0
(since C1 ¼ Oðv2Þ; C7 ¼ Oðvg2Þ and w2 ¼ OðvÞ). So if g ¼ Oðe2Þ ¼ Oðv2Þ; then
in (5.2) aðeÞo1 (because D1; D2-1 as v-0). Compare with the remark after
Theorem 4.1.
Proof. Let ICð0; pÞ be such that 2 cosðIÞ ¼ J: Let a01  1 ðw2 þ w22Þ=lnðgÞ40
(with w2 þ w22o1 and gX3). We already know that by Proposition 1.2 mf is
a01-continuous on I :
By the appendix, the absolute value of the ‘‘small’’ term sinð2yðxn; kÞÞ  XnðkÞ
from the new breakup is at most p2ðDn;j2 þ Dn;j1 ÞDn;j1 pp2 C7; and for all e4e0 
ð2 lnð1þ 10g D2D11 ÞÞ1=2 there is Ae with dimðAeÞo1 such that (2.6) with XnðkÞ in
place of sinð2yðxn; kÞÞ is satisﬁed. Here C7; e0-0 as D1; D2-1 and g-N; which is
guaranteed by g-N only. Hence we proceed as follows.
This time we let g; D1 and D2 be such that
p
2
C7
w2
2
þ 3w
2
2
8
 
oC1
(this is possible for all large g). Then for n4n0 we have
XN
n¼n0þ1
vk
2
sinð2yðxn; kÞÞ

pw22 p2 C7N þ vk2 XN
n¼n0þ1
XnðkÞ

:
We do the same with the other two oscillating terms, and the three terms containing
C7 add up to
p
2
C7
w2
2
þ 3w
2
2
8
 
NoC1N:
Next, we choose e with
0oe w2
2
þ 3w
2
2
8
 
oC1  p
2
C7
w2
2
þ 3w
2
2
8
 
ð5:1Þ
and we take g large enough so that e0oe: By the appendix there is a set Ae such that
dimðAeÞpaðeÞ  1
e2  2 ln 1þ 10D2gD1
 
2 lnðgÞ ð5:2Þ
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and (2.6) holds with sin replaced by Xn: Similarly for the other two oscillating terms,
and we let Ae be the union of the three sets.
From the above discussion it follows that for kAI \Ae and n large enough we have
Rkðxn þ 1Þ4ec1n ¼ xb1n ; ð5:3Þ
where
c1 ¼ C1  p
2
C7 þ e
  w2
2
þ 3w
2
2
8
 
40
and b1 ¼ c1=lnðgÞ: It is known (see [4]) that for a.e. k w.r.t. m0 we have
lim
L-N
jjRkjjL
L1=2 lnðLÞoN:
Given (5.3), this can be true only if m0ðI \AeÞ ¼ 0: Thus m0ðI-Þ is supported on Ae:
Hence on I the measure m0 is ðdimðAeÞ þ dÞ-singular for any d40: Since D1; D2
can be arbitrarily close to C5; C6; and since C6=C5og=ðg 2Þ if w2 þ w22o1; we have
dimðAeÞoa02  1
e2  2 ln 1þ 10g2
 
2 lnðgÞ :
So m0 is a
0
2-singular on I : If in this argument we replace uk by the generalized
eigenfunction for the same energy satisfying boundary condition f; we obtain the
same singularity for mf: Now take g large so that a
0
2o1; and the result follows. &
At this point we can do again what we did after proving Theorem 4.1: consider an
inﬁnite sum of terms instead of gnðkÞ:
Now we use a different type of regularization of the oscillating terms, but
everything can be done as before, with one adjustment. We need to use Theorem A.3
in place of Theorem A.1, which gives us a different bound for the difference of the
oscillating term sinað2yðxn; kÞÞ sin2bðyðxn; kÞÞ and its regularization Xn;a;bðkÞ; namely
p
2
ða þ bÞC7: The derivative of the oscillating term enters here, and we use the
(very crude) estimate
jj½sinað2yÞ sin2bðyÞ	0jjNpða þ bÞjj½sinð2yÞ	0jjN:
So this time we need to take FðvkÞ and GðvkÞ as before (the latter will be the
coefﬁcient for e), and also
G˜ðvkÞ ¼
X
a;bX0
aþbX1
1
2
a þ b
a
 !
jvkjaþ2b ¼ 1
2
jvkj þ v2k
1 jvkj  v2k
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which will be the coefﬁcient for p
2
C7: We take g large so that p2C7G˜ðvkÞoFðvkÞ; and
take e40 such that
eGðvkÞoFðvkÞ  p
2
C7G˜ðvkÞ:
Then given any pair a; b we construct the set Aea;b for Xn;a;b: We show, as above, that
its dimension is at most aðeÞ: Letting the (countable) union of these sets play the role
of Ae in the proof of Theorem 5.1, and considering (4.5), we obtain
Theorem 5.2. With the notation of Theorem 5.1 let gX5: For kAð0;pÞ let EðkÞ ¼
2 cosðkÞ; vk ¼  vsinðkÞ;
ek 
ln 1þ v2k
4
 
 14pðjvk jþv2kÞ
2
ðg2Þ2ð1jvk jv2kÞ
lnð1 jvkj  v2kÞ
;
a01ðkÞ  1
jvkj þ v2k
lnðgÞ ;
a02ðkÞ  1
e2k  2 ln 1þ 10g2
 
2 lnðgÞ :
If k is such that jvkj þ v2ko1; ek40 and a02ðkÞo1; then on a small interval around EðkÞ
each mf is a
0
1ðkÞ-continuous and a02ðkÞ-singular.
Remark. (1) Notice that the hypotheses imply that a01ðkÞ40:
(2) So for large g; the dimension of each spectral measure mf is inside an interval
which is close to 1; and its size is comparable to its distance from 1. The estimate for
a.e. f in Section 4 is better by a factor of g2:
To illustrate the obtained results we provide an
Example. Let us assume that v; g and I are such that gX104v2; and jvkjp12 for any
kAI : Estimating the quantities in Theorems 4.2 and 5.2, one can obtain
½a1ðkÞ; a2ðkÞ	D 1
ln 1þ v2k
4
 
lnðgÞ 
10
g2 lnðgÞ; 1
ln 1þ v2k
4
 
lnðgÞ þ
10
g2 lnðgÞ
24 35
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and
½a01ðkÞ; a02ðkÞ	D 1
jvkj þ v2k
lnðgÞ ; 1
v2k
500 lnðgÞ
 
(notice that vk ¼ 2v=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4 E2
p
). For instance, take v ¼ 1
10
; g ¼ 106 and J ¼
½1:9; 1:9	: Then for a.e. f the local dimension of mf at any EAJ is in
1
ln 1þ 1
100ð4E2Þ
 
6 lnð10Þ 
1
1012
; 1
ln 1þ 1
100ð4E2Þ
 
6 lnð10Þ þ
1
1012
24 35
and for all f it is in
1 1
20 lnð10Þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4 E2
p ; 1 1
105 lnð10Þð4 E2Þ
" #
D 1 1
10
; 1 1
106
 
:
6. Random operators
In this section we consider potentials of the form (1.6), with certain randomness in
the position of the special sites xn: More precisely, xn will be a random variable
uniformly distributed over fgn  n;y; gn þ ng: The fact that the size of these sets
grows will yield certain ‘‘averaging’ of lnðRkðxn þ 1ÞÞ  lnðRkðxn1 þ 1ÞÞ and thus a
constant growth (in the limit n-N) of lnðRkðxn þ 1ÞÞ for a.e. realization of the
potential. As a consequence we will be able to compute the exact dimension of the
spectral measures for these random potentials.
We begin with a standard result.
Lemma 6.1. For a.e. xAR there is q0 such that for any integer q4q0 we have
distðqx;ZÞ4 1
q2
: ð6:1Þ
Proof. For any nAN the measure of the set of xA½n; n þ 1Þ; for which (6.1) fails, is
2q2: This is summable in q; and so by the Borel–Cantelli Lemma the measure of
those xA½n; n þ 1Þ for which (6.1) fails inﬁnitely often is zero. &
Let X be the set of all such x and let K ¼ 2pX: Notice that K is a set of full
measure, not intersecting 2pQ: The ‘‘averaging’’ result we need is also well-known.
Lemma 6.2. Let kAK and let fAC4ðRÞ have period 2p with R 2p0 f ðtÞ dt ¼ 0: Then
there is C ¼ Cðk; f ÞoN such that for every yAR and nAN
Xn
c¼1
f ðyþ ckÞ

pC:
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Proof. Let
PN
q¼N aqe
iqt be the Fourier series of f ðtÞ: Since f is C4; we know that
jaqjpcq4 for some c: Thanks to this fact all the sums appearing in this argument are
pointwise absolutely convergent. Also, a0 ¼ 0 by the hypothesis. We have
Xn
c¼1
f ðyþ ckÞ

pX
q
jaqj
Xn
c¼1
eiqck

 ¼X
qa0
jaqj 1 e
iqnk
1 eiqk
 
pp
X
qa0
jaqj
distðqk; 2pZÞpc
XN
q¼1
1
q4distðqx;ZÞ;
where x ¼ k=2pAX: By Lemma 6.1 this is bounded by
c0 þ c
XN
q¼1
1
q2
 CoN;
where c0oN depends on x and c: &
Let on be a random variable uniformly distributed over fn;n þ 1;y; ng
and let ðO; nÞ be the product probability space for these on’s (nAN). For o ¼
ðo1;o2;yÞAO let
V ðoÞv;g ðxÞ 
v; x ¼ xðoÞn  gn þ on for some nX1;
0 otherwise:
(
ð6:2Þ
It is a consequence of the ‘‘smallness’’ of on (compared to gn), that all previous
results for Vv;g apply to each V
ðoÞ
v;g as well. In this random case, however, we will
prove and compute exact (local ) dimension for the spectral measures for a.e. o and
a.e. boundary condition f: Moreover, our results will apply to any v; k and g; not
only to small vk and large g:
Let us ﬁx kAK and deﬁne
XnðoÞ  1
2
ln 1þ vk sinð2ykðxðoÞn ÞÞ þ v2k sin2ðykðxðoÞn ÞÞ
 
 1
2
ln 1þ v
2
k
4
 
:
Obviously jXnðoÞjoM for some M ¼ MðkÞoN: We will prove that for a.e. oPN
n¼1 XnðoÞ
N
-0; ð6:3Þ
which in turn implies (see below) that the exact dimension of mðoÞf for a.e. o and
a.e. f is
1
ln 1þ v2k
4
 
lnðgÞ ¼ 1
ln 1þ v2
4E2
 
lnðgÞ :
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We use the same methods as earlier. We exploit Lemmas 6.1 and 6.2 to show that
the expectations of the cross terms XmXn for mon are small, which implies (6.3) for
a.e. o: This time, however, we consider expectations w.r.t. o; rather than k:
Let
f ðyÞ  1
2
lnð1þ vk sinð2yÞ þ v2k sin2ðyÞÞ 
1
2
ln 1þ v
2
k
4
 
:
Then f ðyÞ ¼ f ðyþ 2pÞ; R 2p0 f ðyÞ dy ¼ 0; and f is C4; so f is as in Lemma 6.2. Let
d;oAO be such that dj ¼ oj for j ¼ 1;y; n  1; and dn ¼ on þ l for some l: Then the
recursive relation for the EFGP transform of generalized eigenfunctions implies that
if XnðoÞ ¼ f ðyÞ for some y; then XnðdÞ ¼ f ðyþ lkÞ: This shows why Lemma 6.2
enters in our argument.
For mon we have with E ¼ Eo
jEðXmXnÞjp max
c1;c2;y;cn1
fjEðXmXn jo1 ¼ c1;y;on1 ¼ cn1Þjg
p max
c1;c2;y;cn1
fMjEðXn jo1 ¼ c1;y;on1 ¼ cn1Þjg:
By Lemma 6.2 there exists CoN such that the last expectation is at most
C=ð2n þ 1Þ: Hence for ﬁxed kAK there is D ¼ DðkÞoN such that for mon
jEðXmXnÞjoD
n
:
Then
E
XN
n¼1
Xn


 !
pE
XN
n¼1
Xn
 !20@ 1A1=2pðM2N þ 2DNÞ1=2 ¼ cN1=2:
As before, using summability of EðjN4PN4n¼1 XnjÞ and boundedness of Xn; one
shows that (6.3) holds for a.e. o:
We have proved (6.3) for a.e. k and a.e. o: By the Fubini Theorem, (6.3) holds for
a.e. o and a.e. k: Thus for these ðo; kÞ we obtain an exact power of the growth for
the solution uk: Namely we have that for any
c1o
1
2
ln 1þ v
2
k
4
 
oc2
there is n0 such that for n4n0
RkðxðoÞn þ 1ÞAðec1n; ec2nÞ:
Also, Lemma 2.1 gives us the existence of a subordinate solution usubk BðPk;ckÞ for
energy 2 cosðkÞ; so that for large n
PkðxðoÞn þ 1Þpec1n:
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Since for any such o; for a.e. f the spectral measure mðoÞf is supported on the set of
the corresponding k’s, one can conclude (by methods presented earlier):
Theorem 6.3. Let ðO; nÞ be the above probability space. For oAO let HðoÞf be the
discrete Schro¨dinger operator on Zþ with potential V ðoÞv;g ; given by (6.2) with va0 and
g41; and boundary condition f: Let mðoÞf be its spectral measure. Let
J  
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4 v
2
g 1
s
;
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4 v
2
g 1
s0@ 1A
if v2o4ðg 1Þ; and J  | otherwise. Then for a.e. o and for a.e. f the measure mðoÞf is
purely singular continuous in J; with local dimension
1 lnð1þ
v2
4E2Þ
lnðgÞ ;
and it is dense pure point in the rest of the interval ½2; 2	:
7. Whole line operators with symmetric potentials
It is readily seen that our results also apply to certain whole-line operators
(satisfying (1.1) for xAZ). Let us consider the operator H˜ on c2ðZÞ with potential V˜v;g
given by (1.6) for xX1 and by V˜v;gðxÞ ¼ V˜v;gð1 xÞ for xp0: This potential is
reﬂected about 1
2
: One easily sees that H˜ ¼ H˜jE"H˜jO where E ¼ fuAc2ðZÞ j uð1
xÞ ¼ uðxÞ for all xAZg and O ¼ fuAc2ðZÞ j uð1 xÞ ¼ uðxÞ for all xAZg are,
respectively, the even and odd subspaces of c2ðZÞ:
On the other hand, if d1 is the delta function at x ¼ 1; then
H˜jEDH0 þ d1 ¼ H3p4 ;
H˜jODH0  d1 ¼ Hp4 ð7:1Þ
by simply taking the restriction of u to Zþ: Hence *m ¼ mp=4 þ m3p=4 is a spectral
measure for H˜; and all we have proved about the measures for the half-line operators
applies to *m: Notice that variation of boundary condition (i.e., of Vð1Þ) in the half-
line case corresponds to varying V˜ð1Þ ¼ V˜ð0Þ; as can be seen from (7.1). We
conclude:
Theorem 7.1. Let H˜ be the discrete Schro¨dinger operator on Z; with potential V˜v;g
given by (1.6) for xX1 and reflected about 1
2
: Let H˜f  H˜  tanðfÞðd0 þ d1Þ and let *mf
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be the spectral measure of H˜f: Then the statements of Theorems 4.1, 4.2, 5.1 and 5.2
hold for H˜f:
If instead of H˜ and V˜v;g we consider H˜
ðoÞ and V˜ðoÞv;g (given by (6.2) and reflected
about 1
2
), and H˜
ðoÞ
f  H˜ðoÞ  tanðfÞðd0 þ d1Þ; then the statement of Theorem 6.2 holds
for H˜
ðoÞ
f :
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Appendix. A dimensional estimate
Theorem A.1. Let g41; b40 and d1; d2A½0; 1Þ: Let I be a finite interval and let
fnACðIÞ be such that
f 0nðkÞ
bgn
A½1 d1; 1þ d2	 ðA:1Þ
for all nAN and a.e. kAI : Let
FðkÞ  lim
N-N
1
N
XN
n¼1
sinð fnðkÞÞ


and Ae  fk j FðkÞZeg: Then there is e0 ¼ e0ðd1; d2; gÞ with e0-0 as d1; d2; g1-0
such that for e4e0 the set Ae has Hausdorff dimension less than 1.
Remark. (1) In fact, we obtain
dimðAeÞp1
ðe p
2
d1þd2
1d1 Þ
2  2 lnð1þ 10g 1þd21d1Þ
2 lnðgÞ
whenever e4p
2
ðd1 þ d2Þð1 d1Þ1:
(2) Similar questions have been studied using dynamical systems and Riesz
measures (see, e.g., [2,9]). The methods, however, seem to require d1 ¼ d2 ¼ 0 and
gAN:
(3) This result is only useful if we can take e smaller than 1. Hence even in the case
d1 ¼ d2 ¼ 0 it applies only when g is large (larger than 10=ð
ﬃﬃ
e
p  1Þ).
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(4) See Section 5 for the application of this result in the present paper.
The rest of this appendix is devoted to the proof of the above estimate. First, we
explain the presence of the term p
2
ðd1 þ d2Þð1 d1Þ1: The reason is the same as in
Section 4. We need more regularity than the function sinð fnðkÞÞ possesses, and so we
will need to break it up in two terms. One of them will be small, with absolute value
not more than p
2
ðd1 þ d2Þð1 d1Þ1; whereas the other one will be ‘‘regular’’ enough
so that we will be able to prove for it the above theorem with ðe?Þ2 replaced by
just e2: These two facts then yield the theorem as stated. We note that the regular
term, denoted Xn; will be different from the Xn term from Section 4, which is not
regular enough for the purposes of this argument.
Before we perform this breakup, notice that if we deﬁne intervals In;j ¼ ½kn;j; kn;jþ1	
in the same way as in Section 3, but with 2yðxn; kÞ replaced by fnðkÞ (i.e., so that
fnðkn;jÞ are multiples of 2p), then (A.1) implies
jIn;jjA 2pbD2gn;
2p
bD1gn
 
ðA:2Þ
with D1  1 d1 and D2  1þ d2:
We now deﬁne for kAI
jnðkÞ 
fnðkn;jÞ þ 2p kkn;jjIn;j j ; kAIn;j;
fnðkÞ; kAI \½Kn;1; Kn;2	:
(
Notice that jnðkn;jÞ ¼ fnðkn;jÞ for all j; and jnðkÞ is linear on each In;j: So if we let
XnðkÞ  sinðjnðkÞÞ; then Xn is a series of exact sin waves on intervals In;j: This is the
type of regularity we need and Xn will be the regular term in our breakup.
Now we want to estimate the small term sinð fnðkÞÞ  XnðkÞ: To do that, we need
an upper bound on jfnðkÞ  jnðkÞj: This will be maximal if f 0nðkÞ equals bD1gn on
some interval ðkn;j; kn;j þ cÞ and bD2gn on ðkn;j þ c; kn;jþ1Þ (or vice versa), and the
maximum will occur at kn;j þ c: Since in such case bD1gnc þ bD2gnðjIn;j j  cÞ ¼ 2p by
the deﬁnition of kn;j; we can compute jIn;j j and jn in terms of c; and then maximize
for c: We obtain
j fnðkÞ  jnðkÞjr2p
ﬃﬃﬃﬃﬃﬃ
D2
p  ﬃﬃﬃﬃﬃﬃD1pﬃﬃﬃﬃﬃﬃ
D2
p þ ﬃﬃﬃﬃﬃﬃD1p
which yields the above claimed estimate
jsinð fnðkÞÞ  XnðkÞjpj fnðkÞ  jnðkÞjp2p
D2  D1
4D1
pp
2
d1 þ d2
1 d1 :
Now we only need to treat the term Xn: We start with a technical
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Lemma A.2. There is a constant c0 such that for any nX1 and any 0rep12 we have
XIn2enm
j¼0
n
j
 !
pc0n2ne2e
2n:
Remark. By the normal approximation to the binomial distribution, the left-hand
side is roughly 2nFð2e ﬃﬃﬃnp Þo2ne2e2n; where F is the standard normal distribution
function. The extra factor n is added for convenience of proof and can be removed.
Proof. The sum is obviously smaller than nð nIn2enmÞ; so we will estimate this. By
Stirling’s formula we have for nX1
c1
ﬃﬃﬃ
n
p n
e
 n
on!oc2
ﬃﬃﬃ
n
p n
e
 n
for some c1; c240: Let In2 enm ¼ ð12 dÞn (hence epdp12). Then
n
ð1
2
 dÞn
 !
p c2
ﬃﬃﬃ
n
p
n
e
! "n
c1
ð12dÞn
e
h ið12dÞn
c1
ﬃﬃ
n
2
p ð12þdÞn
e
h ið12þdÞn ¼ c0 12 d
 1
2d 1
2
þ d
 1
2þd
" #n
:
Since epd; it is sufﬁcient to prove that
1
2
 d
 1
2d 1
2
þ d
 1
2þd
X21e2d
2
for 0pdp1
2
: This can be done by taking the logarithm of both sides of the inequality
and observing that the resulting quantities have the same value and ﬁrst derivative
for d ¼ 0; and the left-hand side has a larger second derivative in ð0; 1
2
Þ: &
Let us now study a simple example which will illustrate our strategy. Let us take
X˜nðkÞ  sgnðsinð2npkÞÞ for kA½0; 1	 with sgnð0Þ  1: Thus X˜n takes only values 1 and
1; alternatively on intervals of lengths 2n: Let us denote
Ae
X˜
 k lim
N-N
PN
n¼1 X˜nðkÞ
N
4e

( )
:
We will show that the dimension of Ae
X˜
is smaller than 1.
Let SN be the union of those intervals ½ j2N ; ð j þ 1Þ2N 	 (for j ¼ 0;y; 2N  1), in
which
PN
n¼1 X˜nðkÞXeN: Their number equals the number of sequences of N symbols
from the alphabet f1; 1g such that the number of occurrences of 1 is at most
Ið1 eÞN
2
m: For any N1 the set
SN
N1
SN is obviously a ð2N1Þ-cover of AeX˜; and we
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have by Lemma A.2
haðAe
X˜
Þp lim
N1-N
XN
N¼N1
2aN
XIð1eÞ2 Nm
n¼0
N
n
 !
p lim
N1-N
XN
N¼N1
2aNc0N2Ne
e2
2 N
¼ lim
N1-N
XN
N¼N1
c0Nð21aee
2
2 ÞN :
If ao1 is such that 21aee
2
2o1; we get haðAe
X˜
Þ ¼ 0:
Since we can do the same for
Be
X˜
 k lim
N-N
PN
n¼1 X˜nðkÞ
N
o e

( )
;
it follows, that the set
k lim
N-N
PN
n¼1 X˜nðkÞ
N

4e

( )
¼ Ae
X˜
,Be
X˜
has dimension at most ao1:
We would like to prove now a similar result for our Xn’s. There is, however, a
problem. The technique used in the above example was applicable to ﬁnite-valued
functions only. Thus we have to ‘‘discretize’’ Xn via another breakup into a ‘‘small’’
and a ‘‘nice’’ term. Pick pAN and deﬁne
YnðkÞ 
IpXnðkÞ þ 12m
p
: ðA:3Þ
Then Yn takes values
j
p
for j ¼ p;y; p and jXnðkÞ  YnðkÞjp 12p: Later we will take
p-N; and then results which we prove for Yn will apply to Xn as well.
Finally we will break up Yn into p even simpler terms. Let
Yn;iðkÞ 
sgnðYnðkÞÞ if jYnðkÞjX ip;
0 otherwise;
(
for i ¼ 1;y; p: Then Yn;i takes only values 1; 0 and 1; and YnðkÞ ¼ 1p
Pp
i¼1 Yn;i:
It is obvious from the construction of Yn;i and the fact that Xn is a perfect sin wave
on In;j; that on any In;j we have
Yn;iðkÞ ¼
0; kAI1n;jðiÞ  ½kn;j; kn;j þ aijIn;jjÞ;
1; kAI2n;jðiÞ  ½kn;j þ aijIn;j j; kn;j þ ð12 aiÞjIn;jj	;
0; kAI3n;jðiÞ  ðkn;j þ ð12 aiÞjIn;jj; kn;j þ ð12þ aiÞjIn;j j	;
1; kAI4n;jðiÞ  ðkn;j þ ð12þ aiÞjIn;jj; kn;j þ ð1 aiÞjIn;jjÞ;
0; kAI5n;jðiÞ  ½kn;j þ ð1 aiÞjIn;jj; kn;jþ1	;
8>>>><>>>>:
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where ai ¼ 12p arcsinðði  12Þ=pÞ: Hence we have
jI1n;jðiÞ,I3n;jðiÞ,I5n;jðiÞj
jIn;jj ¼ 4ai;
jI2n;jðiÞj
jIn;jj ¼
jI4n;jðiÞj
jIn;jj ¼
1
2
 2ai: ðA:4Þ
To complete our argument, we will prove that for e242 lnð1þ 10g D2D11 Þ the sets
Aep  k lim
N-N
PN
n¼1 YnðkÞ
N
4e

( )
;
Bep  k lim
N-N
PN
n¼1 YnðkÞ
N
o e

)(
have dimension smaller than 1, and then deduce the same for Xn: To this end it is
sufﬁcient to show that for any i ¼ 1;y; p the set
AepðiÞ  k lim
N-N
PN
n¼1 Yn;iðkÞ
N
4e

( )
has dimension smaller than 1. This is because
AepD
[p
i¼1
AepðiÞ;
and similarly for Bep:
Fix some i and e: Let I 0 be any closed sub-interval of I ; not containing the
endpoints of I : Let N0 be such that for all N4N0 we have I 0DðKN;1; KN;2Þ: Let us
consider
PNþN0
n¼N0þ1 Yn;i on I
0 and denote
A  kAI 0 lim
N-N
PNþN0
n¼N0þ1 Yn;iðkÞ
N
4e

( )
:
Obviously A ¼ AepðiÞ-I 0: Hence proving that dimðAÞpa with ao1 independent of I 0
and i will be enough to show dimðAepÞpao1:
As in our simple example, we will cover A by a (recursively constructed) set of
intervals. Let NX1 and deﬁne ANþN0  fkAI 0j
PNþN0
n¼N0þ1 Yn;iðkÞ4eNg: Then for any
N1X1 we have AD
SN
N¼N1 ANþN0 : If kAANþN0 for some N; then the sequence
fsngNþN0N0þ1 with sn  Yn;iðkÞ can have at most Ið1 eÞNm zeros, and if it has l zeros,
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then it can have at most
N  l
2
 eN
2
+ ,
¼ N  l
2
 eN
2ðN  lÞ ðN  lÞ
+ ,
occurrences of 1: The number of such sequences (with l zeros) is at most
N
l
 ! XINl2  eN2ðNlÞ ðNlÞm
n¼0
N  l
n
 !
p N
l
 !
c0ðN  lÞ2Nle
e2N2
2ðNlÞ
p c0Ne
e2
2 N
N
l
 !
2Nl
by Lemma A.2.
Let us pick one such sequence fsngNþN0N0þ1 with l zeros. We will construct a covering
of the set of those kAI 0 which generate this sequence, by intervals INþN0þ1;j : Let SN0
be the union of those IN0þ1;j which have nonzero intersection with I
0: Now construct
inductively Sn from Sn1; so that Sn is the union of those intervals Inþ1;j ; which have
nonzero intersection with the set
S˜n 
S
In;jDSn1
I2n;jðiÞ if sn ¼ 1;S
In;jDSn1
½I1n;jðiÞ,I3n;jðiÞ,I5n;jðiÞ	 if sn ¼ 0;S
In;jDSn1
I4n;jðiÞ if sn ¼ 1:
8>>><>>>>:
We want to estimate jSNþN0 j: This can be done recursively using (A.4) and these
facts:
(1) jSN0 jpjI j
(2) If J is an interval and nAN; then the (Lebesgue) measure of the union of
intervals Inþ1;j which have nonzero intersection with J is at most jJj þ
2ð2pb D11 gðnþ1ÞÞ:
(3) For any j we have 2pb D
1
1 g
ðnþ1ÞpjIn;jjD2ðgD1Þ1:
Here (2) and (3) follow from (A.2). The net result is
jSNþN0 jpjI j 4ai þ 6
D2
gD1
 l
1
2
 2ai þ 2 D2gD1
 Nl
:
Since SNþN0 is a union of intervals INþN0þ1;j ; their number is (by (A.2)) at most
jI j 4ai þ 6D2gD1
 l
1
2
 2ai þ 2D2gD1
 NlbD2
2p
gNþN0þ1:
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Therefore ANþN0 can be covered by at most
XIð1eÞNm
l¼0
c0Ne
e22 N N
l
 !
2Nl jI j 4ai þ 6D2gD1
 l
1
2
 2ai þ 2D2gD1
 NlbD2
2p
gNþN0þ1
pcNee
2
2 NgN
XN
l¼0
N
l
 !
4ai þ 6D2gD1
 l
1
2
 2ai þ 2D2gD1
 Nl
2Nl
¼ cN gee22 1þ 10D2
gD1
  N
intervals INþN0þ1;j: Let us denote their union A
0
NþN0 :
Now
SN
N¼N1 A
0
NþN0 contains A; and by (A.2) it is a ð2pbD11 gN1N01Þ-cover. This
yields
haðAÞp lim
N1-N
XN
N¼N1
cN ge
e2
2 1þ 10D2
gD1
  N
gðNþN0þ1Þa
¼ lim
N1-N
XN
N¼N1
cN g1ae
e2
2 1þ 10D2
gD1
  N
:
Hence if
g1ae
e2
2 1þ 10D2
gD1
 
o1;
we get haðAÞ ¼ 0: This is the case for any
a4aðeÞ  1
e2  2 lnð1þ 10D2gD1 Þ
2 lnðgÞ ;
and so dimðAÞpaðeÞ: If e242 lnð1þ 10g D2D11 Þ; then this is smaller than 1.
As mentioned earlier, it follows that dimðAepÞpaðeÞ: Notice that aðeÞ does not
depend on p: Thus if
AeX  k lim
N-N
PN
n¼1 XnðkÞ
N
4e

( )
;
then obviously
AeXD
[N
p¼1
Aep;
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and so dimðAeX ÞpaðeÞ: Since the same result holds for
BeX  k lim
N-N
PN
n¼1 XnðkÞ
N
o e

( )
;
we can take Ae  AeX,BeX : By the discussion at the beginning, this completes the
proof.
We conclude with a generalization of Theorem A.1. We denote x7 
maxf7x; 0g:
Theorem A.3. Theorem A.1 remains valid if we take
FðkÞ  lim
N-N
1
N
XN
n¼1
Gð fnðkÞÞ

;
where G :R-R satisfies the following conditions:
(1) G is continuous and piecewise C1;
(2) GðxÞ ¼ Gðx þ 2pÞ and R 2p0 GðxÞ dx ¼ 0;
(3) there are 0 ¼ x1ox2o?oxm ¼ 2p such that G is monotone on ½xj; xjþ1	; and
Gðxjþ1Þ ¼ 0 whenever GðxjÞa0:
Remark. (1) The xj’s are the zeros and local maxima and minima of G in ½0; 2p	:
Between two zeros G has only one local extreme.
(2) In fact, we obtain
dimðAeÞp1
e
jjGþjjNþjjGjjN 
p
2
jjG0jjNd1þd21d1
 2
2 ln 1þ Mg 1þd21d1
 
2 lnðgÞ ðA:5Þ
whenever e4p
2
jjG0jjNðjjGþjjN þ jjGjjNÞðd1 þ d2Þð1 d1Þ1; with M being the sum
of twice the number of zeros and four times the larger of the numbers of local
maxima and local minima of G: If in addition Gðpþ xÞ ¼ Gðp xÞ; then
eðjjGþjjN þ jjGjjNÞ1 in (A.5) is replaced by just ejjGjj1N :
(3) So, for instance, for GðxÞ ¼ sinðxÞ we have M ¼ 2  3þ 4  1 ¼ 10 as in
Theorem A.1.
Proof (outline). We ﬁrst assume Gðpþ xÞ ¼ Gðp xÞ: In that case we proceed as
before, but this time the functions Yn;i can take the value 0 on as many intervals as G
has zeros, and the value 1 (resp. 1) on as many as G has maxima (resp. minima).
That is why 10 is replaced by M:
If now G is not odd with respect to p; we notice that (A.3) does not guarantee Yn
to have zero average. However, using the fact that G has zero average, and that any
upper/lower Riemann sum is larger/smaller than the Riemann integral, we can
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construct Yn with
R 2p
0 YnðkÞ dk ¼ 0; jjXn  YnjjNp1p and such that pYn only takes
integer values. The real price has to be paid when deﬁning Yn;i: If one wants them to
have zero average, take only values 0 and þ1= 1; and only on as many intervals as
G has zeros and local maxima/minima, then one may need to take pðjjGþjjN þ
jjGjjNÞ of them. Since their sum is still just pYn; this time we obtain
AepD
[p
i¼1
Ae1p ðiÞ
with e1  eðjjGþjjN þ jjGjjNÞ1: This ﬁnishes the proof. &
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