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Text S1
Density Parameterizations
Temperature-Dependent Parameterizations
For temperature dependent parameterizations, following the approach of McKenzie et al. [2005] , density is given by
α 0 and α 1 are calibrated constants derived from mineral physics experiments that describe the temperature dependence of thermal expansivity, ρ 0 = 3.33 Mg m −3 and T 0 = 273 K.
Temperature and Pressure-Dependent Parameterizations
For temperature and pressure-dependent parameterizations the approach of Grose and
Afonso 
where K 0 = 130 GPa is the bulk modulus at P = 0 and K T = 4.8 is the pressure derivative of the isothermal bulk modulus. Having calculated isothermal volume change, isothermal density change as a function of pressure can then be calculated using
Next the pressure dependence of thermal expansivity as a function of temperature is determined using
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Since the pressure effect in oceanic crust is minor, the same expressions and moduli are applied to the crustal layer.
Figures S1-S6
See pages 6-11.
Tables S1-S3
See pages 12-13.
Notation Table
See page 14.
Data Set S1
Adapted lithospheric age grid of Müller et al. [2016] , augmented by including oceanic crust from the Black Sea, Caspian Sea, eastern Mediterranean Sea, New Caledonian and Aleutian basins. Gridding artefacts within the Gulf of California and along the Mohns Ridge are also corrected using age constraints taken from Müller et al. [2008] . Figure S1 : Temperature-dependent plate model with updated conductivity parameterization of Hofmeister [2007] and no oceanic crust. (a) Water-loaded depth to oceanic basement as function of plate age ( Figure 2d ); black line = optimal relationship obtained by only fitting age-depth observations; red line = optimal relationship from joint fit of age-depth and heat flow observations. (b) Surface heat flow as function of plate age ( Figure 3c ); gray boxes with horizontal bars = interquartile ranges of sediment-corrected heat flow measurements and median values; black line = optimal relationship obtained by only fitting heat flow observations; red line = optimal relationship from joint fit of age-depth and heat flow observations. (c) Misfit between observed and calculated age-depth observations, χs, as function of potential temperature and plate thickness, sliced at best fitting zero-age depth of 2.45 km; black cross = misfit minimum; red bar = optimal parameters when potential temperature is fixed at 1340 ± 60 • C. (d) Same for misfit between observed and calculated heat flow, χ h . (e) Same for joint misfit, χt, between observed and calculated age-depth and heat flow observations, sliced at best fitting zero-age depth of 2.55 km; red cross = global minimum used to generate red curves in panels (a) and (b). Figure 3c ); gray boxes with horizontal bars = interquartile ranges of sediment-corrected heat flow measurements and median values; black line = optimal relationship obtained by only fitting heat flow observations; red line = optimal relationship from joint fit of age-depth and heat flow observations. (c) Misfit between observed and calculated age-depth observations, χs, as function of potential temperature and plate thickness, sliced at best fitting zero-age depth of 2.45 km; black cross = misfit minimum; red bar = optimal parameters when potential temperature is fixed at 1340 ± 60
• C. (d) Same for misfit between observed and calculated heat flow, χ h . (e) Same for joint misfit, χt, between observed and calculated age-depth and heat flow observations, sliced at best fitting zero-age depth of 2.65 km; red cross = global minimum used to generate red curves in panels (a) and (b). Figure 3c ); gray boxes with horizontal bars = interquartile ranges of sediment-corrected heat flow measurements and median values; black line = optimal relationship obtained by only fitting heat flow observations; red line = optimal relationship from joint fit of age-depth and heat flow observations. (c) Misfit between observed and calculated age-depth observations, χs, as function of potential temperature and plate thickness, sliced at best fitting zero-age depth of 2.85 km; black cross = misfit minimum; red cross = joint misfit minimum used to generate red curves in panels (a) and (b); red bar = optimal parameters when potential temperature is fixed at 1340 ± 60
• C. (d) Same for misfit between observed and calculated heat flow, χ h . (e) Same for joint misfit, χt, between observed and calculated age-depth and heat flow observations, sliced at best fitting zero-age depth of 2.75 km; red cross = global minimum used to generate red curves in panels (a) and (b); blue cross = global minimum of global dataset. Figure 3c ); gray boxes with horizontal bars = interquartile ranges of sediment-corrected heat flow measurements and median values; black line = optimal relationship obtained by only fitting heat flow observations; red line = optimal relationship from joint fit of age-depth and heat flow observations. (c) Misfit between observed and calculated age-depth observations, χs, as function of potential temperature and plate thickness, sliced at best fitting zero-age depth of 3.00 km; black cross = misfit minimum; red cross = joint misfit minimum used to generate red curves in panels (a) and (b); red bar = optimal parameters when axial temperature is fixed at 1340 ± 60
• C. (d) Same for misfit between observed and calculated heat flow, χ h . (e) Same for joint misfit, χt, between observed and calculated age-depth and heat flow observations, sliced at best fitting zero-age depth of 2.90 km; red cross = global minimum used to generate red curves in panels (a) and (b); blue cross = global minimum of global dataset. Figure 3c ); gray boxes with horizontal bars = interquartile ranges of sediment-corrected heat flow measurements and median values; black line = optimal relationship obtained by only fitting heat flow observations; red line = optimal relationship from joint fit of age-depth and heat flow observations. (c) Misfit between observed and calculated age-depth observations, χs, as function of potential temperature and plate thickness, sliced at best fitting zero-age depth of 2.00 km; black cross = misfit minimum; red cross = joint misfit minimum used to generate red curves in panels (a) and (b); red bar = optimal parameters when axial temperature is fixed at 1340 ± 60
• C. (d) Same for misfit between observed and calculated heat flow, χ h . (e) Same for joint misfit, χt, between observed and calculated age-depth and heat flow observations, sliced at best fitting zero-age depth of 2.35 km; red cross = global minimum used to generate red curves in panels (a) and (b); blue cross = global minimum of global dataset. Figure 3c ); gray boxes with horizontal bars = interquartile ranges of sediment-corrected heat flow measurements and median values; black line = optimal relationship obtained by only fitting heat flow observations; red line = optimal relationship from joint fit of age-depth and heat flow observations. (c) Misfit between observed and calculated age-depth observations, χs, as function of axial temperature and zero-age ridge depth, sliced at best fitting zero-age depth of 3.15 km; black cross = misfit minimum; red bar = optimal parameters when axial temperature is fixed at 1340 ± 60
• C. (d) Same for misfit between observed and calculated heat flow, χ h . (e) Same for joint misfit, χt, between observed and calculated age-depth and heat flow observations, sliced at best fitting zero-age depth of 2.40 km; red cross = global minimum used to generate red curves in panels (a) and (b). Table S1 : Comparison of thermal structure and seismic constraints. TS = seismogenic thickness-controlling isotherm for best-fit models; [TS] 1333 • C = seismogenic thickness-controlling isotherm for geochemically constrained models. zL = average depth at t ≥ 100 of TL isotherm where φ = 0.843 for best-fit models; [zL] 1333 • C = average depth at t ≥ 100 Ma of TL isotherm where φ = 0.843 for geochemically constrained models; upper and lower bounds correspond to φ = 0.9 and φ = 0.78, respectively. Model names same as in Table 1 . 
