ABSTRACT Massive flows that represent the individual level of movements and communications can be easily obtained in the age of big data. Generalizing spatial and temporal flow patterns from such data is essential to demonstrate spatial connections and mobility trends. Clustering approaches provide effective methods to handle data sets that contain massive individual-level flows. However, existing flow clustering studies obscure the geometric properties of flow data, such as direction and length, which significantly indicate movement trends. In addition, temporal information is often ignored because previous approaches have mainly focused on the perspective of spatial clusters of flow data, resulting in a loss of temporal patterns. In this paper, we introduce new spatial and temporal similarity measurements between flows and propose a new clustering approach of flow data based on a stepwise strategy. This method can identify clusters from distinct flow distributions and discover significant spatio-temporal trends from large flow data. Simulated experiments with synthetic flows and a case study using Beijing taxi trip data are conducted to validate the usefulness of the proposed method.
I. INTRODUCTION
With the increasing pervasiveness of location-aware devices and techniques, large amounts of flow data with considerable details are readily available. These data are generally relevant to the movements of individuals, e.g., a person's movement from one city to another. Individual activities possess the characteristic of uniqueness; thus, individual flows can be investigated to reveal personal travel regularity and to discriminate identity. Murray et al. [1] argued that flow data can also be observed from an aggregation perspective. Aggregate flows, such as human migration, can demonstrate the mobility trends of groups as well as the spatial relationships among regions, thus providing a perspective on the understanding of spatial structures. Many studies are based on aggregate flows, and mainly focus on visualization [2] - [5] , regionalization [6] - [8] and the quantification of spatial interaction [9] - [11] .
It is essential to summarize individual flows into aggregate flows to demonstrate macroscopic geographical connections and identify human mobility patterns [12] , [13] .
For instance, quantities of movements between two cities can be bundled as a migration flow. Clustering is an approach to abstractly analyzing geographical data [14] . Flow clustering groups similar flows into clusters, revealing generalized flow patterns because dominant flow trends are highlighted. Furthermore, the interactions between places are more obvious through flow clustering, and spatial structures are more easily determined. The main commuting areas and rhythms can be revealed by clustering intra-urban trips, contributing to traffic dispersion and urban planning. Existing flow clustering methods [15] , [16] treat flows as point sets and ignore their geometric properties such as direction and length, which are significant in mobility research [17] . On the other hand, flow data are temporally tagged, which is related to the underlying temporal signatures in human behaviors [2] , [18] , [19] . For instance, movements from a residential area to a business district are usually concentrated during rush hours, but movements to railway stations are decentralized in the daytime. Existing methods do not consider the temporal information of flow data, leading to a loss of temporal patterns. If there are two spatial flow clusters, the first is evenly distributed throughout a day, while the second includes certain temporal clusters. They clearly have different implications. If these flows represent intra-urban commute trips, the second cluster should be given more attention to avoid traffic congestion. Therefore, the existence of temporal clustering in a spatial cluster makes a practical difference.
In this study, we develop a spatial and temporal clustering method for flow data. This method defines a new measurement of spatial similarity based on the direction and length of flows and proposes a temporal similarity measurement using set operations. The method combines the temporal and spatial clustering of flow data using a stepwise strategy and adopts an agglomerative clustering framework to generate flow clusters. It is free from the influence of noise flows and can identify clusters from different flow distributions. Significant flow trends can be discovered in space and over time. The remainder of the article is organized as follows. Section II reviews some relevant studies. The similarity measurement and the clustering method of flow data are presented in Section III. In Section IV, a case study using Beijing taxi data is conducted to validate our approach. In the last section, we summarize main conclusions and discuss further work.
II. RELATED WORK A. CLUSTERING OF FLOW DATA
Relevant research on flow clustering has been conducted in recent years. Lu and Thill [20] investigated flow distribution patterns using significance tests for origin and destination point clusters. The method lists all flow patterns and is an indirect form of detection. With reference to the spatial autocorrelation coefficient Moran's I [21] , Liu et al. [22] proposed a spatial dependency measurement for vectors, whose high local-association indicators specify flow clusters. However, this method cannot specify the location of the clusters. Gao et al. [23] used spatial scan statistics to detect flow clusters, but this method needs a reference dataset and requires much computation time. Based on the shared nearest neighbors [24] , Zhu and Guo [15] considered that two flows are more similar if their endpoints have more common neighborhoods. A hierarchical clustering method is adopted to capture spatial flow clusters. This method can extract major flow patterns and preserve flow data resolution on a map, but the similarity definition is not robust because it only uses certain nearest neighbors. In sparse areas, two flows may be neighbors even if they are much farther away from each other. Tao and Thill [16] introduced a spatial statistical approach for detecting clusters in flow data, extending the classical local K-function [25] . Given that the endpoints of similar flows are close to each other, they measured flow distance by integrating the distance between feature point pairs. This measurement performs well when mining spatial flow clusters, but abstracting a flow process as a highdimensional point blurs the distance cognition of spatial flows.
The aforementioned methods all treat flows as point sets and ignore the geometric properties of flow data. Additionally, these methods cannot identify temporal flow clusters because only spatial coordinates are considered.
B. SPATIO-TEMPORAL CLUSTERING STRATEGY
It is of interest to test whether events are spatially and temporally clustered [26] . Considering the inconsistency between the dimensions of time and space, or temporal and spatial semantics, it is hard to design a universal measurement for spatio-temporal similarity. Existing spatio-temporal clustering algorithms mainly adopt three strategies to alleviate this problem.
The first strategy judges whether events are close in space and over time separately. The Knox test [27] and the Mantel test [28] define a spatial threshold and a temporal threshold, and quantify the spatial and temporal adjacencies between every two events separately. Likewise, the k nearest neighbor test [29] searches the k spatial and k temporal nearest neighbors for every event. Space-time interactions exist when many event pairs are close in space and occur simultaneously over time. These approaches do not aim to identify specific clusters and are inefficient if there are a large number of events. The second strategy involves carrying out spatial clustering and temporal clustering in a certain order (e.g., spatial clustering preceding temporal clustering or vice versa). As a density-based method, ST-DBSCAN [30] filters spatiotemporal data to retain temporal neighbors when clustering them. Zhu and Guo [15] divided data into several parts corresponding to different time periods, and then apply spatial clustering to each part. Nevertheless, the discretization cannot discover clusters across different periods. The last strategy synthesizes spatial and temporal proximities. The space-time scan statistic [31] utilizes a dynamic window to scan points that are distributed in the time-space coordinate system and verify the existence of clusters statistically. Nevertheless, this method is not suitable for flow data because they are more complex than points. Qi et al. [32] defined a spatio-temporal distance by simply summing the spatial and the temporal distances; however, this lacks a reasonable explanation and easily leads to the problem of weight determination.
III. METHODOLOGY A. FLOW MODEL AND CLUSTERING STRAGETY
We define a flow as an ordered tuple. Each flow consists of an origin point and a destination point, and there is a directional line segment connecting them that represents the value or type of property. It can be expressed as f i = <ox i , oy i , dx i , dy i , ot i , dt i >, where (ox i , oy i ) and (dx i , dy i ) denote the spatial coordinates of the origin and destination points, respectively, and ot i and dt i are the starting and ending times, respectively.
In our approach, a two-step clustering strategy in which spatial clustering is conducted before temporal clustering is adopted. In geographical analyses, spatial patterns are more interesting than temporal regularities. Considering the potential circumstance that flows are evenly distributed in space but concentrated temporally, it is easy to determine the temporal aggregation of the flows, but generally this is not a geographical application. Besides, the following spatial clustering method wastes calculation resources because it provides no additional information regarding spatial patterns. Spatial clusters have geographical meanings, and we generally pay more attention to events that are spatially close. Moreover, the data size for temporal clustering is greatly reduced due to spatial clustering [33] . Therefore, it is acceptable to separately deal with spatial clusters and temporal clusters and identify the former first.
B. SIMILARITY MEASUREMENT 1) SPATIAL SIMILARITY
Given that a flow can be represented by a directional line segment, we suggest three principles that should be considered to measure the spatial similarity between flows:
(a) Flows are in spatial proximity to each other. Principle (a) can be considered as a prerequisite because it is unnecessary to measure the spatial similarity between flows that are far from each other. Therefore, we only need to pick out neighboring flows in advance (e.g., using the k-nearest neighbor (kNN) method, which will be detailed in Section III-C), and measure the similarities based on their directions and lengths. The proximity of directions can be reflected by the included angle between flows, which ranges from 0 to 180 degrees. Flow length is a positive value computed by the coordinates of endpoints. As Figure 2a illustrates, if two adjacent flows f i and f j are similar, len j is close to len i and θ is small enough. Therefore, if we translate the two flows to the same origin point O (Figure 2b ), the destination point V j must lie within a short distance from V i . Moreover, we can set a boundary circle to identify all similar flows whose destination points are within the circle, Therefore, the radius r of the circle determines the similarity threshold. To ensure symmetry, the circle is centered at the destination point of the longer flow. Figure 2c shows that the circle should not be set at the midpoint of a flow, as this could cause dissimilar flows to be misjudged. In addition, as shown in Figure 2d , using the same threshold r for all flow pairs will also lead to misjudgments, and thus r should be dynamically adjusted according to the length of the flows. Considering all of these aspects, the spatial dissimilarity sd ij between f i and f j is defined in Equation (1) .
where
In the equations, dist() returns the Euclidean distance between points. α is a size coefficient and the product of α and the larger length equals the radius r of the boundary circle. If sd ij is less than or equals to one, V j is within or on the circle, suggesting that the two flows are similar. The dissimilarity between flow clusters is based on the proposed measurement. For each flow cluster, we can obtain its spatial average flow (SAF) f =<ox, oy, dx, dy>, where the coordinates are the means of the corresponding coordinates of all its flows. The SAF of a cluster is able to demonstrate the concentrated location of flows, and the dissimilarity between flow clusters can be measured by the sd between their SAFs.
2) TEMPORAL SIMILARITY
Two flows are more temporally similar if the periods during which they occur overlap more. We define T i = [ot i , dt i ] as the time span of flow f i . Equation (3) measures the temporal similarity between two flows f i and f j .
For example, the ts value between [6:30, 6 :45] and [6:35, 6 :55] is 0.4, as their intersection is 10 minutes and the union is 25 minutes. The value of ts ranges from 0 to 1. A larger ts indicates that the two flows are more similar. ts=1 shows that flows start and end at exactly the same time. If there is no overlap between two time spans, ts is zero. This makes sense considering that if cars stagger driving time to pass through a road, there would be no congestion.
The temporal similarity between flow clusters is computed based on the cluster time span (CTS), defined as [ot, dt], where ot and dt are the mean starting time and ending time of all flows in a temporal cluster, respectively. The mean value rather than the max or min value is used here to avoid the influence of extreme values. For instance, five flows with the time span [9:00, 10:00], and two flows with [9:00, 10:20] and [9:00, 9:40], group a temporal cluster. It is inappropriate to set 10:20 or 9:40 as the dt of the CTS as most of the flows end at 10:00. Therefore, the average value of 10:00 is a more proper ending time. This is more likely to happen when the temporal cluster is large.
C. SPATIAL AND TEMPORAL CLUSTERING
An agglomerative clustering framework is adopted to implement flow clustering, which merges flows to form a hierarchy of flow clusters. In the spatial clustering step, we first define the k-nearest flows to identify geographically adjacent flows. The k-nearest flows of flow f are its k contiguous flows, of which the midpoints are the k-nearest neighbors of the f's. We use the midpoint because it ensures a compact spatial structure, as shown in Figure 3a . In Figures 3b and  3c , however, some nearest flows deviate considerably from f. Given a set of flows f, the number of nearest flows k, and the size coefficient α, the spatial clustering process is shown in Algorithm 1. At first, each flow is assigned a unique cluster. VOLUME 6, 2018 Then, for each flow, the k-nearest flows are determined, and k flow pairs are created. Next, for each flow pair, if the two flows belong to different clusters and the sd between the two clusters is no greater than one, the clusters are merged into one cluster. The number of clusters is automatically determined in the process. The computational complexity of initialization in Step 1 is O(n). It takes O(knlogn) time to search for the k-nearest flows of each flow with a spatial index such as the R-tree approach. The complexity of Step 3 is not more than O(kn), as there are kn pairs of flows, and spatial similarity measurements and cluster merging cost constant times. Therefore, the overall complexity of this algorithm is O(knlogn).
Algorithm 2 Temporal Clustering of Spatial Flow Clusters
Input: SC = {f i |1 ≤ i ≤ n} -a spatial flow cluster; and t -the temporal similarity threshold. Output: A set of spatio-temporal flow clusters STC = {STC i |1 ≤ i ≤ m} Steps:
1. Make each flow in SC a unique cluster to initialize the original spatio-temporal clusters: STC = {STC i } and Based on the spatial clustering results, we detect temporal clusters in each spatial cluster, as shown in Algorithm 2. The agglomerative clustering framework is also used. Given a spatial cluster and a similarity threshold t, each flow in the spatial cluster is assigned a unique temporal cluster during initialization. For every two flows f i and f j , if they belong to different temporal clusters, and as long as the ts between the two clusters' CTS values exceeds the threshold, the two clusters are merged into a new cluster. The clustering method will automatically generate all spatio-temporal clusters for each spatial cluster. The computational complexity of the algorithm is mainly determined by calculating the ts values and merging clusters in the Step 3. Considering that each flow will be measured with other n − 1 flows, the total complexity is O(n(n − 1)/2), or essentially O(n 2 ).
D. DISCUSSION 1) SIMULATED EXPERIMENTS
To evaluate our spatial clustering method, we compare it with [15] using synthetic flows, because both methods adopt the kNN method and a hierarchical clustering framework. As shown in Figure 4 , 50 flows contain five groups, each of which presents a distribution pattern. Eleven randomly created noise flows are also added to test the robustness of the proposed method. We set k to 3 for both methods and α to 0.3 for our method. The results in Figure 4a demonstrate that our method can avoid the impact of noise flows and identify all main clusters. Flows in group B are grouped into five clusters, because they differ considerably in terms of direction. In group D, all flows are similar and form a cluster. Both groups A and E contain two clusters based on the spatial adjacency and the length of flows. In group C, any two of the flows belongs to different clusters, because they are dissimilar to each other. The method in [15] does not performs well (Figure 4b ). For example, two noise flows are grouped into the same cluster with six flows in group B. It is unreasonable that all flows in group C are clustered together. The results show that our method can perform better when demonstrating and distinguishing detailed mobility trends especially in terms of direction. We do not deny the validity of [15] , given that it mainly aims to provide a clear visualization of large spatial flow data. Additionally, the two methods define flow clusters from different perspectives. The method in [15] detects clusters when flows are concentrated in a region, and our method pays more attention to the individual features of flows. We also use another flow data set to test the proposed temporal clustering approach ( Figure 5 ). When the similarity threshold t is set to 0.6, the flows in group A are temporally close to each other and form a cluster. Group F contains four independent flows and generate four clusters. If we set t to 0.3 to lower the similarity standard, groups B and C are merged into group G, and it is the same with groups D, E and H. Every noise flow belongs to a cluster of its own. The results validate the usefulness of our method.
2) CLUSTERING PARAMETERS
The number of nearest flows k, the size coefficient α, and the temporal similarity threshold t are the three parameters in the spatial and temporal clustering method, and they affect the size of the flow clusters.
k indicates the number of neighbor flows, and can be regarded as a control of the spatial scale. It is necessary to determine the spatial scale in which clusters are detected, because spatial patterns are generally scalespecific [34] , [35] . As k increases, more flows are involved in computing similarities of a target flow, which increases the possibility of finding more spatially similar flows. Therefore, a large k will result in large spatial clusters. The selection of k depends on specific issues. Considering that a spatial cluster reflects an interaction between two regions, an empirical approach is to think about a largest area within which flows are of significance to be grouped into a cluster. Hence, if we divide the study area into numerous sub-regions, k can be set to approximately the average number of flows in a sub-region, which equals the total amount of flows divided by the number of sub-regions. This approach helps to roughly inform us of the value of k.
The parameter α determines the relative size of the boundary circle. A smaller circle will exclude more flows when measuring spatial dissimilarity; thus, smaller spatial clusters will be obtained when a smaller α is used. The value of α is determined by how strictly we judge whether flows The parameter t ensures the minimal extent of the overlap of temporally similar flows. As it is vague regarding how much two flows must overlap to satisfy the similarity criterion, the value of t must be subjectively determined. The range of the threshold t is from 0 to 1, and a lower value indicates larger temporal clusters. If t is set to 0, all flows will be grouped into one cluster. Figure 6 illustrates 5% of the flows that are randomly selected.
IV. CASE STUDY

B. SPATIAL CLUSTERING
In the spatial clustering step, we first estimate the value of k using the empirical approach described in Section III-D. The entire region is partitioned into 500 × 500 m 2 grids, which are widely applied in urban spatial studies [10] , [36] , [37] . As there are 10,406 grids covered by flows, the approximate value of k is 25.6 (=266,817/10,406). We select different sets of parameters to explore their impacts on the clustering results. First, we fix α to be 0.25, and change the k value VOLUME 6, 2018 from 10 to 50 (Figure 7a ). With the increase in parameter k, the total number of clusters decreases because a larger k will expand the clustering range of flows. In contrast, the number of large clusters (i.e., those containing more than 100 flows) shows an increasing trend. This is because large clusters grow and incorporate all the adjacent and relatively small clusters. We also fix k to 25 and make α range from 0.15 to 0.55 (Figure 7b ). The parameter α has the same effect on the spatial clusters, as discussed in Section III-D.
By mapping large clusters with each parameter setting, we find that if k or α is set to be too large, the clusters are in clutter. Conversely, pattern loss will occur at a small k or α. As the spatial clustering with k = 25 and α = 0.25 retains a fair amount of large spatial clusters that can embody urban mobility patterns and present a clear spatial distribution, we map the result in Figure 8 . The large clusters mainly appear in the Beijing Metropolitan Area. It can also be observed that large bidirectional spatial clusters exist between Beijing Capital International Airport and Chaowai, an important area with government departments and commercial districts. Since the airport is far from downtown, taking a taxi makes it convenient and fast for residents to catch a flight. Some clusters appear between railway stations, such as Beijing West Railway Station and Beijing South Railway Station, denoting that people frequently change trains by taxi. Several clusters that connect subway stations and residential areas can also be identified, suggesting that residents commute using multiple forms of transportation. All of the discoveries accord with the known facts well. 
C. TEMPORAL CLUSTERING
The spatial clustering result indicates that residents tend to travel between specific regions by taxi, but the peak times remain undiscovered. In the temporal clustering step, we test the method based on the spatial clustering result with k = 25 and α = 0.25, in which there are 22 large spatial clusters. The largest spatial cluster contains 1,724 flows. We select spatial clusters #151 and #318, the two largest spatial clusters and have opposite directions, for temporal clustering analysis. The former represents flows from Beijing Capital International Airport to Chaowai, and the latter represents the opposite flows (c.f. Figure 8) . A frequency graph can illustrate the temporal distribution trends of flows in every spatial cluster ( Figure 9 ). We first set ten values of the temporal threshold t for #318 to observe the variation in the temporal clustering results. As shown in Figure 10 , the number of cluster presents a sustained upward trend, while the number of flows in the largest temporal cluster presents a downward trend. This result is because a larger t indicates a stricter judgement condition for the temporal similarity, making it harder to find similar flows. Then, we make a specific analysis for spatial clusters #151 and #138, and select t as 0.5. Table 2 presents the temporal clustering results. Flows are grouped into 95 and 116 temporal clusters in the two spatial clusters, respectively. In spatial cluster #151, we identify 48 temporal clusters that contain more than ten flows, comprising 90.5% of its total flows, and the largest temporal cluster contains 58 flows. In spatial cluster #318, these values are 48, 87.8% and 73, respectively. Figure 11 illustrates the CTSs of the ten largest temporal clusters. Large temporal clusters from Chaowai to the airport are mainly concentrated at approximately 6 a.m., and those in the opposite direction are dispersed in the evening and afternoon. In the early morning, for people who must catch their planes at given times, the fastest way to the airport is taking a taxi. Generally, there is no hurry for those who arrive in Beijing by plane, and more transportation options such as the subways and buses, are available during the daytime. In sum, trip patterns embodied in the temporal clusters help to reveal detailed travel characteristics, which can contribute to urban transportation analyses.
V. CONCLUSION
Massive volumes of flow data can represent individual level of movements and communications. Clustering such data to reveal the underlying mobility patterns is significant in geographical applications such as urban planning and transportation management [38] . This research develops a spatial and temporal clustering method of flow data. It uses a twostep strategy in which spatial clustering is carried out before temporal clustering to generate spatio-temporal flow clusters. The new method has several advantages. First, it defines new spatial similarity principles of flow data from a geometric perspective, making it easy to perceive the similarity measurement between flows. Traditional methods [15] , [20] usually treat flows as separate point sets. Second, our method considers temporal properties of flows in the clustering by proposing a temporal similarity measurement; thus, the temporal patterns are preserved. Third, our method combines temporal and spatial clustering to generate flow clusters not only between regions but also over time from large flow datasets; thus, the spatio-temporal distribution trend of flows can be discovered.
Two simulated experiments show that our clustering approach can identify clusters from different distributions of flows. Owing to the geometric principles of similarity, our approach is not affected by noise flows and is effective to detect spatial flow clusters in distinct distributions. Additionally, a case study using Beijing taxi trip data is conducted to validate the proposed approach. We explore the impact of clustering parameters on clustering results, and find that the spatial clustering parameters (k and α) show positive correlations with the number of large clusters, and negative correlations with the number of total clusters. The temporal similarity threshold t is negatively related to the number of flows in the largest temporal cluster. At the same time, we identify valuable intra-urban mobility patterns. Affected by people's traveling characteristics, large trip clusters connect main transportation hubs, residential areas and important commercial districts. As the results demonstrate, our method can identify spatio-temporal clusters from large volumes of flows, thereby identifying useful patterns that may contribute to the visualization of flows and the analytics of spatial interactions and structures.
Extracting spatial and temporal patterns from massive individual flows is a critical element of the analysis of big geodata. This research proposes a useful clustering method of flow data. Further work will concentrate on designing a unified measurement of spatio-temporal similarity, considering that the two-step clustering strategy may restrict the search space for clusters. The unified measurement should not omit any significant clusters in space and time. In addition, it is required to automatically tune parameters by using an optimization algorithm to adjust the optimal parameter values. Furthermore, extensions of our method will be considered as well. We can assign each flow a weight attribute that can be measured as the number of movements between locations for clustering. 
