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A b s t r a c t
A key to next generation Internet is service differentiation. Broadband satellite networks being an 
integral and complementary part of this global information infrastructure should therefore be 
capable of providing differential treatment to users with different quality of service (QoS) 
requirements. This thesis addresses the problem of providing relative service differentiation over 
next generation satellite networks. We develop a complete service differentiation framework for 
broadband geostationary (GEO) bandwidth on demand satellite networks that provides 
proportional differentiated services (PDS) to different network performance metrics. The 
framework offers a separate “tuning knob” for satellite operators to control the differentiation of 
each performance metric.
We consider the differentiation of three most important QoS metrics: packet queuing delay, 
transmission control protocol (TCP) throughput and packet loss. We begin with proportional 
delay differentiation and propose a time dependent scheduler operating at the medium access 
control (MAC) layer, named Satellite Waiting Time Priority scheduler. The scheduler closely 
emulates the PDS model even in short timescales. However, the feasibility region of the scheduler 
is limited to high load conditions.
We focus our throughput differentiation investigation on TCP traffic as it forms the majority of 
Internet data traffic. Employing the cross-layer approach, we design an integrated solution that 
requires the joint configuration of TCP-Performance Enhancing Proxy at the transport layer and 
the scheduling algorithm controlling the resource allocation at the MAC layer. The 
complementary behaviours of the two differentiation mechanisms combine to achieve the desired 
differentiation.
Realising the need to automate the process of configuring the differentiation parameters, we 
further explore the use of fixed-point methods to analytically approximate the obtained 
differentiated TCP performance over dynamic load conditions. We validate our analytical method 
with extensive simulation results showing close agreement between the approximated and 
simulated differentiation of TCP flows.
For loss differentiation, we propose an innovative profile-based probabilistic dropping scheme. It 
is capable of providing consistent network-wide proportional loss rate to traffic of different 
service classes. Although capable of achieving the PDS model under different load conditions, we 
find instances where the predictability property of the PDS model is violated under certain 
configurations.
Finally, we depart from the PDS model and examine the congestion pricing approach in realising 
relative service differentiation over both GEO and non-GEO satellite networks. We implement 
and examine a window-based congestion pricing algorithm that differentiates users based on their 
respective willingness to pay to achieve the most basic requirement of relative service 
differentiation i.e. high priority traffic always receive better or no worse performance compared to 
low priority traffic. We finally conclude that although such an approach may be technically 
feasible for satellite networks, its adoption in the real world may depend on a lot of other factors.
Key words: Bandwidth on Demand, Broadband Satellite Networks, Relative Service 
Differentiation, Proportional Differentiated Services, Congestion Pricing.
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Chapter 1. Introduction
Chapter 1
1 In t r o d u c t io n
1.1 Background
Next generation networks are expected to be largely heterogeneous and encompass a multitude of 
networking technologies. Broadband satellite networks will be an integral and important part of 
this global communication infrastructure. Thanks to their inherent broadcasting capabilities that 
do not require a large scale complex infrastructure, they are particularly suitable for providing 
flexible and low cost ubiquitous coverage even to the most remote rural areas. Originally, they 
were used to provide long-haul voice communications via large earth stations. They then found a 
market in television broadcasting. Satellite connectivity to the Internet has also been made 
possible after the advances of Veiy Small Aperture Terminals (VSAT). Further advances in K a -  
b a n d  transmission and onboard processing (OBP) have pushed the realisation of broadband 
satellite systems. Nowadays, satellite networks also present themselves as an attractive 
alternatives for diverse application scenarios such as emergency / crisis support 
[Voigt07][WISECOM], high speed vehicle communications (e.g. trains) [Scalise06] and content 
broadcasting to mobile users [MAESTRO], Satellite networks operating in challenged 
environments are also primary candidates as delay tolerant networks (DTNs) [DTN].
The rapid emergence of multimedia applications and services and the growth of wireless data 
services have magnified the need for quality of service (QoS) to satisfy the diverse service 
requirements across different network segments. In fact, one of the main objectives of next 
generation Internet is to provide service differentiation since the original best effort service 
paradigm cannot support QoS demanding applications. It is expected that future data networks 
will provide service differentiation at the level of service class. Therefore, there is a need for 
efficient and flexible yet simple and robust mechanisms that can serve the service differentiation 
purpose in satellite networks.
In general, advances in terrestrial wired networks usually lead to equivalent development in 
wireless and satellite networks. Due to the dominance of the Internet Protocol (IP) in current and 
future networks and its continuous penetration in wireless networks, native-IP satellite networks 
become desirable for ease of integration. Future satellite systems will have to conform with the
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next generation Internet which will provide differentiated services to users demanding different 
level of service quality.
To this end, unique design and integration issues are to be solved. The foremost being the 
operating conditions and characteristics of satellite radio links that are considerably different 
compared to wired links. First, long propagation delay is intrinsic to satellite links especially for 
Geostationary (GEO) satellites positioned at 22,238 miles above the earth’s equator. The typical 
propagation delay for a GEO satellite amounts to 250-280 ms depending on the location of the 
satellite terminal under the satellite beam. Second, unlike wired links where transmission errors 
are rare, satellite links may have at times non-negligible errors caused by deteriorating channel 
conditions. For instance, the channel quality o f a K a - b a n d  satellite link is especially susceptible to 
atmospheric events such as rain. Furthermore, errors in satellite links are usually bursty rather 
than random as in, say, fibre optic links. Many protocols and technologies that perform 
satisfactorily in terrestrial networks simply work poorly in satellite networks. A classic example 
would be the well-accepted Transmission Control Protocol (TCP). Another incompatibility 
between the satellite and terrestrial networks is the management of satellite transmission 
resources. Satellite networks operate as multiple access systems in a shared medium environment 
whereby the transmission capacity is limited. Thus, in the context of QoS and service 
differentiation, over-provisioning as used in terrestrial core networks is not an option for satellite 
networks since bandwidth is an expensive commodity which should be efficiently utilised to 
maximise system and user utilities.
1.2 Thesis M otivation and Scope
From the scenario outlined above, it is clear that the current challenge for satellite network 
operators is to provide a complete service differentiation framework that is compatible with its 
terrestrial counterpart, yet optimised for operating in the space environment. This challenge 
motivates the work o f this thesis with the main theme of realising a scalable and practical service 
differentiation framework for satellite networks. This service differentiation framework must also 
be readily related to some billing or charging policies as subscribers are more reluctant to accept 
complicated charging schemes which they are unsure of the total payment.
Service differentiation and QoS is not a new research topic. In fact, over the last couple of 
decades, the research effort on Internet QoS has been tremendous and sparked endless discussions 
addressing even its necessity as such. Major progresses include the proposal of two QoS 
frameworks by the Internet Engineering Task Force (IETF) [IETF], namely Integrated Services 
( I n t S e r v )  [RFC 1633] and Differentiated Services ( D i f f S e r v )  [RFC2475]. In order to seamlessly 
integrate with the global Internet infrastructure, satellite networks have to adjust to the
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technologies and trends that are adopted in terrestrial networks. Similar considerations dictate that 
satellite networks provide service differentiation to different types of traffic in agreement with 
terrestrial Internet QoS frameworks.
Within this broad subject, a specific service differentiation model categorised under the r e l a t i v e  
service differentiation family (chapter 3) is considered as the basis for the full service 
differentiation framework proposed here. As the key consideration for the design of a satellite 
system is its level of integration with the terrestrial network, this thesis will focus on IP networks.
The satellite architecture under consideration is based on the Digital Video Broadcasting — Return 
Channel System (DVB-RCS) [ETSI03]. Specifically, the bandwidth on demand (BoD) resource 
allocation mechanisms implemented for this work is analogous to the Volume-Based Dynamic 
Capacity (VBDC) of the DVB-RCS standard. However, it should be noted that the discussions 
and applicability of the proposed framework are not limited to DVB-RCS networks. The 
reference system architecture (chapter 2) is of a more general nature where most assumptions and 
statements are valid for most conventional satellite systems.
With this in mind, an original service differentiation framework for satellite networks is proposed 
and studied. We investigate the differentiation o f three most important QoS metrics within this 
framework. These performance metrics are queuing delay (chapter 4), throughput (chapter 5 and 
chapter 6) and packet loss (chapter 7). Particular emphasis has been given to deriving analytical 
methods for accurate differentiation performance in chapter 6. The contribution in this direction is 
highly methodological and adds to a broader study of service differentiation mechanisms over 
satellite networks for all types o f traffic.
For delay and loss differentiation, open-loop traffic sources (e.g. Poisson traffic source) are used. 
However, with the popularity of TCP, it may be taken for granted that it will remain to be the de 
facto Internet transport protocol for some time. It is vital that satellite networks as another domain 
within the heterogeneous global network that transport high volume of TCP traffic can provide 
differential treatment to TCP flows of different priorities. Hence, TCP throughput differentiation 
is being considered here.
Finally, investigation is undertaken to study the feasibility of using congestion pricing as an 
alternative approach to achieve a less stringent but general service differentiation model. For this 
study, the scope is slightly enlarged to encompass a non-GEO satellite scenario as the round-trip 
time (RTT) is an important parameter for closed-loop traffic sources such as TCP.
3
Chapter 1. Introduction
1.3 Thesis C ontributions
From the results achieved from this research, we can summarise the major contributions as the 
following:
• Design and implementation of a full service differentiation framework for a broadband GEO 
BoD satellite IP network in which the three most important network performance metrics are 
differentiated in accordance to a service differentiation model. These metrics are queuing 
delay, throughput and packet loss.
• Development and evaluation of a time dependent scheduler at the satellite medium access 
control (MAC) layer capable of realising the required delay differentiation under the 
definition of the service differentiation framework proposed.
• Development and evaluation of an algorithm capable of realising the required TCP throughput 
differentiation in the context of a split-TCP scenario under the definition of the service 
differentiation framework proposed. This contribution utilises the i m p l i c i t  cross-layer design 
approach involving the transport and MAC layers.
• Development and evaluation of a profile-based probabilistic dropping scheme capable of 
realising the required loss differentiation under the service differentiation framework 
proposed.
• Development and derivation of analytical fixed-point approximations for differentiated TCP 
performance under various settings from the prior proposed delay and throughput 
mechanisms
• Validation o f the fixed-point method in its capability to automatically configure the satellite 
network for the service differentiation required by the satellite operator.
• Investigation of using congestion pricing as an alternative approach to achieve r e l a t i v e  service 
differentiation in a looser differentiation model for both GEO and non-GEO satellite 
scenarios.
1.4 Thesis O rganisation
This thesis is organised into nine chapters. The two first chapters provide the required background 
information and define the necessary scope and assumptions for the subsequent chapters. The next 
four chapters constitute the core of the research and describe each differentiation component that 
collectively is part o f a complete service differentiation framework in accordance with the 
differentiation model we advocate. The penultimate chapter represents a branch of our work that 
examines the feasibility of a different approach to achieve our objectives, albeit with more relaxed
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conditions. The structure of the thesis is summarised in Figure 1-1 showing the relationship 
among chapters.
Chapter 1 
Introduction
C hapter 2
Towards Broadband 
Satellite Networks
f
C hapter 3
Service Differentiation 
for Satellite networks
C hapter 4
Proportional Delay 
Differentiation
C hapter 5
Proportional Throughput 
Differentiation
C hapter 7
Proportional Loss 
Differentiation
C hapter 8
Congestion Pricing as an 
A lternative Approach
C hapter 6
Fixed-point Approximation to 
Proportional T C P  Performance
C hapter 9 
Conclusions
Figure 1-1: Thesis organisation
Chapter 2 provides an overview of the current state-of-the-art in the broadband satellite systems 
along with ongoing standardisation efforts. The chapter concludes with the definition of a 
reference system architecture that will be used in the rest of this thesis, explaining assumptions 
made and system features.
Chapter 3 discusses recent trends of Internet QoS and service differentiation. Established service 
differentiation frameworks are reviewed. Two main service differentiation paradigms are 
introduced. The service differentiation model, which represents the basis of this thesis, is 
described here. The chapter ends with a holistic conceptual description of the service 
differentiation framework this thesis advocates.
Chapter 4 describes a time priority scheduler that operates at the satellite MAC layer to realise the 
delay differentiation in agreement with the service differentiation model introduced in the
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previous chapter. In this chapter, three resource request strategies are studied for the best 
performance of the scheduler. Based on the resource requests, the proposed scheduler allocates 
the satellite resources in such a way that the target differentiation among different service classes 
can be achieved.
Chapter 5 describes an algorithm to achieve TCP throughput differentiation in a split-connection 
scenario in agreement with the service differentiation model. The algorithm resembles an i m p l i c i t  
cross-layer mechanism that requires the use o f some proxies at the edge o f the satellite domain 
(either at the border gateway or the satellite terminal itself depending on the scenario) to configure 
the TCP connections at the transport layer and the scheduler proposed in Chapter 4 to control the 
resource allocation at the MAC layer.
Chapter 6 describes the development of an analytical framework as a tool for satellite operators to 
accurately configure their networks in accordance with the service differentiation framework. The 
framework employs a generalised fixed-point method which requires the modelling of both the 
MAC layer scheduler and the transport layer differentiation mechanism. We discuss the method’s 
applicability to different network types and comment on its limitations.
Chapter 7 describes a profile-based probabilistic dropping scheme to achieve loss differentiation 
in agreement with the service differentiation model. The scheme takes into account the specific 
architectural challenges in satellite networks and limitations of terminal capabilities. The focus is 
on the demonstration of a simple differentiation mechanism that provides much room for the 
satellite operator to define the required loss differentiation based on their own network policies 
and network conditions.
Chapter 8 investigates the use of congestion pricing as an alternative approach to achieving a 
looser service differentiation model. Its performance and feasibility are evaluated for both GEO 
and non-GEO satellite systems. The TCP throughput is put under scrutiny and we evaluate the 
feasibility of the approach by examining the achieved differentiated TCP throughput and the 
achieved fairness among different connections.
Finally, Chapter 9 concludes the thesis and suggests several research directions for future 
extension of this work.
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Chapter 2
2  T o w a r d s  B r o a d b a n d  S a te l l i t e  N e t w o r k s
This chapter begins with a brief overview of the historical evolution of satellite networks. Then 
advances and development trends towards next generation broadband satellite networks are 
sketched. Different networking aspects of a broadband satellite system related to the work 
reported in this thesis are reviewed, leading to the definition of a reference satellite architecture. 
This reference architecture is the basis of the work undertaken in this thesis.
2.1 Introduction
The idea of using artificial satellites as telecommunication relays was first proposed in 1945 by 
Clarke [Clarlce45]. It was envisioned that a global coverage could be achieved with only three 
geosynchronous satellites. However, only in 1957, mankind witnessed the launch of the first 
artificial satellite and since then, we entered a “proof of concept” era which saw various early 
experimental satellites being launched. Intensive research activities have been focussed on 
enabling space communications. The first commercial service via satellite was offered in 1965 by 
INTELSAT [INTELSAT].
In the 1970s, broad range of experiments and tests were conducted for packet satellite systems 
[RFC829], Over the years, satellite technology gained much sophistication. Advancements from 
various disciplines (e.g. propulsion, fade mitigation techniques (FMT), space science etc.) have 
opened up possibilities for many different satellite-based applications. In this period, satellite 
services began to penetrate into the regional and domestic markets. Apart from telephony and 
television broadcasting, some basic data services were offered.
In the 1980s, the major development in the satellite communication field was the successful 
deployment o f VS AT networks which enabled communications among a large number of users. 
Initial VS AT networks were mostly receive-only systems operating in C - b a n d  (6 GHz) with low 
bit rates. From the mid 1980s onwards, bi-directional systems were introduced. K u - b a n d  VSAT 
systems gradually became popular. New services such as compressed voice and video 
transmission were also made available.
In the 1990s, as satellite networks slowly but surely became an important part of the global 
telecommunication infrastructure, simple relay satellites were no longer adequate. Demands for
7
Chapter 2. Towards Broadband Satellite Networlcs
broadband services to fixed users were increasing. Also applications and services have become 
diverse and more demanding. Satellite networks became a high potential market for investments. 
From the networking perspective, the development of OBP technology and advancement in K a -  
b a n d  transmission together with high gain multi-beam antenna are two notable progresses. 
Satellites equipped with OBP technology are able to perform routing and switching functions 
within the satellite. This opens up the possibility of making an orbiting satellite an active part of 
the Internet. With the existence of onboard buffers, more complex resource management 
mechanisms can be implemented as well. Meanwhile, transmission in the high-frequency band 
allows the utilisation of multi-beam antennas which in turn enables frequency re-use to support 
higher number of users and the use o f low cost low-power transmitters [Le-Ngoc04]. The net 
result is an increase of the overall bandwidth provided by the satellite. This was also the period 
where we saw ambitious large non-GEO satellite constellations being deployed. The successful 
launch of the I r i d i u m  [IRIDIUM] constellation remains a milestone in satellite networks -  
representing an engineering achievement yet a failure from commercial point o f view. With the 
high investment and long breakeven period, large satellite constellation networks come with veiy 
high financial risk and hence, have slowly lost their popularity while simpler GEO satellites re- 
emerged as the technology choice.
Nowadays, applications and services with very different traffic characteristics and requirements 
within a network are considered a norm. From the traditional telephony and data traffic to the 
more recent media-enriched traffic such as media streaming, content delivery and distribution, 
broadband access, multi-party video-conference, tele-education, tele-medicine and real-time 
interactive gaming, the heterogeneity of QoS requirements in a multi-service network provides 
ample challenges to network designers and service providers in the attempt to offer seamless 
multimedia services with QoS assurance. Next generation satellite networks are required to be 
capable of providing, supporting and maintaining differentiated QoS to this set of diverse, 
increasing and evolving applications.
2.2 Trends o f D evelopm ent
The proliferation of VSAT networks has resulted in various proprietary technologies for multiple 
users to gain access to the satellite radio resource. This highlighted a major hindrance for 
continuous growth since most systems are not interoperable with each other. It is, then, costly for 
developers and technology providers to create new software, hardware and services that can 
seamlessly operate across multiple platforms. Acknowledging this problem, during recent years, 
several standardisation bodies have established new standards for Internet over satellite. 
Commonly accepted standards are crucial in giving developers the confidence and market
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assurance to invest in new technologies, foster competition in the marketplace and thereby expand 
satellite addressable markets worldwide.
2.2.1 Asynchronous Transfer Mode (ATM)
The vision o f an all-purpose network technology was developed and proposed in the form of the 
Broadband Integrated Service Digital Network (B-ISDN). In the early 1990s, ATM, adopted by 
the International Telecommunication Union -  Telecommunication Standardisation Sector (ITU-T) 
[ITUT] as the underlying network protocol for B-ISDN, was expected to be the dominating 
protocol of the future.
ATM was first conceived for terrestrial optical networks, aiming to provide QoS support to voice, 
video and data applications. However, optical networks were not widespread in most countries at 
the time and the idea of ATM over satellite networks became attractive. The wide coverage 
provided by satellite networks and their flexibility in bandwidth assignment were among the 
various reasons behind the growing interest in interconnecting satellite and terrestrial ATM 
networks. In that period, there were enormous efforts from both the satellite research community 
and satellite industry in attempting to realise ATM over satellite. Under the assumption that ATM 
would become the de facto technology of the future, most of the satellite systems proposed during 
this time were ATM-based. This is especially true in non-GEO satellite constellation proposals. 
For instance, satellite constellations such as Teledesic, Spaceway, Celestri and Skybridge were all 
ATM-based systems.
ATM is a connection-oriented protocol which establishes a virtual channel between source and 
destination. This presents several design options for satellite ATM networks. In contrast with the 
variable packet length used in traditional Internet, the transmission unit for ATM is called cell and 
has a constant size of 53 bytes (including 5 bytes header). Being designed with QoS provisioning 
in mind, ATM also defines several distinct ATM transfer capabilities such as Constant Bit Rate 
(CBR), Variable Bit Rate (VBR), Available Bit Rate (ABR), Unspecified Bit Rate (UBR) and 
Guaranteed Frame Rate (GFR).
However, ATM never took off and the all-ATM network scenario never happened. Nevertheless, 
it has left a legacy to new system designs. Although it never reaches the end user as a desktop 
technology, a development of ATM suited to the Internet’s infrastructure, Multi-Protocol Label 
Switching (MPLS) is now claimed to be the most widely deployed backbone technology, 
accounting to approximately 80% of the world’s carriers [IPMPLS].
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2.2.2 Digital Video Broadcasting (DVB)
The broadcasting community, on the other hand, initiated a DVB project with the aim of 
producing a common platform for digital television broadcasting. The project covers different 
transmission media such as cable, terrestrial radio and satellite. The resulting system uses the 
Motion Picture Expert Group-2 (MPEG-2) transport streams and focuses on proper delivery of 
audio and video streams. However, data broadcasting and Internet access were later included in 
the service capabilities o f DVB systems.
2.2.2.1 D V B-S/S2
For satellite, a standard called DVB-S (satellite) [ETSI97] is formalised which specifies only the 
forward link using MPEG-2 transport services while relying on other transmission media (e.g. 
dial-up) to provide additional interactive return channel. The second generation of the standard, 
called DVB-S2 [ETSI04], was adopted by European Telecommunications Standards Institute 
(ETSI) [ETSI] in 2005. DVB-S2 is an enhanced version of its predecessor featuring two main 
improvements:
• The introduction of variable coding modulation which enables changing encoding parameters 
in real time; and
• Adaptive Coding and Modulation (ACM) which is capable o f optimising transmission 
parameters for different users.
In [ETSI05], it is claimed that DVB-S2 provides about 30% performance improvement over 
DVB-S while maintaining backward compatibility.
2.2.2.2 D V B-R C S
In 2000, DVB-RCS (Return Channel via Satellite) [ETSI03], a standard for return channel, was 
released. It complements DVB-S by defining an interaction return channel for a GEO satellite 
interactive network. While the maximum capacity for the return channel of DVB-S is limited at 
64 kbit/s, DVB-RCS provides a variable bit-rate return channel of up to a maximum of 2 Mbit/s. 
It should be noted that the standard does not include detailed implementation specifications giving 
thus high flexibility to individual network operators in this aspect. These standards have thus 
emerged as a promising choice of implementation for broadband satellite networks. Figure 2-1 
shows the reference architecture for the DVB-RCS network.
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Figure 2-1: Reference architecture for DVB-RCS network [ETSI03]
An important aspect of the DVB-RCS system is its use of a BoD scheme to improve the 
utilisation of satellite resources in the presence of distinct traffic classes. Under this scheme, 
return channel satellite terminals (RCSTs) will compute the required resources and then send their 
resource requests to the network control centre (NCC). In response, NCC periodically allocates 
the return channel capacity taking into account all the requests received. The NCC informs all the 
RCSTs of the resource allocation via terminal burst time plan (TBTP) messages.
The capacity allocation methods defined in the DVB-RCS standard are:
• Continuous Rate Assignment (CRA) -  a fixed amount of satellite resources is allocated for 
the entire duration of a connection. Normally, this allocation is pre-negotiated prior to the 
beginning of the connection.
• Rate Based Dynamic Capacity (RBDC) -  under this allocation method, a rate (i.e. unit 
satellite resource per time) is requested from the user. The rate allocated from the central 
scheduler will expire after a period of time and thus, the resource must be periodically 
requested. Each new RBDC request supersedes the previous request.
• Volume Based Dynamic Capacity (VBDC) -  instead of a rate, an amount of satellite resource 
is requested from user. Under this category, the requests are cumulative whereby each new
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request adds to the previously requested resources while each allocation from the scheduler 
decreases the amount of resource to be allocated. The allocation can be done over multiple 
allocation cycles. A variant of this category is the Absolute VBDC (AVBDC). Compared 
against the original VBDC, the only difference is that every new AVBDC request overrides 
the previous requests, i.e. requests are no longer cumulative.
• Free Capacity Assignment (FCA) -  no request is required for this category. Basically, if there 
is any unused satellite resource after the allocation of all other categories, the scheduler 
simply assigns the remaining resources to all current active users.
The reference system architecture used within this thesis makes use of some features in DVB- 
RCS (cf. section 2.5).
2.2.3 Satellite - Data Over Cable Service Interface Specification (S-DOCSIS)
An alliance of major cable operators, called Cable Labs [CableLabs], first developed the original 
DOCSIS standard [DOCSIS05] to deliver television broadcast which later was extended as a last 
mile technology to provide high-speed broadband data signals to end users. DOCSIS versions 1.0 
and 1.1 were completed in 1999 while version 2.0 was introduced in 2002. DOCSIS version 3.0 is 
currently under development.
S-DOCSIS is a version of DOCSIS which specifically adapted the physical layer for satellite 
transmission. To this end, several enhancements are introduced. An additional modulation 
algorithm (e.g. Quadrature Phase Shift Keying (QPSK)) is included to handle varying satellite 
link attenuations. Turbo coding and dynamic FMTs are also employed to further enhance the 
system performance. S-DOCSIS also incorporates MPEG and ATM encapsulation standards.
The WildBlue’s system [WildBlue] is an example that uses S-DOCSIS. The system operates in 
the K a - b a n d  over two satellites. Currently, S-DOCSIS has been deployed in countries such as the 
United States, Canada, Saudi Arabia, France, Mexico, Colombia, and Malaysia.
2.2.4 Internet Protocol over Satellite (IPoS)
IPoS is yet another standard for satellite. It was developed by the Hughes Network Systems 
(HNS) and approved by both Telecommunications Industry Association (TIA) and ETSI. Figure 
2-2 shows the system architecture of IPoS which is configured as a star satellite network (cf. 
section 2.3.2) encompassing three segments: (1) hub segment, (2) space segment and (3) remote 
terminal segment. A typical IPoS system consists of a K n - b a n d ,  bent-pipe GEO satellite 
permitting two-way communications between the hub and remote terminals.
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Figure 2-2: IPoS system architecture which consists of three segments [IPOS04].
The user and satellite interfaces are logically separated to ensure optimised end user applications 
and value added services working effectively in all systems incorporating the Satellite 
Independent-Service Access Point (SI-SAP) [ETSI05a] (see section 2.2.5).
2.2.5 Broadband Satellite Multimedia System
In spite of these developments, the continuous dominance of the TCP/IP protocol suite in the data 
networks has pushed the industry towards an all-IP network. At the same time, wireless access 
technologies are also embracing IP. In the satellite domain, ETSI has established a framework for 
specifying QoS requirements for Broadband Satellite Multimedia (BSM) networks based on the 
IP suite of protocols and standards developed in ETSI and other bodies. From this effort, a BSM 
protocol stack architecture (Figure 2-3) is defined where the original Open Systems 
Interconnection (OSI) reference model is divided into two parts:
• Satellite Independent (SI) layers which constitute the upper layers of the OSI model
• Satellite Dependent (SD) layers which constitute the lower layers of the OSI model 
The SI and SD layers are connected via a service access point (SI-SAP).
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Figure 2-3: BSM protocol stack given in [ETSI03a|
To support the various broadband services, satellite networks are required to operate compatibly 
with their terrestrial counterparts. Seamless integration between the two implies that the satellite 
network will inherit many features and characteristics currently present in terrestrial wired 
networks. Therefore it is essential that the trend of development in terrestrial broadband networks 
is taken into account.
2.3 Broadband Satellite N etw ork Architecture
In general, a broadband satellite network consists of two segments: the space and the ground 
segment. The space segment mainly refers to the satellite®. The ground segment, on the other 
hand, includes the network control centre (NCC), traffic gateways (GWs) and satellite terminals 
(STs).
• The satellite® -  The type of satellite® that is being employed may vary in several aspects, 
e.g. number of satellites (depends on the satellite orbit and coverage requirements), satellite 
capacities (onboard buffer, link bandwidth) and capabilities (onboard processing, inter­
satellite links).
• The NCC -  Acting as the central coordination point of the system, the NCC is responsible for 
resource and network management tasks. It also provides control and monitoring functionality 
to the system.
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•  The GWs -  The GWs provide connection between the satellite and other domains (e.g. public 
and private providers). GWs may also perform local resource management from the allocated 
resources provided by the central bandwidth controller. Some GWs include performance 
enhancing proxies.
• The STs -  They effectively represent the users which may serve one (residential) or more 
users (collective).
Figure 2-4 illustrates the main nodes in a generic broadband satellite network architecture. In the 
following sub-sections, the important aspects of a broadband satellite system are detailed.
Satellite
Terminal
Network Control 
Centre
Gateway
Figure 2-4: A generic broadband satellite network configuration
2.3.1 Satellite Types
Conventionally, satellites are classified according to their orbits. GEO satellites (also known as 
geosynchronous equatorial orbit satellites) are satellites orbiting the earth with a 24-hour period. 
A GEO satellite would appear to be stationary to an observer on the earth. Following the 
development of laser inter-satellite links, ideas on using multiple inter-connected low earth orbit 
(LEO) or medium earth orbit (MEO) satellites as a constellation have started to gain popularity. 
The conste lla tion  is co n stru c ted  by m eticu lously  a rran g in g  an d  p h asin g  m ultip le  
non-GEO sa te llite s  a t  ap p ro p ria te  o rb ita l p lan es  to en su re  con tinuous coverage.
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Satellites located between the inner and outer Van Allen belts (at altitude in the range of 9,000 km 
to 11,000 km) are referred to as MEO satellites while LEO satellites are those orbiting the earth at 
the altitude between 500 km and 2000 km. These non-GEO satellites have lower propagation and 
round trip delays and require less transmission power. However, they have higher system 
complexity and each satellite covers a smaller area.
Early satellites are non-regenerative. These “bent-pipe” systems function transparently. The 
received uplink signals are amplified, frequency shifted and broadcast down towards the coverage 
area (footprint). For such systems, access to the Internet is done via a GW attached to the Internet. 
ST to ST communications require double satellite hops. Hence, they are more suitable for access 
networks. In contrast, next generation satellites are expected to be regenerative. These satellites 
are equipped with onboard processing capabilities offering network functionality in the space 
segment. The presence of a processor onboard the satellite enables real time resource management 
within the satellite node. By this, single hop ST to ST communications is made possible.
2.3.2 Network and Topology
Architecturally, satellite networks can be categorised into three use cases: access network, content 
distribution network and core (transport) network [ETSI03a]. The access network refers to the 
type of network where users “access” the Internet via a gateway while the content distribution 
network refers to the network that are used to transfer certain content (e.g. multimedia video) to 
the edge of the network. Finally, the core satellite network is similar to the terrestrial backbone 
network whereby the data rates are normally much higher than the other two architectures. Figure 
2-5 shows the interconnection between the three types of network via edge routers.
Figure 2-5: Interconnection of access network, distribution network and core network [ETSI02|
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In general, a satellite network may be configured to use either the star or mesh topology.
• The star network topology - When a ST can only establish a link with another ST via the 
satellite, then this network is said to be using the star topology. It is characterised by the star 
arrangement of the satellite links between GWs and STs. IPoS, described in section 2.2.4, 
provides an example of this topology.
• The mesh network topology - If, however, a ST can establish a direct link with any other ST 
without going through inter-connection with the satellite node, then this arrangement is 
defined as the mesh topology. Those satellite networks having path asymmetry whereby the 
path from source to destination utilises a satellite link while the return path uses a terrestrial 
wired link are examples of mesh network topology.
Figure 2-6 shows both satellite network topologies in their simplest form.
Remote
Statbn
Remote Remote
Station Station
Figure 2-6: Star topology (left) and mesh topology (right)
2.3.3 Satellite Links and Channels
A satellite link can be defined in relation with the ST as follows:
• Uplink -  transmission from ST (terrestrial) to the satellite (space)
• Downlink -  transmission from satellite to ST
The direction of a channel can be defined as follows (for star topology):
• Forward channel -  traffic transmission from the GW towards the ST
• Return channel -  traffic transmission from the ST towards the GW
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Figure 2-7 illustrates the notion of satellite links and channels used in the rest of this thesis.
Figure 2-7: Satellite links and channels
2.3.4 Multiple Access Schemes
One of the main design issues for next generation satellite networks is the choice of the multiple
access schemes. Satellite bandwidth is a shared resource among a large number of STs. Therefore,
the ability to regulate efficiently access to this resource is critical.
There are three commonly used multiple access schemes:
1. Frequency Division Multiple Access (FDMA) -  the bandwidth is separated into frequency 
bands and each station would only transmit in the allocated frequency band. It is easy to 
implement and allows the use of simpler antennas. However, it is inflexible especially when 
new applications require dynamic resource management. It also requires guard bands between 
each frequency band in order to avoid interference. This requirement decreases the overall 
spectral efficiency of the scheme.
2. Time Division Multiple Access (TDMA) -  the bandwidth is separated into timeslots and each 
station only transmits in the allocated timeslots. In comparison, TDMA is more flexible and 
suitable for dynamic resource allocation. On the downside, it requires larger antennas, higher 
peak transmission power and has additional time synchronisation requirements.
3. Code Division Multiple Access (CDMA) -  the bandwidth is separated into different codes by 
means of a spread spectrum technique. It is resistant to multi-path propagation effect which is 
the main reason behind its widespread use in cellular communications. However, the receiver
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required is much more complex and costly. Moreover, its spectral efficiency is lower 
compared to both FDMA and TDMA.
Besides these multiple access schemes, some hybrid schemes were also proposed. The most 
notable one is the multi-frequency TDMA (MF-TDMA) whereby the transponder spectrum is 
divided into different carriers which in turn are shared via TDMA mode. The basic unit of link 
capacity in a MF-TDMA frame is the timeslot, with multiple timeslots grouped in TDMA frames 
along several frequency carriers. By separating the resource in the frequency and time axis, the 
new multiple access technique is popularly used in the satellite domain as it provides the 
flexibility of TDMA scheme while still allows lower transmission power for small terminals. 
Figure 2-8 illustrates the concept of MF-TDMA.
FDMA TDMA MF-TDMA
t im e t im e
Figure 2-8: Hybrid multiple access scheme, MF-TDMA
2.4 R esource M anagem ent in Satellite Networks
Regardless of the advances in transmission technologies in enabling k a - b a n d  communications, 
satellite transmission capacity remains an expensive commodity. Today’s resource intensive 
applications will get even hungrier for resources in the future. Hence, the resource management in 
satellite networks which is in charge of handling the sharing of satellite transmission resources 
among users is crucial especially in broadband multimedia networks that require capabilities in 
providing QoS guarantees and service differentiation.
In reference with the BSM protocol stack (refer to Figure 2-3), the resource management 
functions are located at the satellite MAC layer. Being a satellite dependent layer, the satellite 
MAC protocols are designed to perform optimally in the satellite environment. There are several 
factors taken into account in the satellite MAC protocol design. One of them is the type of 
applications that would traverse the satellite network. As different applications exhibit different 
traffic patterns, it is essential that the protocol is able to handle the traffic pattern the network is
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expected to support. Consequently, new class o f applications always create the need for new 
MAC protocols. This dependency is clear when examining the evolution of the satellite MAC 
protocols overtime [Peyravi99].
In general, satellite MAC protocols can be classified into four categories [Giambene07]: -
1. F i x e d  A s s i g n m e n t  protocols -  these protocols allocate static amount resources to each user. 
While it is the simplest among all the protocols, they are not flexible. Hence, they are mostly 
suitable for the support of aggregated traffic with a constant profile.
2. D e m a n d  A s s i g n m e n t  protocols -  these protocols allocate resources based on the demand from 
each station. They can be further divided into two: f i x e d  demand assignment and v a r i a b l e  
demand assignment. For f i x e d  demand assignment, the resources allocated last for the entire 
lifetime o f the connection. The allocated resources will be released once the connection is 
terminated. Hence, for the lifetime o f the connection, the resources given are at fixed rate. For 
v a r i a b l e  demand assignment, the user will have to send resource requests continually for the 
connection as the resources given are valid for a period of time much shorter than the lifetime 
of the connection itself.
3. R a n d o m  A c c e s s  protocols — these protocols do not explicitly allocate resources to users. 
Instead, each user will attempt to send packets without a priori knowledge of the availability 
of the resource. They are also known as contention-based MAC protocols. In this way, a 
c o l l i s i o n  will occur when two or more users send data at the exact same moment. The 
protocols must be able to resolve these collisions. In fact, this family o f protocols mostly 
varies in how they resolve collisions.
4. F r e e  A s s i g n m e n t  protocols -  these protocols allocate excess capacity to the users without 
needing additional requests or signalling from users.
MAC protocols for resource management in satellite network have been a fertile research area 
since the 1960’s. Over the years, the design of the protocols has also evolved. Historically, fixed 
assignment protocols were the initial MAC protocols being used in commercial satellite systems. 
Due to their inefficiency, fixed demand-assignment protocols were then proposed. The main 
application in that period was telephony. In the early 1970’s, random access protocols were 
introduced to support packet-switched data networks. They were mainly motivated by the nature 
of data traffic which is bursty in nature. However, the fact that this scheme has low upper bound 
utilisation has pushed for alternatives such as variable demand assignment protocols. Based on the 
buffer state, users compute and send resource requests. The requested resource will be allocated 
for a finite period -  usually in terms of a number of frames. With an increasing need to support 
multimedia traffic, hybrid protocols were proposed, combining diverse resource allocation 
mechanisms for different traffic types. Free assignment was proposed (e.g. a more recent free
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assignment protocol is [Le-Ngoc93]) to further increase system efficiency under low and medium 
traffic loads.
In the 1980s, circuit-switched and packet-switched networks were in a merging trend. This IP / 
Public Switched Telephone Network (PSTN) convergence required satellite networks to support a 
set of diverse, increasing and constantly evolving Internet applications and services. The 
appearance of ISDN followed by the B-ISDN put more stringent requirements to satellite MAC 
protocols. Multi-service networks require the satellite MAC to be able to handle a broader range 
of traffic classes. In response, hybrid protocols were proposed. Combinations of resource 
allocation mechanisms were used for different types of traffic. For instance, to support real-time 
inelastic traffic, fixed demand assignment coupled with additional admission control could be 
used while for elastic data network, a combination of variable demand assignment and free 
assignment is viable.
In the 1990s, the idea of BoD schemes started to attract attention as they were capable of 
achieving very high efficiency in satellite bandwidth utilisation. An example of a BoD scheme for 
broadband satellite networks is proposed in [AcarOl]. Within this BoD scheme, the requested 
resources could be satisfied in three ways. The first way is by s t a t i c  allocation o f resources. 
Secondly, users can b o o k  some resources. B o o k e d  resources will always be available to the user 
who booked it. The user will only need to indicate the need to use it. Otherwise, if the user did not 
use the b o o k e d  resources, they will be available to other users. Thirdly, a request can be satisfied 
by both s t a t i c  and b o o k e d  resources.
A brief discussion of MAC protocols as a function of various parameters is given below: -
• N e t w o r k  l o a d  -  fixed assignment protocols would achieve the highest resource utilisation 
efficiency when the network load is veiy high for most of the time. On the other hand, 
random access protocols are not suitable for networks with long term high load due to the 
high number of collisions. For instance, in a scenario where packets are randomly generated, 
the mean achievable throughput of ALOHA (a random access protocol) is less than 20% of 
the offered load.
® T r a f f i c  c h a r a c t e r i s t i c s  -  without the need to reserve resources, random access protocols 
perform best if  the traffic is highly bursty. When the traffic is bursty, the utilisation efficiency 
is low for fixed assignment because of the amount of unused allocated resources. Fixed 
assignment is most suited to CBR-lilce traffic (e.g. telephony)
• P r o t o c o l  a d a p t i v i t y  -  both fixed assignment and random access protocols do not possess the 
ability to adapt to users’ demand. However, demand assignment protocols are capable of 
utilising satellite resources based on users’ requests and thus, adjust to changing traffic
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patterns. For a network with varying traffic characteristics, demand assignment protocols 
emerge as the ideal choice.
• P r o t o c o l  c o m p l e x i t y  -  without needing coordination or synchronisation, fixed assignment 
MAC protocols are the simplest among all of them. However, due of their ability to adapt, 
demand assignment protocols are usually more complex.
2.5 Reference System
From studying the historical evolution and development trends in broadband satellite networks, 
we define here a reference system for our work. A clear point from our observation is that 
broadband satellite networks are leaning towards IP-based systems in line with the direction 
pointed by the ETSI BSM framework together with efficient and flexible resource management 
schemes. Therefore, we consider a broadband GEO satellite IP network with a BoD resource 
allocation mechanism analogous to the DVB-S/RCS standards [ETSI97][ETSI03]. However, our 
proposal is not limited to such architecture only.
We detail below our reference satellite system which forms the foundation of our work. It is 
implemented in the network simulator, n s 2  [ns2] where we enrich the original satellite MAC 
implementation with BoD capabilities (cf. section 2.5.2). Details of other specific 
implementations in relation to our contributions will be separately described in the respective 
chapters.
2.5.1 Network Architecture and System Features
Figure 2-4 shows our system architecture. Since this work considers the next generation satellite 
system, we assume the satellite to be equipped with OBP and some on-board buffer allowing 
mesh terminal connectivity. In harmony with the DVB-RCS definition, the work includes a GW 
that provides interactive services to networks (e.g. Internet, PSTN etc.) and service providers (e.g. 
databases, pay-per-view television, interactive games etc.). Satellite terminals effectively 
represent the users. The users could be interactive or access. We include the NCC node that 
provides control and monitoring functions.
We treat the satellite network as a separate independent domain. We follow [BuOl] in assuming 
that the network is well dimensioned and the average queue sizes1 at the edge of the domain are 
maintained at certain level with probability of packet arriving to a full queue being close to zero. 
This assumption is vital regarding to QoS and service differentiation. First, if the resources in the
1 W e  use “queue size" and “queue length”  interchangeably.
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network are much higher than the demand, then basically all users’ needs will be satisfied and 
there is no gain in adding complexity to the network for QoS provisioning. On the other hand, if 
the resources are much lower than the demand, then no amount of QoS mechanisms can satisfy 
the users’ requirements. Hence, we are dealing with a network which operates in the middle of 
these two extremes that require service differentiation mechanisms.
The reference architecture features the following characteristics and/or capabilities: -
® The network is assumed to be a TDMA system. To be specific, since GWs serve aggregate
traffic that varies slowly over time, TDMA is used for the forward path as it gives good 
forward link utilisation while on the return path, MF-TDMA is assumed. We consider a fixed 
MF-TDMA frame whereby the bandwidth and duration of successive TSs is static.
• This work further assumes that the BoD controller and scheduler are both located on-board 
the satellite. This implies that the satellite node would be responsible for the running of the 
resource management scheme (cf. details of the BoD process in section 2.5.2).
® We include packet fragmentation and reassembly function in all STs whereby packets are 
fragmented into multiple fixed size MAC frames before being put into the MAC queue. These 
frames will be reassembled at the egress edge of the satellite domain (e.g. GWs).
• A TCP-Performance Enhancing Proxy (PEP) is attached to each ST connecting to the 
satellite. The TCP-PEPs will cache TCP segments and prematurely acknowledge their arrival, 
resulting in shorter TCP start-up time. This technique works without explicit knowledge of 
endpoints, thus requiring some intelligence at the proxy. For our work, we use the TCP-PEP 
to execute our transport layer differentiation mechanism to provide differential treatment to 
TCP connections of different classes (cf. chapter 5 and chapter 6).
2.5.2 Bandwidth on Demand (BoD) Procedure
Next generation satellite systems mostly use the BoD mechanism which can be considered as a 
variable demand-assignment protocol to efficiently share the limited radio spectrum. The BoD 
process and terminology we consider here are drawn from [AcarOl] which involves two main 
entities, namely the BoD entity and BoD scheduler2. The BoD entity is located at the ST and 
handles all packets of the same class, which are stored in the same queue i.e. there will be x  BoD 
entities in an ST if this particular ST supports x  traffic classes. As mentioned previously, the 
BoD scheduler is located onboard the satellite. There is only one BoD scheduler and represents 
the master control in charge o f efficiently distributing the resources (in this case, the timeslots) 
among the STs.
2 W e  use “ B o D  scheduler”  and “ B o D  controller”  interchangeably.
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The BoD process is composed of two functions that are executed periodically. These functions are 
described below: -
• R e s o u r c e  r e q u e s t  p r o c e s s  -  As long as there are new packet arrivals at their queues, the BoD 
entities send resource (slot) requests ( R R  s) to the BoD scheduler with the period of n s  
TDMA frames. If q ( k )  are the queued packets at the BoD entity at the start of the k th 
allocation period, then the R R  sent to the BoD scheduler is given by
R R ( k )  =
L, -1
q ( k )  -  n s . a ( k )  -  ns. ] P  R R ( k  -  L s  +  j )  -  n s . w ( k )
_________ ___  j ~ l (2-1)
where a ( k )  denotes the number of timeslots per frame already allocated to the BoD entity 
for the coming n s  frames. w ( k )  are the owed timeslots by the scheduler from previous 
resource allocation periods, when the BoD entity requests were partially or not at all satisfied 
and L s  is the n o m i n a l  s y s t e m  r e s p o n s e  t i m e  (BoD cycle) in frames, namely the time elapsing 
from the moment a BoD entity submits a request till the moment it should receive its 
allocation from the scheduler. The L s  parameter accounts for the propagation, transmission 
and processing delays at the BoD entity and the BoD scheduler. The actual system response 
time may well be higher than the nominal one, if the request cannot be served in the first 
encountered resource allocation period but rather has to be queued and served in subsequent 
resource allocation periods. m +  =  v  if v  >  0 and 0 otherwise. This ensures that no R R  
will be submitted if it is zero or negative.
•  R e s o u r c e  a l l o c a t i o n  p r o c e s s  -  Upon the reception of R R s ,  the BoD scheduler allocates 
timeslots to each requesting BoD entity based on the scheduling discipline and policies set by 
the satellite operator. It then constructs the burst time plan (BTP) that contains the allocation 
information and broadcasts it to the BoD entities.
Figure 2-9 outlines the time evolution of the BoD process and the timing o f the resource request 
submission and allocation tasks. Based on the figure, one full BoD cycle is defined as the period 
between event (1) and event (5).
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Figure 2-9: BoD process
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Chapter 3
3  S e r v ic e  D i f f e r e n t ia t io n  f o r  B r o a d b a n d  
S a t e l l i t e  N e t w o r k s
This chapter provides the background of QoS and service differentiation in the Internet and leads 
to the description of the service differentiation frameworks and approaches considered in our 
work. We discuss the properties o f the re la t iv e  service differentiation approach in relation to the 
satellite networks and introduce the Proportional Differentiated Services (PDS) model 
[Dovrolis02] as the model advocated in this work. The chapter concludes with an overall 
conceptual view of our service differentiation framework for the reference satellite network 
architecture described in Chapter 2.
r-
3.1 Internet QoS and Service D ifferentiation
The Internet has evolved from an original research network in the United States (US). In the same 
year as the launch of first artificial satellite (1957), the US government created the Advanced 
Research Projects Agency (ARPA) which initiated an experimental network called ARPANET 
devoted to research, develop and test network technologies. In 1968, the National Physical 
Laboratory in Great Britain set up a test network on the concept of a decentralised, packet- 
switching network. A breakthrough came in 1973 when US, England and Noiway successfully 
connected to each others’ networks. Following this, the growth of the Internet has been so fast 
that it embraced the world within the next decades.
The Internet provides services of equal quality to all users whereby the network, with its available 
resources, attempts to transmit the traffic in the best possible way. This “best-effort” service 
paradigm served well the early days for several reasons. First, the early users were privileged 
educated users who were conscious of the inner working of the network and would strive to use 
the network sensibly and responsibly. Second, the network was still comparatively small and the 
number of users was not as large as now. Third, network providers do not have pricing schemes 
that differentiates services or users. Finally, the applications available at the time were not 
sensitive to losses and delays.
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Nevertheless, the usage scenario has steadily changed over the years. The commercialisation of 
the Internet is the vital catalyst to these changes. With heavy investments, service and network 
providers make eveiy effort to maximise revenues by introducing new pricing schemes that are 
based on the services provided. The rapid creation of new applications and services that are 
resource intensive has quickly transformed the setting. With the emergence of multimedia 
applications such as streaming media, multi-party video-conferencing and real-time interactive 
gaming along with the popular peer-to-peer file sharing, traffic with very different characteristics 
and requirements is considered a noun nowadays. The “best effort” service cannot support well 
these applications. Finally, with the Internet user population ever increasing, it is inevitable that 
certain groups of users demand services with higher quality than others. For example, corporate 
users may be willing to pay more for better services while home users may be satisfied with the 
original “best effort” service. One level of service quality is clearly not adequate for the next 
generation Internet.
There is a school of thought that QoS provisioning is not required at all. The argument is that 
over-provisioning can always solve the problem. This argument is supported by the fact that link 
capacity in the network is ever increasing due to advancements in technologies such as fibre 
optics. However, in reality, adding capacity in the Internet backbone has not entirely solved the 
problem. This is because the edge of the backbone networks would act as the capacity bottleneck 
and media-enriched applications remain unsatisfied in the access networks that connect end-users 
to the Internet backbone. Furthermore, over-provisioning is not always possible. For example, in 
the context of satellite networks where capacity is usually limited and expensive, over­
provisioning is definitely not a cost-effective solution. Recognising the apparent need for service 
differentiation and QoS, Internet QoS has become an important research topic since the late 
1980s.
3.1.1 Integrated Services (IntServ)
IETF set up an Integrated Services ( I n t S e r v )  Working Group in the early 1990’s. I n t S e r v  
[RFC 1633] is a QoS framework that requires per-flow traffic handling at every hop along the path 
from source to destination. A flow’s resource requirements are stated beforehand through 
signalling with admission control at every hop along the path. Traffic in excess of the agreed 
(reserved) profile is policed at the access router i.e. it is marked and possibly dropped since it 
violates the agreement. The resource reservation is permitted if  there are enough resources along 
the path. Otherwise, the reservation request is refused. The architecture uses as signalling protocol 
the Resource Reservation Protocol (RSVP) [RFC2205] for reserving end-to-end resources. RSVP 
maintains “soft-state” for each connection in every router along the path and this state needs to be
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refreshed or updated periodically. As such, although the concept of resource reservation in I n t S e r v  
provides fine-grain QoS support, the per-flow basis used pose serious scalability problems.
RSVP in I n t S e r v  uses a “soft-state” approach as opposed to the “hard-state” approach utilised by 
ATM. Due to the fact that the state needs to be refreshed or updated periodically, extra traffic is 
generated. If the state is not refreshed, it will time-out and those reservations previously made will 
be lost. In a very large network with a big number of established flows, such as a backbone 
network, these extra refresh messages will create a considerable load which potentially will 
contribute to congestion. Besides this, every backbone router which supports RSVP will have to 
be able to keep state information for huge numbers of flows with various traffic profiles. This also 
poses another scalability problem. With these scalability problems, potential I n t S e r v  use is 
restricted to mostly private IP networks such as local area networks (LANs) or metropolitan area 
networks (MANs) instead of large scale networks. In fact, given that such “access” networks have 
typically high bandwidth, I n t S e r v  has not been deployed much in practice.
There are three service categories in I n t S e r v , guaranteed service, controlled load service and best 
effort service. Table 3-1 describes each of these service categories.
Table 3-1: I n t S e r v  service categories
Service Category Description
• This service provides assured throughput level with 
specifications on parameters such as upper bound on end-to- 
end delay and packet loss.
• It is especially suitable for real-time multimedia applications.
• This service approximates the behaviour visible to applications 
receiving best-effort service under unloaded network 
conditions.
• There is no upper bound on end-to-end delay but very high 
Controlled Load Service
percentage of packets should experience delays not much 
[RFC2211] & r  7
greater than the end-to-end transit delay with very little packet 
loss due to congestion.
• Under such characteristics, this service is thus suitable for 
adaptive real-time multimedia applications.
• This service does not reserve resources.
Best Effort Service
• It is essentially the same service as the original Internet.
Guaranteed Service 
[RFC2212]
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Figure 3-1 shows an IP router extended to comply with the I n t S e r v  framework.
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Figure 3-1: Implementation model for routers within the I n t S e r v  framework [RFC1633]
3.1.2 Differentiated Services (DiffServ)
As an alternative to I n t S e r v ,  Differentiated Services ( D i f f S e r v )  [RFC2474][RFC2475] propose to 
aggregate flows based on QoS requirements to overcome the scalability problems of I n t S e r v  by 
sacrificing the fine-grain accuracy in QoS provisioning. In comparison to I n t S e r v , the D i f f S e r v  
architecture is simpler and lighter. QoS in D i f f S e r v  is supported by a limited set of traffic classes 
instead of individual flows with the objective of reducing the number o f soft states per router. 
Complexities are moved to the edge routers while the core routers are kept simple. Packets are 
processed on entry to the network. The ingress edge router would allocate a D i f f S e r v  Code Point 
(DSCP) to the packet based on the expected QoS treatment in the network. Packets are policed 
and marked (if out of profile) and possibly rate shaped. Figure 3-2 illustrates a D i f f S e r v  domain 
and the traffic conditioner a D i f f S e r v  packet may go through.
Users negotiate with a service provider Service Level Specifications (SLSs) offline. A SLS 
includes the service required, QoS specifications and the option to dynamically invoke additional 
instances of that service. These dynamic services may be requested via signalling to the ingress 
router. In a D i f f S e r v  domain, there exists a Bandwidth Broker (BB) that performs planning, 
dimensioning, SLS management and resource management of the domain.
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Ingress router DiffServ
Packet
Figure 3-2: D i f f s e r v  domain (top); D i f f s e r v  packet classifier and traffic conditioner (bottom)
[RFC2475]
The concept of Per-Hop Behaviours (PHBs) is introduced for end-to-end services. PHBs define 
the traffic classes supported by the network. Basically there are three PHB classes defined as 
described in Table 3-2.
Table 3-2: D i f f S e r v  PHB
PHB Description
Expedited Forwarding 
(EF) [RFC3246]
• This PHB class provides low loss, low delay and low jitter 
services with assured bandwidth.
• It is suitable for inelastic real-time traffic.
This PHB class provides QoS in a more comparatively manner 
whereby it caters for “soft” bandwidth and loss guarantees.
Four AF sub-classes are defined and within each AF class, there 
exist three possible drop precedence values.
In essence, AF PHB is a group of relatively ordered traffic classes 
for service providers to offer different levels of forwarding 
assurances.
Assured Forwarding 
(AF) PHB [RFC2597]
• This PHB class is equivalent to the best effort service with no 
particular QoS guarantees.
Default PHB
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In contrast with I n t S e r v ,  D i f f S e r v  can be seen as the answer to Internet service differentiation in 
large scale networks.
3.1.3 IntServ and DiffServ for Satellite Networks
As the research on service differentiation over satellite networks follows both conceptually and 
time wise, the developments in the terrestrial domain, the first efforts in this direction were to 
realise the I n t S e r v  and D i f f S e r v  frameworks over satellite systems. [IeraOl] investigated the 
performance issues o f an IP-based satellite-terrestrial platform under the I n t S e r v  framework. 
Meanwhile, a D i f f S e r v  gateway architecture over satellite networks with a joint resource 
management and marking mechanism was proposed in [Ronga03]. An investigation on the 
structure and performance of a D i f f S e r v - b a s c d  satellite communications system to provide 
multimedia services was presented in [Le-Ngoc04] in which particular emphasis is given to uplink 
transmission scheduling and switching that is appropriate to IP D i f f S e r v  PHBs. In [Iuoras05], a 
dynamic capacity allocation scheme based on combined free / demand assignment multiple access 
was proposed for D i f f S e r v  QoS support in IP-based broadband satellite access networks.
In addition to that, a hybrid solution by integrating both I n t S e r v  and D i f f S e r v  is also a possibility. 
For instance, the backbone network may employ the more scalable D i f f S e r v  while I n t S e r v  can be 
deployed for access networks whereby flows can be aggregated according to PHBs in the 
backbone. This is the research direction taken in [Iera02]. The authors attempt to design an 
effective inter-working between a multimedia terrestrial backbone and a satellite access platform 
by applying I n t S e r v  solution to the access network regions and D i f f S e r v  framework at the core 
network region. The work advocates the use of the aggregate RSVP mechanism [RFC3175] for 
the task of mapping between the service classes defined in the two QoS frameworks. However, 
there still remains some design issues to be solved for such a solution to be viable.
3.2 Service D ifferentiation A pproach
In general, service differentiation is mainly approached in two directions, a b s o l u t e  and r e l a t i v e .  In 
fact, if  we examine the services defined in I n t S e r v  and D i f f S e r v ,  we can see that these QoS 
frameworks consider both approaches.
Figure 3-3 shows the taxonomy of service differentiation with some examples for each approach. 
Our work focuses on the boxed branches in the figure.
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Figure 3-3: Taxonomy of service differentiation approaches
3.2.1 Absolute Service Differentiation
A b s o l u t e  service differentiation provides specific level of QoS guarantees to admitted users. This 
implies the use of admission control and resource reservation mechanisms to give assurance to the 
performance measures. A b s o l u t e  service differentiation is defined with absolute service profile 
(e.g. flow % is guaranteed x  Mbit/s bandwidth with 0% loss rate). This approach is mainly 
utilised by applications that require guarantees to specific performance measures such as 
throughput, loss and delay. Usually these applications are not able to adapt to sudden changes in 
these measures. Examples of such applications are video streaming, voice over IP (VoIP) and 
online gaming. The reservation-based I n t S e r v  framework proposed by the IETF provides a b s o l u t e  
service differentiation to users via guaranteed service which provides guaranteed bounded delay 
and bandwidth.
Via this approach, the admitted users are assured o f receiving the requested performance level. 
However, providing, maintaining and deploying services with such a strict level of QoS 
guarantees can be complex.
• To be able to provide these guarantees, the admission control function block within the edges 
o f the network has to be sufficiently sophisticated to allow efficient use of all network 
resources based on the user requests. Inaccuracy in the estimation of available resources can 
lead to unnecessary rejection / blocking of users.
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• To be able to maintain these guarantees in changing network conditions, the resource 
reservation and management function block must be able to adequately allocate resources to 
ensure the level o f performance requested throughout the connection life-time with minimal 
resource wastage.
• For deployment, these function blocks have to be easy and cheap to implement in real 
network elements (e.g. routers).
3.2.2 Relative Service Differentiation
In contrast, the r e l a t i v e  service differentiation approach does not promise a specific level of QoS 
performance. Rather, it only ensures that high priority traffic will receive better or no worse QoS 
than low priority traffic. R e l a t i v e  service differentiation is defined in comparative terms (e.g. flow 
i  is guaranteed to have x  Mbit/s bandwidth more than flow j ). Notice that instead of specifying 
QoS in terms of quality, it actually specifies it in terms of quantity. It states how much 
better/worse service A is when compared to service B .
The D i f f S e r v  framework which segregates traffic into service classes and forwards them in 
particular ways includes specifications for providing r e l a t i v e  service differentiation through the 
assured forwarding service in which packets are assigned a different drop precedence which 
signifies their relative importance and in case of congestion, packets with high drop precedence 
will have higher probability of being dropped.
In comparison, the r e l a t i v e  service differentiation is more straightfoiward to deploy and maintain. 
Since no specific performance level guarantee is provided, the implementation of such a 
differentiation approach is simpler. Complex and high maintenance mechanisms are not required. 
Hence, the network can do without function blocks such as admission control and explicit 
resource reservation protocol.
For applications requiring strict QoS guarantees, [DovrolisOl] proposes a dynamic class selection 
method so that the application can search and use a class that is able to provide the desired level 
of QoS. For such a r e l a t i v e  service scheme to be successful, a pricing scheme must be in place to 
ensure that higher classes are costlier than lower ones. Otherwise, all users regardless of their QoS 
requirements would try to use the highest priority class, rendering the whole service scheme 
ineffective.
3.3 A  R elative Service D ifferentiation M odel for Satellite Networks
Several requirements for a service differentiation framework to be suitable for its deployment in 
broadband satellite networks have been identified.
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•  Low complexity -  Satellites have very limited processing and buffering capabilities onboard. 
Complex functions are to be avoided when deciding on the choice of service differentiation 
frameworks.
• Scalability -  With ever increasing users, the scalability of the service differentiation
framework is one of the most important requirements. This is especially true for satellite
networks using star topology whereby the satellite node become a central communication 
point in the network. An RSVP-like approach with high signalling overhead and soft-state 
maintenance may not be able to accommodate high volume of users.
• Robust yet flexible -  With bursty traffic, the network load may fluctuate heavily over time. 
The ability to adapt and maintain the promised level of differentiation among users of 
different classes at all times is another aspect required.
• Integration with the terrestrial service differentiation framework -  As part of the global
information infrastructure, service differentiation in the satellite networks must be compatible
with that employed in the terrestrial networks to allow seamless inter-working between 
different network domains.
• Fairness among users -  It is also vital that the service differentiation framework for the 
network provides a “fair” opportunity for all groups of users to access the satellite resource 
without starving others. For example, in a strict priority scheme, a high priority user who will 
always be given overriding access to the network resource will “unfairly” starve the users of 
lower priority. What is “fairness” is an interesting question here as there are various 
definitions for the term. Some operators differentiate users by means of their QoS 
requirements while others refer to the revenue brought in by each class of users. We believe a 
service differentiation framework should be coupled with a pricing scheme.
Taking into account of the abovementioned requirements, the r e l a t i v e  service differentiation 
approach presents itself as a good choice for broadband satellite networks. Since it does not 
require sophisticated functions, r e l a t i v e  service differentiation is comparatively simpler to 
implement in practice. We thus advocate the application of the Proportional Differentiated Service 
(PDS) model [Dovrolis02], categorised under the r e l a t i v e  service differentiation approach, to the 
broadband satellite networks. The elegance of the model is its simplicity. In satellite environments 
where system complexity should be kept low, this model provides additional reasons to adopt it. 
The amount of computation to achieve proportionality in this model is also low. In addition, no 
soft-states or extra signalling are required to maintain the differentiation objective. Finally, recent 
years has seen such an approach to be highly popular in different network types (cf. section 3.3.3).
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3.3.1 Proportional Differentiated Service Model
The proportional differentiated service (PDS) model was first proposed in [Dovrolis99]. It is a 
lightweight framework for r e l a t i v e  QoS provision to a finite number of service classes. Rather 
than providing purely q u a l i t a t i v e  service differentiation, it can provide q u a n t i t a t i v e  service 
differentiation among different traffic classes. In essence, PDS strives to provide proportional 
performance spacing to traffic from different service classes. Such a scheme would be particularly 
welcome by satellite operators since it could directly translate to charging policies. The idea is 
that if the satellite operators can confidently control the performance difference among users, then 
they can justify the higher price tag for better service. Even better, if  the performance gap is 
numerically defined, the price difference can also be easily derived. For example, say, traffic class 
i  is configured to outperform traffic class i  +  1 two times, then users of class i  can be charged 
twice the price o f users of class i  +  1.
Formally, consider a network supporting N  service classes indexed by i , 1  <  i  <  N .  Let r { be 
the differentiation parameter (DP) attached to service class i  which acts as a “tuning knob” for 
the satellite operator to control the performance gap among service classes. If a \  is the
performance metric of interest for class i , e.g. queuing delay, throughput, packet loss, then the 
PDS model requires that
*■ = £; v», j e (3-d
' j
In this thesis, we follow the convention of numbering classes in decreasing priority order whereby 
class i  has higher priority than class i  +  1 and we normalise all DPs with reference to the highest 
priority class (i.e. class 1), which is assigned DP equal to unity: -
0 < r N  <  r N _ i  <  . . .  <  r 2  <  r x  =  1.
As an illustrative example, lets consider a network with N  =  2 and the DP for class 1 and class 2 
is given as r  =  [r1? r2] =  [1.0, 0.5]. In the PDS model, this implies that class 1 (i.e. the highest
priority service class in this example) must outperform class 2 in the performance metric of 
interest (e.g. throughput) by 1.0/0.5 =  2.0 times. Therefore, if class 1 achieves 6 units for its < j\ ,
then class 2 should achieve 3 units for its a 2  . Figure 3-4 illustrates the example graphically.
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Performance Performance
metric, CT ratio, cq JOj
Figure 3-4: A generic example of proportional differentiation
3.3.2 PDS Properties
Besides achieving the model objective in Eq. (3-1), there are two additional properties of the PDS 
model. These properties are elucidated below: -
• C o n t r o l l a b i l i t y  -  The PDS model requires that the performance spacing between any pair of 
the service classes is controllable by the network operator. The capability to ensure that a 
service class is always better or no worse than another may not be enough. Often, a network 
operator wants to specify how much better a class will outperform another one so that the 
difference in performance reflects the pricing scheme in place. As such, a strict priority 
differentiation approach is not controllable. Although in the strict priority approach the high 
priority traffic always receives better treatment, the performance spacings among the classes 
are dependent on the load distribution of each class. If  the highest priority service class is 
always loaded, then lower priority traffic will be starved of resources. In addition to that, this 
property is important during the service creation process whereby its performance in relation 
to others has to be defined. Finally, the network operator may also reserve a specific class that 
has veiy high priority for very important traffic such as routing and network management 
traffic.
• P r e d i c t a b i l i t y  -  The PDS model requires that the performance of a class is predictable at all 
time. This property effectively refers to the consistency of the service differentiation 
implementation in achieving the model in eveiy time instance and in all load conditions.
Essentially, PDS aims at providing predictable performance differentiation on each traffic class 
whereby the performance spacing between classes is controllable by the network operator 
[Dovrolis99]. Both requirements stated above also represent two main advantages of this model 
over other service differentiation models.
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3.3.3 Application of PDS
Since its introduction, the PDS model has gained much attention and has been the basis for many 
studies targeting different network types. Table 3-3 gives a non-exhaustive summary of relevant 
work for terrestrial, wireless and optical networks.
Table 3-3: Previous proposals for realising PDS model in different networks
Proposal
NETWORK
Type
D ifferentiation
Metric
Proposed Solution
L a i  [Lai04] terrestrial delay Scheduling; WTP variants
E s s a f i  e t  a l .  
[EssafiOO]
terrestrial delay Scheduling; adaptive WTP
N g i n  a n d
T h a m terrestrial delay Scheduling; Scaled Time WTP
[Ngin03]
P a t c h a .  e t  a l .  
[Patcha05]
terrestrial delay
Particle-swarm optimisation with fuzzy 
rules
S a n k a r a n  a n d
K a m a l terrestrial delay and throughput Scheduling; Exploiting Little’s Law
[Sankaran02]
J e o n g  e t  a l .
wireless delay
Scheduling; WTP variant considering
[JeongOO] channel errors
X u e  Y .  e t  a l .  
[Xue04]
wireless delay Scheduling; Cross-layer mechanism
W a n g
[Wang03]
wireless delay
Scheduling; WTP variant with QoS class 
selection mechanism
X u e  Q .  a n d
G a n z wireless throughput Channel contention algorithm
[Xue04a]
C h e n  e t  a l .  
[ChenOl]
optical delay and loss
Scheduling; WTP variant with burst 
assembling scheme
T a n  e t  a l .  
[Tan06]
optical loss
Probabilistic pre-emptive burst 
segmentation scheme
We notice though that there is a lack of effort in the satellite research community in terms of 
applying the PDS model in the satellite domain. Our work fills exactly this gap. We formulate a
37
Chapter 3. Service Differentiation for Broadband Satellite Networks
comprehensive framework based on the PDS model for satellite networks and investigate how this 
model can be realised for different network performance metrics.
3.4 A Com plete PDS Fram ew ork for Satellite Networks
We envisage a PDS framework in a broadband satellite network whereby the satellite operator has 
separate control of the differentiation of each individual network performance metric. By this, the 
satellite operator has a specific tuning knob to adjust the DP for each performance metric 
dedicated to control the performance gap among different service classes. As an example, say the 
network is configured with N  =  2, the DP for class 1 and class 2 is pre-set as
r  =  {7}, r2 |  =  11.0, 0 .51 and the performance metric under consideration is metric 1, a .
Then, to adjust the performance spacing of the metric 1, the satellite operator simply has to 
change the DP set for metric 1. Assuming, instead of having 2.0 times the difference between the 
two classes, the satellite operator changes the policy to cater for a performance gap of 4.0 times. 
The adjustment needed is simply to change from jq ,  r2 ] =  |l.O, 0.5} to
{r„ r2 } =  {1.0, 0.25}.
Satellite
Operator
Differentiation 
Metric 1
Differentiation 
Metric 2
Differentiation 
Metric 3
Figure 3-5: PDS provides separate tuning knobs for satellite operator in differentiating different
performance metrics in the network
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This isolation of each knob controlling a specific performance metric is highly convenient for the 
satellite operator in configuring its network for different QoS requirements. Figure 3-5 shows the 
conceptual view of the entire framework. Three performance metrics are considered in this thesis 
-  queuing delay, packet loss and TCP throughput. In other words, there should be three tuning 
knobs for our framework.
We show the logical implementation of our reference architecture in Figure 3-6. Basically, it 
illustrates the internal function blocks of both the ST node and the satellite node with their 
interactions. All STs within the network should subscribe to at least one service class. If an ST 
does not specify any service class, it is implicitly considered to be subscribing to the default class 
(lowest priority class) within the network. In the case where an ST subscribes more than one 
service class, there will be a separate logical queue for each service class. The queues are assumed 
to be of first-in-first-out (FIFO) drop-tail discipline. A packet classifier is thus needed to put user 
traffic into the respective queues. As detailed in section 2.5.2, each queue (i.e. the existence of a 
service class) is also bound to a BoD entity. Finally, a queue monitor responsible for keeping 
track of the current state of each queue and feed this to each BoD entity is included in the 
implementation. The BoD entities rely on information from the queue (e.g. queue length) to 
compute the resource requests that are to be sent to the BoD controller.
Figure 3-6: Implementing the PDS framework for broadband satellite networks
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On the other hand, in the satellite node, the vital component is the BoD controller whereby all 
resource requests are first being buffered. The scheduler will then analyse the received requests to 
make the resource allocation. Allocation information will be packaged and broadcasted to all STs 
via BTP. Based on this information, the STs will send out the packets of different classes by using 
the allocated slots.
The realisation of this PDS framework within the BoD satellite architecture involves the 
implementation o f several differentiation mechanisms in the satellite network. For each 
performance metric to be differentiated, we have a specific mechanism in place either independent 
of other function blocks or implicitly cooperating with others for optimal achievement of the 
differentiated service. In the figure, the three shaded function blocks are the focus o f our 
implementation to realise the PDS model.
• S c h e d u l e r  -  A  time dependent scheduling algorithm has been implemented at the satellite 
node to allocate the satellite resources (i.e. the timeslots) such that the measured packet 
queuing delays from different service classes conform to the delay differentiation setting from 
the satellite operator.
• D r o p p e r  -  A packet dropper is added in the architecture to achieve proportional packet loss 
differentiation as configured by the satellite operator.
• P E P  -  We employ the middleware approach of using a PEP in tandem with the scheduler 
mentioned above to achieve proportional TCP throughput differentiation.
We will refer to Figure 3-6 to detail each o f the differentiation function block in the following 
chapters.
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Chapter 4
4  P r o p o r t io n a l  D e la y  D i f f e r e n t ia t io n
Traditional Internet applications such as email, web browsing and file transfers mostly consist of 
elastic data flows. These applications are delay tolerant. However, new Internet application traffic 
such as live streaming, interactive video conferencing and real-time gaming are inelastic whereby 
the data packets require timely delivery. In other words, the nature of the traffic and its QoS 
requirements determine the way the network should deal with its packets. In view of this situation, 
we seek to provide the network with the capability of queuing delay differentiation among 
different service classes. We approach the problem via scheduling.
This chapter describes the details of achieving proportional delay differentiation under the PDS 
framework within a broadband satellite network via the implementation of the s c h e d u l e r  function 
block (cf. Figure 3-6). We introduce and evaluate a scheduler that draws on the time-based 
scheduler proposed in [Dovrolis02] and can serve the PDS model under the specific requirements 
of satellite environments.
4.1 Background
Dovrolis e t  a l .  who proposed the PDS model [Dovrolis02] have shown that the Waiting Time 
Priority (WTP) scheduling algorithm, originated from Kleinrock’s T i m e  D e p e n d e n t  P r i o r i t i e s  
queue [ICleinrock76], approximates closely the model in providing proportional delay 
differentiation for heavily loaded wired networks with Pareto traffic sources. Almost in parallel, 
Leung e t  a l .  have shown that the d e l a y  d i f f e r e n t i a t i o n  p a r a m e t e r s  (DDPs) used by the WTP 
scheduler to achieve proportional delay differentiation are an explicit function of the link 
utilisation [LeungOl]. They derive an iterative algorithm to determine whether a target set of 
DDPs is feasible or not for a given utilisation and compute the necessary control parameter set
{ n D } -
In brief, the WTP algorithm computes the priority of a packet in a queue based on the amount of 
time the packet has been buffered whereby the priority is linearly proportional3 to the total waiting
3 Non-linear proportional relationship (e.g. exponential) between the packet priority and packet waiting time is also possible but the 
resultant differentiation does not approximate the P D S  model. W e  disregard this class o f W T P  scheduler. Further description and 
analysis for these W T P  schedulers can be found in [Kleinrock76],
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time the packet suffered. At transmission time, the WTP scheduler always estimates the time- 
dependent priorities of the head-of-line packets in all queues and transmits the packet with the 
highest priority in a non-pre-emptive manner. Packets from different classes enter separate logical 
FIFO queues, each associated with a DDP.
Besides being dependent on the waiting time of the packet in the queue, the priority of each 
packet in the queue is also related to the DDP, r f . If iy? ( t ) is the waiting time of a packet p  of 
class i  at time t , then its time-dependent priority ( t )  is given by
P , ( t )  =  w ’ ( t ) - r , D
Wi ( t )  = t — T p <4' 1)
where t p is the arrival time of packet p .
Figure 4-1 illustrates the instantaneous priority of a WTP scheduler. Each service class has a 
different DDP value, resulting in a different gradient in the graph. By this, class 1 being the better 
service class will eventually have a higher priority (after t  =  t 3 )  over packets of class 2 even if 
the class 2 packets arrive in the queue earlier (at time t  =  t \ ). However, if two packets are from 
the same service class (i.e. both having the same DDP value), then the packet that arrives earlier 
(at time t  =  t 4 )  will always have higher priority.
Instantaneous
Figure 4-1: Evolution of priority functions over time
WTP schedulers almost become the de facto approach to achieve proportional delay 
differentiation in different network types. Various WTP variants have been proposed; some to 
enhance its performance and capability while others to extend its applicability to other network 
types. In the context of terrestrial wired networks, three multi-objective WTP variants are
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proposed in [Lai04], namely m a x i m u m  WTP (MWTP), v a r i a n c e  WTP (VWTP) and c o u n t i n g  
WTP (CWTP), which besides achieving proportional delay differentiation as required in the PDS 
model, also aim at reducing the absolute packet queuing delay by considering the packet waiting 
times and packet transmission times. A WTP scheduler that includes an adaptive parameterisation 
scheme is proposed in [EssafiOO] to approximate the model in moderate load conditions. The 
Scaled Time Priority (STP) [Ngin03] is proposed as a WTP variant with lower complexity. Some 
proposals diverge from the conventional way. For instance, based on the well-known Little’s 
Law, the authors in [Sanlcaran02] propose a scheduling mechanism that jointly controls the delay 
and throughput metrics. In a slightly different research direction, a controller using fuzzy rules is 
described in [Patcha05] to reduce the effect of a low priority class upon higher priority ones in a 
proportional D i f f S e r v  network.
Recently, a similar situation has been observed in the wireless domain. Unlike wired networks, 
wireless ones provide additional challenges in terms of the operational conditions (e.g. channel 
errors) and network architecture (e.g. ad hoc, multi-hop network). The w i r e l e s s  WTP (WWTP) 
[JeongOO] scheduler attempts to achieve proportional delay differentiation by providing higher 
bandwidth compensation for higher priority classes when the channel is in error state. For wireless 
local area networks (WLANs) in particular, Xue e t  a l .  describe in [Xue04] a two-tier scheduling 
algorithm involving the network and MAC layers, named c r o s s - l a y e r  WTP (also named as 
d i s t r i b u t e d  WTP (DWTP) [Xue04b]) whereas Wang expands the PDS model application to multi­
hop wireless networks in [Wang03], proposing the Neighbourhood Proportional Delay 
Differentiation (NPDD) scheme. The scheme computes an index (i.e. a ratio between local and 
neighbouring delays) to configure the MAC protocol priorities.
Meanwhile, Chen e t  a l .  [ChenOl] address the realisation o f the PDS model over Optical Burst 
Switching (OBS) networks, for both delay and loss metrics. Their work involves an adaptation of 
the WTP scheduler for achieving proportional delay and a simple algorithm for imposing loss 
coherent to the PDS objective (i.e. Eq. (3-1)).
4.2 Problem  Statem ent
In this section, we formally define our problem. We begin by applying the PDS model with the 
performance metric under consideration as the average queuing delay, d i  o f class i , we get
T = D ’ Vi,is {1...JV} (4-2)
d j  r f  v J
where rP is the DDP of class i .
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Consider a satellite network with M  geographically distributed BoD entities serving N  different 
service classes, each one associated with a DDP, r f . BoD entity m , responsible for service class 
i , periodically sends resource requests, R R T . Let d i  denotes the average queuing delay for 
packets of class i . In this network, the bandwidth allocation task for the provision of proportional 
delay differentiation is formulated into an online resource management problem as follows: -
‘ ‘ G i v e n  a  f i n i t e  c a p a c i t y  C  a n d  t h e  s e t  o f  s l o t  r e q u e s t s  { R R ' "  } , l < i < N l < m < M ,  h o w
d o e s  t h e  B o D  s c h e d u l e r  a l l o c a t e  r e s o u r c e s  t o  B o D  e n t i t y  m  s o  t h a t  f o r  a  g i v e n  s e t  o f  D D P s ,  
{ r f  }, t h e  P D S  m o d e l  o b j e c t i v e  o f E q .  ( 4 - 2 )  i s  a c h i e v e d .  ”
Essentially, this problem requires a QoS- and environment-aware solution that coordinates the 
distribution o f available resources to all demanding STs.
4.3 Satellite W aiting T im e P riority (SW TP) Scheduling
We follow the “c l a s s i c a l ” approach of achieving proportional delay differentiation by using the 
WTP scheduler as the basis of our implementation. However, since the WTP scheduler was first 
designed for terrestrial wired networks, it is not readily usable for satellite networks. There are 
several fundamental architectural and environmental differences that impede straightforward 
adaptation of the original WTP and its variants to satellite networks supporting dynamic 
bandwidth allocation mechanisms. First, in terrestrial networks, the scheduler only needs to 
schedule the departure o f each contending packet l o c a l l y  (i.e. only within the same node or 
router). In the shared-medium satellite domain, the access to the transmission medium is often 
controlled in a distributed manner by a MAC protocol. Packets from one node may contend with 
packets from other nodes, so that WTP variants proposed in the context of these networks cannot 
be applied directly to the satellite domain. Second, for a BoD-based satellite architecture, 
resources have to be requested by the STs before users can make use of it. Effectively, the 
scheduler has to deal with resource requests rather than packets. Third, there is a non-negligible 
propagation delay between the satellite terminals and the scheduler that may, depending on the 
access control algorithm, inflate the waiting time o f a packet in the queue of the satellite terminal. 
The impact of this semi-constant delay has to be taken into account by the scheduler in providing 
relative service differentiation.
We consider an adaptation o f the WTP algorithm, called Satellite Waiting Time Priority (SWTP), 
as the BoD scheduler that will serve Eq. (4-2). The basic idea of SWTP is that instead of 
scheduling individual packets as in terrestrial networks, the SWTP schedules the resource 
requests, R R ' "  s, from BoD entities. The four basic properties of this scheduler are given below: -
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1. Work conserving -  SWTP will keep on working as long as there are packets to be served. It 
will only be in idle mode when the BoD scheduler does not receive any R R . A non-worlc 
conserving scheduler that allows the server to be idle even when there is work is not desirable 
since it reduces the overall throughput.
2. Non-pre-emptive -  This property is slightly different from conventional definition. In SWTP, 
we mean that once started, allocation of any R R  will always be earned out until completion 
with one exception i.e. when all timeslots have been assigned before the R R  has been 
completely satisfied. In this case, the partially satisfied R R  will be buffered for the next 
allocation period. During the next allocation period, this particular R R  does not have the 
absolute highest priority for allocation. Instead, all R R s  will be treated in the same way i.e. 
the priority of each R R  will be recalculated.
3. Lossless -  Provided that the utilisation is less than 100% (i.e. u  <  1), and sufficient buffer is 
present for packets (at STs) and for R R  (at the BoD scheduler), SWTP will always operate 
such that no packet loss is experienced. It should be noted though that this property does not 
hold for packet loss due to environmental effects (e.g. rain fading) and active drop 
mechanisms from applications.
4. Time-dependent -  SWTP computes priorities of R R  based on waiting times such that if two 
R R  from the same service class require transmission capacity, the one that waited for longer 
period of time will always be served first.
For such a proposal, three main aspects of the network will have to be revised. Firstly, the 
signalling between STs and the satellite needs to be enhanced as additional QoS information on 
the PDS model is required for the management of the satellite resources. Secondly, the request 
mechanism requires some re-designing following the extra stage of request involved before 
packet transmission. Lastly, the actual resource allocation necessitates improvements. The 
resulting allocation will have to adhere to the adopted service differentiation model. In line with 
these, our SWTP algorithm consists o f two parts -  the SWTP resource request algorithm and the 
SWTP resource allocation algorithm.
4.3.1 SWTP Resource Request Algorithm
The SWTP resource request algorithm covers two aspects, the signalling procedure and the 
resource request computation strategy.
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4.3.1.1 R esource R equest S ignalling
A ST informs the BoD controller on its resource requirement by means of a R R  packet sent via 
out-of-band signalling channel. The first design decision in the resource request signalling stage is 
whether to send one request per ST or a separate request for each service class.
The former option is achieved by means of aggregating all requests from different service classes 
within an ST into one request. This is easily done by totalling all R R s  in each service class. The 
advantage of sending one request packet per ST is two-fold: -
• Reduced signalling overhead -  this is obvious as for each BoD cycle, each ST only sends one 
request packet. For example, for a scenario where four STs are connected to the satellite with 
each subscribing to four service classes. By aggregation, only four request packets will be 
transmitted. On the other hand, there will be 16 request packets if each ST is to send one 
request packet for each service class.
• Move some computation load from the satellite node to the ST -  by aggregating requests, the
BoD scheduler will only have to allocate resources base on STs. The BoD scheduler will not 
have detailed information on the amount of resources needed for each service class within 
each ST. As such, the ST will be the one responsible for distributing fairly the allocated 
resources to each service class. This alleviates some computation load from the satellite.
However, this signalling approach involves information loss whereby the QoS information is not 
signalled to the BoD scheduler and thus, the resource allocation is done in a totally ignorant 
manner o f the exact requirements of each service class. This will cause two problems: -
• Fairness problem -  consider a scenario where two STs are connected to the satellite and both
STs subscribe to service class A and B where A < B . This implies that service class A
has higher priority than service class B and thus should achieve better performance. During 
the start of k t h  cycle, the first ST requires ax and resources for its respective service class 
while the second ST requires a2 and where a i  =  b 2  a 2  =  b L . In case where total 
capacity within the system is less than the overall demand (i.e. C  <  a3 +  a2 +  +  62), the
scheduler will not be able to provide fair allocation since it does not know that the first ST has 
more higher priority traffic than the other. In the case where the controller decides to allocate 
equal share of bandwidth to both STs, then the second ST enjoys a free ride to better service 
even that the service subscribed is of a lower class.
• Consistency problem -  while the fairness problem is between different STs, the consistency 
problem affects each ST locally. When a ST subscribes to more than one service class, the 
traffic load from one class can affect the other. Consider the same scenario as above. If the
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load for service class B is suddenly reduced significantly for one of the STs, the total 
allocation to this particular ST would decrease dramatically as well. This would affect service 
class A even though the change comes from class B (which is lower in priority) only.
From the reasons above it is clear that request by aggregation is not suitable for our puiposes. 
Hence, the second option in which one request packet is sent for each service class for eveiy 
request cycle is chosen as it does not suffer from the aforementioned problems. Adopting this 
option will allow STs to include QoS information in the request packet. For this work, the format 
of the request packet is [S T _ id , QoS c l a s s ,  JRR(k), t im e s ta m p ] .
1. S T _ id  -  The identification number for the ST that allows the BoD scheduler to identify the
source of the request and thus, assign the resource to the correct ST.
2. QoS c l a s s  -  The service class this request represents. It is essentially the DDP of the
queue.
3. R R  (k) -  The amount of the resource required for this service class.
4. t im e s ta m p  -  This piece of information will be elaborated in the next section as it is the
main information that differentiates between the request strategies.
All these four pieces of information will be included in the request packet and sent to the BoD 
scheduler at the start of each BoD cycle. Basically, S T _ id  is the information used during the 
construction of the BTP message while the other three pieces of information included are used for 
computation of the priority.
4.3.1.2 R esource R equest Strategies
Since the scheduler and the queues are not physically co-located, information regarding the 
waiting time of packets has to be communicated to the BoD scheduler. The BoD entity adds a 
timestamp to each request, which is used by the BoD scheduler to estimate the request priorities. 
Here lies another difference of our scheduler from other WTP variants. Since each R R  is 
submitted for a batch o f packets, i.e., the new arrivals within the latest resource allocation period, 
BoD entities have several alternatives for computing the R R  timestamps. Unlike terrestrial 
networks, R R  timestamps do not necessarily correspond to the arrival times of head-of-line 
packets as the SWTP determines the aggregate priority of the w h o l e  request. It should be noted 
that the proposal to take the timestamp of the request packet does not work as the whole BoD is 
cyclic in which the sending of request packets are in discrete time intervals and all STs would be 
transmitting the request packet at approximately the same time for each cycle.
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Formally, if Q f  is the set of newly arrived packets, i.e. packets that came within the last resource 
allocation period at the queue i  of BoD entity m , q its cardinality, and r ; the arrival time of 
packet j ,  1 <  j  < q ,  indexed in increasing order of arrival times, then the BoD entity m may 
compute at time t  the R R  timestamp fs"‘ using the subsequent rules:
1. According to the arrival time of the last packet that arrived in the queue during the last 
resource allocation period: t s , =  t  —  r q .
2 .  According to the arrival time of the first packet that arrived in the queue during the last 
resource allocation period: t s ,  =  t  —  r , .
3. According to the sample mean of the arrival times of all packets that arrived in the queue
1 1during the last resource allocation period: t s ,  =  t  r  .
Q
Table 4-1 illustrates the three rules.
Table 4-1: Resource request rules
w R R  ( k )  =  t  —  r T  where r r is the
Rule
j arrival time o f the l a s t  unconsidered
packet in queue (tail)
Rule
2
w R R  ( k )  =  t  —  r r  where r v  is the 
arrival time of the f i r s t  unconsidered 
packet in queue (head)
Rule
3
Unconsidered Packets
w R R  ( k )  —  t  —  T r  where r r is the 
a v e r a g e  arrival time of a l l  
unconsidered packets in queue
_A_
r
t *  «  Kfj A  '*4 *4 M  M  •<« A *4 *4 W
v_
iy:
All unconsidered 
packet
Packets considered in 
previous BoD cycle
Last unconsidered 
packet Packets considered in previous BoD cycle
Unconsidered Packets
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For example, say, at the start of k t h  cycle, a particular queue is occupied with 10 packets of which 
the first five packets are accounted during the ( k  — l ) t h  cycle. The timestamps for the five 
remaining packets are 10.00 s, 10.05 s, 10.10 s, 10.50 s and 10.65 s respectively. Given the format 
o f the request packet as [ST i d ,  QoS c l a s s ,  R R (k) , t im e s ta m p ] ,  the value of 
t im e s ta m p  will be 10.65s for strategy 1 and 10.00s for strategy 2. For strategy 3, all the 
timestamps o f unconsidered packets will be considered by taking the average value i.e. 
t im e s ta m p  = (10.00 + 10.05 + 10.10 + 10.50 + 10.65) / 5 = 10.26 s. Essentially, strategy 1 
takes into account the “best” case where the packet that suffers the least delay is considered. 
Strategy 2, on the other hand, accounts for the “worst” case in which the packet that waits the 
longest is the indicator of the waiting time. Strategy 3 takes into account the microscopic details 
whereby all the timestamps of unconsidered packets are being accounted. The average value 
proposed in this strategy is a compromise as it is not scalable to transmit each and every 
timestamp to the BoD scheduler. We evaluate all three resource request rules in section 4.4.2.
4.3.2 SWTP Resource Allocation Algorithm
The allocation process is centralised. The BoD scheduler computes the priority of each R R  
stored in the request buffer. The priority P f l  ( k )  allocated to R R ™  at k t h  resource allocation 
period is given by
P T ( k )  —  r f  • ( w f R ( k )  - f  a )  (4-3)
whereby a  is a constant added to the waiting time o f packets to account for the propagation delay 
of BTP and the processing delay of BoD entities, while w ? , { ( k )  =  t  —  t s ’f  and t s f  is the 
timestamp information encoded in each R R  based on one of the resource request rules presented 
in section 4.3.1.2. Compared to other WTP schedulers, there are two significant differences in the 
computation of the priority. First, there is an addition of the term a  to account for the exact 
packet transmission time due to the fact that there is non-negligible delay between the allocation 
time and the actual packet transmission time. Second, although the equation for w - i R ( k )  remains 
unchanged, it must be noted that t  here refers to the time when the BoD scheduler is actually 
computing the priority i.e., t  no longer correspond to the packet service instance as in terrestrial 
network. Note that in the considered BoD system, the functions can be in terms of k  instead of t  
due to the periodical nature of the system.
At each allocation period, the SWTP scheduler allocates timeslots by considering requests in 
decreasing priority order: requests can be fully satisfied as long as they do not exceed the
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available capacity. Therefore, at k t h  period, the SWTP will first allocate timeslots to the R R  
with the highest priority among all R R s  buffered at the BoD scheduler.
The process proceeds until all timeslots for the MF-TDMA frame have been allocated. Those 
requests that are not considered or are partially satisfied will be buffered for the next allocation 
period. When the next resource allocation period arrives, the priorities of these buffered requests 
are recalculated to account for the additional waiting time of the request at the scheduler queue.
The algorithm implemented in the BoD entities is given in Table 4-2. The main tasks are to 
process /  activate newly received BTP from the BoD scheduler and to generate the resource 
request packet.
Table 4-2: SWTP algorithm implemented in BoD entities
A t STk
1 . BEGIN ( t  = r e q u e s t  t im e )
2 . i f  (new BTP = TRUE)
{
r e a d  BTP f o r  a l l o c a t e d  t i m e s l o t s  
a c t i v a t e  new BTP
}
3 . g e t  q u e u e  l e n g t h  f o r  e a c h  q u e u e ,  qj"(k)
4 . co m p u te  r e s o u r c e  r e q u e s t ,  RR]“(k )
5 . r e a d  r f
6 . c o m p u te  wjul(k )
7 . s e n d  r e q u e s t  p a c k e t  [S T _ id , R R I"(k ), w fR(k ) ,  r f ]
8 . END
1 . BEGIN ( t  4  r e q u e s t  t im e )
2 .  i f  ( r e c e i v e  BTP)
{ p r o c e s s  BTP}
3 . END
The algorithm executed by the BoD scheduler is presented on Table 4-3. The allocation process is 
divided into two steps. First, for each request, a priority metric has to be computed based on Eq.
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4-3. Then based on these priorities, timeslot allocations are determined. Finally, the allocation 
information is broadcast to BoD entities in the form of the BTP.
Table 4-3: SWTP algorithm implemented at the BoD controller 
A t  BoD C o n t r o l l e r
1 .  BEGIN ( t  = a l l o c a t i o n  t im e )
2 .  f o r  e a c h  r e q u e s t
{ c o m p u te  P |,l(k )  b a s e d  on w fR(k )  and r f  }
3 . w h i l e  ( t i m e s l o t  a v a i l a b l e )
{ a l l o c a t e  RR"l (k ) t i m e s l o t  t o  h i g h e s t  P |" (k ) u n c o n s i d e r e d  
r e q u e s t }
4 . b u f f e r  a l l  u n c o n s i d e r e d  r e q u e s t s
5 . b r o a d c a s t  new BTP
6 . END
1 . BEGIN ( t  4  a l l o c a t i o n  t im e )
2 . b u f f e r  a l l  r e q u e s t
3 .  END
4.4 Perform ance E valuation
We use simulation as the primary evaluation method to assess different aspects of our proposed 
scheduler, the SWTP. Besides the BoD module described in section 2.5, we also extend the n s 2  
[ns2] with an implementation of the SWTP scheduler described in this chapter.
4.4.1 Simulation Setup
The network topology used is similar to that shown in Figure 2-4, where the bottleneck is 
assumed to be at the satellite part of the topology. For all simulations, both the terrestrial links and 
satellite up/downlinks are configured to be 2048 kbit/s. We use out of band signalling with R R s  
submitted in pre-assigned mini slots.
At the MAC layer, we employ our BoD implementation for both the satellite node and all the STs. 
The BoD module provides much freedom in configuring its behaviour. We enable the 
fragmentation function whereby each packet is fragmented into multiple 48-byte MAC frames 
with additional 5-byte header at the link layer. The link buffer is set to be large enough to absorb
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traffic bursts, thus avoiding link layer losses. Each TDMA frame period is configured to be 24 ms 
and four TDMA frames form a super-frame. The rate granularity is 16 kbit/s. Hence, we get 128 
timeslots per frame.
The network is assumed to support N  =  4 service classes. Unless explicitly stated otherwise, the 
default DDP set, { t p } ,  is configured to be j l ,  1/2, 1/4, 1/8}. The IP packet size used is
500 bytes. All simulations use Poisson traffic sources unless stated otherwise. The plots presented 
in the following sub-sections are representative results of multiple simulation runs.
4.4.2 Evaluating Resource Request Strategies
We begin our evaluation by studying the three resource request rules proposed in section 4.3.1.2. 
Three separate simulation runs with simulation time = 100 s are carried out for each of the R R  
estimation rule. Four STs are connected to the satellite with each ST subscribing to a different 
service class (cl,  c2, c3 and c4). Figure 4-2 plots the achieved differentiation ratio, normalised 
with respect to the target ratio r f  j r f  . Intuitively, the more complex rule 3 would perform most
accurately since it takes into account all the packet timestamps. However, the results show that all 
three rules give similar performance in terms of achieving the accurate proportionality in delay. 
All of them yield ratios close to the ideal value (= 1.0). Rule 1 actually achieves better 
performance though only veiy marginally.
Resource Request Rule Comparison
Figure 4-2: The behaviour of the SWTP scheduler under the three R R  rules is similar
The performance of each slot request rule has also been assessed in short-term period. Figure 4-3, 
Figure 4-4 and Figure 4-5 show the individual packet delay upon departure for the three rules 
respectively i.e. the delay suffered by each packet when departing from the ST is logged down 
and plotted. Three observations can be made: -
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•  Delay -  all three achieve similar delay performance.
• Consistency -  only rule 1 satisfies the requirement “higher class always performs better than 
lower class”. The requirement is violated by the other two rules.
• Fluctuation -  comparatively, less fluctuation is seen for rule 1. Smaller packet delay
deviations are generally desirable for real-time streaming video applications.
It is found that rule 1 performs the best. Firstly, it emulates most closely the PDS model; hence 
satisfying the “controllability” property of the model. Secondly, it performs consistently adhering 
to the order of the different service classes. Hence, it satisfies the “predictability” property of the 
model. Thirdly, it gives smaller packet delay variation. Therefore, it is the best option for real­
time multimedia applications. From here onwards, all simulations use R R  estimation rule 1.
Individual Packet Delays upon Departure vs Time
Figure 4-3: Per-packet delay by the SW TP scheduler under RR  rule 1.
Individual Packet upon Departure vs Time
Figure 4-4: Per-packet delay by the SW TP scheduler under RR  rule 2.
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Individual Packet Delays upon Departure vs Time
Figure 4-5: Per-packet delay by the SW TP scheduler under RR  rule 3.
4.4.3 S W T P  in Achieving the P D S  Model
In this section, the accuracy of the SWTP in achieving the PDS model is evaluated. CBR traffic is 
injected into the network in different rates and the average queuing delay (as the performance 
metric) is measured. Figure 4-6 shows the queuing delay for each service class, while Figure 4-7 
presents the corresponding delay ratios under the CBR traffic. The ideal value for the ratios is 0.5 
for all cases. From the plots, it is clear that the SWTP scheduler can indeed emulate closely the 
PDS model.
Average Queuing Delay vs Input Traffic Rate
Figure 4-6: Queuing delay of different service class following the specified spacing of the model
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Delay Ratio Vs Input Traffic Rate
Figure 4-7: The corresponding delay ratios achieved whereby they are closed to the ideal delay ratios
Since the PDS model requires that the spacing between any two service classes adheres strictly to 
the ratio of the DDPs for specified service classes, the scheduler should not be dependent on the 
traffic distribution between service classes. Figure 4-8 shows the result of this test at a utilisation 
of U =  95% whereby we plot the achieved delay ratios for seven different traffic distributions. 
In the figure, the x-axis shows the traffic distribution (in percentage) for four service classes in the 
format of cl/c2/c3/c4. We include the uniform traffic distribution (25% utilisation for each 
service class) for comparison. The ideal value is 0.5 and in all the simulations, the achieved ratios 
are very close to this value.
Average Delay Ratio vs Class Load Distribution (U = 95%)
Figure 4-8: SWTP em ulating the PDS in different load distributions with ail values achieved close to
the ideal value
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4.4.4 Controllability of the S W T P  Scheduler
This section illustrates the capability of the SWTP to accurately control the spacing between the 
different service classes. Three sets of DDPs have been defined and given in Table 4-4.
Table 4-4: DDP set
D D P rf,
i G 1, 2 ,3 ,4
V a l u e De s c r ip t io n
Set A
{i. 1/2, 1/4, 1/8}
All service classes are uniformly spaced (i.e. at the 
spacing of 0.5000 each).
Set B
h 1/2, 1/3, 1/4}
Service classes are non-uniformly spaced (i.e. at the 
spacing of 0.5000, 0.6667 and 0.7500).
To reflect more realistic scenario, this set gives class
Set C
I3. 1/4, 1/5, 1/6}
1 much higher priority than the rest whereby the 
remaining three classes are spaced more closely (i.e. 
at the spacing of 0.2500, 0.8000 and 0.8333).
Simulations with U =  95% have been conducted based on these DDP sets and the results given 
in Figure 4-9 show the normalised ratios of all three cases. With the ideal value as 1.0, it can be 
concluded that the SWTP is indeed able to control the class spacing. However, due to the long 
propagation delay, the spacing between the highest and lowest DDP should not be too large to 
ensure reasonable delay for the lowest class.
Normalised Ratio vs D D P  Set
1.2
0.8 
0.7
Figure 4-9: SW TP with three sets of DDPs: all norm alised delay ratios achieved are close to the ideal
value
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We also sidetrack here to show that a strict priority BoD scheduler cannot achieve such a 
controllability characteristic of the PDS model. The SWTP scheduling module in our simulator is 
modified (or rather simplified) to act as a strict priority resource request scheduler whereby 
resource requests from higher priority service classes always have precedence in the timeslot 
allocation over lower service classes. Figure 4-11 shows the queuing delay suffered by each 
packet from four different priority service classes. It is clear that with the strict priority scheduling 
algorithm, the lowest priority service class suffers most, with the highest queuing delays. Also, 
from Figure 4-11, we also see that the resulting performance spacing between two service classes 
is not proportional.
Individual Packet Delays upon Departure vs Time
Figure 4-10: Per-packet delay by the strict priority  BoD scheduler showing the lowest priority  service 
class being deprived of resources resulting in very high queuing delays.
Average Queuing Delay vs Input Traffic Rate
Figure 4-11: W ith strict priority  scheduling, queuing delay of different service classes is not
proportional.
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4.4.5 Predictability of the S W T P  Scheduler
The behaviour of SWTP in short timescales is investigated to ensure that the predictability 
requirement of the PDS model is satisfied. Figure 4-12 shows individual packet delays upon the 
departure of four-class scenario for a period of 100 ms. The graph shows that SWTP can 
consistently provide the appropriate spacing for the service classes.
Individual Packet Delays upon Departure vs Time
10.04 10.06
Time (s)
Figure 4-12: Short tim e scale behaviour of SW TP showing its predictability property
4.4.6 Feasibility Region of S W T P
Our evaluation has shown so far that SWTP is able to satisfy various requirements of PDS and 
hence, able to achieve the objective of the formulated problem (cf. section 4.2). However, from 
previous investigations (e.g. [Dovrolis02] and [LeungOl]), WTP schedulers are not capable of 
achieving the PDS model when the traffic load is low. Since our proposal is derived from the 
original WTP algorithm, we dedicate this section to investigate the feasibility region of SWTP.
Up to this point, the results given are all obtained from simulation runs under high network load. 
However, it is found that, similar to other WTP schedulers, SWTP suffers from the same problem 
of not being able to provide proportional delay differentiation when running under low load. 
Figure 4-13 shows the delay ratios for a four-class network against different levels of network 
utilisation. Similar to [Dovrolis02], the SWTP cannot maintain the service class spacing defined 
by the DDPs when the network load is lower than 80%. Although the performance of each service 
class still maintains the pre-defmed order, the spacing between the classes deviates from the 
settings provided. As such, a question arises whether to force the scheduler to provide the 
necessary service differentiation (i.e. the spacing between classes) by depriving customers of 
lower service class some available bandwidth or let it maximise the utilisation of the bandwidth 
by disregarding this deviation of the PDS model.
58
Chapter 4. Proportional Delay Differentiation
Utilisation vs Delay Ratio
Figure 4-13: Feasibility region of SWTP sim ilar to other W TP schedulers
One may argue that when a customer pays a higher price for a better quality service class, he/she 
logically expects better service compared to those who pay less. With the low network utilisation, 
this particular customer actually receives almost the equivalent service as other customers who are 
subscribing to lower class services. On the contrary, one may maintain that when network load is 
low, service differentiation is not vital since there is no congestion causing packet drops. This is 
especially true for satellite service providers with expensive and scarce bandwidth available 
whereby they would always strive to dimension the network such that the utilisation can 
continually be at close to maximum. Leaving bandwidth unused could have a great impact on the 
revenue.
We contend that the objective of minimising the wastage of satellite bandwidth far outweighs the 
service differentiation obtained in sacrificing the available bandwidth. Forcing service 
differentiation by depriving customers of lower priority available bandwidth is unnecessary. 
Maximising the utilisation of satellite bandwidth is of greater importance here. As such, SWTP 
would not force the spacing between service classes under low network load. Instead, it will only 
provide the necessary service differentiation when the network is under heavy load or in 
congestion state.
4.5 S u m m a r y
In this chapter, we detail the first element of our PDS framework over GEO BoD satellite 
networks, the SWTP scheduler, to achieve proportional delay differentiation among different 
service classes. The SWTP scheduler is a time dependent scheduler that allocates resources based 
on the waiting time of each resource request received from all connected BoD entities. The
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satellite operator controls the performance spacings among the different service classes via the 
tuning of the DDPs.
We evaluate different aspects of the SWTP. Our simulation results show that the SWTP scheduler 
can serve the desired service differentiation model in different settings. Three slot request 
estimation rules have been devised and evaluated. It is found that rule 1 exhibits the best 
performance. Regarding resource allocation, the SWTP scheduler is shown to be capable of 
providing proportional service differentiation. It is also able to operate in conformance with two 
important properties of the PDS model; namely the controllability and predictability properties. 
The spacing between classes can be controlled via the DDP of each service class, while higher 
classes always perform consistently better than lower classes. The feasibility region of the 
scheduler has also been presented whereby we found that the SWTP inherits the drawback pf its 
predecessors that it is incapable of maintaining proportional delay differentiation under low load 
conditions. In broadband satellite networks where satellite bandwidth is always expensive, we 
maintain that optimal use o f the bandwidth is more important than keeping the differentiation 
semantically correct.
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Chapter 5
5  P r o p o r t i o n a l  T h r o u g h p u t  D i f f e r e n t i a t i o n
The subject of this chapter is the throughput4 differentiation among different service classes. We 
describe the details of achieving proportional throughput differentiation for TCP flows under the 
PDS framework within a broadband satellite network. We propose a combined transport-MAC 
layer scheme that involves the joint configuration of TCP-PEP agents at the transport layer and 
the SWTP scheduling algorithm (cf. Chapter 4) controlling the resource allocation at the MAC 
layer. The scheme is independent of the TCP variant used. Extensive simulation results show that 
the two mechanisms exhibit complementary behaviour in achieving the desired differentiation 
throughout the traffic load space: the TCP-PEP agents control differentiation at low system 
utilisation, whereas the MAC scheduler becomes the dominant differentiation factor at high load.
5.1 B a c k g r o u n d
Despite diversification of transport protocols (e.g. some experimental transport protocols like 
Satellite Transport Protocol (STP) [Henderson99] and Explicit Control Protocol (XCP) 
[Katabi03]) in response to the increase of new Internet applications and services, TCP remains the 
de facto transport protocol supporting the overwhelming majority of the present Internet traffic. 
Being an integral part of the network infrastructure, broadband satellite networks will similarly 
have to support a high volume of TCP traffic. Thus, the ability to provide differential treatment to 
TCP flows grouped into service classes according to the service differentiation framework is 
important. Here we provide the background of TCP operating in a satellite environment and also, 
a brief review of previous proposals on providing differentiation to TCP flows.
5.1.1 T C P  over Satellite Networks
TCP, a connection-oriented transport protocol, was first conceived with terrestrial wired networks 
in mind, utilising a closed-loop probing approach to slowly detect and utilise available resources 
in the end-to-end route. The protocol relies on feedback from the receiver in the form of 
acknowledgement (ACK) packets to gradually increase the sending rate. The classical TCP uses
4 By throughput, we refer to the rate of TCP data transferred. It is either higher than or equal to the connection goodput because there 
may be duplicate packets from TCP retransmissions that are not forwarded to the application.
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the additive increase and multiplicative decrease (AIMD) algorithm which increase the sending 
rate at a linear rate while decreasing it exponentially in the event of losses which are assumed to 
be caused by congestion. In essence, it is a conservative protocol that is engineered to avoid 
severe Internet congestion. A TCP connection consists of two phases (i.e. slow-start and 
congestion avoidance) and two recovery algorithms (i.e. fast retransmit and fast recovery) 
[RFC2581]. Each connection starts with a slow-start phase and proceeds to the congestion 
avoidance phase. The fast retransmit and fast recovery phases are invoked to combat network 
problems such as TCP segment loss or data re-ordering.
Although TCP performs satisfactorily in wired networks, the proliferation of satellite networks as 
an important component of the global information infrastructure presents specific challenges to 
TCP. The operating conditions and characteristics of satellite radio links are considerably 
different compared to wired links for which the TCP was first conceived. First, segment losses 
can no longer be assumed as a congestion indication since random losses caused by channel errors 
may not be negligible in satellite links. For instance, the channel quality o f a Ka band satellite link 
is especially susceptible to atmospheric events such as rain. Second, the long propagation delay of 
satellite links has greatly lengthened the feedback process of the TCP protocol. Since TCP adjusts 
its sending rate per reception of ACK, the longer the RTT, the slower it reacts to the current 
condition of the link. The problem is clear in a GEO satellite system which has approximately 
560ms round-trip propagation delay, causing the TCP to increase its sending rate only once in 
more than half a second even in a lightly loaded link. The situation worsens when there are 
multiple packet losses. From a satellite operator’s perspective, this is highly inefficient in 
minimising bandwidth wastage. Satellite bandwidth is an expensive commodity which should be 
efficiently utilised. TCP should send data at the right rate so that the link is optimally utilised 
without causing congestion.
With the aforementioned problems, TCP has been recognised as inadequate for satellite networks. 
Over the last years, various proposals have been presented in attempting to improve the TCP 
performance over satellite networks. In general, there exist three approaches.
• The first attempts to solve the problems by tuning specific TCP parameters without modifying 
the original TCP procedures. Since it involves minimal changes to the intrinsic working of the 
protocol, it is usually readily deployable. Its drawbacks are that this proposal usually targets a 
specific problem while ignoring others and that the improvement is limited. An example of 
this approach is [RFC3390] where a larger initial window is proposed.
• The second approach modifies the original AIMD mechanism of the protocol. TCP Peach 
[AkyildizOl], TCP Westwood [Casetti02] and TCP Hybla [Caini04] are examples following
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this vein. These TCP variants often cope with various link characteristics but introduce 
integration and inter-working questions.
• The third approach isolates the satellite domain via third party proxies that split the TCP 
connections [Henderson99] and uses a different transport protocol specifically designed to 
suit the satellite environment within this domain.
Interested readers are referred to [RFC2488], [RFC2760] and [Caini07] and the references therein 
for comprehensive summaries of the range of problems and solutions proposed for enhancing the 
TCP performance in satellite environments.
Recent literature shows a new approach: the cross-layer design which involves increased 
interactions between different layers within the OSI protocol stack. The rationale behind this 
approach is that the current OSI model which employs independent design of protocol layers does 
not cater for sufficient adaptability to wireless and satellite networks [Giambene06]. With the 
variability of the wireless link, it is beneficial to have the lower layers informing the upper ones 
about the current link conditions so that the upper layers can adapt their behaviour (e.g. sending 
rate) for an optimal operating equilibrium. For example, in [Celandroni06], the cross-layer 
approach is employed for TCP and physical layer in assigning a common bandwidth resource to 
TCP connections over a satellite channel under different fading conditions. In [Chai07], the 
authors showed a simple cross-layer algorithm in the context of a GEO BoD satellite network 
focusing solely on improving the slow-start phase of TCP connections whereby the available 
resources are derived from the satellite MAC and signalled to the transport layer for which the 
TCP senders can immediately open its congestion window (cwnd) to utilise the otherwise unused 
(wasted) satellite resources without causing congestion. Another TCP-MAC cross-layer resource 
allocation scheme is proposed in [Chini06] to reduce the average file transfer time and to achieve 
a fair sharing of resources among competing flows. Reference [Peng06] suggests the use of cross­
layer interactions between transport and MAC layers in a split-connection scenario where random 
early detection (RED) [Floyd93] is introduced at the MAC layer to provide congestion indication 
to TCP senders. The cross-layer approach is also utilised in [Kalama06] for enhancing the 
performance of TCP Westwood over satellite. In [Kota07], possible cross-layer interactions with 
suggestions for the state variables and notifications to be exchanged among the involved layers 
beyond the classical OSI model are discussed. We present the summary figure of the discussion in 
Figure 5-1.
Until now, a limited amount o f work has been published on cross-layer optimisation in the context 
o f satellite networks [Castro07]. Interested readers are referred to [Giambene06] and the 
references therein for further reading. However, it is worth mentioning that from reviewing the
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literature on cross-layer design for terrestrial wireless and satellite networks, the main 
performance parameters being considered are QoS and service differentiation.
Our focus follows the path of service differentiation since we are striving to achieve a specific 
service differentiation framework rather than improving TCP performance. However, we draw 
upon previous approaches to achieve our aims. In fact, we use all the abovementioned approaches 
except directly changing the TCP congestion control algorithms. As such, our solution is an 
integrated scheme and applicable to all TCP variants as it is independent of the specific 
congestion algorithm used in adjusting the TCP send rate. We also illustrate the advantages that 
modest use of cross-layer approaches can have in satellite network engineering. Likewise, we add 
some arguments in favour of the utility of TCP-PEPs in the same context. Our approach is highly 
methodological and adds to a broader study of service differentiation mechanisms over GEO 
satellite networks for all types of traffic [Karal04].
TCP version, cwnd & ssthresh values
Need of a cell 
handover and related resource allocation with re-routing In the network
QoS requirements,priority level, service class, etc.
Scaling of multimedia flow
Receiver congestion Indication
Explicit congestion notification (network congestion)
Link capacitysaturation(link congestion)
End host
Figure 5-1: Possible cross-layer interactions as presented in (Kota07).
5.1.2 Differentiating T C P  Flows
From the literature, we see that the provision of relative service differentiation to TCP flows has 
been primarily investigated in the context of wired networks. In [SoetensOl], the authors rely on 
traffic metering, queue management and scheduling mechanisms to do so. The differentiation 
objective is achieved via marking algorithms used in tandem with explicit congestion notification 
(ECN) [RFC3168] for regulating TCP traffic in the context of class-based service differentiation 
in [Christin05] and via exploiting the receiver’s advertised window (rwnd) of TCP connections in 
[AweyaOl], where a weighted proportional window control mechanism is proposed. However, 
since these proposals are mainly designed for the wired network, they either implicitly or 
explicitly assume that the link capacities are constant. This is not the case for satellite and wireless 
networks.
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Regarding QoS support over satellite networks, there have been studies mainly on the 
implementation of the DiffServ framework. In [DurresiOl], the authors assume a fully-fledged 
ATM switch onboard with buffer management capacity but do not consider the impact o f the 
satellite MAC layer. A gateway architecture to achieve DiffServ for satellite networks via a joint 
resource management and marking approach is proposed in [Ronga03]. Their objectives are to 
minimise bandwidth wastage while satisfying QoS requirements. In [Courville03], the authors 
compare several buffer management policies for satellite onboard switching to differentiate real 
time and non-real time traffic.
To the best of our knowledge, this is the first study on addressing relative service differentiation 
for TCP flows in BoD satellite environments. In Chapter 8 , we look into the provision of relative 
throughput differentiation for TCP flows in both GEO and non-GEO satellite networks via the use 
of congestion pricing. The possibility o f the joint use o f transport-level and MAC-level service 
differentiation mechanisms has been demonstrated via analysis and extensive simulations in 
!Karal04], in the context of split-TCP BoD satellite networks but with strict priority MAC level 
scheduling in mind. The work takes into account the impact of MAC layer in satellite networks 
when providing service differentiation. In our case, we seek to demonstrate that the joint 
configuration o f the two layers can realise a more demanding QoS model over the satellite 
network, which requires quantitative rather than qualitative relative service differentiation at class 
level. We not only want to ensure that the performance of one class is better than a lower priority 
one, we also try to control the performance gap between the two classes.
5.2 Pr o b l e m  Statement
Again, our design follows the objective of the PDS model [Dovrolis02]. The network considered 
supports N  service classes indexed by i ,  i G I  =  {1.../V }. The metric o f interest here is the 
average TCP throughput. We want to provide different throughput to TCP flows that are classified 
under different service classes. Applying the PDS model into our problem, we would like to have
= ■  =  % ;  V i , j e { l . . . N }  (5-1)
thrj rf
where thrt is the average throughput that traffic flows of class i obtain in their lifetime. From 
here onwards, we refer to the ratio tlF fih f  simply as throughput ratio. The set, { r f } , includes
the throughput differentiation parameters (TDP) available as the tuning knob for the satellite 
operators to control the throughput spacing achieved for TCP flows in different service classes 
according to their network policies or charging schemes.
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Note that the throughput metric is relevant to both persistent TCP connections and finite TCP 
transfers. In the second case, Eq. (5-1) implies that
TD{ • Latj q 
Dj • LaU =  W ' Vi , j  E , N }  (5 -2 )
where Dx and Latx are the transferred data bytes and the TCP latency, e.g. the time required for 
their transfer, respectively.
As we have briefly mentioned before, our solution is an integrated transport-MAC layer scheme 
where we have separate but cooperative mechanisms implemented at the two layers resulting in 
two sets of configuration parameters (one at each layer) at our disposal for achieving the desired 
differentiation among the TCP connections. We have already defined the first set of variable 
parameters, the DDPs ( { } ,  1 <  i <  M  , where M  is the total number of MAC layer classes) 
at the MAC layer where we re-use our SWTP scheduler. For the transport layer, we introduce the 
window differentiation parameters (WDPs), ( { r f  } , 1 <  i <  L where L is the total number of
transport layer classes) to configure the transport layer differentiation mechanism. Figure 5-2 
gives a pictorial view of the problem and our integrated solution.
Apply to the satellite 
network
Service Provider:
Set L, M  and N.
Configure the throughput 
differentiation by tuning the 
TDP set
W D P
Transport
M A C
DDP
Protocol
stack
Transport layer 
differentiation 
mechanism 
operating 
according to 
the W D P  
setting
M A C  layer 
differentiation 
mechanism operating 
according to the D D P 
setting
Figure 5-2: Illustration of the problem  of achieving proportional th roughput differentiation for TCP
flows.
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For simplicity, we assume that the same number of service differentiation levels is defined at both 
MAC and transport layers, which equal the total number of TCP traffic classes supported within 
the satellite network; i.e., L equals M  and both equal N . Under these assumptions, the problem 
we face can be stated as follows: -
“In a split-TCP capable BoD satellite network, how should one join tly set the WDPs at the TCP- 
PEP s and the DDPs at the MAC scheduler, so that fo r  a given set ofTDPs, {  r f  }, the PDS model
objective ofEq. (5-1) can be achieved?”
5.3 A n  Integrated T r a n s p o r t - M A C  Layer Solution
Analytical approximations in the literature give adequate insights to the parameters affecting the 
TCP throughput. The inverse square root p  law  (e.g. [Mathis99]) provides a simplified model of 
the AIMD flow / congestion control of TCP.
W  • M SS k0 M SS
thr = --------------— — -----------  (5-31
R T T  J p  R T T  k j
where W  is the average TCP send window, M SS  is the maximum segment size of the TCP 
connection, p  is the loss probability and k0 is a constant depending on the nature o f loss and the 
use of the Delayed Acknowledgements option. The term R T T  denotes the overall round-trip 
time related to the TCP loop, including the propagation delay and the queuing / processing delays 
suffered by TCP segments in the forward direction and ACIC packets in the return direction.
In practical implementations, the connections are bounded by Wmox which is dictated by the 
availability of socket buffer sizes at the two TCP endpoints and application-specific configuration. 
We use Wmax as a throttle on the received advertised window. The throughput equation is then 
written as
thr — m in (W max‘ M SS k0 M SS
R T T  ' J p  R T T ]
(5-4)
There are further proposals attempting to improve the model above. Padhye et al. in [Padhye98] 
improved the model accuracy under high loss with a more complicated formula which we will 
subsequently refer to as the Padhye formula. Both Eq. (5-3) and the Padhye formula were initially 
derived with persistent TCP connections in mind. Caldwell et a l in [CaldwellOO] reused this 
analysis and added a model for Slow-start to approximate the TCP latency for finite TCP 
connections.
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The analysis suggests that the TCP throughput is basically dependent on (a) the packet loss 
probability and (b) the queuing delays, since the propagation and processing delay contributions 
to RTT may be assumed constant for a given connection path. Assuming adequate buffer at the 
satellite network, the term p —■> 0 for the satellite part of the end-to-end connection. Therefore, 
the steady-state throughput achieved by the satellite components o f the persistent TCP 
connections can be written
where dqF and dqR are the queuing delays experienced in the forward and reverse (ACK) path in 
the satellite network. The term R T D  here refers to the round-trip delay excluding queuing 
delays. Likewise, for finite TCP transfers, the equivalent average throughput over the comiection 
duration would be written as the ratio of the transferred data over the TCP latency, as derived 
from the analysis in [CaldwellOO] for p  —> 0.
Equation (5-5) and its counterpart for finite TCP transfers suggest that one class of TCP 
connections may obtain better performance than another when one or more o f the following two 
conditions are met: a) when they experience lower delays at the MAC scheduler during the 
resource (i.e. timeslot) allocation process, b) when the maximum send window of the satellite 
component of the TCP connections is set to a higher value. Therefore, differentiation of the TCP 
performance is feasible via tuning parameters at the MAC and the transport layer. The difficulty 
arises when we want to do this consistently and quantitatively, i.e. to achieve a predefined relative 
performance differentiation that will be robust to traffic load changes.
In principle, there are several mechanisms and configuration options that can yield the desirable 
result at the MAC and transport (PEP) layer. We have chosen to deploy the SWTP scheduler for 
BoD scheduling and vary the Wmax assigned to TCP connections of different service classes at 
the TCP-PEP. Our method can be classified as implicit cross-layer design in which there is no 
direct exchange of information or states between the two layers involved. Unlike explicit cross­
layer design, we do not require the implementation of a new signalling mechanism for the 
communication of the two non-adjacent protocol layers. In the following two subsections, we 
present our approach to this problem.
5.3.1 M A C  Layer Differentiation Mechanism
For MAC layer differentiation, we employ the SWTP scheduler described in Chapter 4 as a means 
to enforce differentiated delay for packets. We have shown that the SWTP scheduler can provide 
proportional queuing delay to several classes o f MAC frames in the context of the BoD
R T D  -f- dqF -f dqR
TKnax • M SS (5-5)
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environment. However, it is also shown that the effectiveness of the scheduler is highly dependent 
on the system load. We exploit this characteristic here.
Revisiting Eq. (5-5), we see that the TCP throughput is mainly controlled by the terms Wmax, 
dqF and dqR . It gives a mean value in which the TCP connection is operating primarily in steady 
state implying that the connection spends most of its lifetime under congestion avoidance phase. 
If the bottleneck link capacity is high enough to allow the TCP cwnd to reach and maintain at 
Wmax ? then we can effectively achieve the PDS objectives by controlling the three 
abovementioned terms.
Since effectiveness of the SWTP scheduler in realising PDS model is dependent on the link load, 
we examine the scenario with respect to Eq. (5-5).
• At low link utilisation -  when the load is low, active TCP connections within the network 
should easily reach and maintain their respective cwnd at Wmax as there are ample 
transmission resources. Moreover, the queuing delays should also be short as traffic intensity 
is low. In a GEO satellite network where R T D  is long, the denominator of Eq. (5-5) become 
almost constant. As such, the term Wmax will be the main control parameter dictating the 
TCP throughput. In short, by inspecting the mathematical formula o f mean TCP throughput, 
we can infer that the ineffectiveness o f the SWTP in achieving the desired delay 
differentiation under low load condition will not hamper the TCP throughput differentiation.
• At high link utilisation -  Conversely, under a heavily loaded satellite link, there may not be 
enough capacity for the TCP cwnd  to reach Wmax. Due to limited resources, a TCP 
connection may suffer a slow-start event before its cwnd reaches the maximum value. Under 
such circumstance, the TCP throughput will no longer be continually bounded by Wmax, thus 
invalidating Eq. (5-5). Controlling the queuing delays become the sole means to influence the 
achieved throughput.
From our observations above, the SWTP scheduler becomes the ideal candidate mechanism in 
controlling the queuing delay in line with the PDS model. However, its differentiation effect to 
TCP throughput is only partial in the sense that it cannot fully control all the parameters 
influencing the final achieved throughput. Additionally, it is only effective when the system load 
is high.
5.3.2 Transport Layer Differentiation Mechanism
To achieve consistent proportional TCP throughput differentiation over all load conditions, we 
also seek to control the final parameter in Eq. (5-5), the term ITmax for the satellite part o f the
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TCP connections. We assume that the satellite network is equipped with TCP-PEPs, which have 
been widely deployed in satellite networks despite security and scalability concerns 
[Henderson99]. We show that, besides enhancing TCP performance, it also provides the satellite 
operator with significant flexibility in the treatment of TCP traffic.
The approach using TCP-PEP is essentially a technique that involves splitting the TCP connection 
into the terrestrial and the space segments, thus violating the end-to-end semantic of TCP. The 
rationale is that by isolating the space segment which has veiy different link characteristics, the 
satellite network can employ specific mechanisms / modifications or even an entirely new 
transport protocol to the space segment of the network to mitigate the additional adverse 
environmental effects. We choose the more simplistic approach which utilises the so-called 
spoofing [IshacOl] technique.
A TCP-PEP is attached to each ST connecting to the satellite. The TCP-PEPs will cache TCP 
segments and prematurely acknowledge their arrival resulting in shorter start-up time of TCP. 
Unlike the previous approach, this technique works without explicit knowledge of endpoints thus 
requiring some intelligence at the proxy. For our work, we use the TCP-PEP to execute our 
transport layer differentiation mechanism to provide differential treatment to TCP connections of 
different classes to achieve the PDS model.
Our approach is different from what several TCP variants, proposed with wireless networks in 
mind, have done. TCP Peach [AkyildizOl], Westwood [Casetti02], and Hybla [Caini04], to 
mention but a few, actually intervene in the AIMD congestion control mechanism of the protocol. 
This way our scheme becomes independent of the actual TCP variant used. The impact of Wrnax 
upon TCP performance depends generally on its relation to the Bandwidth Delay Product (BDP) 
[Karal04]: -
• when P7inax > Path BDP (capacity-limited TCP connection), the TCP throughput may only be 
increased with an increase of the bottleneck link capacity
• when FFmax < Path BDP (receive window-limited connection), change of the TUinax parameter 
will result in increase of TCP throughput
Change o f the Wmax parameter has an impact on TCP throughput in the second case, whereas in 
the first case the TCP throughput may only be increased with an increase of the bottleneck link 
capacity.
With TCP-PEP, we can apply the PDS model specifically to the satellite domain and obtain the 
following: -
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r w
- V ;  V i j e a . . . ® (5-6 )
where W ^ x{i) is the Wmax of the connection of class i within satellite segment i.e. between the
two bordering TCP-PEPs o f the connection. Normalising with reference to the WDP of the 
iowest-priority class so that
TCP-PEPs at the border of the network will set the TKmax of the satellite component of each class 
i TCP connections to
where min rwnd  is the minimum value of PFmax over all classes.
We now have two differentiation mechanisms residing at two different layers to complete the full 
TCP throughput differentiation task.
5.4 Performance Evaluation
Our evaluation is again based on the ns2 [ns2] simulator accompanied by the add-on 
implementations o f the BoD module and SWTP scheduler. We also include a new TCP-PEP agent 
that splits TCP connections at the border of the satellite domain. Our transport layer 
differentiation mechanism is built into this agent.
5.4.1 Simulation Setup
We adopt a similar network topology as in the previous chapter. The terrestrial links are 
configured to be 2048 kbit/s, whereas the satellite up / downlinks are set to be 512 kbit/s. The data 
packet size used is 576 bytes (inclusive of 10 bytes of timestamps option and 40 bytes of TCP/IP 
headers) and is fragmented into 48-byte MAC frames with 5 bytes header.
At the MAC layer, we use out o f band signalling with capacity requests submitted in pre-assigned 
slots. All the links are presumed to be error-free. The settings for the BoD module are summarised 
in Table 5-1.
• m in  rw n d (5-7 )
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Tabic 5-1: BoD module settings
P a r a m e t e r V a l u e
TDMA frame period 24 ms
Rate granularity 16 kbit/s
Super frame duration 96 ms or 4 TDMA frames
Timeslot per frame 32
Number of MAC classes, M 3
For the transport layer, we emphasise that the simulation setting for TCP connections is not 
aiming for optimal performance over satellite links but an example of practical representation of a 
possible real world scenario. The tuning of TCP parameters such as the TCP segment size and 
initial cwnd to achieve the best TCP performance in a satellite environment is beyond the scope of 
this thesis. Interested readers are referred to [RFC2488], [Caini07] and the references therein. We 
use TCP NewReno as our work does not involve changes to the congestion mechanism of TCP. 
The use of other TCP variants should not yield significantly different results in terms of the 
service differentiation achieved. The effect of our solution will be demonstrated here by 
considering persistent TCP sources. We use File Transfer Protocol (FTP) as the application.
Unless explicitly stated otherwise, the network serves three classes with TDP set, 
{ r f  } =  | l ,  1/2,1/4}, i.e. the target ratio is always 0.5 between two successive classes (except
section 5.4.5). If the achieved throughput ratio is smaller than 0.5, then the actual performance 
spacing is greater than desired. Conversely, if the achieved ratio value is towards 1.0 (or greater), 
then the performance spacing is less than the target. In other words, the greater the ratio value, the 
less differentiation is achieved. We fix min rwnd  as 8 kB.
5.4.2 Impact of Transport Layer Differentiation Mechanism
We first study our differentiation mechanisms separately to gain insights of their behaviours and 
effects on TCP connections. In this section, we evaluate our transport layer differentiation 
mechanism in isolation by replacing the SWTP scheduler at the MAC layer with first come first 
served (FCFS) BoD scheduler. A sample TCP connection from each service class is taken. The
WDP set is configured to be the same as the TDP set (i.e. { r f  } =  { r f  } =  j  1,1/2,1/4}). Figure
5-3 shows the achieved throughputs for a single connection per service class under low traffic 
load, whereas Figure 5-4 plots them when the link is saturated.
From the figures we see that the proxy configuration is capable of providing the differentiation 
only when the system load is low. The reason for this observation is that at low load most of the
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TCP connections in the network are receive window-limited connections in which our transport 
layer configuration is enough to control the differentiation. However, when the network is highly 
loaded, the TCP connections are no longer limited by their respective Wmax. Instead, they are 
capacity-limited and slow start events are observed. With the connections not bounded by Wm8X, 
our transport layer differentiation mechanism is ineffective in providing the required service 
differentiation.
Figure 5-3: Instantaneous TCP throughputs differentiated according to the specified spacing of the 
PDS model a t low load w ithout SWTP scheduler
Instantaneous TCP Throughput vs Time
Time (s)
Figure 5-4: Instantaneous TCP throughputs at high load; TCP-PEP control cannot provide the target
differentiation
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Moreover, at low load, the queuing delays of MAC frames are negligible and the ratio thr »j  thr j 
is mainly controlled by the Wmax ratios. Thus, we can achieve the target performance spacing. 
However, this is not true for high load as TCP connections from different service classes suffer 
non-negligible and unequal queuing delays.
We have also experimented with other TDP sets (e.g. { r [  } =  {l, 1/3,1/4 },
[ ri } =  {1,2/3,1/4 }, {r /  } =  j  1,1/2,1/3 } ) and in every case, we get similar results.
The achieved ratios in the form of j  cl f ss  ^ classS 1 ^  gjven [n Tat>le 5-2 below:-
[ class 1 class2 J
Table 5-2: Achieved perform ance ratios are very close to the targeted ratios using only transport 
layer differentiation mechanism under low load
{nr } A c h ie v e d  R a t io s T a r g e t  R a t io s
{ U /3 ,1 /4 } {0.3928, 0.7473} {0.3333, 0.7500}
I 1’2/ 3 ’1/ 4 } {0.7358, 0.4037} {0.6667, 0.3750}
( l , 1/2,1/3} {0.5668, 0.6850} {0.5000, 0.6667}
Refer to Figure 5-5 and Figure 5-6 and Figure 5-7 for the achieved instantaneous differentiation.
Instantaneous T C P  Throughput vs Time
■ Class 1
■ Class 2
■ Class 3
50 100 150 200
Time (s)
Figure 5-5: Instantaneous TCP throughputs differentiated according to {rj } =  j 1 ,1 /3 ,1 /4  J ; without
SW TP scheduler
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Instantaneous T C P  Throughput vs Time
100 150
Time (s)
200 250
Figure 5-6: Instantaneous TCP throughputs differentiated to {rf } =  j  1 ,2 /3 ,1 /4}; w ithout SW TP
scheduler
Figure 5-7: Instantaneous TCP throughputs differentiated according to {rf } =  j 1,1/2,1/3}; w ithout
SW TP scheduler
We show in Figure 5-8 how the mean relative performance differentiation changes with 
increasing load. It is clear that as the load increases, the achieved throughput ratios deviate from 
the target value (0.5). We also see that when the link is saturated, the system practically does not 
differentiate amongst the three classes, which is unacceptable for satellite operators designing 
satellite network radio bearer services. Since, the transport layer mechanism alone cannot realise 
the PDS model throughout the load range, we resort to the joint configuration of the transport and 
MAC layers.
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Figure 5-8: As the num ber of TCP connections grows, the TCP-PEP loses control of the
differentiation
5.4.3 Impact of M A C  Layer Differentiation Mechanism
We have already evaluated the SWTP scheduler in Chapter 4 in regards with its capability in 
achieving proportional queuing delay differentiation. Our evaluation there suggested that the 
effectiveness of the scheduler increases with the system load. At low load, SWTP cannot provide 
the delay differentiation required but at high load, it works in full force i.e. it manages to control 
the differentiation to the desired level. It is clear that with different traffic intensity, the SWTP 
manages to give proportional delay differentiation to the classes. The delay ratios achieved are 
also always close to the target ratio value.
This property fits in perfectly to complement our transport layer differentiation mechanism where 
its effectiveness is related by the inverse of the system load. However, we emphasise that, as Eq. 
(5-5) reflects, providing proportional delay via SWTP is not synonymous with providing 
proportional throughput to TCP flows. Achieving this requires the combination of appropriate 
Wmax values and MAC delays.
Returning to the performance metric in this chapter, we run a simulation with the SWTP 
scheduler set with (t"/2} =  [ r f  } =  j  1, 1/2 ,1/4} without our transport layer differentiation
mechanism. We show in Figure 5-9 that SWTP alone cannot provide the desired performance 
spacing for TCP throughputs even when the load is low.
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Time (s)
Figure 5-9: Instantaneous TCP throughputs differentiated using only SW TP; the perform ance
spacing is not proportional
The achieved performance ratios are 0.8823 and 0.7198 respectively for iPffl and .r  r  j  class 1 class 2
Compared with the target performance ratio of 0.5, the performance gap is not at all proportional. 
Therefore, we can conclude that SWTP alone cannot achieve the PDS model for the throughput 
metric.
5.4.4 Evaluation of the Full Differentiation Scheme
From sections 5.4.2 and 5.4.3, it is clear that the differentiation mechanisms at both transport and 
MAC layers can be tuned to favour a class of TCP connections over another. However, 
separately, they are unable to provide the required performance spacing between classes across 
the load range.
At the same time, we also showed that the two differentiation mechanisms are complementary. By 
deploying both transport and MAC layer differentiation mechanisms, we have a full service 
differentiation scheme that works throughout the load range. At low system load, the MAC layer 
differentiation mechanism is inactive, letting the transport layer differentiation mechanism alone 
to provide the desired performance ratio as needed by the PDS model. As the system load 
increases, the transport layer differentiation mechanism slowly loses the differentiation control; at 
the same time, the SWTP scheduler starts taking effect by providing the required additional 
differentiation, so that the target performance ratio can be maintained.
We first test the integrated scheme with three classes of TCP traffic with {r f  } =  j l ,  1/2,1/4} .
Initially, we set { r f  } =  j  r f  } =  { r f  }. The first simulation run represents the low load 
scenario where there is only one TCP connection per class in the network. We monitor the TCP
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throughput of each TCP connection and Figure 5-10 shows the result at low system utilisation. 
Comparing with Figure 5-3, the addition of SWTP scheduler to the simulation does not affect the 
differentiation provided by the proxy configuration.
Time (8)
Figure 5-10: O ur integrated approach successfully achieves the PDS model at low load.
We repeat the experiment with increased number of TCP connections per class so that the satellite 
link is saturated. Figure 5-11 shows the instantaneous TCP throughput for high load with our 
integrated approach. It shows improvement when compared with Figure 5-4, in that now there are 
distinct throughput levels for each service class. However, there is still considerable fluctuation at 
individual TCP flow level. We found that the achieved throughput ratios under satellite link 
saturation are 0.4094 for I f f  and 0.2793 for I f f  , yielding a total deviation of 0.3113 from theclass l class2 J °
target ratio (i.e. 0.5). This implies that the differentiation given by the combination of SWTP and 
the proxies is not what is required.
Figure 5-11: Instantaneous TCP throughput with our integrated approach under high load
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We run extensive simulations by varying both DDP and WDP sets. Table 5-3 shows selected 
results for the achieved ratios in the form of f class2 ^ class31 throughput ratios. In this case, the
1 c la s s l ’ c la s s 2  j
optimal settings are DDP set = {1, 0.6, 0.36} and WDP set = {1, 0.6, 0.36} yielding a total 
deviation of only 0.0595.
Table 5-3: Achieved TCP throughput ratios between successively ordered classes under different
com binations of DDP and TDP sets.
DDP Set
WDP SET
{1,0.4, 0.16} {1,0.4, 0.2} {1,0.5, 0.25} {1,0.6, 0.3} {1,0.6, 0.36}
0.3294, 0.3204, 0.3648, 0.3883, 0.3888,
{1,0.4,0.16}
0.2605 0.3223 0.2230 0.3131 0.2991
0.3168, 0.2771, 0.3574, 0.3787, 0.3772,
{1,0.4, 0.2}
0.2548 0.3991 0.3008 0.2314 0.3202
0.2735, 0.2810, 0.3536, 0.3779, 0.3823,
{1,0.4, 0.24}
0.3743 0.4354 0.4148 0.4135 0.3502
0.3213, 0.3159, 0.3510, 0.3829, 0.3883,
{1,0.4, 0.32}
0.3834 0.4505 0.5050 0.5186 0.5499
0.3530, 0.3573, 0.4149, 0.4370, 0.4675,
{1,0.5, 0.2}
' ~ *! * 0.2862 0.3082 0.2372 0.2736 0.2850
0.3123, 0.3606, 0.4094, 0.4249, 0.4366,
{1,0.5, 0.25}
0.3144 0.3215 0.2793 0.2446 0.3455
0.3446, 0.3139, 0.3276, 0.4358, 0.3287,
{1,0.5, 0.3}
0.3700 0.4633 0.5491 0.4298 0.5992
0.3670, 0.3726, 0.4060, 0.2831, 0.7132,
{1,0.5, 0.4}
0.3443 0.4267 0.5062 0.7912 0.5489
0.4077, 0.3996, 0.4823, 0.4909, 0.3976,
{1,0.6, 0.24}
0.2910 0.3606 0.2816 0.4067 0.4616
0.4283, 0.4271, 0.4765, 0.4097, 0.5378,
{1,0.6, 0.3}
0.3042 0.3636 0.3888 0.4387 0.3396
0.4116, 0.4137, 0.3728, 0.5401, 0.5365,
{1,0.6, 0.36}
0.3312 0.3667 0.5668 0.4422 0.5230
0.4472, 0.4199, 0.4845, 0.5561, 0.5620,
{1,0.6, 0.48}
0.3333 0.3947 0.4534 0.3978 0.4897
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5.4.5 Controllability of the Combined Transport-MAC Differentiation 
Scheme
This section assesses the capability of our integrated approach to accurately control the spacing 
between different service classes. Four sets of TDPs have been defined below.
» Set A - { r f  } =  {1,1/2,y 4 }
• S e t B - { j f }  =  { l ,1/3,1/4}
.  S e t C - { i f }  =  { l ,2/3,1/4}
.  S e t D - { i f }  =  { l ,l /2 ,l/3 }
Four simulation runs have been conducted based on the TDP sets above with TDP = WDP = DDP 
and the results given in Figure 5-12 plots the normalised throughput ratios for all four cases where 
for each case, the achieved ratio is normalised by the respective target ratio. With the ideal value 
being unity, it can be concluded that our approach allows much flexibility in the control of the 
spacing between the service classes.
Normalised Ratio vs D P  sat
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1 4 _ I I • Q  Class3 / Class2
1.3-.......j............... ]................ \ .............. !•........
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Figure S-12: PDS scores with our integrated approach for different TDP settings
5.4.6 Predictability of the Combined Transport-MAC Differentiation 
Scheme
Revisiting Figure 5-10 and Figure 5-11, we conclude that the predictability property of the PDS 
model can only be achieved when the link is not saturated. When the link is highly loaded, respect 
o f the predictability property of the model requires search over a much broader space for
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appropriate settings for the DDP and WDP sets. Slow-start events triggered via timeout also 
contributed to the high fluctuations o f the TCP throughput performance. However, at least, we 
manage to keep a reasonable differentiation for each traffic class in the long-term period despite 
the adaptability o f the TCP procedure.
5.5 Conclusions
This chapter describes an integrated approach to the provision of proportional throughput 
differentiation to persistent TCP flows over BoD GEO satellite networks. The approach combines 
split-TCP proxy agents at transport layer together with a BoD scheduling algorithm, the SWTP 
scheduler, exploiting their complementary behaviours over the network traffic load range. At low 
load, the differentiation can be controlled solely by the transport layer differentiation mechanism. 
At high load, the SWTP scheduling takes over to provide the desired quality spacing between 
classes, whereas the transport layer mechanism is less effective. With proper configuration o f the 
two mechanisms, one can control the spacing between classes.
Our contributions are largely methodological. First, we demonstrate that it is feasible to provide 
differential treatment to TCP flows via combination of transport layer mechanisms and/or MAC 
layer scheduling algorithms in a BoD environment. Second, we describe how to achieve a specific 
QoS framework (here the PDS model) through our integrated approach. Currently, in the 
literature related to cross-layer design, most published work follows some ad-hoc cross-layer 
methodology for specific cases to be optimised and therefore, a generally accepted cross-layer 
design methodology has yet to mature [Castro07]. Our use of implicit cross-layer design also 
contributes to this.
In the real-world, the transport and MAC layers should be configurable in an automated manner 
according to the input load. The problem would benefit from analytical methods that can yield the 
correct parameterisation of the two layers for a given traffic mix. We develop a full analytical 
approximation framework that assists this task in the next chapter.
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Chapter 6
6  F i x e d - p o i n t  A p p r o x i m a t i o n  t o  P r o p o r t i o n a l  
T C P  P e r f o r m a n c e
In this chapter, we develop an analytical approximation framework using fixed-point methods to 
approximate the obtained differentiated TCP performance via our integrated solution described in 
Chapter 5. To evaluate both our engineering approach and the model’s accuracy, we cany out a 
systematic simulation study that thoroughly explores the model parameter space. We use various 
kinds of plots to discuss the strengths and weaknesses of our work and draw hints for its 
applicability. Our simulation results show that our differentiation framework is capable of 
achieving closely the PDS model. The analytical approximations also show close agreement with 
the simulation results throughout the load space, thus providing satellite operators with a means to 
tune their network in line with their network policies.
6.1 Introduction
From Chapter 5, we see that the adaptive nature o f TCP flows makes the provision of consistent 
performance guarantees complex. Our integrated solution provides some freedom for the satellite 
operator in configuring the required service differentiation. However, we identify the need to 
automate the process of generating the correct parameters for a given traffic mix such that the 
satellite operator will only need to define their service differentiation policies or requirements 
without having to compute “fry hand” the appropriate settings for each differentiation mechanism.
We seek to achieve this by means o f mathematical analysis. However, the task of mathematically 
modelling the interaction of TCP traffic with the network is not trivial. It has to take into account 
many factors, such as the network topology, link characteristics, resources at intermediate nodes 
etc. Approximations are therefore inevitable. Two main approaches have emerged in recent years; 
namely processor-sharing (PS) models and fixed-point methods. The PS-based approach works at 
the flow-level and utilises classical queuing theory to study how TCP adapts to the network. TCP 
is modelled as a bandwidth sharing flow without taking into account the finer protocol details. As 
such, it cannot provide insights to the packet-level dynamics of the traffic (expressed as buffer
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queues, losses etc.). Some examples of work following this vein are [Heyman97], [Lind99] and 
[BergerOO].
We propose the use of fixed-point approximations to analytically predict the achieved 
performance differentiation. Mathematically, a fixed-point of a function is defined as a point that 
maps onto itself by the function. Hence, £ is a fixed-point if and only if x =  f  (x ). From a 
graphical point of view, the point ( x , f ( x i )  where the function curve intersects with the line 
y =  x is a fixed-point. By using fixed-point methods, we find the steady-state of the network 
system under consideration and thus obtain the differentiated performance o f TCP flows.
Fixed-point methods had already been used in the literature for the study of circuit-based 
networks (e.g. [Kelly8 6 ]). They saw revived interest in the last ten years for studying network 
performance under TCP/IP traffic. A common feature of these studies is the distinct analytical 
modelling of the TCP end sources and network resources (storage, link capacity etc), and the 
capturing of their interaction into a non-linear system of equations. Both [BuOl] and [Misra02] 
have explored the use of a fixed-point method to evaluate TCP performance in active queue 
management (AQM) networks. Classical queuing models such as M/M/l/K, M /M/l/K with some 
ad-hoc modifications and M /D/l/K are used as the network resource models in [CasettiOl], 
[GibbensOO], and [RoughanOl] respectively. We draw on the work of Roughan et al. in 
[RoughanOl] and extend the proposed framework of analytical network performance investigation 
to the satellite networks. The aim is to provide the service operator with the means to tune the
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network so that the performance traffic classes obtain obeys the PDS model and drives class- 
based charging schemes.
6.2 Pr o b l e m  Statement
We repeat the problem statement defined in Chapter 5: -
“In a split-TCP capable BoD satellite network, how should one jo in tly set the WDPs at the TCP- 
PEPs and the DDPs at the MAC scheduler, so that fo r  a given set o f  TDPs, { r f  }, the PDS model
objective ofEq. 5-1 can be achieved? ”
In Chapter 5, we proposed a simplistic equation for the TCP-PEPs at the border of the network to 
set the . Although the equation ensures that the Wln&x of the TCP classes are proportional
as required by the PDS model, it neglected several factors that affect the actual differentiation. 
Firstly, it does not consider the “help” provided by the SWTP scheduler. The two mechanisms are 
practically decoupled. Secondly, it is not adaptive to the offered load and satellite link capacities, 
implying that the Wtnax will be set as the same value regardless of the system utilisation. Thus, 
the satellite operators do not have an automated method to configure their networks according to 
the input load. We address these problems via an analytical approximation framework in the 
remainder of this chapter.
6.3 Generic F r a m e w o r k  for Analytical Performance Investigation
In this section, we lay the foundation for our analysis by defining a generic framework applicable 
to various network types and scenarios. We introduce the main equations that capture the 
interaction between end sources and network elements. The formulation uses a matrix notation, as 
in [Karal04] and [RoughanOl], Here, we extend the method for the multiple traffic classes 
scenario. We further derive and apply specific models of our MAC and transport layer 
differentiation mechanisms to solve the problem.
Figure 6-2 shows how satellite network topologies like the one considered in our work could be 
schematically abstracted to assist the derivation o f the system of equations. The figure shows two 
TCP server (S)-client (C) pairs connected via satellite and TCP-PEPs across the available links 
via separate routes. Let Yiink and ZrouLe be the sets of network links and routes (paths) of TCP 
connections, respectively. Then each element of Zroute is the union of one or more elements of 
Yiink. Further, Y  and Z  are their cardinalities, i.e., Y  =  \Ylink\ and Z  =  \Zroute\.
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Figure 6-2: A bstraction of the satellite netw ork showing z = 2 and F  =  14.
Each network path is traversed by a finite number of TCP connections of class i , n*, which 
contribute to the actual load seen by all links on this path. The aggregate per link load, summed 
over all N  traffic classes can be expressed as
b =  X >  =  E(4<i)-ri +  (6-0
i=l i=l
where Vp and V f  are the Z  x Y  traffic-thinning matrices for the forward and reverse paths of 
the TCP connections. Each row of the matrices corresponds to one path. The row element ( z , y )  
expresses the thinning that traffic of path z  is subject to when crossing link y . In general, 
thinning may be due to link loss or link buffer overflow and is different for each traffic class, 
depending on the respective scheduling disciplines and buffer management policies deployed in 
each link.
The 1 x Z  vectors sF(j) and s r ^  denote the total send rate, measured in bytes, for the forward
and reverse paths respectively, of class i connections across the Z  paths in the network. Note 
that one or more TCP connections may share the same path, so that the vector of the per-path 
aggregate send rates of class i connections can be written as the product of the number of 
connections over the path, nx, times the send rate (denoted by SRX) achieved by each connection,
sF(I) =  iij. • SRj (Wmrix(i), M S S i.p j.R T T j) (6 -2 )
MSCJACK
Sr(I) =  n t . • SR, (W m„ (i),M S S „Pi,R T T ,). • (1 - p , ) .  • u. • (6' 3)
where the notation . • denotes element-wise multiplication. The send rate of TCP connections is 
generally a function of the TCP maximum send window value Pfmax, the maximum segment size
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M S S ; the send rate in the reverse direction is a function o f the ACK packet size, M SSACK, the 
residual send rate o f TCP connections, and the use of the delayed ACK option of TCP, captured 
in vector u . The vector pi represents the end-to-end path losses experienced by TCP senders of 
class i on the network paths.
Finally, the overall RTTs of TCP connections of class i ,  including the propagation delay and the 
queuing / processing delays suffered by TCP segments in the forward direction (i.e. from TCP 
server to client) and ACK packets in the reverse direction (i.e. the path of ACK packets) are given 
by the vector
RTTj =  ( A F +  Ar )»dqj +  RTD (6-4)
where AF and A R are the Z x Y  routing matrices for the forward and reverse paths, 
respectively. Both matrices are binary; their ( z , y ), 1 <  z  <  Z , 1 <  y <  Y  element is unity 
when link y  is included in path Y  and zero otherwise. The Y  x Z  R TD  vector refers to the 
round-trip propagation delays and dq; is the Y  x Z  vector o f queuing delays experienced by 
class i packets at the output buffers of the Y  links. Queuing delays are directly dependent on the 
offered load and the link capacities. Hence the vector dqi can be written as a function of vectors 
b and c , i.e.
dqi =  /  (b, c) (6-5)
where f  is a vector of analytical formulas relating the queue delay to the link capacity c and 
input load.
Summarising, input data to this approach is the satellite network topology, as captured in the 
routing matrices, the TCP connection parameters, and the network link capacities. These are then 
used by the analytical equations that approximate the TCP throughput and the performance 
(delay, loss) at the network links. The solution of this system of equations gives the steady-state 
solution for the achieved end-to-end TCP throughputs and the delay / loss experienced at network 
links.
We provide, as a numerical example for our reference system, the vectors and matrices that 
correspond to the satellite network scenario in Figure 6-2. Assuming that there are two TCP 
server-client pairs, the routing matrices are formulated as Eq. (6 -6 ) and Eq. (6-7) while the traffic 
thinning matrices as Eq. (6 -8 ) and Eq. (6-9). In the equations, for convenience of presentation, the 
0 ( 0 ) notation specifies that there are 9 number o f same consecutive elements in that row within 
the matrix. Equation Eq. (6-10) and Eq. (6-11) are the link capacity and link propagation delay in 
the topology respectively.
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6.4 Mathematical Models a n d  Fixed-point Formulation
The starting point o f our derivation is Eq. (6-5). Writing Eq. (6-5) for the shared satellite link 
lying in the path o f all TCP connection classes, we get:
=  //'“ _  
W=i
Y JSRi {Wm^ i),M S S „ p i ,R T T i ). 1 +
(1  +  P i).u.MSS,ACI(
MSS;
,c sai (6-12)
As R T rl \  is a function of dq{, we already have a fixed-point equation of the form x — f(x)  for 
dqfa t . The missing blocks for the system of equations (6-1) - (6-5) and (6-12) are the analytical 
expressions f f at c ) for the access delays experienced by different traffic classes over the satellite 
link, and the send rates SRi c ) for the TCP send rates. We address them in the following two 
subsections.
6.4.1 Analytical Model of the M A C  Layer Differentiation
Analytical models for satellite MAC protocols have several restrictions. Almost all of them 
assume Poisson traffic arrivals and uniform traffic distribution across satellite nodes. Very few, if 
any, address dynamic traffic prioritisation mechanisms at the MAC layer. This shortage of a 
model is effectively a hard constraint to our approach and generally to any analytical effort to 
predict MAC-level performance.
Our starting point for modelling the SWTP scheduler is Kleinrock’s analysis for time-dependent 
priorities queue in [Kleinrock76] and the complementary work on the scheduler characterisation 
in [LeungOl]. A clean closed-fonn expression for average queuing delay for class i ,  d q f ,  is 
derived as
[dq0/( 1 - P)] ~ Pjdqj I1 -  {r?/r? )j
dqi = -----------------N J=1-----------------------------;t =  l,...,JV  (6-13)
1~ E  Pj[1 ” (rf/nD )]
j = i+ 1
where dq0 is the mean residual service time observed by a packet and the system utilisation is 
defined by p =  . If xj  is the mean service time of class i and xf  its second moment,
then dq0 =  Y ^ i [ PiXi f a ) '
5 The convention used for numbering classes in [Kleinrock763 is reversed compared to ours in this thesis, hence the difference in the 
equation,
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Compared to the original WTP algorithm, there are several significant differences in our SWTP 
scheduler. Firstly, unlike in the terrestrial networks, there is non-negligible propagation delay 
between the allocation time and the actual packet transmission time. Secondly, in the considered 
BoD system, the time when the BoD scheduler is actually computing the priority no longer 
corresponds to the packet scheduling instance. Also, assuming fixed packet size, then
x \ — (T~ )2 . Taking these into account, we rewrite dq0 as
N
dq' o = ' £ ( { p i X i/ 2 )  +  R T D ) .  (6-14)
Z—1
We replace the term dq0 in Eq. (6-13) with our new dq0 . From the equations above, we can
compute the queuing delays of all the service classes if we know the load from each class (i.e. px)
which is dependent on the number of TCP connections in each class and their respective send 
rates.
For example, substituting Eq. (6-14) in Eq. (6-13) when N  =  2, we can write
1[dq0/ (  1 - p ) j I
1 - P2 |[ i - l ( - W 1
dq2 =  [dq0/ (  1 -  p) j  -  pxdqx [ l  -  [ r f / r f  )]
dq'o 1 - p\ H r f / r f )  ]
(1 ~P ) 1 -  p2[>- K/nD)]
6.4.2 Analytical Model of the Transport Layer Differentiation
The dynamic instantaneous TCP send rate is governed by cwnd, whose value is determined by the 
slow-start and congestion avoidance phases, as well as the fast retransmit and fast recoveiy 
algorithms. The fast retransmit and fast recoveiy algorithms are usually coupled and activated 
when there are network problems such as segment loss, data re-ordering etc. For short-lived TCP 
connections, it is important to model slow-start accurately. Conversely, for long-lived or 
persistent TCP connections, which mainly operate in the congestion avoidance phase, the 
contribution o f the slow-start phase may be negligible. Thus, these two types of TCP connections 
require different treatment. In the following, we focus on persistent TCP connections and 
discriminate between two scenarios:
1. Error-free satellite links. We use Eq. (5-5) in this work with modifications to reflect the effect 
of our mechanism on different classes of TCP connection
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W laL ■ M SS_ max(i)
R T D  +  2 dqi
The satellite link utilisation can then be written
(1 +  /)
csai
JV „ ,wsat
1 max(0 i 6n
where /  =  M SSi/M SS,ACK
2. Error-prone satellite links. The derived inverse square root p  law  for TCP throughput in 
[Mathis99] addresses packet loss due to buffer overflow, exhibiting periodicities. The TCP 
throughput under random loss has also been widely investigated. For example, Lalcshman and 
Madhow formulate the problem in fixed-point terms in [Lakshman97] for TCP Tahoe and 
Reno variants, whereas Casetti and Meo in [CasettiOl] derive a continuous Markov Chain for 
the congestion window evolution of Reno connections. Nevertheless, both approaches call for 
use of numerical methods, which complicate their direct use in our analytical framework.
The Padhye formula instead provides a computationally cheaper approximation for the TCP send 
rate. Instead of Eq. (6-15) and Eq. (6-16), we now have
SRi =  m in WC*<0
1
RTTi RTTiyjf e  +  T0 m in 1,3^
f3 up' p ( l  +  32 p2) (6-17)
for the TCP send rate, and
r =  i ± i  . . a m
csat j —i
(6-18)
for the satellite link utilisation, respectively, where T0 is the TCP base timeout value, u accounts 
for the use of delayed acknowledgments and R T F  — R T D  +  2 • dq{ .
Note that the framework outlined in Section 6.3 can accommodate a variety of MAC and 
transport-level models, beyond the SWTP scheduler and TCP.
6.5 Performance Evaluation an d M e t h o d  Validation
Having detailed and formulated all the required components o f our analytical method, we show 
how it is used to achieve a given relative performance, i.e. TCP throughput ratios.
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Our fixed-point approximations require inputs related to both the satellite network and users, such 
as the vector representation of the network topology, the policies regarding the treatment of 
network traffic (e.g. total number of service classes etc) and the number of TCP connections 
generated by users subscribing to different service classes. These are used to compute the required 
WDP and DDP sets for given performance spacing. These sets are then used to configure the 
transport and MAC layer in the satellite network. Ideally, the achieved throughput ratios 
thrt jthi'j obey the target TDPs.
Figure 6-3 summarises the entire concept. Figure 6-3(a) shows the derivation of the differentiation 
parameters by using our fixed-point approximation method, whereas Figure 6-3(b) shows the 
generated parameters being used to achieve the PDS model.
Fixed-point
Approximations
Output
r > M . K }
Qutpifl: NeJyyork Perforrnange 
- Achieved TCP throughput ratio (thrfthrj )
Input: Network Provider 
Network topology (vector representation) 
Network policies (e.g. N  traffic classes)
• Target Performance Differentiation (r f  j  r ]  )
Input: Users 
Number of TCP 
connections from 
each class , nx
Figure 6-3: Conceptual view of the w orking of our analytical fram ew ork; (a) Differentiation 
param eters generation; (b) Achieving PDS model using generated param eters
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6.5.1 Preliminary Investigation of the M A C  Analytical Model
We have made several adaptations to the original MAC analytical model based on our 
understanding of the behaviour of the SWTP scheduler operating in a BoD satellite network. In 
this section, we compute and compare both these models. Figure 6-4 gives the throughput ratios 
for both the original and adapted analytical models for scheduler utilisation at 80%. In Figure
6-4(a), we compare the two by varying the WDP setting for three different DDP sets. The 
throughput ratios approximated from the original model overlap with each other for all the 
computed DDP sets. Conversely, with our version of the model, we see distinct separation among 
the different DDP set values. Apparently, without our adaptations, the original analysis from 
[Kleinrock76] is unresponsive to changes of the DDP knob. Further, Figure 6-4(b) reinforces our 
observation that the results from the original analysis are solely dictated by the WDP knob.
(a)
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Figure 6-4. Com paring the approxim ated differentiation between the original and adapted W TP 
equations at utilisation = 0.8; (a) O riginal model unable to predict differentiation for different DDP 
setting; (b) The results from  original model are dom inated by the effect of WDP knob alone.
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6.5.2 Configuring Differentiation Parameters by Fixed-point Method
The tuning knobs available to the satellite operator are the WDP and DDP sets; they control the 
differentiation at transport and MAC layer respectively. Their combined effect will determine the 
final performance spacing.
Subsequently, we exemplify the approach for N  — 2 . We illustrate how dq-at evolves over the 
entire load range from low to high in Figure 6-5 for three different settings. From the figures, we 
can see that the accuracy of the delay differentiation achieved is directly related to the system 
utilisation i.e. the higher the load, the more accurate the differentiation. At satellite link utilisation, 
p — 0 .1 , the delays suffered for both classes are almost identical whereas for p =  0 .9 , the delay 
ratio is approximately the same with the DDP setting. Note also that the additional RTD delay 
suffered by all packets serves as the lower bound due to the resource request and allocation 
procedures. Comparing the figures, we can also conclude that the bigger the difference between 
r f  and r f , the more differentiation provided.
Regarding the transport layer differentiation, besides the WDP set, { r-v },  the fixed-point
approximation must also compute the exact values of the kkmax(j). If  the number of active TCP
connections is very low, the satellite operator would most likely wish to assign higher lTmax(t)
values to the connections to avoid bandwidth wastage. Conversely, if  the network is already 
highly loaded, the satellite operator may want to limit the overall utilisation of TCP connections 
in the network by setting the Wmax(j) proportionally to lower values.
Figure 6 -6  shows the values computed by the fixed-point method for three different sets
o f differentiation parameters for a range of utilisation requirements with =  n2. The results are 
rather intuitively logical:
• The higher the number of connections, the lower the approximated WmaK for any utilisation 
value
• The higher the satellite link utilisation needed, the bigger the Wmax values
In addition to that, the PRmax values are also proportional for the classes according to the WDP 
settings.
The fixed-point method approximates a throughput ratio for each set of these settings. Hence, the 
satellite operator can match the performance spacing required and apply the parameters to the real 
network.
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(a)
W D P  = D D P  = [1.0, 0.3]
(b)
W D P  = D D P  = [1.0, 0.5]
(c)
T D P  = D D P  = [1.0, 0.8]
Figure 6-5. Average queuing delay for three differentiation settings illustrating the dependency of 
the effectiveness of the SW TP scheduler on the system utilisation; (a) WDP = DDP = (1.0, 0.3), (b) 
WDP = DDP = (1.0, 0.5J, (c) WDP = DDP = (1.0, 0.8|
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(a)
(b)
N umber of T C P  connections
105 W D P  = D D P  = [1.0, 0.3]
H  Wmaxl, Utilisation =
- K -  Wmax2, Utilisation = 
- © -  W m a x l , Utilisation = 
- © -  Wmax2, Utilisation =
■O ' W m a x l , Utilisation =
- B -  Wmax2, Utilisation =
- K -  W m a x l , Utilisation = 0.2 
- K -  Wmax2, Utilisation = 0.2- 
-O " Wmaxl, Utilisation = 0.5 
- © -  Wmax2, Utilisation = 0.5- 
- B -  W m a x l , Utilisation = 0.8 
-El- Wmax2, Utilisation = 0.8.
W D P  = D D P  = [1.0, 0.5]
N umber of T C P  connections
T D P  = D D P  = [1.0, 0.8]
— * —  W m a x l . Utilisation = 0.2 
- K  - Wmax2, Utilisation = 0.2 
"O  Wmaxl, Utilisation = 0.5' 
- © -  Wmax2, Utilisation = 0.5 
— E3~  W m a x l , Utilisation = 0.8. 
-B- Wmax2, Utilisation = 0.8
Number of T C P  connections
Figure 6-6. Wmax setting com puted by the fixed-point method for three differentiation settings 
under varying utilisation condition; (a) WDP = DDP = [1.0, 0.3], (b) WDP = DDP = [1.0, 0.5), (c
W DP = DDP = 11.0, 0.8)
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6.5.3 Simulation Setup
We feed the differentiation parameters computed by our fixed-point method to the network and 
compare the output performance with the target performance. Besides the SWTP implementation, 
we include a new TCP-PEP agent that splits TCP connections. Our transport layer differentiation 
mechanism is built into this agent.
The network topology used is shown in Figure 2-4, where the bottleneck is assumed to be at the 
satellite part of the topology. For all simulations, the terrestrial links are configured to be 2048 
kbit/s while the satellite up / downlinks are set to 512 kbit/s. We use out of band signalling with 
resource requests submitted in pre-assigned mini slots. The rate granularity is 16 kbit/s.
The TCP NewReno variant is used for our experiments. We turn off the delayed ACK option. The 
TCP segment size is 576 bytes and each segment is fragmented into 48 byte MAC frames with 
additional 5-byte header at link layer. The link buffer is set to be large enough to absorb the TCP 
bursts, thus avoiding link layer losses. Each TDMA frame period is 24 ms and four TDMA 
frames form a super frame. The effect of our solution is demonstrated by considering persistent 
TCP sources.
6.5.4 Analytical Me th od Validation: D D P
Since there are two tuning knobs available, we examine them separately. We first investigate how 
the DDP set influences the TCP throughput ratios and compare them with the approximated ratios 
computed by the fixed-point method. The results are given in Figure 6-7. Each point in the graphs 
represents the average value of 30 simulation runs; each run corresponds to the same setting, only 
each TCP connection starts randomly within a window of 1 s. For each simulation, we utilised a 
different predefined “good” seed within the ns2 simulator for generating the connection start 
times. The graphs also plot the 95% confidence intervals of the computed averages.
As aforementioned, the differentiation provided by the SWTP scheduler with a specific DDP 
setting is dependent on the system utilisation. We, thus, present the result in low, moderate and 
high load conditions to ensure that our solution can indeed approximate the target performance 
spacing. From Figure 6-7, we can see that the simulated results closely coincide with the 
approximated results. We also note from Figure 6-7(a) that the simulated throughput ratio is 
almost constant reflecting the fact that at low load, the SWTP scheduler is almost inactive. Thus, 
despite the fact that the DDP values varies, the achieved throughput ratios remain unchanged. 
Comparing Figure 6-7(a), (b) and (c), we see that the gradient for each curve increases from low 
utilisation to high utilisation, signifying the increasing impact of DDPs on the differentiation.
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Figure 6-7. Approximated performances by fixed-point method match with the simulated results
under varying DDP settings for three levels of utilisations; (a) Utilisation =  0.2, (b) Utilisation = 0.5,
(c) Utilisation =  0.8
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We can also explain this mathematically. Substituting Eq. (6-15) to Eq. (5-6), we have
nyS ScM R T D  +  2rfgf
riW m<L(j) R T D  +  2 dqf1 1 ^
For i <  j ,  and ignoring the J^ax(i) terms f°r moment, we can see that the bigger the 
difference between dqfat and d q f 1, the bigger the throughput ratio will be. Since dq-at and 
d q f 1 are almost equal at low load, the gradient is expected to be near zero. This observation also
implies that at low load, the transport layer differentiation mechanism alone is adequate to 
produce the required performance spacing. However, from our previous study (cf. Chapter 5), at 
moderate and high load, the SWTP scheduler is needed to provide the additional differentiating 
effect to the TCP connections such that the PDS model is achieved.
6.5.5 Analytical Method Validation: W D P
We repeat the procedure employed in section 6.5.4, this time vaiying the WDP values instead of 
the DDP values. The results are presented in Figure 6 -8  for three levels of system utilisation. 
Similarly, 30 simulation runs are executed for each point o f the graphs and their averages together 
with their 95% confidence intervals are plotted.
Overall, the simulated results follow closely the general trend of the approximated results. We 
note that at low load, the simulated throughput ratios are overlapping for different DDP settings. 
As discussed earlier, this is mainly due to the ineffectiveness of the SWTP scheduler at low load. 
Nevertheless, the approximated ratios are also veiy close.
Although, in general, we see that our proposed fixed-point method is able to closely approximate 
the TCP performance, we also observe some simulated results having relatively large deviations 
from the approximated ones. One reason for this is the assumptions made for the TCP and MAC 
protocol models used in the method. For example, the TCP model we used does not take into 
account the effect of the slow-start phase of TCP connections. Hence, if there is high number of 
slow-start events taking place, then the model will not be able to give us a good approximation of 
the TCP throughput. Also, the model used for our SWTP scheduler is a modified version of the 
original analysis o f time dependent priority scheduler which only considers packet queuing delay. 
For the SWTP scheduler, there are two levels o f delay that should be accounted -  the packet 
queuing delay and the resource request queuing delay. Our modifications exploit the fact that 
these queuing delays are coupled and only implicitly reflect this difference. In short, the more 
realistic the models used, the more precise our fixed-point method will be.
98
Chapter 6. Fixed-point Approximation to Proportional TCP Performance
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Utilisation = 0.8
Figure 6-8. Approximated performances by fixed-point method match with the simulated results
under varying W D P  settings for three levels of utilisations; (a) Utilisation =  0.2, (b) Utilisation =  0.5,
(c) Utilisation = 0.8
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6.5.6 Instantaneous Effects of the Configurations
From the results in section 6.5.4 and section 6.5.5, we can conclude that the fixed-point method is 
able to closely approximate the performance spacings and can be confidently utilised by 
the satellite operator in configuring the network in order to achieve the desired differentiation.
In this sub-section, we zoom in to investigate the microscopic behaviour of the TCP connections. 
We investigate how our differentiation mechanisms affect the instantaneous TCP performance in 
the network under different load conditions. Also, we verify the correctness of our fixed-point 
method in predicting the differentiated performance of the connections. Figure 6-9 shows the 
instantaneous behaviour of one sample TCP connection from each class with WDP = DDP = [1.0, 
0.5] for three utilisation conditions. We can see that our differentiation mechanisms combined to 
provide distinct throughput levels for the two TCP connections even at high load condition where 
the instantaneous throughput fluctuates the most. The fluctuation may be caused by the higher 
number of slow start event taking place.
We compute the simulated average throughput of each class from 30 simulation runs and compare 
with the mean throughput predicted by our fixed-point method in Table 6-1. Based on the results, 
we see that at low load, the predicted throughput performance is very close to the simulated 
values. However, at moderate and high load, the prediction is more conservative as it almost 
consistently computes a lower throughput level for each class. Again, these discrepancies are 
caused by the inaccuracies of the models used in our fixed-point method.
Table 6-1: Com parison of sim ulated and predicted TCP throughput under different utilisation and
differentiation param eters
D if f e r e n t ia t io n  Se t t in g S im u l a t e d  a v e r a g e
TCP THROUGHPUT
P r e d ic t e d  a v e r a g e
TCP THROUGHPUT
U t il is a t io n  t d P s e t , DDP s e t , (CLASS 1, CLASS2) in (CLASSl,CLASS2)IN
(%) W U  w u b y t e /s BYTE/S
{1.0, 0.3} {1 .0 , 0 .8 } (3460, 1050) (3090, 900)
0 .2 {1.0, 0.5} {1.0, 0.5} (2750, 1400) (2730, 1260)
{1 .0 , 0 .8 } {1.0, 0.3} (2380, 1720) (2320, 1670)
{1.0, 0.3} {1 .0 , 0 .8 } (11300,3190) (7820,2160)
0.5 {1.0, 0.5} {1.0, 0.5} (10200, 4630) (7140, 2830)
{1 .0 , 0 .8 } {1.0, 0.3} (8430, 6030) (6370, 3600)
{1.0, 0.3} {1 .0 , 0 .8 } (14400, 4510) (12700,3250)
0 .8 {1.0, 0.5} {1.0, 0.5} (14600, 4390) (12200, 3800)
{1.0 , 0 .8 } {1.0, 0.3} (14600, 4430) (11600, 4370)
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Figure 6-9. Instantaneous behaviour of sample T C P  connection from each class w ith W D P =  DDP
= [1.0, 0.5] for three levels of utilisation; (a) Utilisation = 0.2, (b) Utilisation = 0.5, (c) Utilisation =
0.8
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6.6 S u m m a r y  an d Conclusions
The realisation of the proportional TCP throughput differentiation in the satellite networks is the 
main subject of this chapter. The service differentiation provision attracts nowadays less interest 
than it did in the late 1990s in wired networks; nevertheless, we believe that there is stronger 
motivation to support it in wireless networks, as long as it lends itself to differentiated charging 
policies. In this chapter, we study this problem in the context of a BoD GEO satellite network for 
TCP traffic. We described a fixed-point method for the analytical investigation of how our 
differentiation mechanisms located at the MAC and transport layers influence the performance of 
TCP flows. We applied the method for the purpose of computing the correct differentiation 
parameters given a target performance from the satellite operator based on the PDS model. This 
provides the satellite operators with a convenient tool to automate the process of configuring their 
networks to provide the required performance differentiation. This chapter builds upon our 
implicit cross-layer mechanism presented in chapter 5.
The contribution of this chapter is methodological. We describe a framework, drawing on 
available analytical approximations of the performance of TCP sources and MAC layer, which 
enables the prediction of the satellite network performance. We extend previous work to include 
multiple traffic classes scenarios. We then derive a model for each of our differentiation 
mechanisms at MAC and transport layer. These models are then used in the method to obtain the 
required differentiation parameters. The method is generic in the sense that it is applicable not 
only to satellite networks but also to other network types and could include various protocols and 
mechanisms. It requires three kinds o f inputs -  information on network topology, analytical 
models of MAC protocols, and models for transport layer protocols. Satellite operators could use 
this method to configure their network for given target performance to improve over rules-of- 
thumb that are often viewed as best-practice today.
In the work presented in this chapter, we have used this methodology to configure the transport 
and MAC layer for realising the PDS model. As we have discussed, its effectiveness eventually 
depends on the accuracy of the mathematical models used at the MAC and transport layer. 
Although we have shown here that the currently available models are already able to approximate 
the achieved differentiation, we point out that the method predictions can be further improved if 
more realistic model analytical models for the performance of MAC or transport protocols 
become available.
From a broader research perspective, our study contributes to the investigation of service 
differentiation mechanisms over GEO satellite networks. We show how TCP-PEPs provide 
additional flexibility to satellite operators for managing the traffic over their network. 
Additionally, we illustrate the effect of TCP traffic prioritisation at the satellite MAC layer. Our
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results add to extensive argumentation in favour of modest cross-layer approaches in wireless 
networks.
In the real world, service differentiation is always tightly coupled with charging considerations. 
For a service differentiation framework to be successful, the satellite operator has to be able to 
deploy, configure and maintain it in a cost-efficient manner, whereas the customers must be able 
to easily understand how the charging scheme reflects the differentiation. Finally, the framework 
must reflect correctly the price. We have attempted to take into account all these requirements in 
this chapter.
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Chapter 7
7  P r o p o r t i o n a l  L o s s  D i f f e r e n t i a t i o n
In this chapter, we move on to the next performance metric to be differentiated i.e. packet loss. 
We enforce proportional loss differentiation via a dropper at satellite terminals (refer to Figure 3- 
6 ). We propose and study an innovative and adjustable profile-based probabilistic dropping 
scheme for satellite networks. Our scheme controls the loss rates by computing the appropriate 
packet drop probability based on the congestion level within each satellite terminal independent of 
operating conditions of other satellite terminals and without requiring a central controller or 
monitor. Unlike previous proposals designed for terrestrial and wireless networks where the 
correct differentiation is only achieved locally on a per-hop basis (i.e. the queues for different 
classes must be co-located in a node sharing a common buffer and communication channel), our 
scheme is able to maintain network-wide proportional loss even though the queues are physically 
distributed. Additionally, in the design o f our solution, we ensure simplicity in the algorithm to 
minimise the overhead incurred in the satellite network and also intra- and inter-node 
differentiation consistency. Our evaluations suggest that the scheme is able to achieve the PDS 
model even in a heterogeneous satellite terminal environment.
7.1 B a c k g r o u n d
The advent o f high-speed networks coupled with new generation multimedia applications have 
pushed for more sophisticated resource management schemes to be deployed. This was especially 
the case in the 1990s when the ATM-based B-ISDN was touted as the technology for the future. 
A frequently addressed issue is how to effectively manage network resources (e.g. buffer, 
transmission capacity etc) to meet different QoS requirements of heterogeneous traffic streams. A 
resource management scheme employs a specific scheduling algorithm to achieve the delay and 
jitter requirements while utilising a dropping mechanism for the realisation o f the packet loss 
objectives.
The central consideration of this chapter is the buffer management problem in which we seek to 
provide proportional loss differentiation to users subscribing to different service classes according 
to the objectives of the PDS model. The problem can be dissected into two questions:
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• When to drop a packet? -  Traditional queue management schemes simply drop a packet when 
the buffer space is filled up while newer proposals suggest some more active dropping 
schemes which pre-empt the danger of buffer overflow and thus start discarding packets 
before the queue is filled to full capacity.
• Which packet to drop? -  The most basic scheme is to simply discard the packet that arrives 
when the buffer is full. On the other hand, with QoS considerations, some priority algorithms 
may be employed to decide on dropping some other less important packets rather than blindly 
discarding the last packet.
We argue that for the buffer management scheme to be successfully deployed in a satellite 
network, the following design objectives must be met:
• Intra-node consistency where the loss differentiation among the different classes within a 
single node is consistent with the differentiation model.
• Inter-node consistency where the loss differentiation among the different classes is consistent 
even when the latter are physically distributed and have no knowledge of the internal state or 
operation condition of each other.
• Simplicity where the implementation of the scheme does not incur burdensome overhead on 
the satellite terminals and network.
In consideration of these requirements, we propose an innovative profile-based dropping scheme 
following the probabilistic dropping approach to achieve the PDS model in a GEO BoD satellite 
network.
In general, we can categorise dropping mechanisms into four categories; namely (1) buffer 
partitioning approach, (2) measurement-based approach, (3) statistical / analytical approach and 
(4) probabilistic approach.
The first approach partitions the total buffer6 space into separate queues; each dedicated to a 
different class of service. The most straightforward implementation o f this approach is the 
complete buffer partitioning (CBP) [Lin91] where a static partition is allocated to each class. In 
the context of the PDS model, Chuang and Yin [Chuang03] proposed a dynamic partial buffer 
sharing scheme that adapts the thresholds of buffer partition during run time based on the current 
packet loss behaviour. This approach is not appropriate for satellite networks where the satellite 
terminals are distributed and traffic from different service classes is not sharing the same physical 
buffer. The problem of adapting the thresholds between partitions to maintain specific 
differentiation requirements is a complex one, especially when we have heterogeneous satellite
6We refer “buffer” as the physical memory in a node dedicated for the storage of packets before transmission while “queue” as a part 
of the buffer dedicated for packets from specific class. When a node only supports one class of service, then “buffer” = “ queue” .
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terminals in the network. In the case where there is a big mismatch of buffer size between satellite 
terminals, it may well be impossible to have a partitioning approach which can satisfy our inter­
node consistency requirement.
The measurement-based approach makes packet dropping decisions based on the measured data 
such as total incoming packets of a certain service class. An example of measurement-based 
dropping scheme for the achievement of PDS model is [Zeng03] where an additional counter for 
each class is required. Although the measurement of each class can be taken separately, due to the 
fact that the model attempts to realise relative service differentiation, we do need the facility to 
compare the measurements among service classes to make the packet drop decision. For 
distributed queues, such a facility can only be achieved via a centralised controller either located 
onboard the satellite or in the NCC. Such a central drop controller is unrealistic in satellite 
networks for three reasons. First, the long propagation delay will most probably mean that the 
drop decision will arrive at the terminal too late, resulting in unnecessary packet drops. Second, 
this solution is very burdensome to the network as the overhead of continuous status update from 
all the terminals can be veiy high. This is especially unwanted for a centralised model where the 
single-point failure may cause the entire scheme to break down. Third, it may also create security 
concerns for users with a controller having access to the internal states of the terminals.
The third approach i.e. the statistical / analytical approach usually requires a monitor to collect the 
statistics (e.g. total packet drop of a class, instantaneous loss rate of a class etc.) of the queue and 
then drop packets based on these statistics. Two examples of packet droppers under this category 
are Proportional Loss Rate (PLR) dropper and PLR(oo) [DovrolisOO] proposed by the original 
author o f the PDS model. In essence, these droppers maintain a running estimate of the loss rate 
for each class and decide the packet drop based on the estimate. To satisfy the inter-node 
consistency requirement, this approach inherently requires the queues to be physically co-located.
Finally, the last approach drops packets according to the drop probability set according to the 
Internet service provider’s policy. In [Zhang03], the authors attempt to realise the PDS model 
using this approach for terrestrial network. We deem the probabilistic approach as the most 
suitable choice as other approaches are plagued with some intrinsic properties that are not suitable 
for some of the unique characteristics of satellite networks as discussed above.
7.2 Pr o b l e m  Statement
The network scenario remains the same as previous chapters in which the PDS model is applied to 
a satellite network supporting N  number of service classes denoted by i ,  i  E I  =  { 1 . . . N } . 
Subsequently, to ease the illustration 011 how our solution achieves inter-node consistency, we
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d e f in e  th e  s e t  o f  s a te l l i te  te rm in a ls  a s  II  in d e x e d  b y  ii G II  =  { 1 . . . NN}  w h e re  N N  is  th e  to ta l  
n u m b e r  o f  a c t iv e  s a te l l i te  te rm in a ls  in  th e  n e tw o rk .
Further, we define { ( t ) , t  >  0 }, i €  / ,  ii G II  as the total number of packets from service
class i arrived at terminal ii  by time t since t =  0 and \ }ii ( t  +  r ), i 6 I , ii 6 II  as the total
number of packets from service class i arrived at terminal ii between time t and ( t  +  r ).
Similarly, {PLiU (£),  £ >  0},  i G I ,  ii E II  is the total packets from service class i being
dropped at terminal ii by time t since t  =  0 and pl ifii (£ +  r ) ,  i € / ,  ii £  II  is the total
number of packets from service class i being dropped at terminal ii between time t and 
(£ +  r ). The performance metric for this chapter is packet loss rate which is defined as follows: -
pk a (t +  t )
In stan taneous p ack e t loss ra te , plr^a  (£  +  r ) =  1  (7 - 1)
\ , i i  (^  +  7")
A v erag e  p ack e t loss ra te , P L f f u  ( £ )  =  —r - 2 -P h ,i i  ( t ) (7-2)
The absolute number of packet drops is unsuitable as the performance metric as we do not assume 
homogenous traffic input. Additionally, we do not assume a priori knowledge on the 
characteristics o f incoming traffic such as burst length and peak rate. By using packet loss rate, 
our solution will not be affected by different traffic arrival rates from different service classes to 
different satellite terminals.
Hence, in line with the PDS model, the design objective is to achieve
=  =  V G -elV -.JV '}; v « , t f 6 { i  N N ) (7-3)
i  P u j , j j  i j , j j
where the parameters r.ft are the loss rate differentiation parameters (LDPs) acting as the tuning 
knob for the satellite operator in controlling the performance gap among users subscribing to 
different service classes. We use plri)U (£ +  r ) ,  instead of PLRiU (£),  when we evaluate our 
solution in short time scale.
In such a scenario, our problem is formulated as follows: -
"In a BoD GEO satellite network, during congestion periods, how should the dropper in each 
satellite terminal drop the packets so that fo r  a given set o f  LDPs, { r f  }, the PD S model objective 
o f  Eq. (7-3) can be consistently achieved fo r  the entire network? ”
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Additionally, our solution does not drop packets from any service class when the load is low i.e. 
during any period when the occupancy in a queue is low. This is a logical decision as dropping 
packets to purely maintain differentiation by sacrificing the utilisation of resources is not 
economically efficient.
7.3 A  Profile-based Probabilistic D r op pi ng S c h e m e
Various probabilistic or random drop schemes have been proposed in the 1980s and 1990s, finally 
culminating in the birth of the now well-known and well-studied RED [Floyd93] scheme. 
However, the objective of these works was mainly for congestion avoidance. We differentiate 
from these early works for the purpose of service differentiation in realising the PDS model over 
satellite networks.
The core idea is to define a dropping profile  for each service class that is proportional to the 
adjacent service class and a reference dropping profile that all the classes can relate to. With this, 
each terminal can make the packet dropping decision independently based on its own queue state 
as long as the reference dropping profile is available. Hence, the inter-node consistency 
requirement is elegantly satisfied. Additionally, with this distributed approach, we avoid the 
packet dropping decision to be made via a central controller (e.g. the NCC or the satellite) which 
is not ideal as discussed in section 7.1.
Before defining the dropping profile, we first have to take into account that satellite terminals 
within a domain are varied and thus may well have different amount of buffer space. We denote 
the size for each logical queue i of terminal ii as Qsizehii. We then define the notion of
congestion level as a function of Qsizeitii. The number o f levels is tuneable by satellite operators.
For this chapter, we assume three congestion levels -  (1) no congestion, (2) moderate congestion 
and (3) high congestion. Each level is defined by two thresholds.
Finally, we define the dropping profile of each class by a step-wise function as below: -
0 i f  avg, < threshi
P  base
D rop  p rob ab ility  for c la ss  i , D i =
L
base
r,
• D
i f  threshi  < avg, <  t h resh2
i f  t h resh2 ^  av9i <  Qsize,
i f  avg, >  Qsize,
(7-4)
where threshi =  PiQsizei and thresh2 =  pvQsizet with 0 <  p i <  p$ < 1 ,  Dbasc is a reference 
lower bound dropping probability and zstep is a constant for step increase ( zstep >  1.0). We 
follow the drop-tail queue behaviour when there is overflow. Also, as mentioned previously, we
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do not drop any packet for classes where there is no congestion so as to avoid resource wastage. 
The term avgx is calculated using the exponential weighted moving average (EWMA) below: -
avgx <- avg{ +  wq ( qlent -  avgx) (7 .5)
where qlerii is the current queue length of service class i and wq is the weight determining the 
sensitivity of the calculation on transient congestion.
No differentiation
Figure 7-1: An example of the dropping profile for a scenario with N  =  4
Figure 7-1 illustrates an example of the dropping profile defined via Eq. (7-4) with N  =  4 and 
three congestion levels. Note that the profile is independent of the satellite terminal and hence, we 
exclude the terminal index (i.e. the subscript i i ) in the above equations. By using EWMA to 
compute the average queue length, we have a better reflection of the actual congestion level than 
the instantaneous queue length which may fluctuates considerably due to bursty traffic or from 
transient congestion. We illustrate the effect o f this computation in Figure 7-2. Assuming that the 
threshold between two congestion levels is indicated by the red line, we can see from Figure 7-2 
that there are multiple instances where the congestion level is changed (i.e. the blue curve crossing
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the red threshold line) if we use the instantaneous queue length while there are only two 
transitions (at time « 71.6 s and 78.4 s) if we use the average queue length (i.e. the black dashed 
curve) as congestion indication.
Queue (packet) vs Time (s)
Figure 7-2: Average queue length reflects the true congestion level
7.4 Performance Evaluation
Apart from the additional ns-2 [ns2] modules developed for previous chapters, we include the loss 
differentiation algorithm and attach it to each satellite terminal.
7.4.1 Simulation Setup
The network topology used is the one shown in Figure 2-4 where the bottleneck is assumed to be 
located at the satellite links which are set to 2048 kbit/s. Unless explicitly stated otherwise, the 
network is assumed to be supporting N  =  4 service classes. Also, the network is by default set to
have the LDP set as { r f  } =  j  1,1/2,1/4,1/8 } i.e. the target performance gap is always two times
between two adjacent classes. All simulations use Poisson traffic sources. We also set wq = 0.002,
Dbase = 0 02, zstep = 2 , pi =0. 5  and p  ^ = 0.9. All these settings can be tuned according to the
actual demand on the network and the service provider’s policies. Our dropping implementation is 
attached to the satellite terminals and the gateways.
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7.4.2 Preliminary Evaluation
We first determine whether the scheme manages to achieve the proportionality requirement of the 
PDS model by measuring the loss rate ratio between the classes in a simulation session of 200 s 
where each class queue is attached to a separate satellite terminal. We show the instantaneous loss 
rate for the four classes and their respective performance ratios against class 1 in Figure 7-3. It is 
clear that the loss rates among the four classes are consistent and proportional throughout the 
simulation session even though each queue is located at a different node. The ratios achieved also 
follow the specified LDP setting. We also see that the differentiation is stable throughout the 
simulation session.
(a)
(b)
Loss Rate (pkt/s) vs Time (s)
M  class 1 (LDP=1.0)
- O ” class 2 (LDP=1/2)
class 3 (LDP=1/4)
class 4 (LDP=1/8)  ----
Loss Rate Ratio vs Time (s)
Figure 7-3: Achieved loss rate  (a) and loss ratio  (b) following the LDP setting with traffic of different 
service classes sent by separate satellite term inals.
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7.4.3 Controllability of the Dropping Scheme
This section illustrates the controllability property of our scheme in accordance with the PDS 
model. The PDS model states that the performance gap between each pair of service classes must 
be controllable by the satellite operator via the LDP setting.
To evaluate this property, we define three LDP sets as below: -
• Set A =  {l,l/2,1/4,1/8}
• SetB  =  11,1/2,1/3,1/4}
• SetC  =  11,1/4,1/5,1/6}
We show the instantaneous loss rate and loss ratio for each of the LDP set in Figure 7-3, Figure
7-4 and Figure 7-5 respectively.
(a)
(b)
Loss Rate (pkt/s) vs Time (s)
class 1 (LDP=1.0) 
class 2 (LDP=1/2) 
class 3 (LDP=1/3) 
class 4 (LDP=1/4)
Loss Rate Ratio vs Time (s)
Figure 7-4: Achieved loss rate (a) and loss ratio (b) with LD P  set B.
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(a)
0.14
Loss Rate (pkt/s) vs Time (s)
— H -  class 1 (LDP=1.0) 
-B- class 2 (LDP=1/4) 
- © -  class 3 (LDP=1/5)1 
- Q -  class 4 (LDP=1/6)
(b)
Loss Rate Ratio vs Time (s) -ty-
Figure 7-5: Achieved loss rate (left) and loss ratio (right) for LDP set C
Finally, we show in Figure 7-6 the normalised ratios of all three LDP sets where for each case, the 
achieved ratio is normalised by their respective target ratio.
Normalised Ratio vs L D P  set
X  class 2/class 1
□  class 3/class 1
O class 4/class 1
.........0 ....................
— i------------ 1________i________i________ i_
Set A  Set B Set C
L D P  set
Figure 7-6: Achieved ratios all close to the target loss ratio
113
Chapter 7. Proportional Loss Differentiation
With the ideal value being 1.0, it can be concluded that our approach allows the service provider 
to control the spacing between the service classes accurately.
7.4.4 Predictability of the Dropping Scheme
The predictability property of the PDS model requires that the differentiation maintains the 
proportionality even over short-timescales. We show the instantaneous loss rate and loss ratio in 
Figure 7-7 over short time scales to investigate this property. We see that between time = 3.6 s 
and 3.8 s, the loss rate of class 2 is actually lower than class 1. This is not in accordance to the 
PDS model. Since our approach is based on a probability function, this phenomenon cannot be 
avoided as there is always an element of chance in probability. However, we took more samples 
of short time periods and found that this violation happens only occasionally and mostly between 
the two classes that are closest in their specified LDP. A larger performance gap setting will be 
able to minimise such violations.
(a)
Loss Rate (pkt/s) vs Time (s)
(b)
Loss Rate Ratio vs Time (s)
Figure 7-7: Achieved loss rate (a) and loss ratio (b) in short timcscale
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7.4.5 Proportional Loss for Satellite Terminals with Different Buffer 
Capacity
In the real world, satellite terminals are heterogeneous. Hence, each of them may support only a 
subset of the service classes available in the network. Also, each satellite terminal may have a 
different amount of buffer space. Here, we investigate the impact of varying buffer space for each 
queue supporting different service classes. We run a batch of simulations with N  =  2 and Qsizei 
as the variable. Figure 7-8 shows the average loss rate and the respective loss ratio for 
(r p  } =  j l ,  1/2}. Again, the loss ratios achieved are all close to the required ratio of 2.0 (i.e.
rp j  rp ) and therefore, our implementation is able to satisfy the PDS requirements in a 
heterogeneous terminal scenario.
(a)
Average loss rate (pkt/s) vs Butter size (pkt)
(b)
Loss Rate Ratio vs Butter Size (pkt)
Figure 7-8: Achieved average loss rate (a) and loss ratio (b) with different buffer size
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7.4.6 Microscopic View of the Scheme
In this section, we show the microscopic behaviour of our implementation in which we show how 
the packet drops increase when the congestion level transits to a higher level. Figure 7-9 shows 
two sample traces where the threshold is at 900 packets. We mark out the instance whenever a 
packet drop is detected at the top of the figure. They clearly show that the number of packet drops 
increases after the congestion level transition. In Figure 7-9(a), before the transition (i.e. t 
between 83.7 s and 83.9 s), we logged eight packet drops while after the transition (i.e. t between 
83.9 s and 84.1 s), there are 23 packet drops. As for Figure 7-9(b), we recorded 13 and 48 packet 
drops before and after the congestion level transition respectively.
(a)
(b)
Queue (packet) vs Time (s)
Queue (packet) vs Time (s)
62.8 162.85 162.9 162.95 163 163.05 163.1 163.15 163.2Time (s)
Figure 7-9: Packet drop increases at higher congestion level
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7.5 Conclusions
This chapter investigated the realisation of proportional loss differentiation based on the PDS 
model in a BoD GEO satellite network. It proposed and evaluated an innovative profile-based 
dropping scheme which follows the probabilistic dropping approach. The satellite operator 
controls the performance spacings among the different service classes via the tuning o f the LDPs.
The scheme is able to achieve the three requirements of intra-node consistency, inter-node 
consistency and simplicity. Each packet dropping decision can be made independently by the 
satellite terminal without additional interaction between satellite terminals or NCC. Simulation 
results show that the scheme is able to achieve the PDS model even in a heterogeneous satellite 
terminal environment, with each satellite terminal having different amount of buffer space for 
each of the service classes it supports. Our results also suggest that the predictability property of 
the PDS model may be violated if the performance gap between two service classes is too small. 
However, our scheme can fully achieve the controllability property o f the model.
With the end of this chapter, we have now described a full PDS model over BoD GEO satellite 
networks, detailing each of the shaded function blocks given in figure 3-6 and their interactions, 
for the achievement of proportional packet queuing delay, proportional TCP throughput and 
proportional packet loss rate. In the next chapter, we depart from the PDS model and discuss an 
alternative approach for achieving relative service differentiation.
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C h a p t e r  8
8 Congestion Pricing as an Alternative 
Approach
Through the previous chapters, we have described a complete PDS framework for satellite 
networks which facilitates the implementation of differentiated charging by satellite operators on 
users with different QoS requirements. We covered three of the most important QoS performance 
metrics (i.e. delay, throughput and loss) in this context. In this chapter, we take a look at an 
alternative approach to the provision of relative service differentiation over satellite networks -  
congestion pricing. As the name suggests, it is tightly-coupled with charging schemes which are 
deemed vital for the successful deployment of next generation networks. Congestion pricing has 
been proposed as one o f the promising solutions to traffic control as it accurately models the cost 
that each user imposes on the network congestion points.
Therefore, we apply this approach to the satellite networks and study its feasibility in providing 
effective relative service differentiation to users from different service classes. We also compare 
the performance o f this approach between GEO satellite networks and non-GEO satellite 
networks. Our results show that congestion pricing can be adopted as an effective means for 
providing service differentiation in satellite networks and achieve fair relative service 
differentiation.
8.1 Introduction
Congestion pricing has been applied in many different areas, most notably in road pricing. The 
central idea of this approach is to incur an extra marginal cost for end users who cause undesirable 
effects in the system such as congestion. This cost (or congestion price) is dynamic relative to 
resource loading. When a resource is not saturated, the congestion price is practically zero. When 
congestion occurs, the congestion price is an increasing function of the extra load on the resource 
that brings negative impact to the system. In other words, congestion pricing forces users to take 
social costs into account when utilising the relevant resources. Hence, charging users for the 
congestion they cause can lead to higher efficiency in resource utilisation.
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One of the main applications o f congestion pricing is to alleviate “traffic” congestion upon the 
“resource” within a “n e tw o r k The terms “traffic”, “resource” and “networkV may have different 
meanings depending on which area they are applied to. When applied to road pricing, the 
“resource” refers to the roads while the “traffic” refers to moving vehicles (e.g. cars, buses, lorries 
etc) travelling through the roads. The “network” is then referring to the interconnection of roads. 
For our case, we apply the congestion pricing to satellite networks. Hence, the “network” 
naturally means the satellite network domain. The “resource” can be mapped to the 
communication links (e.g. satellite up/downlinks, inter-satellite links for non-GEO satellite 
scenarios etc) within the satellite network. Similarly, the “traffic” is analogous to the packets 
traversing the communication links within the network.
Congestion pricing should not be confused with network pricing. Normally, network users pay 
their Internet Service Providers (ISPs) a subscription fee for accessing the Internet which mostly 
covers fixed costs such as equipment and network infrastructure costs. This fee is the network 
price and may come in different forms. It may be as simple as a monthly flat-rate charge which 
does not encourage users to react to congestions or it may involve more sophisticated accounting / 
billing featuring usage-based pricing scheme which gives incentive to users to control their 
Internet usage.
In line with the theme of this thesis, we apply congestion pricing for achieving relative service 
differentiation in satellite networks. To realise service differentiation, the authors in [Key99] 
claimed that pricing is an indispensable factor to be considered. They argued that proposals that 
define technologies in isolation of economics and implementation are fundamentally flawed. The 
authors in [Dovrolis99] also stated that the relative service differentiation model must be strongly 
coupled with a pricing or policy-based scheme to make higher classes more costly than lower 
ones. We exploit the fact that in a multi-class network scenario, users subscribing to higher 
priority service classes are normally willing to pay higher prices to obtain better QoS performance 
for their traffic. Hence, using a congestion pricing framework to provide price discrimination, we 
can differentiate prices for the users who are paying at different rates. Specifically, we propose the 
idea of using congestion pricing as an effective approach to control the traffic send rate for TCP 
flows, with ECN [REC3168] as a congestion feedback mechanism, by taking into account 
network users’ willingness to pay  (w tp ). With a multitude of competing TCP flows, congestion 
pricing ensures that the higher the user’s w tp , the higher the traffic throughput. We implement 
congestion pricing as a window-based congestion control that includes the network users’ 
respective wtp as a weight to differentiate among their TCP flows in terms of traffic sending rate 
and throughput.
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Figure 8-1 illustrates the simplified interactions between the network users and service providers 
under a congestion pricing framework.
F ig u r e  8 -1 : C o n g e s tio n  p r ic in g  a p p lie d  as a s e r v ic e  d iffe r e n t ia to r  in  c o m m u n ic a t io n  n e tw o r k s
Congestion pricing has been primarily investigated in terrestrial networks as an effective means 
for resource management and congestion control [Gibbens98][Kelly98]. The fundamental concept 
of congestion pricing is to inform network users of the congestion cost their traffic is incurring via 
marking and feedback mechanisms such as RED [Floyd93] and ECN [RFC3168]. The network 
users can then react to these feedback congestion costs by adjusting the traffic sending rate 
according to their willingness to pay for better QoS by expressing their w tp . In theory, a user 
with higher wtp receives better QoS. As such, this becomes a natural mechanism for supporting 
relative service differentiation. Using congestion pricing for relative service differentiation has 
also an advantage of scalability as it places rate control intelligence at network edges while 
keeping the core network simple: each network user only reacts to feedback signals by adjusting 
the traffic sending rate. Although this idea is similar to that proposed for DiffSew, the former is 
much simpler because no complexity is added to the network core routers.
8.2 Theoretical Background of Congestion Pricing
In this section, we briefly review the theoretical background of congestion pricing that is directly 
related to our theme. For a comprehensive introduction to congestion pricing, readers are referred 
to [Kelly97][Kelly98]. We follow the argument in [Key99a] that providing differential QoS 
implies the use of differential pricing which in turn points to the use of congestion signals to 
reflect the cost of congestion. Users then react to the congestion price information by adjusting 
the offered rate according to their wtp .
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A  generic formulation of a congestion pricing framework is as follows7. Assume that a network 
consists of a set of nodes and links. The nodes correspond to traffic sources and sinks, while 
router and link bandwidth are network resources. We denote by J  the set of resources and Cj the
finite capacity of each resource j  G J . Let a route r  be a non-empty subset of J  between a 
source and sink pair, and denote by R  the set of all possible routes. We assume that a route is 
associated with a user and, thus, route and user are used interchangeably. We define a 0-1 matrix
e  R ) and set
A ■jr =  1 if route r  consumes resource j ;
A -n.jr =  0 otherwise.
Consider user r  has a single flow with his wtpr . Assume that r  ranges over the set R  and j  
ranges over the set J , the rate adjustment algorithm [Kelly98] (also called rate-based control) 
employed by users is given by
d_
dt
xr ( t )  =  Kr wtpr — xr ( t  ) AjrPj ( t )
j € r
(8-1)
where
p A t)  = p. ^  A  j r X  r  ( t ) 
r e R
(8-2)
xr is the offered rate and Kr is the feedback gain that changes how the rate adjustment behaves. 
As it can be seen in Eq. (8-1), the smaller the nr , the smaller the oscillation on the offered rate. 
The rate adjustment algorithm is to let users react to the charge of using resources by either 
increasing or decreasing the offered rate based on their w t p . Assume that p .  is the congestion
price on using resource j , then the summation term in Eq. (8-1) represents the path congestion 
price of the user per unit flow and the term xP Y  . A irp  represents the total charge to a user
* —d jer 3
with respect to the offered rate x r . We follow [Gibbens98] to interpret P 3 (V 3) of Eq. (8-2) as 
congestion price of resource j  under the load y2 : -
P j ( y j )  =  3 6 j { V i )  (8-3)
7 .Note that, to avoid confusions and overloading of symbols, all the notations in this chapter are not related to those already defined in 
previous chapters.
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where 8 j ( y  j ) is the cost function under the load of y  ..
The subtraction o f the two terms inside the square bracket in Eq. (8-1) gives the surplus or loss. 
The degree of rate adjustment depends on how large is this surplus or loss. If  the wtp is higher 
than the total charge, the offered rate increases; otherwise it decreases. This enables the resource 
to send feedback signals as a congestion price at rate fl .  to each user who has traffic on it. By
adjusting the offered rate, the network attempts to equalise wtp with the total charge at the 
equilibrium that gives an optimal offered rate. Finally, after each update interval, the offered rate 
becomes
dXr(t +  1 ) =  Xr(t) + —  Xr(t). (8-4)
In [Kelly97], it has been shown that the optimisation objective of the above system is to maximise 
the difference between the total utility over all users (the first term in Eq. (8-5)) and the total cost 
incurred on all resources (the second term)
Maximise w tpr log Ar -  Vj (Vj) (8_5)
r e R  j e J  K ’
where A,. == E  p j .
j e r
8.3 D ifferential TCP C ongestion C ontrol by C ongestion Pricing
Based on the rate-based control explained in the previous section, we implement a window-based 
congestion control algorithm introduced by Gibbens and Kelly [Gibbens98]. Since TCP is the 
current dominating transport protocol in the Internet and its congestion control is window-based, 
exploring a window-based congestion control algorithm is rational as it avoids drastic changes to 
the entire Internet framework. We assume that user nodes, associated with different w tp , connect 
to the satellite network through terrestrial-satellite gateway routers under the control of the 
satellite operator. As gateways in satellite networks are typically prone to congestion, we employ 
RED queues as the packet marking mechanism and ECN as the feedback mechanism. We also use 
standard drop-tail queues for other nodes. The combined use of RED and ECN enables us to 
probabilistically mark packets that are causing congestion instead of dropping them.
Given that users react to feedback signals by adjusting their offered rate, the TCP cwnd can be 
taken as the effective metric to measure the traffic rate allowed to be sent to the network. Since 
changing the size of cwnd effectively varies the number of packets that is allowed to be
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transmitted in a RTT, window-based control is closely related to rate-based control [KellyOl]. The 
rate calculated at the source is converted to window size by multiplying it with RTT, i.e. 
cwndr =  xrR T T  for each user. Therefore, the rate-based and window-based control mechanisms 
are compatible with each other.
Initially, cwnd is assigned to one segment (or packet) and is adjusted for each received ACK 
packet. The transmission of packets in cwnd and the receipt of their ACKs are done within a 
RTT. Hence, we consider a window-based congestion control algorithm [Gibbens98] derived 
from Eq. (8-1) and it adjusts cwnd by
cw n df =  Kr WtPr _  
cwndr
(8-6)
per reception of ACK, where kJ  =  n.rR T T r and w tpr =  wtprR T T r denotes the feedback gain 
and wtp per RTT and /  — Ar is the congestion price either equals to zero if the packet is not 
marked or equals to unity if the packet is marked.
Since Eq. (8-6) takes into account feedback delay with queuing delay as a small component in the 
RTT and single resource congestion, this fits in nicely to satellite network scenarios where the 
propagation delay is always the dominant component in the RTT while the satellite links are the 
congested resources. Hence, we base our congestion control mechanism on Eq. (8-6). By updating 
the c w n d , the congestion pricing approach differs from the conventional TCP congestion 
avoidance algorithm, which follows double multiplicative decrease i.e. the rate of ECN mark is 
proportional to the offered rate and cwnd is halved when congestion occurs [Siris03].
Our implementation uses ACK packets as congestion indicators to update the cwnd . An ECN 
feedback signal is sent back through ACK to the source to react. We use the four bits ECN in 
[RFC3168] for this purpose. Table 8-1 details the four bits.
T a b le  8 -1 : E C N  b it  d e sc r ip t io n s
B i t D E SC R IP T IO N
ECN-capable (ECT) Set when traffic flow is ECN aware
Congestion Experienced (CE) Set by the router when it detects an onset of congestion
ECN-echo (ECN echo) Set by sink if CE bit is set in the received packet header
Congestion Window Reduced Set by source after adjusting its cwnd as a response to the
(CWR) ECNecho set
123
Chapter 8. Congestion Pricing as an Alternative Approach
When there is no congestion, the source increases the cwnd according to the user’s wtp based on 
Eq. (8-6) with /  =  0 (i.e. when no ECN marks received, the congestion window is increased by
f rwt p  every RTT or f f rw t p r) / cwnd ,  for every ACK received since the size of cwnd has the
equal number of ACKs that can be received within one RTT). During the congestion period, the 
router marks the packets that cause congestion by setting their CE bit to “ 1”. When the receiver 
detects the mark, it sets the ECNecho bit in the ACK packet that it sends back to the source. Upon 
reception, the source, when knowing that the network resource is getting congested, adjusts its 
cwnd based on Eq. (8-6) with /  =  1. The source also sets the CWR bit to indicate that it has 
responded to the congestion. Figure 8-2 shows the algorithm for both the congested and 
uncongested period.
Source Router(s) Receiver
GO■H4JCO(I)O'GOO
o55
LEGEND : PKT_TYPE(EOT, CE, ECNecho, CWR)
F ig u r e  8 -2 : T h e  f lo w  o f  th e  wtp b a se d  c o n g e s t io n  c o n tr o l fo r  b o th  c o n g e s te d  a n d  u n c o n g c s te d  p e r io d
Table 8-2 shows an example of three sources with different wtp adjusting their respective cwnd 
based on the congestion state of the network based on the operation of our window-based wtp 
congestion control. The initial cwnd value is assumed to be two for all sources while nr is set to 
be 0.5. We consider that the network is not congested when the first ACKs are received by the 
sources (i.e. their respective packets are not marked). Under such a situation, we see that all
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sources increase their respective c w n d . However, note that the amount of increment is 
proportional to their respective wtp as well. By this, the user with higher wtp is able to obtain 
higher send rate. Further, we consider that the network is congested when the second ACKs are 
received by the sources. Examining the changes to the values of cw n d , we see that source A 
decreases its cwnd which is expected during congested state. Source B and C, on the other hand, 
still increase their cwnd though by smaller increment compared to previous ACK reception. 
From this, we see that users with high wtp may still increase their sending rate under congestion 
conditions.
T a b le  8 -2 : E x a m p le  o f  cwnd e v o lu t io n  fo r  th r e e  so u r c e s  w ith  d if fe r e n t  wtp
So u r c e R ec ep tio n  o f  1st A C K R ec ep tio n  o f  2nd A C K
A (wtp  =  1) cwnd' — 2 +  0.5 ( H 1 =  2.25 cwnd'' =  2.25 +  0.5 y n | =  1.9722
B (wtp  =  3) cwnd' =  2 +  0 .5 1
o1
CO 
| CM | =  2.75 cwnd'' =  2.75 4- 0.5)y n =  2.7955
C ( wtp =  5) cwnd' =  2 +  0 .5 1
N2
| c
n 
1 O I =  3.25 cwnd'' =  3.25 +  0.5)y n I =  3.5192
The total charge to a user is interpreted as the number of marked packets received per RTT. For 
instance, if ten packets are sent in an RTT and five of their ACKs are marked, then these marks 
become the charge per RTT. The condition of marking packets is based on two thresholds of 
RED: minthresh and maxthresh. Packets are probabilistically marked if the average queue size is 
between minthresh and maxthresh whereby the marking probability is a function of the average 
queue size. If the average queue size exceeds maxthresh, all arriving packets are marked.
We further plot the evolution of cwnd for the three sources in the example above for two cases. 
First, in Figure 8-3, we show how cwnd changes when the network is congested (i.e. /  =  1) for 
50 receptions of ACK packet. We see that the cwnd will eventually converge to the wtp value of 
their respective user, thus achieving the require performance differentiation. Second, in Figure 
8-4, we illustrate the outcome during unsaturated network conditions whereby /  =  0 . In this 
case, the increment of the cwnd is not bounded but rather increases proportionally relative to 
each user’s w tp . However, since the bandwidth for any link is finite, we know that such an 
increase will have to stop at some time when the link utilisation is near maximum.
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Evolution of cwnd under Congestion
Figure 8-3: Evolution of cwnd under congestion
Evolution of cwnd under Uncongested Network
Figure 8-4: Evolution of cwnd under uncongested network
8.4 Performance Evaluation
We implement our window-based congestion control based on the congestion pricing approach in 
the ns-2 [ns2] simulator and evaluate its performance for both GEO and non-GEO satellite IP 
networks.
8.4.1 Simulation Setup
We show the satellite topology for GEO and non-GEO scenarios in Figure 8-5 and Figure 8-6 
respectively. We use LEO satellites for non-GEO satellite scenario. Table 8-3 shows the network 
parameters used in our simulation.
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Figure 8-5: GEO satellite topology
TCP Segment fc ACK—■ »
Figure 8-6: Non-GEO satellite topology
Table 8-3: Network Parameters
L in k  T ype Ba n d w id t h  / De l a y  / Bu ffe r  /Q u e u e  T y pe
Up / downlink 1.5 Mbyte/s / 125 ms (GEO), 25 ms (Non-GEO) / 60 packet / RED
Inter-Satellite Link 25 Mbyte/s / 1 ms / 60 packet / RED
Terrestrial Link 10 Mbyte/s / 5 ps / 60 packet / Drop-tail
We select FTP as the source application to provide long-duration TCP connections, which ensures 
that network steady state can be reached. The FTPs are configured to be transmitting packets of
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size 1 Kbytes. For all simulations, we also set FT as 0.05 to avoid large oscillation on the rate 
adjustment. We initially evaluate our implementation under the assumption that all network links 
are error-free and then proceed to show that the implementation also adapts to fading loss in the 
satellite links. As mentioned, we use RED queues for gateway routers and drop-tail queues for 
other nodes.
The following metrics are used to evaluate the performance of our approach: -
• TCP throughput -  We denote t r and wtpr as the TCP throughput and wtp of user r  
respectively. The algorithm controls the cwnd (in segments) of the TCP connections, which 
directly influences the TCP throughput to be achieved. For this metric, we capture both the 
instantaneous cwnd and TCP throughput over time to illustrate the effects of our congestion 
pricing based algorithm.
• Fairness -  In theory, users with higher wtp receive higher TCP throughput. Although the 
relative service differentiation model does not restrict the level of QoS guarantees, the 
resource allocation should be done in a fair manner with respect to w t p . For fairness 
evaluation, we capture the Fairness Index (FT) [Shreed95] given by
where F Q r =  t r/  tp is the fairness quotient and IF Q r =  w tpr I wtp is the ideal/ ;i=0 0
fairness quotient. The ideal fairness result is achieved when FIr =  1.0. If FIr <  1.0, the 
sources get lower expected traffic rate with respect to their w tp , and vice versa.
We start eight concurrent FTP sources to saturate the satellite uplink and thus create a congestion 
scenario in the GEO satellite network. Each source node has an FTP application. To evaluate the 
resultant service differentiation, we assign different wtp values to the users, starting from 1.0
with a step up value of 0.58. We compare our implementation against TCP NewReno, one of the 
major TCP implementations for the current best-effort Internet.
Figure 8-7 shows the instantaneous cwnd of TCP NewReno. As can be seen, TCP NewReno 
does not support service differentiation. It treats all the TCP comiections as equal: there is no
8 In simulation graphs, srcO has w tp  o f 1.0, srcl has 1.5, src2 has 2.0, src3 has 2.5 and so on.
(8-7)
8.4.2 GEO Satellite System Scenario
8.4.2.1 TCP Throughput
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facility for differentiating among TCP connections. This also applies to other best-effort based 
TCP variants.
Instantaneous cwnd (segments) vs Time (s)
0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000Time (s)
Figure 8-7: Standard TCP does not provide differentiation to different flows
In contrast, as shown in Figure 8-8, congestion pricing manages to differentiate the sources 
according to their wtp.  In this case, higher wtp users consistently have higher instantaneous 
c w n d . With higher instantaneous cw n d , higher traffic sending rates are allowed for these 
sources and, therefore, higher throughput can be achieved. Figure 8-9 shows different levels of 
instantaneous TCP throughput achieved for the FTP sources with different w t p . Figure 8-8 and 
Figure 8-9 demonstrate that congestion pricing can achieve relative service differentiation.
Instantaneous cwnd (segment) vs Time (s)
  srcO  srcl  src2
0I 1----- 1----- 1----- 1----- 1----- 1----- 1----- 1----- 1-----0 1000 2000 3000 4000 6000 7000 8000 9000 10000
Figure 8-8: Congestion pricing manages to differentiate TCP flows
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Figure 8-9: Differentiated TCP throughput according to user's wtp
8 .4 .2 .2  F a i rn e s s
We proceed to evaluate the level o f fairness achieved by the congestion pricing approach. Figure 
8-10 shows that the FI  for most o f the sources is close to the ideal case (i.e. FI  «  1.0).
Fairness index for different sources
Figure 8-10: Fairness index
However, when comparing the results with those produced for terrestrial networks [Key99a], we 
found that the degree o f achieved fairness is slightly lower for GEO satellite systems. This is 
attributed to the long propagation delay o f satellite links, which results in slow feedback o f the 
congestion signal to the sources. The reason that the FI for high wtp sources is lower than 1.0 
can be explained as follows: as packets are marked continuously because o f congestion, higher
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wtp sources would naturally receive more marked packets in proportion to the number of sent 
packets. As such, they would receive congestion signals in bulk and eventually lead them to 
further reduce their c w n d . In contrast, low wtp sources receive relatively less congestion 
feedback. Hence, the gentle slope of the performance for GEO satellite system appears. Together 
with the TCP throughput results presented in the previous section, congestion pricing achieves 
fair relative service differentiation.
8.4.2.3 Users with Equal w tp
Previous evaluations are based on the scenario where each user has a different w tp . In theory, 
users with the same wtp should receive identical TCP connection treatment. In this section, we 
investigate whether congestion pricing achieves equal performance for those users under a 
congestion scenario. We repeat the previous simulation with a small change. We assign an equal 
wtp of 1.0 to the first two FTP sources. Figure 8-11 shows that the two sources having the same 
wtp receive the same throughput. This ensures that congestion pricing produces reliable and 
consistent performance in conformance to relative service differentiation model.
Accumulated Throughput (byte) vs Time (s)
Figure 8-11: Sources with same wtp receive same treatment in GEO satellite network scenario
8.4.2.4 Lossy Satellite Links
We investigate the consistency and adaptability of our approach on satellite links with fading loss. 
Satellite networks, particularly those using the Ka band, are especially susceptible to fade 
attenuations of signals (e.g. due to rain or bad weather conditions). Two of the more dominant 
fade countermeasures are Automatic Repeat Request (ARQ) and Forward Error Correction (FEC).
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Due to the extra delay incurred by ARQ techniques, its use is basically not recommended 
[Marchese06]. In this chapter, we focus on the approach of counteracting fading by the use of 
adaptive FEC mechanisms which recover erroneous packets that is caused by channel degradation 
by adding redundancy to packets at the physical layer. The redundancy overhead added is based 
on the level of signal attenuation measured whereby the redundancy of the packets is increased 
when C/N (Carrier/Noise Ratio) decreases. Therefore, the attenuation effect on a satellite link can 
be modelled as a decrease of bandwidth [BollaOl], as a certain amount of bandwidth has been 
devoted to carry redundancy overhead rather than information bit. We follow [Celandroni05] to 
define the redundancy coefficient for source i as r a  =  IBRcs/IBRm  where IB R CS is the
information bit rate under clear sky condition while IB R m is the information bit rate measured at 
the specific instance. The bandwidth reduction factor is defined as (f>i =  r e f  . Thus, the actual 
bandwidth dedicated to the transmission of information bits is given as
B W r ' = BW, ■</>,; 0 (5  10,11 (8.8)
where BW , is the overall bandwidth of source i .
We run our simulation with all sources set with initial value 0* = 1.0 (i.e. in clear sky condition) 
and emulate varying channel condition by changing the bandwidth reduction factor of all sources 
to 0.6667 at time, t = 2000 s to see how the congestion pricing implementation adapts to the 
change in the link condition. As it can be seen in Figure 8-12, at t = 2000 s, congestion pricing 
manages to adapt to the changes rapidly (in seconds) while sustaining a consistent and fair 
relative service differentiation.
Figure 8-12: A degradation in the link condition under GFO satellite network scenario
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Note that in the real world, the fading level may change rapidly, causing the fade countermeasures 
to continuously adapt to the new fading level. Our simulation represents the case where fading 
levels are segregated into fading classes in which the countermeasure parameter is fixed for all 
those fading levels within the same class. Hence, our simulation corresponds to the scenario of a 
transition from one fading class to another.
8.4.3 Non-GEO Satellite System Scenario
We repeat the previous experiments for non-GEO satellite systems. Unlike GEO satellite, the 
topology of non-GEO satellite is a constellation that connects satellites by inter-satellite links. 
Note that since our focus is on service differentiation, we ignore the issues arising from satellite 
mobility such as TCP connection handover.
8.4.3.1 TCP Throughput
Figure 8-13 and Figure 8-14 show the instantaneous cwnd and TCP throughput achieved by each 
source under a non-GEO satellite network scenario. The service differentiation achieved can be 
clearly seen. Compared to the GEO satellite scenario (cf. Figure 8-8 and Figure 8-9), the achieved 
instantaneous cwnd and throughput in the non-GEO satellite network scenario are much lower. 
This is attributed to the shorter propagation delay in non-GEO satellite systems, which accelerates 
the congestion feedback from the network to the sources. As such, sources can rapidly react to the 
feedback signals by reducing their cwnd . Nonetheless, we see the distinct performance level for 
the respective w tp.
Instantaneous cwnd (segment) vs Time (s)
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Time (s)
Figure 8-13: Differentiated TCP throughput based on user's wtp in non-GEO satellite system
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Instantaneous Throughput (bytes/s) vs Time (s)
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Figure 8-14: Differentiated TCP throughput in the non-GEO satellite system
8.4.3.2 Fairness
On the other hand, for the evaluation of fairness, we plot the FI achieved by each source in 
Figure 8-15. Again, we compared the results to those obtained in the GEO satellite systems. 
Congestion pricing for non-GEO satellite systems achieves near-ideal fairness as the systems have 
much shorter propagation delay that enables faster reaction to congestion with more up-to-date 
congestion feedback signals.
Fairness Index vs Source Number
Figure 8-15: Congestion pricing achieves fair bandwidth sharing in non-GEO satellite system
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8.4.3.3 Users with Equal wtp
Figure 8-16 shows the performance of equal wtp under non-GEO satellite network whereby the 
first two FTP sources are attached with the same wtp value. From the figure, the accumulated 
throughput over time is overlapping for these sources, thus confirming that users with the same 
wtp achieve similar TCP performance. This observation is in agreement with that of the GEO 
satellite system scenario in which the sources with equal wtp consistently receive approximately 
equal TCP throughputs as well.
Time (s)
Figure 8-16: Sources with same wtp receive same treatment in non-GEO satellite network
8.4.3.4 Lossy Satellite Links
We run the same simulation as in section 8.4.2.4 by replacing the GEO satellite topology with the 
non-GEO system. Figure 8-17 shows the instantaneous cwnd for each FTP source with wtp set 
according to Table 8-3. Again, we found that the results are similar to those under the GEO 
satellite system scenario. The congestion pricing approach manages to achieve and maintain 
relative service differentiation among different sources. The plots basically follow the same trend 
and behaviour as those in the GEO satellite system scenario. We see that the instantaneous cwnd 
for each user becomes constant after the reduction of bandwidth (i.e. after t = 2000 s). This is 
because the users are unable to increase their cwnd following continuous reception of marked 
packet.
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Instantaneous cwnd (segment) vs Time (s)
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Figure 8-17: A degradation in the link condition under non-GEO satellite network scenario
8.5 Conclusions
In this chapter, we seek an alternative to the achievement of a looser QoS framework in the 
direction of relative service differentiation for satellite IP networks. Rather than adhering to a 
specific model as in the previous chapters, here we simply attempt to achieve the most basic 
property of relative service differentiation i.e. a high priority class always perform better or no 
worse than a low priority one. As service differentiation is usually tightly coupled with pricing 
schemes, we investigate the feasibility of the congestion pricing approach to achieve our service 
differentiation objective.
We have implemented a congestion pricing approach using a weighted window-based congestion 
control algorithm that takes into account users’ wtp to react to congestion costs fed back through 
an ECN mechanism. Our simulation experiments include both GEO and non-GEO satellite 
network scenarios. Simulation results show that, for the GEO satellite network, congestion pricing 
achieves a fair relative service differentiation among users with different wtp and this is also the 
case for a network with lossy satellite links. In addition, we observe that TCP flows with the same 
wtp receive equal treatment in terms of throughput. Similar conclusions were also drawn for non- 
GEO satellite networks. However, due to shorter link propagation delay, the achieved 
performance such as cwnd and throughput are smaller than that of the GEO satellite network. In 
addition, we observe that in non-GEO satellite network, near-ideal fairness can be achieved.
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C h a p t e r  9
9 Conclusions
In this final chapter, we summarise our contributions by providing a walkthrough of our research 
explaining our ideas and thought process. We also give some retrospective views of our work 
against our original objectives. We finalise the thesis with suggestions for further work.
9.1 Summary
The original goal o f this research was to develop a practical service differentiation framework for 
broadband satellite networks. This is primarily motivated by the aim of the next generation 
Internet providing service differentiation to users. Particularly in wireless access networks, there 
is a need for service differentiation that can easily relate to a charging scheme from the 
perspective o f both satellite operators and subscribers.
We studied the problem by taking into consideration the unique characteristics and development 
trends of satellite networks and examined the past literature in QoS and service differentiation for 
various types o f networks. In general, the service differentiation context may range from absolute 
to relative depending on the chosen QoS framework. We explored the relative service 
differentiation approach, focusing on BoD satellite networks which we believe most new systems 
would be based on. Specifically, we investigated the realisation of the PDS model within a 
satellite domain featuring GEO satellite with OBP. The main features of this model are the ability 
to control the performance ratio between independent service classes and consistently fixing these 
ratios even at short time periods. We drafted a plan to realise a complete PDS framework over 
satellite networks which included implementing mechanisms to differentiate three main QoS 
performance metrics i.e. queuing delay, throughput and loss.
We first tackled the problem of providing queuing delay differentiation. Owing to the special 
features of the BoD system, instead of the more conventional approach o f devising a packet 
scheduler at network layer, we explored MAC layer scheduling disciplines that do not necessitate 
per-flow state. We designed a time-based scheduler, named the SWTP scheduler that is capable of 
providing proportional delay differentiation to packets originating from different service classes. 
From our evaluation, the SWTP scheduler, in general, is capable o f emulating the PDS model 
except when the load or link utilisation is low.
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In the next step, we focused on TCP throughput differentiation. Due to the self-regulating nature 
of the protocol, consistently differentiating the sending rate o f each connection from various 
service classes is not straightforward. However, we did draw on past findings in the literature and 
proposed an implicit cross-layer solution that involves the transport and MAC layers. At the 
transport layer, we exploited the split-TCP mechanism that despite having security and reliability 
issues provides substantial added flexibility in managing TCP connections. We chose the 
maximum TCP receive window size as the differentiation parameter at this layer complemented 
with the SWTP scheduler at the MAC layer, which formed an integrated differentiation 
mechanism for TCP throughput.
Preservation of the service differentiation over dynamic load conditions calls for some 
adaptability in our solution. Furthermore, we also noticed the need to automate the process of 
finding the correct differentiation parameters for a given service differentiation requirement. 
Thus, we extended our investigation on this problem and developed a fixed-point approximation 
method. In general, its application to our scenario with dynamic bandwidth allocation 
mechanisms showed good agreement with simulation and suggested that it can capture 
fundamental dynamics o f TCP performance such as the maximum TCP receive window variable. 
In addition to that, the method is found to be general enough to be applicable to other network 
problems. It is only limited by the availability of accurate models addressing the differentiation 
mechanisms at both layers.
We then focused on the problem of providing proportional loss differentiation and the related 
packet dropping algorithms. We innovated from the widely accepted RED scheme for the 
realisation of the PDS model and proposed a profile-based probabilistic dropping scheme. The 
scheme is simplistic in the sense that it does not involve sophisticated algorithms. The scheme 
also provides a range of parameters that can be configured based on the requirements of the 
satellite operators. Our evaluations showed that it emulates closely the PDS model. The only 
exception is that it does not satisfy the short-term predictability property of the model under 
certain configurations.
Finally, while we worked on implementing the PDS model over satellite networks, we also found 
an interesting alternative approach which satisfies our initial requirements. The approach is 
congestion pricing which is capable of providing relative service differentiation to users with 
different willingness to pay and also directly related to the charging scheme. We thus embarked 
on a sub-quest to investigate the feasibility of this approach over the satellite networks. A 
window-based congestion pricing algorithm was applied to both GEO and non-GEO satellite 
networks. From technical point of view, we found that it is indeed feasible to use congestion 
pricing schemes over satellite networks. However, we understand that for such scheme to be 
deployed in real world, it is also highly dependent on other social and political factors. A quick
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glance at its application to road charging should be clear that it always raises various debates and 
concerns that have nothing to do with the technical viability of the approach.
In retrospect, we observe that the two approaches we investigated in this thesis are unable to cater 
for strict per-flow IntServ-like service guarantees which seem to be increasingly sought-after as 
most new applications share the common feature o f wanting stricter QoS guarantees to perform 
acceptably. On this, we may have to backtrack to our initial design where we supported the idea 
of simplification by doing away with some mechanisms such as admission control that can 
prevent the overloading of the network. Also, on hindsight, the entire PDS framework over 
satellite networks with a different tuning knob for each individual performance metric may 
require a higher plane “supervisor” to coordinate all the knobs so that collectively, all the 
differentiation mechanisms can collaborate to achieve the satellite operator’s full charging scheme 
over varying conditions. This “supervisor” may also involve in some longer term resource 
provisioning.
We have shown two satisfactoiy differentiation architectures to achieve relative service 
differentiation over satellite networks. Technically, our investigations suggested that they are 
feasible. Nevertheless, providing service differentiation for satellite networks depends on many 
non-technical factors as well. For instance, satellite operators have to decide on the commercial 
viability of the architecture. These aspects are out of the scope of our investigations. All in all, our 
work has contributed to the range of possible solutions to the problem of service differentiation 
provisioning.
9.2 D irections for Further R esearch
The provision of differentiated service to satellite networks is an area that can benefit from further 
research. From our research work, we found some issues that deserve further attention.
The proposals in this thesis are mostly restricted to shorter time scale traffic engineering tasks 
such as scheduling. Longer time scale aspects of service differentiation have not been considered. 
This is one apparent extension to our work whereby some network management may come into 
play to harmonise the whole differentiation framework. We mentioned a higher plane 
“supervisor” in the previous sub-section and this may be the direction to further enhance our 
work.
We investigated each differentiation mechanism in isolation. An experimental study on the 
combined performance of all the mechanisms operating at the same time would be worthwhile. 
From such a study, we can determine the conditions and even limitations on the full architecture. 
For example, the loss differentiation mechanism may affect our SWTP scheduler in realising
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proportional delay. So, what kind o f operating conditions will cause adverse affects to the 
combined use of these mechanisms? Can we define a feasibility region? If not, can we conjecture 
some feasibility conditions? These are just some of the interesting questions.
We have described a fixed-point approximation method for differentiated TCP performance over 
satellite links. In our opinion, the fixed-point methods are a promising analytical tool for studying 
TCP/IP networks. In fact, we see direct application of the methods to other wireless networks 
such as ad-hoc or mesh networks. However, we stress that the accuracy of the method is reliant on 
the available models describing the network components. On this point, an incremental step to our 
work is to develop a better mathematical model for the SWTP scheduler and/or the TCP 
throughput model so that the predictions are more accurate.
Based on the QoS requirements of new Internet applications and services, we may not be able to 
entirely ignore the need for absolute QoS guarantees. Thus, we see the need for some research on 
incorporating absolute service differentiation into our proposed architecture. Marrying the two 
types of differentiation approaches into a single architecture may provide further incentive for 
satellite operators to adopt the architecture. Dovrolis et al. has explored the possibility of users 
with absolute QoS requirements to dynamically search and change their service class in a relative 
service differentiation framework to obtain specific level of QoS guarantees [DovrolisOl]. On the 
other hand, Christin et a l  worked on the same topic by prioritising the absolute service 
differentiation and relaxing the requirements of the relative service differentiation when all 
differentiation objectives cannot be realised at the same time [Christin05]. Both works focused on 
terrestrial wired networks.
Stemming from our work of congestion pricing for service differentiation in chapter 8, it is 
interesting to investigate the service differentiation using multi-level ECN [DuressiOla] instead of 
the original ECN. With the current ECN, users will only know whether there is congestion or not. 
However, with multi-level ECN, users may know the severity of the congestion. With higher 
granularity in the feedback information, the users may choose to react differently.
Finally, another interesting area may be the investigation of the explicit cross-layer approach to 
service differentiation. In this work, we have utilised the implicit cross-layer design to achieve 
differentiated TCP throughput. Currently, the area is relatively new in the satellite domain and has 
large room for novelties. Up to now, from the small amount o f work done in this area, most of 
them are aimed at performance improvement rather than providing differentiated services. 
Therefore, this approach presents another avenue to extend the range of possibility in achieving 
service differentiation in satellite networks. However, this research path should be treated with 
care as some voices for caution in cross-layer design have already been raised (e.g. in 
[Kawadia05] and [Bim07]). Often enough, a cross-layer approach is employed for improving
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some specific performance metrics without having the entire system performance in mind. Longer 
term effects of the proposed cross-layer mechanisms should be taken into account as uncontrolled 
implementation of such mechanisms may have negative consequences that may not be apparent in 
the first place.
Publications
Publications
Book Chapters
1. W. K. Chai (co-Eds. and co-author), “Chapter 8: Resource Management and Network 
Layer” in G. Giambene (Eds.), Adaptive Resource Management in Satellite Networks: 
Optimization and Cross-layer Design, pp. 243-283, New York, Springer-Verlag.
2. W. K. Chai (co-author), “Chapter 5: Access Schemes and Packet Scheduling 
Techniques” in G. Giambene (Eds.), Adaptive Resource Management in Satellite 
Networks: Optimization and Cross-layer Design, pp. 119-176, New York, Springer- 
Verlag.
Journal Papers
1. W. K. Chai, M. Karaliopoulos and G. Pavlou, “Providing proportional TCP
performance by fixed-point approximations over bandwidth on demand geostationary 
satellite networks,” under review for publication in IEEE Transactions on Wireless 
Communications.
Conference Papers
1. W. IC. Chai and G. Pavlou, "Cross-layer enhancement to TCP slow-start over
geostationary bandwidth on demand satellite networks", in Proceedings o f the 7 ^  
International Conference on Next Generation Teletraffic and Wired/Wireless 
Advanced Networking (NEW2AN), St. Petersburg, Russia, 10-14 September, 2007.
2. W. IC. Chai, M. Karaliopoulos and G. Pavlou, "Providing relative service
differentiation to TCP flows over split-TCP geostationary bandwidth on demand
satellite networks", in Proceedings o f  the 5 ^  International Conference on 
Wired/Wireless Internet Communications (WWIC), Coimbra, Portugal, 23-25 May, 
2007.
3. W. IC. Chai, G. Pavlou and B. Evans, “Providing proportional loss differentiation over
bandwidth on demand satellite networks,” in Proceedings o f  the 25th International
142
Publications
Communications Satellite Systems Conference (ICSSC'), Seoul, Korea, 10-13 April, 
2007.
4. W. IC. Chai, IC-H. Ho and G. Pavlou, "Achieving relative differentiated services for 
TCP traffic over satellite IP networks through congestion pricing", in Proceedings o f
the International Conference on Next Generation Teletraffic and Wired/Wireless 
Advanced Networking (NEW2AN), St. Petersburg, Russia, 29 May - 2 June, 2006.
5. W. IC. Chai, M. Karaliopoulos and G. Pavlou, “Scheduling for proportional 
differentiated service provision in geostationary bandwidth on demand satellite 
networks,” in Proceedings o f  the IEEE GLOBECOM 2005 Symposium on Wireless 
Communications, St. Louis, MO, USA, 28 Nov. -  2 Dec. 2005.
6. W. IC. Chai and Z. Sun, “QoS measurement of multimedia traffic via multi-service 
satellite system,” in Proceedings o f  the 1st International Working Conference on 
Performance Modelling and Evaluation o f  Heterogeneous Networks (HET-NETs), 
Ilkley, UIC, 21-23 July, 2003.
7. W. IC. Chai and Z. Sun, “Satellite emulator for IP networking based on Linux,” in 
Proceedings o f  the 21st International Communications Satellite Systems Conference 
(ICSSC), Yokohama, Japan, 15-19 April, 2003.
8. Z. Sun, L. Liang, W. IC. Chai, H. Cruickshank, “Internet QoS measurement and traffic 
modelling,” in Proceedings o f  the ATS Conference, Stuttgart, German, 20-21 January, 
2003.
143
References
References
[AcarOlJ G. Afar, “End-to-end resource management in geostationary satellite networks,”
Ph.D Dissertation, Dept. Electrical and Electronic Engineering, Imperial College, 
London, November 2001.
[AkyildizOl] I. Akyildiz, G. Morabito and S. Palazzo, “TCP-Peach: a new congestion
avoidance control scheme for satellite IP networks,” IEEE/ACM Transactions on 
Networking, vol. 9, pp. 307-321, 2001.
[AweyaOl] J. Aweya, M. Ouellette and D. Y. Montuno, “Weighted proportional window
control of TCP traffic,” International Journal o f  Network Management, vol. 11, 
pp. 213-242, 2001.
[BergerOO] A. Berger and Y. Kogan, “Dimensioning bandwidth for elastic traffic in high­
speed data networks,” IEEE/ACM Transactions on Networking, vol. 8, pp. 643- 
654, Oct. 2000.
[Bim07] U. Bimbacher and W. K. Chai (Eds.), “Chapter 8: Resource Management and
Network Layer” in G. Giambene (Eds.), Adaptive Resource Management in 
Satellite Networlcs: Optimization and Cross-layer Design, pp. 243-283, New 
York, Springer-Verlag.
[BollaOl] R. Bolla, F. Davoli and M. Marchese, “Adaptive bandwidth allocation methods in
the satellite environment,” in Proceedings o f  IEEE ICC, pp. 3183-3190,2001.
[BuOl] T. Bu and D. Towsley, “Fixed-point approximation for TCP behaviour in an
AQM network,” in Proceedings o f  ACM  SIGMETRICS 2001, Cambridge, MA, 
June 2001.
[CableLabs] CableLabs®. Available at http://www.cablelabs.com/.
[Caini04] C. Caini and R. Firrincieli, “TCP Hybla: a TCP enhancement for heterogeneous
networks,” International Journal o f  Satellite Communications and Networking, 
vol. 22, pp. 547-566, 2004.
[Caini07] C. Caini et a l ,  “Transport layer protocols and architectures for satellite
networks,” International Journal o f  Satellite Communications and Networking, 
vol. 25, pp. 1-26, 2007.
144
References
[CaldwellOO]
[CasettiOl]
[Casetti02]
[Castro07]
[CelandroniOS]
[Celandroni06]
[Chai07]
[ChenOl]
[Chini06]
[Christin05]
N. Caldwell, S. Savage and T. Anderson, “Modelling TCP latency,” in 
Proceedings o f  IEEE INFOCOM, Tel-Aviv, Israel, March 2000.
C. Casetti and M. Meo, “An analytical framework for the performance evaluation 
of TCP Reno Connections,” Computer Networks, vol. 37, pp. 669-682, 2001.
C. Casetti, M. Gerla, S. Mascolo, M. Sanadidi and R. Wang, “TCP Westwood: 
end-to-end congestion control for wired/wireless networks,” Wireless NetM>orks 
Journal, vol. 8(4), pp. 467-479,2002.
M. Castro (Eds.), “Chapter 4: Cross-layer Approaches for Resource 
Management” in G. Giambene (Eds.), Adaptive Resource Management in 
Satellite Networks: Optimization and Cross-layer Design, pp. 95-116, New York, 
Springer-Verlag.
N. Celandroni, F. Davoli, E. Ferro and A. Gotta, “An overview of some 
techniques for cross-layer bandwidth management in multi-service satellite IP 
networks,” in Proceedings o f  IEEE GLOBECOM Workshop Advances in Satellite 
Communications: New Services and Systems, pp. W 04.4:l-W 04.4:6, 2005.
N. Celandroni, F. Davoli, E. Ferro and A. Gotta, “Long-lived TCP Connections 
via satellite: cross-layer bandwidth allocation, pricing and adaptive control,” 
IEEE/ACM Transactions on Networking, vol. 14, no. 5, pp. 1019-1030, 2006.
W. IC. Chai and G. Pavlou, “Cross-layer enhancement to TCP slow-start over 
geostationary bandwidth on demand satellite networks,” in Proceedings o f  the 7th 
International Conference on Next Generation Teletraffic and Wired/Wireless 
Advanced Networking (NEW2AN), St. Petersburg, Russia, September, 2007.
Y. Chen, M. Hamdi and D. H. IC. Tsang, “Proportional QoS over OBS networks,” 
in Proceedings o f  the IEEE Globecom 2001, vol. 3, pp. 1510-1514, November
2001.
P. Chini, G. Giambene, D. Bartolini, M. Luglio and C. Roseti, “Dynamic resource 
allocation based on a TCP-MAC cross-layer approach for DVB-RCS satellite 
networks,” International Journal o f  Satellite Communications and Networking, 
vol. 24, pp. 367-385, 2006.
N. Christin and J. Liebeherr, “Marking algorithms for service differentiation of 
TCP traffic,” in Computer Communications, Special Issue on End-to-end Quality 
of Service Differentiation, 2005.
145
References
[Chuang03]
[Clarke45]
[Courville03]
[DOCSIS05]
[Dovrolis99]
[DovrolisOO]
[DovrolisOl]
[Dovrolis02]
[DTN]
[DurresiOl]
[DuressiOla]
[EssafiOO]
L. Chuang and L. Yin, “Dynamic partial buffer sharing scheme: proportional 
packet loss rate,” in Proceedings o f  ICCT 2003, vol. 1, pp. 259-262, 9-11 April
2003.
A. C. Clarke, “Extra-terrestrial Relays,” Wireless World, pp. 305-308, October 
1945.
N. Courville, “QoS-oriented traffic management in multimedia satellite systems,” 
International Journal o f  Satellite Communications and Networking, no. 21, pp. 
367-399, 2003.
CM-SP-RFIv 1.1 -CO 1-050907, “Data-over-Cable Service Interface Specifications 
(DOCSIS); Radio Frequency Interface Specification.” September 2005.
C. Dovrolis and P. Ramanathan, “A case for relative differentiated services and 
the proportional differentiation model,” IEEE Network, October 1999.
C. Dovrolis and P. Ramanathan, “Proportional differentiated services, Part II: loss 
rate differentiation and packet dropping,” in Proceedings o f  8th International 
Worlcshop on Quality o f  Service (IWQoS), pp. 53-61, 5-7 June 2000.
C. Dovrolis and P. Ramanathan, “Dynamic class selection: from relative 
differentiation to absolute QoS,” in Proceedings o f  9th International Conference 
on Network Protocols, pp. 120-128, November 2001.
C. Dovrolis, D. Stiliadis and P. Ramanathan, “Proportional differentiated 
services: delay differentiation and packet scheduling,” IEEE/ACM Transactions 
on Networking, vol. 10, no. 1, pp. 12-26, February 2002.
Delayed Tolerant Networks (DTN) Research Group web page. Available at 
httn://www.dtnrg.org.
A. Durresi, S. Kota, M. Goyal, R. Jain and V. Bharani, “Achieving QoS for TCP 
traffic in satellite networks with differentiated services,” Space Communications, 
vol. 17, 2001.
A. Duressi, M. Sridharan, C. Liu, M. Goyal and R. Jain, “Congestion control 
using multilevel explicit congestion notification in satellite networks,” in 
Proceedings o f  the 10th International Conference on Computer Communications 
and Networks, pp. 483-488, October 2001.
L. EssafI, G. Bolch and A. Andres, “An adaptive waiting time priority scheduler 
for the proportional differentiation model,” in Proceedings o f  the High 
Performance Computing Symposium, September 2000.
146
References
[ETSI]
[ETSI97]
[ETSI02]
[ETSI03]
[ETSI03a]
[ETSI04]
[ETSI05]
[ETSI05a]
[Floyd93]
[Giambene06]
European Telecommunications Standards Institute (ETSI). Available at 
http://www.etsi.org/WebSite/homepage.aspx.
ETSI, “Digital Video Broadcasting (DVB); Framing structure, channel coding 
and modulation for 11/12 GHz satellite services,” ETSI European Standard 
(Telecommunications series), EN 300 421 V I.1.2 (1997-08).
ETSI, “Satellite Earth Stations and Systems (SES); Broadband Satellite
Multimedia (BSM); Services and Architectures,” ETSI Technical Report, TR 101 
984 V I.1.1 (2002-11).
ETSI, “Digital Video Broadcasting (DVB); Interaction channel for satellite 
distribution systems,” ETSI European Standard (Telecommunications series), EN 
301 790 Vl.3.1 (2003-03).
ETSI, “Satellite Earth Stations and Systems (SES); Broadband Satellite
Multimedia (BSM); IP Interworking over satellite; Performance, availability and 
quality of service,” ETSI Technical Report, TR 102 157 V I. 1.1 (2003-07)
ETSI, “Digital Video Broadcasting (DVB); Second generation framing structure, 
channel coding and modulation systems for broadcasting, interactive services, 
new gathering and other broadband satellite applications,” ETSI European 
Standard (Telecommunications series), EN 302 307 V I. 1.1 (2004-06).
ETSI, “Digital Video Broadcasting (DVB); User guidelines for the second 
generation system for broadcasting, interactive services, new gathering and other 
broadband satellite applications (DVB-S2),” ETSI Technical Report, TR 102 376 
VI. 1.1 (2005-02).
ETSI, “Satellite Earth Stations and Systems (SES); Broadband Satellite
Multimedia (BSM); Common air interface specification; Satellite Independent
Service Access Point (SI-SAP),” ETSI Technical Specification, TS 102 357 
VI. 1.1 (2005-05).
S. Floyd and V. Jacobson, “Early random detection gateways for congestion 
avoidance,” IEEE/ACM Transactions on Networking, vol. 1, no. 4, pp. 397-413, 
1993.
G. Giambene and S. Kota, “Cross-layer protocol optimization for satellite 
communications networks: A survey,” International Journal o f  Satellite 
Communications and NetM’orking, vol. 24, pp. 323-341, 2006
147
References
[Giambene07]
[Gibbens98]
[GibbensOO]
[Henderson99]
[Heyman97]
[IETF]
[IeraOl]
[Iera02]
[INTELSAT]
[IPMPLS]
[IPOS04]
[IRIDIUM]
[IshacOl]
G. Giambene, C. P. Niebla and V. Kueh (Eds.), “Chapter 5: Access Schemes and 
Packet Scheduling Techniques” in G. Giambene (Eds.), Adaptive Resource 
Management in Satellite Networks: Optimization and Cross-layer Design, pp. 
119-176, New York, Springer-Verlag.
R. J. Gibbens and F. P. Kelly, “Resource pricing and the evolution o f congestion 
control,” Automatica, 35, 1998.
R. J. Gibbens et a l ,  “Fixed-point models for the end-to-end performance analysis 
of IP networks,” in Proceedings o f  13th ITC Specialist Seminar: IP Traffic 
Measurement, Modelling and Management, 2000.
T. R. Henderson and R. Katz, “Transport protocols for Internet-compatible 
satellite networks,” IEEE J. o f  Selected Areas in Commun., vol. 17, no. 2, Feb. 
1999.
D. P. Heyman, T. V. Lakshman and A. L. Neidhardt, “A new method for 
analyzing feedback-based protocols with applications to engineering web traffic 
over the Internet,” in ACMSIGMETRICS Performance Evaluation Rev., vol. 25, 
no. 1, pp. 24-38, 1997
Internet Engineering Task Force (IETF) homepage. Available at 
http ://www.ietf.org/.
A. Iera, A. Molinaro and S. Marano, “IP with QoS guarantees via Geo satellite 
channels: Performance Issues”, IEEE Personal Comm., vol. 8, issue 3, pp. 14-19, 
June 2001.
A. Iera and A. Molinaro, “Designing the interworking of terrestrial and satellite 
IP-based networks,” IEEE Communication Magazine, pp. 136-144, February
2002.
INTELSAT. Available at http://www.intelsat.com/.
IP/MPLS Forum (formerly known as MFA forum which merged with the ATM 
forum). Available at http://www.inmplsforum.org/education/atm guide.shtml.
Hughes Network Systems, “IP over Satellite (IPoS) -  The Standard for 
Broadband over Satellite,” January 2004.
Iridium Satellite LLC. Available at http://www.iridium.com/.
J. Ishac and M. Allman, “On the performance o f TCP spoofing in satellite 
networks,” in Proceedings o f  the IEEE M1LCOM, vol. 1, pp. 700-704, October 
2001.
148
References
[ITUT]
[Iuoras05]
[JeongOO]
[ICalama06]
[ICaral04]
[Katabi03]
[Kawadia05]
[Kelly 8 6] 
[Kelly97] 
[Kelly 9 8]
[KellyOl]
International Telecommunication Union -  Telecommunication Standardization 
Sector. Available at bttp://www.itu.int/ITU-T/index.html.
N. Iuoras and T. Le-Ngoc, “Dynamic capacity allocation for quality-of-service 
support in IP-based satellite networks,” IEEE Wireless Communications, vol. 12, 
issue 5, pp. 14-20, October 2005.
M. R. Jeong, IC. Kakami, H. Morilcawa and T. Aoyama, “Wireless scheduler 
providing relative delay differentiation,” in Proceedings o f  the 3rd International 
Symposium on Wireless Personal Multimedia Communications, Thailand, pp. 
1067-1072, November 2000.
M. Kalama et al, “Cross-layer improvement for TCP Westwood and VoIP over 
satellite,” International Workshop on Satellite and Space Communications, pp. 
204-208, September 2006.
M. ICaraliopoulos, R. Tafazolli and B. Evans, “Providing differentiated service to 
TCP flows over bandwidth on demand geostationary satellite networks,” IEEE 
Journal o f  Selected Areas in Communications, vol. 22, no.2, pp. 333-347, Feb
2004.
D. Katabi, “Decoupling congestion control and bandwidth allocation policy with 
application to high bandwidth-delay product networks,” Ph.D Dissertation, Dept. 
Electrical Engineering and Computer Science, Massachusetts Institute of 
Technology, March 2003.
V. ICawadia and P. R. Kumar, “A cautionary perspective on cross-layer design,” 
IEEE Wireless Communications Magazine, vol. 12, no. 1, pp. 3-11, January,
2005.
F. P. Kelly, “Blocking probabilities in large circuit-switched network,” Advances 
in Applied Probabilities, vol. 18, pp. 473-505, 1986.
F. P. Kelly, “Charging and rate control for elastic traffic,” European Transactions 
on Telecommunications, 8, 1997.
F. P. Kelly, A. Maulloo and D. Tan, “Rate control for communication networks: 
shadow prices, proportional fairness and stability,” Journal o f the Operation 
Research Society, 49, pp. 231-252, 1998.
F. P. Kelly, Mathematical modelling o f  the Internet "Mathematics Unlimited -  
2001 and B eyond”, pp. 685-702, Springer-Verlag, Berlin 2001.
149
References
[Key99]
[Key99a]
[Kleinrock76]
[Kota07]
[Lai04]
[Lakshman97]
[Le-Ngoc93]
[Le-Ngoc04]
[LeungOl]
[Lin91]
[Lind99]
[MAESTRO]
P. Key, “Service Differentiation: Congestion Pricing, Brokers and Bandwidth 
Futures,” in Proceedings o f  the ACM  NOSSDAV’99, 1999.
P. B. Key, D. McAuley, P. Barham and K. Laevens, “Congestion pricing for 
congestion avoidance,” Microsoft Research Technical Report MSR-TR-99-15, 
Cambridge, UK, 1999.
L. ICleinrock, Queueing Systems. New York: Wiley, 1976, vol. II.
S. Kota, G. Giambene and N. L. Candio, “Cross-layer approach for an air 
interface of GEO satellite communication networks,” International Journal o f  
Satellite Communications andNetworking, vol. 25, pp. 481-499, 2007.
Y. Lai, “Packet schedulers to provide proportional delay differentiation and 
reduce packet queueing delay simultaneously,” IEEE International Conference 
on Communications, vol. 4, pp. 1968-1972, June 2004.
T. V. Lakshman and Upamanyu Madhow, “The performance of TCP/IP for 
networks with high bandwidth-delay products and random loss,” IEEE/ACM  
Transactions on Networking (TON), vol. 5, no. 3, pp. 336-350, June 1997.
T. Le-Ngoc and J. I. Mohammed, “Combined free/demand assignment multiple- 
access (CFDAMA) protocols for packet satellite communications,” in 
Proceedings o f  2nd IEEE Int. Conf on Univ. andPers. Communications (ICUPC), 
Ottawa, 1993, pp. 824-828.
T. Le-Ngoc, “Switching for IP-based multimedia satellite communications,” 
IEEE Journal on Selected Areas in Communications, vol. 22, no. 3, April 2004.
M. K. H. Leung, J. C. S. Lui and D. IC. Y. Yau, “Adaptive proportional delay 
differentiated services: characterization and performance evaluation,” IEEE/ACM  
Transactions on Networking, vol. 9, no. 6, pp. 801-817, Dec. 2001.
A. M. Lin and J. A. Silvester, “Priority queueing strategies and buffer allocation 
protocols for traffic control at an ATM integrated broadband switching system,” 
IEEE Journal on Selected Areas in Communications, vol. 9, pp. 1524-1536, 
December 1991.
IC. Lindberger, “Balancing quality of service, pricing and utilization in 
multiservice networks with stream and elastic traffic,” in Proceedings o f  16th 
International Teletraffic Congress, Edinburgh, UK, 1999.
Mobile Applications & Services based on Satellite & Terrestrial Interworking 
(MAESTRO). Available at http://ist-maestro.dvndns.org/.
150
References
[Marchese06]
[Mathis99]
[Misra02]
[Ngin03]
[ns2]
[Padhye98]
[Patcha05]
[Peng06]
[Peyravi99] 
[RFC829] 
[RFC1633] 
[RFC2205] 
[RFC2211]
M. Marchese and M. Mongelli, “On-line bandwidth control for quality o f service 
mapping over satellite independent service access points,” Computer Networks, 
vol. 50, no. 12, pp. 1885-2126, August 2006.
M. Mathis, J. Semke and J. Mahdavi, “The microscopic behaviour of the TCP 
congestion avoidance algorithm,” Computer Communications, vol. 3, July 1999.
A. Misra, T. Ott and J. Baras, “Predicting bottleneck bandwidth sharing by 
generalized TCP flows,” Computer Networks, vol. 40, pp. 557-576, Oct. 2002.
H. Ngin and C. Tham, “Achieving proportional delay differentiation efficiently,” 
Computer Communications, wol. 27, issue 2, pp. 153-161, Elsevier Science, 
February 2003.
Network Simulator -  ns-2. Available at http://www.isi.edu/nsnam/ns/ and 
http://nsnam.isi.edu/nsnam/index.php/Main Page.
J. Padhye, V. Firoiu, D. Towsley and J. Kurose, “Modelling TCP throughput: a 
simple model and its empirical validation,” in Proceedings o f  ACM  SIGCOMM, 
Vancouver, 1998.
S. Patchararungruang, S. IC, Halgamuge and N. Shenoy, “Optimized rule-based 
delay proportion adjustment for proportional differentiated services,” IEEE 
Journal o f  Selected Areas in Communication, vol. 23, no. 2, pp. 261-276, 
February 2005.
F. Peng, L. Wu and V. C. M. Leung, “Cross-layer enhancement of TCP split- 
connections over satellite links,” International Journal o f  Satellite 
Communications and Networking, vol. 24, pp. 405-418, 2006.
H. Peyravi, “Medium access control performance in satellite communications,” 
IEEE Communications Magazine, pp. 62-71, 1999.
V. Cerf, “Packet satellite technology reference sources,” RFC 829, November 
1982.
R. Braden, D. Clark and S. Shenker, “Integrated Services in the Internet 
architecture: an overview,” RFC 1633, June 1994.
R. Braden, L. Zhang, S. Berson, S. Herzog and S. Jamin, “Resource Reservation 
Protocol (RSVP),” RFC 2205, September 1997.
J. Wroclawski, “Specification of the Controlled-load Network Element Service,” 
RFC2211, September 1997.
151
References
[RFC2212]
[RFC2474]
[RFC2475]
[RFC2488]
[RFC2581]
[RFC2597]
[RFC2760]
[RFC3168]
[RFC3175]
[RFC3246]
[RFC3390]
[Ronga03]
[RoughanOl]
[Sanlcaran02]
S. Shenker, C. Partridge and R. Guerin, “Specification of Guaranteed Quality of 
Servicq,” RFC2212, September 1997.
K. Nichols, S. Blake, F. Baker and D. Black, “Definition of the Differentiated 
Services Field (DS Field) in the IPv4 and IPv6 Headers,” RFC 2474, December 
1998.
S. Blake, D. Black, M. Carlson, E. Davies, Z. Wang and W. Weiss, “An 
architecture for Differentiated Services,” RFC 2475, December 1998.
M. Allman, D. Glover and L. Sanchez, “Enhancing TCP over satellite channels 
using standard mechanism,” RFC 2488, January 1999.
M. Allman, V. Paxson and W. Stevens, “TCP Congestion Control,” RFC 2581, 
April 1999.
J. Heinanen, F. Baker, W. Weiss and J. Wroclawski, “Assured Forwarding PHB 
Group,” RFC 2597, June 1999.
M. Allman et al., “Ongoing TCP Research Related to Satellites,” RFC 2760, 
February 2000.
K. K. Ramakrishnan, S. Floyd and D. Black, “The addition of explicit congestion 
notification (ECN) to IP,” RFC3168, September 2001.
F. Baker, C. Iturralde, F. Le Faucheur and B. Davie, “Aggregation of RSVP for 
IPv4 and IPv6 Reservations,” RFC 3175, September 2001.
B. Davie et al, “An Expedited Forwarding PHB (Per-Hop Behaviour)”, RFC  
3246, March 2002.
M. Allman, S. Floyd and C. Patridge, “Increasing TCP’s Initial Window,” RFC 
3390, October 2002.
L. S. Ronga, T. Pecorella, E. Del Re and R. Fantacci, “A gateway architecture for 
IP satellite networks with dynamic resource management and DiffServ QoS 
provision,” International Journal o f  Satellite Communications and Networking, 
no. 21, pp. 351-366, 2003.
M. Roughan, A. Erramilli and D. Veitch, “Network performance for TCP 
networks. Part I: Persistent sources,” in Proceedings o f  the 17th International 
Teletraffic Congress, Salvador, Brazil, 2001.
S. Sankaran and A. Kamal, “A combined delay and throughput proportional 
scheduling scheme for differentiated services,” IEEE Globecom, November 2002.
152
References
[Scalise06]
[Shreed95]
[Siris03]
[SoetensOl]
[Tan06]
[Voigt07]
[Wang03]
[WildBlue]
[WISECOM]
[Xue04]
[Xue04a]
S. Scalise, R. Mura and V. Mignone, “Air interfaces for satellite based digital TV 
broadcasting in the railway environment,” IEEE Transactions on Broadcasting, 
vol. 52, no. 2, June 2006.
M. Shreedhar and G. Varghese, “Efficient Fair Queuing using Deficit Round 
Robin,” in Proceedings o f  the ACM  SIGCOMM, 1995.
V. A. Siris, C. Courcoubetis and G. Margetis, “Service differentiation and 
performance o f weighted window-based congestion control and packet marking 
algorithms in ECN networks,” Computer Communications, vol. 26, pp. 314-326, 
2003.
T. Soetens, S. D. Cnodder and O. Elloumi, “A relative bandwidth differentiated 
service for TCP micro-flows,” in Proceedings o f  IEEE/ACM International 
Symposium on Cluster Computing and the Grid, pp. 602-609, 2001.
C-W. Tan, M. Gurusamy and J. C-S. Lui, “Achieving multi-class service 
differentiation in WDM optical burst switching networks: A probabilistic 
preemptive burst segmentation scheme,” IEEE Journal o f  Selected Areas in 
Communications, vol. 24, no. 12, Dec. 2006.
S. Voigt, T. Kemper, T. Riedlinger, R. Kiefl, K. Scholte and H. Mehl, “Satellite 
image analysis for disaster and crisis-management support”, IEEE Transactions 
on Geoscience and Remote Sensing, vol. 6, June 2007.
K. Wang, “Quality of service assurances in multihop wireless networks,” Ph.D. 
Dissertation, University of Wisconsin-Madison, 2003.
WildBlue. Available at http://www.wildblue.com/.
Wireless Infrastructure over Satellite for Emergency Communications 
(WISECOM). Available at http://www.wisecom-fp6.eu/.
Y. Xue, K. Chen and K. Nahrstedt, “Achieving proportional delay differentiation 
in wireless LAN via cross-layer scheduling,” Journal o f  Wireless 
Communications and Mobile Computing, pp. 849-866, Wiley-InterScience, 
November 2004.
Q. Xue and A. Ganz, “Proportional service differentiation in wireless LANs using 
spacing-based channel occupancy regulation,” in Proceedings o f  12th ACM  
International Conference on Multimedia 2004, pp. 228-235, New York, USA.
153
References
[Xue04b]
[Zeng03]
[Zhang03]
Y. Xue, IC. Chen and K. Nahrstedt, “Distributed end-to-end proportional delay 
differentiation in Wireless LAN”, IEEE International Conference on 
Communications, vol. 7, pp. 4367-4371, 20-24 June 2004
J. Zeng and N. Ansari, “An enhanced dropping scheme for proportional 
differentiated services,” IEEE International Conference on Communications, vol. 
3, pp. 1897-1901, 11-15 May 2003.
M. Zhang, J. Wu, C. Lin and IC. Xu, “WSAP: Provide loss rate differentiation 
with active queue management,” in Proceedings o f  IEEE ICCT 2003, vol. 1, pp. 
385-391,9-11 April 2003.
154
