Information Systems at Leiden, The Netherlandsl, we started the design of a Picture Archiving and Communications System (PACS) a few years ago that contains a centralized image data base. By means of system modeling and measuring some performance parameters, we have discovered that such a system cannot provide the required response times. This is mainly because of equipment communication interfaces that are not fast enough and have a throughput that does not generally exceed 16 Mbits/second. By providing a parallet operating image buffer system, the problems related to the limited speed of the communication interfaces can be overcome. Moreover, by splitting the network into a number of subnets connected to each other by means of "bridges," the communications Ioad can be Iocally reduced, improving in this manner the response times. Our PACS contains a supervisor and one relational data base that relates patient data with image Iocations. A significant part of the report is concerned with the design of the high speed American College of Radiology-National Electronic Manufacturing Association transmission control protocol/internet protocol (ACR-NEMA TCP/IP) communications interface. The use of such ah interface eliminates the need for a Network Interface Unit, reducing in this manner communication delays and complexity. We have developed and have in operation for experimental purposes a small-scale PACS, consisting of a number of workstations, a relational data base and image buffers, all connected to a network that uses the ACR-NEMA TCP/lP protocols. This experimental PACS is used to provide input data to a PACS performance model, to validate this model, and to investigate alternative system configurations.
T
HE PICTURE Archiving and Communications System (PACS) is an electronic computerized system that will replace the existing film-based system in hospitals within the next few years. PACS has a number of advantages over the present film-based system, such as the capability to display patient images at many locations in a hospital a few seconds after they have been requested. It is also possible to display the same image simuItaneously at different locations, enab/ing exchange of information by means of speech and symbols on the image screen. PACS will also provide a saving in space and personnel for the archiving and retrieving of films. However, despite the many years spent on research, design, and experimentation with small sca]e PACS systems, its implementation at full scale in hospitals has, with very few exceptions, yet to occur. This delay in implementation at full scale has several reasons.
In the past and even today, a full PACS system is still more expensive than the existing film-based system using alternators for viewing. To become price competitive, the routine production of hard copy photos should be abandonned. This means that x-ray and other image acquisition devices must directly generate digital images with the required resolution. AIthough such x-ray equipment is not yet on the market, prototypes with a resolution of 500 • 500 pixels presently exist. It is expected that systems with a resolution of 1,000 • 1,000 wilt become commercially available within the next few years.
The tremendous amount of image data that has to be stored and speedily communicated requires very advanced technology and careful architectural design. The workstation technology, data storage, and communication capabilities have only recently reached a level that enables the design and implementation of a full PACS with the required performances at acceptab[e cost figures.
In a PACS, we will find equipment produced by different manufacturers, such as x-ray equipment, ultrasound, tomography, workstations, and storage devices. It is of utmost importance that equipment from different manufacturers can be interconnected and compatible. Such standardization has to be established at different Open Systems Interconnection (OSI) levels, eg, at the data formatting Ievel andat the different communication levels. Standardization of the data formatting has partly been obtained (American College of Radiology/ National Electronic Manufacturing Association [ACR/NEMA]), but the necessary high speed interfaces are lacking. More standards must be agreed on.
Last but not least, working in a PACS environment is quite different from working with the present film-based systems. This requires adaptation of hospital personnel, training, and reorganization.
In particular, the rapid availability of PACS images in a hospital is a great advantage with respect to the present film-based system in that the film-based system sometimes takes hours to retrieve images and have them delivered to the right locations.
CENTRAL IMAGE BASE VERSUS A DISTRIBUTED IMAGE BASE
We have studied a PACS with a centralized image data base (Fig 1) workstations, able to store the sets of images of one or two patients. In addition to the department of radiology, all wards in a hospital that handle images were planned to receive the requested images through the centralized buffer in this configuration of Fig 1 . In our design, this buffer at the intermediate level consisted of a mainframe with many magnetic disks. Performance modeling and some preliminary measurements 2 have shown that such a system could not provide the required response times, one of the bottlenecks being the communication interface of the mainframe. Moreover, the mainframe solution was quite an expensive solution. It also became apparent that image data, which is frequently consulted in a particular ward, can preferably remain stored in that ward, for instance in the department of surgery.
For these reasons, the design was changed and the centralized buffer in Fig 1 was replaced by distributed image base buffers (Fig 2) , 5 At the same time, a communications bridge was introduced. This bridge splits the communication network into two parts: one part, connects the different units in the department of radiology and another part connects the workstations of all other wards. The communication traffic, which remains locally within the department of radiology, does not pass the bridge. On the other hand, the traffic on the ward network is not "seen" by the backbone as long as no references are made to data in the department of radiology. However, ir an image is requested from a workstation in a ward and cannot be found in the ward buffer, the image must be fetched from the central archive or from a buffer in the department of radiology and the bridge then enables the transfer of data between the two parts of the network.
Therefore, the installation of a bridge will reduce the amount of traffic on both parts of the network resulting in improved response times. If the amount of traffic on the ward network would also become excessive, more bridges may be installed to split the total number of wards into sections. In certain circumstances it would even be justified to provide the wards with their own archive, reducing even further the amount of traffic via the bridge.
PACS WITH A PARALLEL IMAGE DATA BASE
Our further discussion on PACS will now be focussed on that part of the PACS which will be used in the department of radiology or in another important department, such as internal or surgery. This means that we will not consider here important issues related to the communications between the wards and the department of radiology. Figure 3 shows the present PACS configuration for the department of radiology. The archive will contain the large image data base and will consist of a jukebox filled with optical disks that will contain the images to be used for a period of 100 days or more. Because the archive has a long access time (approximately 10 seconds), a subset of images, which are going to be used on the current day, is stored in a buffer. A more detailed investigation of the department of radiology, taking actual workloads into account, revealed that the one-day image buffer at intermediate level needed to consist of a number of parallel operating buffers to obtain the required response times.
As shown in previous reports, 2,6 a system throughput with a maximum rate of approximately 50 Mbits/sec is required to reach acceptable response times of 2 to 3 seconds. Because we and others 7,s have not succeeded in implementing a communication interface with a speed higher than 16 Mbits/sec, we were looking for system parallelism asa solution. We have found this solution by storing the images not in one buffer at intermediate level but in a parallel operating multibuffer, consisting of the computers 1, 2 and 3 in Fig 3 . In doing so, we solved simultaneously another problem which is inherent in the one-buffer system, le, that of the restricted disk data rate of approximately 16 Mbits/sec. Another important advantage of a multibuffer image base solution will be its potential for fault tolerancy.
Last but not least, we believe that a system using a number of large workstations for the implementation of an image data base at intermediate level will be more cost effective than using a mainframe for this purpose. The different units in Fig 3, eg, archive, buffers, workstations, and acquisition stations are all connected to a 100-Mbits/sec optical fiber network using the fiber distributed data interface (FDDI) communications protocol. The FDDI bit rate can be fully exploited by means of time multiplexing the communications of the different connected units.
One computer, called the supervisor, controls the system of Fig 3 and also incorporates the patient data base. Before accessing the image base, this patient data base must first be queried to find the relations between the patient identifiers and the locations of the corresponding patient images. With the images stored in several computers, the relational data base can be either of the centralized type, eg, all workstations in the department of radiology query only one relational data base or are of the distributed type. Updating the data on a distributed relational data base requires careful design to keep the data coherent. We have chosen a central relational data base, avoiding the data coherency problem. However, this solution may cause performance and reliability problems for which we must find a solution in future. Figure 4 shows the data flow.
(1) When a user wants to monitor a set of images from a patient, he/she sends a query to the supervisor. (2) The supervisor queries the structured query language (SQL) data base to find the location of the images. Subsequently, the supervisor asks either one of the bufferstations or the archive to send the data (images) to the user (4). Physically, the supervisor and SQL data base can be implemented in one computer.
INTEGRATION OF BUFFERS AND WORKSTATIONS IN A PARALLEL SYSTEM
Why are there still separate buffers 1, 2, 3 and is it possible to integrate these buffers with the extended workstations? Disk capacity has now become very inexpensive and a workstation can be easily equipped with 1 Gbyte of disk memory or more. The answer is that, although present workstations are very fast, it is not unlikely that they are still too slow to execute both the function of buffer and that of extended workstation and meet the performance requirements. This will depend very much on the specific applications that will run on ah extended workstation. Neverthetess, there are obvious advantages to combine these functions in one comfQL data bas t puter, because a certain percentage of images which the workstation will call for display will already be present in the same computer. The ideal situation would be one in which the bulk of the images that are required at a workstation could be preloaded in this station; however, operationally this will not always be possible. For that reason we are experimenting with a solution as given in Fig 3, in which one of the image buffers (number 3) is colocated with a workstation. Direct communication of images between computer 3 and the extended workstation, bypassing the Image Network in that manner, will be made available so that the load on the Network may be reduced.
ACR-NEMA COMMANDS IN A PARALLEL OPERATING IMAGE DATA BASE ENVIRONMENT
ACR-NEMA has defined a number of command-requests and command-responses at application level. These are: SEND, FIND, GET, MOVE, DIALOG, CANCEL, and ECHO2 These commands have probably been defined without considering a parallel operating image data base implementation with separate supervisor. This caused some problems for our data base version which are discussed below.
Suppose a new image has been acquired and it must be stored in the image data base. The supervisor has the knowledge to instruct the system where the acquired image should be stored. In a centralized data base system, the SEND_REQUEST would be used by the acquisition station to send the image to the data base. In this parallel operating image data base solution, the SEND_REQUEST command cannot be used because the destination address is not known by the acquisition station. We have solved this problem by having the acquisition station first send a FIND_REQUEST command with a shadow group to the supervisor. The shadow group informs the supervisor that this FIND command must get special treatment and that a new image must be stored somewhere in the data base. After having sent a FIND_RE-SPONSE as confirmation, the supervisor transmits a MOVE_REQUEST command to the acquisition station to direct the data to the selected destination. Although the use of a special FIND_REQUEST command with a shadow group is an ACR/NEMA compatible method, it is notan appropriate way of handling this problem.
A similar problem exists when a workstation must retrieve an image ora set of images for the image data base. The GET command cannot be used because the location where the image can be found is not known to the workstation. We solved this problem by having the workstation senda special FIND_REQUEST command to the supervisor, which in turn will senda MOV-E_REQUEST command to the specific buffer to have the data transferred to the workstation. Again, this is a somewhat improper use of the FIND command, although not incorrect.
ACR/NEMA-TRANSMISSION CONTROL/INTERNET PROTOCOLS

General
The ACR/NEMA communication standard, which was developed for the communication of digital medical images, corresponds to the OSI reference model. The ACR/NEMA target data rate at the physical level is 8 Mbytes/sec. Figure  5 shows a comparison between the OSI model and ACR/NEMA layers.
The ACR/NEMA interface does not have network capabilities. The equipment provided with an ACR/NEMA interface can communicate with only one other apparatus that is equipped with such an interface (point-to-point communication). If images must be communicated to various equipment via a network, the ACR/NEMA interface must be connected to a network interface unit (NIU), which in turn is connected to the network (Fig 6) . Figure 7 shows in more detail the OSI layers in the imaging equipment and the NIU. The message handling performed in session, transport, datalink, and physical layer of the imaging equipment interface must be undone again in the NIU. The NIU shown in Fig 7 has a transmission control protocol/internet protocol interface connected to a FDDI for optical fiber communication. Instead of the FDDI, ethernet can be used, but in general this would be too slow for PACS.
To simplify the interfacing and improve the performance, we have designed and built an intefface with layers as indicated in 
Definition of the Different ACR-NEMA TCP/IP Layers
Application layer. ACR/NEMA defines a number of commands that can be used to locate and move data. At this level, a minimum number of commands are defined: SEND, FIND, GET, MOVE, DIALOG, CANCEL and ECHO. The emitting side of these commands will issue command requests, and the receiving side will reply by one or more command responses. Most of the command messages are short, typically less than 250 bytes. However, the SEND_RE-QUEST carries data and can contain several millions of bytes. 
Presentation layer. All commands passed by
the application layer to the presentation layer are formatted into a well defined structure. Each message is organized into numbered groups representing the general categories of information. There area number of standard groups defined. The groups have a fixed numbering anda message must be transmitted in ascending order of group numbers. A message consists of a command group (number 0000) followed by groups of the data type. Each group is subdivided into data elements. The components of a data element are contained in four ¡ a group number, a data element number, a length, anda value. When storing information, the groups of a message containing the image and related patient information should preferably be stored in the ACR/NEMA format. Only the command group preceding these data groups must then be assembled in real time when a message is going to be transmitted.
Session layer. The session layer takes care of opening and closing the necessary logical channels using the transport layer beneath it. To do this it must bind logicat names to network addresses by maintaining a list of addresses of all other stations. Furthermore, it maintains a queue of information about the processed messages and takes care of retransmitting failed messages.
TCP. The TCP is a connection-oriented, end-to-end re[iable protocol designed to fit into a layered hierarchy of protocols that support multinetwork applications. It provides a highly reliable station-to-station protocol. It uses the underlying transport mechanism, for example IP datagrams, to transmit its packets. TCP recovers data that is damaged, lost, duplicated, or delivered out of order by the underlying communication system. This is achieved by assigning a sequence number to each packet and requiring a positive acknowledgement from the receiving TCP. If the acknowledgement is not received within a timeout interval, the data is retransmitted, lo IP. The IP provides for transmitting blocks of data, called datagrams, from sources to destinations, where sources and destinations are stations identified by fixed length addresses. lP also provides for fragmentation and reassembling of long packages. It sends datagrams of variable size, depending on the underlying layers and the provided TCP packages. The header checksum provides a verification that the information in the datagram has been transmitted correctly. Ir the header section fails, the internet datagram is discarded. 11 MAC layer. This MAC layer decouples the general TCP/IP software from the specific underlying hardware. L2-14 Datalink/Physical layer. The datalink [ayer handles packet interpretation, packet framing, and flow control. The physical layer is concerned with the transmitting of individual bits over a communication channel. Examples of datalink/physical layers named in this report are FDDI and Ethernet. The FDDI defines a standard for optical fiber token ring networks. It defines a speed of 100 Mbits/sec over a distance up to 2 kilometers, ls,16 Ethernet defines a carrier sense multiple access network with collision detection (CSMA/CD) with speeds up to 10 Mbits/sec.
SOME PERFORMANCE MEASUREMENTS
Before starting the design of the ACR-NEMA TCP/IP interface, we have investigated the feasibility of using TCP/IP in a h… PACS environment. The performance of network communications depends largely on the delays of the transmission medium and the communication interfaces. Some well-known transmission media are Ethernet and FDDI. Ethernet is a one-persistent CSMA/CD proto- col over a coax bus network and usually has a transmission speed of 10 Mbits/s. FDDI uses an optical fiber as its medium, and its protocol is based on the token ring access method. The transmission speed of FDDI is 100 Mbits/s. Of the communication interface, the TCP/IP delays are difficult to analyse, particularly in combination with the lower transmission layer. 17 To predict the behavior, some measurements were done on the throughput of TCP/IP on ethernet and vŸ the loopback interface ( Table 1) . The loopback interface is used when source and destination are the same machine. This is comparable with TCP/IP without a transmission layer. Table 1 presents some numbers concerning TCP/IP performance. These numbers were obtained using a TCP/IP source and sink application, under the condition that no other applications were running on the used machines. Of course the execution time of the TCP/IP code depends on the kind of central processing unir (CPU), memory bus bandwidth, and the percentage of time the CPU can spend on the communication application. It is estimated that using Sparc2 stations connected to an FDDI network, a maximum speed of approximately 2 Mbyte/ sec can be reached. The fact that FDDI uses packet sizes up to 4,000 bytes, whereas the maximum packet size in ethernet is 1,460 bytes, reduces the code overhead per byte in respect to ethernet. An FDDI network can transport 12.5 Mbytes/sec. Therefore, by time multiplexing messages on the network and by exploiting the parallelism of the multibuffer, one is able to reach the desired system throughput of 5 to 8 Mbytes/sec.
STRUCTURE OF THE ACR-NEMA TCP/IP INTERFACE SOFTWARE
Software Requirements
It can be stated that the PACS software must comply to the ACR-NEMA specifications, use the standard TCP/IP libraries, work with both UNIX and OS/2 operating systems, be easy to 61 use when writing new applications, and have good response times.
Implementation Considerations
The requirement that it must be easy to write new applications led to the development of a separate universal interface program, because all possible ACR-NEMA stations must have the same communication functions. Using this interface for handling the communication functions, ACR-NEMA applications can be built (namely, application for workstation, application for archive, application for acquisition station).
This separation of the communication functions from the application also resulted in satisfying the requirement that a user program should not have to wait for the communication part of the software while it is handling a message of several megabytes. In Fig 9 the software architecture for a workstation is shown.
In the following paragraphs a general overview of the functions of the interface will be given. The communication between the application and the interface will also be described, followed by a detailed discussion of the interface program,
The Inte~face Functions
The interface program must take care of sending images to and receiving images from other stations. When an application wants to send a message, the interface program constructs a command group and links this data part to the message part provided by the application. The interface maintains a queue consisting of the send messages. In this queue, the current state of the message is stored and updated until a final reply has been received. Thereafter, a signal will be given to the application program. The interface also links the ACR/NEMA stations names such as "Doctor Ben Johnson" or "Camera 1" to their internet addresses.
Furthermore, the interface program must have the capability to send error responses on request from other stations. This is necessary when, for instance, the application program is out of order or no memory is available to store incoming messages. Besides these obvious reasons, the interface program also checks the message for having a correct ACR/NEMA format, which might result in sending an error response.
The Application Functions
Using the interface and its functions described above, applications can be written that perform, for instance, the user-computer data exchange, the data base routines, and the supervisor functions.
The application must build a complete message in the ACR/NEMA presentation format (except the command group). This data can be the image generated by a camera or the comment on a certain set of images. In case of a data base application, the application should handle the information retrieval and storage.
Communication Between Application and Interface
The communication between the application program and the interface program is based on pipes between these programs and pieces of shared memory accessible by both programs. Because copying the data in a different memory part would cause a significant performance loss, the usage of shared memory is chosen. The information that passes through the pipes are buffer identifiers referring to data structures in the shared memory. In these data structures all information needed by both programs and additional information about the status of the segments can be store&
The Structure of the Interface Program
Because ir is preferable for the interface program to continue its functions while receiving or sending a message of several megabytes, the interface program itself has been split into three processes. The main process handles most of the functions described earlier. The second process, called the send process, creates a TCP socket and writes to it. The third process, a receive process, reads the TCP receive socket. The communication between the main process and the send and receive processes also uses pipes and the same shared memory. This structure of the software for a data base application is shown in Fig 10. An additional advantage to using separate processes is for the potential of implementing additional send and receive processes, using the same pipes to enable multiple messages to be concurrently sent or received. If an option to send high priority messages is desired, this can be implemented by a separate send process with its own pipes to the interface.
Integration of ACR-NEMA with TCP/IP
Although TCP is a connection oriented protocol, the interface program uses it as a semiconnectionless transport medium. The receive part initially opens a receive socket when starting up. When receiving a connect request, the TCP software creates a new socket to receive the incoming message. After receiving the entire message, the new socket is closed.
The send process opens a new socket for every message to be sent, using the internet address it gets from the interface. The message is then split by TCP i.nto smaller packets and sent using IP datagrams. The size of these packets is determined by the TCP layer, depending on the underlying communication layers and the TCP buffer size. After having sent the message, the socket is closed again. The data stream is checked at two levels. The first level is executed by TCP and it checks whether or not the connection oriented point-to-point protocol is reliable. The second level is embedded in the interface program to check responses on correctness and to verify the ACR/NEMA structure of the messages. To avoid problems in data coherence, the system has been equipped with a central relational data base that relates patient data with image storage locations. In addition to modeling the system, a small scale laboratory PACS has been developed that enables us to carry out performance measurements on alternative configurations. It is recognized that the central relational data base could become a performance and reliability bottleneck. In the future, not only the image base, but also the relational data base may need to be distributed.
Presently, we have a laboratory PACS in operation that consists of several (different) types of workstations, a supervisor that also contains the relational data base and several buffer stations, and all are connected through ACR/NEMA TCP/IP protocols to ethernet.
The use of an ACR/NEMA TCP/IP interface whose design is discussed in this report, eliminates the need for separate NIUs reducing communication delays and complexity. In this communication interface design, much attention has been given to optimizing the speed by avoiding, as muchas possible, copying actions and running processes in parallel. The design of the ACR/NEMA TCP/IP interface allows an average throughput of 2 Mbyte/sec on a modern workstation and uses ah FDDI communication connection. The rate at the FDDI physical layer will be 12.5 Mbyte/sec, which can be fully exploited by multiplexing the communications of the different connected units, each having a lower throughput. Our ACR/NEMA TCP/IP interface operates both under UNIX and the OS/2 operating system.
