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Re´sume´ – Le filtrage adapte´ est, sans doute, une des techniques les plus utilise´es en de´tection/estimation et le pe´riodogramme,
la formation de voies ou la formation de faisceaux en sont quelques interpre´tations. Dans tous ces cas, il a une re´solution limite´e
et ses performances ne s’ame´liorent pas fondamentalement quand le nombre de donne´es ou le rapport signal a` bruit augmente,
ce n’est pas une me´thode a` haute re´solution. Nous avons propose´ une fac¸on, que nous avons appele´e le filtre adapte´ global, qui
re´sout le meˆme type de proble`me. Il a des performances comparables a` celles des me´thodes haute re´solution pour un couˆt de calcul
raisonnable. Nous de´montrons la convergence d’un algorithme d’optimisation qui permet d’appliquer le filtre adapte´ global a` des
donne´es complexes.
Abstract – The matched filter is the method of choice in detection-estimation when a single signal is to be detected. When
several signals are present, the answer is more open since it is not a high resolution method. The global matched filter is a high
resolution method that drastically improves upon the matched filter, while keeping a reasonable computational cost. We establish
here, that an algorithm that allows to apply the global matched filter to complex data, converges to the expected optimum.
1 Introduction
Le filtre adapte´ (FA) permet de de´tecter ou localiser dans une
observation (un signal observe´) un signal connu noye´ dans du
bruit. Si le signal connu a` de´tecter n’est pas isole´ et s’il s’agit
de de´tecter et estimer des signaux proches les performances du
filtre adapte´ se de´gradent rapidement, on dit que son pouvoir
de re´solution est limite´.
Il en est de meˆme pour la me´thode connue sous le nom
de “matching pursuit” (MP) [1] et dans laquelle l’endroit de
corre´lation maximale est localise´ et le signal soustrait de l’ob-
servation avant de recommencer l’ope´ration en cherchant l’en-
droit de corre´lation maximale sur l’observation re´siduelle. Le
filtre adapte´ global (FAG) [2]-[4] s’attaque aux meˆmes proble`mes,
mais, alors que le FA cherche les endroits ou la corre´lation est
maximale les uns apre`s les autres sans les retrancher les contri-
butions, et que MP les localise et les retranche, le FAG localise
les endroits et calibre les contributions globalement et simul-
tane´ment. On cherche le minimum d’un crite`re et, ide´alement,
ce minimum fournit a` la fois le nombre de signaux ne´cessaires
pour expliquer l’observation, les endroits ou` les placer et les
amplitudes associe´es.
Le FAG a e´te´ de´veloppe´ pour des donne´es re´elles et donc, en
radar ou sonar, on l’applique en sortie de formations de voies,
par exemple. Le crite`re a` minimiser est convexe et du type pro-
gramme quadratique. Pour le minimiser un algorithme parti-
culie`rement efficace a e´te´ propose´ [5],[6]. Le crite`re du FAG
est facile a` transposer au cas complexe mais sa minimisation est
plus difficile et l’algorithme rapide de´veloppe´ pour le cas re´el
ne s’e´tend pas au cas complexe, pas plus que les algorithmes
de programmation quadratique. Nous e´tablissons ci-dessous la
convergence vers l’optimum global d’un autre algorithme du
type moindres carre´s ite´re´s ponde´re´s (IRLS) [7]-[10], que nous
obtenons comme un algorithme de points fixes.
Pour fixer les ide´es et illustrer le propos, nous conside´rons un
cas simple, facile a` pre´senter et non sans inte´reˆt. On observe  
e´chantillons d’une somme de sinusoı¨des et on veut retrouver le
nombre de sinusoı¨des et pour chacune d’elle amplitude, phase
initiale et fre´quence. On range les observations dans un vecteur
colonne

et on construit une matrice  de dimension  
avec 
	   . La  -e`me colonne de  ,   ﬁﬀ , a










les   dernie`res colonnes de  sont les conjugue´es de ces  8























le vecteur complexe conjugue´ trans-
pose´ si
J








, la somme des modules des composante de A .
L’ide´e est de reconstruire les sinusoı¨des a` l’aide des colonnes
de  . Ide´alement une sinusoı¨de serait reconstruite a` l’aide de 	
colonnes conjugue´es de  , ponde´re´es par des poids conjugue´s
eux aussi. Les poids permettent de retrouver l’amplitude et la
phase initiale, alors que la fre´quence est de´duite des indices
des colonnes. Dans la pratique, il faut, bien entendu, davantage
de colonnes car les fre´quences des sinusoı¨des a` reconstruire ne
sont pas des multiples de R35 	 Sﬀ , notamment. Pour conserver
une repre´sentation parcimonieuse, on tole`re alors une erreur
de reconstruction qui est re´gler a` l’aide du parame`tre E . En
absence de bruit additif sur les observations, ET ,5",U peut
permettre de gommer/tole´rer les erreurs de reconstruction dues
a` la discre´tisation en fre´quence.
Dans le paragraphe qui suit, nous donnons / e´tablissons les
conditions ne´cessaires et suffisantes d’optimalite´ de (1) et nous
de´veloppons l’algorithme de minimisation ite´rative dont nous
prouvons la convergence dans le paragraphe 3. Dans le pa-
ragraphe 4, nous pre´sentons quelques re´sultats de simulation
concernant l’exemple de´taille´ plus haut, avant de conclure.
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2 Conditions d’optimalite´ et algorithme
2.1 Conditions d’optimalite´
Nous appelons 0  A ﬀ la fonction, de

dans  , a` minimi-
ser (1), elle est convexe et les conditions d’optimalite´ du pre-
mier ordre sont donc aussi suffisantes
Proposition: A est un minimum de (1) si et seulement si il










si ) 	R) P A '
 ,











De´monstration: Comme 0 est convexe, il suffit de ve´rifier que
la variation du premier ordre dans 0 -A C A ﬀ est F, .
On commence par ve´rifier que pour )*6) P A ' 
 , , aussi























































































































ﬀ dans les deux sommes
















































































ce qui e´tablit le re´sultat, puisque ces derniers termes sont tous
positifs ou nuls, car P  ' P  et donc :  /+P  ' P?9+:<; 8ﬃ ﬀ , . @

















Pour introduire des notations utilise´es plus loin, on de´coupe
l’optimum A de (2) en ses composantes non nulles FA avec ) 
ﬀ et ses composantes nulles G A avec ) H   ﬀ et de´compose



























ou` nous notons, par analogie avec le cas re´el, J  -L   +FA ﬀ le vecteur
F dont les composantes sont : A ' 3 P A ' P .
2.2 L’algorithme de points fixes
Si on suppose que A n’a pas de composante nulle, alors le
vecteur  est parfaitement de´fini et, en posant P M P diag  P A P ﬀ ,
on a  











A , sous la forme A  N-A ﬀ avec
N A












avec P M PS diag  P A P ﬀ  (4)
















. On va supposer qu’aucune composante de A
'
ne
sera jamais exactement nulle, puisque sinon elle le demeure
dans toute la suite et qu’au mieux on convergera vers l’opti-
mum de (1) avec une matrice  re´duite de laquelle on aurait
retire´ la colonne associe´e a` la composante nulle.
Cet algorithme a de´ja` e´te´ propose´ dans le cas re´el, il peut
aussi eˆtre vu comme un algorithme des moindres carre´s ponde´re´s
ite´re´s (IRLS) [7]-[9].. On va de´montrer qu’il converge vers un
optimum note´ A
Q
. A notre connaissance, aucune preuve comple`te
n’existe, ni dans le cas re´el, ni dans le cas complexe.
3 Analyse de convergence
Nous allons e´tablir que :


























PS diag  P A
'
!
P ﬀ converge vers l’optimum de (1), si au-
cun point de la suite n’a de composante nulle. @
La probabilite´ pour qu’une composante s’annule exactement
est extreˆmement faible, meˆme sur un ordinateur, mais la ques-
tion de la mesure de l’ensemble des points menant a` un tel “ac-
cident” reste pose´e. Par ailleurs, il faut bien noter que cela n’in-
terdit e´videmment pas a` la suite de converger vers un point qui
a de nombreuses composantes nulles.
Le sche´ma de la preuve est le suivant. Nous caracte´risons
d’abord les points fixes de l’ite´ration. Leur nombre est fini et
ils sont isole´s. On de´montre ensuite que la fonction de´croıˆt le
long des points de la suite, ce qui implique qu’elle est borne´e
et admet donc des points d’accumulation. On introduit alors la
suite 
'











P , , que 
'
converge vers un point
d’accumulation qui est aussi un point fixe et que ceci est vrai
e´galement pour A
'
. Il reste alors a` prouver que tous les mauvais
points fixes sont re´pulsifs.
3.1 Les points fixes





























L’origine est toujours un point fixe. Soit A est un autre point
fixe et partitionnons le en FA (composantes non nulles) et en G A
(composantes nulles). Cela induit une partition de  et on a,
par exemple,  A  FIFA . Les e´quations dans (6) associe´es a` G A















































qui n’est autre que (3) restreint a` ) Yﬀ . Cela signifie que A
Q
,
le point de convergence souhaite´, est bien un point fixe de (4).
Si l’optimum de (1) n’est pas atteint en un point unique, mais
en tout point d’un ensemble convexe, alors tous les points de
cet ensemble, sont des points fixes.
950
Pour obtenir d’autres points fixes, on retire une ou plusieurs
colonnes de  et on conside`re un optimum A 
Q
du nouveau
proble`me (1) associe´. A cet optimum, on associe alors une par-
tition, que l’on peut e´tendre au A complet, et pour les com-
posantes non nulles on arrive a` (7) et donc (8) qui admet une
solution puisque A 
Q
satisfait (3). On a de´ja` dit que si une (ou
plusieurs) composante d’un A
'
issu de (4) devenait nulle, par
accident, alors on convergeait au mieux vers la solution d’un
autre proble`me. A chacun de ces autres proble`mes est donc as-
socie´ un (ou un ensemble convexe de) point fixe.
Il y a par conse´quent un nombre fini de points fixes ou d’en-
semble de points fixes, qui se distinguent par le jeu des indices
associe´s aux composantes nulles. Leur nombre diminue quand






, il reste un seul point fixe,
l’origine.
3.2 Un algorithme de descente







que l’on note aussi 0   0
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D3









 est le gradient de la partie quadratique de
0 .
En posant A  A.ﬃ / A< ,

0 = 0  A5ﬃ
ﬀ8/
0 -A<











































0  , , on oublie le terme quadratique, qui







































































































































 , pour tout






1 convergent vers ze´ro quand





3.3 Convergence vers un point fixe
Comme 0 est convexe et de´croit le long de 2A
'
 , cette suite
reste dans un compact et admet des points d’accumulation. On









. Elle admet de la meˆme fac¸on des points d’accumu-










De plus, comme N A ﬀ  N ﬀ , (4), on peut associer a` chaque

















Nous de´montrons des proprie´te´s de  
'
 transposable a` 2A
'
 .










On a vu plus haut que
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est borne´, on en de´duit



















ﬀ Les points d’accumulations de   '  sont des points fixes








































 converge vers un point fixe. Comme il y a un nombre
fini de points fixes, pour ) suffisamment grand la suite reste


















P , , et converge donc vers lui.
Comme les points fixes se distinguent entre eux notamment
par le jeu des indices des composantes nulles, si  ' P 
M

















E , il y a un seul point fixe, le de´sire´, et il






HE et on rappelle que
l’on suppose qu’aucune composante de A
'
, n’est jamais nulle.
On commence par l’origine qui est toujours un point fixe.













 et soit  la composante
qui re´alise l’e´galite´. On re´crit (4) sous la forme e´quivalente
A


























A , l’origine serait
bien re´pulsive, puisque le module 
'
1
de la  -e`me composante
de A
'
divergerait comme   C  ﬀ
'
. Mais on peut se ramener a` ce
cas en conside´rant une boule autour de l’origine, dont le rayon
est choisi pour que la norme entre  N4C 63 E ﬀ  P * P ,+ ﬀ ﬃ G et la
matrice identite´ soit aussi petit que souhaite´. De`s que A
'
entre
dans cette boule la  -e`me composante augmente et la suite en
ressort.
Soit maintenant A  un point fixe diffe´rent de l’optimum A
Q
de (1), la de´monstration est similaire. Ce point fixe est obtenu a`
partir de optimum -  de (1) quand la matrice  est remplace´e
par   obtenue en enlevant une ou plusieurs colonnes de  .
On note FA  les composantes non nulles de A  identique a` celles
de -  et G A  les composantes nulles de A  , celles de -  plus
celles pre´alablement enleve´es. Cette partition de A  induit une
partition de  en F  et G


. Comme A  est un point fixe, FA 












































et comme FA  correspond aux composantes non nulles de l’op-

































, a au moins
une composante plus grande que  en module (associe´e a` une
colonne manquante dans   et re´introduite dans G

 ) car sinon
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A serait un optimum du proble`me initial (1). En combinant ces
























On montre maintenant que si A
'
rentre dans une boule centre´e




G qui suit A
'






























mais en partitionnant cette relation selon la partition induite par
A






























Comme F F.  a une composante plus grande que un en module,





 augmente et il en est




, en choisissant bien le rayon de
la boule. De`s que A
'
entre dans cette boule centre´e en A  au
moins une composante (proche de ze´ro) augmente en module
et la suite 2A '  en ressort. @
4 Exemple d’application et conclusions





















' avec Rﬂ '  du bruit blanc gaussien de variance unite´.
On construit la matrice  avec   	  colonnes de la fac¸on


































qui a ge´ne´riquement aucune compo-
sante nulle. On observe qu’apre`s convergence, pour un vecteur

re´el le vecteur A posse`de une syme´trie hermitienne (et cela
meˆme si AQ ne l’a pas), c’est bien suˆr une proprie´te´ du point
fixe qui peut e´ventuellement eˆtre prise en compte pour simpli-
fier la mise en oeuvre de l’algorithme et gagner en temps de
calcul.





,S, colonnes. Nous simulons   	 sinusoı¨des d’am-
plitude  1   et un bruit d’e´cart type    	S	 ce qui correspond













. On pre´sente dans la
Figure 1, le re´sultat des 20 premie`res ite´rations de l’algorithme
(le module de A  	 ,S, ﬀ ). Nous avons re´gle´ le parame`tre E
a` ,5( dans (1), cf [4], mais le re´sultat est peu sensible a` ce
re´glage. La me´thode se´pare les deux sinusoı¨des alors que le
pe´riodogramme ne les se´pare pas.
Dans le cas d’un e´chantillonnage re´gulier il y a bien entendu
de nombreuses me´thodes concurrentes mais il est clair que le
FAG s’applique aussi bien dans le cas d’un e´chantillonnage
irre´gulier ou` la concurrence est bien moins vive.
Pour l’application pre´sente´e les observations sont re´elles mais
l’extension du FAG au cas complexe a permis de traiter sans
difficulte´ le cas de phases initiales  1 non nulles, [12].
Il faut aussi noter que le proble`me d’optimisation (1) peut
eˆtre traite´ dans le cas complexe a` l’aide des me´thodes SOC (se-
cond order cone programming) un cas particulier d’approches
plus ge´ne´rales appele´es “convex conic programming” [13][14].




















FIG. 1: Module des 200 premie`res composantes de A pour les
20 premie`res ite´rations
Dans la transcription, le nombre des inconnues augmente sensi-













dont la re´e´criture est plus simple.
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