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Abstract
We prove new theoretical results about several variations of the cop
and robber game on graphs. First, we consider a variation of the cop and
robber game which is more symmetric called the cop and killer game. We
prove for all c < 1 that almost all random graphs are stalemate for the
cop and killer game, where each edge occurs with probability p such that
1
nc
≤ p ≤ 1 − 1
nc
. We prove that a graph can be killer-win if and only
if it has exactly k ≥ 3 triangles or none at all. We prove that graphs
with multiple cycles longer than triangles permit cop-win and killer-win
graphs. For (m,n) 6= (1, 5) and n ≥ 4, we show that there are cop-win and
killer-win graphs with m Cns. In addition, we identify game outcomes on
specific graph products.
Next, we find a generalized version of Dijkstra’s algorithm that can
be applied to find the minimal expected capture time and the minimal
evasion probability for the cop and gambler game and other variations of
graph pursuit.
Finally, we consider a randomized version of the killer that is similar
to the gambler. We use the generalization of Dijkstra’s algorithm to find
optimal strategies for pursuing the random killer. We prove that if G is
a connected graph with maximum degree d, then the cop can win with
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probability at least
√
d
1+
√
d
after learning the killer’s distribution. In ad-
dition, we prove that this bound is tight only on the (d+ 1)-vertex star,
where the killer takes the center with probability 1
1+
√
d
and each of the
other vertices with equal probabilities.
1 Introduction
The game of cop and robber on a graph is a simple model of the process of pursu-
ing an adversary. Nowakowski and Winkler [11] and Quilliot [12] independently
defined the game on a given graph G and identified the graphs on which the
cop has a winning strategy, assuming that both players use optimal strategies.
Several other papers have studied different aspects of this game [3, 4, 5, 8, 9],
such as the capture time.
In the original version of the game, the cop and robber play the following
game on a graph G: the cop chooses a vertex, then the robber chooses a vertex,
then the players take turns moving beginning with the cop. A move is either
staying at one’s present vertex or moving to an adjacent vertex, and both players
see each move. The cop wins if they occupy the same vertex at some point,
otherwise the robber wins.
Other versions of graph pursuit have also been studied, such as a variation
where the robber becomes a rabbit and is able to hop between vertices [1, 2].
In another version of the game, the robber becomes a gambler and uses a fixed
probability distribution on the vertices of the graph to determine its next vertex,
moving simultaneously with the cop or cops [6, 7, 10, 13].
In this report we prove new theoretical results about several variations of
the cop and robber game. We consider a variation of the cop and robber game
which is more symmetric. The two players are now a cop and a killer, also a
perfect information game. The cop and killer each pick a vertex. Then the game
begins, with the cop going first. She moves to an adjacent vertex, followed by
the killer moving to an adjacent vertex. If after the cop moves she occupies the
vertex where the killer is located, she wins. Similarly, if after the killer moves,
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he occupies the vertex where the cop is located, he wins. If neither happens
after a infinite amount of turns, it is a stalemate.
We prove for all c < 1 that almost every random graph is stalemate for the
cop and killer game, where each edge occurs with probability 1nc ≤ p ≤ 1− 1nc .
Next, we prove that a graph can be killer-win if and only if it has either exactly
k ≥ 3 triangles or none at all. We give examples of infinite graphs that are
cop-win, killer-win, and stalemate. In addition, we prove that graphs with
multiple cycles longer than triangles permit cop-win and killer-win graphs. For
(m,n) 6= (1, 5) and n ≥ 4, there are cop-win and killer-win graphs with m Cns.
For connected graphs H and G with |G| > 1 and |H| > 1, we find the
result of the cop and killer game on several products of G and H. We prove
that G  H is a stalemate if at least one of G and H is not a tree. We show
that G × H is a stalemate if both G and H are not killer-win, and killer-win
otherwise. Finally, we prove that G  H is cop-win if both G and H have a
universal vertex, and is stalemate otherwise.
We find a generalized version of Dijkstra’s algorithm that can be applied to
find the minimal expected capture time and the minimal evasion probability for
the cop and gambler game and other variations of pursuit on graphs. We further
consider a randomized version of the killer that is similar to the gambler. We
use this algorithmic method to find optimal strategies for pursuing the random
killer. We prove that if G is a connected graph with maximum degree d, then the
cop can win with probability at least
√
d
1+
√
d
after learning the killer’s distribution.
In addition, we prove that this bound is tight only on the (d+ 1)-vertex star,
where the killer takes the center with probability 1
1+
√
d
and each of the other
vertices with equal probabilities.
2 Cop and killer
As mentioned previously, this is a more symmetric variation of cop and robber.
We found some basic properties of cop-win, killer-win, and stalemate graphs.
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Lemma 1. (1) All graphs with a universal vertex are cop-win.
(2) All trees which are not stars are killer-win.
(3) Triangle is cop-win, four-cycle is killer-win, and cycles with more than four
vertices are stalemate graphs.
(4) Grid graphs larger than 1× 3 are killer-win. King’s graphs larger than 3× 3
are stalemate graphs.
(5) A bipartite graph is cop-win if and only if it is a star.
Proof. (1) is trivial.
(2) If a tree has no universal vertex, then it has at least 3 vertices. The killer
could always pick a vertex that is 2 steps away from the cop and then chase
down the cop.
(3) In a cycle with more than four vertices, whenever two players are two steps
apart, the player who moves next moves away from the other and increases their
shortest distance by one. Therefore they will never be one step apart, which is
a stalemate.
(4) In a 1×k grid graph with k > 3, the killer could pick a vertex two steps away
from the cop. In a k×l grid graph with k, l > 1, the killer could start at a vertex
two steps away from but not horizontally or vertically aligned with the cop. In
both cases the killer wins by keeping the same relative position to the cop. In
a king’s graph larger than 3× 3, the killer can always choose an initial position
at least two steps from the cop. Then, whenever they are exactly two steps
apart, they must be vertically or horizontally aligned. Hence the next moving
player can always move to a vertex further away from the other, therefore it is
a stalemate.
(5) A star is clearly cop-win. For a non-star bipartite graph G with V (G) =
A ∪ B and A ∩ B = ∅, suppose cop starts at v ∈ A. If |A| = 1 since G is not a
star, the killer can remain free forever by selecting a vertex in B not adjacent
to v; if |A| > 1, then the killer starts at another vertex u in A. He later either
switches between A and B following the cop, or wins by capturing the cop.
There are also interesting properties regarding retract and bipartiteness.
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Lemma 2. (1) Killer-win and stalemate graphs are all non-retract-closed.
(2) If a graph is not stalemate, then it either has an universal vertex or there
exist vertices u, v ∈ V (G) such that N (v) ⊆ N (u) and there is no edge
between u and v.
(3) For each m ≥ 1, there are non-bipartite killer-win graphs that are also
C2k+1-free for each 1 ≤ k ≤ m.
(4) The maximum number of edges is Θ
(
n2
)
for a non-bipartite killer-win
graph that is also C2k+1-free for each k ≤ m with m fixed.
Proof. (1) C4 retracts to P3, the former is killer-win and the latter is cop-win.
Also C6, stalemate, retracts to P4, killer-win.
(2) It suffices to show that a non-stalemate graph without universal vertex
has two vertices u and v with N (v) ⊆ N (u) and no edge between u and
v. Suppose in the last step a player moves from u to w and capture the
other, and in the previous step the losing player moves from v to w. If
N (v) is not a subset of N (u), then the losing player could have moved
to a vertex in N (v)−N (u) without losing. If there is an edge between u
and v, then the losing player could have killed the winning player.
(3) We construct a graphG with verticesA1, A2, . . . , A2m+3, B1, B2, . . . , B2m+3.
(Ai, Bi+1) , (Ai, Ai+1) , (Bi, Bi+1) , (Bi, Ai+1) ∈ E (G) for each i ∈ [2m +
2]. Also (A2m+3, A1) , (B2m+3, A1) , (A2m+3, B1) , (B2m+3, B1) ∈ E (G).
Because G has odd cycles it is not bipartite. Define clusters Ki = {Ai, Bi}
for i ∈ [2m+ 3]. The killer wins by starting at the vertex belonging to the
same cluster Ki as the cop. Moreover, clearly the smallest odd cycle has
length 2m+ 3. Figure 1 shows this for m = 5.
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Figure 1: A C2k+1-free non-bipartite killer-win graph for each 1 ≤ k ≤ 5.
(4) Similar to the construction in (3), assume n ≥ 4m+ 6 and build a graph
with vertices labeled 1 through n, where vertices u and v are connected
if and only if u − v ≡ ±1 (mod 2m + 3). Define clusters Ki = {v | v ≡ i
(mod 2n + 3)} for i ∈ [2m + 3]. Killer wins if he picks the same cluster
as the cop. The graph has Θ
((
n
2m+3
)2)
edges and no C2k+1 for each
k ∈ [m].
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Figure 2: A C2k+1-free non-bipartite killer-win graph for each 1 ≤ k ≤ 5 of size ≥ 4 · 5 + 6.
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The next proof shows for all c < 1 that almost all random graphs are stale-
mate for the cop and killer game, where each edge occurs with probability p
such that 1nc < p < 1− 1nc .
Lemma 3. Let c < 1. Then almost all random graphs are stalemate for the cop
and killer game, where each edge occurs with probability p such that 1nc ≤ p ≤
1− 1nc .
Proof. In the last lemma, we proved that if a graph is not stalemate, then it
either has an universal vertex or there exist u, v ∈ V (G) such thatN (v) ⊆ N (u)
and there is no edge between u and v. The probability of a universal vertex is
at most npn−1 by the union bound, which has a limit of 0 as n→∞.
The probability of having vertices u, v ∈ V (G) such that N (v) ⊆ N (u) and
there is no edge between u and v is at most n2 (1 + p (p− 1))n−2 by the union
bound, which also has a limit of 0 as n→∞. Thus if sn denotes the probability
that the random graph on n vertices is stalemate, then limn→∞ sn = 1 for
1
nc < p < 1− 1nc .
Next we determine for each k ≥ 0 if there are any killer-win graphs with k
triangles.
Lemma 4. A graph can be killer-win if and only if it has no triangles or exactly
k ≥ 3 triangles.
Proof. C4 is a killer-win graph with no triangles.
If there is exactly one triangle, the cop could pick a vertex in it and stay in
the triangle. The moment the killer enters the triangle he loses. Moreover he is
adjacent to at most one vertex, so the cop could always move to a vertex in the
triangle not adjacent to the killer.
If there are two triangles and they share a side, let it be (u, v) and the other
two vertices in the triangles are x and y. Define A = {u, v, x, y}. The cop picks
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u. When the killer is outside of the triangles, he is adjacent to at most a vertex
in A, so the cop could always move to another vertex in A. The only possible
way for the killer to enter A is to move to x when the cop is at y or vice versa.
Clearly, the cop could have moved between u and v instead, and thus the killer
would not move to x or y.
If the two triangles do not share a side, then similar to the one-triangle sit-
uation, the cop could always move to a vertex in the same triangle not adjacent
to the killer.
We provide a killer-win graph with three triangles. Consider a pentagon and
an extra vertex x. Exactly four of the vertices in the pentagon are adjacent to
x, as in Figure 3. It is not hard to verify that this is killer-win.
Figure 3: A killer-win graph with three triangles.
Finally, for k > 3, we can construct k triangles T1, . . . , Tk, such that
• Ti and Ti+1 share a side for all 1 ≤ i < k,
• there are no more common sides, and
• there is no common vertex to all k triangles.
We then 3-color this graph, as shown in Figures 4 and 5. The killer can
always pick a vertex of the same color as the cop. In subsequent steps the killer
should move towards the cop, but matching the cop’s color at every step. The
cop will eventually be cornered at T1 or Tk.
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Figure 4: A killer-win graph with more than 3 triangles.
Figure 5: Another killer-win graph with more than 3 triangles.
From previous results we have:
Lemma 5. There are infinite graphs that are cop-win, killer-win, or stalemate.
Proof. Stars are cop-win, paths with more than three vertices are killer-win,
and cycles with more than four vertices are stalemate, as seen in Figure 6.
...
...
...
Figure 6: Infinite graphs that are cop-win, killer-win, and stalemate.
Unlike triangles, longer cycles permit cop-win and killer-win graphs.
Lemma 6. For (m,n) 6= (1, 5) and n ≥ 4, there are cop-win and killer-win
graphs with m Cns.
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Proof. To make a cop-win graph with m Cns, consider m Cns. Each pair of Cns
share a fixed vertex v, and v is also the universal vertex within each Cn, as in
Figure 7. The cop picks v and wins.
Figure 7: A cop-win graph with multiple cycles of length n ≥ 4
We now construct a killer-win graph with m Cns.
1. If n = 4, take n disconnected copies of C4 as shown in Figure 8.
Figure 8: A killer-win graph with multiple cycles of length n = 4
2. If n > 4, take triangles T1, . . . , Tm+n−3, such that
• Ti and Ti+1 share a side for all 1 ≤ i < m+ n− 3,
• there are no more common sides, and
• there is no common vertex to all (m+ n− 3) triangles.
We then 3-color this graph, as shown in Figure 9. The killer can always
pick a vertex of the same color as the cop. In subsequent steps the killer
should move towards the cop, but matching the cop’s color at every step.
The cop will eventually be cornered.
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Figure 9: A killer-win graph with multiple cycles of length n ≥ 5
The Cartesian product of two graphs turns out to be a stalemate graph in
most cases.
Lemma 7. Let G and H be connected graphs such that |H| > 1 and G is not a
tree, then GH is stalemate.
Proof. We use vertex pair (u, v) to represent a vertex in GH for u ∈ V (G) , v ∈
V (H). For distinct u1, u2 ∈ V (G), v1, v2 ∈ V (H), (u1, v1) is not adjacent to
(u2, v2) in GH, which therefore has no universal vertex.
Then it suffices to show that given two players that are not adjacent to each
other, the next player could always move to another vertex such that they are
still not adjacent. We prove a stronger condition, that both players can stay
in a cycle of length 3 or more in G forever. Let the players be at (u1, v1) and
(u2, v2), and assume that the former player moves next. If u1 = u2, then v1
and v2 are not equal or adjacent, so she could move to (u3, v1) for any u3 in the
cycle in G that is adjacent to u1. If u1 is adjacent to u2 in G, then v1 6= v2.
Thus the former player can still move to (u3, v1) where u3 is in the same cycle
in G and u3 6= u2. If u1 is not adjacent to u2, then she can move to (u1, v′)
where v′ may be identical to v1.
We find a similar kind of result for tensor products.
Lemma 8. For any two graphs |G| > 1 and |H| > 1, G ×H is a stalemate if
and only if both are not killer-win, and is killer-win if and only if at least one
is killer-win.
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Proof. It is helpful to think of the tensor product of two graphs as two separate
games being played simultaneously. For the first claim, let the cop choose
(g, h) ∈ G × H to start. The killer cannot lose by choosing (g, h′) ∈ G × H
and matching the cop’s first coordinate every move thereafter. The cop cannot
lose by playing optimally on both coordinates, as the killer cannot match both
coordinates.
For the second claim, without loss of generality suppose that H is killer-
win. Let the cop choose (g, h) ∈ G × H to start. The killer wins by choosing
(g, h′) ∈ G × H where h′ is the optimal response to h in H, and matching
the cop’s first coordinate every move thereafter while playing optimally on the
second coordinate.
As with Cartesian products and tensor products, we can also determine the
result of the cop and killer game for strong products based on the graphs in the
product.
Lemma 9. Let G and H be connected graphs where G has no universal vertices
and |H| > 1. Then GH is a stalemate.
Proof.
• There are no universal vertices, because for any vertex (g, h) ∈ V (GH)
there is a vertex g′ ∈ V (G) such that g′ is not adjacent to g, so (g′, h) is
not adjacent to (g, h).
• There exist no vertices u, v ∈ V (GH) where N (v) ⊆ N (u) with no
edge between u and v. For any non-adjacent vertices (g, h) and (g′, h′),
(g 6∼ g′ ∧ g 6= g′) ∨ (h 6∼ h′ ∧ h 6= h′) .
– If (g 6∼ g′ ∧ g 6= g′) , then for any h1 ∼ h, N(g, h) 3 (g, h1) 6∈ N(g′, h′).
– If (h 6∼ h′ ∧ h 6= h′) , then for any g1 ∼ g, N(g, h) 3 (g1, h) 6∈ N(g′, h′).
Thus by lemma 2, this graph is a stalemate.
Combining the results about graph products, we obtain the following corol-
lary:
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Corollary 1. Let G and H be connected graphs with |G| > 1 and |H| > 1.
1. G  H is a stalemate if at least one of G and H is not a tree.
2. G × H is a stalemate if both G and H are not killer-win, and killer-win
otherwise.
3. GH is cop-win if both G and H have a universal vertex, and is stalemate
otherwise.
3 Algorithmic
In [13], the author explores algorithms to compute the optimal cop strategy with
random initial vertex and non-optimal robber distribution in the cop vs gambler
game. The problem is analogous to Single Source Shortest Path Problem [17].
Dijkstra’s algorithm [16] and Bellman-Ford algorithm [15] are adapted to find
the optimal chase path of the cop that minimizes T (v), the expected capture
time of the cop starting from vertex v. The essence of these algorithms is to
keep updating t (v), the minimum expected capture time computed so far, by
t (v) = min (t (v) , 1 + (1− pv) t (u))
where u is adjacent to v.
It is possible to extend the update framework to minimize more objective
functions. If the function T (v) to be minimized satisfies
T (v) = min
(
J (v) , min
u∈N(v)
H (v, u)
)
where J (v) serves as upper bound of T (v) and N (v) is the set of vertices ad-
jacent to v, then the adapted algorithms in [13] compute T (v) correctly. Of
course, similar to the Single Source Shortest Path Problem, there are additional
constraints: for generalized Dijkstra’s algorithm to work, for every pair of ad-
jacent u and v, T (v) ≥ T (u) if T (v) = H (v, u); for generalized Bellman-Ford
algorithm to work, there should not be any cycle C = (v1, v2, . . . , vk = v1) such
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that for each i ∈ [k−1], H (vi, vi+1) = T (vi) < T (vi+1) because otherwise T (v)
is not well defined.
To find the minimum expected capture time for the cop and the gambler,
J (v) = 1/pv and H (v, u) = 1 + (1− pv)T (u). To generalize, when the cop
has to spend n (u, v) turns crossing edge (u, v) from u to v, J (v) = 1/pv and
H (v, u) = 1 + (1− pv) (T (u) + n (v, u)).
Let e (m, v) be the minimum evasion probability for the gambler in m turns
when the cop starts at vertex v, with e (m, v) = 1 when m ≤ 0. To compute
e (m, v), J (v) = (1− pv)m and H (v, u) = (1− pv) e (m− 1− n (v, u) , u).
If the cop has to capture the gambler in m turns, and the gambler occupies
vertex v with probability pv,i when the cop still has i rounds left, then to
compute e (m, v) we need
J (v) =
m∏
i=1
(1− pv,i) and
H (v, u) = (1− pv,m) e (m− 1− n (v, u) , u) .
We explore a variation where more than one cop chases the gambler, which
was defined in [6]. In each round, each of the k cops independently moves to an
adjacent vertex or stays where they are.
If cops start at random initial positions before they know gambler’s dis-
tribution, then the algorithms in [13] could be extended to find the optimal
strategy of the cops to minimize expected capture time. The key is to treat
the joint positions of k cops (v1, . . . , vk) as a vertex in the supergraph G
′ =
(V (G′) , E (G′)) =
(
V (G)
k
, E′
)
, where ((v1, . . . , vk) , (u1, . . . , uk)) ∈ E′ if and
only if vi is adjacent or equal to ui for each i ∈ [k].
Definition 1. δi (U) = 1 if vi ∈ U , otherwise δi (U) = 0.
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Using the notation from the beginning of this section,
J ({u1, . . . , uk}) = 1∑n
i=1 δi ({u1, . . . , uk}) pi
, and
H (U,U ′) = 1 +
(
1−
n∑
i=1
δi (U) pi
)
T (U ′) .
The supergraph has |V (G′)| = |V (G)|k vertices and |E (G′)| = O
(
(|V (G)|+ |E (G)|)k
)
edges.
4 Cop and random killer
Consider the following graph pursuit game that combines elements of cop and
killer and cop and gambler.
For any given connected graph G, the cop chooses any starting vertex of
G and the random killer chooses a probability distribution {pv}v∈V (G) on the
vertices of G. The cop does not know the distribution, but the random killer
knows the cop’s starting position before they choose the distribution. On the
odd turns, the cop can either move to an adjacent vertex or stay at their cur-
rent vertex. On the even turns, the random killer hops to a vertex using their
probability distribution.
The random killer wins if they land on the cop’s current vertex, and the cop
wins if they land on the killer’s current vertex. They could end up with stale-
mate, for example if the cop stays at a vertex v such that pv +
∑
u∈N(v) pu = 0.
If both cop and killer play to maximize their probability of victory, we say that
G is cop-win if the cop has higher probability of victory, and otherwise G is
random killer-win.
Lemma 10. For the cop and known random killer, an optimal killer will not
assign a probability of 0 to the cop’s initial vertex.
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Proof. If the cop starts from a vertex v1 with 0 probability of being visited by
the killer, then there is a path v1, v2, . . . , vk such that pvi = 0 for i ∈ [k−1] and
pvk > 0. The cop could just follow this path and wait at vk−1 until the killer
takes vk, then the cop wins. Note that the cop cannot lose because she takes
this path with zero probability of being landed by the killer.
The algorithm described in Section 3 could be applied to decide the cop’s
strategy that maximizes her winning probability. In particular, to maximize
winning probability T (v) of the cop at vertex v when it is killer that moves
next, we have
T (v) = max
(
J (v) , max
u∈N(v)
H (v, u)
)
,
H (v, u) and J (v) are required. The probability of cop winning by staying at
v is J (v) =
∑
u∈N(v) pu
pv+
∑
u∈N(v) pu
. The update candidate of winning probability by
moving from v to u is
∑
w∈N(v) pw, the chance that the killer next lands on
N (v) before the cop moves, plus T (u) [1− pv −
∑
w∈N(v) pw]. So
H (v, u) = T (u)
1− pv − ∑
w∈N(v)
pw
+ ∑
w∈N(v)
pw.
Notice here that maximizing the cop’s winning probability may also increase los-
ing probability. For example, a cop staying at a vertex v with pv+
∑
u∈N(v) pu =
0 never wins or loses, yet moving to other vertices may make the chances of win-
ning and losing both non-zero.
Interestingly the cop almost always has a higher chance to win than the
killer as long as the killer’s distribution is known.
Lemma 11. If the killer’s distribution is known to the cop, then the only two
graphs for the killer to have an equal or higher chance than the cop of winning
are P1 and P2.
Proof. We denote nv =
∑
u∈N(v) pu and let the cop start at v. The only possible
graphs that the cop does not have higher winning chance than the killer are those
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that in the first round the cop could not move to or stay at a vertex u such that
nu > pu, which could only happen if nv ≤ pv. If pv = nv, then we still need v
to have only one neighbor u, pv = pu, and u also has degree 1, which is only
possible for P2. If pv > nv, then unless v is neighborless the cop could always
move to a neighbor u, then nu ≥ pv > nv ≥ pu and the cop is more likely to
win. So the only other possibility is P1. Note that for a P2 to make killer at
least as likely to win as the cop his distribution must be (0.5, 0.5).
We further quantify the cop’s advantage when learning the killer’s distribu-
tion before her first move by proving a lower bound on her winning probability
in terms of the graph’s maximum degree.
Lemma 12. If connected G has maximum degree d, then cop can win with
probability at least
√
d
1+
√
d
after learning killer’s distribution.
Proof. The cop could start at vertex v with degree d. After killer’s distribution
is revealed, she decides to stay or move by maximizing nu/pu where u ∈ v ∪
N (v). Consider u = arg minw∈N(v) pw, then pu ≤ nv/d and nu/pu ≥ dpv/nv.
Therefore the product of quantities nv/pv and nu/pu is at least d, making the
larger of the two at least
√
d.
It is noteworthy that there is connected graph with maximum degree d that
does not allow cop a winning chance higher than
√
d
1+
√
d
: for a star with d + 1
vertices, the killer can assign a probability of 1
1+
√
d
to the center vertex, and an
equal probability to the rest of the vertices. Moreover, it is the only graph with
maximum degree d that the cop has chance of winning as low as
√
d
1+
√
d
.
Corollary 2. This bound is tight only on the (d+ 1)-vertex star, where the
killer takes the center with probability 1
1+
√
d
and each of the other vertices with
equal probabilities.
Proof. We examine the inequality in the proof of Lemma 12, and observe that
the equality holds only when the initial vertex v (with degree d) has chance
1
1+
√
d
, each of its neighbors has chance 1√
d(
√
d+1)
, and none of them have any
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neighbor with non-zero probability. It remains to show that none of them have
any other neighbor. Clearly v does not have any other neighbor because it has
degree d. For each of v’s neighbor u, if it has a 0−chance neighbor w, then the
cop could move from v to u in the first turn, and then from u to w in the second
and stay there forever. In this way her chance of winning is
1√
d+ 1
+
1− 1√
d
(√
d+ 1
) − 1√
d+ 1
 .
It is not hard to see that this winning probability is greater than or equal to
√
d√
d+1
. The equality holds only when d = 1, in which case w does not exist
because u already has a neighbor v.
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