The P value is a pillar of statistics [1] . It appears in the majority of research papers, and both researchers and journal editors feel comfortable with it. Yet at the same time, there are many who argue that it is misunderstood and improperly used [1, 2] . With the rise of evidence-based practice, [3] clinicians need to be able to use published reports to guide their practice, understanding and interpreting P values is therefore important.
the majority of research papers, and both researchers and journal editors feel comfortable with it. Yet at the same time, there are many who argue that it is misunderstood and improperly used [1, 2] . With the rise of evidence-based practice, [3] clinicians need to be able to use published reports to guide their practice, understanding and interpreting P values is therefore important.
To illustrate the use of the P value the data in Table 1 will be used. This fictitious data set shows the results of a standard care and a treatment group. The treatment group has undergone a new therapy for low back pain, and the visual analog scale (VAS) pain scores are reported. From the table it can be seen that in the standard care group VAS score changed by 0.1 (0.3) and by 2.4 (0.5) in the treatment group.
Extensive use of the P value was first began in the 1920s when Fisher proposed the Significance test [4] . The significance test used the P value as an index to measure the strength of evidence against the null hypothesis [5, 6] . For the data in Table 1 , the null hypothesis would be "There will be no difference between the standard care and treatment groups, post intervention". This null hypothesis can be tested using an independent t-test of the change scores. This produces the result t 18 = −12.01, P = 0.001.
Fisher suggested the criteria of significance at P < 0.05 as a standard test and P < 0.01 as a more stringent alternative level at which to reject the null hypothesis [7] . From the example, the P value produced is less than P < 0.05 and P < 0.01. Yet, the P value assesses the agreement between the data and the null hypothesis, so the smaller the P value, the stronger the evidence [8] . The P value from the example gives stronger evidence against the null hypothesis than either suggested criteria.
Using the P value like this is a subjective evaluation which allows the researcher to decide upon the interpretation of the P value [6] . Once a P value had been calculated, Fisher expected researchers to consider it in the specific scientific context, [5] adding that the context may change depending upon the evidence.
Later, Neyman and Pearson proposed the Hypothesis test. This replaced the subjectivity of significance testing with objective decision making. Whereas Fisher tested the null hypothesis, Hypothesis testing required the stating of an alternative hypothesis, against which the null could be tested. It also established type I errors, or ␣, the probability of rejecting the null hypothesis when it is true, and type II errors, accepting the null hypothesis when it is false. If these levels were set a priori then calculating a test statistic would enable either the acceptance or the rejection of the null hypothesis.
For the data in Table 1 , the alternate hypothesis could be, "The new treatment will result in lower VAS scores compared to standard treatment". Again, this can be tested with an independent t-test of the change scores, again this yields the result t 18 = −12.01. The critical value of t 18 = |2.1|, when ␣ = 5%. As the computed value is larger than the critical value, the alternate hypothesis is accepted. Please note, there is no P value involved.
Modern science has imposed the P value on hypothesis testing, elevating its status and causing some confusion as to its meaning. Anyone who is involved in either reading or conducting research has to consider the P value [1] . Specifically, it means "the probability of the observed result, plus more extreme results, if the null hypothesis were true" [2, 4, 9] . Goodman [2] reported that there have been a number of misconceptions as to what the P value actually is. Fisher, never explained its actual meaning, and today it is an C. Gissane / The P value accumulation of ideas which are interpreted in slightly differing forms across differing disciplines [4] . The situation has both its supporters [10] and its critics [1, 2, 4] . Nevertheless, researchers and clinicians need to know what information they can get from the P value. The P value gives information as to whether the observed result was due to chance [3] . If it passes a predefined threshold, usually P < 0.05 or sometimes P < 0.001, it is said to be significant. It is a binary decision to either accept or reject, [4] so a result is never nearly significant, very significant, or highly significant. Similarly, it should never be an inequality 0.05 > P > 0.01.
When reading a paper, it is impossible to make a decision about a given result with a P value alone. It makes a statement about whether the observed result was due to chance, [3] but says nothing about the magnitude of the effect. Reading a results section that says "This is significant (P < 0.05). That was not significant (P > 0.05)" is uninformative. Readers need more information to make a clinical decision about the results placed before them.
A P value does not take into account the magnitude of a reported effect, but it does take into account the sample size (n). As it takes n into account, a small effect in a large study or a large effect in a small study can have the same P value [4] . Similarly, the same result could give two different P values in two separate studies, simply because one has a larger n [2] .
Significant does not imply either clinical or biological importance. That can only be done by an effect size estimate, a confidence interval, [2] or at the very least a mean difference. A confidence interval is a good choice it gives a range of values that are compatible with the study data. This range will be in the original units of measurement, which will make it easier for clinicians to interpret. A clinician wants to know if, and by how much, a new treatment improves patient outcomes [11] . From the data in Table 1 , there was a mean difference between the groups of 2.3 (95% CI 1.9 to 2.7) points.
Is this clinical important?
Clinicians use several approaches to inform their practice [12] . To maximise the ability to interpret and use information from empirical evidence, the following should be considered. Exact P values should be reported, [2] for example P = 0.039. This allows clinicians to make their own interpretations, as Fisher intended. Sterne suggested that P = 0.05 may not provide strong evidence against the null, but P = 0.001 certainly does [6] . In addition to the P value, the magnitude of the effect should be reported, preferably, with a confidence interval. Lastly, properly designed studies with adequate sample sizes are always welcome.
