1. Introduction {#sec1-1}
===============

Bioluminescence tomography (BLT) has recently attracted much interest as a molecular imaging technique that can be used as a noninvasive visualization of disease progression and response to treatment \[[@r1]--[@r4]\]. Direct *in vivo* bioluminescence imaging does not give quantitative information about the distribution of the light source (corresponding to luciferase concentration) due to multiple light scattering and absorption in tissue. To correctly estimate the distribution of luciferase in tissue from the bioluminescence image, BLT algorithms need to be developed.

BLT is ill-posed problem \[[@r5],[@r6]\]. The number of data points available from the measured light fluence rate at the tissue boundary is much smaller than the number of unknown possible source distributions and this precludes a unique solution to the problem \[[@r6]\]. The ill-posedness of the problem can be reduced by increasing the number of data points by doing multi-spectral measurements for BLT \[[@r7]--[@r9]\]. Also, the number of unknowns can be reduced by using *a priori* information about permissible source regions \[[@r10]--[@r12]\] or solving for a rough estimate of an optimal permissible source region \[[@r13]\]. Using *a priori* information about the source distribution can be beneficial for constraining the problem and improving the reconstruction. Different researchers have used sparsity regularization \[[@r14]--[@r16]\] for reconstructing localized and sparse sources. Using a source penalty term for regularization and an iterative minimization solution based on the L1 norm to shrink the source permissible regions was successful for achieving the reconstruction of a few localized sources \[[@r17]\]. In our previous work \[[@r18]\], an algorithm based on iterative shrinking of the source permissible region accompanied by minimizing an objective function formed from normalized Green's functions at different wavelengths and measured light fluence rates gave good results in reconstructing localized and distributed sources. However, non-uniform source distributions and multiple sources with different powers were degenerate to the algorithm as sources with the same total power but different magnitudes (*i.e.* power per unit volume) and sizes could not be distinguished.

In the current work, a 3D BLT algorithm based on diffusion theory \[[@r19]--[@r26]\] has been developed to reconstruct inhomogeneous bioluminescence source distributions with good accuracy in terms of location, power, magnitude, and size. The Green's function for the object is found by numerically solving the diffusion equation using the method of finite elements at different wavelengths. The scattering and absorption coefficients of all tissues are reconstructed using the diffuse optical tomography algorithm developed in \[[@r17]\] assuming known anatomical information obtained by another imaging modality such as x-ray CT. The calculated Green's function and the measured light fluence rate are normalized to equate the contributions from all wavelengths. A symmetric system of equations is formed using the Green's function and the measured light fluence rate. An eigenvalue problem is then solved to get the eigenvectors of the formed symmetric system of equations. The system of equations is rank deficient because the number of unknowns (source magnitude at each location) exceeds the number of data values (light fluence rate). Therefore, many eigenvalues of the system will be zero. A set of eigenvectors corresponding to non-zero eigenvalues is used as a complete set of vectors where the reconstructed source can be written as an expansion of these vectors. The set of vectors is assumed to be complete not in the mathematical sense but in the physical sense that any physical source distribution can formed from a combination of these vectors. The coefficients of the expansion are solved to obtain the source distribution. The removal of the eigenvectors corresponding to zero eigenvalues reduces the ill-posedness of the problem and imposes constraint on the reconstruction of the source without a need of using a regularization penalty term which reduces the accuracy of the reconstruction. The solution is repeated several times. At every iteration, the permissible source region is shrunk by removing nodes with low probability to contribute to the source. Throughout this process the permissible region shrinks from the entire object to just a few nodes. The best estimate of the source is that which minimizes the difference between the calculated and measured light fluence rates.

2. BLT reconstruction {#sec1-2}
=====================

The diffusion equation and the Robin-type boundary condition at a specific wavelength at zero modulation frequency are given by \[[@r27],[@r28]\]
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where $\varphi\left( {\text{r,}\lambda} \right)$ is the light fluence rate at position r and wavelength *λ*; Ω and $\partial\Omega$ are the domain and its boundary respectively, and the source distribution is given by $s\left( {\text{r},\lambda} \right)$. The spatial distribution of the tissue optical properties at wavelength *λ* is given by the absorption coefficient $\mu_{a}\left( {\text{r},\lambda} \right)$ and the diffusion coefficient $\kappa\left( {\text{r},\lambda} \right)$, where the diffusion coefficient is defined by
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where ${\mu^{\prime}}_{s}(\text{r},\lambda)$ is the reduced scattering coefficient ${\mu^{\prime}}_{s} = \mu_{s}(1 - g)$, $\mu_{s}$ is the scattering coefficient and *g* is the anisotropy factor. $\hat{n}\left( \text{r} \right)$is a unit vector pointed outwardly normal to $\partial\Omega$, and *A* is derived from Fresnel's law as \[[@r29]\]
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where $\theta_{c} = \sin^{- 1}\left( {1/\eta} \right)$ is the critical angle, $R_{0} = \left( {\eta - 1} \right)^{2}/\left( {\eta + 1} \right)^{2}$, and *η* is the tissue refractive index at the boundary while the air refractive index is assumed to be 1.

[Equation (1)](#e1){ref-type="disp-formula"} can be solved numerically using the method of finite elements (FE), and the discrete version of [Eq. (1)](#e1){ref-type="disp-formula"} as shown in \[[@r18]\] is given by
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where $G\left( \lambda \right)$is the Green's function matrix at wavelength *λ* obtained by discretizing the diffusion equation. Assuming that the source magnitude is not a function of wavelength or, equivalently, the source spectrum is known in the range of measurement, for multi-spectral measurements at the detectors on the object surface$\partial\Omega$, [Eq. (5)](#e5){ref-type="disp-formula"} for *N* wavelengths in a normalized form can be given by
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or concisely $G_{dR}s_{R} = \varphi_{d}$, where *d* is the detector index at the boundary $\partial\Omega$, and *R* is the source permissible region index which contains the index of nodes of the finite element mesh inside the domain Ω. This corresponds to the permissible source region which could be considered initially to be the whole domain Ω. The normalization of the Green's function and light fluence rate by the maximum value of the light fluence rate at each wavelength improves the efficiency of the algorithm as shown before in \[[@r18]\]. Usually the number of rows of the matrix $G_{dR}$ in [Eq. (6)](#e6){ref-type="disp-formula"} which equals $N \times \text{length}(d)$is smaller than the number of columns, $\text{length}(R)$. A symmetric system of equations can be obtained from [Eq. (6)](#e6){ref-type="disp-formula"}:
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where $G_{dR}^{T}$ is the transpose of the matrix $G_{dR}$. The rank of the matrix $\left( {G_{dR}^{T}G_{dR}} \right)$ is smaller than the number of rows or columns, and it has several zero eigenvalues, so it cannot be directly inverted to get a solution for the source. The matrix $\left( {G_{dR}^{T}G_{dR}} \right)$ can still be inverted indirectly using a regularization technique as described in \[[@r9]\] or by other methods. Also a minimization method can be used to reconstruct the source without inverting the matrix $\left( {G_{dR}^{T}G_{dR}} \right)$ as described in our previous algorithm in \[[@r18]\]. The aims of the proposed algorithm are not only to invert the matrix $\left( {G_{dR}^{T}G_{dR}} \right)$ to find a solution to the source distribution, but to improve the accuracy of reconstruction. This can be achieved by limiting the domain of space where a solution for the source can be found. The constraint on the source space is imposed by considering only the part that contributes to the source distribution and removing the remainder that does not contribute and causes the matrix $\left( {G_{dR}^{T}G_{dR}} \right)$ to be singular. Instead of solving the system of equations in [Eq. (7)](#e7){ref-type="disp-formula"}, a new system with a reduced space can be formed which is directly invertible. Therefore, the source can be assumed to be a superposition of the non-zero eigenvectors of the matrix $\left( {G_{dR}^{T}G_{dR}} \right)$ such that

s

R

=

∑

1

M

c

i

v

i

where $v_{i}$is an eigenvector of the matrix corresponding to non-zero eigenvalue and *M* is the number of chosen eigenvectors. The coefficients $c_{i}$ of the expansion in [Eq. (8)](#e8){ref-type="disp-formula"} can be obtained by substituting the source expansion in [Eq. (8)](#e8){ref-type="disp-formula"} into [Eq. (7)](#e7){ref-type="disp-formula"} and multiplying both sides of [Eq. (7)](#e7){ref-type="disp-formula"} by the eigenvectors as follows:
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where $\left\lbrack G_{v} \right\rbrack_{i,j} = v_{i}^{T} \ast \left( {G_{dR}^{T}G_{dR}} \right) \ast v_{j}$and $\left\lbrack \varphi_{v} \right\rbrack_{i} = v_{i}^{T} \ast \left( G_{dR}^{T} \right)*\varphi_{d}$.

The matrix $G_{v}$ is a real symmetric matrix with dimensions $M \times M$ which is directly invertible and much smaller in size than the matrix$\left( {G_{dR}^{T}G_{dR}} \right)$. The system of equations obtained in [Eq. (9)](#e9){ref-type="disp-formula"} from [Eq. (7)](#e7){ref-type="disp-formula"} saves computation time by inverting a much smaller, directly invertible matrix and limits the source space domain by considering only the eigenvectors that contribute to the source distribution. To guarantee the robustness of the algorithm in the presence of noise, not all eigenvectors corresponding to non-zero eigenvalues should be used in expansion [(8)](#e8){ref-type="disp-formula"}. Otherwise the matrix $G_{v}$will be close to singular which will give inaccurate coefficients when using noisy data. Instead, for noise levels of 2%--10%, we found empirically that using eigenvectors such that the lowest corresponding eigenvalue is within $10^{- 4}$of the highest eigenvalue ensures robustness in the presence of noisy data. Since the space of eigenvectors used in expansion [(8)](#e8){ref-type="disp-formula"} does not include all eigenvectors corresponding to non-zero eigenvalues, the accuracy of the reconstruction could be affected. Thus, increasing the number of eigenvectors used in the expansion within the same domain of eigenvalues will ensure the robustness and improve the accuracy. This can be done by rescaling the system of equations given in [Eq. (7)](#e7){ref-type="disp-formula"} such that every row is normalized by the maximum value of that row. This will re-scale the eigenvalues to give more corresponding eigenvectors in the domain of eigenvalues (the max value and $10^{- 4}$ of the maximum value). Thus, the eigenvectors extraction is performed after normalizing the matrix$\left( {G_{dR}^{T}G_{dR}} \right)$. Physically, this normalization could be seen as giving more weight to source nodes which are far from detectors and have lower contribution to the light fluence rate compared to source nodes close to detectors.

The algorithm described above is solved several times for different permissible source regions starting from the whole object size and ending with a few nodes. For every solution, the objective function $f\text{=min}{\sum\limits_{\lambda}\left\| {\widetilde{G}\left( {d,R;\lambda} \right)s\left( R \right) - \widetilde{\varphi}\left( {d;\lambda} \right)} \right\|^{1}}$ which gives the difference between the calculated and measured light fluence rate is calculated. After all iterations, the solution that minimizes the objective function with respect to the permissible source region is considered the best solution. The shrinking of the permissible region after every iteration is done by removing source nodes from the domain *R* corresponding to low source power as described before in \[[@r17],[@r18]\]. Hence, if $\text{length}\left( R \right)$is the number of nodes in the permissible region in the current iteration, the number of nodes in the next iteration is $\text{length}\left( R \right)/\beta$, where *β* is the reduction factor. The reduction factor can be found from the initial and final number of nodes in the permissible region and the predefined number of iterations such that$\beta = \left( {N_{i}/N_{f}} \right)^{({1/N_{IT}})}$, where$N_{i}$is the initial number of nodes in the permissible region *R*, and $N_{f}$is the final number of nodes. The algorithm is summarized in [Table 1](#t001){ref-type="table"} Table 1Algorithm description for BLTAlgorithm for BLT reconstruction1. Calculate the Green's function at all wavelengths in [Eq. (5)](#e5){ref-type="disp-formula"}2. Choose the rows corresponding to the detector nodes *d*$G\left( {d,R;\lambda} \right)$3. Normalize the light fluence rate at every wavelength and get the corresponding Green's function, $\widetilde{\varphi}\left( {d;\lambda} \right) = \varphi\left( {d;\lambda} \right)/\max\left( {\varphi\left( {d;\lambda} \right)} \right)$and $\widetilde{G}\left( {d,R;\lambda} \right) = G\left( {d,R;\lambda} \right)/\max\left( {\varphi\left( {d;\lambda} \right)} \right)$ as in [Eq. (6)](#e6){ref-type="disp-formula"}4. Initialize the permissible region *R*: nodes corresponding to the whole object domain except nodes of one transport length $1/{\mu^{\prime}}_{s}$from the object boundary.5. Initialize permissible region reduction factor $\beta = \left( {N_{i}/N_{f}} \right)^{({1/N_{IT}})}$, where$N_{i}$is the initial number of nodes in the permissible region *R*, $N_{f}$is the final number of nodes which can be chosen to be one, and $N_{IT}$is the number of iterations.6. Solve the reconstruction problem iteratively:6.1. For *i* = 1: $N_{IT}$6.2. Solve the eigenvalue problem for the symmetric matrix $\left( {G_{dR}^{T}G_{dR}} \right)$6.3. Form a set of eigenvectors that corresponds to the eigenvalues in the range of the maximum eigenvalue to $10^{- 4}$ of the maximum value.6.4. Calculate the matrix $G_{v}$ and the vector $\varphi_{v}$ using [Eq. (9)](#e9){ref-type="disp-formula"}6.5. Obtain the coefficient of expansion using $c = G_{v}{}^{- 1}*\varphi_{v}$and hence the source $s\left( R \right)$6.6. Calculate the objective function $f(i)\text{=}{\sum\limits_{\lambda}\left\| {\widetilde{G}\left( {d,R;\lambda} \right)s\left( R \right) - \widetilde{\varphi}\left( {d;\lambda} \right)} \right\|^{1}}$6.7. If the value of *f*(*i*) is smaller than the previous iteration, then update the best source estimation to be s: $s_{\text{best}} = s\left( R \right)$6.8. Sort the source values descending and choose number of nodes equals $\text{length}\left( R \right)/\beta$corresponding to the highest source values to be used to choose the new permissible region6.9. Update the permissible region *R* to be the new chosen nodes6.10. End the For loop7. End.

4. Results and discussions {#sec1-3}
==========================

The 3D object ([Fig. 1(a)](#g001){ref-type="fig"} Fig. 1(a) A 3D finite element mesh for the object used in the simulation. The mesh is a regular Delaunay tetrahedral with 2310 nodes and 12633 tetrahedrons. The object represents an idealized section of a mouse abdomen which illustrates 4 different tissue regions: adipose, bowel, kidneys, and bone. (b) A schematic of the object showing the detector set up and the coordinates.) used in the simulations is a cylinder 25 mm in diameter and 16 mm in height and represents a finite element mesh of an idealized section of a mouse abdomen where adipose, bowel, kidney, and bone tissues are identified and assigned realistic wavelength-dependent optical properties. It is assumed that different regions are distinguished through CT x-ray imaging or other imaging technique and all elements within each region have the same optical properties. For the BLT, 64 uniformly distributed detectors are used around the circumference and 15 layers of these 64 detectors separated by 1 mm are used in the *z*-direction as shown in [Fig. 1(b)](#g001){ref-type="fig"}. The total number of detector readings at each wavelength is$N_{d} = 15 \times 64 = 960$.

[Figure 2](#g002){ref-type="fig"} Fig. 22D sections illustrate the positions of the 3 spherical bioluminescence sources located in the bone and two kidneys. (a) A transverse cross section at the middle of the object shows the bowel, kidneys, and bone, (b) Sagittal section S1 passes through the bone and bowel, and (c) Coronal section S2 passes through the two kidneys. shows three cross sections of the object that illustrate the positions of the bioluminescence sources to be reconstructed by the proposed algorithm. The circular transverse cross section [Fig. 2(a)](#g002){ref-type="fig"} is taken at the middle of the object (*z* = 0) parallel to the upper and lower surfaces of the object. [Figure 2(b)](#g002){ref-type="fig"} is a sagittal cross section that passes through the bowel and bone while [Fig. 2(c)](#g002){ref-type="fig"} shows a coronal cross section passing through the two kidneys. [Figure 2](#g002){ref-type="fig"} shows 3 spherical bioluminescence sources of 5 mm and 3 mm diameter centered in the bone at (0, −7, 0) and two kidneys (−4.5, −2.5, 0) and (4.5, −2.5, 0), respectively.

In the first step, the optical properties of all tissues at the wavelengths 500, 550, 600, 650, and 700 nm were reconstructed using the DOT algorithm described in \[[@r17]\]. 16 external sources uniformly distributed around the middle of object have been used for the illumination. Associated with each source, 15 layers of detectors were uniformly distributed across the object height with a separation between layers of 1 mm. Each layer contains 49 detectors forming a field of view of 270 degree. The light fluence rate at the "detectors" could be derived from the corresponding pixels of the image captured by a CCD camera. It is assumed that an accurate segmented 3D image set is provided by x-ray CT, MR or by a deformable atlas of mouse anatomy. All elements within each region in the object are assumed to have the same optical properties. The light fluence rate at the boundary is written as a Taylor series expansion around an initial guess corresponding to a homogenous object with the same optical properties in all regions. The fluence rate is approximated by the first three terms, including the first and second order derivatives which are calculated by the direct method and give the change of light fluence rate at the boundary due to small changes in the tissue optical properties in each region \[[@r17]\]. The first and second order derivatives are used in an iterative algorithm to reconstruct the tissue optical properties. For this simulation, forward finite element calculations of the light fluence rate were performed using the true optical properties and Gaussian noise, which is an approximation to the Poisson measurement error distribution, of 2% of the signal was added to obtain the data for reconstruction, *i.e*. $\varphi = \varphi \times \left( {1 + 2\%\text{randn}} \right)$, where randn is a Matlab function that generates random numbers drawn from a normal distribution with mean zero and standard deviation one. In [Table 2](#t002){ref-type="table"} Table 2True \[[@r30],[@r31]\] and reconstructed scattering coefficients (mm^−1^)for each region in the heterogeneous object at five different wavelengths 500 nm550 nm600 nm650 nm700 nm ${\mu^{\prime}}_{s}$${\mu^{\prime}}_{sr}$${\mu^{\prime}}_{s}$${\mu^{\prime}}_{sr}$${\mu^{\prime}}_{s}$${\mu^{\prime}}_{sr}$${\mu^{\prime}}_{s}$${\mu^{\prime}}_{sr}$${\mu^{\prime}}_{s}$${\mu^{\prime}}_{sr}$Adipose1.411.411.341.341.281.291.231.231.181.18Bowel1.651.621.471.461.321.281.191.191.091.08Kidney-L3.513.93.042.942.662.052.362.372.112.02Kidney-R3.513.933.042.772.662.132.362.242.112.06Bone3.843.763.343.332.932.82.612.602.342.03, the true and reconstructed scattering coefficients, ${\mu^{\prime}}_{s}$ and${\mu^{\prime}}_{sr}$ respectively, are presented while [Table 3](#t003){ref-type="table"} Table 3True \[[@r30],[@r31]\] and reconstructed absorption coefficients (mm^−1^) for each region in the heterogeneous object at five different wavelengths500 nm550 nm600 nm650 nm700 nm$\mu_{a}$$\mu_{ar}$$\mu_{a}$$\mu_{ar}$$\mu_{a}$$\mu_{ar}$$\mu_{a}$$\mu_{ar}$$\mu_{a}$$\mu_{ar}$Adipose0.00370.00370.00890.00890.00210.00210.00070.00070.00050.0005Bowel0.01040.01030.02560.02580.00630.00640.00170.00170.00110.0012Kidney-L0.06260.06110.15240.15310.03560.03610.00900.00950.00480.0056Kidney-R0.06260.06070.15240.15290.03560.03600.00900.00950.00480.0058Bone0.05480.05500.13470.13440.03250.03250.00810.00810.00400.0039 shows the true and reconstructed absorption coefficients, $\mu_{a}$and$\mu_{ar}$ respectively. The true scattering and absorption coefficients were calculated using the data reported in \[[@r30],[@r31]\]. The maximum relative error obtained for scattering coefficients is 22% at 600 nm while the maximum relative error obtained for the absorption coefficients is 21% at 700 nm.

The true optical properties at each wavelength and the true source distribution were used by the forward model to calculate the bioluminescence fluence rate, and 2% Gaussian noise was added to simulate realistic data:$\varphi\left( {d;\lambda} \right)$ in [Eq. (6)](#e6){ref-type="disp-formula"}. The Green's function at each wavelength $G\left( {d,R;\lambda} \right)$ was calculated using the reconstructed optical properties in [Tables 2](#t002){ref-type="table"} and [3](#t003){ref-type="table"} obtained by the DOT algorithm. The Green's functions and light fluence rates were normalized as shown in [Eq. (6)](#e6){ref-type="disp-formula"}. The permissible region *R* was initially chosen to be the whole object except for nodes within one transport length $1/{\mu^{\prime}}_{s}$ of the surface. At each iteration, the permissible region is slightly shrunk by an arbitrary factor β. For a permissible region initially containing 1050 mesh nodes (as in the current problem) that is finally shrunk to 10 nodes in 60 iterations, β = (1050/10) \^ (1/60) = 1.081. The 60 iterations took approximately 7 minutes on a pc with Intel processor with a clock of 2.66 GHz and 2GB RAM. The execution time is less than that required by our previous algorithm in \[[@r18]\].

[Figure 3](#g003){ref-type="fig"} Fig. 3BLT reconstruction of three uniform bioluminescence sources localized in the left and right kidneys (3 mm diameters), and the bone (5 mm diameter). The "anatomy" is shown in [Figs. 1](#g001){ref-type="fig"} and [2](#g002){ref-type="fig"}. The actual sources in (a), (b), and (c) have magnitude 1 nW/ mm^3^. The reconstructed sources are shown in (d), (e), and (f). The total powers of actual and reconstructed sources are in good agreement within 6% and the source magnitudes are reconstructed within 20% of the actual value. shows the actual and reconstructed bioluminescence sources. The magnitudes of the three sources are 1 nW/mm^3^, and the total powers of the three sources are 5.65, 5.65, and 40.71 nW, respectively. The transverse, sagittal, and coronal cross sections of the reconstructed sources in [Figs. 3(d), (e), and (f)](#g003){ref-type="fig"} show good agreement with the actual sources in terms of source magnitude, total power and size. The total power of the reconstructed sources are 5.31, 5.49, and 41.4 nW. The source magnitude varies between 0.8 to 1.2 nW/mm^3^ which is within 20% of the true value.

The evolution of the objective function with the number of source nodes in the permissible region is illustrated in [Fig. 4](#g004){ref-type="fig"} Fig. 4The evolution of the BLT iterative solution to obtain the optimized reconstruction. (a) The objective function as a function of the number of finite element mesh source nodes in the permissible source region. (b) The reconstructed BL source distribution after the first iteration. (c) The reconstructed BL source distribution when the objective function is minimized.. [Figure 4(a)](#g004){ref-type="fig"} shows the objective function $f\text{=min}{\sum\limits_{\lambda}\left\| {\widetilde{G}\left( {d,R;\lambda} \right)s\left( R \right) - \widetilde{\varphi}\left( {d;\lambda} \right)} \right\|^{1}}$ as a function of the number of source nodes in the permissible source region. The permissible region has been shrunk in 60 iterations by removing nodes corresponding to low source magnitude, assuming that source nodes with low magnitude are less likely to be in the optimized source region. [Figures 4(b)](#g004){ref-type="fig"} and [4(c)](#g004){ref-type="fig"} show the reconstructed source distribution in nW/mm^3^ after the first iteration which includes a permissible region of 1050 nodes and at the optimized permissible region which includes 126 nodes and minimizes the objective function. After the first iteration, the reconstructed source powers in the two kidneys and bone are 3.37, 3.8, and 51.93 nW, respectively which are within 40% of their actual values. The source magnitudes and sizes cannot be reconstructed perfectly after the first iteration due to the degeneracy of the solution. When the size of the source permissible region becomes comparable to the size of the actual source, the objective function has its lowest value and good accuracy in reconstructing the source power, magnitude, and size can be obtained, as shown in [Fig. 4(c)](#g004){ref-type="fig"}. When the permissible region is further reduced, the size of the source permissible region becomes smaller than the size of the actual source. Hence, the objective function increases again and the reconstruction of the source power, magnitude and size becomes less accurate.

[Figure 5](#g005){ref-type="fig"} Fig. 5BLT reconstruction of three uniform bioluminescence sources localized in the left kidney (2 nW/ mm^3^), right kidneys (3 nW/ mm^3^), and the bone (1 nW/ mm^3^). The actual sources are shown in (a), (b), and (c). The reconstructed sources are shown in (d), (e), and (f). The total powers of actual and reconstructed sources are in agreement within 11% and the source magnitudes are reconstructed within 20% of their actual values. shows the BLT reconstruction for multiple sources with different magnitudes and sizes. The sources in the left and right kidneys are 2 and 3 nW/mm^3^ respectively, and the source in the bone is 1 nW/mm^3^. The three sources have total powers of 11.31, 16.96, and 40.71 nW. The reconstructed sources in [Figs. 5(d), (e), and (f)](#g005){ref-type="fig"} have powers of 11.56, 18.81, and 38.92 nW respectively, which are within 11% of the true value. The source magnitudes are reconstructed within 20% of the true values. As a comparison with the result obtained using our previous algorithm in \[[@r18]\], the maximum errors in the reconstructed source power and magnitude are 16% and 60% respectively.

[Figure 6](#g006){ref-type="fig"} Fig. 6BLT reconstruction of three uniform bioluminescence sources localized in the left kidney (1 nW/ mm^3^), right kidney (2 nW/ mm^3^), and bone (3 nW/ mm^3^). The total powers of the three sources are 5.65, 11.31, and 122.14 nW, respectively. The actual sources are shown in (a), (b), and (c). The reconstructed sources are shown in (d), (e), and (f). The total powers of the reconstructed sources are 8.7, 10.94, and 120.14 nW respectively. The smallest source could not be properly reconstructed in this case because a much larger source is located nearby and dominates the emission of light measured at the boundary. shows the BLT reconstruction for multiple sources with different magnitudes and sizes. In this case, one source is greater in both size and magnitude and hence has much larger total power than other sources and dominates the measured light fluence rate. The sources in the left and right kidneys are 1 nW/mm^3^ and 2 nW/mm^3^ respectively and the source in the bone is 3 nW/mm^3^. The three sources have total powers of 5.65, 11.31, and 122.14 nW respectively. The reconstructed sources are shown in [Figs. 6(d), (e), and (f)](#g006){ref-type="fig"}. The reconstructed sources powers are 8.7, 10.94, and 120.14 nW respectively. The size and magnitude of the smallest source in the left kidney could not be reconstructed in this case. When there are large differences between source powers or there is a large inhomogeneous source distribution, the shrinking of the permissible region cannot be done correctly. The assumption that nodes with low source magnitude are least likely to be in the optimized source region is no longer true.

[Figure 7](#g007){ref-type="fig"} Fig. 7BLT reconstruction of a large non-uniform source distribution that fills the entire left kidney. The actual source in (a) and (b) has a hot spot of 3 mm diameter with magnitude 2 nW/mm^3^ which is twice the magnitude of the background. The reconstructed source in (c) and (d) shows good agreement with the actual source in terms of size and total power and the details of the inhomogeneity of the source were reconstructed. shows the BLT reconstruction for a large non-uniform source that fills the entire left kidney. There is a 3mm diameter "hot spot" of 2 nW/mm^3^ in the center of the organ and a uniform "background" of 1 nW/mm^3^ elsewhere. The total powers of the actual and reconstructed sources integrated over the kidney volume are 53.67 and 53.71 nW. The reconstructed source in [Figs. 7(c)](#g007){ref-type="fig"} and [7(d)](#g007){ref-type="fig"} is in good agreement with the actual source in terms of size and total power. The inhomogeneity of the source distribution could be reconstructed and the high spot in the center of the kidney could be distinguished from the background. The magnitude of the reconstructed source at the center of the hot spot is within 20% of its actual value. As a comparison with the result obtained using our previous algorithm in \[[@r18]\], the inhomogeneity of the reconstructed source could not be distinguished. An average value for the source magnitude was obtained rather than the hot spot shown in [Fig. 7](#g007){ref-type="fig"}.

[Figure 8](#g008){ref-type="fig"} Fig. 8BLT reconstruction of a large non-uniform source distribution that fills the entire left kidney. The actual source in (a) and (b) has a hot spot of 3 mm diameter with magnitude 5 nW/mm^3^ which is five times the magnitude of the background. The reconstructed source in (c) and (d) shows good agreement with the actual source in terms of the total reconstructed power; however the details of the in homogeneity of the source could not be reconstructed correctly. shows the BLT reconstruction for a non-uniform source distribution where the inhomogeneity of the source is high. In this case, the hot spot has a magnitude of 5 nW/mm^3^ which is 5 times that of the surrounding background. The total powers of the actual and reconstructed sources are 70.63 and 70.8 nW. However, the inhomogeneity of the source could not be reconstructed correctly in this case. The uniform background shows a smaller size and a higher magnitude, which varies from 1.5 to 2.5 nW/mm^3^, than the actual source. The objective function curve with respect to the number of source nodes for the reconstructed source shown in [Fig. 8](#g008){ref-type="fig"} does not show a deep valley with a clear global minimum as shown in [Fig. 4(a)](#g004){ref-type="fig"}. Instead, the curve is slowly increasing after the global minimum indicating that different source distributions can generate the same error and hence are indistinguishable. Therefore, shrinking the permissible region reduces the possible solutions, and if the permissible region equals the actual source size, a unique solution can be obtained for uniform and low inhomogeneity source distributions as shown in [Figs. 3](#g003){ref-type="fig"}, [5](#g005){ref-type="fig"}, and [7](#g007){ref-type="fig"}. However, for high inhomogeneity source distributions as in [Figs. 6](#g006){ref-type="fig"} and [8](#g008){ref-type="fig"}, the solution is still not unique and different size and magnitude sources that have the same total power can generate the same light fluence rate at the object boundary. One way to improve the uniqueness of the solution is to increase the available data points by doing measurements at more wavelengths.

5. Conclusion {#sec1-4}
=============

A three dimensional bioluminescence reconstruction algorithm based on the diffusion equation has been developed. The finite element method has been used to discretize the diffusion equation to calculate the Green's function. The algorithm performs an iterative solution to reconstruct the bioluminescence source by shrinking the source permissible region. At each iteration, an eigenvalue problem for a system of equations formed from the Green's functions and the measured light fluence rate is solved. A complete set of vectors is formed from the eigenvectors corresponding to non-zero eigenvalues. The reconstructed source is written as a superposition of this complete set. The algorithm has been applied to a simplified 3D section of a mouse that contains different tissues with different optical properties such as adipose, bowel, kidneys, and bone. A diffuse optical tomography algorithm is used to reconstruct the tissue optical properties at different wavelengths. The forward model applied with the true tissue optical properties and 2% Gaussian noise has been used to generate realistic data for the reconstruction algorithm for DOT, and BLT. The Green's functions of the object have been calculated using the reconstructed optical properties. The main advantage of the current algorithm over our previous bioluminescence algorithm is that the reconstruction is done in a reduced space of eigenvectors by removing part of the original space that does not contribute to the source and causes the ill-posedness of the problem. Hence, the accuracy of the reconstruction increases not only for the source location and total power but also for the source magnitude and size for multiple sources with different sizes and magnitudes and large inhomogeneous distributed sources. For uniform and low inhomogeneity source distributions, the algorithm could obtain a unique solution corresponding to a global minimum for the objective function. However, for high inhomogeneity source distributions, the solution is still not unique and different size and magnitude sources that have the same total power can generate the same light fluence rate at the object boundary.
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