We describe ergodic properties of some Metropolis-Hastings (MH) algorithms for heavy-tailed target distributions. The analysis usually falls into sub-geometric ergodicity framework but we prove that the mixed preconditioned Crank-Nicolson (MpCN) algorithm has geometric ergodicity even for heavy-tailed target distributions. This useful property comes from the fact that the MpCN algorithm becomes a random-walk Metropolis algorithm under suitable transformation.
Introduction
In Bayesian analysis, direct calculation of integral is usually quite difficult especially for high-dimension and/or heavy-tailed target distributions. Markov chain Monte Carlo (MCMC) methods such as MetropolisHastings (MH) algorithm provides a useful recipe for the approximation of the integral.
Ergodic properties for heavy-tailed case were handled mostly by sub-geometric drift condition (see e.g. Tuominen and Tweedie [1994] , Jarner and Roberts [2002] , Fort and Moulines [2003] , Douc et al. [2004] ) since most MCMC do not satisfy geometric drift condition. Application of sub-geometric drift condition to MCMC includes Fort and Moulines [2000] , Jarner and Tweedie [2003] , Douc et al. [2004] , Jarner and Roberts [2007] , and Atchadé and Fort [2010] . On the other hand some other MCMC can be geometrically ergodic. This includes independent sampler and position dependent variance MH algorithm on R such as Dutta [2010] , Livingstone [2015] . Note that independent sampler is very sensitive for the choice of the proposal distribution, and position dependent methods have difficulty in high-dimension which may negatively affect ergodic properties.
In this paper, we consider geometric ergodicity for multidimensional heavy-tailed and light-tailed target distributions. Recently the mixed preconditioned Crank-Nicolson (MpCN) algorithm was considered in Kamatani [2014] . The method has good high-dimensional properties even for heavy-tailed target distributions. As the number of dimension d → ∞, the number of iteration until convergence is O(d) whereas the random-walk Metropolis one is O(d 2 ). To prove ergodicity, we provide the key property, the random-walk Metropolis property for the MpCN kernel: The MpCN kernel becomes a random-walk Metropolis kernel under suitable transformation. Thus MpCN is considered to be an extreme case of variable transformation methods (see Kamatani [2009] and Johnson and Geyer [2012] ). By using this fact, it is rather straightforward to show geometric ergodicity for fairly general class of target distributions in R d . The main result is summarized in the next theorem. The formal definition of the MpCN kernel is in Section 2.1 and the proof is deferred to Sections 3.2 and 3.3. Light-tailed class π(x) is strictly positive differentiable function such that
for any x = 0, and satisfies a curvature condition
The heavy-tail class includes (a) polynomial target densities considered in Jarner and Roberts The rest of the paper is organized as follows. In Section 2 MpCN algorithm is introduced as a MH kernel with reversible proposal. In this section, the random-walk Metropolis property is defined and proved that the MpCN kernel has the property. Section 3 provides ergodic properties of MpCN kernel.
We finish the section with notation that will be used through the paper. N d (µ, Σ) is the d-dimensional normal distribution with mean µ and variance covariance matrix Σ, and
is the law of the random variable X.
The MpCN kernel
In this section we describe the mixed preconditioned Crank-Nicolson (MpCN) algorithm as an MH kernel with reversible proposal kernel. For general background on Markov chain we refer to Nummelin [1984] and Meyn and Tweedie [2009] and MCMC to Tierney [1994] , and Brooks et al. [2011] .
Metropolis-Hastings kernels with reversible proposals
Let (E, E) be a measurable space and let P be a (probability) transition kernel and Π(dx) be a probability measure. The transition kernel P is called ν-reversible if ν(dx)P (x, dy) = ν(dy)P (y, dx) for a σ-finite measure ν. LetΠ be a σ-finite measure on (E, E), and π andπ be the densities of Π andΠ with respect to a σ-finite measure. If transition kernel Q isΠ-reversible, Metropolis-Hastings (MH) kernel P (with reversible proposal) is defined by
We call Q the proposal kernel of P . MH kernel is Π-reversible.
In this paper, three MH kernels on Euclidean space will be studied. Assume d ≥ 2. Let S d−1 be the unit sphere in R d defined by x = 1 where ·, · is the Euclidean inner product and x = x, x 1/2 . A probability measure Γ on R d is called symmetric about the origin if Γ(A) = Γ(−A) for any Borel set A where −A = {−x; x ∈ A}.
Definition 2.1 (RWM kernel). The random-walk Metropolis kernel uses Q(x, dx * ) = Γ(dx * − x) where the probability distribution Γ is symmetric about the origin. In this caseΠ is the Lebesgue measure. Its ergodic properties were studied in Mengersen and Tweedie [1996] , Roberts and Tweedie [1996] , Jarner and Hansen [2000] and Fort and Moulines [2000] .
Definition 2.2 (pCN kernel). The preconditioned Crank Nicolson (pCN) kernel (Beskos et al. [2008] ) uses
as the proposal kernel. In this caseΠ is the standard normal distribution. This method has mainly been studied by high-dimensional analysis, see e.g., Hairer et al. [2014] .
To obtain a better mixing property, we consider scale mixture version of the pCN kernel. See Kamatani [2014] for more background and high-dimensional asymptotic theory.
Definition 2.3 (MpCN kernel). The mixed pCN (MpCN) kernel (Kamatani [2014] ) uses
, and
as the proposal kernel. In this caseΠ(dx) = x −d dx.
In the above, Gamma(ν, α) is the Gamma distribution with the shape parameter ν and the scale parameter α with the probability distribution function ∝ x ν−1 exp(−αx). We usually set ρ = 0.8. Obviously, the proposal kernels for RWM and pCN are reversible and it is also true for MpCN kernel. See Lemma 2.1 of Kamatani [2014] for the proof.
Since w 2 follows the chi-squared distribution Gamma(d/2, 1/2), we have another useful expression
for the proposal of the MpCN kernel, where w,w ∼ N d (0, I d ) are independent. By this notation,
where v = w/ w , x/ x . The law of v is the first element of the uniform distribution on S d−1 and it is independent from w and w . Therefore the law of x * / x does not depend on x. In particular, the law of
does not depend on x.
Random walk property
In this section we will present the random-walk Metropolis (RWM) property of the MpCN kernel which is the key for the proof of ergodicity in Section 3. Let Ψ −1 A = {x; Ψ(x) ∈ A}.
Definition 2.4. A transition kernel P on (E, E) has the random-walk property with respect to Ψ :
if there exists a probability distribution Γ which is symmetric about the origin such that
for all x ∈ R d , y ∈ E and Borel set A such that Ψ(y) = x. The MH kernel P has the RWM property with respect to Ψ if its proposal kernel Q has the random-walk property with respect to Ψ.
A few methods with this property have been proposed in the literature, including multiplicative random walk in Dellaportas and Roberts [2003] and transformation method in Johnson and Geyer [2012] .
Proposition 2.1. The law of ξ(x) in (2.3) is symmetric about the origin and does not depend on x. In particular, the MpCN kernel has the RWM property with respect to Ψ(x) = log( x 2 ).
Proof. By expression (2.2), the law of ξ(x) and ξ(w) are the same as described above. Note that
Moreover, there exists exchangeability L(w,
. Therefor the law of ξ(w) is symmetric about the origin since
Thus the claim holds by putting
Γ = L(ξ(w)) = L(log ρ 1/2w + (1 − ρ) 1/2 w 2 − log w 2 ).
Ergodicity
We have introduced the MpCN kernel in Section 2 as an extension to the pCN kernel and showed it to have the RWM property. For this reason, the ergodic properties of the MpCN kernel can be derived in the same way as that of the RWM kernel. We consider heavy-tailed target distributions in Section 3.2 and light-tailed target distributions in Section 3.3. We prepare Section 3.1 for necessary condition for geometric ergodicity. We will conclude that unlike the RWM and pCN kernels, the MpCN kernel is geometrically ergodic for very wide class of target distributions. I will begin by reviewing a few elementary properties of transition kernels. Our notation and terminologies generally follow those of Meyn and Tweedie [2009] . Let P (x, dy) be a transition kernel on a measurable space (E, E). We define
for any measurable function h(x) and signed measure ν if the right-hand side exists. A probability measure Π is called the invariant probability measure if ΠP = Π and P is called Π-invariant. Let P 0 (x, dy) = I(x, dy) := δ x (dy) and P k+1 (x, dy) = z P (x, dz)P k (z, dy) (k ≥ 0). The kernel P is called Π-irreducible if Π is absolutely continuous with respect to
for some k ∈ N, δ ∈ (0, 1), and a probability measure ν. We require usual assumptions throughout in this paper: (a) P is Π-irreducible (b) P is Π-invariant (c) there exists a small set C ∈ E such that Π(C) > 0 and (d) Π is not singular, that is, Π({x}) < 1 for x ∈ E. Note that if E is countably generated, (c) comes from (a) (Proposition 2.6 of Nummelin [1984] ).
be a function such that V (x) < ∞ for Π-a.s. The transition kernel P is said to have the geometric drift condition if there is a small set C, γ ∈ (0, 1) and
The condition is extensively studied in the past few decades. In particular, if the above condition is satisfied, and also there exists a small set that satisfies (3.1) for k = 1, then P is geometrically ergodic, that is
where 
Necessary condition for ergodicity
In this section we introduce necessary condition for geometric ergodicity for random-walk type kernels (RWM and MpCN) and MH kernel with ergodic proposal kernel (pCN).
Let E be its Borel σ-algebra generated by the pseudometric topology. Fix x * ∈ E. The RWM kernel, and the MpCN kernel after transform Ψ satisfy the following property.
The following proposition, due to Jarner and Tweedie [2003] , gives necessary condition for ergodicity. This says that if P is geometrically ergodic, the target distribution has exponential tail. We give a proof for the sake of convenience of the reader.
Proposition 3.1 (Jarner and Tweedie [2003] ). Assume Assumption 1. If P satisfies geometric ergodicity then there exists δ > 0 such that
To prove the proposition, we need two simple lemmas. The first lemma says that small set is "small". The second lemma says that under geometric ergodicity, there is a small set "large enough".
Lemma 3.1. Under Assumption 1, any small set is bounded.
Proof. Assume by contradiction that there is an unbounded small set C such that (3.1). Choose r > 0 so that
and hence ν(B kr (
This would imply ν(E) ≥ ν(B kr (x 1 )) + ν(B kr (x 2 )) > 1 which is a contradiction. Thus any small set is bounded.
Lemma 3.2. If transition kernel P satisfies (3.2), then there exists s > 1 such that
is Π-integrable.
Proof. By (3.2),
Then by choosing s > 1 so that sγ < 1, we have
By assumption, P is irreducible and Π-invariant. By Theorem 14.3.7 of Meyn and Tweedie [2009] , the drift function V in (3.2) is Π-integrable. Hence the left-hand side is also Π-integrable
Proof of Proposition 3.1. By Lemma 3.1, small set C is bounded. We choose r > 0 such a way that C ⊂ B r (x * ) and P (x, B r (x)) > s −1 (x ∈ E) where s > 1 is as in Lemma 3.2. If x 0 / ∈ B nr (x * ) and if x n ∈ B r (x n−1 ) (n ≥ 1), then x 0 , . . . , x n−1 / ∈ B r (x * ). Therefore
where
is the integer part of t > 0. Therefore we can find c > 0 and δ > 0 such that
Since the left-hand side is Π-integrable by Lemma 3.2, the right-hand side is also Π-integrable.
By Proposition 3.1, RWM kernel is geometrically ergodic only if Π has a light-tailed density. The MpCN kernel has the same property but after the projection x → log x 2 . The requirement of the MpCN kernel is that Π has a polynomial-tailed density which is much weaker condition compared to the RWM kernel. 
for some δ > 0, where · is Euclidean norm.
Corollary 3.2. The MpCN kernel on R d satisfy Assumption 1 for d(x, y) = | log( x 2 ) − log( y 2 )| on where · is Euclidean norm. Thus if the kernel is geometrically ergodic, by taking
for some δ > 0. In particular,
Proposition 3.1 is useful for MH kernels with transient proposal kernels, but may not be useful for those with ergodic proposal kernels. In order to study necessary condition for the latter case, we need to estimate the acceptance probability. There is a useful result due to Mengersen and Tweedie [1996] , Roberts and Tweedie [1996] . Proposition 3.2 (Roberts and Tweedie [1996] ). If P is geometrically ergodic, then Π-ess sup P (x, {x}) < 1.
Proof. Let E = {x; V (x) < ∞}. To obtain a contradiction, suppose Π-ess sup P (x, {x}) = 1. Choose x n ∈ E so that P (x n , {x n }) ≥ 1 − n −1 . Any small set C only includes finitely many elements of {x n } n . Otherwise, if (3.1) is satisfied, then
Taking N → ∞ we have δ = 0 and hence this contradicts C is a small set. By geometric ergodicity, (3.2) is satisfied. Choose x n as above such that x n / ∈ C. Then
By taking n → ∞, γ = 1 and hence this contradicts our assumption for geometric ergodicity of P .
We state a necessary condition for ergodicity for the pCN kernel as a corollary of Proposition 3.2. It says that the pCN kernel requires even lighter-tailed density for the target distribution than the RWM kernel.
Corollary 3.3. Suppose that Π has a probability density π(x). For each r > 0, let
If the pCN kernel is geometrically ergodic, then lim inf r→∞ C r ≥ (1 − ρ)/2.
Proof. Write x * = ρ 1/2 x+(1−ρ) 1/2 w. Assume that the pCN kernel is geometrically ergodic. By Proposition 3.2,
for (Leb) a.s. x for some δ > 0. By triangular inequality, for sufficiently large r = x , we have ρr ≤ x * ≤ r since
with an obvious inequality ρ < ρ 1/2 < 1. Thus for each
Therefore if lim inf C r < (1 − ρ)/2, we can choose a sequence of r = r n = x n such that the right-hand side of the above tends to 0. By Lebesgue's dominated convergence theorem, the right-hand side of (3.4) converges to 0 for this sequence, which is a contradiction. Thus lim inf C r ≥ (1 − ρ)/2.
Ergodicity for regular varying function
We prove geometric ergodicity in terms of regularly varying property. For introductory literature to regularly varying functions we refer the reader to the books Bingham et al. [1989] , Resnick [2008] . The theory of regularly varying functions provides a framework for heavy-tail analysis. For one dimensional case, a positive function h(r) on (0, ∞) is called regularly varying if lim r→∞ h(rx)/h(r) = λ(x) for some positive finite valued function λ. We consider multidimensional version. We denote a(r, x) ucp − − → a(x) (r → ∞) if for any x ∈ R d \{0} there exists a compact set K x such that lim r→∞ sup y∈K |a(r, y) − a(y)| = 0.
This class includes many functions such as polynomial target densities considered in Jarner and Roberts [2007] (Section 3.3). This class inherits useful properties from one dimensional regularly varying function: λ(x) = x −α for the exponent of variation −α ∈ R (p277 of Resnick [2008] ). Note that symmetricity of λ(x) is crucial in our proof. It is not obvious to construct a simple sufficient condition for geometric ergodicity for non-symmetric case.
Assume that Π has the density π(x). Before stating the main result of this section we prove simple lemma for integrability of the regularly varying function. 
Therefore, by Potter bounds (Theorem 1.5.6 (iii) of Bingham et al. [1989] Proof. Let h(r) be as in the previous lemma. Then h(r) is a regularly varying function and hence e s x Π(dx) = e sr h(r)dr = +∞ (Theorem 1.5.6 (iii) of Bingham et al. [1989] ). Hence RWM kernel does not have geometric ergodicity by Corollary 3.1.
Next we consider pCN kernel. By local uniform convergence property,
Thus C r = o(1), and hence pCN kernel does not have geometric ergodicity by Corollary 3.3.
By Corollary 3.2, the MpCN kernel is geometrically ergodic only if Π has a polynomial tail. The following proposition states the converse. Proof. We use expression in (2.1) and (2.3). Let q(x) = π(x) x d and let
is bounded on C = {x; r ≤ x ≤ r −1 } for any r ∈ (0, 1), and C is a small set for the MpCN kernel. To prove (3.2), it is sufficient to show lim sup
Observe that
q(x) (3.6) and the integrand is uniformly bounded. Since π(x) is continuous at 0, for each w,w,
Since the law of ξ(x) is independent of x, we simply write ξ for ξ(x). Then by Slutsky's theorem, q(x * )/q(x) converges in law to exp(dξ/2) as x → 0. Therefore we have
By Proposition 2.1, the law of ξ is symmetric about the origin. Therefore the above expectation equals to
since P(ξ > 0) > 0 and the integrand is negative for any ξ > 0. Thus the first part of (3.5) is completed. Now we consider the second part of (3.5). Let η(x) = (d − α)ξ(x)/2. Then for each w,w,
By local uniform convergence of the regular varying function, the right-hand side of the above converges to 1. Since the law of η(x) does not depend on x, we simply denote it by η. Thus as in the first part of (3.5), q(x * )/q(x) converges in law to exp(η) by Slutsky's theorem as x → ∞. Hence
Since the distribution of η is symmetric, the above expectation equals to
Since the integrand is negative if η > 0, the claim follows if P(η > 0) > 0. Since P(η = 0) = 2P(η > 0), we have geometric ergodicity if P(η = 0) < 1. However P(η = 0) = 1 is satisfied if and only if α = d, which contradicts the assumption by Lemma 3.3. Thus the claim follows.
Ergodicity for rapidly varying function
In this section we illustrate ergodic property for the MpCN kernel for light-tailed target distributions. We show that the MpCN kernel is geometric ergodicity for any light-tailed target distribution as long as the curvature condition (3.9) is satisfied. On the other hand, as in Corollaries 3.1 and 3.3, super-exponential tail is necessary for the RWM kernel and the pCN kernel. To sate the main result, we need a definition for light-tailed distributions. Proof. The only if part follows from Proposition 3.2. The proof wil be finished once we show (3.7) in Proposition 3.4 if Π-ess sup P (x, {x}) < 1. We only show the latter inequality in (3.7) since the proof for the former inequality is exactly the same as that of Proposition 3.4. Thanks to lim x→±∞ e −sx min{1, e x } = 0 if
for any C > 0, then
Therefore by the expression (3.6), the equation (3.7) implies lim sup
where the last equality comes from continuity of π(x). Thus (3.7) will complete the proof. By Proposition 2.1, the law of x * / x = exp(ξ/2) does not depend on x. Therefore there exists δ > 0 for each > 0 such that
By expression (2.1), x * / x follows the multivariate Cauchy distribution with shift ρ 1/2 x/ x and scale 1−ρ. Thus the probability distribution function is uniformly bounded, and hence there exists c > 0 such that
By dominated convergence theorem, (3.8) tends to 0 if lim x→∞ Leb(A(x, ξ)) = 0 for each ξ ∈ S d−1 . Note that
However by rapidly varying property of π(x),
for each δ ≤ r, s, ≤ δ −1 such that r = s, and hence Leb(A(x, ξ)) = Leb(A(x, ξ) × A(x, ξ)) → 0. Thus the claim follows.
We state the main result in this section. The curvature condition considered in Jarner and Hansen [2000] is the sufficient condition for geometric ergodicity for the MpCN kernel. The proof follows a similar line of argument to Jarner and Hansen [2000] , proof of Theorem 4.3. then MpCN kernel is geometrically ergodic.
Proof. Let n(x) = x/ x and m(x) = ∇ log π(x)/ ∇ log π(x) . By assumption, there exists ∈ (0, 1) and M > 0 such that n(x), m(x) < −2 for all x ≥ M . Let W (x) = {x − t x ξ; 0 ≤ t ≤ 2 /4, ξ ∈ S d−1 , ξ − n(x) ≤ }.
We first prove that (y ∈ W (x) and x ≥ 2M ) ⇒ log π(y) π(x) > 0. (3.10)
If y = x − t x ξ ∈ W (x) then n(x) − n(y) 2 = 2 − 2 n(x), n(y) = 2 − 2 n(x), n(x) − tξ n(x) − tξ ≤ 2 − 2 1 − t 1 + t = 4t 1 + t ≤ 4t ≤
2
Since 1 − t ≥ 1 − 2 /4 ≥ 1/2, for x ≥ 2M we have y = x − t x ξ ≥ (1 − t) x ≥ M . Then for y ∈ W (x) and x ≥ 2M , ξ, m(y) = (ξ − n(x)) + (n(x) − n(y)) + n(y), m(y) ≤ ξ − n(x) + n(x) − n(y) + n(y), m(y) < 0. By the RWM property of the MpCN kernel (Proposition 2.1), the law of ξ(x)/2 = log( x * / x ) does not depend on x. Therefore for any δ > 0 there exists C > 0 such that
Therefore by (3.7)
lim inf
q(x) > 0 + δ.
Hence (3.11) is proved. Thus for x ≥ 2M , by (3.10) and (3.11), P (x, {x} c ) = E x min 1, q(x * )
q(x)
≥ P x log q(x * )
q(x) > 0
Observe that U W (x) = {U y; y ∈ W (x)} = W (U x) for any unitary matrix U , and x ∈ W (x) ⇔ e ∈ W (e) for e = x/ x . By these facts P x (x * ∈ W (x)) = P e (x * ∈ W (e)) > 0 for any e ∈ S d−1 . Thus lim inf x→∞ P (x, {x} c ) = Π-ess sup P (x, {x}) − 1 ≥ P e (x * ∈ W (e)) > 0. Thus the claim follows by Proposition 3.5.
