Instance selection is becoming increasingly relevant due to the huge amount of data that is constantly being produced in many fields of research. Although current algorithms are useful for fairly large datasets, scaling problems are found when the number of instances is in the hundreds of thousands or millions. When we face huge problems, scalability becomes an issue, and most algorithms are not applicable. Thus, paradoxically, instance selection algorithms are for the most part impracticable for the same problems that would benefit most from their use. This paper presents a way of avoiding this difficulty using several rounds of instance selection on subsets of the original dataset. These rounds are combined using a voting scheme to allow good performance in terms of testing error and storage reduction, while the execution time of the process is significantly reduced. The method is particularly efficient when we use instance selection algorithms that are high in computational cost. The proposed approach shares the philosophy underlying the construction of ensembles of classifiers. In an ensemble, several weak learners are combined to form a strong classifier; in our method several weak (in the sense that they are applied to subsets of the data) instance selection algorithms are combined to produce a strong and fast instance selection method. An extensive comparison of 30 medium and large datasets from the UCI Machine Learning Repository using 3 different classifiers shows the usefulness of our method. Additionally, the method is applied to 5 huge datasets (from three hundred thousand to more than a million instances) with good results and fast execution time.
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Introduction
The overwhelming amount of data that is available nowadays [1] in any field of research poses new problems for data mining and knowledge discovery methods. This huge amount of data makes most of the existing algorithms inapplicable to many real-world problems. Two approaches have been used to deal with this problem: scaling up data mining algorithms [2] and data reduction. However, scaling up a certain algorithm is not always feasible. On the other hand, data reduction consists of removing from the data missing, redundant and/or erroneous data to get a tractable amount of data. One common method for data reduction is instance selection.
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Instance selection [3] consists of choosing a subset of the total available data to achieve the original purpose of the data mining application as if the whole data were being used. Different variants of instance selection exist. We can distinguish two main models [4] : instance selection as a method for prototype selection for algorithms based on prototypes (such as k-nearest neighbors) and instance selection for obtaining the training set for a learning algorithm (such as decision trees or neural networks).
The problem of instance selection for instance based learning can be defined as "the isolation of the smallest set of instances that enable us to predict the class of a query instance with the same (or higher) accuracy than the original set" [5] .
Many widely used instance selection algorithms are, at least, O (n 2 ), n being the number of instances [6] . Although methods for scaling up these learning algorithms have been proposed [7] , for many algorithms either these methods are not applicable or their application is troublesome. For huge problems, with hundreds of thousands or even millions of instances, most instance selection methods are not applicable. One natural way of scaling up a certain algorithm is dividing the original problem into several easier subproblems and applying the algorithm separately to each subproblem. In this way we might scale up instance selection by dividing the original dataset into several disjoint subsets and performing the instance selection process separately on each subset. However, this method does not work well, as the application of the algorithm to a subset suffers from the partial knowledge it has of the dataset. Instance selection algorithms must evaluate the relevance of each instance to decide whether to remove it. To evaluate the relevance of an instance, the algorithm needs to know the whole dataset, because that relevance depends on all the other instances. Thus, direct application of instance selection to subsets of the original dataset does not yield a good performance.
In this paper we propose a methodology for using this basic idea of applying the instance selection algorithm to subsets of the original dataset in a way that allows a performance close to the application of the algorithm to the whole dataset, while retaining the advantages of a smaller subset. The underlying idea is based upon the following premises:
1. As stated above, a promising way of scaling up instance selection algorithms is using smaller subsets. A simple way of doing that is partitioning the dataset into disjoint subsets and applying the instance selection algorithm to each subset separately. 2. The above solution does not perform well, as each subset is only a partial view of the original dataset. In this way, important instances may be removed and superfluous instances may be kept. In the same sense that we talk of "weak learners" in a classifier ensemble construction framework, we can consider an instance selection algorithm applied to a subset of the whole dataset as a "weak instance selection algorithm." 3. Following the philosophy of classifier ensembles we conduct several rounds of weak instance selection algorithms and combine them using a voting scheme. Therefore, our approach is called democratic instance selection, and can be considered a form of extending classifier ensemble philosophy to instance selection.
Democratic instance selection is thus based on repeating several rounds of a fast instance selection process. Each round on its own would not be able to achieve a good performance. However, the combination of several rounds using a voting scheme is able to match the performance of an instance selection algorithm applied to the whole dataset with a large reduction in the time of the algorithm. In a different setup from the case of ensembles of classifiers, we can consider our method a form of "ensembling" instance selection. In classification, several weak learners are combined into an ensemble which is able to improve the performance of any of the weak learners alone [8] . In our method, the instance selection algorithm applied to a partition into disjoint subsets of the original dataset can be considered a weak instance selector, as it has a partial view of the dataset. The combination of these weak selectors using a voting scheme is similar to the combination of different learners in an ensemble.
The main advantage of our method is that as the instance selection algorithm is applied only to small subsets, the time is reduced significantly. In fact, as the size of the subset is chosen by the researcher, we can apply the method to any problem regardless of the number of instances involved. As for the case of classifier ensembles, where the base learner is a parameter of the algorithm, in our method the instance selection method is a parameter, and any algorithm can be used. This paper is organized as follows: Section 2 presents the proposed model for instance selection based on our approach; Section 3 reviews some related work; Section 4 describes the experimental setup; Section 5 shows the results of the experiments; and Section 6 states the conclusions of our work and directions for future research.
Democratic instance selection method
The democratic method for instance selection consists of performing r rounds of an instance selection algorithm which is applied to a number of disjoint subsets of the dataset that constitutes a partition of the available data. For each round, the process consists of dividing the original dataset into several disjoint subsets of approximately the same size. Then, the instance selection algorithm is applied to each subset separately. The instances that are selected by the algorithm to be removed receive a vote. Then, a new partition is performed and another round of votes is carried out. After the predefined number of rounds is performed, the instances that have received a number of votes above a certain threshold are removed. An outline of the method is shown in Algorithm 1. Each round can be considered to be similar to a classifier in an ensemble, and the combination process by voting is similar to the combination of base learners in bagging or boosting [9] . Fig. 1 shows an example of the algorithm for 10 rounds of votes and a dataset of 50 instances. 
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The most important advantage of our method is the large reduction in execution time. The reported experiments will show a large difference when using standard widely used instance selection algorithms. Additionally, the method is easy to implement in a parallel environment, because the execution of the instance selection algorithm over each subset is performed independently. Furthermore, as the size of the subsets is a parameter of the algorithm, we can choose the complexity of the execution in each of the processors.
However, as stated, the method still has two important issues to be addressed before we can obtain a useful algorithm. First, the partition method is not trivial, as a strictly random partition would not perform well. Second, the determination of the number of votes is problem-dependent. We carried out preliminary experiments using a fixed threshold for different problems with poor results. Depending on the problem, a certain threshold may be too low or too high. If we set a certain fixed threshold of votes to remove an instance for any problem, there are datasets for which that threshold means removing almost all the instances; on the other hand, there are other datasets for which that threshold results in keeping almost all instances. Thus a method must be developed for automatic determination of the number of votes needed to remove an instance from the training set. Automatic determination of this threshold has the additional advantage of relieving the researcher of the duty of setting a difficult parameter of the algorithm. These two issues are discussed in the following sections. We must also emphasize that our method is applicable to any instance selection algorithm, because the instance selection algorithm is a parameter of the method.
Partition of the dataset
An important step in our method is partitioning the training set into a number of disjoint subsets, t i , which comprise the whole training set, i t i = T . The size of the subsets is fixed by the user. The actual size has no relevant influence over the results provided it is small enough to avoid large execution time. Furthermore, the time spent by the algorithm depends on the size of the largest subset, so it is important that the partition algorithm produces subsets of approximately equal size.
We need a different partition of the dataset for each round of votes. Otherwise, the votes cast will be the same because most instance selection algorithms are deterministic. The simplest method would be a random partition, where each instance is randomly assigned to one of the subsets. Each round of votes will receive a different random partition. This was our first attempt at partition method inspired by [10] where bagging was used to get a sparse but not grandmother representation for Kernel Principal Component Analysis. However, this method has two problems: k-NN is a local learning algorithm, so because this partition does not keep, at least partially, the locality of the instances the performance of k-NN will be greatly affected. Thus, the first goal of our partition method is keeping, as much as possible, a certain locality in the partition. However, there is an additional important factor for the performance of the method that is subtler.
Each partition represents a different optimization problem, and thus a different error surface for the instance selection algorithm. If the partitions are very different, these error surfaces will also be very different. In such a case, the votes cast by the different rounds are almost randomly distributed, and the obtained performance is poor. Thus, to obtain a good performance the partitions of the different rounds of the algorithm must vary smoothly. 1 These two requirements are met using the theory of Grand Tour [11] . The idea of the Grand Tour method, introduced by Asimov [11] and Buja and Asimov [12] , is to generate a continuous sequence of low-dimensional projections of a highdimensional dataset, based on the premise that to fully understand a subject item, one must examine it from all possible 1 In fact, we performed experiments with random partitions with worse results. However, if the different random partitions are varied smoothly, for example, by performing and initial random partition and then exchanging a few instances between subsets at each round, the performance is clearly improved. angles. The method rotates a plane in the high-dimensional space. The data are projected onto this plane for each of its orientations, and when the sequence of projections is visualized on a computer screen, an animation is obtained, which is useful for identifying structures in the data set, such as clusters and outliers. Grand Tour shares a common objective with exploratory projection pursuit techniques. In both cases the human ability for visual pattern recognition is exploited.
Algorithms
When Grand Tour is used for visualization the sequence of planes must hold two conditions:
a. The sequence should be dense in the set of all planes in the high-dimensional space. b. The sequence should be smooth to give a visual impression of the data points moving in a continuous way.
The state-of-the-art algorithms for Grand Tour are "guided tours" and "manual tours" [13] and are based on the interpolation of a sequence of randomly generated planes. In the context of our algorithm it is enough to use a one-dimensional Grand Tour, thus, we project the data onto a rotating vector and then use this projection to divide the dataset into the subsets that we will pass to the underlying instance selection algorithm. In addition, we are more concerned with the simplicity of the algorithm. Thus, instead of an interpolation class algorithm, we chose a parametrization class algorithm, the torus method [11] , based on obtaining a sequence of rotation matrices, which leaves us with the problem of how to obtain these matrices.
We want to obtain a generalized rotation matrix Q that we will use to rotate the vector onto the area where we are going to project the data. This is implemented by choosing Q as an element of the special orthogonal group, denoted by 
The R i, j (θ i, j ) are elements of SO(d) that rotate the e i e j plane through an angle of θ i, j
To summarize, the coordinates of a point of the p-torus give the angles of the rotation matrices R i, j , which are combined to obtain the rotation matrix Q used for rotating the vector. There are different ways to get the curve through the p-torus [14] : the Asimov-Buja winding algorithm, the random curve algorithm or the fractal curve algorithm. In our experiments we use the random curve algorithm. First, we randomly use two points s i , s j in [0, 2π ] p to create a linear interpolant between the points going from s i to s j , then, if needed, we take a third point s k and join it with s j and so on.
Some implementation details
Obtaining the curve strictly through the shortest path in the p-torus adds a burden of complexity that does not seem to give any extra advantage to our algorithm. we usually obtain enough orientations to get all the partitions required by the algorithm. Because the density of the projections in the context of instance selection is not a critical factor (we do not need a long tour to get good results and ten to fifteen steps of Grand Tour are usually enough), we can use even simpler ways of obtaining the sequence of projections. In the case of uni-dimensional projections we could have applied only the pseudo Grand Tour obtained by using Andrews curves [15] . If we want a sequence of bi-dimensional projections we can use the orthogonal vectors given by Wegman curves [16] .
One concern when Grand Tour is used for dynamic data visualization is that, in general, the mapped curve on SO(d) cannot be uniformly distributed even when the curve on the p-torus is equally distributed. Here, we are also interested in uniformly rotating the projection vector, and we solve this by simply dynamically adapting the interpolation step used to obtain the curve on the p-hypercube whenever the angle changes more than 10% of the previous angle. 
Partition algorithm
Following this approach, we obtain the first partition by projecting our dataset onto a random vector and then dividing the projection into equal sized subsets. The next vector is obtained using the described procedure and a new partition is made. The procedure is repeated to get the subsequent partitions. Algorithm 2 shows the method for performing the partition based on this methodology. Divide the projected instances into subsets of size s using the linear ordering induced by the projection 3
Assign t i to each subset 4
An example of a partition performed in an artificial training set of 1500 instances, where the data are divided into four subsets, is depicted in Fig. 2 . The figure shows the original dataset which contains three classes and the five partitions performed on five rounds of votes. The figure shows the smooth variation of the subsets as the rounds of votes are performed.
This partition is specifically designed for k-NN instance selection algorithms. If we apply our methodology to other classifiers a random partition of the dataset can be used as shown in Section 5.11.
Determining the threshold of votes
An important issue in our method is determining the threshold of votes to remove an instance from the training set. Preliminary experiments showed that this number depends on the specific dataset. Thus, it is not possible to set a general preestablished value usable in any dataset. On the contrary, we need a way of selecting this value directly from the dataset in run time. A first natural choice would be the use of a cross-validation procedure. However, this method is time consuming. A less costly method is estimating the best value for the number of votes from the effect on the training set. The choice of the number of votes must take into account two criteria: training error, t , and storage, or memory, requirements m. Both values must be minimized. We define a criterion, f (v), which is a combination of these two values: (2) where m is measured as the percentage of instances retained, t is the training error and α is a value in the interval [0, 1] that measures the relative relevance of both values. Because the minimization of the error is usually more important than storage reduction, we have used a value of α = 0.75. Different values can be used if the researcher is more interested in reduction than in error. Estimating the training error is time consuming if we have large datasets. To avoid this problem, the training error is estimated using only a small percentage of the whole dataset, which is 10% for medium and large datasets and 0.1% for huge datasets.
The process to obtain the threshold is the following: Once we have performed r rounds of the algorithm and stored the number of votes received by each instance, we must obtain the threshold of votes, v, to remove an instance. This value must be v ∈ [1, r] . We calculate the criterion f (v) (Eq. (2)) for all the possible threshold values from 1 to r and assign v to the value that minimizes the criterion. After that, we remove the instances whose number of votes is above or equal to the obtained threshold v.
Complexity of our methodology
The aim of this work is to obtain an instance selection methodology that is able to scale up to large and even huge problems. Thus, an analysis of the complexity of the method is essential. In this section, we show how our algorithm is linear in the number of instances, n, of the dataset.
We divide the dataset into partitions of disjoint subsets of size s. Thus, the chosen instance selection algorithm is always applied to a subset of fixed size, s, which is independent of the actual size of the dataset. The complexity of this application of the algorithm depends on the base instance selection algorithm we are using, but will always be small because the size s is always small. Let K be the number of operations needed by the instance selection algorithm to perform its task in a dataset of size s. For a dataset of n instances we must perform this instance selection process once for each subset, that is, n/s times, spending a time proportional to (n/s)K . The total time needed by the algorithm to perform r rounds will be proportional to r(n/s)K , which is linear in the number of instances, because K is a constant value. Fig. 3 shows the computational cost, as a function of the number of instances, of a quadratic algorithm and our approach when that algorithm is used with subset sizes of s = 100, 1000, 2500 and 5000 instances and 10 rounds of votes. If the complexity of the instance selection algorithm is greater, the reduction of the execution will be even better.
The method has the additional advantage of allowing an easy parallel implementation. Because the application of the instance selection algorithm to each subset is independent of all the remaining subsets, all the subsets can be processed at the same time, even for different rounds of votes. Also, the communication between the nodes of the parallel execution is small.
As we have stated, two additional processes complete the method: the partition of the dataset and the determination of the number of votes. The determination of the number of votes can be accomplish in different ways. If we consider all the training instances, the cost of this step would be O (n 2 ). However, to keep the complexity linear, we use a random subset of the training set to determine the number of votes, with a limit on the maximum size of this subset that is fixed for any dataset. In this way, in medium to large datasets we use 10% of the training set, for huge problems 0.1%, and the percentage is further reduced as the size of the dataset grows. In fact, we have experimentally verified that we can consider any reasonable bound 2 in the number of instances without damaging the performance of the algorithm. With this method the complexity of this step is O (1) because the number of instances used is bounded regardless of the size of the dataset.
Finally, we consider the partition of the dataset apart from the algorithm because many different partition methods can be devised. The partition described in Section 2.1 can be implemented with a complexity O (n log(n)), using a quicksort algorithm for sorting the values to make the subsets, or with a complexity O (n) dividing the projection along the vector in equal width intervals. Both methods achieve the same performance as the obtained partition is similar. In our experiments we have used the latter method to keep the complexity of the whole procedure linear. However, this partition is specially designed for k-NN classifiers. When the method is used with other classifiers, other methods can be used, such as a random partition, which is also of complexity O (n). In fact, in the experiments reported using decision trees and support vector machines, we have used a random partition of the dataset. 
Related work
The usefulness of applying instance selection to disjoint subsets is also shown in [17] . In this work a cooperative evolutionary algorithm is used. Several evolutionary algorithms are performed on disjoint subsets of instances and a global population is used to account for the global view. This method is scalable to medium to large problems but cannot be applied to huge problems.
There are not many previous studies that have dealt with instance selection for huge problems. Cano et al. [18] proposed an evolutionary stratified approach for large problems. Although the algorithm shows good performance, it is still too computationally expensive for huge datasets. Kim and Oommen [19] proposed a method based on a recursive application of instance selection to smaller datasets.
In a recent paper, De Haro-García and García-Pedrajas [20] showed that the application of a recursive divide-and-conquer approach is able to achieve a good performance while attaining a dramatic reduction in the execution time of the instance selection process. Domingos and Hulten [21, 22] developed a method for scaling up learning algorithms based on Hoeffding bounds [23] . The method can be applied to either choosing among a set of discrete models or estimating a continuous parameter. The method consists of three steps: first, it must derive an upper bound on the relative loss between using a subset of the available data and the whole dataset in each step of the learning algorithm. Then, it must derive an upper bound of the time complexity of the learning algorithm as a function of the number of samples used in each step. Finally, it must minimize the time bound, via the number of samples used in each step, subject to the target limits on the loss of performance of using a subset of the dataset. Although the method is able to achieve interesting results, the need to derive these bounds makes its application troublesome for many algorithms. On the other hand, the advantage or our method with respect to this approach, is that no modification of the original algorithm is needed. Furthermore, the experiments reported by the authors [22] show that the dataset size must be several million instances for the method to be worthwhile. The experiments reported show that our method is able to reduce the execution time of the tested algorithms from a problem size of a few thousands instances.
In a subsequent study [24] , Domingos and Hulten developed a method for inductive algorithms based on discrete search. The complexity of the method is independent of the process of generating candidate solutions, but only if in this process the method does not need to access the data. In that way, it is applicable to randomized search processes. The general framework proposed [7] has been used for scaling up decision trees, Bayesian network learning, k-means clustering and the EM algorithm for mixtures of Gaussians. To the best of our knowledge, the approach has not been applied to instance selection.
There is a second advantage to our method. To apply the method of Domingos and Hulten we must derive an upper bound of the time complexity of the learning algorithm as a function of the number of samples used in each step. On the other hand, our proposal uses standard algorithms as black boxes, without any modification. In that way, it is applicable to any existing instance selection algorithm. 
Experimental setup
To make a fair comparison between the standard algorithms and our proposal, we selected 30 problems from the UCI Machine Learning Repository [25] . We selected datasets with, at least, 1000 instances. For estimating the storage reduction and generalization error, we used a k-fold cross-validation (cv) method. In this method the available data is divided into k approximately equal subsets. Then the method is learned k times, using in turn each one of the k subsets as testing set, and the remaining k − 1 subsets as training set. The estimated error is the average testing error of the k subsets. A fairly standard value for k is k = 10. A summary of these datasets is shown in Table 1 . In some figures throughout the paper we use the number of order of each dataset to reduce the size needed by the graphs. The table shows the 10-fold cv generalization error of a 1-NN classifier without instance selection, which can be considered as a baseline measure of the error of each dataset. These datasets can be considered representative of medium to large problems.
As the main statistical test, we used the Wilcoxon test for comparing pairs of algorithms. We chose this test because it assumes limited commensurability and is safer than parametric tests, because it does not assume normal distributions or homogeneity of variance. Furthermore, empirical results [26] show that this test is also stronger than other tests.
The evaluation of an instance selection algorithm is not a trivial task. We can distinguish two basic approaches: direct and indirect evaluation [27] . Direct evaluation evaluates a certain algorithm based exclusively on the data. The objective is to measure to what extent the selected instances reflect the information present in the original data. Some proposed measures are entropy, moments, and histograms.
Indirect methods evaluate the effect of the instance selection algorithm on the learning task. If we are interested in classification, we evaluate the performance of the used classifier when using the reduced set obtained after instance selection as learning set.
Therefore, when evaluating instance selection algorithms for instance-based learning, the usual method for evaluation is estimating the performance of the algorithms on a set of benchmark problems. In those problems several criteria can be considered, such as [28] storage reduction, generalization accuracy, noise tolerance, and learning speed. Speed considerations are difficult to measure, because we are evaluating not only an algorithm but also a certain implementation. However, because the main aim of our work is scaling up instance selection algorithms, execution time is a basic issue. To allow a fair comparison, we performed all the experiments in the same machine, a bi-processor computer with two Intel Xeon QuadCore processors at 1.60 GHz. To perform sound experiments the algorithm used for the whole training set and the algorithm used in our method were exactly the same.
The source code, in C and licensed under the GNU General Public License, used for all methods as well as the partitions of the datasets are freely available upon request to the authors.
Instance selection algorithms
To obtain an accurate view of the usefulness of our method, we had to select some of the most widely used instance selection algorithms. We chose to test our model using several of the most successful state-of-the-art algorithms. Initially, we used the algorithms DROP3 [28] , and ICF [5] . DROP3 (Decremental Reduction Optimization Procedure 3) is shown in Algorithm 3. This algorithm is an example of a new generation of algorithms that were designed taking into account the effect of the order of removal on the performance of the algorithm. ICF is designed to be insensitive to the order of presentation of the instances. It includes a noise-filtering step using a method similar to Wilson's Edited Nearest-Neighbor Rule [29] . Then, the instances are ordered by the distance to their nearest neighbor. The instances are removed beginning with the instances furthest from its nearest neighbor. This tends to remove the instances farthest from the boundaries first.
Algorithm 3: DROP3 algorithm
Noise filtering: Remove any instance in T misclassified by its k neighbors 1
Sort instances in S by distance to their nearest enemy 3 foreach Instance P ∈ S do Find P .N 1..k+1 , the k + 1 nearest neighbors of P in S
4
Add P to each of its neighbors' list of associates 5 end foreach Instance P ∈ S do Let with = # of associates of P classified correctly with P as a neighbor
6
Let without = # of associates of P classified correctly without P 
The local set of a case c is defined as "the set of cases contained in the largest hypersphere centered on c such that only cases in the same class as c are contained in the hypersphere" [5] so that the hypersphere is bounded by the first instance of a different class. The coverage set of an instance includes the instances that have it as one of their neighbors, and the reachable set is formed by the instances that are its neighbors. The algorithm is based on repeatedly applying a deleting rule to the set of retained instances until no more instances fulfill the deleting rule.
In addition to these two methods, it is worth mentioning the Reduced Nearest Neighbor (RNN) rule [30] . This method is extremely simple, but it also shows a good performance in terms of storage reduction. However, RNN has a serious drawback: its computational complexity. Among the standard methods used, RNN shows the worst scalability, taking several hundreds of hours for the largest problems. Therefore, RNN is the perfect target for our methodology, an instance selection method that is highly efficient but with a serious scalability problem. So, we also tested our approach using RNN, shown in Algorithm 5, as base instance selection method.
We also used one of the most recent algorithms for instance selection, the Modified Selective Subset (MSS) method [31] . The procedure is shown in Algorithm 6. We chose this algorithm as an example of a fast algorithm. With MSS we want to test whether our method is also able to improve the execution time of algorithms that are not as time-demanding as the previous ones.
As an alternative to these standard methods, we also applied genetic algorithms to instance selection, considering this task to be a search problem. The application is easy and straightforward. Each individual is a binary vector that codes a certain sample of the training set. The evaluation is usually made considering both data reduction and classification accuracy. Examples of applications of genetic algorithms to instance selection can be found in [32, 33] and [34] . Cano et al.
[4] performed a comprehensive comparison of the performance of different evolutionary algorithms for instance selection. 
They compared a generational genetic algorithm [35] , a steady-state genetic algorithm [36] , a CHC genetic algorithm [37] , and a population based incremental learning algorithm [38] . They found that evolutionary-based methods were able to outperform classical algorithms in both classification accuracy and data reduction. Among the evolutionary algorithms, CHC was able to achieve the best overall performance.
Nevertheless, the most critical problem addressed when applying genetic algorithms to instance selection is the scaling of the algorithm. As the number of instances grows, the time needed for the genetic algorithm to reach a good solution increases exponentially, making it totally useless for large problems. Because we are concerned with this problem, we used as a fifth instance selection method a genetic algorithm using CHC methodology. The execution time of CHC is clearly longer than the time spent by ICF, DROP3 or MSS, so it gives us a good benchmark to test our methodology on an algorithm that, like RNN, has a scalability problem.
Experimental results
The same parameters were used for the standard version of every algorithm and its application within our methodology. None of the standard methods have relevant parameters. The only value we had to set was k, the number of nearest neighbors. For DROP3, ICF, we used k = 3 neighbors, and k = 1 for RNN and MSS. For CHC we performed 100 generations of a population with 100 individuals and k = 1. Mutation was applied with a 10% probability. These are fairly standard values [4] . Our method has two parameters: subset size, s, and number of rounds, r. For subset size, we have to use a value large enough to allow for a meaningful application of the instance selection algorithm on the subset, and small enough to allow fast execution because the time used by our method grows with s. As a compromise value, we chose s = 1000, and a minimum of two subsets if the dataset has 1000 or fewer instances. For the number of rounds, we chose a small value to allow for fast execution, r = 10. In Section 5.9 we carry out a study of the effect of these two parameters on the performance of the algorithm. The application of our method with a certain instance selection algorithm X will be named demoIS.x. A summary of the results using the five algorithms is shown in Tables 2 and 3 , for standard and demoIS.x methods.
DROP3 vs. demoIS.drop3
The results using a standard DROP3 algorithm and our method with DROP3 as base algorithm are plotted in Fig. 4 . The figure shows results for testing error, storage requirements and execution time. Throughout the paper, we will use a graphic representation based on the kappa-error relative movement diagrams [39] . However, here, instead of the kappa difference value, we will use the storage difference. The idea of these diagrams is to represent with an arrow the results of two methods applied to the same dataset. The arrow starts at the coordinate origin and the coordinates of the tip of the arrow are given by the difference between the errors and storages of our method and the standard instance selection algorithm. The numbers indicate the dataset according to Table 1 . These graphs are a convenient way of summarizing the results. For example, arrows pointing down-left represent datasets for which our method outperformed the standard algorithm in both error and storage, arrows pointing up-left indicate that our algorithm improved the storage but had a worse testing error, and so on.
Numerical results are shown in Tables 2 and 3 . In terms of error, our method is able to match the results of the original DROP3 algorithm, the differences between them being small. In fact, demoIS.drop3 is even able to improve the performance of DROP3 in some datasets, such as car, mfeat-zer and nursery. In terms of storage reduction, demoIS.drop3 performs better than DROP3. Although it achieves worse results than DROP3 in a few problems, demoIS.drop3 is able to obtain a large reduction over the results of DROP3 in abalone, gene, german, isolet, krkopt, waveform and yeast datasets. In terms of execution time, the advantage of demoIS.drop3 is significant. For small problems, there is a small overload due to the 10 rounds of votes performed; however, as the problem grows in size our approach shows a large reduction in the time needed to perform the instance selection process. In this way, for the most time-consuming problem, adult dataset, demoIS.drop3 needs only 5% of the time spent by the original DROP3 to achieve a similar error and better storage reduction.
ICF vs. demoIS.icf
Results for ICF and demoIS.icf are plotted in Fig. 5 , and the numerical results are shown in Tables 2 and 3 . In terms of testing error, demoIS.icf is able to improve, or at least match, the results of ICF in all the datasets, with the only exceptions being gene, krkopt, kr vs. kp and nursery problems. Furthermore, for some problems, such as isolet, letter, mfeat-kar, pageblocks and zip, the test error is clearly better than the error achieved by ICF. In terms of storage reduction, the average performance of both algorithms is similar, with a remarkably good performance of demoIS.icf for nursery dataset. In terms of execution time the behavior is similar to the case for DROP3. For complex problems, the advantage of demoIS.icf over ICF is clear.
MSS vs. demoIS.mss
Results for MSS and demoIS.mss are plotted in Fig. 6 , and the numerical results are shown in Tables 2 and 3 . In terms of both testing error and storage reduction, the performances of demoIS.mss and MSS are similar. The relevance of this experiment, as we have stated, was to test whether our approach is still able to reduce the execution time of a simpler algorithm, as was the case with more complex ones, such as DROP3 and ICF. The results show that for large datasets, such as adult, krkopt, letter and shuttle, improvement in the execution time is significant. Fig. 4 . Storage requirements/testing error (top) and execution time in seconds (bottom -using a logarithmic scale) for standard DROP3 algorithm and our approach.
RNN vs. demoIS.rnn
The next experiment was conducted using RNN as the base instance selection algorithm. The results are plotted in Fig. 7 with numerical values shown in Tables 2 and 3 . As we stated in the previous section, this is a perfect example of the potentialities of our approach. In our experiments RNN showed the best performance in terms of storage reduction. However, the algorithm has a serious problem of scalability. As an extreme example, for the adult problem RNN took more than 500 hours per experiment. This scalability problem prevents its application in those problems where it would be most useful. The figure shows how demoIS.rnn is able to solve the scalability problem of RNN. In terms of testing error, demoIS.rnn is also able to improve the performance of RNN, with a better performance in 21 of the 30 datasets. In terms of storage reduction our algorithm performs worse than RNN. However, the performance of demoIS.rnn is still good, in fact, better than any other of the previous algorithms. So, our approach is able to scale RNN to complex problems, improving its results in terms of testing error, but with worse results in terms of storage reduction. Execution time results are remarkable, and the reduction of the time spent by the selection process is large. The extreme example of these results is the two most time-consuming datasets, adult and krkopt, where the speed-up is more than a hundred times. the CHC algorithm was compared with standard methods in small to medium problems. For those problems, the performance of CHC was better than the performance of other methods. However, because the datasets are larger, the scalability problem of CHC becomes relevant. In our set of problems, CHC clearly performs worse than DROP3, ICF, MSS or RNN in terms of storage reduction. We must take into account that for CHC we need one bit in the chromosome for each instance in the dataset. This means that for large problems, such as adult, krkopt, letter, magic or shuttle, the chromosome has more than 10 000 bits, making the convergence of the algorithm problematic. Thus, CHC is, together with RNN, an excellent example of the applicability of our approach. For this method, the scaling up of CHC provided by demoIS.chc is evident not only in terms of running time, with a large reduction in all 30 datasets, but also in terms of storage reduction. demoIS.chc is able to improve the reduction of CHC in all 30 datasets, with an average improvement of more than 20%, from an average storage of CHC of 31.83% to an average storage of 11.58%. The negative side effect is a worse testing error, which is, however, compensated by the improvement in running time and storage reduction.
CHC vs. demoIS.chc

Control experiments
The previous experiments showed that our method is able to, at least, match the performance of standard methods with a significant reduction in the execution time. However, it may be argued that this reduction with respect to standard methods is significant only if the standard methods are useful themselves. In this way, if a simple random sampling is no worse than standard methods, the usefulness of our approach would be partly compromised. In any case, we must not forget that, because random sampling does not determine the number of instances to retain in the subset, it solves only part of the problem [28] , even in such cases when the random sampling achieves good results.
In this section we show the results of a control experiment designed to test whether the simple random approach is competitive with respect to standard instance selection methods. For each problem we performed a random sampling with a sampling rate equal to the storage obtained by each algorithm and compared the testing error of each standard method and random sampling. Table 4 shows the comparison for all methods.
The experiment shows interesting results. First, we can see that the most widely used algorithms, Drop3, ICF and RNN, are able to improve the performance of random sampling in a consistent way. All of these algorithms are significantly better than random sampling. The same conclusion is valid for their democratic counterparts. This control experiment validates the usefulness of these algorithms. However, the experiment also shows that new algorithms must be compared with random sampling to assure their viability, because MSS and CHC do not show a significantly better behavior than random sampling.
Nevertheless, we must not rule out the use of these algorithms, because the comparison is made using the value obtained by the corresponding instance selection algorithm as the random sampling rate. If we consider random sampling alone, we will not be able to determine the percentage of instances to sample. Thus, if instance selection algorithms are not able to improve the results of random sampling, they are still useful to obtain the sampling rate.
Study of execution time
In the previous sections we showed that our method's computational cost is linear in the number of instances. To illustrate this property, we show the behavior of the standard algorithms and our approach in terms of execution time in function of the number of instances in Fig. 9 . We plot the time spent by the algorithms as the number of instances increases. A Bezier line is drawn using those points to create a clearer plot. The figure shows that the MSS, ICF and DROP3 methods have an execution time that is approximately quadratic with respect to number of instances. RNN and CHC show a worse behavior, with a far longer execution time. Our proposal is approximately linear, allowing the use of the methods even with hundreds of thousands of instances. This corroborates our theoretical arguments in Section 2.4.
Summary of results
As a summary of the previous experiments, Table 5 shows a comparison of our approach when using the five tested instance selection algorithms averaged over all the datasets shown in previous tables. The table shows the advantage of using our approach. In terms of testing error, demoIS is no worse than the standard algorithms in all of the methods with the exception of CHC. However, although for CHC there is a small increment in testing error, it is coupled with a large decrement in the storage reduction. In terms of storage reduction, demoIS is no worse in all of the cases with the exception of RNN. However, for RNN the reduction in terms of execution time is remarkable, and the storage reduction achieved by demoIS.rnn is worse than RNN but still better than the other algorithms. In terms of execution time, as showed in Fig. 9 , the behavior is excellent for the five algorithms.
In Section 3 we discussed a previous method based on a recursive divide-and-conquer approach [20] that was able to obtain good results in terms of execution time and storage reduction. However, the main drawback of that method is in Fig. 8 . Storage requirements/testing error (top) and execution time in seconds (bottom -using a logarithmic scale) for standard CHC algorithm and our approach.
Table 4
Summary of the performance of instance selection methods in terms of testing error against a random sample with the same sampling ratio. The table shows the win/draw/loss record of each algorithm against the random sampling. The row labeled p s is the result of a two-tailed sign test on the win/loss record and the row labeled p w shows the result of a Wilcoxon test. Significant differences at a confidence level of 95% using a Wilcoxon test are indicated with a . the testing error, which is worse than that obtained if we apply the original method alone. Fig. 10 shows a comparison of demoIS. and this method in terms of testing error for DROP3 and ICF as base methods. The figure shows how demoIS. improves the testing error of our previous recursive approach in almost all of the problems. A pairwise comparison of both algorithms, for DROP3 and ICF methods separately, shows significant differences using Wilcoxon test at a confidence level of 99%. Fig. 10 . Testing error for recursive and democratic instance selection using DROP3 (top) and ICF (bottom) as base methods.
Standard methods
Drop3
Study of subset size and number of rounds effect
We have stated that the size of the subset is not relevant provided it is kept small, that is, about a few hundreds or thousands instances. Thus, we chose a subset size of 1000 instances as a good compromise between a subset small enough to obtain a significant reduction of execution time and large enough to allow a meaningful instance selection process. In this section we study the effect of subset size on the behavior of our method. We performed experiments using DROP3 and ICF and subset sizes of 100, 250, 500, 1000, 2500 and 5000 instances and 10 rounds of votes. Figs. 11 and 12 show the results for testing error, storage requirements and execution time with the six different sizes using DROP3 and ICF respectively. For DROP3 the reduction is kept similar regardless of the subset size. With a larger subset size the reduction is somewhat smaller, but the differences are not significant. In terms of testing error, the method needs a subset size large enough to form meaningful subsets. In this way, subsets smaller than 1000 instances obtain worse results, but once the minimum size of 1000 instances is achieved, there is no longer a decrement in testing error. In fact, the results for subset sizes of 1000, 2500 and 5000 instances are almost equal. In terms of execution time we observe a large increment, for example, with DROP3 as the base method, the time grows approximately quadratically as the subset size grows.
The behavior for ICF is similar. In this case, there is a more significant reduction in storage requirements as the subset size becomes larger. This reduction has the side effect of worsening the testing error for subset sizes of 2500 and 5000 instances. The behavior of execution time is the same as for DROP3. As the subset size grows, the execution time grows.
As the size becomes larger, the O (n 2 ) of the algorithm begins to be relevant, and the processing of each subset is more important than the reduction of the number of subsets processed. The results corroborate that 1000 instances is a good compromise among the sizes that favor storage reduction, testing error and execution time.
A similar test was performed to determine the effect of the number of rounds on the performance of the method. We ran the method using 5, 10, 25 and 100 rounds. The results for DROP3 and ICF are shown in Figs. 13 and 14 , respectively. Again, similar behavior is observed in both algorithms. As more rounds are added, the reduction in storage decreases. This effect is due to the fact that the threshold for removing an instance is higher and so more rounds must agree to remove it. The testing error is not affected after the first few rounds are added. Inspecting the results, we observed that when many rounds are used, 25 or more, many of the votes cast are redundant and there is no advantage in having so many rounds. In this way, a value measured at around 10 rounds is enough. The effect of adding more voters in the testing error is marginal, and each new round increases execution time. This behavior is similar to the case of classifier ensembles, where little gain is obtained after the first few classifiers are added [8] .
Huge problems
In the previous experiments we have shown the performance of our methodology in problems that can be considered medium to large. In this section we consider huge problems, with a few hundreds thousands to more than a million instances, that are shown in Table 6 . These datasets will show whether our methodology allows scaling up standard algorithms to huge problems. As in the previous experiments, testing error and storage reduction are obtained using 10-fold cross-validation. The size of the datasets prevents the execution of the standard algorithms within a reasonable time, so the validity of our approach was tested using the 1-NN 10-fold cv testing error shown in the table. For these problems we used demoIS.drop3, demoIS.icf and demoIS.rnn.
Results are shown in Table 7 . The first remarkable result is that our method is able to scale up even to huge problems. In fact, our algorithm makes it possible to do instance selection with datasets whose execution time was prohibitive. In the worst case, in the demoIS.rnn for poker dataset, our approach took 93 hours. This value is good if we take into account that the standard RNN took more than 500 hours in adult dataset, a problem with 48 842 instances whereas poker dataset has 1 025 010 instances. Regarding the effectiveness of the scalability, the results are good. The achieved testing error is close to the 1-NN error for all problems and methods, with the only exception being the covtype problem with the demoIS.icf method. This testing error comes together with a remarkable reduction in storage size, which for demoIS.rnn is less than 1% of the original dataset for census, kddcup99, kddcup991M and poker. Similarly, demoIS.drop3 and demoIS.icf achieve large reductions for these problems. 
Application to other methods of classification
We have stated that our approach can be applied to other classifiers as well. Other learners can benefit from the democratization of the instance selection algorithm, as it provides a way to scale up any instance selection algorithm. In this way, classifiers whose complexity is related to the size of the training set, such as decision trees and support vector machines (SVM), can benefit from instance selection because the constructed classifier would be simpler [6, 40] . When the instances selected are used as a training set for an instance-based learner, such as an SVM or a decision tree, the term prototype selection is used more often than instance selection. We will use instance selection for k-NN oriented methods, and prototype selection for methods developed for selecting training instances for an instance-based learner.
Our method can be used without any significant modification with any of these classifiers. We just need a prototype selection algorithm suitable for the used classifier, then we can apply the procedure described in Algorithm 1. As in the described instance selection methods, prototype selection algorithms for decision trees, neural networks or SVMs suffer a problem of scalability. Thus, our method can contribute to scaling up these algorithms as has been shown for k-NN-based instance selection.
In this section we present experiments showing the applicability of the democratic algorithm when using decision trees and SVMs as classifiers. We chose these two classifiers because their complexity depends on the quality of the training set [40] and also because they are among the most widely used in any machine learning application. As we have stated, the partition method described in Section 2.1 is specially designed for the k-NN method. Thus, for the experiments with decision trees and SVMs we used a simple random partition of the training set into disjoint subsets of approximately the same size. As the prototype selection algorithm, we can use any of those previously described. However, because these algorithms are specially designed for k-NN classifiers, their results on other classifiers are rather poor. Thus, we use a method designed for any type of classifier. This method [41] is a filter approach based on using a set of different classifiers as noise filters. These classifiers should detect the noisy, outliers or mislabeled instances and remove them from the training set. The procedure is shown in Algorithm 7. Brodley and Friedl proposed two versions of the method, consensus filter and majority vote. In consensus filter, a set of classifiers D = {d 1 , d 2 , . . . , d k } is available, and each classifier d i is trained on the original training set. After that, instances that are misclassified by all classifiers in D are discarded. Then the classifier of our choice is trained on the remaining instances. In majority vote, the procedure is the same, but instances are discarded if a majority of the learners misclassify them. In our experiments we used the latter approach because the former resulted in removal of very few instances. We will use the term Majority Vote Filter (MVF) algorithm to refer to this method. As classifiers in D we chose a 1-NN classifier, a k-NN classifier where k is obtained by cross-validation, a C4.5 decision tree [42] , an SVM with a linear kernel, and an SVM with a Gaussian kernel. Decision trees and SVMs are sensitive to parameters, so we performed our experiments using cross-validation for setting the values of the parameters. For each of the classifiers used, we obtained the best parameters from a set of different values. For SVM with a linear kernel we tried C ∈ {0.1, 1, 10}, and for an SVM with a Gaussian kernel we tried C ∈ {0.1, 1, 10} and γ ∈ {0.0001, 0.001, 0.01, 0.1, 1, 10}, testing all 18 possible combinations. For C4.5, we tested 1 and 10 trials and softening of thresholds trying all 4 possible combinations. Although this method does not assure an optimum set of parameters, at least a good set of parameters is obtained in a reasonable time. The SVM learning algorithm was programmed using functions from the LIBSVM library [43] .
The experiments were performed with the same experimental setup used previously. There is only one change that must be made in the democratic algorithm: the threshold of votes (see Section 2.3) is evaluated using the classifier we are going to learn with the prototypes selected by the algorithm.
The experiments were performed using the standard classifiers, both C4.5 and SVM, on the whole dataset. Then, we applied the MVF algorithm and trained C4.5 and SVM on the dataset selected by MVF. Finally we performed the same experiment using the democratic version of MVF, demoIS.MVF. Results for C4.5 classifier are shown in Table 8 and for SVM are shown in Table 9 . These results are plotted in Figs. 15 and 16 , respectively. . 15 . Testing error, relative tree size, measured as the ratio of the number of nodes with respect to C4.5 applied to the whole dataset, and execution time in seconds (using a logarithmic scale) for standard MVF algorithm and our approach, compared with the C4.5 algorithm applied to the whole dataset.
Both the tables and the results show the usefulness of our approach. MVF is able to obtain classifiers, in both cases, that are simpler than those obtained using all the instances in the training set, and match their testing error. However, as in the previous methods, MVF has a scalability problem for large datasets. This problem is especially noticeable for adult and shuttle datasets. demoIS.MVF is able to keep the performance of MVF but with a significant reduction in the execution time.
As it was the case for the experiments using k-NN, the reduction is more significant when the problem is larger, supporting our claim that the proposed method is able to scale up prototype selection algorithms as well as instance selection methods efficiently.
These results show that our methodology can be applied to different kinds of classifiers provided there is a prototype selection method for them. Other methods that have reported good results, such as PSRCG [44] and SiS [45] , can be used as well.
Noise tolerance
Instance selection algorithms, as any other learning algorithm [46] , have degraded performance in the presence of noise. In the field of ensembles of classifiers, Dietterich [47] tested the effect of noise on learning algorithms by introducing artificial noise in the class labels of different datasets. Real-world problems do have noise, thus, it is relevant to study the Fig. 16 . Testing error, relative tree size, measured as the ratio of the number of support vectors with respect to SVM applied to the whole dataset, and execution time in seconds (using a logarithmic scale) for standard MVF algorithm and our approach, compared with SVM applied to the whole dataset.
behavior of any learning algorithm in the presence of noise. In this section, we study the sensitivity of our method to noise and compare it with standard algorithms.
To add noise to the class labels, we follow the method of Dietterich [47] . To add classification noise at a rate ρ, we chose a fraction ρ of the instances and changed their class labels to be incorrect, choosing uniformly from the set of incorrect labels. We chose all the datasets and three rates of noise, 5%, 10%, and 20%. With these three levels of noise we performed the experiments using DROP3 and ICF, and their democratic counterparts demoIS.drop3 and demoIS.icf. Fig. 17 shows the results for the four methods at noise levels of 5%, 10% and 20%, and using DROP3 and ICF algorithms. The figure demonstrates the robustness of our method. The degradation of performance is smooth as class label noise is added. It is important to note that our method is able to maintain a good performance in the presence of noise because it uses partial views of the dataset that might be more sensitive to noise. The figures show that our method is able to keep its relative behavior with respect to the original algorithms as noise is added.
Conclusions and future work
In this paper we have presented a new method for scaling up instance selection algorithms that is applicable to any instance selection method without any modification. The method consists of performing several rounds of applying instance selection on disjoint subsets of the original dataset and combining them by means of a voting method. Using five wellknown instance selection algorithms, DROP3, ICF, RNN, MSS and a CHC genetic algorithm, we have shown that our method is able to match the performance of the original algorithms with a considerable reduction in execution time. In terms of reduction of storage requirements and testing error, our approach is even better than the use of the original instance selection algorithm over the whole dataset for some of the methods. Our method is straightforwardly paralellizable without modifications.
Additionally, our method has also been tested using prototype selection algorithms and two additional classifiers, decision trees and support vector machines. In both cases it has shown its ability to scale prototype selection algorithms as well as instance selection algorithms.
We have also shown that our approach is able to scale up to huge problems with hundreds of thousands of instances. Using five of those huge datasets our method is able to execute rapidly, achieving a significant reduction of storage while keeping the testing error similar to the 1-NN error using whole datasets. We think that the proposed method might be a breakthrough in instance selection algorithms design, because it allows the development of more complex methods for instance selection. This is due to the relaxation of the constraints on the complexity of the base method through the possibility of using democratic instance selection.
As a principal research approach, we are working on the development of better methods of partitioning the original dataset that we believe may have a relevant influence on the performance of the method. Additionally, in a recent paper [48] it was shown that instance selection can be used as a mechanism for constructing ensembles of classifiers. The method presented in this paper provides a promising way to extend this method to larger datasets.
