This article proposes a model of hybrid evolution-based Takagi-Sugeno fuzzy neural networks (TSFNNs). The model is to research and analyze how to improve the efficiency of image compression. In the proposed model, the hybrid evolution method integrates the advantages of improved quantum-behaved particle swarm optimization, adaptive annealing learning, and mutation operation to train Takagi-Sugeno fuzzy neural networks. The proposed hybrid evolution-based quantum-behaved particle swarm optimization Takagi-Sugeno fuzzy neural networks (HEQPSO-TSFNNs) can improve the coding result around boundaries to enhance the coding efficiency of the lossless compression of images.
Introduction
Image is usually the source of data, via different transmitting and compressing procedure, data receive different compressed results. Recently, some image compression techniques have already been proposed. 1, 2 Artificial intelligence methods adopted to compress image are issued successively.
How to improve compress efficiency to reach the topic that the high-quality image stores and transmits is the research issue. Recently, some methods about losing the image code and compress have already been proposed successively. 3, 4 However, it is computation consuming work. To overcome this problem, some authors utilize fuzzy logic concept and neural networks to design the non-linear predictor. 5, 6 Authors proposed Takagi-Sugeno fuzzy neural networks (TSFNNs) to carry out the non-linear predictor. The neural network of Takagi-Sugeno fuzzy type has parallel computing ability. 7 In this study, we adopt the hybrid evolution approach integrating quantum-behaved particle swarm optimization (HEQPSO), adaptive learning algorithm, and mutation operation to search optimal TSFNNs (HEQPSO-TSFNNs). The HEQPSOTSFNNs are adopted to perform image compression.
In this article, we adopted TSFNNs to construct the predictor of image codes. The TSFNNs can perform the non-linear model which describes high complexity with less fuzzy rules. 8, 9 The i R fuzzy rule can be expressed as follows: Layer 2 (membership function layer): In this layer, the membership values specifying the degree to which an input value belongs to a fuzzy set is calculated. To describe the linguistic terms, Gaussian function representing fuzzy membership functions is adopted as
where ij c and ij s denoted the center and width for the ith input and the jth membership function.
Layer 3 (inference rule layer): Product inference method is used to determine the firing strength of each node. Each inference rule can be expressed as 
From (6), the output of the proposed TSFNNs-based predictor is evaluated in an un-normalized manner.
Optimization of TSFNNs
In the evolution procedure of designing optimal TSFNNs, a hybrid evolution technique is adopted to find appropriate parameters combinations. Each particle ) (k i can be denoted as (7).
To adapt the parameters of the proposed TSFNNs during the coding process, a fitness function is defined as (8) . where d is the desired output and y is output of TSFNNs.
Hybrid Evolution-Based QPSO
In the PSO algorithm, each particle keeps trajectory of its coordinates in the problem space. The coordinate of each particle is related to its own best position (local best position) and the global best position achieved so far.
From the view of classical dynamics, to avoid explosion and guarantee convergence, particles must be bounded and fly in an attractive potential field. Clerc and Inspired by the behavior that particles move in a bounded state and preserve the global search ability, Sun et al. 11, 12 proposed the QPSO algorithm. In the QPSO model, particles move in a quantum multi-dimensional space, the state of particles is usually depicted by a normalized wave function. That is, a single particle with m mass is subjected to the influence of a potential field in quantum space and the wave function of this particle is governed by the Schrödinger equation. 12 The solution of time-independent Schrödinger equation for this system in one dimensional space can be expressed as:
where is a random number uniformly distributed on [0, 1] and L is the characteristic length of delta potential well (called "Creativity" of particles) which specifies the search scope of a particle. In order to improve performance, Sun et al. 13 employ a mainstream thought point to evaluate the parameter. The mainstream thought point and can be expressed as the following forms:
The creative coefficient with adaptive annealing learning mechanism according to the change rate of optimal estimation has the form: fit max ,
where is step length of , fit is the change rate of optimal estimation so far.
Experimental Results
In this article, the encoded image quality of HEQPSOTSFNNs was evaluated using the peak signal-to-noise (PSNR) and computational time (CPU-T). images named "LENA" and "BASKET" with pixel amplitude resolution of 8 bits are given to evaluate the HEQPSO-TSFNNs. Different codebooks with size 512 are implemented. We compare HEQPSO with TVACPSO (particle swarm optimization with time-varying acceleration coefficients). 14 In experiments, the two algorithms are implemented and then executed 10 times. The image compression and reconstruction are shown in Figs. 1-2 . Meanwhile, Table  1 showed the average PSNR and CPU-T values using HEQPSO-TSFNNs and TVACPSO-TSFNNs. From the Table 1 , the superiority of the proposed HEQPSOTSFNNs for image compression was confirmed.
Table1
The average values of PSNR and CPU-T using HEQPSO-TSFNNs and TVACPSO-TSFNNs. 
