Abstract. We consider pseudodifferential Douglis-Nirenberg systems on R n with components belonging to the standard Hörmander class S * 1,δ (R n ×R n ), 0 ≤ δ < 1. Parameter-ellipticity with respect to a subsector Λ ⊂ C is introduced and shown to imply the existence of a bounded H∞-calculus in suitable scales of Sobolev, Besov, and Hölder spaces. We also admit non pseudodifferential perturbations. Applications concern systems with coefficients of mild Hölder regularity and the generalized thermoelastic plate equations.
Introduction
The concept of maximal regularity is an important tool in the modern analysis of nonlinear (parabolic) evolution equations. For a densely defined closed operator A : D(A) ⊂ X → X in a Banach space X, maximal L q -regularity essentially means that the initial value problem u t + Au(t) = f (t), u(0) = 0, for each right-hand side f ∈ L q (R + , X) admits a unique solution with Au ∈ L q (R + , X) (in case of invertibility of A this is equivalent to u ∈ W 1 q (R + , X) ∩ L q (R + , D(A))). In combination with fixed point arguments maximal L q -regularity may be used to deduce existence and regularity results for solutions of nonlinear problems.
It is known that A is the generator of an analytic semi-group in X, provided it has maximal regularity. The reverse implication, however, is false. Thus it is natural to address the question, which conditions on A imply maximal regularity. One such condition is the existence of a so-called bounded H ∞ -calculus for A. This is a functional calculus, that allows to define f (A) ∈ L (X) for certain complex-valued holomorphic functions f ; for a short review see Subsection 4.2. This calculus was introduced by McIntosh in [13] and recieved since then a lot of attention (cf. [3] and [11] for extensive expositions and further literature). The existence of an H ∞ -calculus implies existence of bounded imaginary powers. Combining this with a classical result of Dore and Venni [6] , maximal regularity follows. An alternative approach to maximal regularity relies on the so-called R-boundedness of the resolvent.
The aim of the present paper is to establish conditions for perturbed Douglis-Nirenberg systems that ensure the existence of a bounded H ∞ -calculus, hence of maximal regularity. We consider pseudodifferential systems on R n with components whose symbols belong to the standard Hörmander class S * 1,δ (R n × R n ), 0 ≤ δ < 1 (the order * is different for each component). The established condition is a condition of parameter-ellipticity with respect to a sector Λ ⊂ C containing the left half-plane, called Λ-ellipticity throughout the paper. We give two, initially seemingly different, formulations of Λ-ellipticity (see Definitions 3.1 and 3.2). The first is motivated by a notion of parameter-ellipticity introduced by Denk, Menniken, and Volevich in [4] , which is connected with the so-called Newtonpolygon associated with the system. The second formulation is modeled on a condition introduced by Kozhevnikov [8] , [9] , for classical (i.e. polyhomogeneous) Douglis-Nirenberg systems. Although different in appearance, we proof that both notions of ellipticity are equivalent. For Λ-elliptic systems we construct in Section 3 a parametrix and show that such systems are diagonalizable modulo smoothing remainders. In Section 4 we establish the existence of a bounded H ∞ -calculus.
The perturbations we admit in our analysis allow us not only to consider systems with smooth symbols but also with symbols of a mild Hölder regularity, see Section 5. Minimal regularity assumptions on the symbols (i.e., the coefficients in case of differential systems) are of particular importance when aiming at nonlinear problems. As a further application, see Section 6, we consider the so-called generalized thermoelastic plate equations introduced in [1] , [14] . It has been shown in [5] that (for the involved parameters belonging to the 'parabolic region') this equation can be seen as an evolution equation with a generator of an analytic semi-group. We improve this result, showing the existence of a bounded H ∞ -calculus.
Douglis-Nirenberg systems: Basic definitions and properties
In this section we provide the basic notation and definitions that will be used throughout the paper. Moreover, we recall some standard properties of pseudodifferential operators.
As usual, we use the notation ξ := (1 + |ξ| 2 ) 1/2 and D := −i∂. Frequently, we shall simply write S µ δ . In case δ = 0, we suppress δ from the notation.
The system of norms · µ δ,k , k ∈ N 0 , defines a Fréchet topology on S µ δ . To a given symbol a ∈ S µ δ we associate a continuous operator a(x, D) :
where u is the Fourier transform of u and dξ = (2π) −n dξ. By duality, we extend this operator to
. This operator restricts to Sobolev spaces in the following way:
for any real s. Moreover, we have continuity of the mappings
The continuity of (2.1) entails that the norm a(x, D) as a bounded operator between Sobolev spaces can be estimated from above by C a µ δ,k with suitable constants k and C that do not depend on a. Pseudodifferential operators behave well under composition: There exists a continuous map
For an explicit formula of the so-called Leibniz-product a 1 #a 2 see, for example [10] . In the sense of an asymptotic expansion we have
i.e., for any positive integer N ,
1≤i,j≤q such that there exist real numbers m 1 , . . . , m q and l 1 , . . . , l q with the property that
and the numbers r i :
A Douglis-Nirenberg system in the sense of the previous definition induces continuous operators
Due to the requested nonnegativity of the r i we have that s + m i ≥ s − l i . Therefore, we may (and will) consider A(x, D) as an unbounded operator in
3. Λ-elliptic Douglis-Nirenberg systems 3.1. Parameter-ellipticity. From now on let Λ denote a closed subsector of the complex plain, i.e.
We let A(x, D) be a system as in Definition 2.3. Moreover, for simplicity of exposition, we shall assume from now on that
Let us point out that this assumption is mainly made for notational convenience; the main results of the present paper, i.e. parametrix construction, diagonalization, and existence of a bounded H ∞ -calculus, remain valid (in an adapted formulation) also in the general case when in (3.2) some (or all) of the inequalities are replaced by equalities. Let us also mention that we assume neither any ordering nor positivity or negativity of the numbers l 1 , . . . , l q , m 1 , . . . , m q .
We shall now introduce two notions of parameter-ellipticity, where the parameter-space is just the above sector Λ, and then show that they are equivalent. These conditions are modeled on those given in [4] and [8] , [9] . To this end let
denote the characteristic polynomial of A(x, ξ) (where we identify λ with λI and where I denotes the identity matrix). It is straightforward to verify (see also Lemma 3.5) that
with a suitable constant C ≥ 0.
is said to be Λ-elliptic if, for some constants C > 0 and R ≥ 0,
For the second definition let us introduce further notation. We call
the κ-th principal minor of A(x, D) and let
with suitable constants C > 0 and R ≥ 0, for each 1 ≤ κ ≤ q. Proof. That Λ-elliptic with principal minors implies Λ-ellipticity in the sense of Definition 3.1 we shall prove in Corollary 3.10, below. For the other implication, we proceed in two steps:
Step 1: First we will show that the condition of Λ-ellipticity with principal minors is satisfied for λ = 0. More precisely, we will show that there exist R ≥ 0 and C > 0 such that for all κ = 1, . . . , q we have
Assume this is not the case. Then there exists a κ ∈ {1, . . . , q} and a sequence (
We define r := rκ+rκ+1 2 ∈ (r κ+1 , r κ ) and choose the sequence (λ k ) k∈N ⊂ Λ by λ k := ξ k r λ 0 with a fixed λ 0 ∈ Λ, |λ 0 | = 1. We will consider the q × q-matrix
where I q−κ stands for the (q − κ)-dimensional unit matrix. Due to (3.6) we have
For a rescaling of the matrixÃ[κ], we set ǫ j := r−rj 2 > 0 for j = κ + 1, . . . , q and
We will estimate the coefficients b ij (x, ξ, λ) of the matrix
For i, j > κ one has
In the same way, we get |b ij | → 0 in the cases i ≤ κ, j > κ and i > κ, j ≤ κ, where now only one factor of the form ξ k −ǫi appears. Hence
can be shown to be bounded, uniformly in k. Since the determinant is uniformly continuous on bounded sets, we thus can conclude that
From this, the definition of |λ k |, and (3.7) we obtain
By our choice of r and λ k we have
The last two statements yield
which contradicts the Λ-ellipticity of A(x, D). Thus the conditions of Definition 3.2 are satisfied for λ = 0.
Step 2: Now we want to show that condition (3.5) holds for λ = 0. If this is not the case there exists a κ ∈ {1, . . . , q} and a sequence (
We shall use the equality
which is valid due to the linearity of the determinant with respect to the κ-th column. 
with two positive constants C 1 and C 2 . For k → ∞ the right-hand side of the last inequality tends to C 1 > 0 which contradicts (3.8).
(ii) In the same way we show lim inf k→∞
If this does not hold, we may assume
again a contradiction to (3.8). (iii) Due to (i) and (ii), there exist positive constants C 3 and C 4 with
for sufficiently large k. As in Step 1, we use the scaling matrices D 1 (ξ) and D 2 (ξ), now setting r := r κ . For the coefficients of the matrix
we obtain the estimates
In the same way as before we obtain, using (3.8) and the equality
This contradicts the Λ-ellipticity of A(x, D) and finishes the proof.
Construction of the parametrix. Throughout this subsection let
A(x, D) be a Λ-elliptic Douglis-Nirenberg system. For simplicity we shall assume that (3.4) holds with R = 0. As the following lemma shows, for our purposes that is no restriction:
Proof. By definition, we have
As λ − α ∈ Λ for each λ ∈ λ, the Λ-ellipticity of A(x, D) thus yields that
uniformly in x ∈ R n , |ξ| ≥ R and λ ∈ Λ. Let us consider those ξ with |ξ| ≤ R. Clearly,
Thus, choosing α 0 large enough, A α (x, ξ) has no spectrum in Λ and
uniformly in x ∈ R n and |ξ| ≤ R, for suitable constants d ≤ 1 ≤ D. This yields the result.
Lemma 3.5. Define
Then the following uniform in (x, ξ, λ) ∈ R n × R n × Λ estimates hold true:
Proof. According to Cramer's rule we have
where B (i,j) denotes the matrix obtained by deleting the j-th row and i-th column of the matrix B.
Let us consider the case i = j. Set Z (l) = {1, . . . , q} \ {l}. Then, suppressing (x, ξ) from the notation,
where
is a bijection. Each of these terms can be estimated from above by ξ li ξ mj l=1 l =i,j ( ξ r l + |λ|). Together with the ellipticity assumption (3.4) this shows the desired estimate in case |α| = |β| = 0. The general case follows similarly using chain and product rule. The case i = j is analogous.
Note also that the estimates of G (0) from the previous lemma for α = β = 0 are easily seen to imply the estimate (3.4). Thus this would yield another equivalent definition of Λ-ellipticity.
As a direct consequence of these estimates, we get the natural fact that Λ-elliticity is preserved under perturbations by lower order terms:
Proof. For large enough |ξ| we have
Due to Proposition 3.5, the (i, j)-th component of M G (0) L can be estimated from above by
for i = j, and analogously for i = j. Therefore the matrix on the right-hand side of (3.9) tends to the identity matrix for |ξ| → ∞, uniformly in (x, λ). Hence the absolute value of the determinant (3.9) can be estimated from below by 1/2 for sufficiently large |ξ| and all (x, λ) ∈ R n × Λ. Thus with A also A satisfies the ellipticity assumption given in Definition 3.1.
Proceeding with G (0) from Lemma 3.5, we define recursively for ν ∈ N (3.10)
with |α 1 | + . . .+ |α k | = |α| + ν, |β 1 | + . . .+ |β k | = |β| + ν, and k ≥ 2. From this we deduce the following:
ij (x, ξ; λ)
1≤i,j≤q be defined as in (3.10) . In case ν ≥ 1 we have
for all 1 ≤ i, j ≤ q, uniformly in (x, ξ, λ) ∈ R n × R n × Λ (note that the estimates are also valid for the elements on the diagonal, i.e., i = j).
be systems with b (n) ij ∈ S li+mj . The proof relies on two kinds of estimates.
) for an arbitrary N ≥ 3. Then, by induction on N , it is easy to see that
. We shall use the explicit formula
δj .
If in a summand β = γ, we can estimate it by
δj (x, ξ; λ)
in view of Lemma 3.5. Now
and, analogously,
Thus we estimate the summand by
Arguing analogously in the case β = γ we arrive at the estimate
Combining both estimates (3.12) and (3.13) yields (3.14)
To finally prove the statement of the proposition we set
Then, according to (3.11), we can represent
as a linear combination of terms
with k ≥ 2. It remains to use the above estimate (3.14).
Using these estimates we are now in the position to construct a parametrix for A(x, D) − λ. For standard systems this construction can be found in [10] . However, we deal with Douglis-Nirenberg systems and also make precise the remainder estimate.
Theorem 3.8. There exists a G(x, ξ; λ) = g ij (x, ξ; λ)
1≤i,j≤q such that
and, for i = j,
Moreover, for all 1 ≤ i, j ≤ q,
All these estimates hold uniformly in (x, ξ, λ) ∈ R n × R n × Λ and for all α, β ∈ N n 0 . Passing to the operator-level, we have
for arbitrary N ∈ N and all α, β ∈ N n 0 .
Proof. The symbol G is defined by means of assymptotic summation as 
for N ∈ N. A direct computation shows that
By Lemma 3.5 and Proposition 3.7 it is easily seen that then
Let us now suppress the variables x and ξ from the notation. Then, for any N ,
where # denotes the Leibniz product. The construction of G and Proposition 3.7, now yield that
uniformly in λ ∈ Λ. From this it follows that
uniformly for λ ∈ Λ. By (3.20), the same is true for the components of λ S 3 (λ). By the standard composition formula for pseudodifferential operators, we obtain
where the integral has to be understood as an oscillatory integral. Employing again Proposition 3.7, it is straightforward to see that λ R γ,θ ij (λ) ∈ S li+mj −(1−δ)|γ| uniformly in λ ∈ Λ and 0 ≤ θ ≤ 1. This
Since N was arbitrary, it follows that λ R (0) ij (λ) ∈ S −∞ uniformly in λ ∈ Λ. For R (1) one can argue analogously by constructing a right-parametrix to A(x, D) − λ and the using that this coincides with G(x, D; λ) up to a smoothing remainder (which also has the requested decay in λ).
Diagonalization.
The following theorem states, roughly speaking, that each elliptic system can be transformed to diagonal form via conjugation with a suitable isomorphism. This transformation also preserves Λ-ellipticity. The theorem was first proved by Kozhevnikov [9] for systems on compact manifolds. We follow his proof but extend his result both to operators on R n and more general symbol classes.
Theorem 3.9. Let A(x, D) be Λ-elliptic in the sense of Definition 3.2. Then there exists a (q × q)-matrix
with v ii ≡ 1 and
Before we come to the proof, let us clarify that the invertibility of V (x, D) refers to all induced
as well as
for arbitrary s ∈ R and 1 < p < ∞. By spectral invariance of pseudodifferential operators (see [12] , for example), the inverse is again of the form W (x, D) = w ij (x, D) 1≤i,j≤q with
and, for a suitable 0-excision function χ(ξ),
Proof of Theorem 3.9. It shall be more convenient to consider instead of A(x, D) the system
Step 1: In the first part of the proof, we construct operators
and s ii (x, ξ) ≡ 1. These operators will be obtained by the Ansatz
(in the sense of asymptotic summation of pseudodifferential operators) with diagonal matrices D (µ) , and s
In the following we shortly write
ii (x, D). Now fix an arbitrary j ∈ {1, . . . , q}. Then
Thus, using the above Ansatz, the statement (BS) ij ≡ (SD) ij mod S rj−N −ε δ , ε := min
with N ∈ N 0 is equivalent to
We now show that we can iteratively construct operators S In fact, for N = 0, to obtain zero in (3.24) is equivalent to
If we set S (0) jj = 1, then (3.25) and the equation for i = j from (3.26) can be written in the following form:
. . .
However, since B[j −1] is elliptic by assumption, this system determines S
jj uniquely (up to S −∞ ). Moreover, by Cramer's rule we obtain
with a suitable 0-excision function χ. Therefore d 
By this system D (N )
jj and the S (N ) ij for i ≤ j are uniquely determined, up to smoothing operators. The remaining S (N ) ij , i > j, are then determined by (3.29).
Step 2: The next step is to verify the Λ-ellipticity of D (0) jj . To this end we insert the parameter λ ∈ Λ in the equation for i = j of (3.26), writing
Arguing similarly as above in (3.27), we obtain
with a remainder independent of λ.
3
Step 3: We shall modify S by smoothing terms in such a way that S is invertible. To this end we decompose S in its lower left, upper right, and diagonal part, i.
Moreover, let σ(ξ) be a 0-excision function, and
We then obtain that
Since this operator is a lower left triangular matrix with 1's on the diagonal and {σ(εξ) | 0 < ε ≤ 1} is a bounded subset of S 0 (R n ξ ), there exists a constant C ≥ 1 such that
Since each component u ij (x, D) of U has strictly negative order by construction of S, it follows that
This together with (3.30) allows us to choose 0 < ρ * ≤ 1 such that
is an isomorphism for any 0 < ε ≤ 1. Arguing in an analogous way 4 for the operator
is an isomorphism for any 0 < ρ ≤ 1. It follows that
is an isomorphism (for both choices of X). Moreover,
is a smoothing operator, since (1 − σ)(ξ) is compactly supported.
3 More precisely, one obtains a system analogous to (3.27), replacing D 
jj − λ, respectively. One then has to observe that the symbol of the operator on the left-hand side differs by a lower order term, which does not depend on λ, from the pointwise product of the respective symbols. 4 Note that the nontrivial components l ij (x, D) of L are of order 0 and 0 < r j − r i .
Step 4: In view of (3.22) and Step 3, we may assume that
for some smoothing operator R 1 . Due to the spectral invariance of pseudodifferential operators, also S −1 R 1 is a smoothing operator. Thus BS = S D with a D that differs from D of Step 1 by a smoothing operator. Defining now
and using that
and V as well as the diagonal matrix A have the properties described in the theorem. Thus the proof is complete. Proof. Let A(x, D) be Λ-elliptic in the sense of Definition 3.2. We use the notation of Theorem 3.9. Let us set
Using the standard property that
δ together with (3.21), it is easily verified that
for sufficiently large |ξ|, with a remainder R(x, ξ) = r ij (x, ξ)
By Theorem 3.9 it is obvious that A is Λ-elliptic in the sense of Definition 3.1. By Corollary 3.6 this is then also true for A + R, hence for A.
Bounded H ∞ -calculus for perturbed Douglis-Nirenberg systems
Throughout this section, we let A(x, D) be a Λ-elliptic Douglis-Nirenberg system, and we consider the unbounded operator
with arbitrary fixed s ∈ R and 1 < p < ∞, and K = (K ij ) 1≤i,j≤q is a perturbation satisfying, for some ε > 0,
We shall show that then A generates an analytic semigroup and, even stronger, that it admits a bounded H ∞ -calculus. 
Moreover, with the notation from Theorem 3.8,
satisfying, for some ε > 0,
Before we come to the proof, let us remark that in (4.5) the operator G(x, D; λ) is constructed as in Section 3.2, but with respect to the symbol A(x, ξ) + α (recall Remark 3.4). Moreover, the estimates in Theorem 3.8 imply that
Proof of Theorem 4.1. Choose α 0 so large that A(x, D)+α is Λ-elliptic and let A = A+α−K. Then Theorem 3.8 implies that there exists a c ≥ 0 such that
for all λ ∈ Λ with |λ| ≥ c. Since 1 + R (k) (x, D; λ) −1 is uniformly bounded in |λ| ≥ c, we derive from (4.7) with τ = 0 and σ = s that
By definition of A we can write
Using the above representation of the resolvent,
whenever r l > 0, i.e. τ fulfills (1 − τ )r l ≤ ε for all 1 ≤ l ≤ q. Then (4.7) with σ = s together with assumption (4.3) yield that
is unifomly bounded in λ ∈ Λ. It follows that
We conclude that the resolvent (A α − λ) −1 exists for all |λ| ≥ c for a sufficiently large constant c.
Replacing now α 0 from the beginning of the proof by α 0 + c, the resolvent exists for all λ ∈ Λ.
Representation (4.5) we derive by repeated use of the formula (1 + T )
case K = 0 we apply this formula to T = R (0) , and even obtain a remainder of decay O( λ −2 ) with respect to the operator-norm in H. Otherwise, we have
Furthermore,
This finishes the proof. 
in a Banach space X. This calculus was originally introduced by McIntosh [13] . We refer to [11] for a detailed presentation. Given 0 < θ < π, let Λ be as in (3.1) and ∂Λ = ∂Λ(θ) its parameterized boundary. Assume that
• Λ \ {0} is contained in the resolvent set of A,
• A is injective with dense range.
We let H ∞ = H ∞ (θ) denote the space of all functions f : C \ Λ → C which are holomorphic and bounded, equipped with the supremum norm. The subspace H = H(θ) consists of all functions which additionally satisfy, for some s > 0,
This subspace is dense in H ∞ in the following sense: Given f ∈ H ∞ , there exists a sequence (f j ) j∈N ⊂ H such that f j → f locally uniformly on compact subsets of C \ Λ, and f j ∞ ≤ c f ∞ for some constant c which is independent of j ∈ N. Moreover, each f ∈ H ∞ possesses (non-tangential) boundary
Because of the decay property, for every f ∈ H the integral
converges absolutely in the L(X)-norm and thus defines an operator f (A) ∈ L(X). By approximation, the definition of f (A) can be extended to all f ∈ H ∞ : If (f j ) j∈N ⊂ H is an approximating sequence as described above, the limit
exists for all x ∈ D(A) and does not depend on the specific choice of the sequence. The resulting operator f (A) : D(A) ⊂ X → X is closable. Its closure will be denoted again by f (A). 
If A admits a bounded H ∞ -calculus with respect to C \ Λ then, due to Banach-Steinhaus theorem, the estimate (4.9) extends to all f ∈ H ∞ .
We finish this summary with a simple observation of which we shall make use in the next section. Since R(λ) is an integrable function with values in L(H), it is obvious that we can estimate
with a constant M independent of f . To show the analogous estimate for G(f ) we have to verify that
for any 1 ≤ i ≤ q. This has been done already in the proof of Theorem 3.11 of [7] . For convenience of the reader, we shortly sketch the argument: Write g ii (x, ξ; λ) := g ii (x, ξ; λ) − g
ii (x, ξ; λ)
Systems with Hölder continuous coefficients
The aim of this section is to show that Douglis-Nirenberg systems with only Hölder continuous coefficients (in a sense made precise below) can be treated as perturbations of smooth Douglis-Nirenberg systems in the sense of Section 4.
Let us introduce the scale of Hölder-Zygmund spaces For a detailed presentation of properties of associated pseudodifferential operators we refer the reader to [15] . Let us only mention the following two results: . 6 This is due to the fact that the only property needed for the proofs is that pseudodifferential operators act continuously in the scale, in a sense analogous to Theorem 2.2. Therefore, all our results of Sections 3 to 6 remain valid in these other scales of spaces. Also they remain true for systems on compact manifolds.
