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Abstract. 
The paper present new definitions for weighted DT moduli. Similarly, we a general outcome in an equivalence 
of moduli of smoothness are obtained. It is known that, any 𝑟 ∈ ℕ%  , 0 < 𝑝 ≤ ∞ , 1 ≤ 𝜂 ≤ 𝑟  and 	𝜙(𝑥) 	=√1 − 𝑥5 , the inequalities 𝜔789,;< =𝑓(;), ‖𝜃𝒩‖B𝓌D,E,F~𝜔7,;89< =𝑓(;89), ‖𝜃𝒩‖B𝓌D,E,F  and 𝜔78H< (𝑓, ‖𝜃𝒩‖)I,J,F~ ‖𝜃𝒩‖KH𝜔7,5H< =𝑓(5H),‖𝜃𝒩‖)I8H,J8H,F  are valid. 
 
1. Introduction  
Hierarchy foundations of the moduli of smoothness are begun modern with the work of Ditzian and 
Totik (1987), (see [6]), and Kopotun (2006-2019), (see [8, 9, 10, 11, 12, 14, 15, 16, 18]). Ditzian and 
Totik established better continuous moduli of the function in a normed space, then Kopotun 
contributed to properties of various moduli of smoothness like univariate piecewise polynomial 
functions (splines) [16]. He has a significant impact on the hierarchy between moduli of smoothness 
for the past 14 years and we are affected by his contribution in the 𝑘th symmetric difference (see, [9, 
proof of Lemma 4.1]). Let ∆NO(𝑓, 𝑥) be the 𝑘th symmetric difference of 𝑓 is given [6] by  
∆NO(𝑓, 𝑥) = PQR𝑘𝑖 T (−1)OK7𝑓 R𝑥 + R57KO5 T ℎT ,			𝑥 ± ON5 ∈ [−1,1]O7Z[ 	0																																													,							otherwise.				 																																																										 
The space 𝐿F([−1,1]), 0 < 𝑝 < ∞, denotes the space of all measurable functions 𝑓 on [−1,1], [15] 
such that 
‖𝑓‖fg[K9,9] = ⎩⎪⎨
⎪⎧lm |𝑓(𝑥)|F𝑑𝑥9K9 pqg < ∞,						0 < 𝑝 < ∞			esssupt∈[K9,9]|𝑓(𝑥)|, 																						𝑝 = ∞.									 																																																																												 
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Let ‖	. ‖F = ‖	. ‖fg[K9,9], 0 < 𝑝 ≤ ∞ and 𝜙(𝑥) = √1 − 𝑥5. Then, Ditzian-Totik modulus of smoothness 
(DTMS) of a function 𝑓 ∈ 𝐿F[−1,1], is defined [5] by   𝜔O,;< (𝑓, 𝑡)F = sup[vNwxy𝜙;∆N<O (𝑓, 𝑥)yF ,															𝑘, 𝑟 ∈ ℕ%	.																																																																											 
Also, the 𝑘th usually modulus of smoothness of 𝑓 ∈ 𝐿F[−1,1] is defined [6] by 𝜔O(𝑓, 𝛿, [−1,1])F = sup[vNw{y∆NO(𝑓, 𝑥)yF ,															𝛿 > 0, 𝑝 ≤ ∞.																																																															 
Denote by 𝐴𝐶(−1,1) and 𝐴𝐶[−1,1] the set of functions whose are locally absolutely continuous on (−1,1) and absolutely continuous on [−1,1] respectively. Now, we will need to accept the following: 
Definition 1.1 [18] Let 𝓌I,J(𝑥) = (1 + 𝑥)I(1 − 𝑥)J  be the (classical) Jacobi weight, and let  
𝛼, 𝛽 ∈ 𝐽F = −1𝑝 ,∞ ,							if	𝑝 < ∞,[0,∞),												if	𝑝 = ∞.																																																																																																															 
Define 𝕃FI,J = 𝑓: [−1,1] → ℝ	|	y𝓌I,J	𝑓yF < ∞, and	0 < 𝑝 < ∞,																																																																				 𝕃F,;I,J = 𝑓: [−1,1] → ℝ	|	𝑓(;K9) ∈ 𝐴𝐶(−1,1), 1 ≤ 𝑝 ≤ ∞	and	y𝓌I,J	𝑓(;)yF < ∞																						 
and for convenience denote 𝕃F,[I,J = 𝕃FI,J. 
Let 𝑓 ∈ 𝕃F,;I,J, we write ‖	. ‖𝓌D,E,F. If 𝑟 = 0, we denoted ‖	. ‖I,J,F. 
Definition 1.2 [20] A subset 𝑋 of ℝ is convex set if [𝑥, 𝑦] ⊆ 𝑋, whenever 𝑥, 𝑦 ∈ 𝑋. Equivalently, 𝑋 is 
convex if  (1 − 𝜆)𝑥 + 𝜆𝑦 ∈ 𝑋, for	all	𝑥, 𝑦 ∈ 𝑋	and	𝜆 ∈ [0,1].																																																																																						 
The function 𝑓 is called convex of 𝑋 if  𝑓=(1 − 𝜆)𝑥 + 𝜆𝑦B ≤ (1 − 𝜆)𝑓(𝑥) + 𝜆𝑓(𝑦), for	all	𝑥, 𝑦 ∈ 𝑋	and	𝜆 ∈ [0,1].																																										 
Definition 1.3 [7] Let 𝑌 = {𝑦7}7Z9 , 𝑠 ∈ ℕ be a partition of [−1,1], that is, a collection of 𝑠 fixed points 𝑦7  such that  𝑦89 = −1 < 𝑦 < ⋯ < 𝑦9 < 1 = 𝑦%																																																																																																													 
and let ∆(5)(𝑌) be the set of continuous functions on [−1,1] that are convex downwards on the 
segment [𝑦789, 𝑦7] if 𝑖 is even and convex upwards on the same segment if 𝑖 is odd. The functions from ∆(5)(𝑌) are called coconvex. 
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Definition 1.4 [21] The partition 𝑇 H = ¡𝑡¢£¢Z[H  , where 
𝑡¢ = 𝑡¢,H = −cos 𝑗Π𝜂  ,			if	0 ≤ 𝑗 ≤ 𝜂,−1		,																if		𝑗 < 0,							 																																																																																																											 
and 𝑡¢ 's as the knots of Chebyshev partition.  
Definition 1.5 [17] A function 𝑓 is said to be 𝑘-monotone, 𝑘 ≥ 1 on [𝑎, 𝑏], if and only if for all choices 
of 𝑘 + 1 distinct points 𝑥%, … , 𝑥O in [𝑎, 𝑏] the inequality 𝑓[𝑥%, … , 𝑥O] ≥ 0, holds, where  
𝑓[𝑥%, … , 𝑥O] =Q 𝑓=𝑥¢B𝜃«=𝑥¢BO¢Z[ 		,			𝜃=𝑥¢B =¬=𝑥 − 𝑥¢BO¢Z[ 																																																																																					 
denotes the 𝑘th divided difference of 𝑓 at 𝑥%, … , 𝑥O. 
Now, we present the most important, Kopotun's methods and some further developments of his 
contribution in the 𝑘th symmetric difference. He said that (see, [16]): “𝐴 is equivalent to 𝐵 and write 𝐴~𝐵 if 𝑐K9𝐴 ≤ 𝐵 ≤ 𝑐𝐴 such that 𝑐 positive constant”. Let us recall: 
FIRST: a piecewise polynomial 𝑠 on Chebyshev partition of [−1,1], (see, [12]) then  𝜔O8H< (𝑠, 𝑡)F ≤ 𝑐𝑡H𝜔O,H< =𝑠(H), 𝑡BF	, 0 < 𝑝 < 1, 𝑡 > 0,																																																																																			 
and 𝜔OKH,H< =𝑠(H), 𝑛K9BF~𝜔O<(𝑠, 𝑛K9)F	.																																																																																																																		 
Second: in 2007, Kopotun dedicated attention to the computation of several results on the equivalence 
of moduli of smoothness are obtained (see [16]), for example, 𝑛H𝜔OKH< =𝑠(H), 𝑛K9BF~𝜔O(𝑠, 𝑛K9)F	, 1 ≤ 𝑝 ≤ ∞, 1 ≤ 𝜂 ≤ min{𝑘,𝑚 + 1}.																																						(1) 
Third: the 𝑘-monotone functions were of major interest to Kopotun [14]. He has examined in 2009 the 
equivalence 𝜔O(𝑓, 𝛿)F ≤ 𝐴𝑐{(𝑘, 𝑞, 𝑝)‖𝑓‖F	,																																																																																																																						 
where 𝑓 is satisfied (1), 𝑞 < 𝑝 and  
𝑐{(𝑘, 𝑞, 𝑝) =
⎩⎪⎪⎨
⎪⎪⎧ 𝛿³´µ³g	,																 	if	𝑘 ≥ 2																							𝛿³´µ³g		, 																	if	𝑘 = 1	and	𝑝 < 2𝑞R𝛿·|ln(𝛿)|T9¸ , if	𝑘 = 1	and	𝑝 = 2𝑞𝛿q´	, 																						if	𝑘 = 1	and	𝑝 > 2𝑞.
																																																																														 
The first to deal with development moduli of smoothness were Kopotun, Leviatan and Shevshuk [8]. 
They were interested with discuss various properties of the new modulus of smoothness 𝜔O,;< =𝑓(;), 𝑡BF = sup[vNwxy𝒲ON; (. )∆N<O =𝑓(;), . ByF,																																																																																												 
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where 
𝒲ON; (𝑥) = R1 − 𝑥 − 𝛿<(t)5 T R1 + 𝑥 − 𝛿<(t)5 Tq³ , if	1 ± 𝑥 − 𝛿<(t)5 ∈ [−1,1]0,																																																																	 otherwise.																																																												 
However, they showed contribution in the 𝑘th symmetric difference of his modulus by K-functional 
which show immediately in [9, proof of Lemma 4.1]. 
The following result was proven by different method of modulus of smoothness in [11].  
Theorem 1.6 Let 𝑘, 𝑛 ∈ ℕ, 𝑟 ∈ ℕ%, 𝐴 > 0, 0 < 𝑝 ≤ ∞, R𝛼 + ;5T, R𝛽 + ;5T ∈ 𝐽F, and let 0 < 𝑡 ≤ 𝜚𝑛K9, 
where 𝜚 is some positive constant that depends only on 𝛼, 𝛽, 𝑘 and 𝑞. Then, for any 𝑝 ∈ 𝜋, 𝜔O,;< R𝑝(;), 𝑡TI,J,F ~ΨO,;< R𝑝(;), 𝑡TI,J,F ~ΩO,;< R𝑝(;), A, 𝑡TI,J,F ~𝑡O ¿𝓌I,J𝜙;𝑝(O8;)¿F	,																						 
where  ΨO,;< R𝑝(;), 𝑡TI,J,F = sup[wNwx ¿𝓌I,J𝜙;∆N<O R𝑝(;), 𝑥T¿F	,																																																																															 ΩO,;< R𝑝(;), A, 𝑡TI,J,F = sup[wNwx ¿𝓌I,J𝜙;∆N<O R𝑝(;), 𝑥; 𝔗Â,NT¿fg=𝔗Ã,ÄB																																																							 
and the equivalence constants depend only on 𝑘, 𝑟, 𝛼, 𝛽, 𝐴 and 𝑞.  
Definition 1.7 [10] For 𝑟 ∈ ℕ% and 0 < 𝑝 ≤ ∞, denote 𝔹F[=𝓌I,JB = 𝕃FI,J  and  𝔹F(;)=𝓌I,JB = 𝑓|𝑓(;K9) ∈ 𝐴𝐶(−1,1)	and	𝜙;𝑓(;) ∈ 𝕃FI,J , 𝑟 ≥ 1.																																											 
In 2018, Kopotun et al. ([10, Lemmas 2.2, 2.3]) proposed a function 𝑓 ∈ 𝔹F(;)=𝓌I,JB and R;5 + 𝛼T ≥ 0, R;5 + 𝛽T ≥ 0. Then, 𝜔O,;< =𝑓(;), 𝑡BI,J,F ≤ 𝑐y𝓌I,J𝜙;𝑓(;)yF	, 𝑡 > 0,																																																																																							 
and limx→[Æ 𝜔O,;< =𝑓(;), 𝑡BI,J,F = 0.																																																																																																																																 
The paper structure is as follows: In Section 2, our necessary results are stated. Then, our main results 
for weighted DT moduli appear in Section 3. 
2. Notations and Further Results 
In this section, we will present linear space for functions of Lebesgue Stieltjes integrable-i. Firstlly, let 
us recall the definition of the Lebesgue Stieltjes integrable-i, given in [3]. 
Definition 2.1 Let 𝔻  be measurable set, 𝑓:𝔻 → ℝ  be a bounded function, and ℒ7:𝔻 → ℝ  be 
nondecreasing function for 𝑖 ∈ Λ . For a Lebesgue partition Ρ  of 𝔻 , put 𝐿𝑆=𝑓, Ρ, ℒB =∑ ∏ 𝑚¢7∈Î¢Z9 ℒ7 R𝜇=𝔻¢BT and 𝐿𝑆=𝑓, Ρ, ℒB = ∑ ∏ 𝑀¢7∈Î¢Z9 ℒ7 R𝜇=𝔻¢BT where 𝜇 is ameasure function 
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of 𝔻 , 𝑚¢ = inf 	¡𝑓(𝑥): 𝑥 ∈ 𝔻¢£ , 𝑀¢ = sup 	¡𝑓(𝑥): 𝑥 ∈ 𝔻¢£  and ℒ = ℒ9, ℒ5, … . Also, ℒ7=𝑥¢B −ℒ7=𝑥¢K9B > 0 , 𝐿𝑆=𝑓, Ρ, ℒB ≤ 𝐿𝑆=𝑓, Ρ, ℒB , ∏ ∫7𝔻7∈Î 𝑓𝑑ℒ = sup 	¡𝐿𝑆=𝑓, ℒB£  and ∏ ∫7𝔻7∈Î 𝑓𝑑ℒ =inf 	¡𝐿𝑆=𝑓, ℒB£  where 𝐿𝑆=𝑓, ℒB = ¡𝐿𝑆=𝑓, Ρ, ℒB: Ρ	part	of	set	𝔻£  and 𝐿𝑆=𝑓, ℒB = ¡𝐿𝑆=𝑓, Ρ, ℒB: Ρ	part	 of	set	𝔻}. If ∏ ∫7𝔻7∈Î 𝑓𝑑ℒ = ∏ ∫7𝔻7∈Î 𝑓𝑑ℒ where 𝑑ℒ = 𝑑ℒ9 × 𝑑ℒ5 × …. Then 𝑓 is integral ∫7  accor-
ding to ℒ7  for 𝑖 ∈ Λ. 
Lemma 2.2 [2] If 𝑓  is a function of Lebesgue Stieltjes integral-i, then 𝜐𝑓  is a function of Lebesgue 
Stieltjes integral-i, where 𝜐 > 0 is real number, and  
¬m𝜐𝑓𝑑ℒ𝔻77∈Î = 𝜐¬m 𝑓𝑑ℒ
𝔻
77∈Î 	,																																																																																																																												 
holds. 
Lemma 2.3 [2] If the functions 𝑓9, 𝑓5 are integrable on the set 𝔻 according to ℒ7, for 𝑖 ∈ Λ, then 𝑓9 +𝑓5 is the function of integrable according to ℒ7, for 𝑖 ∈ Λ, such that 
¬m(𝑓9 + 𝑓5)𝑑ℒ𝔻77∈Î =¬m 𝑓9𝑑ℒ
𝔻
77∈Î +¬m 𝑓5𝑑ℒ
𝔻
77∈Î 	.																																																																																							 
Definition 2.4 [4] A domain 𝔻 of convex polynomial 𝑝 of ∆(5) is a subset of 𝑋 and 𝑋 ⊆ ℝ, satisfying 
the following properties:   
1) 𝔻 ∈ 𝒦Õ, where 𝒦Õ = {𝔻:𝔻	is	a	compact	subset	of	𝑋} 
is the class of all domain of convex polynomial,  
2) there is the point 𝑡 ∈ 𝑋/𝔻, such that  |𝑝(𝑡)| > sup 	{|𝑝(𝑥)|: 𝑥 ∈ 𝔻}, and 
3) there is the function 𝑓 of ∆(5), such that  ‖𝑓 − 𝑝‖ ≤ ³ 𝜔5,5< R𝑓««, 95T.  
Definition 2.5 [4] A domain 𝔻 of coconvex polynomial 𝑝  of ∆(5)(𝑌) is a subset of 𝑋  and 𝑋 ⊆ ℝ, 
satisfying the following properties:   
1) 𝔻 ∈ 𝒦Õ(𝑌), where 𝒦Õ(𝑌) = Ø𝔻:𝔻	is	a	compact	subset	of	𝑋,and	𝑝	changes	convexity	at	𝔻Ý 
is the class of all domain of coconvex polynomial, 
2) 𝑦7 's are inflection points, such that  |𝑝(𝑦7)| ≤ 95 , 𝑖 = 1,… , 𝑠, and 
3) there is the function 𝑓 of ∆(5)(𝑌), such that ‖𝑓 − 𝑝‖ ≤ ³ 𝜔O,5< R𝑓′′, 9T. 
From Definitions 2.1, 2.4 and 2.5, if the function 𝑓 is convex, then 𝔻 is domain of (co)convex function 
of 𝑓. 
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Remark 2.6 [2] Let ℐà be denote the class of all functions of integrable 𝑓 that satisfying Definition 2.1, 
i.e., ℐà = {𝑓: 𝑓	is	integrable	function	according	to	ℒ7, 𝑖 ∈ Λ}																																																																									 
= á𝑓:¬∫7𝔻7∈Î 𝑓𝑑ℒ =¬∫7𝔻7∈Î 𝑓𝑑ℒâ	.																																																																																																			 
Remark 2.7 [13] Let 𝑥7 ∈ ãtä8t⋕5 , tä8t⋆5 ç ⊆ 𝜃𝒩 , then we denote 𝑥⋕ = 𝑥¢(7)89	,			𝑥⋆ = 𝑥¢(7)K5																																																																																																																																 
where  𝜃𝒩 = 𝜃𝒩[−1,1] = {𝑥7}7Z[𝒩 = {−1 = 𝑥∘ ≤ ⋯ ≤ 𝑥𝒩K9 ≤ 𝑥𝒩 = 1}																																																									 
and  ‖𝜃𝒩‖ = max[w7w𝒩K9{𝑥789 − 𝑥7}																																																																																																																													 
the length of the largest interval in that partition. 
Next definitions are an immediate summary of [2] and [1]. 
Definition 2.8 For 𝑟 ∈ ℕ%, the weighted DTMS in 𝕃FI,J⋂ℐà, we define 
∆N7 (𝑓, 𝑥) = P¬m 𝑓𝑑ℒ𝔻77∈Î 		 ; 		if	𝑓 ∈ ℐà0						; 									otherwise. 																																																																																																									(2) 
By virtue of (2) and Definition 1.1, we define  𝜔7,;< =𝑓(;), ‖𝜃𝒩‖, [−1,1]B𝓌D,E,F = sup 	y𝓌I,J𝜙;∆N<7 =𝑓(;), 𝑥ByF	, 0 < ℎ ≤ ‖𝜃𝒩‖	,																										 
where ‖𝜃𝒩‖ < 2(𝑖K9) , 𝒩 ≥ 2. 
Definition 2.9 For 𝛼, 𝛽 ∈ 𝐽F , 𝑟 ∈ ℕ% and 0 < 𝑝 ≤ ∞, we denote  ΦF,;=𝓌I,JB = Ø𝑓: 𝑓 ∈ 𝕃F,;I,J⋂ℐà	and	𝜔7,;< =𝑓(;), ‖𝜃𝒩‖, [−1,1]B𝓌D,E,F < ∞Ý,																																									 
and ΦF,[=𝓌I,JB = ΦF=𝓌I,JB. 
Main contribution to this work, we focus to applications of results were obtained in last papers (see 
[2, Theorems 3.1, 3.3] and [1, Theorem 2.11]). More precisely, using some results of this paper like 
Definitions 2.8 and 2.9, we outcomes of direct estimates are obtaining.  
A set of all piecewise polynomial approximation 𝕊=𝑇 H, 𝑟 + 2B  of order 𝑟 + 2 , with the knots of 
Chebyshev partition 𝑇 H. 
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Theorem 2.10 [2] For 𝑟 ∈ ℕ% , 𝛼, 𝛽 ∈ 𝐽F , there is a constant 𝑐 = 𝑐(𝑟, 𝛼, 𝛽, 𝑝)  such that if 𝑓 ∈Δ(5)⋂𝕃F,;I,J , there, a number 𝒩 = 𝒩𝑓,𝜔9,;< =𝑓(;), ‖𝜃𝒩‖, 𝐼B𝓌D,E,F  for 𝑛 ≥ 𝒩  and 𝒮 ∈ 𝕊=𝑇 H, 𝑟 +2B⋂∆(5)⋂𝕃F,;I,J, such that y𝑓(;) − 𝒮(;)y𝓌D,E,F ≤ 𝑐;,I,J,F,ïq,ðñ min Ø𝜔7,;< =𝑓(;), ‖𝜃𝒩‖, 𝐼IB𝓌D,E,F, 𝜔7,;< =𝑓(;), ‖𝜃𝒩‖, 𝐼JB𝓌D,E,FÝ		 
where  
∆N<,I7 =𝑓(;), 𝑥B = m m …m …𝑓(;)(𝑥)𝔻7𝔻5𝔻9 𝑑ℒ9x,I𝑑ℒ5x,I …𝑑ℒ7x,I … =¬m 𝑓(;)𝔻77∈Î 𝑑ℒx<,I	,															 
∆N<,J7 =𝑓(;), 𝑥B = m m …m …𝑓(;)(𝑥)𝔻7𝔻5𝔻9 𝑑ℒ9x,J𝑑ℒ5x,J …𝑑ℒ7x,J … =¬m 𝑓(;)𝔻77∈Î 𝑑ℒx<,J	.															 
Moreover, if 𝑟, 𝛼, 𝛽 = 0, then ‖𝑓 − 𝒮‖F ≤ 𝑐 R𝜔9<T	𝜔7<(𝑓, ‖𝜃𝒩‖, 𝐼)F	.																																																																																																			 
In particular,  y𝑓(;) − 𝒮(;)y𝓌D,E,F ≤ 𝑐;	𝜔9,;< =𝑓(;), ‖𝜃𝒩‖, 𝐼B𝓌D,E,F.																																																																											 
Theorem 2.11 [2] Let ∆O  be the space of all 𝑘 -monotone functions. If 𝑓 ∈ ∆O⋂𝕃F,;I,J  is such that 𝑓(;)(𝑥) = 𝑝(;)(𝑥), where 𝑝 ∈ 𝜋⋂∆O, 𝑁 ≥ 𝑘 ≥ 2 and s ∈ 𝕊=𝑇 H, 𝑟 + 2B⋂∆O⋂𝕃F,;I,J. Then  ‖𝑓 − s‖𝓌D,E,F ≤ 𝑐=𝑓, 𝑝, 𝑘, 𝛼, 𝛽, 𝑥⋆, 𝑥⋕B𝜔7,;< (𝑓, ‖𝜃𝒩‖, 𝐼)𝓌D,E,F.																																																												 
In particular, if 𝑓 is a convex function and 𝑝 is a convex polynomial or piecewise convex polynomial, 
then ‖𝑓 − s‖𝓌D,E,F ≤ 𝑐O𝜔7,;< (𝑓, ‖𝜃𝒩‖, 𝐼)𝓌D,E,F.																																																																																												 
Definition 2.12 [1] For 𝛼, 𝛽 ∈ 𝐽F and 𝑓 ∈ ℐà , we set 𝔼=𝑓,𝓌I,JBI,J,F = 𝔼(𝑓)I,J,F = inf	¡‖𝑓 − 𝑝‖I,J,F	,			𝑝 ∈ 𝜋⋂ℐà	,			𝑓 ∈ Δ(5)(𝑌)⋂ΦF=𝓌I,JB£ 
and ℰ(5)=𝑓,𝓌I,J, 𝑌BF = inf	¡‖𝑓 − 𝑝‖I,J,F	,			𝑝 ∈ 𝜋⋂∆(5)(𝑌)⋂ℐà	,			𝑓 ∈ Δ(5)(𝑌)⋂ΦF=𝓌I,JB£					 
respectively, denote the degree of best unconstrained and (co)convex polynomial approximation of 𝑓. 
Theorem 2.13 [1] Let 𝜎,𝑚, 𝑛 ∈ ℕ, 𝜎 ≠ 4, 𝑠 ∈ ℕ% and 𝛼, 𝛽 ∈ 𝐽F. If 𝑓 ∈ Δ(5)(𝑌)⋂ΦF=𝓌I,JB, then  sup 𝑛øℰ(5)=𝑓,𝓌I,J, 𝑌BF: 𝑛 ≥ 𝑚 ≤ 𝑐 sup¡𝑛ø𝔼(𝑓)I,J,F: 𝑛 ∈ ℕ£.																																																						 
In particular, suppose that 𝑌 ∈ 𝕐 and 𝑠 ≥ 1. Then 
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ℰ(5)=𝑓,𝓌I,J, 𝑌BF ≤ 𝑐𝑛Kø𝜔7,;< =𝑓(;), ‖𝜃𝒩‖, 𝐼BI,J,F	, 𝑛 ≥ ‖𝜃𝒩‖.																																																														 
Remark 2.14 [1] If 𝑓 in ℐà is a function of Lebesgue Stieltjes integral-i, and 𝑓 is differentiable function, 
therefore,  
𝑓« = 𝑑𝑓𝑑𝑥 = 𝑑𝑑𝑥 úm 𝑑𝑓(𝑢)𝑑𝒢9,ý,𝔻þ 𝑑𝒢9,ý,𝔻þt[ ÿ																																																																																																													 
= 𝑑𝑑𝑥 úmm 𝑑5𝑓(𝑢)𝑑𝒢9,ý,𝔻þ × 𝑑𝒢5,ý,𝔻þ 𝑑𝒢9,ý,𝔻þ × 𝑑𝒢5,ý,𝔻þt[
t
[ ÿ																																																																																 
= 𝑑𝑑𝑥úmm…m…	 𝑑7𝑓(𝑢)𝑑𝒢9,ý,𝔻þ × 𝑑𝒢5,ý,𝔻þ × …× 𝑑𝒢7,ý,𝔻þ × …𝑑𝒢9,ý,𝔻þ × 𝑑𝒢5,ý,𝔻þ × …× 𝑑𝒢7,ý,𝔻þ × …t[
t
[
t
[ ÿ 
= 𝑑𝑑𝑥 !¬m 𝑓(7)(𝑢)	𝑑𝒢ý,𝔻þ"#77∈Î $ 	 , 𝑥 ∈ 𝐼t = [0, 𝑥] ⊆ 𝔻%	, 𝑢 ∈ 𝔻%		and		𝒢ý,𝔻þ = 𝒢=𝜇(𝔻%)B															 
= 𝑑𝑑𝑥 !¬m 𝑓(7)	𝑑𝒢ý,𝔻þ"#77∈Î $																																																																																																																															 
=¬m 𝑓t(789)	𝑑𝒢ý,𝔻þ"#77∈Î 	.																																																																																																																																			 
𝑓t(789) = 𝑑7𝑑𝒢7,ý,𝔻þ7 𝑓« = 𝑑𝑑𝑥 l 𝑑7𝑓𝑑𝒢7,ý,𝔻þ7 p = 𝑑789𝑓t𝑑𝑥 × 𝑑𝒢7,ý,𝔻þ7 		.																																																																																	 
By Definition 2.9, we show the following result. 
Lemma 2.15 We have  ΦF,;89=𝓌I,JB = ΦF,; R𝓌I8q³,J8q³T.																																																																																																																	 
Proof. Firstly, suppose 1 ≤ 𝑝 < ∞, and 𝓌I,J(𝑥) = (1 + 𝑥)I(1 − 𝑥)J. 
Let 𝑓 ∈ ΦF,;89=𝓌I,JB and assume 𝑓 satisfy Definition 2.8. Next, 
y𝓌I,J𝜙;89∆N<7 =𝑓(;89), 𝑥ByF = ú m%𝓌I,J𝜙;89∆N<7 =𝑓(;89), 𝑥B%F9K9 𝑑𝑥ÿ
qg , 0 < ℎ ≤ ‖𝜃𝒩‖																 
= ú m &𝓌I,J𝜙;89¬m 𝑓(;89)𝔻7 𝑑ℒ<7∈Î &
F9
K9 𝑑𝑥ÿ
qg.																																																																																												 
Finally, from [2, proof of Lemma 3.2], [18] and Remark 2.14, then 
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y𝓌I,J𝜙;89∆N<7 =𝑓(;89), 𝑥ByF = ú m &𝓌I8q³,J8q³𝜙;¬m 𝑓(;)𝔻789 𝑑ℒ<7∈Î &
F9
K9 𝑑𝑥ÿ
qg																																					 
= ¿𝓌I8q³,J8q³𝜙;∆N<789=𝑓(;), 𝑥B¿F , 0 < ℎ ≤ ‖𝜃𝒩‖.																																																																																							 
 
Remark 2.16 By virtue of Lemma 2.15, we see the following immediate consequence 𝜔7,;89< =𝑓(;89), ‖𝜃𝒩‖B𝓌D,E,F = 𝜔789,;< =𝑓(;), ‖𝜃𝒩‖B𝓌DÆq³,EÆq³,F	.																																																																		 
3. Main Results for Weighted DT Moduli 
In this section, we have the following main results. 
Theorem 3.1 Let 𝑠, 𝑟 ∈ ℕ% , 0 < 𝑝 ≤ ∞ and 𝑓 ∈ ∆(5)(𝑌)⋂ΦF,;=𝓌I,JB. Let 𝔻 be defined in Definition 
2.1, such that |𝔻| ≤ 𝛿% , for some 𝛿% ∈ ℝ8. Then,  𝜔789,;< =𝑓(;), ‖𝜃𝒩‖B𝓌D,E,F ≤ 𝑐(𝛿%)𝜔7,;89< =𝑓(;89), ‖𝜃𝒩‖B𝓌D,E,F	,																																																								(3) 
where the constant 𝑐 depend on 𝛿%. 
Proof. Suppose that 𝑓 ∈ ∆(5)(𝑌)⋂ΦF,;=𝓌I,JB,  
∮7𝔻)⋂𝔻* =¬m 𝑓𝔻)⋂𝔻*7 𝑑ℒ<7∈Î 																																																																																																																												 
and  
∮7𝔻⋂𝔻* =¬m 𝑓𝔻⋂𝔻*7 𝑑ℒ<7∈Î 	.																																																																																																																													 
We also, assume that 𝔻¢ ⊂ 𝔻 such that  
𝑓(𝑥) = P|𝔻|																																						 if	|𝔻| ≤ 𝛿%																																																													R∮7𝔻)⋂𝔻*T⟶ R∮7𝔻⋂𝔻*T if	𝔻O	, 𝔻¢	are	sets	of	Lebeguse	measurable,0,																																								 otherwise.																																																												 																						(4) 
Then, 
y𝓌I,J𝜙;∆N<789=𝑓(;), 𝑥ByF = ú m &𝓌I,J𝜙;¬m 𝑓(;)𝔻789 𝑑ℒ<7∈Î &
F9
K9 𝑑𝑥ÿ
qg																																																					 
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=
⎩⎪⎪⎪
⎨⎪
⎪⎪⎧ú m &𝓌I,J𝜙;¬m |𝔻|𝔻789 𝑑ℒ<7∈Î &
F9
K9 𝑑𝑥ÿ
qg = Ι%(𝑥)																			 if	|𝔻| ≤ 𝛿%	, 𝛿% ∈ ℝ8,											
ú m &𝓌I,J𝜙; limO⟶/¬m 𝑓(;)𝔻)⋂𝔻*789 𝑑ℒ<7∈Î &
F9
K9 𝑑𝑥ÿ
qg = Ι9(𝑥)	 if	𝔻O	, 𝔻¢	are	sets	of				Lebeguse	measurable,								0,																																																																																																							 otherwise.																														
								 
Therefore, (4) implies that  
Ι%(𝑥) = ú m &𝓌I,J𝜙;¬m |𝔻|𝔻789 𝑑ℒ<7∈Î &
F9
K9 𝑑𝑥ÿ
qg ≤ 𝛿%																																																																																 
for some 𝛿% ∈ ℝ8, while  
Ι9(𝑥) = ú m &𝓌I,J𝜙; limO⟶/¬m 𝑓(;)𝔻)⋂𝔻*789 𝑑ℒ<7∈Î &
F9
K9 𝑑𝑥ÿ
qg																																																																								 
= ú m 0𝓌I,J𝜙; limO⟶/ 𝐿𝑆 𝑓(;), ℒ< R𝜇=𝔻O⋂𝔻¢BT0F9K9 𝑑𝑥ÿ
qg																																																																								 
= ú m 0𝓌I,J𝜙;𝐿𝑆 𝑓(;), ℒ< R limO⟶/ 𝜇=𝔻O⋂𝔻¢BT0F9K9 𝑑𝑥ÿ
qg																																																																								 
= ⎝⎛m 33𝓌I,J𝜙;𝐿𝑆⎝⎛𝑓(;), ℒ< 4𝜇 ú!5𝔻O
/
OZ9 $⋂𝔻¢ÿ6⎠⎞33
F9
K9 𝑑𝑥⎠⎞
qg																																																													 
= ú m 0𝓌I,J𝜙;𝐿𝑆 𝑓(;), ℒ< R𝜇=𝔻⋂𝔻¢BT0F9K9 𝑑𝑥ÿ
qg																																																																																					 
= ú m &𝓌I,J𝜙;¬m 𝑓(;)𝔻⋂𝔻*789 𝑑ℒ<7∈Î &
F9
K9 𝑑𝑥ÿ
qg.																																																																																														 
By Remark 2.14, we have 
Ι9(𝑥) ≤ 𝑐 ú m &𝓌I,J𝜙;¬m 𝑓(;89)𝔻⋂𝔻*7 𝑑ℒ<7∈Î &
F9
K9 𝑑𝑥ÿ
qg.																																																																											 
Taking supremum, we obtain (3). 
This implies the following result is valid. 
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Corollary 3.2 Let 𝑠, 𝑟 ∈ ℕ%  , 0 < 𝑝 ≤ ∞ and 𝑓 ∈ ∆(5)(𝑌)⋂ΦF,;=𝓌I,JB. Let 𝔻 and 𝛿%  be defined in 
Theorem 3.1. Then, 𝜔789,;< =𝑓(;), ‖𝜃𝒩‖B𝓌D,E,F ≤ 𝑐(𝛿%)𝜔789,;< =𝑓(;), ‖𝜃𝒩‖B𝓌DÆq³,EÆq³,F	,																																																												 
where the constant 𝑐 depend on 𝛿%. 
Proof. Clearly. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. Show graph of partitions with interval [−1,2] of the coconvex function. 
Coconvex function 
Chebyshev partition 
Lebesgue partition 
Inflection points 
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Theorem 3.3 Let 𝑠, 𝑟 ∈ ℕ% , 𝛼, 𝛽 ∈ 𝐽F and 0 < 𝑝 ≤ ∞. Let Ρ be a Lebesgue partition of 𝔻, and 𝑇 H be a 
Chebyshev partition with Ρ⋂𝑇 H ≠ ∅, 1 ≤ 𝜂 ≤ 𝑟. If 𝑓 ∈ ∆(5)(𝑌)⋂ΦF,;=𝓌I,JB, then there is a constant 𝑐 depend on 𝜂 and 𝐽¢,H such that   𝜔78H< (𝑓, ‖𝜃𝒩‖)𝓌D,E,F ≤ 𝑐‖𝜃𝒩‖KH𝜔7,5H< =𝑓(5H), ‖𝜃𝒩‖B𝓌DÆ:,EÆ:,F	.																																																						(5) 
Proof. Recall that Ρ is Lebesgue partition of 𝔻, and 𝑇 H is Chebyshev partition. Since Ρ⋂𝑇 H ≠ ∅, virtue 
of [2, proof of Lemma 2.3], for 𝜀 > 0, then there is Ρ=  Lebesgue partition of 𝔻, which union with 𝑇 H 
such that Ρ=⋃𝑇 H = Ρ . We can create 𝐽¢,H = ?𝑢¢K(H87), 𝑢¢K(H87)89@  for some 𝑦7 ∈ ⋃ 𝐽¢,HH¢Z[  and 𝑦7 ’s 
inflection points of 𝑌 , 𝑠 ∈ ℕ% , (see Figure 1). Next, if 𝑓 ∈ ∆(5)(𝑌)⋂ΦF,;=𝓌I,JB, then, 𝜔78H< (𝑓, ‖𝜃𝒩‖)𝓌D,E,FF = sup 	Ø¿𝓌I,J𝜙;∆N<78H(𝑓, 𝑥)¿FF 	, 0 < ℎ ≤ ‖𝜃𝒩‖Ý																																																 
≤ 𝑐 sup 	Q¿𝓌I,J𝜙;∆N<78H=𝑓 − 𝑓(H) + 𝑓(H), 𝑥B¿fg=A*,:BFH¢Z[ 	 , 0 < ℎ ≤ ‖𝜃𝒩‖B.																																						 
By virtue of [19] and Theorem 2.13 or (see [1, proof of Theorem 2.11], implies  
‖𝜃𝒩‖H𝜔78H< (𝑓, ‖𝜃𝒩‖)𝓌D,E,FF ≤ 𝑐 úQú m &𝓌I,J𝜙; !¬m =𝑓 − 𝑓(H) + 𝑓(H)BA*,:78H 𝑑ℒ<7∈Î $&
F9
K9 𝑑𝑥ÿ
H
¢Z[ ÿ	 
≤ 𝑐 úQú m &𝓌I,J𝜙; !¬m =𝑓 − 𝑓(H)BA*,:78H 𝑑ℒ<7∈Î +¬m 𝑓(H)A*,:78H 𝑑ℒ<7∈Î $&
F9
K9 𝑑𝑥ÿ
H
¢Z[ ÿ																												 
≤ 𝑐 sup 	Ql¿𝓌I,J𝜙;∆N<78H=𝑓 − 𝑓(H), 𝑥B¿fg=A*,:BF + ¿𝓌I,J𝜙;∆N<78H=𝑓(H), 𝑥B¿fg=A*,:BF pH¢Z[ 	 , 0 < ℎ≤ ‖𝜃𝒩‖B 
≤ 𝑐 úsup 	Q¿𝓌I,J𝜙;∆N<78H=𝑓 − 𝑓(H), 𝑥B¿fg=A*,:BFH¢Z[ 	 , 0 < ℎ ≤ ‖𝜃𝒩‖B																																																		 
+sup 	Q¿𝓌I,J𝜙;∆N<78H=𝑓(H), 𝑥B¿fg=A*,:BFH¢Z[ 	 , 0 < ℎ ≤ ‖𝜃𝒩‖Bÿ																																																													 
≤ 𝑐=𝜂, 𝐽¢,HB × sup 	Q¿𝓌I,J𝜙;∆N<78H=𝑓(H), 𝑥B¿fg=A*,:BFH¢Z[ 	 , 0 < ℎ ≤ ‖𝜃𝒩‖B																																										 ≤ 𝑐=𝜂, 𝐽¢,HB𝜔78H,H< =𝑓(H), ‖𝜃𝒩‖B𝓌D,E,FF 	.																																																																																																												 
Now, by (3), implies (5) is proved.  
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The following is an immediate of consequence of Theorems 3.1 and 3.3. 
Corollary 3.4 Let 𝑠, 𝑟 ∈ ℕ% , 𝛼, 𝛽 ∈ 𝐽F, 0 < 𝑝 ≤ ∞ and 𝑓 ∈ ∆(5)(𝑌)⋂ΦF,;=𝓌I,JB. Let Ρ be a Lebesgue 
partition of 𝔻, and 𝑇 H be a Chebyshev partition with Ρ⋂𝑇 H ≠ ∅, 1 ≤ 𝜂 ≤ 𝑟. We have 
y𝓌I,J𝜙H𝑓(H)yF ≥ 𝑐=𝜂, 𝐽¢,HB P𝜔785H,78H< =𝑓(78H), ‖𝜃𝒩‖B𝓌D,E,F					 if	|𝔻| ≤ 𝑐=𝜂, 𝐽¢,HB,𝜔7,785H< =𝑓(785H), ‖𝜃𝒩‖B𝓌DÆ:³,EÆ:³,FF if	|𝔻| > 𝑐=𝜂, 𝐽¢,HB. 																(6) 
Proof. Let 𝑠, 𝑟 ∈ ℕ%  , 1 ≤ 𝜂 ≤ 𝑟 , 𝜙(𝑥) = √1 − 𝑥5  and 𝐽¢,H = ?𝑢¢K(H87), 𝑢¢K(H87)89@ . Let Ρ  be a 
Lebesgue partition of 𝔻 , and 𝑇 H  be a Chebyshev partition. Assume the function 𝑓 ∈∆(5)(𝑌)⋂ΦF,;=𝓌I,JB, and the constant 𝑐 depend on 𝜙, 𝑟 and 𝜂. Then, 𝑐 × y𝓌I,J𝜙H𝑓(H)yFF ≥ y𝓌I,J𝜙H𝑓(H)yFF																																																																																																								 
≥ D𝓌I,J𝜙H l𝜙;𝜙;p𝑓(H)DFF ≥ 𝑐(𝜙;, 𝜙H)K9y𝓌I,J𝜙;𝑓(H)yFF																																																																							 
≥ 𝑐(𝜙;, 𝜙H)K9 E𝓌I,J𝜙; ¬ m 𝑓=(78H)8HBA*,:#78H 𝑑ℒ<7∈Î9wHw; EF
F																																																																													 
≥ 𝑐(𝜙;, 𝜙H)K9 E𝓌I,J𝜙; ¬ m 𝑓(785H)A*,:#78H 𝑑ℒ<7∈Î9wHw; EF
F																																																																																		 
≥ 𝑐=𝜂, 𝐽¢,HBQsupE𝓌I,J𝜙; ¬ m 𝑓(785H)A*,:#78H 𝑑ℒ<7∈Î9wHw; Efg=A*,:B
FH
¢Z[ 																																																																	 
≥ 𝑐=𝜂, 𝐽¢,HB supQ¿𝓌I,J𝜙;∆N<78H=𝑓(785H), 𝑥B¿fg=A*,:BFH¢Z[ 	 , 0 < ℎ ≤ ‖𝜃𝒩‖B																																									 ≥ 𝑐=𝜂, 𝐽¢,HB𝜔78H,785H< =𝑓(785H), ‖𝜃𝒩‖B𝓌D,E,FF 	.																																																																																																	 
Finally, by virtue of Theorems 3.1 and 3.3, we have  
y𝓌I,J𝜙H𝑓(H)yFF ≥ 𝑐=𝜂, 𝐽¢,HB P𝜔785H,78H< =𝑓(78H), ‖𝜃𝒩‖B𝓌D,E,FF 					 if	|𝔻| ≤ 𝑐=𝜂, 𝐽¢,HB,𝜔7,785H< =𝑓(785H), ‖𝜃𝒩‖B𝓌DÆ:³,EÆ:³,FF if	|𝔻| > 𝑐=𝜂, 𝐽¢,HB.																						 
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4. Conclusions and Direct Estimates 
The following theorem includes all outcomes of this paper. However, in this section, we state and 
provide equivalence corollaries for all outcomes in Section 3, that we provide. 
Theorem 4.1 Assume that 𝑠, 𝑟 ∈ ℕ%  , 𝛼, 𝛽 ∈ 𝐽F  , 0 < 𝑝 ≤ ∞  and 𝑓 ∈ Δ(5)⋂ΦF,;=𝓌I,JB . If Ρ  is 
Lebesgue partition of 𝔻, and 𝑇 H is Chebyshev partition with 𝔻⋂𝑇 H ≠ ∅. Then, for any constant 𝑐 may 
be depend on 𝜂 and 𝐽¢,H and may be depend on |𝔻| ≤ 𝛿%, we have  𝜔789,;< =𝑓(;), ‖𝜃𝒩‖B𝓌D,E,F~𝑐(𝛿%)𝜔7,;89< =𝑓(;89), ‖𝜃𝒩‖B𝓌D,E,F~																																																															 𝑐(𝛿%) × 𝜔789,;< =𝑓(;), ‖𝜃𝒩‖B𝓌DÆq³,EÆq³,F~y𝓌I,J𝜙H𝑓(H)yF~																																																																								 𝑐=𝜂, 𝐽¢,HB Ø𝜔785H,78H< =𝑓(78H), ‖𝜃𝒩‖B𝓌D,E,F ∶ 		if	|𝔻| ≤ 𝑐=𝜂, 𝐽¢,HBÝ																																																														 
and ‖𝜃𝒩‖H × 𝜔78H< (𝑓, ‖𝜃𝒩‖)𝓌D,E,F~𝑐=𝜂, 𝐽¢,HB𝜔7,5H< =𝑓(5H), ‖𝜃𝒩‖B𝓌DÆ:,EÆ:,F~																																												 
y𝓌I,J𝜙H𝑓(H)yF~𝑐=𝜂, 𝐽¢,HB G𝜔7,785H< =𝑓(785H), ‖𝜃𝒩‖B𝓌DÆ:³,EÆ:³,FF ∶ 		if	|𝔻| > 𝑐=𝜂, 𝐽¢,HBH.																						 
Corollary 4.2 (𝒔 = 𝟎) For 𝑟 ∈ ℕ% and 𝛼, 𝛽 ∈ 𝐽F, there is a constant 𝑐 may be depend on 𝑟, 𝛼, 𝛽, 𝑝, 𝜔9,;<  
and may be depend on 𝑟, 𝛼, 𝛽, 𝑝, 𝜔9,;< , 𝜂  and 𝐽¢,H   such that 𝑓 ∈ Δ(5)⋂ΦF,;=𝓌I,JB , 𝐽¢,H =?𝑢¢K(H87), 𝑢¢K(H87)89@ and 1 ≤ 𝜂 ≤ 𝑟. Then, ℰ(5)=𝑓,𝓌I,J, 𝑌%BF ≤ 𝑐‖𝜃𝒩‖H𝜔78H< (𝑓, ‖𝜃𝒩‖)𝓌D,E,F																																																																																	 
and ℰ(5)=𝑓,𝓌I,J, 𝑌%BF ≤ 𝑐=𝜂, 𝐽¢,HB𝜔7,5H< =𝑓(5H), ‖𝜃𝒩‖B𝓌DÆ:,EÆ:,F	.																																																															 
Corollary 4.3 (𝒔 ≥ 𝟏) Suppose that 𝑌 ∈ 𝕐 , 𝜎, 𝑠, 𝑛 ∈ ℕ and 𝜎 ≠ 4. If 𝑓 ∈ Δ(5)(𝑌)⋂ΦF,;=𝓌I,JB, then ℰ(5)=𝑓,𝓌I,J, 𝑌BF ≤ 𝑐(𝛿%) × 𝑛Kø𝜔789,;< =𝑓(;), ‖𝜃𝒩‖B𝓌DÆq³,EÆq³,F																																																														 
and ℰ(5)=𝑓,𝓌I,J, 𝑌BF ≤ 𝑐=𝜂, 𝐽¢,HB × 𝑛Kø𝜔785H,78H< =𝑓(78H), ‖𝜃𝒩‖B𝓌D,E,F	.																																																			 
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