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I. ABSTRACT
Group testing is an efficient method for testing
a large population to detect infected individuals. In
this paper, we consider an efficient two stage group
testing scheme. Using a straightforward analysis, we
characterize the efficiency of several two stage group
testing algorithms. We determine how to pick the
parameters of the tests optimally for three schemes
with different types of randomization, and show that
the performance of two stage testing depends on the
type of randomization employed. Seemingly similar
randomization procedures lead to different expected
number of tests to detect all infected individuals, we
determine what kinds of randomization are necessary
to achieve optimal performance. We further show that
in the optimal setting, our testing scheme is robust to
errors in the input parameters.
II. INTRODUCTION
There has been a huge surge of interest in group
testing to facilitate testing a large number of patients
for COVID-19 while testing supplies are limited. Several
countries like Germany have begun using group testing
techniques to reduce the total number of tests needed
to identify infected individuals [1]. Similar algorithms
have also been proposed as a mechanism to test pop-
ulations at public facilities like airports and schools.
Group testing [2] was first utilized in WWII to detect
diseases among soldiers. The method is based upon
the creation of pooled samples that are mixtures of
samples from multiple individuals. If a disease test run
on the pooled sample is negative, then we conclude
that none of the individuals in the group have the
disease. If the test is positive, then we know that at least
one of the individuals in the group is infected, and thus
must be tested further. There are many different ways
of performing group testing [3] and each method has
its own advantages and drawbacks – two commonly
used metrics to evaluate the efficiency of group testing
procedures are
• The total number of tests needed to establish
which members of the population have a disease
• The amount of time needed to perform the tests
The amount of time required to perform the tests
depends on the number of tests that can be done in
parallel. We call each set of parallel tests a stage. In
single stage testing, all tests are done in parallel and
at the end of these tests the infected individuals are
identified.
A simple example of single stage testing is when a
sample from each individual is separately tested in
parallel. The results of this set of tests will clearly
identify which individuals are infected. However, if all
infected individuals have to be identified with certainty
a single stage testing algorithm would use a number
of tests equal to the total number of people in the
population of interest. This makes single stage testing
very expensive, especially when the population is large
and the number of infected individuals is a small
fraction of the population.
In this paper, we consider two stage testing schemes,
where at the cost of taking an extra round of testing,
the number of tests is reduced significantly compared
to single stage testing. Theoretical analysis finds that
from a population of n individuals out of which k are
infected, two stage testing requires O
(
k log
(
n
k
))
tests
(as opposed to n tests for single stage testing) [4].
While prior research has considered cases in which we
merely wish to determine which people are likely to
be infected with some probabilistic threshold, in this
paper we assume that all the infected individuals have
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2to be identified with certainty. We further assume that
our tests are reliable enough that false positive and
negative results are negligible.
III. MODEL AND OBJECTIVE
We consider a population of n individuals, out of
which k  n are infected. The value of n and k are
assumed to be known to the test designer. The results
derived in this paper also carry over to the binomial
infection model where instead of k being fixed, each
individual is assumed to be infected with probability
p.
The objective is to identify all the infected individ-
uals using two stage testing. Since our testing scheme
is inherently probabilistic, the number of tests needed
to identify the infected individuals will be a random
variable T and our objective is to minimize the expec-
tation of the total number of tests needed in the first
and second stage combined.
A. Related Work
Group testing can be broadly classified into adaptive
and non-adaptive testing. In adaptive testing, the test
pools are designed sequentially, and the design of a
test pool can depend on the result of the previous
tests. In non-adaptive testing, all the test pools are
designed in advance and therefore tests can be done
in parallel. This leads to a significant reduction in
testing time, but reduces efficiency in terns of number
of tests by limiting the test designer’s ability to use
information dynamically. There is large body of work in
non-adaptive group testing [5] that has concentrated
on carefully constructing test designs with the property
that that the test can deterministically determine the
infected individuals if the number of infected individ-
uals is known with certainty or can be upper bounded.
However, such designs are generally not practical due
to the fact that if the bounds are violated even slightly,
the entire test can fail. Moreover, the number of tests
required for these test designs is significantly more
than the expected number of tests that we require for
probabilistic methods.
The design of pooled tests depends on the optimiza-
tion objective and the infection model. We consider
two such models. First, in the simple infection model,
we assume that the number k of infected individuals
is given. The probabilistic methods developed in this
paper are robust to errors in the estimation of the
number of infected individuals. The second model
is the binomial infection model, where it is assumed
that each member of the population is infected with
probability p. The size of the population n and the
number k or infection probability p are known to the
test designer. If the fraction of infected individuals
is high, then two stage group testing does not give
any benefit compared to exhaustive testing. In fact
[6] shows that if the fraction of infected individuals is
greater than 3−
√
5
2 ≈ 0.382, then the expected number
of tests using two-stage testing is greater than n.
Lower bounds on the expected number of tests
for two stage testing were derived in [4], and using
information theory techniques [7] asymptotic bounds
on the expected number of tests under the binomial
model can be computed [8] by assuming that the
probability of infection p = n−β for β ≥ 0, and
considering the limit n→∞. This result was improved
using statistical physics techniques in [9] where it was
shown that the asymptotic efficiency is lower bounded
by 1
log2 2
if 0 ≤ β < 12 . For β ≥ 12 the asymptotic
efficiency is between 1
log2 2
and e. As in [9] we measure
the asymptotic efficiency of our testing algorithms by
the ratio of the expected number of tests to k log
(
n
k
)
.
Two stage testing models like the ones considered
in this paper are also considered in [10]. The paper
does not consider the optimization of the parameters
of the test allocation mechanism. Therefore, they do
not achieve the efficiency that we achieve in this
paper. In fact, the expected number of tests needed
in our fixed tests per individual (FTI) two stage pool
design outlined in Section VI is 1
log2 2
k log
(
n
k
)
+ O(k)
suggesting that it is efficient based on the lower bound
computed in [9].
B. Our Contribution
The main objective of this work, is to develop a
two stage group testing protocol that is simple to
implement and reduces the number of tests while
keeping the time to detect the infected individuals low.
In addition, the result of the testing procedure is easy
to interpret and implement in real settings like schools.
The paper makes the following contributions:
• A simple analysis of the various randomization
schemes for two stage group testing that permits
the optimization of the design parameters.
3• A justification of why seeming similar randomiza-
tion schemes lead to different expected number
of tests. For instance, we show that performing a
constant number of tests per individual performs
better in theory and practice than a constant
number of tests per pool.
• We outline how the results that are derived for a
known value of k is very robust to errors in the
estimation of k. In fact, we show that the results
in this paper carry over directly to the the binomial
infection model where the number of infected in-
dividuals k is replaced with the expected number
of infected individuals k = np.
• We show an excellent match between theoretical
results and simulations for all results in the paper.
IV. TWO STAGE TESTING
In our two stage testing schemes, the first stage is
a screening stage that identifies a set of potentially
infected individuals. The efficiency of the two state
testing protocol relies on being able to detect poten-
tially infected individuals with as few tests as possible.
Overall, the two stage testing scheme works as follows:
• Screening Stage: In the first stage, a set of pooled
tests are conducted in parallel. The pooled tests
will result the identification of a set of potentially
infected people.
• Confirmation Stage: In the second stage, all po-
tentially infected people as determined in the first
stage are tested individually in parallel, and the
truly infected people are identified in this testing
cycle.
Recall that in a pooled testing [2] scheme, samples
from multiple individuals are mixed together and a
single test is performed on the mixture, and that a
positive result will be indicated by the test if any one
of the individuals in the mixture has the virus. The test
will indicate a negative if all individuals in the mixture
are uninfected. As in all pooled tests, we assume that
the dilution due to pooling effects do not affect the
test results – for the specific use-case of COVID-19, this
assumption is supported by the methods of researchers
in Germany, who pool as many as 30 samples at a
time [1]. In further research, we will design pooled tests
that take into consideration the testing inaccuracy that
could result from sample dilution. The main decisions
that have to be made when performing pooled testing
are:
• The number of pooled tests m done in the first
stage.
• The pooling scheme, that determines which pool
or pools to which an individual contributes his
samples in the first stage.
A. Determining Potentially Infected Individuals
In the first stage, an individual is generally part of
multiple pools. If any of the pools that the individual
is part of is negative, then the individual is not infected
and is cleared. If all the tests that a person is part of is
positive, then that person is potentially infected. These
people will be tested individually in the second phase.
Note that all the pools that an infected individual is
part of will test positive and all these infected indi-
viduals will be tested in the second phase. We now
consider three different pooling schemes in the next
three sections.
V. FIXED NUMBER OF TESTS PER TEST POOL (FTP)
We consider a two stage testing scheme where we
have m first stage pools and each pool picks b indi-
viduals out of n at random. We call this scheme fixed
number of tests per pool (FTP).
A. Illustrative Example
We illustrate the FTP pooling scheme in Figure 1. In
this example, there are 12 individuals in the population
of which 2 (Numbers 4 and 9) are infected (shown in
red). There are m = 5 pooled tests in the first stage and
each pool picks b = 4 people randomly. The 3 pools
that will show a positive result are shown in red. There
will be a positive result if any infected individual is in
the pool. The first stage picks the infected individual
as well as non-infected individuals (Number 2, 7 and
11 in the population) for whom all tests are positive.
Note that 2 is not tested in the first stage due to the
randomness of the choice of the individuals. These 5
individuals are tested in the second stage to determine
the infected individuals. Note that this scheme has a
total of 10 tests (5 in the first stage and 5 in the second
stage). For large n and small k, a carefully designed
two stage scheme will result in a significant reduction
in the number of tests needed to identify the infected
individuals.
Fix an individual, and we want to compute the
probability that this individual is not picked by a
4m Pooledk out of n
are infected first stage tests
Second stage
candidates
S Non-pooled
second stage
tests
Infected
population
Screening Stage Confirmation Stage
b
Fig. 1: Fixed Number Tests Per Pool (FTP) with m = 5
pools and b = 4 tests per pool.
pool. Since, each pool picks b out of n individuals the
probability q that a particular individual is not picked
by a given pool is
q =
(
n−1
b
)(
n
b
) = (1− b
n
)
. (1)
The denominator of the first term is the number of
different ways of choosing b individuals out of n.
Since we do not want any pool to pick this specific
individual, the numerator is the number of different
ways of picking b individuals out of the remaining
n − 1 individuals. There are k infected individuals
in the population. Each pool picks its participants
independently of all other pools. The probability that
a particular pool tests negative ωn in the first phase
equals the probability that that pool does not pick any
infected individuals.
ωn =
(
1− b
n
)k
≈ e−kbn (2)
(where we use the approximation 1−x ≈ e−x when x is
small) and ωp = 1−ωn. The probability that an individ-
ual tests positive given that j pools pick the individual
is ωjp. The probability that j pools pick an individual is
(
m
j
) (
b
n
)j (
1− bn
)n−j
. Therefore, the probability that an
individual tests positive is
tp ∼
m∑
j=0
(
m
j
)(
b
n
)j (
1− b
n
)n−j
ωjp
=
((
b
n
)
ωp +
(
1− b
n
))m
=
((
b
n
)(
1− e−kb/n
)
+
(
1− b
n
))m
=
(
1− b
n
e−kb/n
)m
The reason that the first line is an approximation is that
we assume that the probability that j pools are positive
is ωjp. This assumes that the pools are independent
which they are not. However, for a large number of
pools the dependence is quite weak. Therefore the
approximation is quite accurate. The expected number
total number of tests is
E[T ] = m+ k + (n− k)
(
1− b
n
e−kb/n
)m
. (3)
We want to choose m and b to minimize E[T ]
B. Choosing m and b to Minimize the Expected Number
of Tests
We first assume that the value of m is fixed and find
the value of b that minimizes the expected number of
tests as a function of m. We define
G(b) =
(
1− b
n
e−kb/n
)
.
Then E[T ] = m + k + (n − k)G(b)m. For a fixed m, we
want to find b∗ that minimizes G(b). We compute the
derivative of G(b) with respect to b and set it to zero
and solve for b.
∂G(b)
∂b
=
(
b
n
)(
k
n
)
e−kb/n −
(
1
n
)
e−kb/n = 0.
Therefore
b∗ =
n
k
.
It is easy to check that this is the minima. Substituting
b∗ in the expression for G(b), we get
E[T ] = m+ k + (n− k)
(
1− 1
ek
)m
. (4)
5We want to determine m that minimizes the above
expression. Differentiating Equation (4) with respect to
m and setting to zero, we get
∂E[T ])
∂m
= 1+(n−k)
(
1− 1
ek
)m
log
(
1− 1
ek
)
= 0. (5)
Solving for the optimal value of m, we get
m∗ =
log
[
−1
(n−k) log(1− 1ek )
]
log
(
1− 1ek
)
≈ ek log
(
n− k
ek
)
= ek log
(
n− k
k
)
− ek
where we have approximated
log
(
1− 1
ek
)
≈ −1
ek
. (6)
From Equation (5) note that(
1− 1
ek
)m
=
−1
(n− k) log (1− 1ek) .
Substituting this into E[T ] we get
E[T ] = m+ k + (n− k)
(
1− 1
ek
)m
≈ ek log
(
n− k
k
)
− ek + k + −1
log
((
1− 1ek
))
≈ ek log
(
n− k
k
)
− ek + k + −1− 1ek
≈ k + e k log
(
n− k
k
)
(7)
where we again use the approximation in Equation
(6). In Section IX, we show the excellent agreement
between the theoretical expected value in Equation
(7) and simulation results. We now outline a second
pooling scheme where instead of each pool choosing
b individuals at random, each individual picks d tests
at random.
VI. FIXED NUMBER OF TESTS PER INDIVIDUAL (FTI)
Instead of a fixed number of tests per pool, we now
consider a pooling design where each individual picks
a fixed number of pools to participate in. Assume that
there m pooled samples in the first stage of the testing
protocol and each individual picks d pools at random
from the m pools. We call this protocol fixed number
of tests per individual (FTI). We now illustrate FTI with
an example.
A. Illustrative Example
We illustrate two stage testing in Figure 2. In this
example there are 12 individuals in the population
of which 3 (Numbers 4 and 9 in the population) are
infected (shown in red). There are m = 5 pooled testing
in the first stage and each individual participates in
d = 2 pools picked at random. The 3 pools that will
show a positive result are shown in red. There will be
a positive result if any infected individual is in the pool.
The first stage picks the infected individual as well
as non-infected individuals (Number 2 and 7 in the
population) for whom both tests are positive. These 4
individuals are tested in the second stage to determine
the infected individuals. Note that this scheme has a
total of 9 tests (5 in the first stage and 4 in the second
stage). For large n and small k, a carefully designed
two stage scheme will result in a significant reduction
in the number of tests needed to identify the infected
individuals.
d
m Pooledk out of n
are infected first stage tests
Second stage
candidates
S Non-pooled
second stage
tests
Infected
population
Screening Stage Confirmation Stage
Fig. 2: Fixed Number Tests Per Individual (FTI) with
m = 5 pools and d = 2 tests per individual.
6B. Total Number of Tests
We assumed that there are m pooled tests in the first
stage and this identifies a set of potentially infected
individuals S who will be tested in the second stage.
Therefore the total number of tests T = m + S. We
want to determine a (m, d) scheme that minimizes the
expected number of tests E[T ] = m+ E[S].
C. Minimizing the Expected Number of Tests
Each individual picks d out of m pools at random
in the first phase. Therefore, the probability q that a
particular pool is not picked by a given individual is
q =
(
m−1
d
)(
m
d
) = (1− d
m
)
. (8)
The denominator of the first term is the number of
different ways of choosing d pools out of m. Since
we do not want any and individual to pick a specific
pool, the numerator is the number of different ways of
picking d pools out of the remaining m−1 pools. There
are k infected individuals in the population. Each
individual picks her set of pools independently of all
other individuals. The probability that a particular pool
tests negative in the first phase equals the probability
that that pool is not picked by any of the infected
individuals. Each individual does not pick this pool
with probability q. The probability that none of the k
infected individual picks this pool is given by qk since
the picks are independent. Therefore the probability
φn that a particular pool is negative is
φn =
(
1− d
m
)k
≈ e−kd/m
where we used the standard approximation that ex ≈
1 − x if x is small. Since the value of m will be large
compared to d, the approximation holds true for the
most common cases. The probability that a particular
pool is positive φp = 1 − φn. The probability that a
particular individual is identified as potentially positive
in the first phase is when all the d pools picked by
the individual are positive. In the case of an infected
individual (there are k of them) all the pools that
they belong to will be infected. For the other n − k
non-infected individuals, the probability that they will
be identified as potentially infected is the probability
that all the pools picked by them are positive. This
probability that a pool tests positive is φp for a given
pool and the probability that all d pools test positive is
φdp. This is an approximation since the information that
one pool is positive changes the probability that some
other pool is positive, but for a large number of pools
the dependence is weak. Let S denote the (random)
set of individuals selected as potentially positive in the
first stage. Then,
E[S] ∼ k + (n− k)φdp = k + (n− k)
(
1− e−kd/m
)d
.
Let T denote the total number of first and second stage
tests. The expected number total number of tests is
E[T ] = m+ k + (n− k)
(
1− e−kd/m
)d
. (9)
We want to choose m and d to minimize E[T ]
D. Choosingm and d to Minimize the Expected Number
of Tests
We first assume that the value of m is fixed and find
the value of d that minimizes the expected number of
tests as a function of m. We define
f(d) =
(
1− e− kdm
)d
.
Then E[T ] = m + k + (n − k)f(d). For a fixed m, we
want to find d∗ that minimizes f(d). We rewrite
f(d) = e
−mk log
[(
1−e− kdm
)
e−
kd
m
]
This expression is minimized when
log
[(
1− e− kdm
)
e−
kd
m
]
is maximized. This occurs when
e−
kd
m =
1
2
or when
d∗ =
m
k
log 2 (10)
as shown in [11]. Therefore
f(d∗) =
[(
1
2
)log 2]mk
.
For convenience, we set
β =
(
1
2
)log 2
. (11)
7Note that log β = − log2 2. Substituting β into Equation
(9), we get
E[T ] = m+ k + (n− k) βmk
= k
[
m
k
+ 1 +
(
n− k
k
)
β
m
k
]
.
We want to determine m that minimizes the above
expression. Setting y = mk and
g(y) = 1 + y +
(
n− k
k
)
βy,
note that E[T ] = kg(y). We want to determine y∗ that
minimizes g(y). Differentiating g(y) with respect to y
and setting to zero gives
∂g(y)
∂y
= 1 +
(
n− k
k
)
βy log β = 0.
Solving for y to get
y∗ = − log
[
−
(
n− k
k
)
log β
]
1
log β
(12)
and the optimal value of m denoted by m∗ = ky∗
m∗ = −k log
[
−
(
n− k
k
)
log β
]
1
log β
Substituting log β = − log2 2, we get
m∗ =
k
log2 2
log
[(
n− k
k
)
log2 2
]
≈ 2.08 k log
[
0.48
(
n− k
k
)]
(13)
Substituting the optimal value of y∗ to compute g(y∗),
we obtain
g(y∗) = 1− log
[
−
(
n− k
k
)
log β
]
1
log β
− 1
log β
.
Plugging in log β = − log2 2 we get
g(y∗) = 1 +
1
log2 2
log
[(
n− k
k
)
log2 2
]
+
1
log2 2
.
Therefore, the expected number of tests is
E[T ] = k
(
1 +
1
log2 2
log
[(
n− k
k
)
log2 2
]
+
1
log2 2
)
=
(
1 +
1
log2 2
+
2 log log 2
log2 2
)
k +
1
log2 2
k log
(
n− k
k
)
Note that the coefficient of the log
(
n−k
k
)
term is 1
log2 2
and this matches the lower bound on the asymptotic
efficiency computed in [12]. Computing the approxi-
mate numerical values, we get
E[T ] = 1.55k + 2.08k log
(
n− k
k
)
.
It is easy to show that the expected number of tests
required for FTI is less than the expected number
of tests for FTP for all values of n and k. Another
commonly studied two stage group testing scheme is
randomized Pooling which we study next.
VII. RANDOMIZED POOLING
Like FTP and FTI schemes, randomized pooling has
m pools in the first stage. Each individual is placed into
each pool with probability 0 ≤ a ≤ 1. This scheme can
be implemented in one of two ways: Each individual
goes though the pools one at a time and picks each
pool with probability a. Alternatively, each pool can
go through each individual and pick each individual
with probability a. In the description we assume the
first implementation where the choice is made be the
individual. As in the last two sections, the values of
m and a will be chosen to minimize the expected
number of tests. Each individual picks each pool with
probability a. There are k infected individuals. Since
they pick each pool independently, the probability that
none of the k infected individual picks this pool is
given by (1 − a)k. Therefore the probability θn that a
particular pool is negative is
θn = (1− a)k ≈ e−ak
where we used the standard approximation that ex ≈
1 − x if x is small. We assume that p is small and
the approximation holds true for the most common
cases. The probability that a particular pool is positive
θp = 1−θn. The probability that a particular individual
is identified as potentially positive in the first phase is
when all the pools picked by the individual are positive
or the individual does not participate in any pool. In
the case of an infected individual (there are k of them)
all the pools that they belong to will be infected. For
the other n−k non-infected individuals, the probability
that they will be identified as potentially infected is
the probability that all the pools picked by them are
positive. We now compute the probability that an
8individual tests positive. Assume that the individual
picks j tests. This occurs with probability(
m
j
)
aj(1− a)m−j j = 0, 1, 2, . . .m.
If she picks j tests then the probability that she tests
positive is θjp. Therefore the probability that an indi-
vidual tests positive tp is given by
tp ∼
m∑
j=0
(
m
j
)
aj(1− a)m−1θjp
= (aθp + (1− a))m
=
(
a(1− e−ka) + (1− a))m
=
(
1− a e−ka)m
Let T denote the expected number of tests. Then,
E[T ] = k + (n− k)tp = k + (n− k)
(
1− a e−ka)m .
As in the last two sections, we first fix m and solve for
a as a function of m. We define
G(a) =
(
1− a e−ka) .
Then E[T ] = m + k + (n − k)G(a)m. For a fixed m, we
want to find a∗ that minimizes G(a). We compute the
derivative of G(a) with respect to a and set it to zero
and solve for a.
∂G(a)
∂a
= kae−ka − e−ka = 0.
Therefore
a∗ =
1
k
.
It is easy to check that this is the minima. Substituting
this value into the expression for E[T ], we get
E[T ] = m+ k + (n− k)
(
1− 1
ek
)m
. (14)
This equation is exactly the same as Equation (4) and
the rest of the derivation to obtain the optimum value
of m is the same at the FTP scheme. Therefore the
expected number of tests for random pooling is exactly
the same FTP.
Picking a fixed number of tests per individual out-
performs both fixed number of tests per pool as well
as random pooling. So far, we have assumed that the
value of k is known to the test designer. We now show
how all the results derived so far extend approximately
to the binomial infection model.
VIII. BINOMIAL INFECTION MODEL
In the binomial infection model, each of the n in-
dividuals is assumed to be infected with probability
p and let k = np denote the expected number of
infected individuals. The results derived in the last two
section can be extended approximately to the binomial
infection model. For the FTP testing scheme, consider
the computation of the probability that a pool does not
pick any infected individuals shown in Equation (2). In
the binomial infection model, the number of infected
individuals is a random variable. The probability that
a pool does not pick any infected individuals is
ωn =
n∑
j=0
(
n
j
)
pj(1− p)n−j
(
1− b
n
)j
=
(
p
(
1− b
n
)
+ 1− p
)n
=
(
1− pb
n
)n
≈ e−pbn/n = e−bk/n
Therefore, in the expression for the probability that
a pool does not pick an infected individual, we can
replace the fixed number of infected individual k
with the expected number of infected individuals k.
In the expression for the expected number of tests
in Equation (3), there is a product of the number
of uninfected individuals and the probability that an
uninfected individual is identified as positive. These
two random variables are not independent. However,
the probability that a pool is positive is highly concen-
trated around its mean (see [11] for a similar argument
for the Bloom Filter). Therefore the probability that is
positive can be taken as approximately independent of
the actual number of infected but only depends on the
mean number of infected individuals. In this case, we
can replace k with k = np and write Equation (9) as
E[T ] ≈ m+ k + (n− k)
(
1− e−kd/m
)d
. (15)
The rest of the derivation follows exactly the same
steps as FTI and after optimizing the parameters, we
get the expected number of tests for FTI in the bino-
mial case as approximately
E[T ] ≈
(
1 +
1
log2 2
+
2 log log 2
log2 2
)
np+
1
log2 2
np log
(
1− p
p
)
(16)
9where k in Equation (9) is replaced by np. Using the
same argument, the expected number of tests for FTD
and Random Pooling for the binomial case
E[T ] ≈ np+ e np log
(
1− p
p
)
IX. PERFORMANCE OF THE FTI AND FTP ALGORITHMS
Though all the randomization approaches yield
O
(
k log nk
)
expected number of tests, the number of
tests required varies according to the type of random-
ization used. In this section, we simulate the testing
algorithms for two different population sizes n = 1000
and n = 10000 and vary the number of infected
individuals.
A. Simulation with Fixed k
In each simulation, the population size n, number
of infected individuals k is fixed and assignment of
individuals to tests are fixed. The set of infected indi-
viduals is varied by picking k out of n at random. The
value of k is varied from 10− 100 in steps of 10 when
the population n = 1000 and from 100 − 1000 in steps
of 100 when the population n = 10000. The expected
number of tests needed to find the infected individuals
is determined. This process is repeated 1000 times.
The expected number of testes needed is computed
for each run. Each data point shows the expected
value and the solid line shows the theoretical value
derived. Figure 3 shows the result for a population
of n = 1000. There is excellent agreement between
the theoretical and simulation results for both the
randomization strategies. Figure 4 shows the same
result for a population of n = 10000.
B. Experiments with the Binomial Infection Model
We repeat the same experiments but instead of fixed
k, we assume the binomial infection model where each
of the n individuals is infected with probability p. We
experiment with n = 1000 (Figure 5) and n = 10000
(Figure 6) and vary p. When designing the pool we
only know n and p and not the actual number of
infected individuals in a test run. The two stage tests
are designed as outlined in Section VIII by using k = np
instead of k. We vary p from 1% to 10% in steps of
1% for both population sizes. In each run the actual
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Fig. 3: Theoretical and Simulation Results for Popula-
tion Size n = 1000
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Fig. 4: Theoretical and Simulation Results for Popula-
tion Size n = 10000
number of infected individuals varies. We again aver-
age 1000 experiments and plot the mean along with
theoretically computed curves from Section VIII. Note
the agreement between the simulation results and the
theoretical expected number of tests in all cases.
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Fig. 5: Theoretical and Simulation Results for Popula-
tion Size n = 1000 for the Binomial Model
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Fig. 6: Theoretical and Simulation Results for Popula-
tion Size n = 10000 for the Binomial Model
X. CONCLUSION
We consider three different randomization schemes
for two stage testing and using very simple analysis,
show that Fixed Number of Tests per Individual (FTI)
outperforms other randomization schemes. We show
that small differences in the randomization process
leads to different performance results even though
asymptotically all the tests are O
(
k log
(
n
k
))
. We are
currently working on extending our model and analysis
to testing models where tests are not perfect as well as
the case the accuracy of the result of testing a pooled
sample is a function of the number of individuals in
the pool.
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