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Abstract 
The focus of this memo is to report on our initially proposed design to use 
sound localization to develop a pan-tilt laser tracking system.  We plan to use the 
pan-tilt mechanism to track an object making sound on a 5 foot by 5 foot test bed 
with a laser pointer in less than 1 second.  We will illustrate the importance of our 
design strategy, plan of action, and then verification of our system.  The machine will 
have to integrate two major sub-systems.  The first is the sensor array which will be a 
microphone network.  The second is the actual control system which will use Time 
Difference of Arrival approaches to take the microphone signals and triangulate the 
position on the test bed in a smooth and fast fashion.  Included is also a cost analysis 
and schedule for completion of this design project.   
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1 Introduction 
Sound detection can be an important security procedure for many applications.  Whether at 
home, work, or elsewhere, personal protection is always one of everyone’s utmost concerns.  Sound is 
one of several key ways to detect a security breach.  Being able to detect a sound in a completely dark 
room would enhance many current security procedures that involve video and motion detection.  Our 
proposed project is to use the pan-tilt mechanism and sound detection to track a moving object on a 5 
foot by 5 foot test bed grid. 
 
Related technology includes many other security devices such as motion/thermal detectors, 
security cameras, and other applications that use TDOA approaches to determine location of signals.  
The expected end user for a device like this would be security companies that cater to both home and 
business security needs.   This device would be a good detection item to have and to use in 
conjunction with video, thermal, and or motion sensing units.   
 
The system should be able to use a microphone sensor array to detect and locate a single 
sound source and then adjust a laser pointer mounted on the system to point directly at the sound.  The 
system will also be able to disregard background hums and other noises while focusing on the sound 
that really matters.  The system should be able to locate and point at this sound in less than 1 second.   
 
The system will use the “Time difference of arrival” (TDOA) algorithm in conjunction with 
triangulation to determine the location of the sound on the test bed.  There has been much work and 
research done in this area of sound detection.  These types of algorithms have been widely used in 
both satellite and cellular phone networks.  This method is the current state of the art when it comes to 
sound detection and location.   
 
For the purposes of this application we will be investigating 3 specific types of motion of a 
single source on a strictly 2 dimensional surface.  The first type of motion is point to point motion.  
The second type of motion we plan to investigate is linear motion.  The last type of investigated 
motion will be random motion.   
 
We performed some preliminary tests to come up with some simple specifications for the 
system.  We found that it takes a human walking at a normal pace approximately 2.5 seconds to walk 
5 feet.  This leads us to conclude that the tracking speed of the device should be about 2 feet per 
second.  The payload for our system is a small laser pointer.  We have seen that laser pointer we 
intend to use is approximately 0.2 kg.  Table 1 below depicts these and other of our team’s 
preliminary goals for our sound tracking system.   
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Specification                Goal         
 
Tracking speed of system            2 feet per second     
 
Velocity (Pan)               1.3 radians per second     
 
Velocity (Tilt)                0.315 radians per second   
 
Frequency Range of Source            20 Hz to 5 k Hz     
 
Payload                0.2 kg         
 
Controller overshoot              0 %         
 
Controller rise time              less than 5 ms       
 
Controller settling time             less than 1 ms       
 
Steady state error              0 %         
 
Table 1 – Preliminary System Specifications 
 
2 Objectives 
We want to design a system to control a laser pointer mounted on a pan-tilt mechanism so that 
we can adequately track a single sound source using microphones in less than one second on our 5 
foot by 5 foot grid.  We want the system to be able to follow a continuous source as it moves through 
our grid or jump from point to point to follow a discrete signal like footsteps.  We want the system to 
be able to follow the three different types of moving signals we have chosen to investigate.  We plan 
to mount the pan-tilt mechanism 5 feet above the middle of our test bed for calibration reasons.  If we 
were to mount it on the ceiling, it might make the calibration of the microphones more difficult.  If we 
were to mount the pan-tilt mechanism on the ceiling we might not be exactly centered over our test 
bed.  If we mount it on our own structure we can control and reduce the amount of error.  The pointer 
will be directed downwards toward the testing grid.  Our test bed configuration will include an array 
of microphones spaced a fixed distance apart from each other.  We have narrowed the scope of our 
project to two dimensions so we can compute position faster.  We are also going to arrange the 
microphones in lines because that makes the math simpler and the algorithm is able to compute data 
faster.   
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Therefore, our objectives are: 
•  Determine position of source within a one inch radius 
•  Design PID controller to control Pan-Tilt system for tracking 
•  Acquire target in less than a second 
•  Continuously track point-to-point, linear, and random sources 
 
There are several things we are going to have to do to complete this project according to the 
specifications we set.  First we need to get the microphones that we chose and test them to see if they 
are adequate to what we need.  The highest piano frequency is about 4000Hz and the human ear most 
sensitive at 1 kHz to 4 kHz.  Based on our research, the microphones that we have chosen are the 
Panasonic WM-61A or WM-61B microphone cartridge.  They are described in detail in Appendix A.  
The specification sheet in that appendix also shows that the price per unit decreases the more 
microphones we purchase.  We will be focusing on the range from 20 Hz to 5000 Hz. Processing 
signals in this range is well within the limits of our system. To adequately capture high end 
frequencies we would have to take samples at a faster rate, and to sample at such a high rate would 
consume too much computation in our algorithms.  This would slow down the whole process.  
Anything above 5000 Hz is a rare source that we wouldn’t commonly encounter in a real life situation. 
 
Through testing we will also be able to test sample rates on sounds to extract the position of 
the object.  Also, from our algorithms in MATLAB we will have to convert sound source positions to 
world coordinates, and then convert those coordinates to motor angles.  Next, we will have to compute 
the new motor input and finally move the laser pointer.  Our plan for conducting these conversions 
will be explained in more detail in the design strategy.   
 
By designing this system we are furthering the functionality for a rather large market for 
security and safety in home and safety systems worldwide.  Our perspective uses and motivation are 
for home, work and office.  The reason we chose sound is because in a dark room a camera would not 
be good for detecting a problem.  The challenges we foresee are the microphone sampling rates, the 
overhead of our triangulation algorithms, calibration, and the rate of new position inputs, all of which 
we will overcome through testing, and analysis.  With what we have learned about triangulation of 
sound sources, we are confident that our project, while challenging, is feasible to complete. 
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3 Design Strategy 
  The system must be able to track a single sound source in our test bed configuration. 
In order to accomplish this, the system must be able to, given a sound signal, compute the position of 
the source, transform this position into desired pan and tilt angles, calculate the new motor output, and 
send this to the motors. See Figure 1. 
 
 
Figure 1 – Block Diagram of System 
 
The first task is to get new input from the microphones. MATLAB and  the xPC Target 
software will handle this. Our selected microphones can operate in the 20 to 20,000 Hz range. To 
adequately sample this upper bound, we must sample at the Nyquist rate, in this case 40,000 Hz. Our 
specifications limit this to the 20 to 5,000 Hz range, so therefore we need to sample at 10 kHz. Initial 
testing of the lab equipment suggests this is possible. The microphones will be wired such that they 
will only accept input at a certain amplitude threshold. This will easily allow rejection of l ow-
amplitude background noises. 
 
  The next task is to determine the Time Difference of Arrival (TDOA) measurements. As 
Aarami [1] explains, TDOA is the relative time difference of a signal between two receivers. Aatique 
Sampler 
Microphone 
Signals 
Triangulation 
Algorithm 
TDOA 
Measurements 
(every 10 ms) 
Control System 
Get input from 
microphones. 
 
Sample the 
microphone 
signals. 
 
Compute TDOA 
between 
microphone pairs. 
 
 
Compute sound 
source position in 
world coordinates. 
Transform 
Cartesian position 
to motor angles. 
 
Compute new 
motor output. 
 
Move laser pointer 
Pan and Tilt 
Motors l Page  
 
5 
[2] discusses methods to do this. The most popular is generalized cross-correlation. When doing cross-
correlation, the typical window size for TDOA is 10 ms. Within our test bed, the farthest two 
microphones can be from each other is 5￿2 ft. The speed of sound is approximately 1.12 ft/ms, so the 
maximum TDOA for our setup is about 6.31ms. This is within our 10 ms window, so this is an 
appropriate window size for the intended application. Correlation of two signals will give twice as 
many data points as the window of one signal. How far the maximum element of the cross-correlation 
vector is from half its length is the TDOA.  Figure 2 shows an example of two signals, one of which is 
the time-delayed version of the other, and Figure 3 shows their cross-correlation. Its peak shows the 
TDOA. See Appendix B for the MATLAB code. An advantage of cross-correlation is that sensor 
noise has a negligible affect on the TDOA measurements. 
 
Figure 2 – A signal and a time-delayed version l Page  
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Figure 3 – Cross-correlation of previous signals 
 
Using TDOA measurements between pairs of receivers, and knowing the speed of sound and 
the distance between pairs of sensors, the source location can be constrained to a hyperbola for each 
sensor pair. This equation is of the form: 
 
Here, di is the distance between sensori and the target (which is at (x,y)). Also, (xi,yi) is the location of 
sensori. The convention holds for sensorj. Given enough sensors, and hence enough hyperbolas, the 
intersections of the hyperbolas will give us a fairly accurate estimate of the source position. We will 
make use of MATLAB and its nonlinear equation solver to compute position.  In the case where two 
hyperbolas do not intersect (due to configuration uncertainties) the solver will find the point closest to 
both hyperbolas. An alternative to MATLAB’s native solver is to use Chan’s Method, as in Chan [3] 
and Aatique [2]. This is a non-iterative, but approximate, approach. Depending on the speed of 
MATLAB’s solver, this method may instead have to be implemented. Another alternative is the use of 
maximum likelihood functions, although this also is an approximate method. 
 
With the Cartesian position gained from the solution of the hyperbolic equations, the position 
information will be transformed into angles for the pan and tilt mechanism. This will be done using a 
transformation specific to our system configuration. These angles will serve as our control input. The 
pan angle is measured relative to the center line parallel to the microphone arrays. The tilt angle is 
measured relative to the vertical.  Figure 4 illustrates the system for an arbitrary source location. 
Figures 5 and 6 show the transformations from an arbitrary target position into the pan and tilt angles, 
respectively, according to the selected world coordinate frame. l Page  
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Figure 4 – System Configuration 
 
 
Figure 5 – Computation of Pan Angle 
 
 
Figure 6 – Computation of Tilt Angle 
 
Our control system will only receive new position information every 10 ms, plus the time it 
takes for the triangulation process. This will be approximately 100 inputs per second. If our controller l Page  
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is smooth enough, controller delay due to input delay will be unnoticeable to the human observer. 
Controller design, however, will still take this input delay into account. 
 
Optical encoders attached to the motors will measure motor position, and hence pan and tilt 
angles. The resolution associated with the chosen encoders is 4,096 units per rotation. The finite 
resolution of these encoders will affect the system’s performance at lower target velocities. This can 
cause small oscillations in motor movement, so we also will be addressed that in the controller design. 
 
We will design a PID controller for this application. To do this, a model of the system must be 
developed. We will assume no coupling between the two joints, and use the single joint model for 
each joint. This model is: 
 
Parameters for this will be calculated experimentally using friction and parameter identification 
techniques. We will design our system using this model. We will then evaluate the fitness of this 
model through experimentation. Employing the design on the actual pan-tilt system and observing 
system behavior will tell us if our model adequately captures the system’s dynamics, and hence 
validate our model. 
 
  MATLAB’s Simulink will be employed to develop the control. Our system will have the 
basic structure indicated in Figure 7. Desired pan and tilt angles will come  
 
 
Figure 7 – Simulink Model 
 
from our triangulation algorithm. The control loop will iterate at approximately every 10 ms because 
of our window size. The encoders will give us our actual motor position. These will be fed into two 
separate single-joint PID controllers. The output of these controllers will be supplied to the computer l Page  
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board. Furthermore, it might be necessary to investigate different control schemes in order to meet the 
specifications. 
 
  With experimentation of simulated control input, the model and control system will be tuned. 
Concurrently, the microphone array system can be developed and tested for accuracy in position 
extraction. Finally, experimentation on the integrated system will be done with further tuning of the 
control. 
 
4 Plan of Action 
The project can be broken up into smaller tasks so as to be able complete the system more 
easily.  Table 1 contains a comprehensive list of all relevant tasks for the system.  Next to each task 
are either one or two group members who have been designated to take the lead in this task.  We have 
chosen these leaders based on past experience and research.  All members will be participating in all 
parts but the individual task leader will be able to guide the rest of the group.   
Task  Leader(s) 
Developing a working system model  Vadiraj Hombal 
Parameter Identification  Matthew Daigle 
Model Verification  Vadiraj Hombal 
Purchasing Microphones and Laser Pointer  Matthew Gates 
Design and Setup of the Microphone Network  Kevin Murphy      
Matthew Gates 
Design and Setup of the Pan-Tilt Mechanism and Test Grid  Matthew Gates 
Determining Sampling of the Microphone Signals  Matthew Daigle 
Sound Localization (TDOA and Cross correlation and 
Triangulation Algorithms) 
Matthew Daigle      
Vadiraj Hombal 
Designing PID Controller for the system  Matthew Gates          
Kevin Murphy  
Simulation Testing on Controller  Kevin Murphy 
Testing Controller on Integrated System  Matthew Gates 
Developing Demonstrations  Matthew Daigle 
Table 2 – Relevant Tasks and the Leaders l Page  
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Working System Model 
The Simulink model for the system is in its beginning stages.  Using information from the 
parts specifications in Appendix C, a working model of our system was developed.  This model is 
based on masses, inertias, motor parameters, and gear ratios given to us.  (See Figure 7 for model) 
Parameter Identification and Model Verification 
The next step will be parameter identification and model verification.  During this time period 
there will be testing and evaluating parameters of the system that need to be overcome.  Investigation 
is needed to see that these parameters can be overcome and our specifications can be met.  
Purchasing of Parts 
The next task will involve purchasing the needed parts for the system.  At this point there is a 
need for only a few purchases.  One will be the choice of microphone for the system.  We will be 
using  a  Panasonic  WM61-A or  WM61-B microphone cartridge (See Appendix  A).  From the 
specifications it meets our needs for this project well.  The other purchase will be the laser pointer and 
test bed material.  Table 2 below you can see the specifications for the physical parts of the system.   
Part      Description  Reference Voltage  Peak Torque  Mass 
Pittman Express  DC Gear motor   24 V      42 oz-in         0.231kg 
GM8724S010                    
    Pittman Express  DC Gear motor   19.1 V     26 oz-in         0.194kg 
    GM8712-11                     
 
    Part       Description          Bore Size              Pitch Diameter 
 
    SDP-SI Timing Belt  Motor Pulley (2 flange)        0.188 in        0.506 in 
    Pulley (40 D.P.)                   
    SDP-SI Timing Belt  Shaft Pulley          0.375 in         2.60 in 
    Pulley (40 D.P.)                    
 
    Part      Pitch           Pitch Length  Width    
   
    Polyurethane Belt  0.0816 in         11.02 in    0.1875 in   
     
Part       Range         Sensitivity    Price     
 
Panasonic WM61-A  20 Hz – 5 kHz       35 dB    $1.63 per unit   
 
Panasonic WM61-B  20 Hz – 5 kHz       35 dB    $1.85 per unit   
 
Table 3 – Motors, Gears, Pulleys, and Microphones 
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Microphone Network   
This will then be followed by designing and setting up the microphone network.  The exact 
positions and number of sensors will be decided by testing and tuning of different combinations of 
sensors.  We would ideally like to choose the minimum number of sensors that still adequately covers 
our test bed area.   
Pan-Tilt System and Test bed 
Another task will be to design and setup the pan-tilt system and the test bed.  This involves the 
mechanical task of mounting the laser pointer on the pan-tilt system.  Then a way must be devised to 
elevate our device 5 feet above the test bed so that in is inverted and pointing downward.  The last part 
of this will be to actually construct the test bed by marking 6 inch by 6 inch sections on the grid.  
Sampling Microphone Signals 
The next obstacle will be to determine sampling rate for the microphone array output.  A 
sampling rate of at least twice the upper frequency of the sound being detected is needed.  The 
maximum frequency of human hearing is 20 KHz so a maximum sampling frequency of 40 kHz is 
anticipated.  It may be necessary to implement a filter to get rid of background and other unwanted 
noise.   
Sound Localization 
The next task will be to develop algorithms for determining the position of the sound on the 
test bed.  This will be accomplished by the TDOA, cross correlation, and triangulation methods 
described in the design strategy section.  The goal will be to use MATLAB and be able to be able to 
translate microphone signals into a real world location on the testing grid.   
PID Controller 
Next, a PID controller in a closed loop feedback system will need to be implemented and 
perfected.  It should be able to control the laser pointer via the sound localization algorithms.  The 
controller and its specifications are also discussed more in the design strategy section.   
Simulation Testing, Integrated Testing, and Demonstrations 
The last task will be testing and demonstrations on the system at various points throughout the 
design process.  A first point in this will be testing the controller in simple simulated situations.  This 
means not connected the controller to the actual microphone network but merely fabricating signals 
from microphones and seeing if the controller can have the laser point at the specified point.  The next 
stage in testing will be integrating the control system to the sensor system.  When the integrated 
system works properly there must be demonstrations to examine our three investigated types  of 
motion.   
 l Page  
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5 Verification: Testing Procedures and Tolerance Analysis 
The testing and validation of the system will be continuous and pervasive. However, in 
general, it will proceed in two stages: piecewise testing of subcomponents and integrated testing as 
each subcomponent is combined. This approach will allow us to simultaneously observe the salient 
features of each subcomponent and test it against its specifications and also to study each 
subcomponent’s contribution to the dynamics of the whole system. Specifically, the control system 
will be developed and tested as if the inputs from the sensor networks were ideal. Similarly, the sensor 
network will be initially developed and tested without any regard to the control block. However, upon 
integration we expect some influence of one on the other. We then test the system to exhibit this 
interaction and iterate the design and test process until satisfactory performance is achieved. 
 
Observation of system performance to step responses is of primary interest for two reasons:   
 
1. Time domain parameters have been used to specify the desired controller specifications. 
2. Tracking a source of sound that emits sounds only in discrete intervals (e.g., foot steps) will 
result in excitation signals that can be modeled as sums of step inputs. 
 
Apart from this, we intend to test our system for ramp and sinusoidal inputs to gain insights 
into system behavior for linear and random motion of the target. It is expected that system will in 
general exhibit some sort of phase lag for sinusoidal inputs. This phase difference will have to be 
factored into the controller. 
  
Apart from using the simulation model to design a control strategy that meets our 
specification, we intend to use the simulation to gain insights into our system’s limitations. This will 
help us in developing alternate tracking objectives when the actual objectives cannot be met without 
driving the system to saturation. One experiment to explore the systems limitation will be to drive 
from a home position, which is on one extreme of our workspace, to a target position that is at another 
extreme of our workspace. Another experiment is to test the system with an excitation signal that 
varies rapidly (e.g., sinusoids of high frequency). Alternatively, we could test each axis of the pan tilt 
unit separately and drive it between its extremes. Equipped with this knowledge we can then design 
control signals that consider system limits and allow the system to meet the target in subsequent 
samples rather than at the first sample, which would drive the system to saturation. 
 
As much as system modeling and simulation help in the design of the control, the 
effectiveness of the control parameters thus chosen is limited by the fitness of the system model to the 
actual pan tilt unit. Bagnull [4] and Wen [5] and have pointed out the perils of ignoring friction in the 
system model. Since tracking slow moving objects is one of our primary objectives, we will proceed 
to identify system frictions and incorporate them in the system model early on. A detailed method to 
identify system frictions based on least squares (Zill [6]) is described in Wen [5]. 
 
Another system characteristic that limits the lower bound of its performance is the effect of 
use of finite difference methods for velocity estimation (Wen [7]). This affects the lowest systems 
speeds that can be detected and hence tracked. Though this lower bound can be arrived at using l Page  
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encoders resolution, actual observation of this effect by recording encoder outputs for various speeds 
will give us a familiarity that will allow us not only to test the significance of this phenomena to our 
problem but also to design suitable filters (e.g., weighted average of actual and predicted velocities), if 
need be. 
 
Essentially, the target position estimation is a two-step procedure: estimation of TDOA and 
source localization through triangulation. Aatique [ 2] and Najar  [8] have cited the use of cross 
correlation techniques for estimation of TDOA. Validation of the estimation of TDOA through use of 
cross correlation technique as carried out by cross correlating a known signal, distorted randomly, 
with a signal that is a time shifted version of itself has given us insight and confidence in its use.  
 
As explained above, given the TDOA, estimation of source localization is essentially a 
problem of solving non-linear hyperbolic equations. In order validate the concept a highly idealized 
simulation was created (the sensors’ position and target position are assumed to be exactly known). 
Observation of the graphical solution of the problem, for various target positions validates the use of 
triangulation to identify the target position. Figure below is an illustration of one such result. 
 
 
Figure 8 – Validation of Triangulation 
 
Although this experiment gave a graphical feel for the nature of the solutions, the main utility 
of this experiment lies in the insights into the nature of the possible solutions that were obtained. l Page  
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In general two hyperbolas intersect at 0, 1 or 2 points. If we choose to place our sensors along 
the axis of our co-ordinate system, then we can easily disambiguate the situation when there is more 
than one solution to the equations by selecting only that solution that lies in the first quadrant. Further, 
when they exist, the two solutions will reside on either side of the axis, thus averting a possible 
scenario of an unobservable target, which moves at a speed that it moves from the location of one 
solution to the location of the other solution in exactly one sampling interval. Figure 9, when viewed 
in conjunction with Figure 8, validates this notion by illustrating that for target positions on either 
roots the equations are the same. 
 
Figure 9 – Target position at the other root of solution 
 
In theory, a minimum of three sensors are required to triangulate the target location, however, 
experimentation with actual sensors will be conducted to ensure coverage of the workspace and the 
number of sensors selected will be based on its results. A tradeoff will have to be made with adding 
redundancies in terms of coverage and the delay introduced in processing all these equations. 
 
The above discussion was based on the assumption that the positions of the sensors are exactly 
known, however, in practice, the positions of the sensors are only known with finite precision. In order 
to test the effect of errors in assumptions of the sensor positions on the estimation of the target 
location, we repeated the above experiment by introducing an error in estimation of one of the 
sensor’s position. Apart from introducing large errors in the estimate of the target (Fig 10), for target l Page  
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positions near the sensors, we observed degeneracy in the solution (Fig 11). The latter is expected 
because, at such close distances, the difference in distances between the sensors is comparable to the 
error in estimation in sensor position. Thus there are no real solutions to these cases. In general it can 
be said that the error in target position estimation is a function of the ratio of the magnitude of TDOA 
and the magnitude of sensor position estimation error. For very small errors in sensor positions the 
error in estimation of target positions is low. 
 
 
Figure 10 – Effects of uncertainty in sensor positions  
 l Page  
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Figure 11 - Degenerate Solutions 
 
The issue of degeneracy can be solved by using an additional sensor array parallel to the 
existing array. The idea is to mitigate the effect of the comparable magnitude of the sensor position 
error by choosing an alternative array such that the distance difference that is relatively larger. 
However, the final sensor network configuration will be selected to optimize coverage, solution and 
processing issues. 
 
The above discussion is only a qualitative analysis of the sensor configuration, which has 
given us insights into the nature of the issues we will encounter when we repeat the same experiment 
with the actual sensor array. We intend to analyze sensor configuration by explicitly solving the 
distance difference equations and quantify the errors and degeneracy conditions. If time permits, we 
hope to conduct a general quantitative analysis of the above. However, stress will be laid on 
identifying methods to calibrate the workspace with as much precision and accuracy as possible. 
 
As discussed in Murphy et al [9], there are expected finite delays in estimation of target 
position from the sensor networks. In order for us to observe tracking control behavior in a more 
realistic way this delay in processing must be factored into the controller. Estimates for this delay can 
be obtained by creating simulation of tracking scenarios. Selecting random target positions and known 
sensor configurations, the average time delay in estimation of target position can be obtained. l Page  
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Simulating the whole sensing and processing delay as sampling issue this average processing can be 
incorporated into the control model as Zero-Order Hold. 
The above, then, is a discussion of the testing procedures and tolerance analysis that we intend 
to perform. As we work with the system we anticipate many issues that might need to be addressed 
through further design and/or testing. For example, we might need to incorporate, target position 
estimation in order to smoothly track a target. However, this is an extra feature that can be built upon 
the basic framework for tracking that we propose and the discussion above is towards the achieving 
the basic framework. 
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6 Cost and Schedule 
Cost Analysis 
Parts:                      Price 
Laser Pointer (NEW)                  $5.00   
Pan Motor                    $89.80  
Tilt Motor                    $89.80  
Motor Pulley (2)                  $15.04  
Shaft Pulley (2)                  $37.22  
Timing Belts (2)                  $10.00  
Microphone Cartridges (10) (NEW)              $18.50  
Miscellaneous Costs (Test bed, wiring, etc) (NEW)          $60.00  
Subtotal                             $325. 36 
 
Laboratory Equipment and Use:   
Pan/Tilt Encoder                  $0.00   
Lab Computer                    $0.00   
 
Labor: 
4 workers * $40/hour * 15 hours/week * 15 weeks                      $36,000.00 
 
PROJECT TOTAL                         $36,305.72 
 
TOTAL “NEW” COST                $83.50  
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Schedule 
 
Week      Task(s)            Persons 
6 (2/15 – 2/21)   Final Design and Modeling        Hombal 
7 (2/22 – 2/28)   Order Parts            Gates 
      Verification of Model          Hombal 
8 (2/29 – 3/6)    Begin Pan/Tilt System Construction      Gates 
      Begin MATLAB algorithms for TDOA     Hombal / Daigle 
9(3/7 – 3/13)    SPRINK BREAK           
10 (3/14 – 3/20)  Work on Progress Report/Presentation     Team 
11 (3/21 – 3/27)  Control System (PID) Construction      Murphy / Gates 
12 (3/28 – 4/3)   Sensor Network Construction        Murphy / Gates 
13 (4/4 – 4/10)   System Integration          Team 
      (Control System and Sensors) 
14 (4/11 – 4/17)  Final Tuning and Optimization       Team 
      Final System Demonstration        Team 
15 (4/18 – 4/24)  Final System Presentation        Team 
16 (4/25 – 4/28)  Work on Final Report          Team 
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8 Appendix A – Microphone Specifications 
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9 Appendix B – MATLAB Code  
Cross correlation 
% Matthew Daigle – Control System Design 
Fs=10000; % sample at 10kHz 
y = wavrecord(.01*Fs,Fs,'double'); 
 
x = y; 
% time delay the signal by 25 units 
for i=1:25 
    x(i)=0; 
end 
for i=26:100 
    x(i)=y(i-25); 
end 
 
c=xcorr(x,y);   % do cross correlation 
 
t=[1:100]; 
 
% plot results 
figure(1);  
subplot(2,1,2); 
plot(t,x); 
xlabel('Time (0.1ms)'); 
ylabel('Amplitude'); 
title('Time-delayed Signal'); 
subplot(2,1,1); 
plot(t,y); 
title('Original Signal'); 
ylabel('Amplitude'); 
xlabel('Time (0.1ms)'); 
figure(2); plot(c); 
xlabel('Time (0.1ms)'); 
ylabel('Amplitude'); 
title('Cross-correlation of Signals'); 
 
[a,b]=max(c); 
 
% a is max value, b is where it occurs 
% in this case b is 125, meaning y leads x by 25 units 
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Hyperbola Testing 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%% 
%%% experiment to test the effect of sensor position errors on 
%%% target position estimation. 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%% 
 
clear all 
close all 
figure; grid on; hold on; 
 
% Sensor Positions and Calibration Errors for each sensor. 
x1=1; y1=0; dx1=0.1; dy1=0; 
x2=2; y2=0; dx2=0; dy2=0; 
x3=3; y3=0; dx3=0; dy3=0; 
 
plot(x1,y1,'sb'); plot(x2,y2,'sb'); plot(x3,y3,'sb'); 
plot(x1+dx1,y1,'dr'); plot(x2+dx2,y1,'dr'); plot(x3+dx3,y1,'dr'); 
 
% Target Position. 
xt=.5; yt=0.2; plot(xt,yt,'or'); 
 
syms x; syms y; 
 
% Distance From Target to each sensor. 
d1t=sqrt((x1-xt)^2+(y1-yt)^2); 
d2t=sqrt((x2-xt)^2+(y2-yt)^2); 
d3t=sqrt((x3-xt)^2+(y3-yt)^2); 
 
% Actual Curves. 
 
f12=sqrt( (x-(x1+dx1))^2 + (y-(y1+dy1))^2)-sqrt( (x-(x2+dx2))^2 + (y-(y2+dy2))^2)-(d1t-d2t); 
ezplot(f12,[-1,6]); 
 
f23=sqrt( (x-(x2+dx2))^2 + (y-(y2+dy2))^2)-sqrt( (x-(x3+dx3))^2 + (y-(y3+dy3))^2)-(d2t-d3t); 
ezplot(f23,[-1,6]);  
 
f13=sqrt( (x-(x1+dx1))^2 + (y-(y1+dy1))^2)-sqrt( (x-(x3+dx3))^2 + (y-(y3+dy3))^2)-(d2t-d3t); 
ezplot(f23,[-1,6]); 
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10 Appendix C – Motor, Gear, and Pulley Specifications 
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