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А В Т О М А Т И Ч Е С К И Й  С И Н Т Е З  С И С Т Е М  А В Т О М А Т И Ч Е С К О Г О  
У П Р А В Л Е Н И Я  С П О М О Щ Ь Ю  О Р Т О Г О Н А Л Ь Н Ы Х  Ф У Н К Ц И Й
Работа посвящена решению задач синтеза систем автоматического управле- 
нияхпри случайных воздействиях. Решение находится в виде ортогонального ряда.
Н а  вход ф ильтра  поступает  сигнал вида y ( t ) = g ( t )  + n ( t ) ,  где 
y ( t )  — р е гу л яр н ая  со став л я ю щ ая  входного сигнала ;  n ( t )  — помеха.
Н а  случайный процесс n ( t )  н алож ен ы  следую щ ие ограничения:
1. П роцесс  n ( t )  непрерывен, статистические характери сти ки  
его изм еняю тся  в весьма ш ироких пределах , однако на достаточ­
но больш их и н тервалах  времени процесс n ( t )  мож но считать 
«почти стационарны м».
2. Д л я  корреляционной функции процесса n ( t )  справедли во  
условие:
ОО
f I Rnn{t) \dz < 0 0 .
о
Р ассм о тр и м  случай, когда полезный сигнал представляет  со­
бой зад ан н у ю  функцию  с известными значениям и п ар ам етр о в  
a  j, а 2 •••, а помеха имеет неизвестные статистические х а р а к т е ­
ристики. З н а я  значения коэфф ициентов  а и а2, ..., х арактери зую щ и х  
сигнал  g ( t ) ,  всегда м ож н о  выбр'ать значения  коэфф ициентов 
ош ибки С'0, C'v ...,C'r так , чтобы обеспечить удовлетворение  у сл о ­
вия | Eg | <С Eg max-
И м енно в этом смысле зад ан и е  коэфф ициентов ошибки опре­
д ел я е т  динам ическую  точность воспроизведения системой з а д а н ­
ной неслучайной составляю щ ей  g ( t )  полезного сигнала.
Будем  считать оптимальной систему, которая  удовлетворяет  
следую щ им требовани ям :
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1. О беспечивает  воспроизведение полезного входного сп ш ад п  
с  динамической  ошибкой, не п ревы ш аю щ ей некоторого, наперед 
задан н ого , значения  eg max
| | шах J
2. О беспечивает  м ин им альную  дисперсию  воспроизведения сиг­
н а л а  n ( t ) ;
3. У довлетворяет  условию физической осуществимости, т. е. 
K ( i ) =  0 при t < 0 .
З а д а ч а  оптимизации м атем атически  ф орм ули руется  так: 
найти минимум ф ункц ионала
оооо
c2 =  J J / ? n„(T — и) k( i )  k(u)  d z d u  (1)
о о
при следую щ их ограничениях:
ОООО
1 —  I . f  k(T)dz =  Со , 
о о
оо
J i k  ('z)d'z = Сь (2)
о
оо
, ( - 1  )r+1h r k ( * ) d z = C ' r . -
0 .
Б удем  пр ед ставл ять  импульсную  переходную  функцию в виде 
ортогонального  р яда .  Н а  больш ом числе практических прим еров  
в работе  [1] д л я  объектов  высокого п оряд ка  (до 8-Н-16) бы ло по ­
казан о , что достаточно точное п редставлени е  функции веса д ости­
гается  7— 9 членам и ортогонального  ряда . В месте с тем показано , 
что эти члены целиком  определяю т динам ическую  систему и даю т 
возм ож н ость  провести ее полный анализ.
П оэтом у логичной явл яется  за д а ч а  определения так  н а з ы в а ­
емой оптим альной  OCX, т. е. таких  коэфф ициентов  {ск}, которые 
обеспечивали бы выполнение зад ан н ого  критерия качества.
П редставлен и е  импульсной переходной функции в виде о рто ­
гонального  р я д а  является  полезным с той точки зрения, что п о ­
зв о л я е т  исп ользовать  пр ямые методы вариационного  исчисления,  
с помощ ью которы х за д а ч а  оптимизации реш ается  значительно 
прощ е, чем использование, предполож им , метода последователь­
ных приближ ений в ф ункциональном  пространстве . П ри  и сп оль­
зовани и  понятия OCX автоматически  реш ается ' за д а ч а  реали зац и и  
найденного оператора. В качестве  ортогонального  (базиса при р а с ­
смотрении вопросов построения аналитических с а м о н а с тр а и в а ю ­
щ ихся моделей и систем вы бираю тся  функции, определенны е на 
ин тервале  (0, оо) и имею щ ие п р ео б р азо ван и е  Л а п л а с а ,  при этом 
эти функции легко  физически реали зую тся  с помощ ью  ^ С - э л е ­
ментов. И сп ользован и е  ф ункц иональн ы х пространств  ставит  
в качестве  сам остоятельной  и достаточно серьезной за д ач у
153
р еал и зац и и  найденного оператора . Синтез аналитических сам о ­
настраи ваю щ и хся  систем в первую очередь требует  реш ения и 
этой задачи .
И так ,  импульсную переходную функцию искомого оператора  
представи м  в виде р азл о ж ен и я  по вы бранной системе о р то го н ал ь ­
ных функций, т. е.
N
Щ ) =  h c t V i  (t),
i= 1
где cpi( t ) ,  £ = 1 ,2 , . . .  — ф ункции вы бран ной ортогональной  систе­
мы. Они д о л ж н ы  удовлетворять  следую щ им условиям:
1. Функции ортогональной  системы {<рк ( 0 }  д о лж н ы  быть не­
прерывны на интервале;
ОО
2. ]'|срг( 0 И < ° о ,  г = 1, 2, ... , 7V;
О
3. Функции ортогональной системы, являю щ и еся  импульсными 
переходными ф ункциям и ф ильтров  оптимальной модели и других 
вычислительных устройств (ортогональны й коррелятор)  д о лж н ы  
быть легко физически реализуем ы .
• П р едп о л агая ,  что оптимальны й оператор динам ической  систе­
мы с достаточной степенью точности будет оп ределяться  к о орд и н а­
там и  в вы бранном  ортогон альном  базисе, равен ства  (1) и (2) пе­
репиш утся в виде
N  N  сооо
е2=  2  2  c iC j  I.f  Rnn{l  ~  и)  ?г(т) <Рj { u ) d l d u ,  (3)
i = l  i = 1 0 0 . .
N
®i =  Со— 1 +  2  с i А , ,
г=1
N
® 2 — ^ J c i B i  — c  i ,  ( 4 )
(=1
N
ф  r =  H c i G i — c'r, 
i =  1
где
oo
A i =  l v i ( x ) d z ,
0
oo
B i  =  .Гтсрг-(т ) r f x ,  ( 5 )
0
oo




w Ч =  И  к ш А *  —  U) ср«(т; Iу; ( и ) d t d u ,  (6)
задача оптимизации может быть записана так:
Найти минимум функционала
N  N
s2=  2  2 с г с Ж . .  (7)г=1/=1 ! ч  '
при удовлетворении следующих уравнений связи:
N
Ф 1 =  С о 1 +  2  с  i  Л  i ,
1 = 1
N
Ф2=  2 C i B i  — C i,
<=i
N
ф  Г =  ' L c , G i - c ' r. (8)
i=i 4
Д л я  н ах о ж ден и я  значений  коэфф ициентов  с* (с,-— дей стви­
тельные ч и сла) ,  обеспечиваю щ их минимум среднеквадратической  
ош ибки при условии, что удовлетворяю тся  уравнени я  связи  (4), 
составим  функцию  Л а г р а н ж а  (условный экстрем ум  ф ункц йонала  
находится.-с пом ощ ью  м нож ителей  Л а г р а н ж а ) :
N  N
Ф  jLJ . 2  С i  с  j  ^ Ф /  4“ ^ 2Фо -{- • • • -|- ХГФ  г , ( 9 )
t— 1 1 = 1
где Х2, ... , Хг — неопределенные множители Лангранжа, i, j  =
=  1 , 2 , . . . ,  N .
Д и ф ф ер ен ц и р у я  в ы р аж ен и е  д ля  вспомогательной функции 
Л а г р а н ж а  по с* и п р и р авн и вая  к а ж д у ю  из полученных зав и си м о ­
стей нулю, получим N  уравнений:
N
2 2  С/ W i j  +  ̂ A / +  Х3Д г +  ••• + ^ rGi  =  0, / =  1 ,2 ,  ... , TV). (10)
И спользуя  N  уравнений (10), а т а к ж е  уравнени я  связи  (8), 
получим N-\ - r  алгебраических  уравнени й  д л я  определения н еи зве­
стных коэфф ициентов  {с/с} и неопределенных м нож ителей  Л а г р а н ­
ж а  Хг ( / '=  1,2, ..., N ) .
В случае, если на вход системы подается  помеха типа белого 
ш ума, вспом огательн ая  ф ункция Л а г р а н ж а  при ним ает  вид
N
Ф  =  ? 2  С 1 +  +  ^ 9 ® 2 +  ■ • • +  Хг Ф г
/ = 1
и процесс н ах о ж ден и я  дан н ы х  д л я  составления системы а л геб р а и ­
ческих уравнений и сами уравнени я  значительно  упрощ аю тся.
А н али зи руя  систему уравнений д л я  определения координ ат  
с = ( С ] ,  с2, ..., с„ ) ,  легко  видеть, что д л я  непреры вного  определе-
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ння оптим альны х значений с* ( i — 1 , 2 , N)  необходимо не­
преры вно оп ределять  м атри цу  W i j ( t ) .
Т ак  как  входной сигнал y ( t )  имеет переменное м атем атическое  
ож и дан и е  (регулярн ую  составляю щ ую  g ( t )  —  полезны й входной 
си гн ал ) ,  то д л я  вычисления м атрицы  W {j необходимо с помощ ью  
Ц В М  провести центрирование  случайного процесса y ( t ) .
З д есь  ж е  необходимо отметить, что операци я  цен три рован ия  
иногда значительно и с к а ж а е т  кривую спектральной плотности на  
низких частотах.
М ож н о  п оказать , что [2]
t




g i  (t) =  $ n ( x ) g i ( t  — %)dt .  (12)
0
В сам о н астр аи ваю щ ей ся  модели непрерывно д о л ж н а  реш аться  
следую щ ая  систем а  алгебраических  уравнений:
N
2 2  c j( t ) W ii(t) +  l 1A i +  X,Bl +  - - - + K G i =  0, (13)
N
H i C i { t ) A i ^  о,
с =1
N
— с[ = о; (И)
N
^ C i { t ) G i  - с ' г =  0.
/--=1
В общ ем случае м ож но показать ,  что система уравнений (13) 
и (14) д л я  определения  координ ат  C i ( i =  1,2,..., N )  имеет
единственное решение с —  (си с2   cN),  при этом  при
t - ^ o o W i j - ^ W и, следовательно, решение системы стремится к р е ­
шению системы, определенной ф орм улам и  (7) и (8).
Т аки м  образом , в р езультате  реали зац и и  алгоритм а (13) и 
(14) оп ти м альн ая  модель определяется  равенством
N  ' •
Щ )  =  срi(t).
1 = 1
М ожно показать, что П т г / = Г 2.
t —̂OO
Н а  основе у тверж ден и я  о том, что система (13) и (14) 
позволяет  найти оптим альны е значения  элем ентов  обобщ енной спект­
ральной  характеристики  динамической модели в вы бранном  о р ­
тогональном базисе, мож но сделать  вывод, что с р ед н ек в ад р ати ­
ческая  ош ибка на выходе ф ильтра, определяемого  коэфициента- 
156
ми с =  (сь  с2, .... cN)  при t > T 0 (Т 0 — и н тервал  времени, через 
который значения  м атрицы  W i j ( t )  достаточно м ал о  отличаю тся 
от значений W a ) ,  будет б ли зка  к  величине средн еквад рати ч е­
ской ошибки на выходе оптимального  ф ильтра, а динам ическая  
ош и б ка  воспроизведения регулярной  составляю щ ей  g ( t )  не будет 
превы ш ать  н ап еред  зад ан н о й  величины eg max-
Т а к  к а к  возм ож ности  аналогового  ф ильтра  ограничены, а 
т а к ж е  при i < T 0 в решении системы уравнений (13), (14) могут 
иметь место значительны е ошибки, на фильтр, реализую щ ий оп­
тим альны й оператор, необходимо в этих сл у чаях  п о д авать  зн ач е ­
ния C i ( t )  в соответствии со следую щ им и соотнош ениями [3]:
C j ( t )  =  с i(t), при | c i( t)  | < 4 i ,
Ci(t) =  +  l u  при 1 Ci(t) | > % i,  
c i ( t ) =  — Si, п р и с , (0  ss Si, 
l i  — установленное зар ан ее  значение границы  изменения i-го — 
коэфф ициента  р азлож ен и я .
Рис. 1.
С труктурная  схема получения оптимальной модели д ля  N = 2  
и зо б р а ж е н а  на рис. 1.
В качестве п ри м ера  рассм отрим  методику синтеза ортогон аль­
ной модели, если за  помеху принять сигнал типа белого ш ума, а 
ортогональны м  базисом  с л у ж а т  функции Л я г е р р а
k t
ср0( 0  =  ke. 2 ,
_ м
<?М) =  (1 — kt) ke  2 ,
y 2(i) =  1̂ — 2 k t  +  2у  kH2̂  ke  2 ,
1 л7
Выражение для  CKO в рассматриваемом нами случае (помеха 
белый шум) имеет вид
2= P .f S o  f i ( t )
i =  О
d t  =  pk 2 -  c\
i=0
(в э т о м  примере взято восемь элементов OCX). 
Уравнения связи запишутся так:
с'  =  1 — .Г k ( ' ) d r  =  1 — 2  CiAi„
' о г=а
оо 7
с[ =  J z k ( z ) d z  =  'JjjjCiBir *
*0
оо
с ' =  — ,[т2£(т)й(т =  — 2  CiDi ,
О i = О
или, что то  ж е  самое:
7
, ®1 — С0— 1 +  2  c iAi ,
1 = 0
7
Ф 2 =  С. 2  CtB i ,
• (=0
7
Ф S  О О / ,
(■ =0
где
М  =  J  <рi ( t ) d z ,  
о
СО
B i -  j  r ( p i ( x )d x ,
7).Dc =  j т2ср(- ( z ) d z ,  (/ =  0 , 1 , 2 ,  
о
Значения с'0 , с [ ,  c j  — заданы.
В наш ем  случае вспом огательн ая  функция Л а г р а н ж а  имеет 
вид
t  7 7 7 7
Z7 =  рЙ 2  С ?+  S  С i Ас Х2 2  £ iB  i "Т ^ з 2  ^ i
i = 0  I = 0  ( = 0  < = 0
Тогда д ля  н ахож ден и я  оптимальной (в у казан н о м  выше смыс­
ле) ортогональной модели необходимо реал и зо вать  следую щ ий 
алгоритм: ’ ' \
2 kp с 0 +  Xji40 ^2^0 Т 73О 0 =  О,
2 kp С 7 +  ^ 1- 7̂ — ^2^7 "Ь ^3^7 —' О,
7
c 0 — 1 +  2  С/-Д; =  О,
(=0
7
2 ciBi = о,
/=0
7
C„ +  2  C i D i  —  0>
1=0
где постоянные Л /, 5 / ,  D< (/ =  0, 1, 2, ... , 7) для  функций Лягерра 
имеют следующие значения:
к 3  М K i ( r )
13!
( p o p  M l jpyhOLU, и й и с к о м ы й
ф и л ь т р
*
( р и л ь т р
Рис. 2.
А 0=  2, ^о  =  4 ; 5 1 = - 1 Г ; 5 2 = Х ’
л _  О п  _  116. ,д  _  324.. _  436 .
^1 ~  z > — ~ Y  > -°4 — - у  > л 5 — ~ у  ’
Л 2 =  2,
772 948
. А , =  ( - 1 ) » 2 ,  £ 6 =  ? ;  ^  =  л г -
п  _  ^  • п  =  _  _99_- п  =  119- Г) =   —  ■^ 0  £2 ’ •*-'1 £2 * *-̂ 2 £2 > ^ 3  £2 >
_  8 0 . _  1936. п  8 0 . п  3824
^ 4  £2 ’ ^ 5  £2 ’ £2 ’ 7 k 2 '
С истем а р аб о тает  следую щ им образом . Н а  R C  — элем ен тах  
н аб и р ается  схема, р еал и зу ю щ ая  ортогональны е функции Л я г е р ­
ра ,  коэффициенты которых мож но в задан н ы х  пределах  изменять.
С помощ ью  ко р релятора  зам ер яется  уровень ш ума р и р е ш а ­
ется  система алгебраических  уравнени й  (13), (14). М асш табны й 
м нож итель  к  вы бирается  в процессе работы  системы, исходя из 
достиж ения наилучш ей сходимости ряда , аппроксимирую щ его 
импульсную  переходную функцию ф ильтра. Н айденны е из р еш е­
ния системы (13), (14) значения  коэфф ициентов  C{ ( i =0 ,  1, 2 ,. . . ,  7) 
подаю тся  на уп р авл яем ы й  ортогональны й фильтр.
П о к а ж е м  ещ е один, более  простой, метод реали зац и и  с а м о н а ­
страи ваю щ егося  ф ильтра  (преды дущ ий метод построения а д а п ти в ­
ного ф ильтра  при п = 8 требует 88 ум нож ителей  и осреднителей, 
не считая устройства д л я  решения системы алгебраических  у р а в ­
нений).
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В качестве  ортогонального  базиса , к а к  и преж де, будем ис­
п ользовать  ф ункции Л я г е р р а ,
В ы р аж ен и е  д л я  средн еквадратической  ош ибки при использо­
вании понятия O CX имеет вид
  оо оо
е2= р 1  йэ ( О Л  =  р £ 2 о£-?, (15)
п
где k 3 (t) =  Д ] g i L i ( t ) — импульсная переходная функция эквивалентно­
го фильтра (см. рис. 2);
П
к \{1 ) =  2 с / . / ( 0  -  импульсная переходная функция искомого  
фильтра;
П4
^ 2(0  =  2 — импульсная переходная функция формирую­
щ его фильтра.
И спользуя  зависимости, связы ваю щ и е  элементы  обобщ енной 
спектральной х ар актеристики  последовательного  соединения дву х  
звеньев с элем ентам и  OCX каж дого  звена, получим (для  п = 7):
ё о  =  С 0а 00’
ё 1 =  с 0й 01 +  Cidn ,
&2 ~  С 0а 02 Т С 1^12  +  с 2а 22,
ё з  =  С0О03 Ci<213 +  С2^23 +  С3О33,
^4 =  С 0^04 +  Cl^ 14 +  С 2̂ 24 +  С3й 34 +  С4О44,
g 5 =  с 0а 05 +  +  с -ft 25 +  с 3а 35 +  с^аАЪ +  с 5 а м , (16)
ёб  =  Со^об с \а \6 "6  С2#20 +  С3й 30 +  С 4^40 +  С 5а В6 +  Сг,Д6с,
S '7  Cq<2q7 +  C]CLyi +  С 2d 2y +  С3 Я 3 7  +  С4 Й4 7  +  С5 Я 5 7  +  С  +  С7 Й7 7 ,
где ац  — коэффициенты, которы е элем ентарны м  о б р азо м  в ы р а ж а ­
ются через элем енты  обобщ енной спектральной характери сти ки  
ф орм ирую щ его  ф ильтра.
Т аки м  образом , стави тся  за д а ч а  н ах о ж ден и я  минимума ф у н к­
ци онала
7
2  g \  (17)
1 = 0
при выполнении уравнений связи:
7
®i =   ̂ +  2  CiAi>
i  = 0
7
Ф3 =  ^ + 2 * / 0 * .  (18)/ = 0  v 7
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Условный экстрем ум  будем  искать  при помощ и м нож ителей  Л а г ­
р а н ж а .  В ы р аж ен и е  д л я  вспомогательной функции Лагранжа*, з а ­
пиш ется  так:, \
«
, 7  7 7 7
Р  =  P* 2 3 g ,2 +  K ^ d A i - l ^ C i B i  +  X a l J c / D i .  (19)
Так же, как и в предыдущем случае, значения коэффициентов 
ош ибок с '0 , с \ , с '  заданы, в общем случае они м огут  быть функ­
циями времени.
Если от вы р аж ен и я  (19) взять  производны е по a ( i = 0 , 1, 
2,... ,  7) и к а ж д о е  из полученных зависимостей  при равн ять  нулю, 
то получим алгоритм, который необходимо реализовать , чтобы 
получить импульсную  переходную функцию искомого ф ильтра  в. 
виде р а зл о ж е н и я  по ортогональны м  функциям :
£ 00С0+ З д  +  ̂ 02^2 +  Е ^ С й+ С 04С 4 +  Л 05С 5 +  f 06Cg + £ 07С 7 +  X ^ 0—
- X 2f i 0 +  X3D 0= 0 ,
Р 0 +  Е  п С х +  Е  2 + Е  +  Е  UC А +  Е  ̂ С 5 +  Е  1&С &+ Е  UC7 + 'кхА 1 —
\ 2B 1 +  'k3D 1=  0 ,
^гоСо +  ̂ 21С 1 +  f  23С з +  Л 24С 4 +  E'js Q  + -^гв С6 +  ̂ 27 Q  ^ И  2—
X2Z?2 +  X3D 2 =  0,
Р 30С o + E slC i + E S2C 2+ Е  33С 3+ С  34С 4+ Е 3 5 С 5 +  Е 3 6 С 6 + Е 3 7 С 7  +  Xj.,43—
Х2Л 3 +  Х3£)3=  0,
E 4qC0 +  Е 4 1С 1 + С 42С 2 + С 43С 3 + Е 4 4С 4 + Е 4 5С 5  + Е 4 6С 6 + Е 4 7 С 7  +  Xl244—
- X 25 4 +  X3D 4= 0 ,
p 5 o C o + E 5 i C 1 + E 5 2 C 2 + E 5 S C 3 + E 5 4 C 4 + E 5 5 C 5 +  E 5 S C 6 + E 5 7 C 7 +  X l A 5 —
Х2Л 5 +  Х3/ } 5 =  0,
P&iCo'b'EgiCi+ £ -б2С'2 +  Е’бзС3+ Е в4 С 4 + Е 6 5С 5 + Е 6 6С 6 + Е 6 7 С 7 +  Xj^e—-
X2S 6 4- Х3£)6 =  0,
E 7 qC § Е  Е 7\С 7 +  Е 7 2С 2 + Е 1 йС 3 + Е 7 4 С 4 + Е 7 5 С 5 + Е 7 6 С 6 +  Е 7 7 С 7 -ЬХ4Л 7 —
^2^7 ^3^7 =  0 ,
A q C q E А ] С Х+ А 2С 2 +-АгС г +  А 4 С 4 +  А 5 С 5 М-Л 6С 6 +  Л 7С 7 =  1 — Со ,
а д + а д + д 2с 2+ я 3с 3+ я 4с 4+ я 5с 6+ а д + д 7с 7 =  c i ,
D 0C 0 +  D 1C 1 +  D 2C 2 +  D 3C 3 +  D 4C 4+  D 5 C 5 + D 6 C 6 +  D 7 C 7 =  — C 2
В системе (20) значения  постоянных Л ;, В и D t ( i = 0, 1, 2,. .., 7> 
приведены выше, а коэфф ициенты  с помощ ью  уравнений с в яз ие  
(табл. 1) в ы р а ж а ю тс я  через постоянные числа ац.
О писанный здесь метод м ож ет  использоваться  д ля  получения 
оптимальной обобщ енной спектральной х ар актеристики  д и н а м и ­
ческой системы, если известны статистические х а р а к т е р и с т и к а  
помехи и значения коэфф ициентов ошибок.
В связи с тем, что излож енны й метод определения о п ти м аль­
ной OCX легко п оддается  алгоритмизации , то его применение 
д о л ж н о  в необходимой мере опи раться  на использование ц и ф р о ­
вой вычислительной техники. В последнем случае применение 
аналоговы х вычислительных устройств представляется  не р ац и о ­
нальным.
Теперь перейдем к рассмотрению  метода, позволяю щ его а в ­
томатически определять  значения элементов обобщ енной спект­
ральной характери сти ки  ф орм ирую щ его ф ильтра.
Это дел ается  весьма просто. С помощ ью  ортогонального к орре­
л я то р а  находится  корреляци онная  функция помехи в виде р а з л о ­
ж ен и я  по некоторой системе ортогональны х функций. Элементы  
обобщ енной спектральной  х арактери сти ки  форм ирую щ его  ф и л ьт ­
ра мож но легко  вы разить  через коэффициенты р азл о ж ен и я  к орре­
ляционной функции помехи.
Т аким  образом , процесс ,сам онастройки осущ ествляется  
следую щ и м  образом . С пом ощ ью  ф ильтра  или Ц В М  производится  
центрирование «почти стационарного» на некоторых, достаточно 
длительных ин тервалах  времени случайного процесса  n ( t ) ,  после 




Величины коэффициентов р азл о ж ен и я  {Ц} п реобразую тся  в 
цифровую  форму и подаю тся в Ц В М , в которой вычисляю тся 
элементы OCX ф орм ирую щ его ф ильтра.
П осле  того, как  OCX формирую щ его ф ильтра  найдена, по ф о р ­
м у л а м  табл . 1 вы числяю тся коэффициенты  - Ец.  Теперь имею тся 
в с е  данны е д л я  реш ения системы алгебраических  уравнений (20).












неп реры вн ое  определение оптим альной в у к азан н о м  выш е смысле 
обобщ енной спектральной характеристики .
Блок -схем а  сам о н астр аи ваю щ ей ся  модели, построенной по 
указан н о м у  выше методу, и зо б р а ж е н а  на рис. 3.
В Ы В О Д Ы
В работе  реш ена  з а д а ч а  автоматического  синтеза систем а в ­
том атического управлени я  при  случайны х воздействиях д л я  слу ­
чая , когда  полезны й сигнал  п р ед ставл яет  собой функцию  с и зве ­
стными значениям и  парам етров , а помеха имеет неизвестные 
статистические х а р а к т е р и с т и к и .•
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