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1. Introduction
In a recent paper [6], Naito and Usami proved the nonexistence of nonnegative
entire solutions of the differential inequality
divðAðjDujÞDuÞXf ðuÞ; xARn; nX2; ð1Þ
where AACð0;NÞ; sAðsÞAC½0;NÞ-C1ð0;NÞ; with
AðsÞ > 0 and ½sAðsÞ0 > 0 for s > 0;
and fAC½0;NÞ; f is non-decreasing,
f ð0Þ ¼ 0 and f ðuÞ > 0 for u > 0:
Important examples of operators A are the m-Laplacian operator
AðsÞ ¼ sm2; s > 0; m > 1; ð2Þ
and the mean curvature operator
AðsÞ ¼ 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ s2p ; sX0: ð3Þ
Interesting theorems and asymptotic theory for entire solutions of inequalities of
type (1) have been obtained by many authors; see, e.g., [3,7,8,16–18]. Naito and
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then (1) has inﬁnitely many positive solutions ifZ N ds
H1ðFðsÞÞ ¼N ð4Þ
and no nonnegative solutions, except u  0; ifZ N ds
H1ðFðsÞ=nÞoN; ð5Þ
where FðuÞ ¼ R u
0
f ðsÞ ds; and HðsÞ is the strictly increasing function
HðsÞ ¼ s2AðsÞ 
Z s
0
sAðsÞ ds; s > 0:
To prove nonexistence, the idea in [6] is to show, using a comparison principle, that if
(1) has a nontrivial entire solution then necessarily it also has a nontrivial entire
radial solution v ¼ vðjxjÞ: The next step is to show that (1) has no nontrivial entire
radial solutions.




is a necessary and sufﬁcient condition for the validity of the strong maximum
principle for the inequality
divðAðjDujÞDuÞpf ðuÞ:
This has been recently shown in two papers by Pucci et al. [15] and Pucci and
Serrin [14].
The purpose of this paper is to extend the results of Naito and Usami [6] in two
ways:
(i) by considering systems of elliptic differential equations,
(ii) by including in the divergence operator a diffusion term of the form gðuÞ:
Thus, we are interested in the nonexistence of solutions u : Rn-RN of elliptic
systems of the form
divðgðuÞAðjDujÞDuÞ  rugðuÞAðjDujÞ ¼ f ðjxj; uÞ; xARn; ð6Þ
where Du denotes the Jacobian matrix and AðsÞ ¼ R s0 sAðsÞ ds:
The prototype for the diffusion term that we have in mind is
gðuÞ ¼ jujg;
where gAR (possibly negative).
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When dealing with elliptic systems the situation becomes signiﬁcantly more
complicated than in the scalar case, since in general comparison or maximum
principles do not hold. For this reason in this paper, we restrict our attention to radial
solutions u ¼ uðjxjÞ of (6) and thus we are interested in the nonexistence of radial
solutions of the ordinary differential system
½gðuÞAðju0jÞu00 þ n  1
r
gðuÞAðju0jÞu0  rugðuÞAðju0jÞ ¼ f ðr; uÞ; r > 0;
u : ½0;NÞ-RN ; u0ð0Þ ¼ 0; ð7Þ
where u0 ¼ du=dr and r ¼ jxj:
To illustrate our results, we present here only few corollaries already relevant in
the applications, while for the general system (6) we refer to Section 5.
Corollary 1. The elliptic system
divðjujgjrujm2ruÞ  g
m
jujg2ujrujm ¼ jujp2u ð8Þ
with m > 1 and gAR; does not admit non-trivial entire radial solutions if
1omop; m  pðm  1Þogop  m:
Note that in the scalar case N ¼ 1 we have that HðsÞ ¼ ðm  1Þsm=m; sX0; and
FðuÞ ¼ up=p for uX0 and so H1ðFðuÞÞ ¼ cup=m; for uX0 and for some constant c:
Hence the integral in (5) converges if and only if p > m and thus, when g ¼ 0; we
recover the condition of Naito and Usami.
Next we consider the generalized mean curvature operator and we obtain
Corollary 2. The elliptic system
divðjujgð1þ jruj2Þm=21ruÞ  g
m
jujg2u½ð1þ jruj2Þm=2  1 ¼ jujp2u
with 1omp2; p > 1; does not admit non-trivial entire radial solutions if
1omop; m  pðm  1Þogop  m:
We put in evidence that in the vectorial case N > 1 there is no obvious change of
variable which eliminates the term jujg from the divergence while, for example, when
N ¼ 1 and g > 0 for positive solutions of (8) one may use the change of variables
v ¼ uðgþm1Þ=ðm1Þ and obtain nonexistence of nonnegative entire solutions by just
applying Theorem 2 of [6].
Finally, we consider the mean curvature operator, which must be treated
separately since it does not satisfy the assumptions of the main Theorem 3 of
Section 4.
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CA ¼ jujp2u in Rn
does not admit nontrivial entire radial solution.
It is worth noting that Corollary 1 implies in particular that any local radial
solution of the corresponding system may not be extended to all of Rn:
In the scalar case N ¼ 1 it is easy to see that if u is any local nonnegative radial
solution of (8) then u ¼ uðjxjÞ is increasing and thus if the ball Bð0;RÞ is its maximal
domain of existence, then either
lim
r-R
uðrÞ ¼N or lim
r-R
u0ðrÞ ¼N:
The situation is signiﬁcantly more complicated in the vectorial case N > 1 as no
monotonicity is available. Nevertheless, we may still prove that local radial solutions
exist and, for any radial solution u ¼ uðjxjÞ; if Bð0;RÞ is its maximal domain of
existence, then limr-R juðrÞj ¼N: More speciﬁcally, we have obtained the
following result.





1omop and  m  pðm  1Þogop  m;




When N ¼ 1; Corollary 1 can be improved by giving up the lower bound for g:
Indeed, this lower bound is peculiar of the technique used to treat the vectorial case
(see Section 4, Remark 1). Moreover by using a weak comparison principle due to
Pucci et al. [15] and utilizing the same argument of Naito and Usami [6], we can
obtain non-existence of all solutions, radial or not, of the inequality
divðgðuÞAðjrujÞruÞ  guðuÞAðjrujÞXf ðjxj; uÞ; xARn: ð9Þ
In particular, we obtain the following corollary.
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Corollary 5. The elliptic inequality
divðugjrujm2ruÞ  g
m
ug1jrujmXup1 in Rn; p;m > 1;
does not admit any positive entire solutions if
1omop and gop  m:
The paper is organized as follows. Section 2 contains some preliminaries including
the variational identity of Pucci and Serrin; Section 3 is devoted to local existence of
radial solutions of (6), and the proof of the main result is based on a result of Leoni
given in [4]. In Section 4 we establish Theorem 3, which is the main theorem of the
paper, proved by using a technique developed by Levine and Serrin [5] for abstract
evolution equations. In Section 5 we give some applications to elliptic systems, while
in Section 6 we study in detail the scalar case and we obtain non-existence of entire
solutions, radial or not, of inequality (9) so that we extend the result of Naito and
Usami given in [6].
2. Preliminaries
Consider the quasi-variational ordinary differential system
½rGðu; u0Þ0  ruGðu; u0Þ þ Qðt; u; u0Þ ¼ f ðt; uÞ ð10Þ
on J ¼ ðT ;NÞ; TX0; where r ¼ rv denotes the gradient operator with respect to
the second variable of the function G: It will be supposed throughout the paper that
(A1) GAC1ðD  RN ;RÞ; where DCRN is an open set, Gðu; Þ is strictly convex in RN
for all uAD such that ua0; with Gðu; 0Þ ¼ 0; rGðu; 0Þ ¼ 0;
(A2) there exists a nonnegative function FAC1ð %J  RN ;RÞ with Fðt; 0Þ ¼ 0 for all
tA %J; such that
ruFðt; uÞ ¼ f ðt; uÞ and Ftðt; uÞX0 for all ðt; uÞA %J  RN ;
(A3) QACðJ  D  RN ;RNÞ with
/Qðt; u; vÞ; vSX0 for all ðt; u; vÞAJ  D  RN :
Here /; S represents the inner product in RN :
Now let Hðu; Þ be the Legendre transform of G; namely
Hðu; vÞ ¼ /rGðu; vÞ; vS Gðu; vÞ: ð11Þ
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Clearly
Hðu; 0Þ ¼ 0 and Hðu; vÞ > 0 for all uAD\f0g; vARN\f0g ð12Þ
as a standard consequence of the strict convexity of Gðu; Þ when ua0:
We now turn to system (10) and we say that u ¼ ðu1;y; uNÞ is a local solution of
(10) if u is a vector function u : I-DCRN for some interval I ¼ ½T ;T þ tÞ; t > 0;
such that u is of class C1ðIÞ;
rGðuðtÞ; u0ðtÞÞAC1ððT ;T þ tÞ;RNÞ ð13Þ
and u satisﬁes system (10) in ðT ;T þ tÞ:
We say that a local solution u is a global solution of (10) if t ¼N:
In spite of the fact that neither u0 nor H need be separately differentiable, the
composite function HðuðtÞ; u0ðtÞÞ is differentiable on ðT ;T þ tÞ; provided that u
never vanishes on ðT ;T þ tÞ; and, as proved in [10] for the case G ¼ GðvÞ and then
in [13] for the general case G ¼ Gðu; vÞ; the following identity holds on ðT ;T þ tÞ:
fHðuðtÞ; u0ðtÞÞg0 ¼ /Qðt; uðtÞ; u0ðtÞÞ; u0ðtÞSþ/f ðt; uðtÞÞ; u0ðtÞS: ð14Þ
From now on, for simplicity, the common notation where u ¼ uðtÞ and u0 ¼ u0ðtÞ
denote the solution and its derivative. Hence if u is a solution of (10) on ðT ;T þ tÞ
such that uðtÞa0 for all tAðT ;T þ tÞ; we have thanks to (14)
fHðu; u0Þ  Fðt; uÞg0 ¼ /Qðt; u; u0Þ; u0S Ftðt; uÞ: ð15Þ
Consequently, if we introduce the total energy of the vector ﬁeld u; deﬁned by
EðtÞ :¼ Hðu; u0Þ  Fðt; uÞ; ð16Þ
by (15) the following conservation law holds, for any sAðT ;T þ tÞ; provided that
uðtÞa0 for all tAðT ;T þ tÞ;
EðtÞ ¼ EðsÞ 
Z t
s
f/Qðs; u; u0Þ; u0Sþ Ftðs; uÞg ds; TosptoT þ t: ð17Þ
Moreover, as noted in [11], since along a solution u the function Hðu; u0Þ is
differentiable with respect to t; the following identity holds for solutions u of (10),
again when uðtÞa0 for all tAðT ;T þ tÞ; and for any pair of scalar function
j;oAC1ðJ;RÞ:
fo½Hðu; u0Þ  Fðt; uÞ þ j/rGðu; u0Þ; uSg0
¼ o0½Hðu; u0Þ  Fðt; uÞ þ j/f ðt; uÞ; uS oFtðt; uÞ
þ j½/rGðu; u0Þ; u0Sþ/ruGðu; u0Þ; uS þ j0/rGðu; u0Þ; uS
 o/Qðt; u; u0Þ; u0S j/Qðt; u; u0Þ; uS: ð18Þ
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This formula was originally discovered as a special case of the main identity in [9].
Note that (18) reduces to (15) when o ¼ 1 and j ¼ 0:
3. Local existence
In this section, we prove existence of local solutions of the initial value problem
½rGðu; u0Þ0  ruGðu; u0Þ þ Qðt; u; u0Þ ¼ f ðt; uÞ; t > T ;
uðTÞ ¼ u0a0; u0ðTÞ ¼ 0; TX0: ð19Þ
The main result of this section, Theorem 1, improves Theorem 1 of [4].
Note that local existence for solutions of problem (19) is extremely delicate since in
general the damping term might be not deﬁned for t ¼ T ; indeed in the variational
case we have T ¼ 0 and Qðt; u; vÞ ¼ ðn  1ÞrGðu; vÞ=t:
For this reason we assume throughout the paper, together with (A1)–(A3), also
the following condition:
(A4) there exist two nonnegative functions dACðJÞ and cACðD  RNÞ; with
cðu; 0Þ ¼ 0 for all uAD; such that
jQðt; u; vÞjpdðtÞcðu; vÞ
for ðt; uÞAJ  D and v sufﬁciently small.
Our situation is the specular situation of [4] in which the term f ðt; uÞ is a restoring
force instead of a driving force and it depends only on u:
Without loss of generality, and for simplicity in the notation, we may assume that
T ¼ 0 in (19), indeed if T > 0 it is enough to make a translation from t to t  T :








: ¼ c0AR; ð20Þ





dðsÞ ds  c0; tAð0; 1;
0; t ¼ 0
(
ð21Þ
is of class C1½0; 1:
Then the initial value problem (19), with T ¼ 0; admits a local classical solution
defined on ½0; tÞ; for some 0otp1: Furthermore juðtÞj > 0 for all tA½0; tÞ:
R. Filippucci / J. Differential Equations 188 (2003) 353–389 359
Proof. First note that every solution of (19), with T ¼ 0; is a solution of the
following initial value problem for tAð0; 1Þ:
½hðtÞrGðu; u0Þ0 ¼ hðtÞ½ruGðu; u0Þ þ f ðt; uÞ þ h0ðtÞrGðu; u0Þ  hðtÞQðt; u; u0Þ; ð22Þ
uð0Þ ¼ u0a0; u0ð0Þ ¼ 0; ð23Þ
where h is given in (21). As in the proof of Theorem 1 in [4], since Gðu; Þ is strictly
convex, we use a result of Pucci and Serrin [13] concerning the equivalence between
(23) and the Hamiltonian problem
u0 ¼ rwHðt; u;wÞ;
ðhðtÞw0Þ0 ¼ hðtÞruHðt; u;wÞ þ P1ðt; u;wÞ; tAð0; 1Þ;
uð0Þ ¼ u0; wð0Þ ¼ 0; ð24Þ
where
Hðt; u;wÞ ¼ Hðu; ðrGðu; ÞÞ1ðwÞÞ  Fðt; uÞ; ð25Þ
and H is deﬁned in (12) while
P1ðt; u;wÞ ¼ h0ðtÞw  hðtÞQðt; u; ðrGðu; ÞÞ1ðwÞÞ:
By Theorems 3 and 4 in [13] and the fact that FAC1ð½0;NÞ  DÞ by (A2), the
function H; deﬁned in (25), is of class C1 over the set
fðt; u;wÞA½0;NÞ  D  RN : w ¼ rGðu; vÞ for some vARNg:
By the fact that rwHðt; u;wÞ ¼ ðrGðu; ÞÞ1ðwÞ; we put in evidence the fact that
rwHðt; u;wÞ does not depend on t:Now, let B ¼ Bðu0; ju0j=2Þ: By (A4) it results that
jQðt; u; vÞjpdðtÞcðu; vÞ for tAð0; 1; uAD; jvjpr1 ð26Þ
for some r1 > 0: Since ðrGðu; ÞÞ1ð0Þ ¼ 0; we may ﬁnd r2 > 0 such that
jðrGðu; ÞÞ1ðwÞjpr1 for all uA %B and jwjpr2:
Thus, since hd ¼ h0 by virtue of (21), we get from (26)
jP1ðt; u;wÞjph0ðtÞSðu;wÞ for all tAð0; 1; uA %B and jwjpr2; ð27Þ
where
Sðu;wÞ ¼ jwj þ cðu; ðrGðu; ÞÞ1ðwÞÞ:
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Being rwHðt; u; 0Þ ¼ 0 and Sðu; 0Þ ¼ 0; then for any s > 0 there exists r3or2 such
that
jrwHðt; u;wÞjpr2 for all tAð0; 1; uA %B and jwjpr3
and
jP1ðt; u;wÞjpsh0ðtÞ for all tAð0; 1; uA %B and jwjpr3: ð28Þ
Now let r ¼ minfju0j=2; r3g and deﬁne, as in [4],
C ¼ fx ¼ ðu;wÞACð½0; t;R2NÞ : jjðu;wÞ  ðu0; 0ÞjjNprg;
where tAð0; 1 is a sufﬁciently small number to be determined later. For every
function xAC we have in particular that jju  u0jjNprpju0j=2; so that
ju0j=2pjuðtÞjp3ju0j=2 for all tA½0; t: Now deﬁne T ¼ ðT1T2Þ as follows:









fhðsÞruHðs; u;wÞ þ P1ðs; u;wÞg ds if tAð0; 1;
0 if t ¼ 0:
8<
:
Note that T2½xðtÞ is continuous for t ¼ 0: Indeed let
K ¼ maxfjrxHðt; u;wÞj : tA½0; 1; ju  u0jpr; jwjprg:





















SðuðtÞ;wðtÞÞ ¼ 0; ð29Þ
where we have used l’Hospital rule and the fact that wðtÞ ¼ rGðuðtÞ; u0ðtÞÞ; that
u0ð0Þ ¼ 0 so that Sðu; 0Þ ¼ 0; hence limt-0þ T2½xðtÞ ¼ 0 for every xAC:
For t sufﬁciently small we shall show that TðCÞCC and T is compact, hence





R. Filippucci / J. Differential Equations 188 (2003) 353–389 361
Now consider T2: By (29) and (28) we have that
jT2½xðtÞjpKtþ s:
Hence it is enough to choose sor and toðr  sÞ=K ; to obtain that jT2½xðtÞjpr:
Therefore TðCÞCC:
As noted in [4], the family fT½x : xACg is equibounded by the proof above. Thus
T is compact if fT½x : xACg is equicontinuous by Ascoli Arzela`’s lemma. Of
course fT1½x : xACg is equiLipschitzian (uniformly), since jjðT1½xÞ0jjNpK ; and in







  Z t1
0





fhðsÞjruHðs; u;wÞj þ jP1ðs; u;wÞjg ds: ð30Þ
Let e > 0 be ﬁxed, we want to ﬁnd te ¼ teðeÞ > 0 such that for all t1; t2A½0; t with
0ot2  t1pte; it results that
jT2½xðt2Þ T2½xðt1Þjpe:
Now consider 0ot2  t1pe=3K and choose s in (28) such that spe=6: There are
now three cases. If t1 ¼ 0; 0ot2pe=3K : Now from (29) we deduce that





















hðt1Þ ds þ 2s
hðt2Þ  hðt1Þ
hðt2Þ
þ Kðt2  t1ÞpKt1 þ 2sþ Ke=3Kpe;
where we have used the fact that h is nondecreasing.
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for some appropriate number xAðt1; t2Þ: Consequently, if we choose










This completes the proof of the claim.
T is obviously continuous from C to C: Indeed, let ðxnÞn be a sequence in C
converging uniformly to x: Then, by using (28) and Lebesgue Dominated
Convergence Theorem, we deduce that T ½xn converges pointwise to T ½x: But
ðT ½xnÞn is precompact by Ascoli Arzela`’s Theorem, hence T ½xn converges uniformly
to T ½x:
Now, by Schauder’s ﬁxed point theorem there is a pair of continuous functions
ðu;wÞ such that








fhðsÞruHðs; u;wÞ þ P1ðs; u;wÞg ds:
Finally, by the argument of [13], u is a classical solution. Moreover juðtÞj > 0 by
construction. &
Now, we shall show that the existence of local solutions of the initial value
problem
½rGðu; u0Þ0  ruGðu; u0Þ þ Qðt; u; u0Þ ¼ f ðt; uÞ;
uðT1Þ ¼ u0a0; u0ðT1Þ ¼ v0; T1 > T ð32Þ
is extremely simple, since it can be immediately derived by the classical theory,
without assuming (A4).
Theorem 2. Suppose that conditions (A1)–(A3) hold. Then the initial value problem
(32) admits at least a classical solution defined on ðT1  t;T1 þ tÞ; for some t > 0:
Furthermore juðtÞj > 0 for all tAðT1  t;T1 þ tÞ:
Proof. Let ODR RN ; O ¼ fðt; uÞ : t > 0; uAD\f0gg and let H be the function
given in (25), where ðt; u;wÞ varies in the set
Dˆ ¼ fðt; u;wÞ : ðt; uÞAO;w ¼ rGðu; vÞ for some vARNg:
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Again, as in the proof of the previous theorem, by hypothesis (A1), and [13,
Theorems 3 and 4], the functionH is well deﬁned and of class C1 over the open set
Dˆ: Consider now the corresponding Hamiltonian problem
u0 ¼ rwHðt; u;wÞ;
w0 ¼ ruHðt; u;wÞ  Qðt; u; ðrGðu; Þ1ÞðwÞÞ;
uðT1Þ ¼ u0; wðT1Þ ¼ w0 ¼ rGðu0; v0Þ: ð33Þ
Since ðu0;w0ÞADˆ and HAC1ðDˆÞ; then problem (33) admits a local solution u :
ðT1  t;T1 þ tÞ-RN ; such that
ðt; uðtÞÞADˆ for all tAðT1  t;T1 þ tÞ:
In particular uðtÞa0 for all tAðT1  t;T1 þ tÞ: By Theorem 6 in [13] the function u is
a local solution of (32) in ðT1  t;T1 þ tÞ: &
4. Global nonexistence
The purpose of this section is to prove a global nonexistence theorem for solution
of (19). From now on D ¼ RN or D ¼ RN \f0g: In the main theorem, we make use of
the following structural hypotheses for the functions G; Q and f :
(S1) there exist functions F˜ACðRN ;Rþ0 Þ and cAL1ðJ;Rþ0 Þ such that F˜ð0Þ ¼ 0;
F˜ðuÞ > 0 if ua0 and
0pFtðt; uÞpcðtÞF˜ðuÞ for all ðt; uÞAJ  RN ; ð34Þ
for every U > 0 there exist an exponent p > 1 and three constants c1; c2; q > 0
such that
c1Fðt; uÞpc2jujpp/f ðt; uÞ; uS qFðt; uÞ ð35Þ
for all ðt; uÞA %J  RN ; with jujXU ;
(S2) for every U > 0 there exist two exponents l > 1; gAR; a function fACðD 
RN ;RÞ and two constants c3; c4 > 0 such that
ðq þ 1Þ/rGðu; vÞ; vS qGðu; vÞ þ/ruGðu; vÞ; uSXfðu; vÞjujgjvjl ; ð36Þ
jrGðu; vÞjpc3fðu; vÞjujgjvjl1; ð37Þ
0pfðu; vÞpc4 ð38Þ
for all ðu; vÞARN  RN with jujXU ;
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(S3) for every U > 0 there exist exponents m > 1; kAR and a non-negative function
dALNlocðJ;RÞ such that
jQðt; u; vÞjp½dðtÞ1=mjujk=mj/Qðt; u; vÞ; vSj1=m0 ð39Þ
for all ðt; u; vÞAJ  RN  RN with jujXU ; where m0 denotes the H +older
conjugate of m:
Remark 1. Conditions (35) and (S2) imply that ðg lÞ=ðl  1Þpqop and in turn
that
g > l  pðl  1Þ: ð40Þ
Indeed, let juj ¼ 1; sX1; tXT : Then from (35)
½sqFðt; suÞ0 ¼ sq1½qFðt; suÞ þ/f ðt; suÞ; suSXc2sqþp1





p  q if paq;
sq log s if p ¼ q:
8<
:
Since the previous inequality is true for all sX1 we obtain that necessarily p > q:
Similarly, let juj ¼ jvj ¼ 1; sX1: Then from (36)
½sqGðsu; sqþ1vÞ0 ¼ sq1½ðq þ 1Þ/rGðsu; sqþ1vÞ; sqþ1vS
 qGðsu; sqþ1vÞ þ/ruGðsu; sqþ1vÞ; suSX0:
Hence
Gðsu; sqþ1vÞXsqg0;
where g0 ¼ minjuj¼jvj¼1Gðu; vÞ > 0: In turn, from (37)
c3c4s
gþðqþ1ÞlX/rGðsu; sqþ1vÞ; sqþ1vSXGðsu; sqþ1vÞXsqg0
for all sX1: Hence gþ ðq þ 1ÞlXq; or equivalently qXðg lÞ=ðl  1Þ:
We put in evidence that assumption (S3), when dACðJÞ; forces the existence of a
local solution of (19), thanks to Theorem 1.
In the special case
ðjujgju0jl2u0Þ0  g
l
jujg2uju0jl þ dðtÞjujkju0jm2u0 ¼ jujp2u;
uðTÞ ¼ u0a0; u0ðTÞ ¼ v0 ð41Þ
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with m; l > 1; g; kAR; dALNlocðJÞ; we have
Gðu; vÞ ¼ juj
gjvjl
l




hence (S1)–(S3) are trivially satisﬁed for any qAðmaxf0;ðgþ lÞ=ðl  1Þg; pÞ; with
c1 ¼ p  q; c2 ¼ 1 q
p




¼ c4; c3 ¼ 1
c4
:
Another example concerning (S2) is given by









Indeed in this case (36) and (37) hold with
qX1; g ¼ 0; fðu; vÞ ¼ 1þ q
l0
þ 1þ q=l
0  ð1þ q=lÞjuvjl
ð1þ juvjlÞ2
:
In the sequel, to simplify the notation, we write
E ¼ EðtÞ ¼ EðtÞ; E0 ¼ EðTÞ: ð43Þ
Lemma 1. Assume that (A4) and (34) hold. Let u : ½T ;T1Þ-D; T1pN be a solution
of (19) in ðT ;T1Þ: Then if FðT ; u0Þ > 0; there exists a positive constant U which
depends only on FðT ; u0Þ such that
juðtÞjXU for all tA½T ;T1Þ: ð44Þ
Proof. First note that the fact the FðT ; u0Þ > 0 implies that the solution u has
negative initial energy, indeed EðTÞ ¼ Hðu0; 0Þ  FðT ; u0Þ ¼ FðT ; u0Þo0: By (A2)
and (34) for all tAJ and uARN we have
Fðt; uÞ ¼FðT ; uÞ þ
Z t
T




pFðT ; uÞ þ Const: F˜ðuÞ: ð45Þ
Let E0 ¼ EðTÞ > 0: Since FðT ; 0Þ ¼ 0 and F˜ð0Þ ¼ 0 there exists U > 0 such that




for all tA %J and all uARN with jujoU :
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We now divide the proof in two cases. We consider ﬁrst the case D ¼ RN : Since
uðTÞ ¼ u0a0; by continuity there exists t2; with Tot2oT1; such that
uðtÞa0 for all tA½T ; t2Þ: ð47Þ
Without loss of generality, we may assume that ½T ; t2Þ is the maximal interval in
which (47) holds. By (A3) and (15), for tA½T ; t2Þ we have E0ðtÞX0; and so
Fðt; uðtÞÞX HðuðtÞ; u0ðtÞÞ þ Fðt; uðtÞÞ ¼ EðtÞXEðTÞ ¼ E0 > 0: ð48Þ
Thus by (46) we get juðtÞjXU for all tAðT ; t2Þ: In turn, by the maximality of t2; this
implies that t2 ¼ T1 and the proof is complete in the case D ¼ RN :
When D ¼ RN \f0g then (47) holds with t2 ¼ T1; since uðtÞARN \f0g for all
tA½T ;T1Þ by the deﬁnition of solution. We may now continue as before. &
Remark 2. In the scalar case, N ¼ 1; radial solutions are strictly monotone
functions, thus we immediately obtain that they remain far from zero.
Finally, we point out that the condition FðT ; u0Þ > 0 is trivially satisﬁed by the
prototype considered in the applications, see Sections 5 and 6.











Then for every e > 0; along a solution u of (19) on J, the following inequality holds for
the damping term Q
/Qðt; u; u0Þ; uSpC1ðemjujp þ em0d1=ðm1ÞEaE0Þ ð50Þ
for all a such that 0oao%a and where C1 ¼ E%a0 max fcm;Ea0g:
Proof. First note that reasoning as in Remark 1 it follows from (35) that FðT ; u0Þ >
0; hence the solution u has negative initial energy EðTÞo0: Moreover %a > 0 since
kop  m: Now, by (39) and (15)
/Qðt; u; u0Þ; uSp jQðt; u; u0Þj  juj
p ½dðtÞ1=mjujk=mj/Qðt; u; u0Þ; u0Sj1=m0 juj
p ½dðtÞ1=mjujp=mjuj1p=mþk=mðE0Þ1=m0
p ½dðtÞ1=mjujp=mjujpð1=mk=mp1=pÞðE0Þ1=m0 : ð51Þ
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Applying Young’s inequality and using ð35Þ1 and (48), then from (51) we get for
all e > 0




p ½ðceÞmjujp þ em0d1=ðm1ÞE0E%a: ð52Þ
Now consider a such that 0oao%a; from (52) and (15)




and (50) is proved. &
Lemma 3. Let p > l > 1; gop  l and let u be a solution of (19) on J, then
(i) d
dt
/rGðu; u0Þ; uSXfðu; u0Þjujgju0jl þ c2jujp þ qEðtÞ /Qðt; u; u0Þ; uS;
(ii) j/rGðu; u0Þ; uSjpfðu; u0Þjujgju0jl þ C2jujp; C2 ¼ c3c4U gþlp;
(iii) jujr  jrGðu; u0Þjrpfðu; u0Þjujgju0jl þ C3jujrðgþlÞ=½lrðl1Þ; C3 ¼ ðcl3c4Þr=½lrðl1Þ; for
all 1orol0:
Proof. As noted in the previous lemma, from Remark 1 it follows that the solution u
has negative initial energy EðTÞo0:
(i) Using (10), (43), (36) and the second part of (35) we have
d
dt
/rGðu; u0Þ; uS ¼/rGðu; u0Þ; u0Sþ/ruGðu; u0Þ  Qðt; u; u0Þ; uS
þ /f ðt; uÞ; uSþ q½Hðu; u0Þ  Fðt; uÞ þ EðtÞ
¼ ðq þ 1Þ/rGðu; u0Þ; u0S qGðu; u0Þ þ/ruGðu; u0Þ; uS
þ /f ðt; uÞ; uS qFðt; uÞ /Qðt; u; u0Þ; uSþ qEðtÞ
Xfðu; u0Þjujgju0jl þ c2jujp þ qEðtÞ /Qðt; u; u0Þ; uS: ð54Þ
(ii) From (37) and again Young’s inequality
j/rGðu; u0Þ; uSjp c3fðu; u0Þjujgju0jl1juj ¼ fðu; u0Þjujg=l
0 ju0jl1juj1þg=l
p c3fðu; u0Þfðjujg=l
0 ju0jl1Þl0 þ jujð1þg=lÞlg
¼ c3fðu; u0Þðjujgju0jl þ jujgþlÞ: ð55Þ
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Hence from (55), (44) and since gop  l
j/rGðu; u0Þ; uSjpfðu; u0Þjujgju0jl þ c3c4jujpjujgþlp; ð56Þ
thus by Lemma 1 we obtain (ii).
(iii) From (37) it follows
jujr  jrGðu; u0Þjrp cr3½fðu; u0Þrjujrþrgð1=lþ1=l
0Þju0jðl1Þr
¼ ½fðu; u0Þr=l0 jujrg=l0 ju0jðl1Þrcr3½fðu; u0Þr=l jujrg=lþr
p fc3½fðu; u0Þ1=l
0 jujg=l0 ju0jl1grm þ f½fðu; u0Þ1=l jujg=lþ1grm0 ; ð57Þ
where 1omoN in view of Young’s inequality. Now choose
rm ¼ l0 ¼ l
l  1
then








Consequently (57) can be written
jujr  jrGðu; u0Þjrpfðu; u0Þjujgju0jl þ ðcl3fðu; u0ÞjujgþlÞr=½lrðl1Þ;
and thus the claim is proved by using the boundness of f: &
Theorem 3. Suppose that the structure conditions (S1)–(S3) hold with
1olop; 1omop; kop  m; l  pðl  1Þogop  l: ð58Þ
Assume that there exist two positive functions r; kAW 1;1loc ðJÞ; k0X0 on J and r0ðtÞ ¼







rðtÞ½maxðkðtÞ; rðtÞÞð1þyÞ dt ¼N ð60Þ
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for some constant yAð0; y0Þ; where
y0 ¼ a0



















Then no global solution of (19) can exist.










































Now we shall prove Theorem 3.
Proof. The proof of the theorem is based on an argument of Levine and Serrin [5],
even if it is adapted to problem (19) instead of the abstract evolution problem
studied by Levine and Serrin [5].
First note that reasoning as in Remark 1 it follows from (35) that FðT ; u0Þ > 0;
hence the solution u has negative initial energy EðTÞo0:
Assume for contradiction that there is a global solution u of (19). Let a be a
constant such that
0oao%%a; %%a ¼ minf%a; 1g;
where %a is given in (49). Deﬁne the following auxiliary function:
ZðtÞ ¼ lkðtÞE1a þ rðtÞ/rGðu; u0Þ; uS; ð62Þ
where l is a positive constant to be ﬁxed later. As noted in [5], Z is absolutely
continuous in J and a.e. it results
Z0ðtÞ ¼ lkðtÞð1 aÞEaE0 þ lk0ðtÞE1a
þ rðtÞd
dt
/rGðu; u0Þ; uSþ r0ðtÞ/rGðu; u0Þ; uS: ð63Þ
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Note that this expression ofZ0 can be obtained from the variational identity (18) by
choosing
oðtÞ ¼ lkðtÞð1 aÞEaðtÞ; jðtÞ ¼ rðtÞ:
By Lemmas 2, 3 and using the fact that k0ðtÞX0 we obtain the following
estimation for Z0:
Z0X ½ð1 aÞlk  rem0d1=ðm1ÞC1EaE0 þ rqE














Since r0 ¼ oðrÞ as t-N; for t sufﬁciently large, say tXt0; and e sufﬁciently small, we
have









Next take l > c1em=ð1 aÞ and note that rd1=ðm1Þpk by (59). Finally, using (65) in
(64), we obtain
Z0XCrðEþ fðu; u0Þjujgju0jl þ jujpÞ ð66Þ
for all tXt0 and with C ¼ 12ðc2; 1; qÞ: Since kðt0Þ > 0 and Eðt0Þ > 0 we may choose l
even larger to ensure also that Zðt0Þ > 0 and lX1:
Therefore
ZðtÞXZðt0Þ > 0 for tXt0:
Now we want to ﬁnd an upper bound for Zr; r > 1: Applying the following
inequality:
ða þ bÞrp2r1ðar þ brÞ for all a; b > 0; r > 1; ð67Þ
we have
Zrp2r1fmax½lk; rgr½Eð1aÞr þ jujrjrGðu; u0Þjr: ð68Þ
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then r ¼ 1=ð1 aÞ is such that
1oro l
l  1 ¼ l
0: ð69Þ
Hence we can apply (iii) of Lemma 3 obtaining
jujr  jrGðu; u0Þjrpfðu; u0Þjujgju0jl þ C3jujðgþlÞ=ð1laÞ:





jujðlþgÞ=ð1laÞpC4jujp; C4 ¼ U ðlþgÞ=ð1laÞp: ð70Þ
Hence from (68) and (70) there results
ZrpC5fmaxðlk; rÞgrðEþ fðu; u0Þjujgju0jl þ jujpÞ; ð71Þ
where C5 ¼ 2r1ð1þ C3C4Þ: In turn, by (66) and (71) and the fact that lX1 we get
for tXt0
Z0XrC6fmaxðlk;rÞgrZrXrC6lrfmaxðk; rÞgrZr; ð72Þ
where C6 ¼ C=C5: Finally, integrating from t0 to t (72) and since r > 1 we get
½Zðt0Þrþ1
r  1 X
½ZðtÞrþ1








Consequently, the non-integrability hypothesis (60) with r ¼ 1þ y forces that Z
cannot be deﬁned for t large, namelyZ cannot be global. Clearly y ¼ a=ð1 aÞ; thus
0oyoy0; where y0 ¼ a0=ð1 a0Þ is given by (61). This completes the proof of the
theorem. &
Remark. In the case in which dðtÞ ¼ ðn  1Þ=t we can give the explicit expression of
the functions rðtÞ and kðtÞ in (59), namely
rðtÞ ¼ t1=ðm1Þ and kðtÞ ¼ ðn  1Þ1=ðm1Þ:
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Consequently, the integral in (60) reduces toZ N
S
ty=ðm1Þ dt
for S sufﬁciently large. This integral is divergent if and only if ypm  1; hence by
(61) it results yominfy0;m  1g: For example, in the prototype case (41) we have
that
y0 ¼ p  m  g
pm  ðp  m  gÞ; ð73Þ
and if mX2 it immediately follows that y0pm  1; thus condition (60) holds
automatically for every yoy0:
5. Applications to elliptic systems
In this section, we apply the main result of the previous section the study of non-
existence of radial solutions of elliptic systems of the general form
divðgðuÞAðjrujÞruÞ  rugðuÞAðjrujÞ ¼ f ðjxj; uÞ; xARn; ð74Þ
whereAðsÞ ¼ R s
0
sAðsÞ ds; s > 0; and throughout the section f satisﬁes (S1) and for
the functions A and g we assume
(C1) A : Rþ-Rþ is continuous, s/sAðsÞ is strictly increasing in Rþ and
lims-0þ sAðsÞ ¼ 0;
(C2) g : D-Rþ0 is of class C
1; D ¼ RN or D ¼ RN\f0g:
Note that AAC1ðRþ0 ;RÞ by (C1).
The problem of the existence of global solutions of (74) will be studied in a
forthcoming paper, see [2].
Theorem 4. Assume that there exist a function jACðRþ0 ;RÞ; an exponent m > 1; and
three positive constants d1; d2 > 1 and M1 such that
jðsÞsmpd1AðsÞps2AðsÞpd2jðsÞsm; ð75Þ
0ojðsÞpM1 ð76Þ
for all s > 0: Suppose also that for every U > 0 there exist a function cACðD;RÞ; an
exponent gAR; and three positive constants d3; d4; M2 such that
d3gðuÞ þ/u;rugðuÞSXcðuÞjujg; ð77Þ
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gðuÞpd4cðuÞjujg; ð78Þ
0ocðuÞpM2 ð79Þ
for all uARN with jujXU :
If, for every U > 0;
1omop; m  pðm  1Þogop  m; ð80Þ
0od3pd1ðq þ 1Þ  q; ð81Þ
then problem (74) does not admit non-trivial entire radial solutions.
Proof. Radial solutions u ¼ uðrÞ; r ¼ jxj; of (74) satisfy the initial value problem
½gðuÞAðju0jÞu00 þ n  1
r
gðuÞAðju0jÞu0  rugðuÞAðju0jÞ ¼ f ðr; uÞ; r > 0;
uð0Þ ¼ u0; u0ð0Þ ¼ 0: ð82Þ
Thus, problem (82) is a special case of (19) with T ¼ 0 and
Gðu; vÞ ¼ gðuÞAðjvjÞ; Qðr; u; vÞ ¼ n  1
r
gðuÞAðjvjÞv:
Hence to prove nonexistence of entire radial solutions, we only need to verify that
the hypotheses of Theorem 3 are satisﬁed.
Assumption (58) holds with l ¼ m and k ¼ g thanks to (80). To verify (S2) ﬁx
U > 0: By (75) and (77) we get
ðq þ 1ÞgðuÞAðsÞs2  qgðuÞAðsÞ þ/u;rugðuÞSAðsÞ
XAðsÞf½ðq þ 1Þd1  qgðuÞ þ/u;rugðuÞSg
XAðsÞfd3gðuÞ þ/u;rugðuÞSgXjðsÞcðuÞsmjujg
for all s > 0 and jujXU ; where we have used the fact that ðq þ 1Þd1  qXd3: Thus
(36) in (S2) is veriﬁed with l ¼ m and
fðu; vÞ ¼ cðuÞjðjvjÞ; c4 ¼ M1M2:
By (75) and (78)
0pgðuÞsAðsÞpd2d4jðsÞcðuÞjujgsm1 ð83Þ
for all s > 0 and jujXU ; which proves (37) of (S2) with c3 ¼ d2d4:
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To verify (S3) note that
n  1
r

















for all s > 0 and jujXU ; and where we have used (83), (79) and (75). This implies the
validity of (S3) with
dðrÞ ¼ n  1
r
d2d4M1M2; k ¼ g:
Finally to verify (59) and (60) take rðrÞ ¼ r1=ðm1Þ and kðrÞ ¼ ðn  1Þ1=ðm1Þ; and let
R > 0 so large that r1=ðm1ÞXðn  1Þ1=ðm1Þ for all rXR: ThenZ N
R




where we have used the fact that yAð0; y0Þ; with
y0 ¼ min m  1; p  m  g
pm  ðp  m  gÞ
 
: &
Corollary 6. Assume that
1omop; m  pðm  1Þogop  m: ð84Þ
Then the elliptic system
divðjujgjrujm2ruÞ  g
m
jujg2ujrujm ¼ jujp2u; ð85Þ
does not admit nontrivial entire radial solutions, but it admits a one-parameter family




Proof. We claim that all the hypotheses of Theorem 4 are satisﬁed. Indeed
assumptions (75) and (76) hold with
AðsÞ ¼ sm2; jðsÞ ¼ 1
m
; d1 ¼ d2 ¼ m:
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Also (77)–(79) hold for any d3 > g with
gðuÞ ¼ jujg; cðuÞ ¼ d3 þ g; d4 ¼ 1
d3 þ g:
Furthermore, since f ðr; uÞ ¼ jujp2u; then (34) is trivially satisﬁed, while (35) holds
for any qAð0; pÞ with
c1 ¼ p  q and c2 ¼ p  q
p
: ð87Þ
If we now ﬁx d3 such that
maxf0;ggod3o pðm  1Þ  m;
we have that ðd3  mÞ=ðm  1Þop; and so we can choose qA½ðd3  mÞ=ðm  1Þ; pÞ;
so that d3 > g; qop and (81) holds. This proves the ﬁrst part of the theorem.
To prove the second part note that system (85) admits a one parameter family of
radial solutions u ¼ uðrÞ; r ¼ jxj: Indeed for any u0a0 every radial solution of (85)
satisﬁes the initial value problem
ðjujgju0jm2u0Þ0  g
m
jujg2uju0jm þ n  1
r
jujgju0jm2u0 ¼ jujp2u; r > 0;
uð0Þ ¼ u0a0; u0ð0Þ ¼ 0:
Hence, thanks to Theorem 1 applied with dðrÞ ¼ ðn  1Þ=r; and fðu; vÞ ¼ jujgjvjm1;
the problem above admits a local solution u : I-RN \f0g; where I ¼ ½0;RÞ; R > 0:
Without loss of generality we may assume that I is the maximal interval of existence
of u: Note that necessarily RoN by Theorem 4.
We ﬁrst claim that u is unbounded on I : For contradiction assume that u is
bounded. Since along the solution u the expression of the energy is




jujppEð0Þo0; rAI ; ð88Þ
where we have used the fact that E is non-increasing by (15), (A2) and (A3) and the
fact that u0a0; it follows that
ju0jmoCmjujpg; rAI ; Cm ¼ m
pðm  1Þ: ð89Þ




In particular we can assert that u1ARN\f0g; indeed the fact that the initial energy is
negative guarantees that u1 cannot be zero thanks to Proposition 1. Now, as in [12],
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if we write the radial version of (85) as follows





since jujXU > 0 and by the fact that u is bounded by contradiction, we have that juj
belongs to a compact set which do not contain the origin. Furthermore, also ju0j is






for some v1ARN :
Now we can consider the initial value problem
ðjujgju0jm2u0Þ0  g
m
jujg2uju0jm þ n  1
r
jujgju0jm2u0 ¼ jujp2u; r > R;
uðRÞ ¼ u1; u0ðRÞ ¼ v1; R > 0: ð91Þ
Theorem 2 can be applied with T1 ¼ R; so that (91) admits a local solution deﬁned
on a neighborhood of R; namely u can be continued to the right beyond R: This
contradicts the maximality of R and proves the claim.








juðrÞj ¼ c1Að0;NÞ: ð93Þ
By (92) and (93), we can ﬁnd two sequences ðanÞn and ðbnÞn approaching R from





juðbnÞj ¼ c1: ð94Þ
Let v ¼ juj; by (89) and Schwartz inequality, we get
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and by integration from bn to anþ1 it results
½vðanþ1Þ1ðpgÞ=m
1 ðp  gÞ=m 
½vðbnÞ1ðpgÞ=m
1 ðp  gÞ=mpCðanþ1  bnÞ: ð95Þ
Now, letting n-N in (95) and using (94) and the fact that ðp  gÞ=m > 1 and




1 ðp  gÞ=mp0;
which is a contradiction by virtue of (93). Hence, since by Proposition 1 c1XU > 0;
then c1 ¼N and this completes the proof of (86). &
Corollary 7. Assume that
1omp2; 1omop; m  pðm  1Þogop  m; ð96Þ
then the elliptic system
divðjujgð1þ jruj2Þm=21ruÞ  g
m
jujg2u½ð1þ jruj2Þm=2  1 ¼ jujp2u; ð97Þ
does not admit nontrivial entire radial solutions.
Proof. First note that any radial solution of (97) is a solution of the ordinary
differential system
ðjujgð1þ ju0j2Þm=21u0Þ0  g
m
jujg2u½ð1þ ju0j2Þm=2  1
þ n  1
r
jujgð1þ ju0j2Þm=21u0 ¼ jujp2u; ð98Þ
which is the special case of (74) when
AðsÞ ¼ ð1þ s2Þm=21; gðuÞ ¼ jujg; f ðr; uÞ ¼ jujp2u:
Hence (77) and (78) hold for any d3 > g with cðuÞ ¼ d3 þ g and d4 ¼ 1=ðd3 þ gÞ: As
in the previous corollary (35) is trivially satisﬁed for any qAð0; pÞ with c1 and c2 given
in (87).
To verify (75) observe that the second inequality in (75) is immediately veriﬁed
with d1 ¼ m; indeed inequality
mAðsÞps2AðsÞ ð99Þ
becomes
ð1þ s2Þm=2  1pð1þ s2Þm=21s2;
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namely, by multiplying for ð1þ s2Þm=2þ1;
1pð1þ s2Þm=2þ1;
which is veriﬁed for any sX0 being m=2þ 1X0 since mp2 by ð96Þ1: To ﬁnd the
function j in (75) such that all the inequalities in (75) hold, note that




s2AðsÞBmsm as s-N and s2AðsÞBms2 as s-0:



























; sXs1 > 1:
8>>><
>>>:
Then, if we choose e so small such thatAðs0ÞXej1ðs1Þsm1 ; the function jðsÞ ¼ ej1ðsÞ







The next corollary deals with the mean curvature operator
AðsÞ ¼ 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ s2p ; sX0:
This operator does not satisfy condition (75), thus must be treated separately.
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CA ¼ jujp2u in Rn ð100Þ
does not admit nontrivial entire radial solution u : Rn-RN :













q ¼ jujp2u; r > 0;
uð0Þ ¼ u0a0; u0ð0Þ ¼ 0: ð101Þ
Consider the auxiliary function Z deﬁned in (62) with kðrÞ ¼ 1 and rðrÞ ¼ 1;
namely






where l > 0 will be ﬁxed later and 0oao%a ¼ 1 1
p
: Hence we get




































where we have used the fact that E is positive and increasing and that here
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Now using ð101Þ1 we obtain from (102)






















q þ EðrÞ: ð103Þ
Now from Proposition 1, which continue to hold in this setting,














jujp þ EðrÞXC½jujp þ EðrÞ; C > 0 ð104Þ
for r sufﬁciently large. On the other hand, as in (68)











75pC1 Eað1aÞ þ jujah i; C1 > 0
with 1oao %a ¼ p: Consequently, as in the proof of Theorem 3, we can choose
a ¼ 1=ð1 aÞ in order to obtain that
ZapC1½Eþ UapjujppC2½Eþ jujp; C2 > 0:
Hence, for r sufﬁciently large, the inequality above together with (104) give
Z0ðrÞXC3ZaðrÞ; C3 > 0:
We can now argue as in the last part of the proof of Theorem 3 to obtain the
conclusion. &
We put in evidence that for more details and extensive remarks we refer to [1].
R. Filippucci / J. Differential Equations 188 (2003) 353–389 381
6. Applications to elliptic equations
In this section we study the nonexistence of entire solutions, radial or not, of the
elliptic inequality
divðgðuÞAðjrujÞruÞ  guðuÞAðjrujÞXf ðjxj; uÞ; xARn; ð105Þ
where the functions A; f ; g satisfy conditions (C1), (C2) and (S1) with N ¼ 1:
Theorem 5. Consider the initial value problem
ðAðjv0jÞv0Þ0 þ n  1
r
Aðjv0jÞv0 ¼ f ðvÞ; r > 0;
vð0Þ ¼ v0 > 0; v0ð0Þ ¼ 0; ð106Þ












HðsÞ ¼ s2AðsÞ AðsÞ; s > 0; ð108Þ
then the initial value problem (106) does not admit any global positive solution.
Remark. Theorem 5 was proved by Naito and Usami [6] under stronger regularity
assumptions on the operator A and by assuming condition (5) in place of (107). Note
that when (107) fails then (106) admits global positive solutions, as shown by Naito
and Usami. Thus (107) is a necessary and sufﬁcient condition for the nonexistence of
global solutions of (106).
Proof. The proof follows closely that of Naito and Usami.
Note that by using [15, Lemma 1] and the strict monotonicity of H1; we get (see












H1ðR s f ðtÞ dtÞ dsoN ð109Þ
by (107).
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Now, suppose to the contrary that there exists a positive solution v of (106) on the
interval Rþ0 with vð0Þ > 0 and v0ð0Þ ¼ 0: Moreover, as showed in [6, Section 2], from
ð106Þ1 it immediately follows that v0 > 0 in Rþ:
Now, rewrite ð106Þ1 as follows:
ðrn1Aðjv0jÞv0Þ0 ¼ rn1f ðvÞ; r > 0;









tn1 dt ¼ f ðvðrÞÞr
n
; r > 0: ð110Þ









f ðvðtÞÞ dtXf ðvð0ÞÞ
n
r; r > 0:










where H is the function deﬁned in (108). Using the fact that HðsÞ is strictly increasing















v0ðrÞX1; r > 0:









dtXr  1; r > 1: ð113Þ
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which contradicts (109). Hence (106) does not admit any global positive
solution. &
In the sequel, we will also need the weak comparison principle which is due to
Pucci, Serrin and Zou (see [15]), which we state only when the domain OCRn is
bounded.
Theorem 6 (Pucci et al. [15, Lemma 3]). Let u and v be respective solutions of the
differential inequalities:
divðAðjrujÞruÞ YðuÞX0; uX0; ð114Þ
divðAðjrvjÞrvÞ YðvÞp0; vX0 ð115Þ
in a bounded domain O of Rn; nX2: Assume that the function YACðRþ0 ;RÞ is such that
Yð0Þ ¼ 0; Y is nondecreasing in ½0; dÞ; 0odpN:
If u and v are continuous in %O; with uod in O and vXu on @O; then vXu in D.
Under stronger regularity assumptions on the operator A; Theorem 6 has been
proved by Naito and Usami [6].
We are now ready to prove the ﬁrst global nonexistence result for entire solutions
(radial or not) of (105), whose prove is based on the same argument of Naito and
Usami.
Theorem 7. Assume that
g is nonincreasing ð116Þ
and that there exists a nondecreasing function YACðRþ0 ;RÞ; with Yð0Þ ¼ 0; such that
f ðr; uÞ
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then inequality (105) does not admit any entire positive solution.
Proof. Assume by contradiction that (105) admits a positive entire solution u :
Rn-Rþ: Since AðsÞps2AðsÞ for s > 0 by (C1) and guðuÞp0 for all uX0; by (105)
and (117), we have
divðAðjrujÞruÞX guðuÞ
gðuÞ ½AðjrujÞ  jruj
2
AðjrujÞ þ f ðjxj; uÞ
gðuÞ
XYðuÞ: ð119Þ
Consider now the initial value problem
ðrn1Aðjv0jÞv0Þ0 ¼ rn1YðvÞ;
vð0Þ ¼ aAð0; uð0ÞÞ; v0ð0Þ ¼ 0: ð120Þ
By Theorem 1 the initial value problem (120) admits a local solution v : ½0;RÞ-Rþ;
where R > 0: Without loss of generality, we may assume that ½0;RÞ is the maximal
interval of existence of v: By Theorem 5 we have that RoN: As noted in the proof
of Theorem 5 it results that v0ðrÞ > 0 for rAð0;RÞ: Hence either
lim
r-R







In this case, we can take R1Að0;RÞ so that
vðR1ÞXmaxfuðxÞ : jxj ¼ R1g: ð121Þ
Deﬁne B1 ¼ fxARn : jxjoR1g: Then the function v ¼ vðjxjÞ is such that
divðAðjrvjÞrvÞ ¼ YðvÞ in B1
and we have that vXu on @B1: Hence, by Theorem 6 applied with O ¼ B1; it results
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First note that if we can ﬁnd an R1Að0;RÞ such that (121) holds, then we have the
same contradiction as above and the theorem is proved. Otherwise vðrÞomaxfuðxÞ :
jxj ¼ rg for 0oroR: We can take R1Að0;RÞ so that
@v
@n
ðR1Þ > max @u
@n
ðxÞ : jxj ¼ R1
 
; ð122Þ
where n is the unit outer normal of @B1: Deﬁne d ¼ maxfuðxÞ  vðxÞ : jxj ¼ R1g and
let wðxÞ ¼ vðxÞ þ d: Then wðxÞXuðxÞ on jxj ¼ R1 and for some xn; with jxnj ¼ R1 it
results wðxnÞ ¼ uðxnÞ: From (122) we can ﬁnd that
wðx0Þouðx0Þ for some x0; with jx0joR1: ð123Þ
Again we have that
divðAðjrwjÞrwÞpYðwÞ in B1
and again we have that wXu on @B1: Then again by Theorem 6 with O ¼ B1; we
obtain wXu in B1 which contradicts (123). Therefore the proof of the claim is
complete. &






does not admit any positive entire solutions.
Proof. It is enough to apply Theorem 7 with
AðsÞ ¼ sm2; gðuÞ ¼ ug; f ðr; uÞ ¼ f ðuÞ ¼ up1
for all s > 0 and u > 0: In particular in (117) we have that f ðr; uÞXup1 and so
YðuÞ ¼ up1g; u > 0; which is increasing thanks to (124). Moreover
HðsÞ ¼ m  1
m




and consequently the integral in (118) is convergent because p > m in (124). &
Next, we consider the special case of (105) in which AðsÞ ¼ sm2; s > 0; m > 1; and
the function g does not satisfy (116), namely g is nondecreasing. For instance we
refer to the case gðuÞ ¼ ug; u > 0; g > 0:
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where g is a nondecreasing function such that
gðuÞpC1ug; u > 0; C1 > 0 ð126Þ
and
f ðuÞXC2up1; u > 0; C2 > 0: ð127Þ
If
p > m > 1; 0ogop  m ð128Þ
then (125) does not admit positive entire solutions.
Proof. Assume for contradiction that (125) admits a positive entire solution u:




½gðsÞ1=ðm1Þ ds for uX0:
We have that
rvðxÞ ¼ h0ðuðxÞÞruðxÞ ¼ ½gðuðxÞÞ1=ðm1ÞruðxÞ;
hence
jrvðxÞjm2rvðxÞ ¼ gðuðxÞÞjruðxÞjm2ruðxÞ:
Now consider the function up1 and observe that by the fact that g is increasing it
results that




so that, by (126), we get
½vðxÞm1pC1½uðxÞm1þg: ð129Þ
This implies also from (127) that
f ðuðxÞÞXC2½uðxÞp1XC½vðxÞðp1Þðm1Þ=ðm1þgÞ;
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namely, since guX0; v solves in Rn the inequality
divðjrvjm2rvÞXCvðp1Þðm1Þ=ðm1þgÞ: ð130Þ
This is a contradiction since, by Corollary 9 with g ¼ 0; (130) does not admit entire
solutions being
ðp  1Þðm  1Þ
m  1þ g > m  1;
by virtue of (128). &





1omop; 0ogop  m;
does not admit any positive entire solutions.
Proof. It is enough to apply the above corollary with gðuÞ ¼ ug; f ðuÞ ¼ up1; with
u > 0; consequently the opportune change of variable is hðtÞ ¼ taþ1 and
a ¼ g=ðm  1Þ: &
Hence if we combine the above Corollaries 9 and 11, we obtain the following:
Corollary 12. The elliptic inequality
divðugjrujm2ruÞ  g
m
ug1jrujmXup1 in Rn ð131Þ
does not admit any positive entire solution if
1omop and gop  m:
Concerning the existence of positive entire solutions of (131) we refer to [2].
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