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Re´sume´ :
Dans les milieux poreux non sature´s, on observe des courbes de perce´e de´croissant comme des puis-
sances du temps. Ceci est incompatible avec les lois de Fourier et Fick, mais correspond aux solutions
du mode`le MIM fractal, qui inclut des ope´rateurs inte´gro-diffe´rentiels d’ordre fractionnaire. Face a` des
courbes de perce´e expe´rimentales, la me´thode de l’e´tat adjoint permet de de´terminer les parame`tres
d’une e´quation d’advection-dispersion. Cette me´thode s’adapte au mode`le MIM fractal, qui fait inter-
venir un ope´rateur fractionnaire, dont l’ordre doit eˆtre de´termine´.
Abstract :
Heavy-tailed breakthrough curves, showing power-law decrease, were observed in non-saturated porous
media. This is not compatible with Fick’s and Fourier’s laws, but the fractal MIM (a p.d.e involving
a non-local operator of fractional order) is more appropriate. The adjoint state method helps finding
the parameters of the advection-dispersion equation, by fitting on experimental data. We present the
principles, allowing us adapting this method to the fractal MIM, a p.d.e with a fractional operator.
Mots clefs : dispersion, milieux poreux, effets de me´moire
1 Introduction
Les lois de Fourier et Fick, en ge´ne´ral utilise´es pour repre´senter la dispersion, sont insuffisantes pour
de´crire certaines donne´es recueillies dans des milieux poreux pre´sentant des effets de me´moire. En effet,
dans des milieux insature´s, pas force´ment tre`s he´te´roge`nes (du sable) avec un traceur passif, des courbes
de perce´e de´croissant tre`s lentement, comme une puissance du temps ont en effet e´te´ observe´es [1]. Dans
la mesure ou` ce phe´nome`ne repre´sente re´ellement un comportement asymptotique, c’est a` dire persiste
lorsqu’on augmente la dure´e de l’expe´rience, il est incompatible avec les lois de Fourier et Fick, associe´es
au contraire a` une de´croissance exponentielle. Cependant, en augmentant la dure´e d’une expe´rience de
trac¸age, on finit par recueillir des concentrations trop faibles. On a donc besoin d’analyser des courbes
de perce´e a` partir d’un mode`le capable de traiter d’e´ventuels effets non Fickiens, sans se fonder sur
un comportement asymptotique qu’on ne sera jamais suˆr d’avoir atteint, afin de de´terminer avec
pre´cision la nature de ces effets. Des e´quations aux de´rive´es partielles (e.d.p) suffisamment ge´ne´rales
pour englober a` la fois les lois de Fourier et Fick, et des comportements asymptotiques non Fickiens,
sont disponibles dans le cadre des ope´rateurs inte´gro-diffe´rentiels fractionaires [8] [4].
Le mode`le MIM (Mobile/Immobile Model), utilise´ depuis une trentaine d’anne´es [12] pour repre´senter
les arrive´es tardives, reste tre`s voisin de la loi de Fourier et ne capture pas les comportements asymp-
totiques en puissance du temps, contrairement a` sa version ”fractale” [10]. Cette dernie`re, le MIM
fractal, est une e´quation aux de´rive´es partielles (e.d.p) comportant un ope´rateur inte´gral en temps.
Ses solutions peuvent de´croˆıtre comme une puissance du temps ou au contraire exponentiellement,
selon la valeur d’un parame`tre, qui est l’ordre de cet ope´rateur inte´gral. Ce parame`tre quantifie en
quelque sorte les effets de me´moire et les e´carts a` la loi de Fick. Il y a donc lieu de pouvoir de´terminer
1
20e`me Congre`s Franc¸ais de Me´canique Besanc¸on, 29 aouˆt au 2 septembre 2011
sa valeur, a` partir de donne´es recueillies sur une dure´e finie. Nous pre´sentons une me´thode avec cet
objectif. Il s’agit d’une adaptation au MIM fractal, de la me´thode de l’e´tat adjoint. Elle utilise des
outils de simulation nume´rique adapte´s au MIM fractal, et de´ja disponibles [5].
Apre`s un rappel du mode`le e´tudie´, et des principes de cette me´thode, nous allons pre´ciser ce qu’on en-
tend par ”e´tat adjoint” pour le MIM fractal, puis voir comment l’utiliser pour de´terminer le parame`tre
qui mesure la me´moire d’un milieu.
2 Le mode`le MIM fractal
Soit la densite´ de probabilite´ P (x, t) de trouver une particule de traceur en un point donne´ x a` un
instant donne´ t. Dans un milieu poreux, ce n’est pas exactement la concentration, mais on peut relier
ces deux grandeurs en utilisant la porosite´ et la teneur en eau. Le mode`le MIM fractal de´crit l’e´volution
de P en tenant e´ventuellement compte de la possibilite´, pour le traceur, d’eˆtre immobilise´ pendant
des dure´es ale´toires. C’est l’he´te´roge´nite´ plus ou moins grande de ces dure´es, qui ge´ne`re des effets de
me´moire.
2.1 La version originale
L’e´quation aux de´rive´es partielles [3][9]
∂tP (x, t) + Λ∂t(P ∗ e
−ωt
ω
)(x, t) = ∂x(D∂xP − vP )(x, t) + r(x, t) (1)
permet de tenir compte d’effets de retard dans l’arrive´e d’un traceur en aval d’un puits d’injection, ou
d’une colonne poreuse. Elle e´quivaut a` une e´quation d’advection-dispersion couple´e avec une e´quation
d’e´change d’ordre 1. Ici, v repre´sente la vitesse moyenne ressentie localement par les particules de
traceur. Pour simplifier on conside`re un proble`me unidimensionnel, x repre´sente une section d’une
colonne, qui varie dans Ω = [0, 1]. De plus, r repre´sente un terme source. Lorsque ω → ∞, la convo-
lution (note´e ∗) de noyau e−ωtω tend vers l’identite´, ce qui donne
∂tP (x, t) + Λ∂tP (x, t) = ∂x(D∂xP − vP )(x, t) + r(x, t) (2)
L’e´quation (1) a eu un grand succe`s en milieux poreux, mais il faut recourir a` sa version ”fractale”
pour simuler des effets de me´moire tre`s marque´s, avec des courbes de perce´e en puissance de t [1].
2.2 La version fractale du MIM
Il s’agit de l’e´quation aux de´rive´es partielles
∂tP (x, t) = ∂x(∂D(Id+ ΛI
1−α
0,+ )
−1P − v(Id+ ΛI1−α0,+ )−1P )(x, t) + r(x, t), (3)
introduite par [10] sous une forme le´ge`rement diffe´rente. Avec α entre 0 and 1, elle contient l’inte´grale
fractionnelle d’ordre 1−α, note´e I1−α0,+ . De manie`re ge´ne´rale, lorsque β est un re´el strictement positif,
l’ope´rateur Iβa,+ repre´sente la convolution par
(t)β−1
+
Γ(β) , c’est a` dire I
β
a,+f(t) =
1
Γ(β)
∫ t
a(t − t′)β−1f(t′)dt′
[8]. Ici (t)+ de´signe la partie positive de t, e´gale a` t lorsque ce dernier est positif, et a` 0 sinon.
Nous aurons aussi besoin d’appliquer l’inte´grale fractionnelle a` une mesure µ, selon (Iβa,+µ)(t) =
1
Γ(β)
∫ t
a(t− t′)β−1µ(dt′). Plus loin nous utiliserons l’inte´grale fractionnelle d’ordre β, calcule´e sur [t, a],
qui repre´sente la convolution par
(t)β−1
−
Γ(β) , (t)− de´signant la partie ne´gative de t, ce qui e´quivaut a`
Iβa,−f(t) =
1
Γ(β)
∫ a
t (t
′ − t)β−1f(t′)dt′.
L’inte´grale d’ordre 1 est tout simplement une primitive, alors que le cas limite (mais singulier) α = 1
donne l’e´quation (2), car l’inte´grale d’ordre 0 est l’identite´. Ce parame`tre a un effet visible sur le
comportement asymptotique (aux grands temps) des solutions : quand t est grand, pour α < 1
P (x, t) est proportionnel a` t−α−1, comme l’indique la figure 1. La gauche de la figure 1 reproduit
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Figure 1 – Simulation nume´rique de solutions de (3) dans le domaine [0, 1], a` partir d’une injection
initiale tout pre`s de x = 0. A gauche, est repre´sente´e une courbe de perce´e pre`s de la sortie x = 1,
en coordonne´es logarithmiques, les parame`tres e´tant α = 0, 8, Λ = 0, 1, et v = 5. A droite, une se´rie
de courbes de perce´e en coordonne´es (t, P (x, t)) montre l’effet du parame`tre α : avec α = 0, 9 (en
pointille´s) on remarque une traine´e, absente dans le cas α = 1 (traits pleins).
qualitativement les courbes de perce´e obtenues par [1] avec un traceur passif en sortie de colonnes
remplies de sable insature´.
L’e´quation (3) est une loi de conservation [5], ou` le flux de traceur est donne´ en fonction de la fraction
mobile de traceur, de densite´ Pm par
F (x, t) = ∂DPm − vPm,
la densite´ de la fraction immobile e´tant
Pi(x, t) = ΛI
1−α
0,+ Pm(x, t), (4)
ce qui implique
P (x, t) = (Id+ ΛI1−α0,+ )Pm(x, t). (5)
Si on rapporte l’e´quation (3) a` Pm, elle s’e´crit
(∂t + Λ∂tI
1−α
0,+ )Pm(x, t) = ∂x(∂DPm − vPm)(x, t) + r(x, t), (6)
ou` intervient l’ope´rateur ∂tI
1−α
0,+ , appelle´ de´rive´e de Riemann-Liouville d’ordre α.
2.3 Interpre´tation stochastique
La loi de Fourier repre´sente la densite´ d’un mouvement Brownien, combine´ ici avec la vitesse v.
Ce mouvement est lui meˆme la limite, quand l’e´chelle (microscopique) de temps τ tend vers 0, de
de´placements convectifs vτ combine´s avec des sauts ale´atoires instantane´s d’amplitude
√
2DτNn, ou`
Nn est une variable ale´atoire normale centre´e re´duite. L’e´quation ( 3) re´git l’e´volution de la densite´
de la limite (quand τ tend vers 0) d’une marche au hasard tre`s similaire, obtenue en faisant suivre
chaque e´tape par une immobilisation de dure´e τ1/αWn, la variable ale´atoire Wn suivant une loi de
Le´vy positive, d’exposant de stabilite´ α et de facteur d’e´chelle Λ [13][7]. C’est a` dire qu’aux grands
temps la densite´ des Wn est Λt
−1−α/|Γ(−α)|.
Face a` des donne´es, par exemple des courbes de perce´e indiquant la densite´ de traceur en divers points
au cours du temps, on souhaite de´terminer le jeu de parame`tres de (3) qui convient : pour D et v, on
dispose de me´thodes bien connues pour la loi de Fourier, et Λ qui apparait line´airement ne pose pas
de difficulte´ the´orique particulie`re. Il en va tout autrement pour α, sur lequel nous allons concentrer
notre effort.
3
20e`me Congre`s Franc¸ais de Me´canique Besanc¸on, 29 aouˆt au 2 septembre 2011
3 Principe de la me´thode de l’e´tat adjoint
Supposons disposer de courbes de perce´e indiquant la concentration en traceur P obsi,n en diffe´rents points
note´s i∆x, au cours du temps n∆t. Nous souhaitons de´terminer les valeurs des parame`tres α,D, v,Λ
telles que l’e´cart entre la solution de (3) et les donne´es P obsi,n soit minimal. Ceci revient a` chercher le
minimum de la fonctionnelle E =
∫ T
0
∫
Ω f(x, t)dxdt, avec
f(x, t) = Σi,ndi,n(P (i∆x, n∆t)− P obsi,n )2δ(x− i∆x)δ(t − n∆t), (7)
et P = Pm + ΛI
1−α
0,+ Pm, δ de´signant la mesure de Dirac. Pour simplifier l’e´criture nous utiliserons la
notation plus le´ge`re u a` la place de Pm.
Pour minimiser E, on peut utiliser une me´thode de tir reposant sur des essais successifs. Apre`s chaque
essai, le choix de la nouvelle valeur a` donner aux parame`tres est de´cide´ sur la base de la valeur du
gradient de E, qu’il faut donc de´terminer. S’agissant des composantes de ce gradient le long de D et
v, on a affaire a` un proble`me classique [11], et pour celle qui correspond a` Λ c’est tre`s peu diffe´rent, a`
cause de la place occupe´e par ce parame`tre dans (6) et dans la de´finition de la fonctionnelle E. Nous
concentrons donc l’attention sur la composante de ce gradient le long de α. La partie innovante de la
me´thode repose donc sur la possibilite´ d’e´tablir le lien entre un accroissement infinite´simal de δ¯α et
l’accroissement δ¯E qui en re´sulte pour E. Formellement, l’accroissement de E s’e´crit
δ¯E =
∫ T
0
∫
Ω
(δ¯α∂αf + ∂uf δ¯u)dxdt.
Il est confortable de se de´barasser des termes en δ¯u dans cette relation. La me´thode de l’e´tat adjoint
[11] consiste a` utiliser dans ce but une fonction ψ de x et t, l’e´tat adjoint.
Remarquons pour cela que l’e´quation (6) se met sous la forme Au = r. De cette relation, on peut
de´duire facilement l’e´quation ve´rifie´e par δ¯u, qui s’e´crit
Aδ¯u+ δ¯αΛBu = 0.
Les ope´rateurs A et B sont fixe´s par la forme de (6). Par de´finition, l’e´tat adjoint ψ est une fonction
de x et t, ve´rifiant les conditions initiales et aux limites associe´es a` l’ope´rateur A∗, adjoint de A dans
X = L2([0, 1] × [0, T ]), et ve´rifiant
A∗ψ + ∂uf = 0.
L’inte´reˆt de cette proce´dure est que ceci implique
∫ T
0
∫
Ω δ¯u(∂uf + δ¯αΛBu)dxdt = 0, dont on de´duit
δ¯E = δ¯α
∫ T
0
∫
Ω
(∂αf + ψΛBu)dxdt (8)
qui relie la variation δ¯E souhaite´e pour E, a` l’incre´ment δ¯α qui la provoque, pourvu que ce dernier
reste assez petit, comme dans toute me´thode de Newton.
En d’autres termes, le gradient de E dans l’espace des parame`tres admet
∂αE =
∫ T
0
∫
Ω
(∂αf + ψΛBu)dxdt (9)
pour composante le long de α. Pour utiliser ceci, il faut de´terminer B, ∂αf et ψ.
4 Mise en oeuvre de la recherche de α
A cause du produit scalaire intervenant dans la de´finition de E, l’adjoint de I1−α0,+ dans L
2[0, T ] va
intervenir.
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4.1 L’adjoint de I1−α0,+
L’adjoint dans L2[0, T ], donc dans X, de I1−α0,+ n’est autre que (I
1−α
0,+ )
∗ = I1−αT,− [8]. Il va intervenir dans
des expressions de la forme de I1−αT,− (g(t)δ(t − n∆t)). Or on a
I1−αT,− (g(t)δ(t − n∆t)) =
1
Γ(1− α)
∫ T
t
(y − t)−αg(y)δ(dy − n∆t)) = 1
Γ(1− α)g(n∆t)(t− n∆t)
−α
−
.
Seules les valeurs de t infe´rieures a` n∆t interviennent dans (t− n∆t)−α
−
.
4.2 Determination de ∂uf
La fonctionnelle f est de´finie par (7), qui repre´sente un produit scalaire dans X, avec
P = u+ ΛI1−α0,+ u.
Donc la variation infinite´simale δ¯u de u implique pour E, la variation
∫ T
0
∫
Ω
∂uf δ¯udxdt =
−2
∫ T
0
∫
Ω
Σi,ndi,n(δ¯u+ ΛI
1−α
0,+ δ¯u)(x, t)((u + ΛI
1−α
0,+ u)(x, t) − P obsi,n )δ(x − i∆x)δ(t − n∆t)dxdt,
qui est un produit scalaire dans X. En utilisant l’adjoint (I1−α0,+ )
∗ de I1−α0,+ dans X, ceci s’e´crit
∫ T
0
∫
Ω
∂uf δ¯udxdt = −2Σi,ndi,n
∫ T
0
∫
Ω
δ¯u(Id+Λ(I1−α0,+ ))
∗(δ(t−n∆t)(u+ΛI1−α0,+ u)(x, t)−P obsi,n )δ(x−i∆x)dxdt.
Compte tenu du paragraphe 4.1, on en de´duit
∫ T
0
∫
Ω
∂uf δ¯udxdt = −2Σi,ndi,n
∫ T
0
∫
Ω
((u+ ΛI1−α0,+ u)(x, t) − P obsi,n )δ(x− i∆x)δ(t − n∆t)dxdt
−2Σi,ndi,n
∫ T
0
∫
Ω
Λ
Γ(1− α) (u(x, t) + ΛI
1−α
0,+ u(x, t)− P obsi,n )(t− n∆t)−α− δ(x− i∆x)dxdt.
L’e´tat adjoint ψ devra donc ve´rifier
A∗ψ − 2Σi,ndi,n((u+ ΛI1−α0,+ u)(x, t)− P obsi,n )δ(x − i∆x)δ(t− n∆t)
−2ΛΣi,ndi,n((u+ ΛI1−α0,+ u)(x, t)− P obsi,n )(x, t)
(t − n∆t)−α
−
Γ(1− α) δ(x− i∆x) = 0,
ou` interviennent deux sommes. La premie`re repre´sente des termes ponctuels en espace et en temps, la
seconde est faite de puissances du temps aux points d’observation.
Reste a` de´terminer A∗.
4.3 Proble`me variationnel et ope´rateur adjoint
L’ope´rateur A est de la forme
Au = ∂tu+ Λ∂tI
α
0,+u− ∂x(D∂xu) + ∂x(vu),
et les conditions initiales et aux limites associe´es sont u(x, t) = 0, D∂xu−vu = (0, t) = 0 et ∂xu(1, t) =
0. Donc, quand α varie de δ¯α, la solution de (6) varie de δ¯u qui ve´rifie le proble`me variationnel
Aδ¯u+ δ¯αΛBu = 0,
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et les conditions initiales et aux limites δ¯u(x, t) = 0, (D∂xδ¯u − vδ¯u)(0, t) = 0 et ∂xδ¯u(1, t) = 0 avec
Bu = ∂α(−Λ∂tIα0,+u).
Compte tenu de la de´finition de l’inte´grale fractionnelle, l’ope´rateur B est la somme de deux termes :
l’un correspond a` la de´rivation du coefficient 1Γ(1−α) , l’autre a` la de´rivation de la puissance dans le
noyau de convolution. On obtient
Bu = Λdig(1 − α)∂tIα0,+u+
Λ
Γ(1− α)∂t(t
−αLn(t) ∗ u),
ou` la fonction digamma est de´finie par dig(β) = Γ′(β)/Γ(β), avec dig(z + 1) = −γ + Σ∞k=1 zk(z+k) [6]
(γ e´tant la constante d’Euler). De plus, en de´rivant t−α par rapport a` α, on obtient la convolution de
noyau t−αLn(t). La convolution se dicre´tise au moyen de la me´thode des trape`zes [2].
L’adjoint dans L2([0, 1] × [0, T ]) de ∂tI1−α0,+ est −∂αt,T,− = −I1−αT,− ∂t, donc pour celui de A on a
A∗ψ = −∂tψ − Λ∂tI1−αT,− − ∂x(D∂xψ)− ∂x(vψ)
avec ψ(x, T ) = 0, (D∂xψ − vψ)(1, t) = 0 et ∂xψ(0, t) = 0.
5 Conclusions
Adapter a` des donne´es les valeurs des parame`tres d’une e.d.p. utilise le gradient d’une fonctionnelle
de la solution de cette dernie`re, dans l’espace de ces parame`tres. La me´thode de l’e´tat adjoint, qui
permet de calculer ce gradient, a e´te´ adapte´e au cas d’une e.d.p. fractionnelle, en vue de la diffusion
anormale et d’e´ventuels effets de me´moire.
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