Banking is an essential sector of Palestine's economy. More credits provided by banks are considered to have a positive impact on economic growth so that the overall objective of this study is to examine the impact of bank lending on economic growth in Palestine. The study employs the Augmented Dickey-Fuller to test for stationarity in the time series, The Johansen co-integration, Vector Autoregressive Model and Vector Error Correction Model are employed to identify the long-run and short-run dynamics among the variables, and Granger causality test in order to determine the direction of causality. The study finds that a long run relationship exists among the variables and insignificant short run relationship. Also, the study findings show that there is unidirectional causality and runs from GDP to bank lending. The insignificant contribution of bank lending to GDP is attributed to the fact that banks are not highly interested in lending to the production sector of the economy due to the high level of risk. However, the primary empirical evidence reveals that bank lending doesn't cause economic growth, but economic growth causes bank lending.
Introduction
The modern economy is a credit economy. The economy requires credit for different purposes; one main purpose is to promote economic activities (Nwaru and Okorontah 2014) . Credit fuels economic activities by allowing businesses to invest beyond their cash on hand, households to purchase homes without saving the entire cost in advance, and governments to smooth out their spending by mitigating the cyclical pattern of tax revenues and in investing in infrastructure projects. The influence of credit on economic growth has been widely debated in economic literature over the last decades. Therefore, he goes to a moneylender to borrow the cash under his friend's guarantee. The moneylender, Shylock, demands a pound of flesh as security if the money is not paid back. Accordingly, paying more attention to uncertainty and risk is necessary to be taken into account (Awad and Al-Ewesat 2017) . Furthermore, the more you grow, the more you become powerful. The earliest Italian banks adapted this thought; the Medici Bank, which had multiple relevant partnerships moved from financial success to hereditary status and power. The Medici Bank achieved this by adapting the risk diversification and by engaging in currency trading as well as lending. As a result, they reduced their vulnerability to defaults (Ferguson 2008) .
Banking activity is confirmed to be a significant factor in driving local economic growth, in line with the empirical literature on the relationship between finance and economic growth (Caporalea et al. 2016) . In line with this, bank lending in the euro area has continued to expand. In 2017, loans to households grew by 2.8% and loans to non-financial corporations by 2.9% (European Economic Forecast Winter 2018). However, the link between bank lending and economic growth has important policy implications for development strategies. Especially, in the field of increasing the rate of economic growth in spite of the limited role of the banking sector to control the money supply and its effects on the economy. Therefore, the statement of problem measures "The impact of bank lending on the economic growth in Palestine during the period from 1996 to 2015".
The primary goal of the study is to examine the impact of bank lending on economic growth in Palestine. The specific objectives are to (1) Investigate whether it is possible to use bank lending as the means of long-term economic growth, and if so, under which conditions; (2) Understand the relationship between bank lending and economic growth with other economic indicators; and (3) Apply Granger causality test to examine the causal relationships between the examined variables.
Palestinian economy and banking system
Palestine is a developing country with an emerging economy characterized by some features that distinguish it from other economies. One of these features is the absence of local currency and the use of the three major currencies US dollar, the Jordanian dinar and the Israeli Shekel. In addition to these features the Palestinian economy dependent on foreign aids and characterized as a service economy. Added to that, in Palestine, there is no a good policy adopted by Palestinian policymakers to direct resources continuously from unproductive sectors to productive ones that can reduce the unemployment rate, and increase aggregate demand and GDP growth in the long run .
The total Palestinian GDP was about 7000 million dollars in 2015, and the annual real GDP growth rate showed visible fluctuations during 1996-2015 due to the political conditions. Real GDP growth rate was the highest (13.7%) in 1997 due to the relative political stability during that year; period from 2000 to 2002 and year 2006 witnessed the lowest growth rate (Palestine Monetary Authority (PMA), P. M 2016).
In general, the average annual real GDP growth rate reached 4.7% during (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) (2014) (2015) , which is not sufficient to enable the Palestinian economy to enter into the process of self-growth and achieve sustainable development. In addition, real GDP per capita rate reached 1.6% during (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) (2014) (2015) (Palestine Monetary Authority (PMA), P. M 2016).
As shown in the Table 1 , the banking system in Palestine consists of 17 banks with 232 branches and offices 7 of them are local banks, and 9 are Arab banks, and one is a foreign bank. The number of commercial banks is 15 banks and 2 Islamic banks. Total Bank Lending and deposits of residents have grown substantially in the last few years, from $423 million Bank Lending and $1707.5 billion deposits of residents at the end of 1996 to $4.480 billion Bank Lending and $8024 billion deposits of residents at the end of 2015. The Palestine Monetary Authority (PMA) monitors the banking sector closely to assist the expansion (Palestine Monetary Authority (PMA), P. M 2016). Given this, the variable bank lending is taken into account as an independent variable in the model of the study.
Economic growth
Economic growth is a sustained expansion of production possibilities measured as the increase in real GDP over a given period (Slavin 2009, p. 390) . Alternative theories of economic growth of classical growth theory, neoclassical growth theory, and new growth theory provide insights into the process of economic growth, but none provides a complete and definite answer to the fundamental questions: What causes economic growth and why do growth rates vary? Why are poor countries poor? How design policies that can help them grow? How our own growth rate is affected by shocks and our government's policies? Economics has some way to go before it can provide definite answers to these questions. The growth theories have developed over time, each building upon and replacing the previous theory (Parkin 2012, p. 37) . Accordingly, the variable economic growth is considered as a dependent variable in this study.
Schumpeter's view
Schumpeter made the first articulated statement about how financial transactions take an essential stage in economic growth. It is necessarily a phenomenon of development, though only when no central authority directs the social process. He makes possible the carrying out of new combinations, authorises people, in the name of the society as it were, to form them (Schumpeter 1939, p. 1-20) .
The Solow growth model
Solow's theory on growth supports the neoclassical view that the economy naturally adjusts to achieve stable equilibrium growth. Before the Solow model, the most commonly referred to model in growth is Harrod-Domar, which mostly focuses on the potential shortcomings of growth such as the coexistence of growth and increasing unemployment. We assume that the economy produces a single good Yt by means of two factors of production -capital, Kt and labour, Lt. The production function:
The Solow growth model is designed to show how growth in the capital stock, growth in the labour force, and advances in technology interact in an economy, and how they affect a nation's total output of goods and services. To meet the overall objective of this study, the Solow growth model is adopted for examining the impact of Gross Capital Formation, labour, and bank lending on economic growth.
Literature review
The impact of bank lending on economic growth is a controversial issue on both empirical and theoretical framework, the theoretical underpinnings of this relationship can be found in the works of Schumpeter (1954) , p. 111) and more recently in the works of McKinnon (1973) , Shaw (1973) and Lucas (1988) . This controversial economic issue is still a research gap in Palestine so that this empirical study focuses on examining the impact of bank lending on economic growth using economic analysis of time series data.
On the other hand, Banu (Butiuc) and Mădălina (2013) observed that credits offered to households contribute to a greater extent to the formation of the GDP than credits offered to the public. Precious and Palesa (2014) explore the role played by monetary policy in promoting economic growth in the South African economy over the period [2000] [2001] [2002] [2003] [2004] [2005] [2006] [2007] [2008] [2009] [2010] . Accordingly, the long and short run causal relationships between economic growth, financial depth and lending rate in the unique economic setup of Saudi Arabia where 92% of total GDP comes from oil exports (Nasir et al. 2014) . Aliero (2013) explores the relationship between private sector credit and economic growth in Nigeria, using time series data over the period of thirty-seven (37) years . However, causality results indicate that there is no causal relationship between the private sector and economic growth in Nigeria. Ekone (2010) revealed that although money supply is positively related to growth, the result is however insignificant in the case of GDP growth rates on the choice between contractionary and expansionary money supply.
On the other hand, Nwaru and Okorontah (2014) observed that real output causes financial development, but not vice versa, and that export was not significant in driving financial development, but growth in the financial sector was highly dependent on foreign capital inflows. Additionally, the MDGP and banking sector reforms indicators (BF) move differently with one not predicting the other within the study period, and there is a causal effect from manufacturing output growth to banking development or a bi-directional relationship (Owolabi et al. 2013) , and (Ndlovu 2013) reveal that there is unidirectional causality from economic growth to financial development. Financial system development is, therefore, an outcome of the pressure for institutional development in capital markets and the introduction of modernized financial instruments. Smith (2012) provides some preliminary but consistent evidence that there is a causal impact of remittance flow on banking sector development in Fiji. Simwaka (2012) finds that Granger causality tests results show that economic growth drives financial development with no feedback effects. Liang and Huang (2011) shows that The Granger Causality result shows that d(M2) does not Granger Cause d (GDP), and d (GDP) Granger Cause d(M2). The bank credit affects real GDP per worker through its role of domestic capital accumulation and efficient resource allocation (efficiency) and hence, in total factor productivity in the long-run (Murty et al. 2012) . Accordingly, a pro-active policy of growth and reform of the financial sector will help enhance economic growth in an open developing economy like Saudi Arabia (Masih et al. 2010 ). In addition, the efficient development of modern banking sector of bank lending is a useful instrument to promote economic growth in Nepal (Timsina and Pradhan 2016) .
With regards to the bi-directional causality, (Fosu 2013) provides evidence that there exist bidirectional causality between financial development and growth. Yazdi and Khanalizadeh (2013) suggest that there is bidirectional causality between agricultural economic growth and financial development. Guttentag (2011) shows that the existence of a stable long-run relationship between financial development measures and economic growth. Results show different causality patterns between the two models. Jordaan (2010) finds that evidence of supply-leading and demand-leading views. When the ratio of deposit liabilities to non-mineral GDP is used as a proxy for financial development, the causality runs from financial development to economic growth, which supports Schumpeter's supply-leading view. Egbetunde and Akinlo (2010) show the need to develop the financial sector through appropriate regulatory and macroeconomic policies.
With reference to negative causality, the relationship between financial sector development and economic growth, using a sample of northern and southern Mediterranean countries (Algeria, Egypt, Israel, Jordan, Lebanon, and Libya, Morocco, Palestine, Syria, Tunisia, and Turkey) during the years 1985 -2009 (Ben-Naceur et al. 2013 . The results on the large sample indicate that credit to the private sector and bank deposits are in many specifications negatively associated with growth, meaning that there are problems of credit allocation in the region and weak financial regulation and supervision. Maduka and Onwuka (2013) concluded that: (1) increase nonperforming loans and interest rate spreads negatively affect economic growth, (2) increase in domestic credit to private sector negatively affect GDP growth, but increase its growth rate positively affects GDP (3) broad money growth is less relevant for economic growth. However, the impact of banking intermediation on the economic growth in ten countries in the MENA region over the period 1990-2009 using the method of GMM estimation for dynamic panels (Taha et al. 2013) . Given this literature review, examining the interrelationship between bank lending and economic growth is likely to provide policymakers with valuable information and policy recommendations for enhanced economic growth in Palestine. Also, this empirical study will provide researchers with background information for future research.
Research methodology
In context of this study, we used quarterly time series data for examining the impact of bank lending on the economic growth in Palestine during the period from 1996 to 2015 by using the production function model and adapt it with Schumpeter's view as shown before, this time period is the only available data on the study variables, especially the Palestinian Authority (PA) was established in 1994 as an outcome of the Oslo peace process. The whole available time period was adopted to meet the study objectives and provide policymakers with background information on how bank lending drives economic growth in Palestine. The relationship between bank lending and economic growth has important policy implications for development strategies in Palestine. Especially in the field of increasing the rate of economic growth in spite of the limited role of the banking sector to control the money supply and its effects on the economy.
A set of econometrics procedures and the test will be applied by using Eviews 7 software. These tests are time series analysis procedures: the unit root test of variables, Cointegration Tests, Lag Order Selection, VAR model estimation, VECM procedures, Wald Test, diagnostic tests and the Granger causality test. The variables used in this study are quarterly data. The period of study covering from 1996 to 2015 includes 80 observations.
Methodology
This study intends to examine the impact on bank lending on economic growth during the period from Q1 1996 to Q4 2015. The model equation will be as the following:
Or Where:
The natural logarithm of the real GDP Log(K t ): The natural logarithm of the Gross Capital Formation. Log(L t ): The natural logarithm of the percentage Labour. Log(BL t ): The natural logarithm of Bank Lending. Also, we will test the hypothesis of a causal relationship between both Private and Public Bank Loans and GDP. The models will be as the following:
Since time series variables usually exhibit non-stationary, and their linear combination can be stationary, we first subject each series to the standard unit root and cointegration tests. In the study, we apply the widely used augmented Dickey-Fuller (ADF) unit root test to determine the variables' stationarity properties or integration orders. To see whether they share a common path over the long run, i.e. whether they are cointegrated, we adopt a VAR-based cointegration test as suggested by Johansen (1988) and Johansen and Juselius (1990) . With the finding of cointegration, we first estimate their long-run relation. Then, the dynamic interactions among the variables are evaluated using the vector error-correction model (VECM). Apart from the Granger causality tests, we also simulate impulse-response functions to assess the variables' dynamic interactions further.
Stationarity test (unit root test)
In order to determine the relationship unit root tests are essential in detecting the stationary behaviour of a time series data. If the data is non-stationary after first difference, it means that the data follows a random walk and according to the Gauss-Markov theorem the series will not have a finite variance. This study used a test of unit root on the time series data which is the Augmented Dickey-Fuller test (ADF).
While the equation with trend and intercept is as under:
The model the Null and Alternative hypothesis is given as under,
The H0 hypothesis has a unit root that means that data is non-stationary and H1 hypothesis do not contain a unit root, so data is stationary. We can find two motives behind unit root tests. The first knows the order of integration is crucial for setting up an econometric model and do inference. The second motive is that economic theory suggests that certain variables should be integrated a random walk or a martingale process.
Lag order selection criteria
The second step involves the determination of lag lengths to be included in the cointegration test and subsequent VECM. The choice of lag length is determined by using the Akaike information criterion (AIC). This was used to determine the appropriate lag length in the Granger causality test where the number of augmenting lags (p) was determined by minimizing the Akaike information criterion where lags are dropped until the last lag is statistically significant (Awe 2012) .
Test for co-integration
When the issue of the unit root has been established, the co-integration test shall be applied. Granger (1981) theory of cointegration extended by Engle and Granger (1987) examines the long run relation by co integrating short term and long term relationship. If co-integration exists, that would mean that there is a long run linear relationship among variables. This study uses a multivariate co-integration method by Johansen and Juselius (1990) . Some of the advantages of the Johansen's procedure are: (1) it can estimate more than one cointegration relationship, if the data set contains two or more time series; (2) it permits the testing of cointegration as a system of equations in one step; (3) do not carry over an error from one step into the rest; and it does not require the prior assumption of endogeneity or exogeneity of the variables (Bashir 2003) ; (4) Gonzalo (1994) concludes that Johansen's approach performs better than the other approaches even when the errors are not normally distributed, or the dynamics of the VECM are unknown, and additional lags are included in the VECM; and (5) Hargreaves (1994) concludes that Johansen's method is the best if the sample size is relatively large.
This method tests the long term relationship among the non-stationary variables and hence tells the number of co-integrating vectors among the variables under study. Johansen test produces two types of statistical results; the first one is Unrestricted Co-integration Rank Test (Trace) and the second is Unrestricted Co-integration Rank Test (Maximum Eigenvalue). Trace test with H0 that there is at most "S" co-integrated equations and H1 that there is "S" or more co-integrating vectors. The other is MaxEigen statistics with H 0 that there exist "x" co-integrating vectors against H1hypo-thesis of x + 1 co-integrating vectors. Johansen co-integration is sensitive towards lag length selection, so this study uses optimum lag length. Johansen's methodology takes its starting point in the vector autoregression (VAR) of order p given by:
The study has made decisions on the primary results of trace statistic and Maxeigen values obtained from applying Johansen cointegration test.
We adopt, in this study, Johansen and Jueslius approach as in the following studies: (Nasir et al. 2014) , (Precious and Palesa 2014), (Maduka and Onwuka 2013) , (Murty et al. 2012) , (Masih et al. 2010) , (Yazdi and Khanalizadeh 2013) , (Jordaan 2010) , (Egbetunde and Akinlo 2010) , (Ndlovu 2013) , and (Carby et al. 2012 ).
The vector autoregressive (VAR) model
The vector autoregressive (VAR) model as considered in this study is:
Where
5 is a k-vector of non stationary I(1) endogenous variables (here k = 4), A 1 , A 2 , … , A p are matrices of coefficients to be estimated and ε t is a vector of innovations that may be contemporaneously correlated but are uncorrelated with their own lagged values and uncorrelated with all of the right hand side variables.
Vector error correction model (VECM)
The VECM technique rectifies to both short term variations in variables and divergences from equilibrium. The following is the general equation of VECM:
Where p is the optimum lag number, and ECT is the error correction term. If the coefficient (β 0 ) of the ECT is negative and significant at the same time, then we can find the adjustment speed or the speed to reach the equilibrium, and we can emphasize causality in the long run, then using the Wald test we can determine the significance of explanatory variables to emphasize causality in the short run in the statistical model. The study has used the Wald test is to determine the significance of explanatory variables in the statistical model.
Granger causality test
Granger causality may have more to do with prediction, than with causation in the usual sense. It suggests that while the past can cause/predict the future, the future cannot cause/predict the past. X Granger causes Y if the past values of X can be used to predict Y more accurately than just using the past values of Y.
The traditional Granger test for testing causality between Bank Loans (BL) and economic growth (GDP) can be represented as follows:
Where δ t and ε t are uncorrelated.
Definition of variables
In this section, we define the study variables as used in the analysis.
Economic growth
As a dependent variable, real annual GDP of Palestine over the period of 1996 to 2015 was considered, according to the definition of Palestinian Central Bureau of Statistics (PCBS) (2016), Gross Domestic Product or GDP is intended to be a measure of the value created by the productive activity of resident institutional units during a certain period in time. Estimate of GDP, like the output and the value added, can vary according to taxes and subsidies are taken into consideration. GDP is usually estimated at market prices, producers' prices, or basic prices. There are three approaches to estimate the GDP: Output or Production approach, Expenditure approach, and Income approach.
Bank lending
Annual Bank Lending in Palestine as an independent variable over the period of 1996 to 2015 was taken. Distribution of bank lending by economic activities is not the same over the period of study. Over the period from 1996 to 2007, bank lending was distributed in two main categories (bank lending for public sector and bank lending for private sector which includes 11 economic activities) on the other hand bank lending distributed over the rest of study period by different economic activities (bank lending for public sector and bank lending for private sector which includes 14 economic activities) as shown in Table 2 below: 
Labour
In this study, we will focus on Employment as an indicator for Labour Force in Palestine which is defined by PCBS: Persons in employment comprise all persons above a specified age who during a specified brief period, either 1 week or 1 day, were in the following categories: paid employment; self-employment. According to this definition employment in percentage over the period (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) (2014) (2015) was adopted as an independent. According to the definition of PCBS: Labour Force Survey (2014), Persons aged 15 years and over who were at work at least 1 h during the reference period, or who were not at work during the reference period, but held a job or owned business from which they were temporarily absent (Palestinian Central Bureau of Statistics (PCBS) 2016).
Gross capital formation
Gross Capital Formation over the period of 1996-2015 was considered as an independent variable. According to the definition of Palestinian Central Bureau of Statistics (PCBS) (2016), gross capital formation is the total value of producers acquisitions fewer disposals of fixed asset during the accounting period plus specific addition to the value of non-produced assets released by the productive activity of institutional units, fixed assets are tangible or intangible assets produced as from process of production that is themselves used repeatedly or continuously in another process of production for more than 1 year.
Empirical results
This critical section will introduce the empirical results of the study variables defined above. We used time series analysis procedures: the unit root test of variables, Cointegration Tests, VAR model estimation, Lag Order Selection, VECM procedures with Wald Test, diagnostic tests, and the Granger causality test.
Unit root tests Table 2 shows the results of unit root test indicating that at levels null hypothesis of no unit root cannot be rejected because the value of t-statistics is fewer than the critical value and p-value is insignificant in Augmented Dickey-Fuller (ADF) test. This is not the case at the first difference where the t-statistic is higher than the critical values, and the p-values are significant, so the null hypothesis rejected at their first difference. Consequently, all the variables are stationary and integrated which means they are of the order one.
Lag order selection criteria
The model is sensitive to lag length; therefore, the study utilized lag length criteria to get the optimal lag length of VECM. After getting the results as shown in the Table 3 , the optimal lag length appropriate for this is lag order 6 as suggested by all of the selection criteria.
Johansen's Cointegration test
The study then proceeds with the Johansen multivariate cointegration test has established that all the series are integrated of the same order, I (1). This cointegration test allows for testing of the long-run equilibrium relationships (cointegration) among the series. The results obtained from the Johansen method is presented in Tables 4, 5 , 6, 7, 8, and 9 shown below for three groups of variables (the group of BL equation, the group of Private BL equation and the group of Public BL equation). The trace test tests the null hypothesis that the number of cointegrating vectors is less than or equal to r, where r is 0, 1, 2 or 3. In each case, the null hypothesis is tested against a generic alternative. The maximum eigenvalue test, on the other hand, tests the null hypothesis r = 0 against the alternative that r = 1, r = 1 against the alternative r = 2, and so on. The reported trace test statistic to the null hypothesis of no cointegration (H0: r = 0) is (55.25620) which is above the critical value of (47.85613) at the 5% (5%) significance level, thus, it rejects the null hypothesis of no cointegration (r = 0) in favour of the general alternative r ≥ 1. On the other hand, the null hypothesis of r ≤ 1, that the system contains at most one (r ≤ 1) cointegrating vector cannot be rejected at the 5% significance level since the reported trace statistic of (29.15060) is less than the critical value of (29.79707) at the 5% significance level. This test concludes that there is only one cointegrating relationship among the GDP, K, L and BL. The maximum eigenvalue statistic is testing the null hypothesis of no cointegration (H0: r = 0) is accepted at the 5% significance level as the reported maximum statistic of (26.10561) is less than the critical value at the 5% significance level. In essence, the trace test statistics reject the null hypothesis of H0: r = 0 at the 5% significance level and suggest that there is only one cointegrating vector. Therefore, our quarterly data from 1996 to 2015 appears to support the existence of a long-run relationship among GDP and the other indicators (K, L and BL) based on the Johansen's cointegration procedure. This further implies that GDP maintain a stable equilibrium with K, L and BL in the long-run over the entire period of the study. By the same way and based on the Johansen's cointegration results shown in tables above, we conclude the existence of a long-run relationship among the group (GDP, K, L and Private BL) and the group (GDP, K, L and Public BL).
VAR estimation of the long-run relationship
As mentioned before, the cointegration test examines the long-run equilibrium relationship between the variables. Now we estimate the VAR model which represents the Long-Run Relationship. The results of the VAR model estimation are presented in Table 10 for each group of variables.
The results of the BL-equation in the Table 10 show that all the coefficients are highly statistically significant at the 5 % significance level. We have a positive relationship between real GDP and K (Gross Capital Formation) and L (Labour) and also BL (Total Bank Lending). The adjusted coefficient of determination (Adjusted R-squared = 0.819385) indicates that the explanatory variables of (K, L and BL) are explaining about 82% of real GDP variability. The elasticity (coefficient) of GDP relative to K (0.293870) indicates that increasing Gross Capital Formation by 1% implies to increase the Real GDP Table 10 show that all the coefficients are highly statistically significant at the 5 % significance level except K. We have a positive relationship between real GDP and K (Gross Capital Formation) and L (Labour) and also Private BL (Private Bank Lending). The adjusted coefficient of determination (Adjusted R-squared = 0.805882) indicates that the explanatory variables(K, L and Private BL) explaining about 81% of real GDP variability. The elasticity (coefficient) of GDP relative to K (0.154433) indicates that increasing Gross Capital Formation by 1% implies to increase the Real GDP by 0.15%, the elasticity of GDP relative to Private BL (0.373084) indicates that increasing the total Private Bank Lending by 1% implies to increase the Real GDP by 0.37%. The elasticity of GDP relative to L (1.098959) indicates that increasing Labour by 1% implies to increase the Real GDP by 1.09%.
The results of the Public BL-equation in the Table 10 show that all the coefficients are highly statistically significant at the 5 % significance level. We have a positive relationship between real GDP and K (Gross Capital Formation) and L (Employment) and also Public BL (Public Bank Lending). The adjusted coefficient of determination (Adjusted R-squared = 0.720541) indicates that the explanatory variables(K, L and Public BL) explaining about 72% of real GDP variability. The elasticity (coefficient) of GDP relative to K (0.731384) indicates that increasing Gross Capital Formation by 1% implies to increase the Real GDP by 0.73%; the elasticiteconometricsy of GDP relative to Public BL (0.133157) indicates that increasing the total Public Bank Lending by 1% implies to increase the Real GDP by 1.33%. The elasticity of GDP relative to L (0.565526) indicates that increasing Labour by 1% implies to increase the Real GDP by 0.57%. Time series models are usually based on applying VAR to first differences. However, differencing eliminates valuable information about the relationship between time series data; this is where VECM is applicable in the next section (Greene 2012, p. 963) . Vector error correction model (VECM) Table 11 states the results of VECM. The VECM with BL, the first coefficient error correction term is positive with a value of 0.111775, and it is insignificant with a p-value of 0.5797 that means there exist not long-run causality, but it is not running from the capital, labour and bank lending to the economic growth. The value of R-squared states that variables included in VECM explain almost 47% of the response in the dependent variable economic growth. The VECM with Private BL, the first coefficient of error correction term is negative with a value of − 0.25876, and it is insignificant with a p-value of 0.2545 that means there exist not long-run causality running from the capital, labour and private bank lending to the economic growth, but it is insignificant. The value of R-squared states that variables included in VECM explain almost 48% of the response in the dependent variable economic growth.
Finally, the VECM with Public BL, the first coefficient error correction term is positive with a value of 0.10208, and it is insignificant with a p-value of 0.6836, meaning that there not exist a long-run causality, and it is not running from the capital, labour and public bank lending to the economic growth. The value of R-squared states that variables included in VECM explain almost 46.5% of the response in the dependent variable economic growth.
Given the results of this test, the error correction term for the variable Private BL holds the correct sign, i.e. negative in at least one direction, but the relationship is not significant. In contrast, the error correction term shows that the variable BL and the variable Public BL hold not the correct sign, i.e. positive in at least one direction, and the relationship is not significant. Accordingly, the results the coefficients of the error correction term which measure the speed of adjustment of the variable BL, Private BL, Public BL are unlikely to be at the equilibrium in the long-run, as the only variable with the correct sign is the variable Private BL, but the relationship regarding this variable is insignificant as stated above. On the other hand, the results of R-squared for VECM are different from VAR; this is due to VAR is applied to first differences, so that the results of VECM is more applicable and reliable as explained by the end of the above section.
On the other hand, the Wald test in Table 12 shows the procedure can be used to test the existence of the short run causality. The VECM with BL, the F-Statistics and chi-square statistics are insignificant with p-values > 0.05 that means there is no short-run causality between the variables under consideration. As shown from the Table 12 , we got the same results to the VECM with Private BL and the VECM with Public BL.
In order to test the validity of the model and to ascertain any discrepancies, the study applied diagnostic tests in Table 13 for serial correlation, heteroscedasticity and normality. The results show that the model is free from the problem of serial correlation at 5% level of significance. There are also no issues of heteroscedasticity and normality in the model. The results show the overall validity and reliability of the model.
Granger causality test
The study now turns to examine the Granger-causality relationships between the variables under study. Granger-causality may have more to do with prediction, than with causation in the usual sense. It suggests that while the past can cause or predict the future, the future cannot cause or predict the past. Table 14 gives a summary of the results of the Granger Causality Test over the entire period of study; the findings indicate just a unidirectional Granger causal relationship from the economic growth (GDP) to Bank Lending and a unidirectional Granger causal relationship from the economic growth (GDP) to Public Bank Lending, this result is in contradiction with other previous research (Caporalea et al. 2016) , (Cecchetti and Kharroubi 2012) . Accordingly, we conclude that the past values of GDP can be used to predict both BL and Public BL more accurately than only using the past values of BL or Public BL, but the opposite direction is not right. For this test, we used the first log difference of the variables because the Granger-Causality test works on the assumption of stationary variables and as already discussed, these first log differences are stationary.
Discussion of results
The primary objective of this study is to determine the impact of bank lending on economic growth (Real GDP) in Palestine and identify the causality relationship between economic growth as a dependent variable with three explanatory variables of total bank lending (Total BL), gross capital formation (K), and labor (L) over the period (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) (2014) (2015) . Investigating this empirical relationship is likely to provide policy recommendations to Palestinian policymakers so that they can significantly make use of this for enhancing the role of bank lending in Palestine economic growth. In addition, the study results provide background information to researchers in this field. As aforesaid, the main empirical findings of the econometric analysis show that the explanatory variables (K, L and Total BL) explaining about 82% of real GDP variability (Increasing Gross Capital Formation by 1% implies to increase the Real GDP by 0.29%. -Increasing the Total Bank Lending by 1% implies to increase the Real GDP by 0.31%. -Increasing Labor by 1% implies to increase the Real GDP by 0.95%). The causality relationship between GDP and total bank lending runs from real GDP to total bank lending, which is unlikely to stimulate economic growth in Palestine.
The explanatory variables (K, L and Private BL) explain about 81% of real GDP variability. (Increasing Gross Capital Formation by 1% implies to increase the Real GDP by 0.15% -Increasing the Private Bank Lending by 1% implies to increase the Real GDP by 0.37% -Increasing Labour by 1% implies to increase the real GDP by 0.10%. There is no causal relationship between real GDP and private bank lending. As a result, the volume of loan actually given to investors is insignificant, and could not add a meaningful contribution to the real GDP, may be attributed to the fact that banks exhibit apathy in lending to the production sector of the economy due to a high level of risk involved. The explanatory variables (K, L and Public BL) explain 72% of real GDP variability. (Increasing Gross Capital Formation by 1% implies to increase the Real GDP by 0.73% -Increasing the Public Bank Lending by 1% implies to increase the Real GDP by 1.33% -Increasing Labour by 1% implies to increase the real GDP by 0.57%. The causality relationship between real GDP and public bank lending runs from real GDP to public bank lending, which is unlikely to promote economic growth.
With reference to the above analysis of the empirical study results, there is clue evidence from the study does not support the view that bank lending promotes economic growth in Palestine. Developing countries have their own socioeconomic, political and institutional history which makes them different from each other as well as their developed counterparts, and thus the existence of reverse causality between finance and growth (Carby et al. 2012) . On the other hand, the results show that there are positive and significant relationship between bank lending and economic growth in the long-run, this finding supports the work carried out by (Nwaru and Okorontah 2014) , (Owolabi et al. 2013) , (Ndlovu 2013) , (Sami 2013) , (Carby et al. 2012) , (Simwaka 2012) and (Liang and Huang 2011) . This relationship, however, does not seem to hold in the short-run; this finding supports the work carried out by (Nasir et al. 2014) , and (Ekone 2010) .
By appealing to Granger causality tests, however, it is found that economic growth drives bank lending, but the opposite is not exact. Such a result reveals that bank lending doesn't have a significant role in economic growth, although real GDP causes bank lending in Palestine. The lack of causality of bank lending on economic growth could be attributed to the less developed banking sector in Palestine. There is a need to put in place policies to support the development of growth-enhancing banking sector. For banking development to have a positive effect on economic growth, it is necessary that the expansion of the banking system be accompanied by an increase in the flow of funds towards productive investment activities. In contrast to this result, the results imply that economic growth plays a vital role in the development of the banking sector in Palestine. In other words, bank landing can significantly be enhanced by real GDP, meaning that promoting economic growth is necessary for supporting the Palestinian banking sector.
Conclusions and policy implications

Conclusions
This study examines the impact of bank lending on economic growth in Palestine during the period (Q1 1996 -Q4 2015) and identifies the mechanism through, which bank lending affects economic growth. This study uses a multivariate co-integration method by Johansen and Juselius (1990) . Following a detailed time series analysis, the findings reveal that bank lending doesn't drive economic growth in Palestine. Accordingly, we conclude that the sustainable development goal 8 (i.e., Promote sustained, inclusive and sustainable economic growth, full and productive employment and decent work for all.) is likely to be not reachable in Palestine for the time being. Given this conclusion, policymakers should pay serious attention to bank lending in Palestine, so it should be restructured and redirected for productive and sustainable economic activities rather than unproductive activities and consumer loans, this may play a vital role in economic growth and meeting the sustainable development goal 8. It was also discovered that causality based on VAR-VECM and runs from GDP to bank lending. Based on the study results shown above, we conclude that it is unlikely to be at the equilibrium level in the long-run, so that the insignificant contribution of bank lending to GDP may be attributed to the fact that banks exhibit apathy in lending to the production sector of the economy due to the high level of risk involved. In addition, this indicates the existence of economic distortion in bank ending, so that policymakers are advised to change their economic policies of bank lending to real investment instead of consumer loans as discussed above.
Policy implications
According to the findings of this study, a number of policy issues stand out clearly. The primary empirical evidence reveals that bank lending doesn't cause economic growth, but economic growth causes bank lending, this empirical result is likely to be in contradiction with economic theory and other previous research as presented above.
However, three important policy implications for conducting economic and financial reforms are necessary to take into consideration in Palestine, with particular attention being paid to the banking sector. Those are: (1) the Palestinian monetary authorities must be oriented towards not only the promotion of manufacturing output growth but also towards the continuing banking development processes that focus on performance of the real sector generally, and the manufacturing sector in particular; (2) financial reforms and policies should focus on how to narrow the gap between savings and lending rates, and banks should also be encouraged to lend to the entire economy as against favouring some specific sectors; and (3) the government should also avoid excessive deficit and borrowing from the private sector, which proves to be crowding-out private investment.
