Abstract. Gabor wavelet-based methods have been widely used to extract representative features for face analysis. However, the existing methods usually suffer from high computational complexity of Gabor wavelet transform (GWT), and the Gabor parameters are fixed to a few conventional values which are assumed to be the best choice. In this paper we show that, for some facial analysis applications, the conventional GWT could be simplified by selecting the most discriminating Gabor orientations. In the selection process, we analyze the histogram of oriented gradient (HOG) of the average face image in a dataset, and eliminate the less significant orientation combinations. Then we traverse the rest combinations and select the best according to classification performance. We find that the selected orientations match the analysis of HOG well, and are therefore consistent with the intrinsic gradient characteristics of human face images. In order to assess the performance of the selected Gabor filters, we apply the proposed method to two tasks: face recognition and gender classification. The experimental results show that our method improves the accuracy of the classifiers and reduces the computation cost.
Introduction
Facial image analysis plays an important role in human computer interaction studies because the machine can detect a lot of useful information of their users from the face images, such as identity, age, gender and expression, which makes existing human computer interaction systems more intelligent and easy to use. However, building an automatic system to detect such information is a challenging problem which attracts a great deal of research interests in the computer vision realm. The key to this problem is to extract the most representative features from facial images for classification.
Gabor wavelet transform (GWT) [1] [2] was first introduced as a model of the simple cell in human visual cortex. It derives desirable facial features characterized by spatial frequency, spatial locality, and orientation selectivity to cope with the variations due to illumination and facial expression changes. Gabor-based features have been widely used in many face analysis tasks, such as face recognition [3] [4] and gender classification [5] .
However, the huge dimensionality of Gabor feature can be a disaster to statistical learning and pattern classification methods. In order to solve this problem, some subspace methods have been introduced to reduce the dimension of Gabor feature. For face recognition, Liu and Wechsler applied Fisher discrimination model [4] , independent component analysis (ICA) [6] and principal component analysis (PCA) [3] with an evenly spaced Gabor filter set of 40 filters (5 scales × 8 orientations). An alternative way to bypass the dimensionality problem is to use non-statistics based face representation, as Zhang et al. did with their local Gabor binary pattern histogram sequence (LGBPHS) method [7] for face recognition. Later Xia et al. [8] managed to map the LGBPHS feature into a low-dimensional space with LDA-like method called local Gabor binary mapping pattern (LGBMP), so that classic statistical classifiers like SVM can be used for gender classification.
Although subspace methods significantly reduce the dimension of Gabor features, these Gabor-based methods still suffer from high computational complexity of Gabor wavelet transform and are incompetent for speed-sensitive scenarios. Moreover, the popular Gabor parameters, 5 scales × 8 orientations, have been assumed to be the best choice in many studies ([3] [4] [6] [7] [8]) without careful discussion and examination on their performance. A few efforts [9] [10] have been made to reduce the number of filters. In [9] the Information Diagram concept was adopted for Gabor parameter selection, and in [10] a minimum set of Gabor filters was arranged in space to cover the frequency plane. However in these two studies, the intrinsic characteristics of face image were not considered.
In this study, we propose a method to reduce the number of Gabor filters while maintaining and even improving classification accuracy. Our work is motivated by the intrinsic gradient distribution of human face images and the redundancy of the Gabor filters when using equally divided orientations. We analyze the histogram of oriented gradient (HOG) of the average face image in a dataset, and eliminate the less significant orientation combinations. Then we traverse and select the rest combinations according to cross validation accuracy. The selection process is quite simple, but also very effective and consistent with face gradient distribution. The performance and generalization of the selected Gabor filters is evaluated in face recognition and gender classification experiments on different datasets. The results show that the selected Gabor filters are optimal and can represent the face images better with less computation cost. We also examined the generalization capability of our optimal Gabor filters by applying the image Euclidean distance (IMED) [11] transform on input images. IMED has been used to gain tolerance to small deformations of face images [12] [13] . The prior selected Gabor filters also show a steady performance after the IMED transform. The details of our selection method is discussed in Sec. 2, and the evaluation methods and results on public datasets are given in Sec. 3.
Gabor Filter Selection
The motivation of using Gabor-based feature is mostly biological, since Gabor-like receptive fields have been found in the visual cortex of primates [14] [15] [16] . These neurological studies partially support the evenly spaced Gabor filters that are commonly used in a variety of computer vision tasks. The research in [16] proved that the Gabor wavelet representation is optimal in the sense of minimizing the joint two-dimensional uncertainty in space and frequency. Field also suggested that the evenly tuned orientations and spatial-frequencies of mammalian simple cells are useful to cope with the uncertainty of natural images by preserving a certain level of redundancy and allow information to be transmitted with only a subset of the total number of cells [15] .
This kind of redundancy is crucial for mammalian due to the variation in scaling, rotation, shift and illumination of real world objects, but is not necessarily useful for computer vision problems because we usually have aligned and normalized face images as inputs. Therefore most of the rotation uncertainty can be avoided, and the redundancy of Gabor orientations can be reduced. We call it the Gabor filter selection because the reduction is done by selecting the best orientation combination in the parameter space.
Gabor Wavelet Filters
Based on Gabor wavelet transform, a family of Gabor kernels is defined as [3] :
where µ and ν define the orientation and scale of the Gabor kernels, z = (x, y), and
iϕµ is the wave vector, in which k ν = k max /f ν and ϕ µ = πµ/8. k max is the maximum frequency and f is the spacing factor between wavelets in the frequency domain. Traditionally, ν ∈ {0 . . . 4} and µ ∈ {0, 1, . . . , 7} are used for face images. In the following we will show that evenly divided ϕ d is redundant and can be improved for better performance.
Facial Statistics Analysis
The Gabor filters can be considered as orientation and scale tunable edge and line detectors, since they only respond to some specifically oriented textures in some specific scale. In [15] , it was suggested that the efficiency of a code method depends on the statistics of the inputs. Therefore by analyzing the intrinsic gradient characteristics of human face images, we can use fewer but specially tuned Gabor filters to acquire more discrimination capability and avoid unnecessary noises.
We borrow the histogram of oriented gradient (HOG) [17] technique to analyze the significant gradient orientations of face images. Given a dataset, we generate its average face A, and then apply the Sobel operators [18] on A to get the horizontal and vertical gradient images G x and G y , and the orientation image G Θ :
The histogram of G Θ reflects the general orientation distribution of the images in the dataset. To make the Sobel operation region the same size as the Gabor window, the average face A is firstly smoothed by a 3 × 3 mean filter. The HOG analysis of the average face can reveal the statistics of gradient distribution in a dataset. But HOG analysis is not enough for selecting optimal Gabor filters. On the one hand, the HOG of a dataset does not always have a proper number of obvious peaks. The curve can have various shapes and is hard for us to identify the most significant orientation combination. Thus, the meaning of HOG analysis could only be used as reference. On the other hand, and more importantly, we should also consider the orthogonality of orientations other than the HOG significance. Evidence has been shown that adjacent simple cells demonstrate an orthogonal phase-selective property [19] . And according to [15] , as long as the two phase relations are in quadrature (i.e., they differ by 90°), it is not critical what phases are involved.
Straightforward Filter Selection
To take the orthogonality into consideration, we should restrict the selection in an orthogonal orientation space, like the commonly used [0, π/8, 2π/8, 3π/8, . . . , 7π/8]. We here use a mixed method to select optimal orientations automatically from this space. Assume the mean intensity of the HOG vector is µ H . For all k-orientation combinations {δ i k |i = 1, 2, . . . ,
} in the orientation base, we examine the average HOG intensity of the ith combination, µ i k , and narrow our selection base down to set
In Ω, a traversal is carried out and the combination with the highest classification performance is chosen as the optimal orientations. Ω is usually fairly small and can be traversed in reasonable time. Next we will show that the result of this selection is confirmed by both the shape of facial HOG curve and the classification performance. Fig. 1 shows the average faces we generate from three different poses (facing front, deflection angle from 0 to 30°) and the HOGs (blue curve) of them. The gradient distribution peaks imply that the most significant gradient changes occur in these orientations. The vertical green lines indicate the best 4 orientations we find from the
combination space. Note that lines at '0' are drawn at 'π'. We can see that the green lines are near the peaks of the HOG curve, indicating that Gabor filters specially tuned to these orientations do indeed produce better features for classification. Red double arrows represents the orthogonal relationships between orientations, which coincides with the observations in [19] and [15] about the orthogonal property in adjacent simple cells. One exception in Fig. 1 is pose C-PM30, which sacrifices one pair of orthogonal orientations for better orientation significance. This also proves that our selection method pays overall consideration to both orientation significance and orthogonality. The matching of the selected orientations to the HOG peaks indicates that this kind of statistical characteristics can be useful for classification. In fact, according to our gender classification experiment, the two best orientations already contain as much gender information as all 8 orientations do.
Experiments

Set-up
In this section we assess the performance of the selected Gabor filters by both face recognition and gender classification experiments. The framework of the feature extraction method used for comparison is described in this section. For face recognition, we follow the Gabor-based PCA method used in [3] , and for gender classification we adapt the more recent framework using LGBP features [5, 8] that originated with the work of [7] .
In the pre-processing step, with eye positions located, a face image is firstly cropped and normalized. And the result is then fed to the selected Gabor filters to produce Gabor magnitude pictures (GMPs). For face recognition, the GMPs are down-sampled by a factor ρ and normalized according to [3] and finally fed to PCA to generate lowerdimensional features. While for gender classification, GMPs is converted to LGBP images with LBP u2 8,1 operator, and then each is divided into 10 × 10 non-overlapping rectangular regions, so that they can be mapped to LGBMP features, as proposed by Xia et al. [8] .
The optimal orientations used in Sec. 3 are selected prior to the experiment by the unsupervised process mentioned in Sec. 2 according to gender classification cross validation accuracy on CAS-PEAL [20] dataset. Later the same orientation set was used for face recognition experiment on FERET [21] dataset in Sec. 3.3 and on the IMED [11] transformed images in Sec. 3.4 to show the generalization of the optimal orientations selected by our method.
Dataset
For frontal face recognition, we conduct our experiment on FERET [21] database with 600 frontal face images belonging to 200 subjects. In every three images that correspond to the same subject, one is taken under different illumination and another one in different facial expression. We randomly chose two images of one subject for training and leave the rest one image for testing. This results in a training set of 400 images and a test set of 200 images.
For pose-angled gender classification, we use both FERET frontal and CAS-PEAL [20] databases to compose multiple datasets of different poses. CAS-PEAL is a large-scale face database that currently contains 30,864 facial images with 9 different poses (vertically facing up, middle and down, each coupled with a horizontal deflection angle of 0°, 15°and 30°), and some sample images are given in Fig. 2 . For each pose and also for frontal images in FERET we randomly chose about 600 training images and leave about 400 images for testing. The detailed numbers are shown in Table. 1. Table 1 . Training and test data for gender classification, and the male/female composition of each set is given. 'C-PD00' means CAS-PEAL subset, facing down with a deflection angle of 0°. 
Face Recognition
For comparison purpose, we implemented the Gabor-based PCA method from [3] using 5 scales and 8 orientations (5 × 8) of Gabor filters, and then replaced them with the independently selected filter set (5 × 4). Fig. 3 shows the performance of these two different sets of Gabor filters. We can see that the recognition rate of selected Gabor filters is slightly better than that of the full 5 × 8 set. In particular, the selected Gabor filters achieves 100% correct face recognition accuracy using 365 features, while the full 5 × 8 set achieves 98.5%. This comparison demonstrates both the effectiveness and generalization performance of selected Gabor filters. Another advantage of selecting Gabor filters is that it can reduce the dimension and computing time of raw Gabor features, which is very helpful for speed-sensitive applications. Subspace methods like PCA can benefit from lower-dimensional features as well, since solving the eigenvalue problem of a huge matrix is extremely timeconsuming. For the 5 × 8 = 40 filters, the dimension of Gabor features could be as much as 10,000 even after down-sampling, which will result in a PCA coefficient matrix of 10000 × 10000. But with selected Gabor filters, we can reduce the size to about 5000 × 5000. The summarized comparison is in Table 2 , and the numbers may be approximative.
Gender Classification
We employ the LGBMP method [8] as the baseline of our experiments, and the parameters are set to 5 scales and 8 orientations. Then we select the best 1, 2, . . . , 7 orientations from the full 8 family to show the advantage of selected filters. Fig. 4 shows that the best accuracy comes with 4 or 5 orientations, which corresponds with the number of significant peaks in the HOG of the corresponding dataset. In fact, the 4 or 5 orientations are also a trade-off between keeping information and avoiding noises. Too few filters can not give enough information for classification, while too many filters may bring too much noises. As mentioned before, Fig. 4 indicates that we can use only 25% of the original features while maintaining a competitive performance. That is from a dimension of 4000 to only 1000, for our 5 × 8 × 10 baseline. And the computing time can also be reduced greatly to nearly real-time. The detailed comparison is shown in Table. 2. Fig. 4 also demonstrates that the effectiveness of our filter selection method is not affected by IMED transform. 5 shows the effect of orientation selection on every dataset we used. The average accuracy of randomly chosen orientations is also given for comparison. An interest-ing fact is that orientation selection brings less improvement on C-PD00, C-PM00 and C-PU00, which are also the datasets with less significant HOG peaks. Actually when the face deflection angle is 0°, the image is horizontally symmetrical and so is the HOG curve, therefor the characteristic orientations may not be as obvious as the ones of other datasets.
Experiment
No Table 2 . Performance comparison of optimal Gabor orientations and full Gabor family. Time is measured on a Intel Pentium 4 2.8GHz PC.
