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PRODUCTS OF BESSEL AND MODIFIED BESSEL FUNCTIONS
A´RPA´D BARICZ⋆, RO´BERT SZA´SZ, AND NIHAT YAG˘MUR
Dedicated to Beril Ku¨bra, Boro´ka and Koppa´ny
Abstract. The reality of the zeros of the product and cross-product of Bessel and modified Bessel
functions of the first kind is studied. As a consequence the reality of the zeros of two hypergeometric
polynomials is obtained together with the number of the Fourier critical points of the normalized forms of
the product and cross-product of Bessel functions. Moreover, the interlacing properties of the real zeros
of these products of Bessel functions and their derivatives are also obtained. As an application some
geometric properties of the normalized forms of the cross-product and product of Bessel and modified
Bessel functions of the first kind are studied. For the cross-product and the product three different
kind of normalization are investigated and for each of the six functions the radii of starlikeness and
convexity are precisely determined by using their Hadamard factorization. For these radii of starlikeness
and convexity tight lower and upper bounds are given via Euler-Rayleigh inequalities. Necessary and
sufficient conditions are also given for the parameters such that the six normalized functions are starlike
and convex in the open unit disk. The properties and the characterization of real entire functions from
the Laguerre-Po´lya class via hyperbolic polynomials play an important role in this paper. Some open
problems are also stated, which may be of interest for further research.
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2 A´. BARICZ, R. SZA´SZ, AND N. YAG˘MUR
1. Introduction
Bessel and modified Bessel functions are important functions of mathematical physics. They appear
frequently in problems of applied mathematics and their properties were studied extensively by many
researchers. In [AB95] Ashbaugh and Benguria presented an alternative proof to Rayleigh’s conjecture
that among all clamped plates of a given area, the circular one gives the lowest principal frequency.
Moreover, based on explicit properties of Bessel functions they generalized the result to the analogous
case in three dimensions. Motivated by their appearance as eigenvalues in the clamped plate problem for
the ball, Ashbaugh and Benguria [AB95] have conjectured that the positive zeros of the function Φν ,
defined by
Φν(z) = Jν(z)I
′
ν(z)− J ′ν(z)Iν(z),
increase with ν on
[− 12 ,∞) , where Jν and Iν stand for the Bessel and modified Bessel functions of the
first kind (see [OLBC10]). Lorch [Lo94] verified the above conjecture of Ashbaugh and Benguria and
presented some other properties of the zeros of the function Φν . In [ABP16] the proof made by Lorch was
modified to ν ∈ (−1, ∞), and necessary and sufficient conditions were deduced for the close-to-convexity
of a normalized form of the functions Φν and Πν , and their derivatives. Moreover, very recently Baricz
et al. [BPS] were interested on the monotonicity patterns for the cross-product of Bessel and modified
Bessel functions, by showing for example that the positive zeros of the cross-product and of the Dini
function z 7→ (1 − ν)Jν(z) + zJ ′ν(z) are interlacing. In [BPS] one of the key tools in the proofs of the
main results it was the fact that the zeros of the cross-product are increasing with ν. Motivated by the
above results and by the importance of the cross-product Φν , in this paper our aim is to present an
exhaustive study on the real zeros and geometric properties of the product
Πν(z) = Jν(z)Iν(z)
and the cross-product Φν . By using among others the above monotonicity property of the zeros of the
cross-product, our aim is to determine the radii of starlikeness and convexity of the normalized forms of
the functions Φν and Πν together with the complete characterization of the starlikeness and convexity
of these normalized forms. It is worth to mention that some similar results were obtained recently in the
papers [BDM16] and [BY], in which the radii of starlikeness and convexity of q-Bessel functions as well
as for Lommel and Struve functions of the first kind were determined. We also mention that by using
the corresponding recurrence relations for the Bessel and modified Bessel functions of the first kind, then
the cross-product can be rewritten as
Φν(z) = Jν+1(z)Iν(z) + Jν(z)Iν+1(z).
Moreover, we know that if z ∈ C and ν ∈ C such that ν 6= −1,−2, . . . then the functions Φν and Πν can
be written as follows (see [Wa44, p. 148] and [ABP16]):
(1.1) Φν(z) = 2
∑
n≥0
(−1)n ( z2)2ν+4n+1
n!Γ (ν + n+ 1)Γ (ν + 2n+ 2)
,
(1.2) Πν(z) =
∑
n≥0
(−1)n ( z2)2ν+4n
n!Γ (ν + n+ 1)Γ (ν + 2n+ 1)
.
It is important to mention here that the problem to consider the radius of starlikeness of the normal-
ized Bessel functions was first studied by Brown [Br60], who used the methods of Nehari [Ne49] and
Robertson [Ro54]. The key tool in Brown’s proofs was the fact that the Bessel function of the first kind
is a particular solution of the homogeneous Bessel differential equation. For related interesting results
the reader can refer to [Br62, Br82, KT60, MRS62, Ro54, Wi62] and to the references therein, and
for more details can refer to [BKS14]. Our approach follows the method from [BS14] and it is com-
pletely different than of Brown [Br60, Br62, Br82], Nehari [Ne49] and Robertson [Ro54]. In order
to achieve our goal we also study the distribution of the real zeros of the product and cross-product of
Bessel and modified Bessel functions of the first kind. Although these results were used to obtain some
sharp geometric properties for the products, the results on the zeros can be of independent interest and
may be useful for people who are using special functions in their research.
The paper is organized as follows: the next section contains the main results of the paper. Section 3 is
devoted for preliminary results and their proofs, while section 4 contains the proofs of the main results.
We note that the preliminary results deduced in section 3 are also of independent interest and can be
useful in problems related to the product and cross-product of Bessel functions.
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2. Properties of the product and cross-product of Bessel functions
In this section our aim is to study the distribution of the real zeros of the product and cross-product of
Bessel and modified Bessel functions of the first kind. This is analogous to the distribution of the real zeros
of Bessel functions of the first kind, deduced by Lommel, and later by Hurwitz. As a consequence some
geometric properties of the normalized forms of the cross-product and product of Bessel and modified
Bessel functions of the first kind are studied. For the cross-product and the product three different
kind of normalization are investigated and for each of the six functions the radii of starlikeness and
convexity are precisely determined by using their Hadamard factorization. For these radii of starlikeness
and convexity tight lower and upper bounds are given via Euler-Rayleigh inequalities. Necessary and
sufficient conditions are also given for the parameters such that the six normalized functions are starlike
and convex in the open unit disk.
2.1. Reality of the zeros of Φν and Πν. The following result is very important in the study of the
geometric properties of the product and cross-product of Bessel and modified Bessel functions of the first
kind, however it is also of independent interest. This result is based on general results on zeros of entire
functions by Runckel [Ru69] and it is analogous to the celebrated result of von Lommel, which states
that when ν > −1 all the zeros of Jν are real. The reality of the zeros of Πν is equivalent to this result,
however the proof stated in this paper is completely different from Lommel’s approach.
Theorem 1. If ν > −1, then the functions Φν and Πν have infinitely many zeros, which are all real.
2.2. The reality of the zeros of two hypergeometric polynomials. The above result can be written
equivalently as follows. The proof of this result was motivated by the paper of Dimitrov and Ben Cheikh
[DC09] in which an alternative proof of von Lommel’s result on the reality of the zeros of Bessel functions
was given.
Theorem 2. If ν > −1 and n ∈ N, then all zeros of the hypergeometric polynomials
1F3
(
−n; ν + 1, ν
2
+ 1,
ν
2
+
3
2
; z
)
and 1F3
(
−n; ν + 1, ν
2
+
1
2
,
ν
2
+ 1; z
)
are real.
2.3. The Fourier critical points of the normalized forms of Φν and Πν. To define the notion of
the Fourier critical point let f be a real entire function defined in an open interval (a, b) ⊂ R. Let l ∈ N and
suppose that c ∈ (a, b) is a zero of f (l)(x) of multiplicity m ∈ N, that is, f (l)(c) = · · · = f (l+m−1)(c) = 0
and f (l+m)(c) 6= 0. Now, let k = 0 if f (l−1)(c) = 0, otherwise let
k =

m/2, if m is even,
(m+ 1)/2, if m is odd and f (l−1)(c)f (l+m)(c) > 0,
(m− 1)/2, if m is odd and f (l−1)(c)f (l+m)(c) < 0.
Then we say that f (l)(x) has k critical zeros and m − k noncritical zeros at x = c. A point in (a, b) is
said to be a Fourier critical point of f if some derivative of f has a critical zero at the point. For more
details on Fourier critical points we refer to [KK00]. Now, we consider the real entire functions
λΦν (z) =
∑
n≥0
1
Γ (ν + n+ 1)Γ (ν + 2n+ 2)
zn
n!
and
λΠν (z) =
∑
n≥0
1
Γ (ν + n+ 1)Γ (ν + 2n+ 1)
zn
n!
,
which satisfy
2
(z
2
)2ν+1
λΦν
(
− z
4
16
)
= Φν(z) and
(z
2
)2ν
λΠν
(
− z
4
16
)
= Πν(z).
Note that the functions λΦν and λ
Π
ν have growth order
1
4 and consequently they are of genus 0. Thus,
according to the fact that every real entire function of genus 0 has just as many Fourier critical points as
couples of nonreal zeros (see [KK00, Theorem 4.1]), Theorem 1 can be written equivalently as follows.
Theorem 3. If ν > −1, then λΦν and λΠν have no Fourier critical points.
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It is worth to mention that the result applied above on the equality of the number of Fourier critical
points and number of couples of nonreal zeros implies actually a longstanding conjecture, the so-called
Fourier-Po´lya conjecture, which states that a real integral function of genus 0 has just as many Fourier
critical points as couples of imaginary zeros. For more details we refer to the paper [KK00] and to the
references therein.
Motivated by Hurwitz theorem on the distribution of the real and nonreal zeros of Bessel functions of
the first kind and its alternative proof by Ki and Kim [KK00] it is natural to ask about the distribution
of the zeros of the products considered in this paper.
Open Problem 1. When ν < −1 find the number of nonreal zeros of the products Φν and Πν or
equivalently find the number of Fourier critical points of the functions λΦν and λ
Π
ν .
2.4. The radii of starlikeness of the normalized forms of Φν and Πν. Let Dr be the open disk
{z ∈ C : |z| < r} , where r > 0 and D1 = D. As usual, with A we denote the class of analytic functions
f : Dr → C which satisfy the usual normalization conditions f(0) = f ′(0)−1 = 0. Let us denote by S the
class of functions belonging to A which are univalent in Dr and let S⋆(α) be the subclass of S consisting
of functions which are starlike of order α in Dr, where 0 ≤ α < 1. The analytic characterization of this
class of functions is
S⋆(α) =
{
f ∈ S : Re
(
zf ′(z)
f(z)
)
> α for all z ∈ Dr
}
and we adopt the convention S⋆ = S⋆(0). The real number
r⋆α(f) = sup
{
r > 0 : Re
(
zf ′(z)
f(z)
)
> α for all z ∈ Dr
}
is called the radius of starlikeness of order α of the function f. It is worth to mention that r⋆(f) = r⋆0(f)
is the largest radius such that the image region f(Dr⋆(f)) is a starlike domain with respect to the origin.
Since neither Φν , nor Πν belongs to A, first we perform some natural normalization. Of course there
exist infinitely many such kind of normalization, however, we restricted ourselves to the following three
kind of normalization of which analogue for Bessel functions of the first kind were extensively studied in
the literature. For ν > −1 we define three functions originating from Φν :
fν(z) =
(
22νΓ (ν + 1)Γ (ν + 2)Φν(z)
) 1
2ν+1 , ν 6= −1
2
,
gν(z) = 2
2νz−2νΓ (ν + 1)Γ (ν + 2)Φν(z)
and
hν(z) = 2
2νz−
ν
2
+ 3
4Γ (ν + 1)Γ (ν + 2)Φν(
4
√
z).
Similarly, we associate with Πν the functions
uν(z) =
(
22νΓ2 (ν + 1)Πν(z))
) 1
2ν , ν 6= 0,
vν(z) = 2
2νz−2ν+1Γ2 (ν + 1)Πν(z)
and
wν(z) = 2
2νz−
ν
2
+1Γ2 (ν + 1)Πν(
4
√
z).
Clearly the functions fν , gν , hν , uν , vν and wν belong to the class A. The following main results we
establish concern the radii of starlikeness of Φν and Πν , and read as follows. Throughout in the sequel
we suppose that 0 ≤ α < 1.
Theorem 4. a) If ν > − 12 , then r⋆α(fν) = xν,α,1 where xν,α,1 is the smallest positive root of
rΦ′ν(r)− α(2ν + 1)Φν(r) = 0.
Moreover, if ν ∈ (−1,− 12) then r⋆α(fν) = xν,α where xν,α is the unique root of the equation√
irΦ′ν(
√
ir)− α(2ν + 1)Φν(
√
ir) = 0.
b) If ν > −1, then r⋆α(gν) = yν,α,1 where yν,α,1 is the smallest positive root of the equation
rΦ′ν(r) − (α+ 2ν)Φν(r) = 0.
c) If ν > −1, then r⋆α(hν) = zν,α,1 where zν,α,1 is the smallest positive root of the equation
r
1
4Φ′ν(r
1
4 )− (4α+ 2ν − 3)Φν(r 14 ) = 0.
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Theorem 5. a) If ν > 0, then r⋆α(uν) = δν,α,1 where δν,α,1 is the smallest positive root of
rΠ′ν(r) − 2ανΠν(r) = 0.
Moreover, if ν ∈ (−1, 0) then r⋆α(uν) = δν,α where δν,α is the unique root of the equation√
irΠ′ν(
√
ir)− 2ανΠν(
√
ir) = 0.
b) If ν > −1, then r⋆α(vν) = ρν,α,1 where ρν,α,1 is the smallest positive root of the equation
rΠ′ν(r) − (α+ 2ν − 1)Πν(r) = 0.
c) If ν > −1, then r⋆α(wν) = σν,α,1 where σν,α,1 is the smallest positive root of the equation
r
1
4Π′ν(r
1
4 )− 2(2α+ ν − 2)Πν(r 14 ) = 0.
2.5. Bounds for the radii of starlikeness of the normalized forms of Φν and Πν. Now we are
going to present some tight lower and upper bounds for the radii of starlikeness of the six normalized
functions. Our approach include the Euler-Rayleigh inequalities (for such inequalities involving zeros of
Bessel functions of the first kind we refer to [Wa44, p. 501] and to [IM95]) and the fact that the so-called
Laguerre-Po´lya class of real entire functions is closed under differentiation. It is worth to mention that the
inequalities presented in the following six theorems are only the first three corresponding Euler-Rayleigh
inequalities, and of course they can be improved by considering higher order Euler-Rayleigh inequalities.
In other words, in each of the following six theorems there exist an increasing sequence of functions in
terms of ν and a decreasing sequence of functions in terms of ν such that the corresponding radii of
starlikeness are between these two sequences. The first set of results in this subsection concerns some
tight bounds for the radii of starlikeness of the functions fν , gν and hν . In the sequel we use the so-called
Pochhammer symbol (a)n = a(a+ 1). . .(a+ n− 1) for a 6= 0.
It is important to mention here that although the following six theorems were deduced to delimitate
the radii of starlikeness of the normalized products of Bessel and modified Bessel functions of the first
kind, the results presented here are interesting in their own right because provide actually tight lower and
upper bounds for the first positive zeros of some special functions. Similar results were used often in the
literature of applied mathematics concerning the zeros of Bessel functions itself. Moreover, very recently
some lower and upper bounds for γν,1 (obtained in [BPS] and similar to what we have in Theorem 6
for γ′ν,1) were used by O¨zer and S¸engu¨l [O¨S¸16] in their study of the linearized stability and transitions
for the Poiseuille flow of a second grade fluid (which is a model for non-Newtonian fluids) in order to
compute the corresponding critical Reynolds number.
Theorem 6. The radius of starlikeness r⋆(fν), denoted by γ
′
ν,1, satisfies
r⋆(fν) = γ
′
ν,1 <
4
√
4(ν + 1)3(2ν + 1)
for each ν > − 12 . Moreover, if ν > − 12 , then γ′ν,1 satisfies
4
√
16 (2ν + 1) (ν + 1)3
2ν + 5
< γ′ν,1 <
4
√
16 (2ν + 1) (2ν + 5) (ν + 1)5
20ν3 + 184ν2 + 529ν + 473
,
8
√
28 (2ν + 1)2 (ν + 1)3(ν + 1)5
20ν3 + 184ν2 + 529ν + 473
< γ′ν,1 <
4
√
8 (ν + 1)3 (ν + 6) (ν + 7) (2ν + 1) (20ν
3 + 184ν2 + 529ν + 473)
ν1
and
12
√
211 (2ν + 1)3 ((ν + 1)3)
2 (ν + 1)7
ν1
< γ′ν,1 <
4
√
32 (ν + 1)5 (ν + 8) (ν + 9) (2ν + 1) ν1
ν2
,
where
ν1 = 168ν
5 + 2876ν4 + 18 590ν3 + 57 349ν2 + 84 874ν + 48 267
and
ν2 = 6864ν
9 + 245 792ν8 + 3802 808ν7+ 33 438 984ν6+ 184 372 941ν5+ 661 304 856ν4
+1542 867 228ν3+ 2256 870 262ν2+ 1877 042 671ν+ 675 828 138.
The following two theorems are related to some lower and upper bounds for radii of starlikeness of the
normalized forms gν and hν .
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Theorem 7. The radius of starlikeness r⋆(gν) satisfies r
⋆(gν) <
4
√
4(ν + 1)3 for each ν > −1. Moreover,
under the same condition it satisfies
4
√
16(ν + 1)3
5
< r⋆(gν) <
4
√
80(ν + 1)5
16ν2 + 189ν + 473
,
8
√
28(ν + 1)3(ν + 1)5
16ν2 + 189ν + 473
< r⋆(gν) <
4
√
8(ν + 1)3(ν + 6)(ν + 7) (16ν2 + 189ν + 473)
ν3
and
12
√
211 ((ν + 1)3)
2
(ν + 1)7
ν3
< r⋆(gν) <
4
√
32(ν + 1)5(ν + 8)(ν + 9)ν3
ν4
,
where
ν3 = 32ν
4 + 824ν3 + 7969ν2 + 32 944ν + 48 267
and
ν4 = 256ν
8 + 13 568ν7 + 312 736ν6 + 4085 373ν5+ 32 951 080ν4
+167 370 756ν3+ 521 177 838ν2+ 907 600 351ν+ 675 828 138.
Theorem 8. The radius of starlikeness r⋆(hν) satisfies r
⋆(hν) < 16(ν +1)3 for each ν > −1. Moreover,
if ν > −1, then it satisfies
8(ν + 1)3 < r
⋆(hν) <
32 (ν + 1)5
ν2 + 24ν + 71
16
√
(ν + 1)3(ν + 1)5
ν2 + 24ν + 71
< r⋆(hν) <
16(ν + 1)3(ν + 6)(ν + 7)
(
ν2 + 24ν + 71
)
ν5
and
16
3
√
((ν + 1)3)
2
(ν + 1)7
ν5
< r⋆(hν) <
16(ν + 1)5(ν + 8)(ν + 9)ν5
ν6
,
where
ν5 = ν
4 + 37ν3 + 593ν2 + 3275ν + 5598
and
ν6 = ν
8 + 68ν7 + 2062ν6 + 36 519ν5 + 388 627ν4
+2477 862ν3+ 9218 508ν2 + 18 391 471ν+ 15 167 442.
The second set of results in this subsection concerns the bounds for the radii of starlikeness of the
functions uν , vν and wν . It is important to mention here that the method used in these six theorems
concerning bounds for the radii of starlikeness is not new, its origins goes back to Euler and Rayleigh,
see [IM95] for more details. As we mentioned above, the bounds deduced for the radii of starlikeness are
actually particular cases of the Euler-Rayleigh inequalities and it is possible to show that the deduced
lower bounds increase and the upper bounds decrease to the corresponding radii of starlikeness. The
fact that the lower bounds increase can be deduced directly from the corresponding Euler-Rayleigh
inequalities, while the fact that the upper bounds are decreasing is actually a consequence of the Cauchy-
Schwarz inequality. In other words, the inequalities presented in this paper can be improved by using
higher order Euler-Rayleigh inequalities. However, we restricted ourselves to the third Euler-Rayleigh
inequalities since these are already quite complicated. Moreover, it is of interest to mention that it is
possible to show that the radii of starlikeness of the six normalized functions considered in this paper
actually correspond to the radii of univalence. We recall that the radius of univalence of the function
f ∈ S is the largest radius r for which f maps univalently the open disk Dr into some domain. Some
similar results on the equality of the radii of starlikeness and univalence were proved recently by Aktas¸
et al. [ABY] for normalized Bessel, Struve and Lommel functions of the first kind by using the ideas of
Kreyszig and Todd [KT60], as well as of Wilf [Wi62].
Theorem 9. The radius of starlikeness r⋆(uν), denoted by tν,1, satisfies tν,1 <
4
√
8ν(ν + 1)2(ν + 2) for
each ν > 0. Moreover, if ν > 0, then tν,1 satisfies
2 4
√
ν(ν + 1)2 < tν,1 < 2
4
√
(ν)4 (ν + 1)2
5ν2 + 15ν + 12
,
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2
8
√
(ν)3 (ν)4 (ν + 1)
2
5ν2 + 15ν + 12
< tν,1 <
4
√
8ν (ν + 1)2 (ν + 3)3 (5ν
2 + 15ν + 12)
ν7
and
12
√
211ν(ν)4 (ν)6 (ν + 1)
4
ν7
< tν,1 < 2
4
√
2ν (ν + 1)2 (ν + 2)2 (ν + 4) (ν + 6) (ν + 7) ν7
ν8
,
where
ν7 = 21ν
4 + 173ν3 + 533ν2 + 717ν + 360
and
ν8 = 429ν
8 + 8688ν7 + 76 280ν6 + 377 494ν5 + 1148 139ν4
+2194 202ν3+ 2574 064ν2+ 1698 048ν + 483 840.
Theorem 10. The radius of starlikeness r⋆(vν) satisfies r
⋆(vν) <
4
√
4(ν + 1)2(ν + 2) for each ν > −1.
Moreover, if ν > −1, then it satisfies
2
4
√
(ν + 1)2(ν + 2)
5
< r⋆(vν) < 2
4
√
5 (ν + 1) (ν + 1)4
16ν2 + 157ν + 291
,
2
8
√
(ν + 1)4 (ν + 1)
3
(ν + 2)
16ν2 + 157ν + 291
< r⋆(vν) <
4
√
8 (ν + 1) (ν + 1)3 (ν + 5)2 (16ν
2 + 157ν + 291)
ν9
and
12
√
211(ν + 1)3(ν + 1)6 (ν + 1)
4
(ν + 2)
ν9
< r⋆(vν) < 2
4
√
2 (ν + 1)
2
(ν + 2) (ν + 4) (ν + 7) 2ν9
ν10
,
where
ν9 = 32ν
5 + 792ν4 + 7753ν3 + 35 977ν2 + 78 453ν + 64 469
and
ν10 = 256ν
8 + 11 520ν7 + 224 672ν6 + 2469 757ν5 + 16 606 040ν4
+69 429 816ν3+ 175 324 950ν2+ 243 560 267ν+ 142 215 442,
Theorem 11. The radius of starlikeness r⋆(wν) satisfies r
⋆(wν) < 16(ν + 1)
2(ν + 2) for each ν > −1.
Moreover, under the same condition it satisfies
8(ν + 1)2(ν + 2) < r⋆(wν) <
32 (ν + 1) (ν + 1)4
ν2 + 22ν + 45
,
16 (ν + 1)2 (ν + 2)
√
(ν + 3)(ν + 4)
ν2 + 22ν + 45
< r⋆(wν) <
16 (ν + 1) (ν + 1)3 (ν + 5)2
(
ν2 + 22ν + 45
)
ν11
and
16 (ν + 1)2 (ν + 2) 3
√
(ν + 3)(ν + 3)4
ν11
< r⋆(wν) <
16 (ν + 1)
2
(ν + 2) (ν + 4) (ν + 7) (ν + 8) ν11
ν12
,
where
ν11 = ν
5 + 36ν4 + 584ν3 + 3554ν2 + 8919ν + 7834
and
ν12 = ν
8 + 60ν7 + 1610ν6 + 25 303ν5 + 229 535ν4
+1199 202ν3+ 3542 412ν2 + 5461 979ν + 3396 826.
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2.6. The radii of convexity of the normalized forms of Φν and Πν. Let K(β) be the subclass of S
consisting of functions which are convex of order β in Dr, where 0 ≤ β < 1. The analytic characterization
of this class of functions is
K(β) =
{
f ∈ S : Re
(
1 +
zf ′′(z)
f ′(z)
)
> β for all z ∈ Dr
}
,
and for β = 0 it reduces to the class K of convex functions. The real number
rcβ(f) = sup
{
r > 0 : Re
(
1 +
zf ′′(z)
f ′(z)
)
> β for all z ∈ Dr
}
,
is called the radius of convexity of order β of the function f. Note that rc(f) = rc0(f) is the largest radius
such that the image region f(Drc(f)) is a convex domain in C.
The following set of main results concerns the radii of convexity.
Theorem 12. a) If ν > − 12 , then rcα(fν) is the smallest positive root of
1 +
rΦ′′ν(r)
Φ′ν(r)
+
(
1
2ν + 1
− 1
)
rΦ′ν(r)
Φν(r)
= α.
b) If ν > −1, then rcα(gν) is the smallest positive root of
−2ν + r (1 − 2ν)Φ
′
ν(r) + rΦ
′′
ν(r)
−2νΦν(r) + rΦ′ν(r)
= α.
c) If ν > −1, then rcα(hν) is the smallest positive root of
3− 2ν + r 14 (4− 2ν)Φ
′
ν(r
1
4 ) + r
1
4Φ′′ν (r
1
4 )
(3− 2ν)Φν(r 14 ) + r 14Φ′ν(r
1
4 )
= 4α.
Moreover, we have the inequalities rcα(fν) < γ
′
ν,1 < γν,1, r
c
α(gν) < ζν,1 < γν,1, and r
c
α(hν) < ξν,1 < γν,1
where ζν,1 and ξν,1 are the first positive zeros of z 7→ zΦ′ν(z)−2νΦν(z) and z 7→ zΦ′ν(z)− (2ν − 3)Φν(z),
while γν,1 and γ
′
ν,1 denote the first positive zeros of Φν and Φ
′
ν , respectively.
Theorem 13. a) If ν > 0, then rcα(uν) is the smallest positive root of
1 +
rΠ′′ν(r)
Π′ν(r)
+
(
1
2ν
− 1
)
rΠ′ν(r)
Πν(r)
= α.
b) If ν > −1, then rcα(vν) is the smallest positive root of
1− 2ν + r (2 − 2ν)Π
′
ν(r) + rΠ
′′
ν(r)
(1 − 2ν)Πν(r) + rΠ′ν(r)
= α.
c) If ν > −1, then rcα(wν) is the smallest positive root of
4− 2ν + r 14 (5− 2ν)Π
′
ν(r
1
4 ) + r
1
4Π′′ν (r
1
4 )
(4− 2ν)Πν(r 14 ) + r 14Π′ν(r
1
4 )
= 4α.
Moreover, we have rcα(uν) < j
′
ν,1 < jν,1, r
c
α(vν) < ϑν,1 < jν,1, and r
c
α(wν) < ων,1 < jν,1, where ϑν,1
and ων,1 are the first positive zeros of z 7→ zΠ′ν(z) − (2ν − 1)Πν(z) and z 7→ zΠ′ν(z) − (2ν − 4)Πν(z),
while jν,1 and j
′
ν,1 denote the first positive zeros of Jν and J
′
ν , respectively.
2.7. Bounds for the radii of convexity of the normalized forms of Φν and Πν. Proceeding
similarly as in the proof of the bounds for the radii of starlikeness of the normalized products, in this
subsection our aim is to present some lower and upper bounds for the radii of convexity of the functions
gν , hν , vν and wν . These bounds are also particular cases of Euler-Rayleigh inequalities and consequently
they can be improved by using higher order Euler-Rayleigh inequalities. We restricted here ourselves
only to the first two Euler-Rayleigh inequalities.
Theorem 14. The radius of convexity rc(gν) satisfies r
c(gν) <
4
√
4(ν+1)3
5 for each ν > −1. Moreover, if
ν > −1, then the radius of convexity of gν satisfies
2
4
√
(ν + 1)3
25
< rc(gν) < 2
4
√
25(ν + 1)5
ν13
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and
2 8
√
(ν + 1)3(ν + 1)5
ν13
< rc(gν) <
4
√
8(ν + 1)3(ν + 6)(ν + 7)ν13
3ν14
,
where
ν13 = 544ν
2 + 5301ν + 12 257
and
ν14 = 2112ν
4 + 48 784ν3 + 417 279ν2 + 1556 904ν + 2123 797.
Theorem 15. The radius of convexity rc(hν) satisfies r
c(hν) < 8(ν + 1)3 for each ν > −1. Moreover, if
ν > −1, then the radius of convexity of hν satisfies
4 (ν + 1)3 < r
c(hν) <
64 (ν + 1)5
7ν2 + 108ν + 293
and
16(ν + 1)3
√
(ν + 4)2
ν15
< rc(hν) <
8 (ν + 1)3 (ν + 6)2 ν15
3ν16
,
where
ν15 = 7ν
2 + 108ν + 293
and
ν16 = 3ν
4 + 91ν3 + 1059ν2 + 4965ν + 7834.
Theorem 16. The radius of convexity rc(vν) satisfies r
c(vν) <
4
√
4(ν+1)2(ν+2)
5 for each ν > −1. More-
over, if ν > −1, then the radius of convexity of vν satisfies
2
4
√
(ν + 1)2(ν + 2)
25
< rc(vν) < 2
4
√
25 (ν + 1) (ν + 1)4
ν17
and
2
8
√
(ν + 1)4 (ν + 1)
3
(ν + 2)
ν17
< rc(vν) <
4
√
8 (ν + 1) (ν + 1)3 (ν + 5)2 ν17
ν18
,
where
ν17 = 544ν
2 + 4213ν + 7419
and
ν18 = 6336ν
5 + 140 016ν4 + 1212 429ν3 + 5112 301ν2+ 10 459 449ν + 8300 897.
Theorem 17. The radius of convexity rc(wν) satisfies r
c(wν) < 8(ν + 1)
2(ν + 2) for each ν > −1.
Moreover, if ν > −1, then the radius of convexity of wν satisfies
4(ν + 1)2(ν + 2) < rc(wν) <
64 (ν + 1) (ν + 1)4
7ν2 + 94ν + 183
and
16 (ν + 1)
2
(ν + 2)
√
(ν + 3) (ν + 4)
ν19
< rc(wν) <
8 (ν + 1) (ν + 1)3 (ν + 5)2 ν19
ν20
,
where
ν19 = 7ν
2 + 94ν + 183
and
ν20 = 9ν
5 + 264ν4 + 3108ν3 + 16 222ν2 + 37 827ν + 32 138.
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2.8. Starlikeness of the normalized forms of Φν and Πν. The following set of results concerns
the necessary and sufficient conditions on starlikeness with respect to the origin for the six normalized
functions of the cross-product and product of Bessel and modified Bessel functions of the first kind.
Fig. 1 contains the graph of the left-hand sides of the equations (2.1), (2.2), (2.3), (2.4), (2.5) and (2.6)
when α = 0. As we can see in the proof of these results the key tools are the monotonicity properties
of the zeros of the cross-product and product with respect to the order. Motivated by the results from
[BS14], it would be interesting to see the counterparts of the following results for the convex case. For
the functions gν , hν , vν and wν we were able to deduce the counterparts of the following theorems in
the next subsection, however, for the functions fν and uν the determination of the order of convexity
remains an open problem, which can be of interest for further research. We mention that the particular
cases of part c of the following theorems when α = 0 have been deduced also in [ABP16], however, the
general case of the starlikeness of order α has not been considered there. It would be of interest to see if
the following results imply some close-to-convexity results on the derivatives of the normalized functions
fν , gν , hν , uν , vν and wν , similarly as it was proved in [ABP16] for hν and wν .
Theorem 18. a) The function fν is starlike of order α in D if and only if ν ≥ ν⋆α(fν), where ν⋆α(fν)
is the unique root of the equation
(2.1) 2Jν(1)Iν(1)− (α(2ν + 1) + 1) (Jν+1(1)Iν(1) + Jν(1)Iν+1(1)) = 0.
In particular, fν is starlike in D if and only if ν ≥ ν⋆0(fν) ≃ −0.44. . ., where ν⋆0 (fν) is the unique
root of the equation (2.1) when α = 0.
b) The function gν is starlike of order α in D if and only if ν ≥ ν⋆α(gν), where ν⋆α(gν) is the unique
root of the equation
(2.2) 2Jν(1)Iν(1)− (α+ 2ν + 1) (Jν+1(1)Iν(1) + Jν(1)Iν+1(1)) = 0.
In particular, gν is starlike in D if and only if ν ≥ ν⋆0(gν) ≃ −0.87. . ., where ν⋆0 (gν) is the unique
root of the equation (2.2) when α = 0.
c) The function hν is starlike of order α in D if and only if ν ≥ ν⋆α(hν), where ν⋆α(hν) is the unique
root of the equation
(2.3) Jν(1)Iν(1)− (2α+ ν − 1) (Jν+1(1)Iν(1) + Jν(1)Iν+1(1)) = 0.
In particular, hν is starlike in D if and only if ν ≥ ν⋆0(hν) ≃ −0.94. . ., where ν⋆0 (hν) is the unique
root of the equation (2.3) when α = 0.
Theorem 19. a) The function uν is starlike of order α in D if and only if ν ≥ ν⋆α(uν), where ν⋆α(uν)
is the unique root of the equation
(2.4) Jν(1)Iν+1(1)− Jν+1(1)Iν(1) + 2ν(1− α)Jν(1)Iν(1) = 0.
In particular, uν is starlike in D if and only if ν ≥ ν⋆0(uν) ≃ 0.05. . ., where ν⋆0 (uν) is the unique
root of the equation (2.4) when α = 0.
b) The function vν is starlike of order α in D if and only if ν ≥ ν⋆α(vν), where ν⋆α(vν) is the unique
root of the equation
(2.5) Jν(1)Iν+1(1)− Jν+1(1)Iν(1) + (1− α)Jν(1)Iν(1) = 0.
In particular, vν is starlike in D if and only if ν ≥ ν⋆0(vν) ≃ −0.53. . ., where ν⋆0 (vν) is the unique
root of the equation (2.5) when α = 0.
c) The function wν is starlike of order α in D if and only if ν ≥ ν⋆α(wν), where ν⋆α(wν) is the unique
root of the equation
(2.6) Jν(1)Iν+1(1)− Jν+1(1)Iν(1) + 4(1− α)Jν(1)Iν(1) = 0.
In particular, wν is starlike in D if and only if ν ≥ ν⋆0(wν) ≃ −0.69. . ., where ν⋆0 (wν) is the unique
root of the equation (2.6) when α = 0.
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Figure 1. The graph of the left-hand sides of the equations (2.1), (2.2), (2.3), (2.4),
(2.5) and (2.6) for α = 0.
2.9. Convexity of the normalized forms of Φν and Πν. Recently, the Watson formulas for the
zeros of Jν and J
′
ν were applied by Baricz and Sza´sz [BS14] in order to deduce necessary and sufficient
conditions for the parameter ν such that some normalized forms of Jν map the open unit disk into a convex
domain. As we can see below it is possible to deduce the order of convexity of the functions gν, hν , vν and
wν without appealing to Watson-type formulas for the expression like dγν,n/dν, dγ
′
ν,n/dν and dtν,n/dν
(here γν,n, γ
′
ν,n and tν,n are the nth positive zeros of the functions Φν , Φ
′
ν and Π
′
ν , respectively), however
the determination of the order of convexity for the functions fν and uν remains an open problem, and we
believe that one of the best ways to solve this problem is to deduce for the above mentioned derivatives
with respect to the order some Watson-type results, like what we have for djν,n/dν and dj
′
ν,n/dν, see
formulas 10.21.17 and 10.21.18 in [OLBC10] (here j′ν,n denotes the nth positive zero of J
′
ν).
Theorem 20. a) The function gν is convex of order α in the unit disk D if and only if ν ≥ νcα(gν),
where νcα(gν) is the unique positive root of the equation g
′′
ν (1) + (1− α)g′ν(1) = 0.
b) The function hν is convex of order α in D if and only if ν ≥ νcα(hν), where νcα(hν) is the unique
root of the equation h′′ν(1) + (1− α)h′ν(1) = 0.
Theorem 21. a) The function vν is convex of order α in the unit disk D if and only if ν ≥ νcα(vν),
where νcα(vν) is the unique positive root of the equation v
′′
ν (1) + (1− α)v′ν (1) = 0.
b) The function wν is convex of order α in D if and only if ν ≥ νcα(wν), where νcα(wν) is the unique
root of the equation w′′ν (1) + (1− α)w′ν(1) = 0.
We end this section with the following open problems.
Open Problem 2. Find the order of convexity of the functions fν and uν .
Open Problem 3. Find Watson-type formulas for the derivatives dγν,n/dν, dγ
′
ν,n/dν and dtν,n/dν.
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3. Preliminary Results
3.1. The Hadamard factorization of the functions Φν and Πν.
Lemma 1. [ABP16] If ν > −1 and z ∈ C then the Hadamard factorizations of Φν and Πν are
(3.1) Φν(z) =
z2ν+1
22νΓ (ν + 1)Γ (ν + 2)
∏
n≥1
(
1− z
4
γ4ν,n
)
and
(3.2) Πν(z) =
z2ν
22νΓ2 (ν + 1)
∏
n≥1
(
1− z
4
j4ν,n
)
,
where γν,n and jν,n are the nth positive zeros of the functions Φν and Jν . Moreover, the zeros γν,n satisfy
the interlacing inequalities jν,n < γν,n < jν,n+1 and jν,n < γν,n < jν+1,n for n ∈ N and ν > −1.
3.2. Monotonicity of quotients of power series. We will also need the following result (see [BK55,
PV97]), which was often used in problems concerning the monotonicity of quotients of some special
functions, like modified Bessel functions of the first kind, modified Struve and Lommel functions of
the first kind, Gaussian hypergeometric functions and other special functions which have power series
structure with positive coefficients.
Lemma 2. Consider the power series
f(x) =
∑
n≥0
anx
n and g(x) =
∑
n≥0
bnx
n,
where an ∈ R and bn > 0 for all n ≥ 0. Suppose that both series converge on (−r, r), for some r > 0.
If the sequence {an/bn}n≥0 is increasing (decreasing), then the function x 7→ f(x)/g(x) is increasing
(decreasing) too on (0, r). The result remains true for the power series
f(x) =
∑
n≥0
anx
4n and g(x) =
∑
n≥0
bnx
4n.
3.3. Zeros of hyperbolic polynomials and the Laguerre-Po´lya class of entire functions. In this
subsection we recall some necessary information about polynomials and entire functions with real zeros.
An algebraic polynomial is called hyperbolic if all its zeros are real. We formulate the following specific
statement that we shall need, see [BDOY16] for more details.
Lemma 3. Let p(x) = 1−a1x+a2x2−a3x3+ · · ·+(−1)nanxn = (1−x/x1) · · · (1−x/xn) be a hyperbolic
polynomial with positive zeros 0 < x1 ≤ x2 ≤ · · · ≤ xn, and normalized by p(0) = 1. Then, for any
constant C, the polynomial q(x) = Cp(x) − x p′(x) is hyperbolic. Moreover, the smallest zero η1 belongs
to the interval (0, x1) if and only if C < 0.
By definition a real entire function ψ belongs to the Laguerre-Po´lya class LP if it can be represented
in the form
ψ(x) = cxme−ax
2+βx
∏
k≥1
(
1 +
x
xk
)
e
− x
xk ,
with c, β, xk ∈ R, a ≥ 0, m ∈ N ∪ {0},
∑
x−2k < ∞. Similarly, φ is said to be of type I in the
Laguerre-Po´lya class, written ϕ ∈ LPI, if φ(x) or φ(−x) can be represented as
φ(x) = cxmeσx
∏
k≥1
(
1 +
x
xk
)
,
with c ∈ R, σ ≥ 0, m ∈ N ∪ {0}, xk > 0,
∑
1/xk < ∞. The class LP is the complement of the space
of hyperbolic polynomials in the topology induced by the uniform convergence on the compact sets of
the complex plane, while LPI is the complement of the hyperbolic polynomials whose zeros posses a
preassigned constant sign. Given an entire function ϕ with the Maclaurin expansion
ϕ(x) =
∑
n≥0
τn
xn
n!
,
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its Jensen polynomials are defined by
Pn(ϕ;x) = Pn(x) =
n∑
j=0
(
n
j
)
τjx
j .
The next result of Jensen [Je13] is a known characterization of functions belonging to LP .
Lemma 4. The function ϕ belongs to LP (LPI, respectively) if and only if all the polynomials Pn(ϕ;x),
n = 1, 2, . . ., are hyperbolic (hyperbolic with zeros of equal sign). Moreover, the sequence Pn(ϕ; z/n)
converges locally uniformly to ϕ(z).
The following result is one of the key tools in the proof of main results.
Lemma 5. If ν > −1, then for a < 1 the function z 7→ (2ν + a)Φν(z) − zΦ′ν(z), and for b < 0 the
function z 7→ (2ν + b)Πν(z)− zΠ′ν(z) can be represented in the form
Γ (ν + 1)Γ (ν + 2) [(2ν + a)Φν(z)− zΦ′ν(z)]=2
(z
2
)2ν+1
Ψν(z),
Γ2 (ν + 1) [(2ν + b)Πν(z))− zΠ′ν(z)]=
(z
2
)2ν
φν(z),
where Ψν and φν are entire functions belonging to the Laguerre-Po´lya class LP. Moreover, the smallest
positive zero of Ψν does not exceed γν,1, while the smallest positive zero of φν is less than jν,1.
Proof. Suppose that ν > −1. It is clear from Theorem 1 and Lemma 1 on the infinite product represen-
tation of z 7→ Υν(z) = 22νΓ (ν + 1)Γ (ν + 2) z−2ν−1Φν(z) that this function belongs to LP . This implies
that the function z 7→ Υν(2z 14 ) = Υ˜ν(z) belongs to LPI. Then it follows from Lemma 4 that its Jensen
polynomials
Pn(Υ˜ν ; ζ) =
n∑
k=0
(
n
k
)
1
(ν + 1)k (ν + 2)2k
(−ζ)k
are all hyperbolic. However, observe that the Jensen polynomials of z 7→ Ψ˜ν(z) = Ψν(2z 14 ) are simply
1
4
Pn(Ψ˜ν ; ζ) =
1
4
(a− 1) Pn(Υ˜ν ; ζ)− ζ P ′n(Υ˜ν ; ζ).
Lemma 3 implies that all zeros of Pn(Ψ˜ν ; ζ) are real and positive and that the smallest one precedes the
first zero of Pn(Υ˜ν ; ζ). In view of Lemma 4, the latter conclusion immediately yields that Ψ˜ν ∈ LPI
and that its first zero is less than γν,1. Finally, the first part of the statement of the lemma follows after
we go back from Ψ˜ν to Ψν by setting ζ =
z4
16 .
Similarly, the function z 7→ Ων(z) = 22νΓ2 (ν + 1) z−2νΠν(z) belongs to the Laguerre-Po´lya class of
entire functions, which implies that the function z 7→ Ων(2z 14 ) = Ων(z) belongs to LPI. Then it follows
from Lemma 4 that its Jensen polynomials
Pn(Ων ; ζ) =
n∑
k=0
(
n
k
)
1
(ν + 1)k (ν + 1)2k
(−ζ)k
are all hyperbolic. However, observe that the Jensen polynomials of z 7→ φ˜ν(z) = φν(2z 14 ) are simply
1
4
Pn(φ˜ν ; ζ) =
b
4
Pn(Ων ; ζ)− ζ P ′n(Ων ; ζ).
Lemma 3 implies that all zeros of Pn(φ˜ν ; ζ) are real and positive and that the smallest one precedes the
first zero of Pn(Ων ; ζ). In view of Lemma 4, the latter conclusion immediately yields that φ˜ν ∈ LPI and
that its first zero precedes jν,1. Thus, the second part of the statement of this lemma follows after we go
back from φ˜ν to φν by setting ζ =
z4
16 . 
3.4. The Hadamard factorization of the derivatives of Φν and Πν. The following infinite product
representations are the Hadamard factorizations for the derivatives of Φν and Πν .
Lemma 6. For z ∈ C the Hadamard factorizations of Φ′ν and Π′ν are as follows: if ν > − 12 then
(3.3) Φ′ν(z) =
(2ν + 1)
(
z
2
)2ν
Γ (ν + 1)Γ (ν + 2)
∏
n≥1
(
1− z
4
γ′4ν,n
)
,
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and if ν > 0 then
(3.4) Π′ν(z) =
ν
(
z
2
)2ν−1
Γ2 (ν + 1)
∏
n≥1
(
1− z
4
t2ν,n
)
,
where γ′ν,n,and tν,n are the nth positive zeros of the functions Φ
′
ν and Π
′
ν , respectively. Moreover, if
ν > − 12 then the zeros γν,n and γ′ν,n interlace; and if ν > 0 then the zeros jν,n and tν,n interlace.
Proof. From (1.1) we have that
1
2ν + 1
Γ (ν + 1)Γ (ν + 2) 22νz−2νΦ′ν(z) =
1
2ν + 1
∑
n≥0
(−1)n (2ν + 4n+ 1)
24nn! (ν + 1)n (ν + 2)2n
z4n
and
lim
n→∞
n logn
4n log 2 + log Γ (n+ 1) + log (ν + 1)n + log (ν + 2)2n − log (2ν + 4n+ 1)
=
1
4
.
Here we used n! = Γ (n+ 1) and
lim
n−→∞
log Γ (bn+ c)
n logn
= b,
where b and c are positive constants. In view of the formula of the growth order of entire functions [Le96,
p. 6] we infer that the above entire function is of growth order ρ = 14 , and thus by applying Hadamard’s
Theorem [Le96, p. 26] the infinite product representation of Φ′ν can be written indeed as in (3.3).
According to Theorem 1 the function z 7→ Υν(z) = 22νΓ (ν + 1)Γ (ν + 2) z−2ν−1Φν(z) belongs to LP
(since the exponential factors in the infinite product are canceled because of the symmetry of the zeros
±γν,n, n ∈ N, with respect to the origin), it follows that it satisfies the Laguerre inequality (see [Sk54])
(3.5)
(
Υ(n)ν (x)
)2
−Υ(n−1)ν (x)Υ(n+1)ν (x) > 0,
where ν > − 12 and z ∈ R. On the other hand, we have that
Υ′ν(z) = 2
2νΓ (ν + 1)Γ (ν + 2) z−2ν−2 [zΦ′ν(z)− (2ν + 1)Φν(z)] ,
Υ′′ν (z) = 2
2νΓ (ν + 1)Γ (ν + 2) z−2ν−3
[
z2Φ′′ν (z)− 2 (2ν + 1) zΦ′ν(z) + (2ν + 1) (2ν + 2)Φν(z)
]
and thus the Laguerre inequality (3.5) for n = 1 is equivalent to
24νΓ2 (ν + 1)Γ2 (ν + 2) z−4ν−4
[
z2 (Φ′ν(z))
2 − z2Φν(z)Φ′′ν(z)− (2ν + 1) (Φν(z))2
]
> 0.
This implies that
(3.6) (Φ′ν(z))
2 −Φν(z)Φ′′ν(z) >
(2ν + 1) (Φν(z))
2
z2
> 0
for ν > − 12 and z ∈ R, and thus z 7→ Φ′ν(z)/Φν(z) is decreasing on (0,∞)\ {γν,n : n ∈ N} . Since the
zeros γν,n of the function Φν are real and simple
1, Φ′ν(z) does not vanish in γν,n, n ∈ N. Thus, for
a fixed k ∈ N the function z 7→ Φ′ν(z)/Φν(z) takes the limit ∞ when z ց γν,k−1, and the limit −∞
when z ր γν,k. Moreover, since z 7→ Φ′ν(z)/Φν(z) is decreasing on (0,∞)\ {γν,n : n ∈ N} it results that
in each interval (γν,k−1, γν,k) its restriction intersects the horizontal line only once, and the abscissa of
this intersection point is exactly γ′ν,k. Consequently, the zeros γν,n and γ
′
ν,n interlace. Here we used the
convention γν,0 = 0.
By means of (3.2) we have
1
2ν
Γ2 (ν + 1) 22νz−2ν+1Π′ν(z) =
1
2ν
∑
n≥0
(−1)n (2ν + 4n)
24nn! (ν + 1)n (ν + 1)2n
z4n
of which growth order can be written as
lim
n→∞
n logn
4n log 2 + log Γ (n+ 1) + log (ν + 1)n + log (ν + 1)2n − log (2ν + 4n)
=
1
4
.
By Hadamard’s Theorem [Le96, p. 26] the infinite product representation of Π′ν is exactly as in (3.4).
1If the zeros γν,n would be not simple, let us suppose that are of multiplicity two for example, then we would have a
contradiction with the inequality (3.6).
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According to Theorem 1 the function z 7→ Ων(z) = 22νΓ2 (ν + 1) z−2νΠν(z) belongs to LP (since
the exponential factors in the infinite product are canceled because of the symmetry of the zeros ±jν,n,
n ∈ N, with respect to the origin). On the other hand, we have that
Ω′ν(z) = 2
2νΓ2 (ν + 1) z−2ν−1 [zΠ′ν(z)− 2νΠν(z)] ,
Ω′′ν (z) = 2
2νΓ2 (ν + 1) z−2ν−2
[
z2Π′′ν(z)− 4νzΠ′ν(z) + 2ν (2ν + 1)Πν(z)
]
and thus the Laguerre inequality (see [Sk54])(
Ω(n)ν (x)
)2
−Ω(n−1)ν (x)Ω(n+1)ν (x) > 0
for n = 1 is equivalent to
24νΓ4 (ν + 1) z−4ν−2
[
z2 (Π′ν(z))
2 − z2Πν(z)Π′′ν(z)− 2ν (Πν(z))2
]
> 0.
This implies that
(Π′ν(z))
2 −Πν(z)Π′′ν(z) >
2ν (Πν(z))
2
z2
> 0
for ν > 0 and z ∈ R, and thus z 7→ Π′ν(z)/Πν(z) is decreasing on (0,∞)\ {jν,n : n ∈ N} . Since the
zeros jν,n of the function Πν are real and simple, Π
′
ν(z) does not vanish in jν,n, n ∈ N. Thus, for a
fixed k ∈ N the function z 7→ Π′ν(z)/Πν(z) takes the limit ∞ when z ց jν,k−1, and the limit −∞
when z ր jν,k. Moreover, since z 7→ Π′ν(z)/Πν(z) is decreasing on (0,∞)\ {jν,n : n ∈ N} it results that
in each interval (jν,k−1, jν,k) its restriction intersects the horizontal line only once, and the abscissa of
this intersection point is exactly tν,k. Consequently, the zeros jν,n and tν,n interlace. Here we used the
convention jν,0 = 0. 
3.5. The Hadamard factorization of the derivatives of gν, hν, vν and wν . The next result contains
the Hadamard factorizations of the derivatives of gν , hν , vν and wν , which by means of Lemma 5 belong
to the Laguerre-Po´lya class LP and therefore when ν > −1 they have only real zeros.
Lemma 7. If ν > −1 then the functions g′ν , h′ν , v′ν and w′ν are entire functions of order ρ = 14 . Conse-
quently, their Hadamard factorizations for z ∈ C are of the form
g′ν(z) =
∏
n≥1
(
1− z
4
ζ4ν,n
)
, h′ν(z) =
∏
n≥1
(
1− z
ξ4ν,n
)
and
v′ν(z) =
∏
n≥1
(
1− z
4
ϑ4ν,n
)
, w′ν(z) =
∏
n≥1
(
1− z
ω4ν,n
)
,
where ζν,n and ξν,n are the nth positive zeros of z 7→ zΦ′ν(z)− 2νΦν(z) and z 7→ zΦ′ν(z)− (2ν − 3)Φν(z)
while ϑν,n and ων,n are the nth positive zeros of z 7→ zΠ′ν(z) − (2ν − 1)Πν(z) and z 7→ zΠ′ν(z) −
(2ν − 4)Πν(z).
Proof. We have that
g′ν(z) = 2
2νΓ (ν + 1)Γ (ν + 2) z−2ν−1 [zΦ′ν(z)− 2νΦν(z)] =
∑
n≥0
(−1)n (4n+ 1)z4n
n!24n (ν + 1)n (ν + 2)2n
,
h′ν(z) = 2
2ν−2Γ (ν + 1)Γ (ν + 2) z−
ν
2
− 1
4
[
z
1
4Φ′ν(z
1
4 )− (2ν − 3)Φν(z 14 )
]
=
∑
n≥0
(−1)n (n+ 1)zn
n!24n (ν + 1)n (ν + 2)2n
,
v′ν(z) = 2
2νΓ2 (ν + 1) z−2ν [zΠ′ν(z)− (2ν − 1)Πν(z)] =
∑
n≥0
(−1)n (4n+ 1)z4n
n!24n (ν + 1)n (ν + 1)2n
,
w′ν(z) = 2
2ν−2Γ2 (ν + 1) z−
ν
2
[
z
1
4Π′ν(z
1
4 )− (2ν − 4)Πν(z 14 )
]
=
∑
n≥0
(−1)n (n+ 1)zn
n!24n (ν + 1)n (ν + 1)2n
and since
lim
n→∞
n logn
4n log 2 + log Γ (n+ 1) + log (ν + 1)n + log (ν + a)2n − log (bn+ 1)
=
1
4
,
for each a, b > 0, it follows that each of the above entire functions have growth order 14 and hence their
genus is zero. Moreover, we know that the zeros ζν,n, ξν,n, ϑν,n and ων,n, n ∈ N, are real according to
Lemma 5, and with this the rest of the proof follows by applying Hadamard’s Theorem [Le96, p. 26]. 
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3.6. A monotonicity result on the zeros of Bessel functions. We know that the equation Jν(1) = 0
has a single root ν◦ = −0.77. . .. If ν > ν◦, then the smallest positive root of the equation Jν(z) = 0 is
jν,1 and jν,1 > 1. Moreover, if ν < ν
◦, then jν,1 ∈ (0, 1). The mapping ζ : (ν◦,∞)→ (0,∞), defined by
ζ(ν) =
∑
n≥1
1
j4ν,n − 1
+
∑
n≥1
j4ν,n
(j4ν,n − 1)2
,
is strictly decreasing and lim
ν→ν◦
ζ(ν) = +∞, lim
ν→∞
ζ(ν) = 0. Consequently the equation
1 =
∑
n≥1
1
j4ν,n − 1
+
∑
n≥1
j4ν,n
(j4ν,n − 1)2
has a unique root ν ∈ (ν◦,∞). Moreover, it is possible to show that ν ∈ (ν◦,− 12) . By using the second
Rayleigh sum for the zeros of Bessel functions of the first kind∑
n≥1
1
j4ν,n
=
1
24(ν + 1)2(ν + 2)
we have for ν > − 12 that ∑
n≥1
1
j4ν,n
≤ 1
24(1− 12 )2(2− 12 )
=
1
6
.
This implies that j4ν,n > 6 for ν > − 12 and n ∈ N, and this inequality is equivalent to
1
j4ν,n − 1
<
6
5
· 1
j4ν,n
.
Thus, we get
(3.7)
∑
n≥1
1
j4ν,n − 1
<
6
5
∑
n≥1
1
j4ν,n
<
6
5
· 1
6
=
1
5
,
which implies that ν ∈ (ν◦,− 12) .
Lemma 8. The function Θ : (ν,∞)→ R, defined by
(3.8) Θ(ν) = 1−
∑
n≥1
1
j4ν,n − 1
−
∑
n≥1
j4ν,n
(j4ν,n−1)
2
1− ∑
n≥1
1
j4ν,n−1
,
is strictly increasing.
Proof. We have to show that the functions Θ1,Θ2 : (ν,∞)→ R, defined by
Θ1(ν) =
∑
n≥1
1
j4ν,n − 1
, Θ2(ν) =
∑
n≥1
j4ν,n
(j4ν,n−1)
2
1− ∑
n≥1
1
j4ν,n−1
,
are strictly decreasing. Since jν,n is strictly increasing with respect to ν it follows that Θ1 is strictly
decreasing. On the other hand we have
Θ′2(ν) =
−∆(ν)(
1− ∑
n≥1
1
j4ν,n−1
)2 ,
where
∆(ν) =
∑
n≥1
4j3ν,n
djν,n
dν
(j4ν,n + 1)
(j4ν,n − 1)3
1−∑
n≥1
1
j4ν,n − 1
+∑
n≥1
4j3ν,n
djν,n
dν
(j4ν,n − 1)2
∑
n≥1
j4ν,n
(j4ν,n − 1)2
.
By using the inequality (3.7) and the fact that
djν,n
dν
> 0 for each n ∈ N and ν > −1, it follows that
∆(ν) > 0 and Θ′2(ν) < 0 for ν ∈ (ν,∞). 
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4. Proofs of the main results
Proof of Theorem 1. We consider the entire function f(z) =
∑
n≥0 anz
n.According to Runckel [Ru69,
Theorem 4] we know that if f can be represented as f(z) = eaz
2
h(z), where a ≤ 0 and h is of type
h(z) = cebz
∏
n≥1
(
1− z
cn
)
e
z
cn
with
∑
n≥1 |cn|−2 <∞, f has real zeros only (or no zeros at all), and G is of type
(4.1) G(z) = eβz
∏
n≥1
(
1 +
z
αn
)
e−
z
αn
with αn > 0, β ∈ R,
∑
n≥1 α
−2
n < ∞, then the function F (z) =
∑
n≥0 anG(n)z
n has real zeros only.
Now, consider the function
(4.2) 2ν−
1
2 z−ν−
1
2Φν(
√
2z) =
∑
n≥0
(−1)n ( z2)2n
n!Γ(ν + n+ 1)Γ(ν + 2n+ 2)
.
Since
1
Γ(z)
= zeγz
∏
n≥1
(
1 +
z
n
)
e−
z
n ,
the function
G(z) =
1
Γ
(
z
2 + ν + 1
)
Γ(z + ν + 2)
is of type (4.1) when ν > −1. Thus, if we choose f(z) = e−( z2 )
2
, then by using Runckel’s above mentioned
result we obtain that the function in (4.2) has real zeros only if ν > −1. This implies that the function
Φν has also real zeros only if ν > −1. Now, by choosing the same exponential function f and taking
G(z) =
1
Γ
(
z
2 + ν + 1
)
Γ(z + ν + 1)
,
which is of type (4.1) when ν > −1, a similar argument as before shows that the function
2νz−νΠν(
√
2z) =
∑
n≥0
(−1)n ( z2)2n
n!Γ(ν + n+ 1)Γ(ν + 2n+ 1)
has only real zeros when ν > −1 and consequently Πν has also only real zeros if ν > −1. 
Proof of Theorem 2. We consider the entire functions
1
2
z−
ν
2
− 1
4Φν(2
4
√
z) =
∑
n≥0
(−1)nzn
n!Γ(ν + n+ 1)Γ(ν + 2n+ 2)
and
z−
ν
2Πν(2
4
√
z) =
∑
n≥0
(−1)nzn
n!Γ(ν + n+ 1)Γ(ν + 2n+ 1)
,
which according to Theorem 1 belong to the class LP . In view of the relation (a)2n = 22n
(
a
2
)
n
(
a+1
2
)
n
the Jensen polynomials of the above entire functions can be written as
n∑
k=0
Ckn
(−1)kzk
Γ(ν + k + 1)Γ(ν + 2k + 2)
=
ν + 1
Γ2(ν + 2)
n∑
k=0
(−n)kzk
(ν + 1)k(ν + 2)2kk!
=
ν + 1
Γ2(ν + 2)
n∑
k=0
(−n)k
(ν + 1)k
(
ν+2
2
)
k
(
ν+3
2
)
k
(
z
4
)k
k!
=
ν + 1
Γ2(ν + 2)
· 1F3
(
−n; ν + 1, ν + 2
2
,
ν + 3
2
;
z
4
)
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and
n∑
k=0
Ckn
(−1)kzk
Γ(ν + k + 1)Γ(ν + 2k + 1)
=
1
Γ2(ν + 1)
n∑
k=0
(−n)kzk
(ν + 1)k(ν + 1)2kk!
=
1
Γ2(ν + 1)
n∑
k=0
(−n)k
(ν + 1)k
(
ν+1
2
)
k
(
ν+2
2
)
k
(
z
4
)k
k!
=
1
Γ2(ν + 1)
· 1F3
(
−n; ν + 1, ν + 1
2
,
ν + 2
2
;
z
4
)
.
Thus, by using Lemma 4 it follows that the zeros of the above hypergeometric polynomials are all real. 
Proof of Theorem 4. First we prove part a for ν > − 12 and parts b and c for ν > −1. We need to
show that for the corresponding values of ν and α the inequalities
(4.3) Re
(
zf ′ν(z)
fν(z)
)
> α, Re
(
zg′ν(z)
gν(z)
)
> α and Re
(
zh′ν(z)
hν(z)
)
> α
are valid for z ∈ Dr⋆α(fν), z ∈ Dr⋆α(gν) and z ∈ Dr⋆α(hν) respectively, and each of the above inequalities does
not hold in larger disks. It follows from (3.1) that
zf ′ν(z)
fν(z)
=
1
2ν + 1
zΦ′ν(z)
Φν(z)
= 1− 1
2ν + 1
∑
n≥1
4z4
γ4ν,n − z4
,
zg′ν(z)
gν(z)
= −2ν + zΦ
′
ν(z)
Φν(z)
= 1−
∑
n≥1
4z4
γ4ν,n − z4
and
zh′ν(z)
hν(z)
=
3
4
− ν
2
+
1
4
z
1
4Φ′ν(z
1
4 )
Φν(z
1
4 )
= 1−
∑
n≥1
z
γ4ν,n − z
.
On the other hand, it is known that [BS14] if z ∈ C and β ∈ R are such that β > |z|, then
(4.4)
|z|
β − |z| ≥ Re
(
z
β − z
)
.
Then the inequality
|z|4
γ4ν,n − |z|4
≥ Re
(
z4
γ4ν,n − z4
)
,
holds for every ν > −1, n ∈ N and |z| <γν,1. Therefore,
(4.5) Re
(
zf ′ν(z)
fν(z)
)
= 1− 1
2ν + 1
Re
∑
n≥1
4z4
γ4ν,n − z4
 ≥ 1− 1
2ν + 1
∑
n≥1
4 |z|4
γ4ν,n − |z|4
=
|z| f ′ν(|z|)
fν(|z|) ,
(4.6) Re
(
zg′ν(z)
gν(z)
)
= 1− Re
∑
n≥1
4z4
γ4ν,n − z4
 ≥ 1−∑
n≥1
4 |z|4
γ4ν,n − |z|4
=
|z| g′ν(|z|)
gν(|z|)
and
(4.7) Re
(
zh′ν(z)
hν(z)
)
= 1− Re
∑
n≥1
z
γ4ν,n − z
 ≥ 1−∑
n≥1
|z|
γ4ν,n − |z|
=
|z|h′ν(|z|)
hν(|z|) ,
where equalities are attained only when z = |z| = r. The above inequalities and the minimum principle
for harmonic functions imply that the corresponding inequalities in (4.3) hold if and only if |z| < xν,α,1,
|z| < yν,α,1 and |z| < zν,α,1, respectively, where xν,α,1, yν,α,1 and zν,α,1 are the smallest positive roots of
the equations
rf ′ν(r)/fν(r) = α, rg
′
ν(r)/gν(r) = α, rh
′
ν(r)/hν(r) = α.
Since their solutions coincide with the zeros of the functions
r 7→ rΦ′ν (r)− α(2ν + 1)Φν(r), r 7→ rΦ′ν(r) − (α+ 2ν)Φν(r),
r 7→ r 14Φ′ν(r
1
4 )− (4α+ 2ν − 3)Φν(r 14 ),
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the result we need follows from Lemma 5 by taking instead of a the values 2ν(α−1)+α, α and 4α − 3,
respectively. In other words, Lemma 5 shows that all the zeros of the above three functions are real
and their first positive zeros do not exceed the first positive zero γν,1. This guarantees that the above
inequalities hold. This completes the proof of part a when ν > − 12 , and parts b and c when ν > −1.
Now, to prove the statement for part a when ν ∈ (−1,− 12) we observe that the counterpart of (4.4) is
(4.8) Re
(
z
β − z
)
≥ −|z|
β + |z|
and it holds for all z ∈ C and β ∈ R such that β > |z| (see [BKS14]). From (4.8), we obtain the inequality
Re
(
z4
γ4ν,n − z4
)
≥ −|z|
4
γ4ν,n + |z|4
,
which holds for all ν > −1, n ∈ N and |z| <γν,1 and it implies that
Re
(
zf ′ν(z)
fν(z)
)
= 1− 1
2ν + 1
Re
∑
n≥1
4z4
γ4ν,n − z4
 ≥ 1 + 1
2ν + 1
∑
n≥1
4 |z|4
γ4ν,n + |z|4
=
√
i |z| f ′ν(
√
i |z|)
fν(
√
i |z|) .
In this case equality is attained if z =
√
i |z| = √ir. Moreover, the above inequality implies that
Re
(
zf ′ν(z)
fν(z)
)
> α
if and only if |z| < xν,α, where xν,α denotes the smallest positive root of
√
irf ′ν(
√
ir)/fν(
√
ir) = α, which
is equivalent to
√
irΦ′ν(
√
ir) − α(2ν + 1)Φν(
√
ir) = 0, for ν ∈
(
−1,−1
2
)
.
All we need to prove is that the above equation has actually only one root in (0,∞). Observe that,
according to Lemma 2, the function
r 7→
√
irΦ′ν(
√
ir)
Φν(
√
ir)
=
∑
n≥0
(4n+ 2ν + 1)
(
r
2
)4n
n!Γ (ν + n+ 1)Γ (ν + 2n+ 2)
/∑
n≥0
(
r
2
)4n
n!Γ (ν + n+ 1)Γ (ν + 2n+ 2)
is increasing on (0,∞) as a quotient of two power series whose positive coefficients form the increasing
“quotient sequence” {4n+ 2ν + 1}n≥0 . On the other hand, the above function tends to 2ν + 1 when
r → 0, so that its graph can intersect the horizontal line y = α (2ν + 1) > 2ν + 1 only once. This
completes the proof of part a of the theorem when ν ∈ (−1,− 12). 
Proof of Theorem 5. The proof of Theorem 5 is analogous to the proof of Theorem 4. First we prove
part a for ν > 0 and parts b and c for ν > −1. From (3.2) we have
zu′ν(z)
uν(z)
=
1
2ν
zΠ′ν(z)
Πν(z)
= 1− 1
2ν
∑
n≥1
4z4
j4ν,n − z4
,
zv′ν(z)
vν(z)
= 1− 2ν + zΠ
′
ν(z)
Πν(z)
= 1−
∑
n≥1
4z4
j4ν,n − z4
and
zw′ν(z)
wν(z)
= 1− ν
2
+
1
4
z
1
4Π′ν(z
1
4 )
Πν(z
1
4 )
= 1−
∑
n≥1
z
j4ν,n − z
.
On the other hand, by means of (4.4) we have the inequality
|z|4
j4ν,n − |z|4
≥ Re
(
z4
j4ν,n − z4
)
,
for every ν > −1, n ∈ N and |z| <jν,1. Therefore,
(4.9) Re
(
zu′ν(z)
uν(z)
)
≥ 1− 1
2ν
∑
n≥1
4 |z|4
j4ν,n − |z|4
=
|z|u′ν(|z|)
uν(|z|) ,
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(4.10) Re
(
zv′ν(z)
vν(z)
)
≥ 1−
∑
n≥1
4 |z|4
j4ν,n − |z|4
=
|z| v′ν(|z|)
vν(|z|)
and
(4.11) Re
(
zw′ν(z)
wν(z)
)
≥ 1−
∑
n≥1
|z|
j4ν,n − |z|
=
|z|w′ν(|z|)
wν(|z|) ,
where equalities are attained only when z = |z| = r. The above inequalities and the minimum principle
for harmonic functions imply that the inequalities
Re
(
zu′ν(z)
uν(z)
)
> α, Re
(
zv′ν(z)
vν(z)
)
> α and Re
(
zw′ν(z)
wν(z)
)
> α
hold if and only if |z| < δν,α,1, |z| < ρν,α,1 and |z| < σν,α,1, respectively, where δν,α,1, ρν,α,1 and σν,α,1
are the smallest positive roots of the equations
ru′ν(r)/uν(r) = α, rv
′
ν(r)/vν(r) = α, rw
′
ν (r)/wν(r) = α.
Since their solutions coincide with the zeros of the functions
r 7→ rΠ′ν(r) − 2ανΠν(r), r 7→ rΠ′ν(r)− (α+ 2ν − 1)Πν(r),
r 7→ r 14Π′ν(r
1
4 )− 2(2α+ ν − 2)Πν(r 14 ),
the result we need follows from Lemma 5 by taking instead of b the values 2ν(α−1), α− 1 and 4(α− 1),
respectively. In other words, Lemma 5 shows that all the zeros of the above three functions are real
and their first positive zeros do not exceed the first positive zero jν,1. This guarantees that the above
inequalities hold. This completes the proof of part a when ν > 0, and parts b and c when ν > −1.
Now, to prove the statement for part a when ν ∈ (−1, 0). From (4.8), we obtain the inequality
Re
(
z4
γ4ν,n − z4
)
≥ −|z|
4
j4ν,n + |z|4
,
which holds for all ν > −1, n ∈ N and |z| <jν,1 and it implies that
Re
(
zu′ν(z)
uν(z)
)
≥ 1 + 1
2ν
∑
n≥1
4 |z|4
j4ν,n + |z|4
=
√
i |z|u′ν(
√
i |z|)
uν(
√
i |z|) .
In this case equality is attained if z =
√
i |z| = √ir. Moreover, the above inequality implies that
Re
(
zu′ν(z)
uν(z)
)
> α
if and only if |z| < δν,α, where δν,α denotes the smallest positive root of
√
iru′ν(
√
ir)/uν(
√
ir) = α, which
is equivalent to √
irΠ′ν(
√
ir) − 2ανΠν(
√
ir) = 0, for ν ∈ (−1, 0) .
All we need to prove is that the above equation has actually only one root in (0,∞). Observe that,
according to Lemma 2, the function
r 7→
√
irΠ′ν(
√
ir)
Πν(
√
ir)
=
∑
n≥0
(4n+ 2ν)
(
r
2
)4n
n!Γ (ν + n+ 1)Γ (ν + 2n+ 1)
/∑
n≥0
(
r
2
)4n
n!Γ (ν + n+ 1)Γ (ν + 2n+ 1)
is increasing on (0,∞) as a quotient of two power series whose positive coefficients form the increasing
“quotient sequence” {4n+ 2ν}n≥0 . On the other hand, the above function tends to 2ν when r → 0, so
that its graph can intersect the horizontal line y = 2αν > 2ν only once. This completes the proof of part
a of the theorem when ν ∈ (−1, 0). 
Proof of Theorem 6. The radius of starlikeness of fν is the first positive root of the equation f
′
ν(z) = 0,
which is equivalent to Φ′ν(z) = 0. On the other hand, by using (3.1) we have that
zΦ′ν(z)
Φν(z)
= 2ν + 1−
∑
n≥1
4z4
γ4ν,n − z4
.
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Since the above expression vanishes at r⋆(fν) we obtain that
1
(r⋆(fν))4
=
1
2ν + 1
∑
n≥1
4
γ4ν,n − (r⋆(fν))4
>
1
2ν + 1
∑
n≥1
4
γ4ν,n
=
1
4(ν + 1)3(2ν + 1)
.
Here we used the first Rayleigh sum of the zeros γν,n computed in [BPS]. Now, we consider the infinite
sum and product representation of the function
z 7→ ϕν(z) = 1
2ν + 1
22νz
−ν
2 Γ (ν + 1)Γ (ν + 2)Φ′ν(
4
√
z).
We have
ϕν(z) =
∑
n≥0
(−1)n (2ν + 4n+ 1)
24nn! (2ν + 1) (ν + 1)n (ν + 2)2n
zn
and
ϕν(z) =
∏
n≥1
(
1− z
γ′4ν,n
)
,
according to Lemma 6. By using the Euler-Rayleigh inequalities τ
− 1
k
k < γ
′4
ν,1 <
τk
τk+1
, where τk =∑
n≥1 γ
′−4k
ν,n , we obtain the following inequalities for ν > − 12 and k ∈ N
4
√
τ
− 1
k
k < r
⋆(fν) < 4
√
τk
τk+1
.
Since
τ1 =
2ν + 5
16 (2ν + 1) (ν + 1)(ν + 2)(ν + 3)
, τ2 =
20ν3 + 184ν2 + 529ν + 473
28 (2ν + 1)
2
(ν + 1)3(ν + 1)5
,
τ3 =
ν1
211 (2ν + 1)
3
((ν + 1)3)
2
(ν + 1)7
and
τ4 =
ν2
216 (2ν + 1)
4
((ν + 1)3)
2
(ν + 1)5(ν + 1)9
,
where
ν1 = 168ν
5 + 2876ν4 + 18 590ν3 + 57 349ν2 + 84 874ν + 48 267
and
ν2 = 6864ν
9 + 245 792ν8 + 3802 808ν7+ 33 438 984ν6+ 184 372 941ν5+ 661 304 856ν4
+1542 867 228ν3+ 2256 870 262ν2+ 1877 042 671ν+ 675 828 138,
in particular, when k ∈ {1, 2, 3} we have the bounds for the smallest positive zero of derivative of cross-
product of Bessel functions. It is possible to have more tight bounds for other values of k ∈ N. 
Proof of Theorem 7. By using the first Rayleigh sum and the implicit relation for r⋆(gν) we get for
all ν > −1 that
1
(r⋆(gν))4
=
∑
n≥1
4
γ4ν,n − (r⋆(gν))4
>
∑
n≥1
4
γ4ν,n
=
1
4(ν + 1)3
.
Now, by using the Euler-Rayleigh inequalities it is possible to have more tight bounds for the radius of
starlikeness r⋆(gν). For this observe that the zeros of
gν(z) =
∑
n≥0
(−1)n
24nn! (ν + 1)n (ν + 2)2n
z4n+1
all are real when ν > −1, according to Theorem 1. Consequently, this function belongs to the Laguerre-
Po´lya class LP of real entire functions (see subsection 3.3 for more details), which are uniform limits
of real polynomials whose all zeros are real. Now, since the Laguerre-Po´lya class LP is closed under
differentiation, it follows that g′ν belongs also to the Laguerre-Po´lya class and hence all of its zeros are
real. Thus, the function z 7→ g˜ν(z) = g′ν( 4
√
z) has only positive real zeros and having growth order 14 it
can be written as the product (see Lemma 7)
g˜ν(z) =
∏
n≥1
(
1− z
ζ4ν,n
)
,
22 A´. BARICZ, R. SZA´SZ, AND N. YAG˘MUR
where ζν,n > 0 for each n ∈ N. Now, by using the Euler-Rayleigh sum σk =
∑
n≥1 ζ
−4k
ν,n and the infinite
sum representation of Φν we have
g˜′ν(z)
g˜ν(z)
=
∑
n≥1
−1
ζ4ν,n − z
=
∑
n≥1
∑
k≥0
−1
ζ4k+4ν,n
zk =
∑
k≥0
−σk+1zk, |z| < ζν,1,
g˜′ν(z)
g˜ν(z)
=
∑
n≥0
(−1)n+1(4n+ 5)
24n+4n! (ν + 1)n+1 (ν + 2)2n+2
zn
/∑
n≥0
(−1)n (4n+ 1)
24nn! (ν + 1)n (ν + 2)2n
zn.
From these relations it is possible to express the Euler-Rayleigh sums in terms of ν and by using the
Euler-Rayleigh inequalities σ
− 1
k
k < ζ
4
ν,1 <
σk
σk+1
we obtain the following inequalities for ν > −1 and k ∈ N
4
√
σ
− 1
k
k < r
⋆(gν) < 4
√
σk
σk+1
.
Since
σ1 =
5
16(ν + 1)3
, σ2 =
16ν2 + 189ν + 473
28(ν + 1)3(ν + 1)5
, σ3 =
ν3
211 ((ν + 1)3)
2 (ν + 1)7
,
and
σ4 =
ν4
216 ((ν + 1)3)
2
(ν + 1)5(ν + 1)9
,
in particular, when k ∈ {1, 2, 3} from the above Euler-Rayleigh inequalities we have the following in-
equalities
4
√
16(ν + 1)3
5
< r⋆(gν) <
4
√
80(ν + 1)5
16ν2 + 189ν + 473
,
8
√
28(ν + 1)3(ν + 1)5
16ν2 + 189ν + 473
< r⋆(gν) <
4
√
8(ν + 1)3(ν + 6)(ν + 7) (16ν2 + 189ν + 473)
ν3
,
12
√
211 ((ν + 1)3)
2
(ν + 1)7
ν3
< r⋆(gν) <
4
√
32(ν + 1)5(ν + 8)(ν + 9)ν⋆3
ν4
,
where
ν3 = 32ν
4 + 824ν3 + 7969ν2 + 32 944ν + 48 267,
ν4 = 256ν
8 + 13 568ν7 + 312 736ν6 + 4085 373ν5 + 32 951 080ν4
+167 370 756ν3+ 521 177 838ν2+ 907 600 351ν+ 675 828 138
and it is possible to have more tight bounds for other values of k ∈ N. 
Proof of Theorem 8. We have that
zh′ν(z)
hν(z)
=
1
z
−
∑
n≥1
1
γ4ν,n − z
,
which vanishes at r⋆(hν). In view of the first Rayleigh sum for the zeros of the cross-product of Bessel
functions of the first kind we get
1
r⋆(hν)
=
∑
n≥1
1
γ4ν,n − r⋆(hν)
>
∑
n≥1
1
γ4ν,n
=
1
16(ν + 1)3
.
Now, we consider the infinite sum representation of hν and its derivative
hν(z) =
∑
n≥0
(−1)n
24nn! (ν + 1)n (ν + 2)2n
zn+1,
h′ν(z) =
∑
n≥0
(−1)n (n+ 1)
24nn! (ν + 1)n (ν + 2)2n
zn.
The function hν has only real zeros for ν > −1 and belongs to the Laguerre-Po´lya class LP of real entire
functions, according to Theorem 1. Therefore h′ν belongs also to the Laguerre-Po´lya class LP and has
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also only real zeros. Moreover, it can be seen that the function h′ν has only positive real zeros and having
growth order 14 it can be written as the product (see Lemma 7)
h′ν(z) =
∏
n≥1
(
1− z
ξ4ν,n
)
,
where ξν,n > 0 for each n ∈ N. Now, by using the Euler-Rayleigh sum ρk =
∑
n≥1 ξ
−4k
ν,n and the infinite
sum representation of the function Φν we have
h′′ν(z)
h′ν(z)
=
∑
n≥1
−1
ξ4ν,n − z
=
∑
n≥1
∑
k≥0
−1
ξ4k+4ν,n
zk =
∑
k≥0
−ρk+1zk, |z| < ξν,1,
h′′ν (z)
h′ν(z)
=
∑
n≥0
(−1)n+1(n+ 2)
24n+4n! (ν + 1)n+1 (ν + 2)2n+2
zn
/∑
n≥0
(−1)n (n+ 1)
24nn! (ν + 1)n (ν + 2)2n
zn.
We can express the Euler-Rayleigh sums in terms of ν and by using the Euler-Rayleigh inequalities
ρ
− 1
k
k < ξ
4
ν,1 <
ρk
ρk+1
we get the following inequalities for ξ4ν,1 when ν > −1 and k ∈ N
ρ
− 1
k
k < r
⋆(hν) <
ρk
ρk+1
.
Since
ρ1 =
1
8(ν + 1)3
, ρ2 =
ν2 + 24ν + 71
28(ν + 1)3(ν + 1)5
, ρ3 =
ν5
212 ((ν + 1)3)
2
(ν + 1)7
and
ρ4 =
ν6
216 ((ν + 1)3)
2 (ν + 1)5(ν + 1)9
,
where
ν5 = ν
4 + 37ν3 + 593ν2 + 3275ν + 5598,
ν6 = ν
8 + 68ν7 + 2062ν6 + 36 519ν5 + 388 627ν4
+2477 862ν3+ 9218 508ν2 + 18 391 471ν+ 15 167 442,
in particular, when k ∈ {1, 2, 3} we have the inequalities of this theorem. 
Proof of Theorem 9. By using the first Rayleigh sum and the implicit relation for r⋆(uν), we obtain
for all ν > 0 that
1
(r⋆(uν))4
=
1
2ν
∑
n≥1
4
j4ν,n − (r⋆(uν))4
>
1
2ν
∑
n≥1
4
j4ν,n
=
1
8ν(ν + 1)2(ν + 2)
.
Now, we consider the infinite sum and product representation of the function
z 7→ χν(z) = 1
2ν
22νΓ2 (ν + 1) z
−ν
2
+ 1
4Π′ν(
4
√
z).
We have
χν(z) =
∑
n≥0
(−1)n (ν + 2n)
24nn!ν (ν + 1)n (ν + 1)2n
zn
and
χν(z) =
∏
n≥1
(
1− z
t4ν,n
)
,
according to Lemma 6. By using the Euler-Rayleigh inequalities η
− 1
k
k < t
4
ν,1 <
ηk
ηk+1
, where ηk =∑
n≥1 t
−4k
ν,n , we obtain the inequalities for ν > 0 and k ∈ N
4
√
η
− 1
k
k < r
⋆(uν) < 4
√
ηk
ηk+1
.
Since
η1 =
1
16ν(ν + 1)2
, η2 =
5ν2 + 15ν + 12
28 (ν)3 (ν)4 (ν + 1)
2 , η3 =
ν7
211ν(ν)4 (ν)6 (ν + 1)
4
and
η4 =
ν8
216 ((ν)3)
2
(ν)5 (ν)8 (ν + 1)
4 ,
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where
ν7 = 21ν
4 + 173ν3 + 533ν2 + 717ν + 360
and
ν8 = 429ν
8 + 8688ν7 + 76 280ν6 + 377 494ν5 + 1148 139ν4
+2194 202ν3+ 2574 064ν2+ 1698 048ν + 483 840,
in particular, when k ∈ {1, 2, 3} we have the bounds for the smallest positive zero of derivative of product
of Bessel functions. It is possible to have more tight bounds for other values of k ∈ N. 
Proof of Theorem 10. By using the first Rayleigh sum and the implicit relation for r⋆(vν), we get for
all ν > −1 that
1
(r⋆(vν))4
=
∑
n≥1
4
j4ν,n − (r⋆(vν))4
>
∑
n≥1
4
j4ν,n
=
1
4(ν + 1)2(ν + 2)
.
Now, by using the Euler-Rayleigh inequalities it is possible to have more tight bounds for the radius of
starlikeness r⋆(vν). For this we recall that according to Theorem 1 the zeros of
vν(z) =
∑
n≥0
(−1)n
24nn! (ν + 1)n (ν + 1)2n
z4n+1
all are real when ν > −1. Consequently, this function belongs to the Laguerre-Po´lya class LP of real
entire functions and since the Laguerre-Po´lya class LP is closed under differentiation, it follows that v′ν
belongs also to the Laguerre-Po´lya class. Consequently all of its zeros of v′ν are real when ν > −1. Thus,
the function z 7→ v˜ν(z) = v′ν( 4
√
z) has only positive real zeros and having growth order 14 it can be written
as the product (see Lemma 7)
v˜ν(z) =
∏
n≥1
(
1− z
ϑ4ν,n
)
,
where ϑν,n > 0 for each n ∈ N. Now, by using the Euler-Rayleigh sum ̺k =
∑
n≥1 ϑ
−4k
ν,n and the infinite
sum representation of Πν we have
v˜′ν(z)
v˜ν(z)
=
∑
n≥1
−1
ϑ4ν,n − z
=
∑
n≥1
∑
k≥0
−1
ϑ4k+4ν,n
zk =
∑
k≥0
−̺k+1zk, |z| < ϑν,1,
v˜′ν(z)
v˜ν(z)
=
∑
n≥0
(−1)n+1(4n+ 5)
24n+4n! (ν + 1)n+1 (ν + 1)2n+2
zn
/∑
n≥0
(−1)n (4n+ 1)
24nn! (ν + 1)n (ν + 1)2n
zn.
From these relations it is possible to express the Euler-Rayleigh sums in terms of ν and by using the
Euler-Rayleigh inequalities ̺
− 1
k
k < ϑ
4
ν,1 <
̺k
̺k+1
we obtain the inequalities for ν > −1 and k ∈ N
4
√
̺
− 1
k
k < r
⋆(vν) < 4
√
̺k
̺k+1
.
Since
̺1 =
5
16(ν + 1)2(ν + 2)
, ̺2 =
16ν2 + 157ν + 291
28(ν + 1)4 (ν + 1)
3
(ν + 2)
, ̺3 =
ν9
211(ν + 1)3(ν + 1)6 (ν + 1)
4
(ν + 2)
,
and
̺4 =
ν10
216(ν + 1)4(ν + 1)8 (ν + 1)
6
(ν + 2)
2 ,
where
ν9 = 32ν
5 + 792ν4 + 7753ν3 + 35 977ν2 + 78 453ν + 64 469
and
ν10 = 256ν
8 + 11 520ν7 + 224 672ν6 + 2469 757ν5 + 16 606 040ν4
+69 429 816ν3+ 175 324 950ν2+ 243 560 267ν+ 142 215 442,
in particular, when k ∈ {1, 2, 3} from the above Euler-Rayleigh inequalities we have the inequalities in
this theorem. 
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Proof of Theorem 11. We have that
zw′ν(z)
wν(z)
=
1
z
−
∑
n≥1
1
j4ν,n − z
,
which vanishes at r⋆(wν). In view of the first Rayleigh sum for the zeros of the Bessel functions of the
first kind we get
1
r⋆(wν)
=
∑
n≥1
1
j4ν,n − r⋆(wν)
>
∑
n≥1
1
j4ν,n
=
1
16(ν + 1)2(ν + 2)
.
Now, we consider the infinite sum representations of wν and its derivative
wν(z) =
∑
n≥0
(−1)n
24nn! (ν + 1)n (ν + 1)2n
zn+1,
w′ν(z) =
∑
n≥0
(−1)n (n+ 1)
24nn! (ν + 1)n (ν + 1)2n
zn.
According to Theorem 1 the function wν has only real zeros for ν > −1 and belongs to the Laguerre-
Po´lya class LP of real entire functions. Therefore w′ν belongs also to the Laguerre-Po´lya class LP and
consequently has also only real zeros. Moreover, the function w′ν has only positive real zeros and having
growth order 14 it can be written as the product (see Lemma 7)
w′ν(z) =
∏
n≥1
(
1− z
ω4ν,n
)
,
where ων,n > 0 for each n ∈ N. Now, by using the Euler-Rayleigh sum qk =
∑
n≥1 ω
−4k
ν,n and the infinite
sum representation of the function Πν we have
w′′ν (z)
w′ν(z)
=
∑
n≥1
−1
ω4ν,n − z
=
∑
n≥1
∑
k≥0
−1
ω4k+4ν,n
zk =
∑
k≥0
−qk+1zk, |z| < ων,1,
w′′ν (z)
w′ν(z)
=
∑
n≥0
(−1)n+1(n+ 2)
24n+4n! (ν + 1)n+1 (ν + 1)2n+2
zn
/∑
n≥0
(−1)n (n+ 1)
24nn! (ν + 1)n (ν + 1)2n
zn.
We can express the Euler-Rayleigh sums in terms of ν and by using the Euler-Rayleigh inequalities
q
− 1
k
k < ω
4
ν,1 <
qk
qk+1
we get the inequalities for ω4ν,1 when ν > −1 and k ∈ N
q
− 1
k
k < r
⋆(wν) <
qk
qk+1
.
Since
q1 =
1
8(ν + 1)2(ν + 2)
, q2 =
ν2 + 22ν + 45
28(ν + 1)4 (ν + 1)
3
(ν + 2)
, q3 =
ν11
212(ν + 1)3(ν + 1)6 (ν + 1)
4
(ν + 2)
and
q4 =
ν12
216(ν + 1)4(ν + 1)8 (ν + 1)
6 (ν + 2)2
,
where
ν11 = ν
5 + 36ν4 + 584ν3 + 3554ν2 + 8919ν + 7834
and
ν12 = ν
8 + 60ν7 + 1610ν6 + 25 303ν5 + 229 535ν4
+1199 202ν3+ 3542 412ν2 + 5461 979ν + 3396 826,
in particular, when k ∈ {1, 2, 3} we have the inequalities of this theorem. 
Proof of Theorem 12. a) Observe that
1 +
zf ′′ν (z)
f ′ν(z)
= 1 +
zΦ′′ν(z)
Φ′ν(z)
+
(
1
2ν + 1
− 1
)
zΦ′ν(z)
Φν(z)
, ν 6= −1
2
.
By means of (3.1) and (3.3) we have
(4.12)
zΦ′ν(z)
Φν(z)
= 2ν + 1−
∑
n≥1
4z4
γ4ν,n − z4
, 1 +
zΦ′′ν(z)
Φ′ν(z)
= 2ν + 1−
∑
n≥1
4z4
γ′4ν,n − z4
,
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and it follows that
1 +
zf ′′ν (z)
f ′ν(z)
= 1−
(
1
2ν + 1
− 1
)∑
n≥1
4z4
γ4ν,n − z4
−
∑
n≥1
4z4
γ′4ν,n − z4
, ν 6= −1
2
.
Now, suppose that ν ∈ (− 12 , 0]. By using (4.4), we obtain for all z ∈ Dγ′ν,1 the inequality
Re
(
1 +
zf ′′ν (z)
f ′ν(z)
)
> 1−
(
1
2ν + 1
− 1
)∑
n≥1
4r4
γ4ν,n − r4
−
∑
n≥1
4r4
γ′4ν,n − r4
,
where |z| = r. Moreover, observe that if we use the inequality [BS14, Lemma 2.1]
(4.13) λRe
(
z
a− z
)
− Re
(
z
b− z
)
> λ
|z|
a− |z| −
|z|
b− |z| ,
where a > b > 0, λ ∈ [0, 1] and z ∈ C such that |z| < b, then we get that the above inequality is also
valid when ν > 0. Here we used that the zeros γν,n and γ
′
ν,n interlace, according to Lemma 6. Thus, for
r ∈ (0, γ′ν,1) we have
inf
z∈Dr
{
Re
(
1 +
zf ′′ν (z)
f ′ν(z)
)}
= 1 +
rf ′′ν (r)
f ′ν(r)
.
On the other hand, the function Fν :
(
0, γ′ν,1
) −→ R, defined by
Fν(r) = 1 +
rf ′′ν (r)
f ′ν(r)
,
is strictly decreasing for all ν > − 12 . Namely, we have
F ′ν(r) = −
(
1
2ν + 1
− 1
)∑
n≥1
16r3γ4ν,n(
γ4ν,n − r4
)2 −∑
n≥1
16r3γ′4ν,n(
γ′4ν,n − r4
)2
<
∑
n≥1
16r3γ4ν,n(
γ4ν,n − r4
)2 −∑
n≥1
16r3γ′4ν,n(
γ′4ν,n − r4
)2 < 0
for ν > −12 and r ∈
(
0, γ′ν,1
)
. Here we used again that the zeros γν,n and γ
′
ν,n interlace, and for all n ∈ N,
ν > − 12 and r <
√
γν,nγ′ν,n we have that
γ4ν,n
(
γ′4ν,n − r4
)2
< γ′4ν,n
(
γ4ν,n − r4
)2
.
Now, since limrց0 Fν(r) = 1 > α and limrրγ′
ν,1
Fν(r) = −∞, in view of the minimum principle for
harmonic functions it follows that for ν > − 12 and z ∈ Dr1 we have
(4.14) Re
(
1 +
zf ′′ν (z)
f ′ν(z)
)
> α
if and only if r1 is the unique root of
1 +
rf ′′ν (r)
f ′ν(r)
= α
situated in
(
0, γ′ν,1
)
. This completes the proof of part a of our theorem when ν > − 12 .
b) In view of Lemma 7 we have that
1 +
zg′′ν (z)
g′ν(z)
= 1−
∑
n≥1
4z4
ζ4ν,n − z4
.
By using the inequality (4.4), for all z ∈ Dζν,1 we obtain the inequality
Re
(
1 +
zg′′ν (z)
g′ν(z)
)
> 1−
∑
n≥1
4r4
ζ4ν,n − r4
,
where |z| = r. Thus, for r ∈ (0, ζν,1) we get
inf
z∈Dr
{
Re
(
1 +
zg′′ν (z)
g′ν(z)
)}
= 1 +
rg′′ν (r)
g′ν(r)
.
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The function Gν : (0, ζν,1) −→ R, defined by
Gν(r) = 1 +
rg′′ν (r)
g′ν(r)
,
is strictly decreasing and limrց0Gν(r) = 1 > α, limrրζν,1 Gν(r) = −∞. Consequently, in view of the
minimum principle for harmonic functions for z ∈ Dr2 we have that
Re
(
1 +
zg′′ν (z)
g′ν(z)
)
> α
if and only if r2 is the unique root of
1 +
rg′′ν (r)
g′ν(r)
= α
situated in (0, ζν,1) . Finally, the inequality ζν,1 < γν,1 follows from Lemma 5.
c) In view of Lemma 7 we have that
1 +
zh′′ν(z)
h′ν(z)
= 1−
∑
n≥1
z
ξ4ν,n − z
.
By using the inequality (4.4), for all z ∈ Dξν,1 we obtain the inequality
Re
(
1 +
zh′′ν(z)
h′ν(z)
)
> 1−
∑
n≥1
r
ξ4ν,n − r
,
where |z| = r. Thus, for r ∈ (0, ξν,1) we get
inf
z∈Dr
{
Re
(
1 +
zh′′ν(z)
h′ν(z)
)}
= 1+
r h′′ν(r)
h′ν(r)
.
The function Hν : (0, ξν,1) −→ R, defined by
Hν(r) = 1 +
r h′′ν(r)
h′ν(r)
,
is strictly decreasing and limrց0Hν(r) = 1 > α, limrրξν,1 Hν(r) = −∞. Consequently, in view of the
minimum principle for harmonic functions for z ∈ Dr3 we have that
Re
(
1 +
zh′′ν(z)
h′ν(z)
)
> α
if and only if r3 is the unique root of
1 +
r h′′ν(r)
h′ν(r)
= α
situated in (0, ξν,1) . Finally, the inequality ξν,1 < γν,1 follows from Lemma 5. 
Proof of Theorem 13. a) By means of (3.2) and (3.4) we have
1 +
zu′′ν(z)
u′ν(z)
= 1 +
z Π′′ν (z)
Π′ν(z)
+
(
1
2ν
− 1
)
zΠ′ν(z)
Πν(z)
, ν 6= 0
= 1−
(
1
2ν
− 1
)∑
n≥1
4z4
j4ν,n − z4
−
∑
n≥1
4z4
t4ν,n − z4
.
Now, suppose that ν ∈ (0, 12 ]. By using the inequality (4.4), for all z ∈ Dtν,1 we obtain the inequality
Re
(
1 +
zu′′ν(z)
u′ν(z)
)
> 1−
(
1
2ν
− 1
)∑
n≥1
4r4
j4ν,n − r4
−
∑
n≥1
4r4
t4ν,n − r4
,
where |z| = r. Moreover, observe that if we use the inequality (4.13) then we get that the above inequality
is also valid when ν > 12 . Here we used that the zeros jν,n and tν,n interlace, according to Lemma 6. The
above inequality implies for r ∈ (0, tν,1)
inf
z∈Dr
{
Re
(
1 +
zu′′ν(z)
u′ν(z)
)}
= 1 +
ru′′ν (r)
u′ν(r)
.
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On the other hand, the function Uν : (0, tν,1) −→ R, defined by
Uν(r) = 1 +
ru′′ν (r)
u′ν(r)
,
is strictly decreasing since
U ′ν(r) = −
(
1
2ν
− 1
)∑
n≥1
16r3j4ν,n(
j4ν,n − r4
)2 −∑
n≥1
16r3t4ν,n(
t4ν,n − r4
)2
<
∑
n≥1
16r3j4ν,n(
j4ν,n − r4
)2 −∑
n≥1
16r3t4ν,n(
t4ν,n − r4
)2 < 0
for ν > 0 and r ∈ (0, tν,1) . Here we used again that the zeros jν,n and tν,n interlace for all n ∈ N, ν > 0
and r <
√
jν,ntν,n we have that
j4ν,n
(
t4ν,n − r4
)2
< t4ν,n
(
j4ν,n − r4
)2
.
Since limrց0 Uν(r) = 1 > α and limrրtν,1 Uν(r) = −∞, in view of the minimum principle for harmonic
functions it follows that for z ∈ Dr4 we have
Re
(
1 +
zu′′ν(z)
u′ν(z)
)
> α
if and only if r4 is the unique root of
1 +
ru′′ν (r)
u′ν(r)
= α
situated in (0, tν,1) .
b) In view of Lemma 7 we have that
1 +
zv′′ν (z)
v′ν(z)
= 1−
∑
n≥1
4z4
ϑ4ν,n − z4
.
By using the inequality (4.4), for all z ∈ Dϑν,1 we obtain the inequality
Re
(
1 +
zv′′ν (z)
v′ν(z)
)
> 1−
∑
n≥1
4r4
ϑ4ν,n − r4
,
where |z| = r. Thus, for r ∈ (0, ϑν,1) we get
inf
z∈Dr
{
Re
(
1 +
zv′′ν (z)
v′ν(z)
)}
= 1 +
rv′′ν (r)
v′ν(r)
.
On the other hand, the function Vν : (0, ϑν,1) −→ R, defined by
Vν(r) = 1 +
rv′′ν (r)
v′ν(r)
,
is strictly decreasing and limrց0 Vν(r) = 1 > α and limrրϑν,1 Vν(r) = −∞. Consequently, in view of
the minimum principle for harmonic functions for z ∈ Dr5 we have that
Re
(
1 +
zv′′ν (z)
v′ν(z)
)
> α
if and only if r5 is the unique root of
1 +
rv′′ν (r)
v′ν(r)
= α
situated in (0, ϑν,1) . Finally, the inequality ϑν,1 < jν,1 follows from Lemma 5.
c) Similarly, from Lemma 7 by using
1 +
zw′′ν (z)
w′ν(z)
= 1−
∑
n≥1
z
ω4ν,n − z
.
and the inequality (4.4), we get for all z ∈ Dων,1
Re
(
1 +
zw′′ν (z)
w′ν(z)
)
> 1−
∑
n≥1
r
ω4ν,n − r
,
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where |z| = r. Hence, for r ∈ (0, ων,1) we obtain
inf
z∈Dr
{
Re
(
1 +
zw′′ν (z)
w′ν(z)
)}
= 1 +
rw′′ν (r)
w′ν(r)
.
On the other hand, the function Wν : (0, ων,1) −→ R, defined by
Wν(r) = 1 +
rw′′ν (r)
w′ν(r)
,
is strictly decreasing and limrց0Wν(r) = 1 > α and limrրων,1 Wν(r) = −∞. Consequently, in view of
the minimum principle for harmonic functions for z ∈ Dr6 we have that
Re
(
1 +
zw′′ν (z)
w′ν(z)
)
> α
if and only if r6 is the unique root of
1 +
rw′′ν (r)
w′ν(r)
= α
situated in (0, ων,1) . Finally, the inequality ων,1 < jν,1 follows from Lemma 5. 
Proof of Theorem 14. We have that
1 +
zg′′ν (z)
g′ν(z)
= 1−
∑
n≥1
4z4
ζ4ν,n − z4
,
which vanishes at rc(gν). For all ν > −1 we get
1
(rc(gν))4
=
∑
n≥1
4
ζ4ν,n − (rc(gν))4
>
∑
n≥1
4
ζ4ν,n
= 4σ1 =
5
4(ν + 1)3
,
where ζν,n is the nth positive zeros of g
′
ν . By using the Euler-Rayleigh inequalities it is possible to have
more tight bounds for the radius of convexity rc(gν). For this observe that the zeros of
g′ν(z) =
∑
n≥0
(−1)n (4n+ 1)
24nn! (ν + 1)n (ν + 2)2n
z4n
are all real when ν > −1, since g′ν belongs to the Laguerre-Po´lya class LP , according to the proof of
Theorem 7. Now, since the Laguerre-Po´lya class LP is closed under differentiation, it follows that the
function z 7→ Gν(z) = (zg′ν(z))′ belongs also to the Laguerre-Po´lya class and hence all of its zeros are
real. Thus, the function z 7→ G˜ν(z) = Gν( 4
√
z) has only positive real zeros and having growth order 14 it
can be written as the product
G˜ν(z) =
∏
n≥1
(
1− z
a4ν,n
)
,
where aν,n > 0 for each n ∈ N. Now, by using the Euler-Rayleigh sum κk =
∑
n≥1 a
−4k
ν,n and the infinite
sum representation of G˜ν we have
G˜′ν(z)
G˜ν(z)
=
∑
n≥1
−1
a4ν,n − z
=
∑
n≥1
∑
k≥0
−1
a4k+4ν,n
zk =
∑
k≥0
−κk+1zk, |z| < aν,1,
G˜′ν(z)
G˜ν(z)
=
∑
n≥0
(−1)n+1(4n+ 5)2
24n+4n! (ν + 1)n+1 (ν + 2)2n+2
zn
/∑
n≥0
(−1)n (4n+ 1)2
24nn! (ν + 1)n (ν + 2)2n
zn.
From these relations it is possible to express the Euler-Rayleigh sums in terms of ν and by using the
Euler-Rayleigh inequalities κ
− 1
k
k < a
4
ν,1 <
κk
κk+1
we obtain the following inequalities for ν > −1 and k ∈ N
4
√
κ
− 1
k
k < r
c(gν) < 4
√
κk
κk+1
.
Since
κ1 =
25
16(ν + 1)3
, κ2 =
544ν2 + 5301ν + 12 257
28(ν + 1)3(ν + 1)5
and
κ3 =
3
(
2112ν4 + 48 784ν3 + 417 279ν2 + 1556 904ν + 2123 797
)
211 ((ν + 1)3)
2 (ν + 1)7
,
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in particular, when k ∈ {1, 2} from the above Euler-Rayleigh inequalities we have the inequalities in this
theorem and it is possible to have more tight bounds for other values of k ∈ N. 
Proof of Theorem 15. The expression
1 +
zh′′ν(z)
h′ν(z)
= 1−
∑
n≥1
z
ξ4ν,n − z
vanishes at rc(hν). In view of the first Rayleigh sum for the zeros of h
′
ν we get
1
rc(hν)
=
∑
n≥1
1
ξ4ν,n − rc(hν)
>
∑
n≥1
1
ξ4ν,n
= ρ1 =
1
8(ν + 1)3
.
Now, we consider the infinite sum representation of h′ν , that is,
h′ν(z) =
∑
n≥0
(−1)n (n+ 1)
24nn! (ν + 1)n (ν + 2)2n
zn.
The function h′ν has only real zeros for ν > −1 and belongs to the Laguerre-Po´lya class LP of real entire
functions, according to the proof of Theorem 8. Therefore, the function z 7→ H˜ν(z) = (zh′ν(z))′ belongs
also to the Laguerre-Po´lya class LP and has also only real zeros. The function H˜ν(z) has only positive
real zeros and having growth order 14 it can be written as the product
H˜ν(z) =
∏
n≥1
(
1− z
b4ν,n
)
,
where bν,n > 0 for each n ∈ N. Now, by using the Euler-Rayleigh sum αk =
∑
n≥1 b
−4k
ν,n and the infinite
sum representation of the function H˜ν we have
H˜ ′ν(z)
H˜ν(z)
=
∑
n≥1
−1
b4ν,n − z
=
∑
n≥1
∑
k≥0
−1
b4k+4ν,n
zk =
∑
k≥0
−αk+1zk, |z| < bν,1,
H˜ ′ν(z)
H˜ν(z)
=
∑
n≥0
(−1)n+1(n+ 2)2
24n+4n! (ν + 1)n+1 (ν + 2)2n+2
zn
/∑
n≥0
(−1)n (n+ 1)2
24nn! (ν + 1)n (ν + 2)2n
zn.
We can express the Euler-Rayleigh sums in terms of ν and by using the Euler-Rayleigh inequalities
α
− 1
k
k < b
4
ν,1 <
αk
αk+1
we get the inequalities for b4ν,1 when ν > −1 and k ∈ N
α
− 1
k
k < r
c(hν) <
αk
αk+1
.
Since
α1 =
1
4(ν + 1)3
, α2 =
7ν2 + 108ν + 293
28(ν + 1)3(ν + 1)5
and
α3 =
3
(
3ν4 + 91ν3 + 1059ν2 + 4965ν + 7834
)
211 ((ν + 1)3)
2 (ν + 1)7
in particular, when k ∈ {1, 2} we have the inequalities of this theorem. 
Proof of Theorem 16. We know that
1 +
zv′′ν (z)
v′ν(z)
= 1−
∑
n≥1
4z4
ϑ4ν,n − z4
,
which vanishes at rc(vν). For all ν > −1 we get
1
(rc(vν))4
=
∑
n≥1
4
ϑ4ν,n − (rc(vν))4
>
∑
n≥1
4
ϑ4ν,n
= 4̺1 =
5
4(ν + 1)2(ν + 2)
,
where ϑν,n is the nth positive zeros of v
′
ν . By using the Euler-Rayleigh inequalities it is possible to have
more tight bounds for the radius convexity rc(vν). For this we recall that the zeros of
v′ν(z) =
∑
n≥0
(−1)n (4n+ 1)
24nn! (ν + 1)n (ν + 1)2n
z4n
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are all real when ν > −1 since this function belongs to the Laguerre-Po´lya class LP , according to the
proof of Theorem 10. It follows that the function z 7→ V ν(z) = (zv′ν(z))′ belongs also to the Laguerre-
Po´lya class and hence all of its zeros are real. Thus, the function z 7→ V˜ν(z) = V ν( 4
√
z) has only positive
real zeros and having growth order 14 it can be written as the product
V˜ν(z) =
∏
n≥1
(
1− z
d4ν,n
)
,
where dν,n > 0 for each n ∈ N. Now, by using the Euler-Rayleigh sum ǫk =
∑
n≥1 d
−4k
ν,n and the infinite
sum representation of V˜ν we have
V˜ ′ν (z)
V˜ν(z)
=
∑
n≥1
−1
d4ν,n − z
=
∑
n≥1
∑
k≥0
−1
d4k+4ν,n
zk =
∑
k≥0
−ǫk+1zk, |z| < aν,1,
V˜ ′ν(z)
V˜ν(z)
=
∑
n≥0
(−1)n+1(4n+ 5)2
24n+4n! (ν + 1)n+1 (ν + 1)2n+2
zn
/∑
n≥0
(−1)n (4n+ 1)2
24nn! (ν + 1)n (ν + 1)2n
zn.
From these relations it is possible to express the Euler-Rayleigh sums in terms of ν and by using the
Euler-Rayleigh inequalities ǫ
− 1
k
k < d
4
ν,1 <
ǫk
ǫk+1
we obtain the following inequalities for ν > −1 and k ∈ N
4
√
ǫ
− 1
k
k < r
c(vν) < 4
√
ǫk
ǫk+1
.
Since
ǫ1 =
25
16(ν + 1)2(ν + 2)
, ǫ2 =
544ν2 + 4213ν + 7419
28(ν + 1)4 (ν + 1)
3
(ν + 2)
and
ǫ3 =
6336ν5 + 140 016ν4 + 1212 429ν3 + 5112 301ν2+ 10 459 449ν+ 8300 897
211(ν + 1)3(ν + 1)6 (ν + 1)
4
(ν + 2)
,
in particular, when k ∈ {1, 2} from the above Euler-Rayleigh inequalities we have the inequalities in this
theorem and it is possible to have more tight bounds for other values of k ∈ N. 
Proof of Theorem 17. We have that
1 +
zw′′ν (z)
w′ν(z)
= 1−
∑
n≥1
z
ω4ν,n − z
,
which vanishes at rc(wν). For all ν > −1 we obtain
1
rc(vν)
=
∑
n≥1
1
ω4ν,n − rc(vν)
>
∑
n≥1
1
ω4ν,n
= q1 =
1
8(ν + 1)2(ν + 2)
,
where ων,n is the nth positive zeros of w
′
ν . Now, we consider the infinite sum representation of w
′
ν
w′ν(z) =
∑
n≥0
(−1)n (n+ 1)
24nn! (ν + 1)n (ν + 1)2n
zn.
The function w′ν has only real zeros for ν > −1 and belongs to the Laguerre-Po´lya class LP of real entire
functions, according to the proof of Theorem 11. Therefore, the function z 7→ W˜ν(z) = (zw′ν(z))′ belongs
also to the Laguerre-Po´lya class LP and has also only real zeros. The function W˜ν(z) has only positive
real zeros and having growth order 14 it can be written as the product
W˜ν(z) =
∏
n≥1
(
1− z
ω˜4ν,n
)
,
where ω˜ν,n > 0 for each n ∈ N. Now, by using the Euler-Rayleigh sum ιk =
∑
n≥1 ω˜
−4k
ν,n and the infinite
sum representation of the function W˜ν we have
W˜ ′ν(z)
W˜ν(z)
=
∑
n≥1
−1
ω˜4ν,n − z
=
∑
n≥1
∑
k≥0
−1
ω˜4k+4ν,n
zk =
∑
k≥0
−ιk+1zk, |z| < ω˜ν,1,
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W˜ ′ν(z)
W˜ν(z)
=
∑
n≥0
(−1)n+1(n+ 2)2
24n+4n! (ν + 1)n+1 (ν + 1)2n+2
zn
/∑
n≥0
(−1)n (n+ 1)2
24nn! (ν + 1)n (ν + 1)2n
zn.
We can express the Euler-Rayleigh sums in terms of ν and by using the Euler-Rayleigh inequalities
ι
− 1
k
k < ω˜
4
ν,1 <
ιk
ιk+1
we get the following inequalities for ω˜4ν,1 when ν > −1 and k ∈ N
ι
− 1
k
k < r
c(wν) <
ιk
ιk+1
.
Since
ı1 =
1
4(ν + 1)2(ν + 2)
, ı2 =
7ν2 + 94ν + 183
28(ν + 1)4 (ν + 1)
3
(ν + 2)
and
ı3 =
9ν5 + 264ν4 + 3108ν3 + 16 222ν2 + 37 827ν + 32 138
211(ν + 1)3(ν + 1)6 (ν + 1)
4
(ν + 2)
,
in particular, when k ∈ {1, 2} from the above Euler-Rayleigh inequalities we have the inequalities in this
theorem and it is possible to have more tight bounds for other values of k ∈ N. 
Proof of Theorem 18. Recall, that ν 7→ γν,n is increasing on (−1,∞) for n ∈ N fixed, see [ABP16,
Lemma 4]. Thus, we have that γν,1 > 1 if and only if ν > ν⋆, where ν⋆ ≃ −0.97. . . is the unique root of
γν,1 = 1, or equivalently Φν(1) = 0, or equivalently Jν+1(1)Iν(1) + Jν(1)Iν+1(1) = 0. Consequently, we
have that for ν > ν⋆ and n ∈ N all zeros γν,n are outside of the unit disk D. According to (4.5), (4.6) and
(4.7) for z ∈ D, |z| = r we get
Re
(
zf ′ν(z)
fν(z)
)
≥ 1− 1
2ν + 1
∑
n≥1
4r4
γ4ν,n − r4
=
1
2ν + 1
rΦ′ν(r)
Φν(r)
=
rf ′ν(r)
fν(r)
, ν > −1
2
,
Re
(
zg′ν(z)
gν(z)
)
≥ 1−
∑
n≥1
4r4
γ4ν,n − r4
= −2ν + rΦ
′
ν(r)
Φν(r)
=
rg′ν(r)
gν(r)
, ν > −1
and
Re
(
zh′ν(z)
hν(z)
)
≥ 1−
∑
n≥1
r
γ4ν,n − r
=
3
4
− ν
2
+
1
4
r
1
4Φ′ν(r
1
4 )
Φν(r
1
4 )
=
rh′ν(r)
hν(r)
, ν > −1,
since γν,n > γν,1 > 1 for ν > ν⋆ and n ∈ N. Now, we have
∂
∂r
(
rf ′ν(r)
fν(r)
)
= − 16
2ν + 1
∑
n≥1
γ4ν,nr
3(
γ4ν,n − r4
)2 < 0, ν > −12 ,
∂
∂r
(
rg′ν(r)
gν(r)
)
= −16
∑
n≥1
γ4ν,nr
3(
γ4ν,n − r4
)2 < 0, ν > −1
and
∂
∂r
(
rh′ν(r)
hν(r)
)
= −
∑
n≥1
γ4ν,n(
γ4ν,n − r
)2 < 0, ν > −1.
These imply that the functions r 7→ rf ′ν(r)/fν(r), r 7→ rg′ν(r)/gν(r) and r 7→ rh′ν(r)/hν(r) are decreasing
on (0, 1) ⊂ (0, γν,1). So, for z ∈ D and for the corresponding ν we have
Re
(
zf ′ν(z)
fν(z)
)
≥ rf
′
ν(r)
fν(r)
≥ f
′
ν(1)
fν(1)
= 1− 1
2ν + 1
∑
n≥1
4
γ4ν,n − 1
, ν > −1
2
,
Re
(
zg′ν(z)
gν(z)
)
≥ rg
′
ν(r)
gν(r)
≥ g
′
ν(1)
gν(1)
= 1−
∑
n≥1
4
γ4ν,n − 1
, ν > −1
and
Re
(
zh′ν(z)
hν(z)
)
≥ rh
′
ν(r)
hν(r)
≥ h
′
ν(1)
hν(1)
= 1−
∑
n≥1
1
γ4ν,n − 1
, ν > −1.
By using again the fact that the function ν 7→ γν,n is increasing on (−1,∞) for all fixed n ∈ N, we get that
the functions ν 7→ f ′ν(1)/fν(1), ν 7→ g′ν(1)/gν(1) and ν 7→ h′ν(1)/hν(1) are also increasing on
(− 12 ,∞)
and (−1,∞), respectively. Therefore the following statements are valid for 0 ≤ α < 1 :
• f ′ν(1)/fν(1) ≥ α if and only if ν ≥ ν⋆α(fν), where ν⋆α(fν) is the unique root of f ′ν(1) = αfν(1).
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• g′ν(1)/gν(1) ≥ α if and only if ν ≥ ν⋆α(gν), where ν⋆α(gν) is the unique root of g′ν(1) = αgν(1).
• h′ν(1)/hν(1) ≥ α if and only if ν ≥ ν⋆α(hν), where ν⋆α(hν) is the unique root of h′ν(1) = αhν(1).
The above equations are equivalent to
2Πν(1)− (α(2ν + 1) + 1)Φν(1) = 0,
2Πν(1)− (α+ 2ν + 1)Φν(1) = 0
and
Πν(1)− (2α+ ν − 1)Φν(1) = 0
which are equivalent to the equations in the statements of the theorem. This completes the proof. 
Proof of Theorem 19. According to (4.9), (4.10) and (4.11) for z ∈ D and |z| = r, we obtain
Re
(
zu′ν(z)
uν(z)
)
≥ 1− 1
2ν
∑
n≥1
4r4
j4ν,n − r4
=
1
2ν
rΠ′ν(r)
Πν(r)
=
ru′ν(r)
uν(r)
, ν > 0,
Re
(
zv′ν(z)
vν(z)
)
≥ 1−
∑
n≥1
4r4
j4ν,n − r4
= 1− 2ν + rΠ
′
ν(r)
Πν(r)
=
rv′ν(r)
vν(r)
, ν > −1
and
Re
(
zw′ν(z)
wν(z)
)
≥ 1−
∑
n≥1
r
j4ν,n − r
= 1− ν
2
+
1
4
r
1
4Π′ν(r
1
4 )
Πν(r
1
4 )
=
rw′ν(r)
wν(r)
, ν > −1,
since jν,n > jν,1 > 1 for n ∈ N and ν > ν◦ ≃ −0.77. . ., where ν◦ is unique root of the equation jν,1 = 1,
see [BS16] for more details. Now, we get
∂
∂r
(
ru′ν(r)
uν(r)
)
= − 8
ν
∑
n≥1
j4ν,nr
3(
j4ν,n − r4
)2 < 0, ν > 0,
∂
∂r
(
rv′ν(r)
vν(r)
)
= −16
∑
n≥1
j4ν,nr
3(
j4ν,n − r4
)2 < 0, ν > −1
and
∂
∂r
(
rw′ν (r)
wν(r)
)
= −
∑
n≥1
j4ν,n(
j4ν,n − r
)2 < 0, ν > −1.
So, the functions r 7→ ru′ν(r)/uν(r), r 7→ rv′ν (r)/vν(r) and r 7→ rw′ν(r)/wν(r) are decreasing on (0, 1) ⊂
(0, jν,1). Hence,
Re
(
zu′ν(z)
uν(z)
)
≥ ru
′
ν(r)
uν(r)
≥ u
′
ν(1)
uν(1)
= 1− 1
2ν
∑
n≥1
4
j4ν,n − 1
, ν > 0,
Re
(
zv′ν(z)
vν(z)
)
≥ rv
′
ν (r)
vν(r)
≥ v
′
ν(1)
vν(1)
= 1−
∑
n≥1
4
j4ν,n − 1
, ν > −1
and
Re
(
zw′ν(z)
wν(z)
)
≥ rw
′
ν (r)
wν(r)
≥ w
′
ν(1)
wν(1)
= 1−
∑
n≥1
1
j4ν,n − 1
, ν > −1.
Since ν 7→ jν,n is increasing on (−1,∞) for all fixed n ∈ N, the functions ν 7→ u′ν(1)/uν(1), ν 7→
v′ν(1)/vν(1) and ν 7→ w′ν(1)/wν(1) are also increasing on (0,∞) and (−1,∞), respectively. Therefore the
following statements are true for 0 ≤ α < 1 :
• u′ν(1)/uν(1) ≥ α if and only if ν ≥ ν⋆α(uν), where ν⋆α(uν) is the unique root of u′ν(1) = αuν(1).
• v′ν(1)/vν(1) ≥ α if and only if ν ≥ ν⋆α(vν), where ν⋆α(vν) is the unique root of v′ν(1) = αvν(1).
• w′ν(1)/wν(1) ≥ α if and only if ν ≥ ν⋆α(wν), where ν⋆α(wν) is the unique root of w′ν(1) = αwν(1).
The above equations are equivalent to
Jν(1)Iν+1(1)− Jν+1(1)Iν(1) + 2ν(1− α)Jν(1)Iν(1) = 0,
Jν(1)Iν+1(1)− Jν+1(1)Iν(1) + (1− α)Jν(1)Iν(1) = 0
and
Jν(1)Iν+1(1)− Jν+1(1)Iν(1) + 4(1− α)Jν(1)Iν(1) = 0.
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
Proof of Theorem 20. Since the proofs of Theorems 20 and 21 are very similar not only by nature,
but also from the point of view of computations, we will present in details only the proof of Theorem 21.
The proof of Theorem 20 goes along the same lines as the proof of Theorem 21, we just need to change
everywhere the zeros jν,n to the zeros γν,n of the cross-product. The only different thing is the inequality
(3.7), which in the case of the zeros γν,n will be the following: if ν > − 12 , then∑
n≥1
1
γ4ν,n − 1
<
1
29
.
This follows from the fact that if ν > − 12 then∑
n≥1
1
γ4ν,n
=
1
24(ν + 1)(ν + 2)(ν + 3)
≤ 1
24(1 − 12 )(2− 12 )(3 − 12 )
=
1
30
,
which implies γ4ν,n > 30 for every ν > − 12 and n ∈ N, or equivalently 1γ4ν,n−1 <
30
29
1
γ4ν,n
, resulting that∑
n≥1
1
γ4ν,n − 1
<
30
29
∑
n≥1
1
γ4ν,n
<
30
29
1
30
=
1
29
.
Moreover, similarly as we did before and in Lemma 8, it can be shown that the equation
1 =
∑
n≥1
1
γ4ν,n − 1
+
∑
n≥1
γ4ν,n
(γ4ν,n − 1)2
has a unique root and the function
ν 7→ 1−
∑
n≥1
1
γ4ν,n − 1
−
∑
n≥1
γ4ν,n
(γ4ν,n−1)
2
1− ∑
n≥1
1
γ4ν,n−1
is strictly increasing on the corresponding interval. 
Proof of Theorem 21. a) We define the mapping ω : (0, jν,1)→ R, by
ω(r) =
rv′ν(r)
vν(r)
= 1−
∑
n≥1
4r4
j4ν,n − r4
.
It can be seen that the inequality (3.7) implies ω(1) > 0. This means that r⋆(vν) > 1. Thus, from the
proof of part b of Theorem 13 we infer that
Re
(
1 +
zv′′ν (z)
v′ν(z)
)
≥ 1 + rv
′′
ν (r)
v′ν(r)
holds for every 1 > r ≥ |z|. This inequality and the monotonicity of the function Vν imply
Re
(
1 +
zv′′ν (z)
v′ν(z)
)
≥ 1 + rv
′′
ν (r)
v′ν(r)
≥ 1 + v
′′
ν (1)
v′ν(1)
for each 1 > r ≥ |z|. Let ν be the unique root of the equation
1 =
∑
n≥1
4
j4ν,n − 1
+
∑
n≥1
16j4ν,n
(j4ν,n − 1)2
.
In the proof of Lemma 8 we proved that the functions Θ1,Θ2 : (ν,∞)→ (0,∞), defined by
Θ1(ν) =
∑
n≥1
1
j4ν,n − 1
, Θ2(ν) =
∑
n≥1
j4ν,n
(j4ν,n−1)
2
1− ∑
n≥1
1
j4ν,n−1
,
are strictly decreasing. Since ν < ν it follows that Θ1 and Θ2 are increasing on the interval (ν,∞) too.
It can be shown that Θ3 : (ν,∞)→ (0,∞), defined by
Θ3(ν) =
1−Θ1(ν)
1− 4Θ1(ν) ,
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is strictly decreasing. Consequently the mapping Θ4 : (ν,∞)→ (0,∞), defined by
Θ4(ν) = Θ2(ν)Θ3(ν) =
∑
n≥1
j4ν,n
(j4ν,n−1)
2
1− 4 ∑
n≥1
1
j4ν,n−1
,
is strictly decreasing because is a product of two strictly decreasing positive functions. Thus, we get that
the function χ : (ν,∞)→ R, defined by
χ(ν) = 1− 4Θ1(ν) − 16Θ4(ν) = 1 + v
′′
ν (1)
v′ν(1)
,
is strictly increasing. Since
χ(ν) = 1− 4Θ1(ν)− 16Θ4(ν) < 1− 4Θ1(ν)−
∑
n≥1
j4ν,n
(j4ν,n − 1)2
= 0
and lim
ν→∞
χ(ν) = 1 it follows that the equation χ(ν) = α has an unique root νcα(vν) for every α ∈ [0, 1),
and we have
Re
(
1 +
zv′′ν (z)
v′ν(z)
)
≥ 1 +
v′′
νcα(vν)
(1)
v′
νcα(vν)
(1)
= α
for every |z| < 1 and ν ≥ νcα(vν).
b) First we show the following affirmation: the radius of convexity of order α of the functions wν is
rcα(wν) = r6, where r6 is the unique positive root of the following equation(
1 +
zw′′ν (z)
w′ν(z)
)∣∣∣∣
z=r
= α,
situated in the interval (0, ων,1). This affirmation is actually equivalent to part c of Theorem 13, however,
we give here an alternative proof. The logarithmic differentation of the equality
wν(z) = z
∏
n≥1
(
1− z
j4ν,n
)
gives
zw′ν(z)
wν(z)
= 1−
∑
n≥1
z
j4ν,n − z
.
A second logarithmic differentiation leads to
1 +
zw′′ν (z)
w′ν(z)
= 1−
∑
n≥1
z
j4ν,n − z
−
∑
n≥1
zj4ν,n
(j4ν,n−z)
2
1− ∑
n≥1
z
j4ν,n−z
.
Since r⋆(wν) is the smallest root of the equation 1−
∑
n≥1
r
j4ν,n−r
= 0, for r⋆(wν) > r ≥ |z| we have that
Re
(
1 +
zw′′ν (z)
w′ν(z)
)
= 1−
∑
n≥1
Re
z
j4ν,n − z
− Re
∑
n≥1
zj4ν,n
(j4ν,n−z)
2
1− ∑
n≥1
z
j4ν,n−z
≥ 1−
∑
n≥1
r
j4ν,n − r
−
∑
n≥1
∣∣∣ zj4ν,n(j4ν,n−z)2 ∣∣∣
1− ∑
n≥1
∣∣∣ zj4ν,n−z ∣∣∣
≥ 1−
∑
n≥1
r
j4ν,n − r
−
∑
n≥1
rj4ν,n
(j4ν,n−r)
2
1− ∑
n≥1
r
j4ν,n−r
= 1 +
rw′′ν (r)
w′ν(r)
.
36 A´. BARICZ, R. SZA´SZ, AND N. YAG˘MUR
The rest of the proof is just the same as in the proof of part c of Theorem 13, so we omit the details.
From the proof of part c of Theorem 13 we also know that the function Wν is strictly decreasing and
together with the above inequality this implies that for |z| < 1 we have
Re
(
1 +
zw′′ν (z)
w′ν(z)
)
≥ 1 + w
′′
ν (1)
w′ν(1)
.(4.15)
On the other hand, from Lemma 8 we know that the function Θ : (ν,∞)→ R, defined by
Θ(ν) = 1 +
w′′ν (1)
w′ν(1)
= 1−
∑
n≥1
1
j4ν,n − 1
−
∑
n≥1
j4ν,n
(j4ν,n−1)
2
1− ∑
n≥1
1
j4ν,n−1
,
is strictly increasing. Moreover, we have that
Θ(ν) = 1−
∑
n≥1
1
j4ν,n − 1
−
∑
n≥1
j4ν,n
(j4
ν,n
−1)2
1− ∑
n≥1
1
j4
ν,n
−1
< 1−
∑
n≥1
1
j4ν,n − 1
−
∑
n≥1
j4ν,n
(j4ν,n − 1)2
= 0,
and lim
ν→∞
Θ(ν) = 1. Thus, the equation Θ(ν) = α has an unique root νcα(wν) for every fixed number
α ∈ [0, 1). Finally, if ν ≥ νcα(wν), then the inequality (4.15) and the monotonicity of the mapping Θ
imply that
Re
(
1 +
zw′′ν (z)
w′ν(z)
)
≥ 1 + w
′′
ν (1)
w′ν(1)
≥ 1 +
w′′νcα(wν)
(1)
w′
νcα(wν)
(1)
= α, for all z ∈ D.

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