The dorsal medial superior temporal (MSTd) area in macaque cortex contains cells with large receptive fields that respond to visual stimuli defined by combinations of expansion, rotation, and spiral motion (Saito et al., 1986; Duffy and Wurtz, 1991a; Graziano et al., 1994) . MSTd is thus well-suited to analyzing optic flow, which is the displacement of environmental positions relative to a moving eye. Optic flow can be used to compute information that is needed for visual navigation, such as a moving observer's self-motion direction, or heading, with respect to visible objects.
MSTd cell responses to optic flow are also somewhat position invariant (Graziano et al., 1994) , meaning that cell selectivities are unchanged at different stimulus positions within cell receptive fields. It has been suggested that position invariance helps MSTd cells to analyze the 3D trajectories of moving objects (Geesaman and Andersen, 1996) .
A model of MSTd is proposed that explains these MSTd receptive field properties, and how they can use optic flow to navigate by computing estimates of heading and time-to-contact ( Figure  1 ). The model shows how retinal optic flow is transformed by the space-variant processing of the cortical magnification factor (Schwartz, 1977) into responses of spiral-tuned MSTd cells with Gaussian receptive fields (Figure 2 ). Model cells replicate physiological cell properties relating MSTd cell responses to the placement of optic flow stimuli in the visual field, including position invariance, tuning curves, preferred spiral directions, direction reversals, average response curves, and preferred locations for center of optic flow motion (Graziano et al., 1994; Duffy and Wurtz, 1995; Lappe et al., 1996) . Further analysis suggests how MSTd cell properties compute an optimal method of achieving position invariance in a space-variant system. Remarkably, position invariance seems to be optimized by the brain's choice of a 61 o average standard deviation of spiral tuning (Graziano et al., 1994) . In addition, attentional modulation improves position invariance by compensating for the peripheral loss of resolution caused by cortical magnification.
Model spiral-tuned cells simulate human heading judgments when an observer fixates a stationary or moving object while moving across a ground plane, across a ground plane of limited depth, through a dot cloud, and towards a wall with real and simulated eye movements (Warren and Hannon, 1990; Royden et al., 1994; Van den Berg and Brenner, 1994a) . The model predicts which stimuli allow accurate heading judgments without compensatory eye movement corollary discharges, and which stimuli do not, and shows how corollary discharges improve heading estimates.
The model unifies the explanation of data about both heading and time-to-contact with an attended object, even if a collision is not entailed. A subset of spiral-tuned cells, the expansionselective cells, simulate human data on time-to-contact for self-motion and object motion, including why large values of time-to-contact are overestimated while short time-to-contact is underestimated, and how time-to-contact and discrimination thresholds depend upon rate of expansion as a function of target eccentricity (Kaiser and Mowafy, 1993; Regan and Vincent, 1995) . These results were briefly reported in Pack et al. (1997 . 
METHODS

Cortical magnification
The term cortical magnification refers to how much area in striate cortex is used to process a given retinal area of unit size. To a first approximation, it is inversely proportional to retinal eccentricity, so that the foveal region has an extensive projection to visual cortex, while the periphery is relatively underrepresented. It has been suggested (Wright and Johnston, 1985a ) that this cortical topography, rather than the retinal one, organizes the input to motion-detecting neurons.
Psychophysical results support the relationship between cortical magnification and motion perception. Thresholds for velocity (Johnston and Wright, 1983; Orban, et al. 1985 ; Van de Grind, Van Doorn, and Koenderink, 1983; Wright and Gurney, 1992) , oscillation (Regan and Beverley, 1983) , and displacement (Wright and Johnston, 1985b) are constant across eccentricities when scaled for cortical magnification. Motion after-effect also appears to be constant in terms of cortical velocity (Johnston and Wright, 1983; Murakami and Shimojo, 1995) . The stimulus size necessary for perception of relative motion at a given eccentricity depends on cortical magnification (Levi et al., 1984; McKee and Nakayama, 1984; Regan and Beverley, 1984) , and cortical stimulus size predicts whether induced motion or motion capture will be perceived from relative motion between nearby points Shimojo, 1993, 1996) . The present model suggests that preprocessing by the cortical magnification factor plays a key role in explaining data about the possible role of cortical area MSTd in motion perception and visual navigation. Schwartz (1994) has shown that a reasonably good fit to anatomical and psychophysical data 
where a defines the foveal region of the retina, k is a scaling factor, and w is the extent of the cortical projection from the retinal location defined by .
Equation (2) defines the retinal representation in polar coordinates (ρ,η).
Neurophysiology
A number of visual cortical areas have been shown to contain cells which exhibit selectivity for a particular stimulus orientation or motion direction. Hubel and Wiesel (1968) first demonstrated that cells in V1 are organized topographically according to orientation selectivity, and subsequent work by Albright et al. (1984) revealed a similar topography in area MT, whose cells are selective for motion direction. Consistent with cortical magnification, these cells have larger receptive fields and are sensitive to faster speeds at greater eccentricities (Orban et al., 1986; Lagae et al., 1993) . Cells in area MT prefer motion away from the central visual field (Albright, 1989) , which is consistent with the processing of optic flow in a space-variant coordinate system, such as the one caused by the cortical magnification factor. However, MT cells have receptive fields that average approximately 2.5 o in diameter (Albright and Desimone, 1987) , which is not large enough to analyze optic flow in a manner that would be robust to noise (Van den Berg, 1992) .
Area MT inputs to area MSTd, whose cells pool over large regions of the visual field , and are selective to motion defined by radial and circular components (Saito et al., 1986; Duffy and Wurtz, 1991a,b) , and to motion speed (Orban et al, 1995) . Graziano et al. (1994) have shown that MSTd cell sensitivity to expansion and rotation is actually part of a continuum of Gaussian response selectivity to spiral motion stimuli, which are linear combinations of expansion and rotation (Figure 3 ). Expansion cells are most commonly represented, with spiral, rotation, and contraction cells being found in smaller quantities ( Figure  4) .
A number of studies have investigated the effect of placing optic flow stimuli in different regions of MSTd receptive fields. Graziano et al. (1994) found that the cells generally maintained their selectivity for small stimulus displacements, but other studies have found changing selectivity for larger displacements. In particular, Lappe et al. (1996) reported that some cells could be made to reverse their selectivity for large displacements of the preferred optic flow stimulus, and that the frequency of reversal depended on the size of the displacement ( Figure 5 ). Reversal of response selectivity has also been reported by other studies (Duffy and Wurtz, 1991b; Orban et al., 1992; Lagae et al., 1994) . In addition to changing response selectivity for different placement of the stimulus in the receptive field, MSTd cells exhibit changes in response amplitude. This can be characterized in terms of the stimulus location that yields the greatest response. Lappe et al. (1996) calculated the average response for each MSTd neuron in their study, and found that responses were weighted toward preferences for peripheral centers of motion ( Figure 6 ). Somewhat paradoxically, Duffy and Wurtz (1995) reported that central stimulation was preferred by more neurons than any other stimulus location (Figure 7) . Figures 6b and 7b show that the model exhibits both these properties (see Results -Neurophysiology). 
Psychophysics
Heading perception When an observer moves through an environment with no rotation of the eyes, head, or trunk, the optic flow field consists only of motion vectors radially expanding from a point which corresponds to the direction of heading (Gibson, 1950) . Tracking an object that is not on the direction of heading or pursuing a curvilinear path entails a rotation, which adds a component vector to the flow field which is constant across all retinal locations. A similar component is added when heading and gaze directions are decoupled without an eye movement. These components contain some part which, by definition, is orthogonal to the expansion field, and therefore appears as circular. Koenderink and Van Doorn (1987) showed that the accuracy of heading perception is ultimately determined by the ratio of rotation to translation. The ratio of circular to radial motion thus provides useful information about one's heading direction with respect to a fixated object, although it is not mathematically identical to the ratio of eye rotation to forward translation. Encoding this ratio obviates the need to locate the focus of expansion, which can be difficult to find and does not always correspond to the heading direction. Koenderink and Van Doorn's (1987) observation has received some direct experimental support (Warren et al., 1997) , but has been largely ignored in the psychophysical literature. As a result, experiments which manipulate translation speed and rotation speed independently have often produced contradictory results (Warren, 1996) . Furthermore, manipulating the structure of the scene can alter the ratio of rotation to translation across the visual field, resulting in drastically different performance in the case of different simulated environments (e.g., ground plane vs. dot cloud). This section provides a brief review of relevant psychophysical results. The Model section shows how global pooling of motion vectors by spiral-tuned MSTd cells can explain much of the existing data. Warren and Hannon (1988, 1990) first showed that human heading perception is robust to the addition of eye rotations, both real and simulated. They tested subjects for a variety of conditions, and found that, provided the optic flow stimulus contained adequate depth information, heading perception in the case of simulated eye rotation matched that of real eye rotation. However, the eye rotations used were less than 1 o /sec., which is not representative of environmental demands on the human visual system. Royden et al. (1994) used similar stimuli, but allowed eye rotations up to 5 o /sec, and found that heading perception was strongly biased toward the fixation point for eye rotation rates greater than those used by Warren and Hannon (1990) . During real eye movements, heading perception was accurate in all cases. Royden et al. (1994) concluded that humans rely on an extraretinal signal to compute eye movements at rotation rates greater than 1 o /sec. Figure 8a shows the results from Royden et al. (1994; Experiment 4) , and Figure 8b shows the model output for comparison. Van den Berg (1992 and Brenner (1994a, 1994b) have shown that heading perception is accurate for eye rotations up to 7 o /sec, if the fixated object is a part of the rigid ground plane, rather than moving independently. The addition of this gaze-stabilization constraint changes the flow field, because it links the rate of rotation to translation speed. Figure  9a shows the results from Van den Berg and Brenner (1994a; Experiment 1), in which observers were able to discriminate their heading for rotation rates as high as 6 o /sec. Decreasing the visible depth range of a ground plane stimulus biased heading perception toward the fixation point. Figure 9b shows the model output. Royden et al. (1994) suggested that fixating a point on a rigid ground plane introduced another cue that improved subjects' performance in Van den Berg (1994a) . The "horizon cue" could allow the observer to extrapolate the heading by tracing the intersection of the horizon and a line of common flow directions (Van den Berg, 1992) . Royden et al. (1994) eliminated this cue by simulating the motion of an observer translating through a cloud of stationary dots, while fixating a single dot. Placing the fixation dot at various simulated depths generated different rotation rates. The results showed that heading judgments were inaccurate for rotation rates greater than 1 o /sec., despite attachment of the fixation point to the rigid scene (Figure 10a ). They concluded that observers need the horizon cue to locate their heading successfully at simulated rotation rates greater than 1 o /sec. Figure 10b shows the model output when heading judgments are based on a restricted region of the visual field (see Results).
The effect of environmental structure on heading judgments is best seen for the degenerate case of approach to a wall. In this case there is no depth beyond the fixation point, and several researchers have found that observers cannot distinguish direction of heading from direction of fixation for approach to a wall during simulated eye rotations, and in fact perceive themselves as being on a collision course with the fixation point (Regan and Beverley, 1982; Warren and Hannon, 1990; Royden et al, 1994) . Figure 11 shows the results from Warren and Hannon (1990) , and for the model. Time-to-contact. In order to navigate successfully through a cluttered environment, an animal must have some measure of time-to-contact (TTC). The term TTC is here used to mean the time until an object will pass the retinal plane, even when a collision is not entailed. Calculation of TTC allows coordination of pursuit or avoidance behavior, and it is possible, in principle, to extract TTC from optic flow alone (Lee, 1976) . Tresilian (1991) describes a taxonomy of terms that describe types of TTC computations. The situation where the observer is moving and calculating TTC with a stationary object is called global tau (τ G ) because it involves motion of all points in the visual field. Global tau can be approximated (Hoyle, 1957) 
where Z is the distance to the point of interest, and T z is the observer's translational speed along the optical axis. When the observer is stationary and the object is moving, computation of TTC is termed local tau (τ L ), and is given by The current model can compute heading for rotations less than 1 o /sec., but shows increasing errors beyond that point, when heading judgments are based on motion in the upper visual field. Heading is accurate for real eye rotations (-4 o and 4 o cases omitted for clarity).
where θ specifies the retinal size of the object, and specifies the object's rate of expansion
In studies of time-to-contact, observers tend to underestimate long TTCs while overestimating short TTCs (McLeod and Ross, 1983; Schiff and Oldak, 1990; Kaiser and Mowafy, 1993; Freeman, et al., 1994) . It has been argued (McLeod and Ross, 1983 ) that underestimating long TTCs represents a safe ecological strategy for collision avoidance, but it is difficult to think of an ecological reason to overestimate short TTCs. Kaiser and Mowafy (1993) θ simple case where gaze is aligned with heading. Their stimuli consisted of radial flow dot patterns, from which observers determined τ G for a specific dot, identified by its color. In plots of actual versus perceived TTC, the effect manifested itself as a slope of less than 1.0, with a positive intercept ( Figure 12a ). The model shows a similar effect (Figure 12b ). Regan and Hamstra (1993) and Regan and Vincent (1995) tested sensitivity to local tau across a range of values of time-to-contact. They found that, for stimuli presented near the fovea, observers ignored variations in rate of expansion, since they were coupled with variations in size, but this relationship gradually fell apart as the stimulus was moved farther into the periphery, leading to illusory variations in TTC. The dependency of TTC judgments on variations in rate of expansion is shown in the right column of Figure 13a for stimuli centered at 0 o and 32 o eccentricities. The left column of Figure 13a shows that discrimination thresholds for local tau were lower at 0 o than at 32 o . The model output is shown for comparison in Figure 13b . Figure 13c shows the output of the model with attentional modulation, which provides greater position invariance for the expansion motion created by the approaching object. Figure 14 shows the discrimination thresholds for a number of eccentricities between 0 o and 32 o for the Regan and Vincent (1995) experiment and for the model. The results indicate that discrimination thresholds with respect to rate of expansion approached, but did not reach, those for TTC, as stimulus eccentricity was increased. In other words, observers have some measure of TTC that is to some extent independent of rate of expansion at all points in the visual field.
Mathematical Model
The model shows how a combination of simple and broadly accepted neural mechanisms --log polar cortical magnification, Gaussian receptive fields, subtractive efference copy, and attentional gain control --can explain all the data sets previously described as emergent properties of their interaction with optic flow stimuli. The input to model cells is characterized in terms of motion vectors, which could be computed by a number of cortical and subcortical regions, of which area MT is the most likely candidate, both in terms of its computational properties, and its strong projection to area MST (Maunsell and Van Essen, 1983) . Simulations of neurophysiological data and psychophysical results regarding heading perception used a single group of spiral-tuned cells. A separate group of expansion-selective cells with a range of speed sensitivities were used to calculate time-to-contact. Top-down activation of expansion cells occurs when TTC computation is necessary, as it would be during navigation. For simplicity, speed sensitivity was not incorporated into the response profiles of the spiral-tuned cells. Heading perception shows very little dependence on image velocity magnitudes ; but see Dyre and Andersen, 1997 for exceptions), and speed gradients do not affect the selectivity of MSTd cells for optic flow stimuli . Model cell properties are compared with cell types found in monkey area MSTd. Single cells in this area appear to be sufficient to support psychophysical judgments for a range of motion perception tasks (Celebrini and Newsome, 1994) .
Retinal input: spiral stimuli. Spiral stimuli are used in many neurophysiological experiments to probe cell selectivity. In Cartesian coordinates, expansion motion centered at a point (x 0 , y 0 ) to a point (x, y) can be defined by:
where κ defines the rate of expansion, with negative values indicating contraction. Similarly, rotation about a point (x 0 , y 0 ) to a point (x, y) can be defined by: (5) can be combined with (7), and (6) can be combined with (8): Regan and Vincent (1995) .]
where c defines a continuum of spiral stimuli ranging from pure expansion (c=0) to pure rotation (c=1).
Cortical mapping of spiral stimuli. The above equations can be converted to polar coordinates (ρ,η) by: (11) . (12) Substituting equations (9) and (10) into (11) and (12) yields:
The cortical magnification factor is given by:
.
This yields the radial and circular components of speed:
. (18) Retinal Input: the optic flow field. In order to generate a realistic stimulus for heading experiments, the optic flow field for a moving observer can be characterized mathematically in terms of instantaneous motion vectors (Longeut-Higgins and Prazdny, 1980) . Translational movement of the observer along a straight line produces an expanding motion pattern, while rotation of the eye in space generates a streaming pattern which is constant across visual space. Mathematically, the flow field is a projection of these motion vectors in three dimensions onto a flat surface approximating the retina. Thus, a point P(X,Y,Z) has retinal coordinates (x,y)=(X/Z,Y/Z), assuming a projection plane at unit distance from the origin; see Figure 15 . Then for any translational velocity T=(T x , T y , T z ) and rotational velocity R=(R x , R y , R z ) in 3-D space (X,Y,Z), the resulting motion at retinal point (x, y) is given by (20) where Z represents the depth of the point P(X, Y,Z) along the optical axis. In this context, the computational challenge to the visual system is to extract the relevant values of T, R, and Z from the values of v x and v y distributed across the retina. The values of T specify the direction in which the observer is heading through the environment, and the ratio T z /Z is inversely proportional to the time-to-contact with a fixated object; see (3). The rotational velocity R could be combined with vestibular information (Harris and Lott, 1995) to maintain balance (Simpson et al., 1981) , or it could be subtracted from the flow field to simplify calculation of T Cameron et al., 1997) . These strategies will be discussed in greater detail below.
Cortical mapping of optic flow.
It is now possible to consider the cortical representation of points in the environment during self-motion. This involves converting the optic flow equations (19) and (20) into log polar coordinates. Following Tistarelli and Sandini (1993) , the retinal velocity of environmental points during observer motion can be described in polar coordinates by radial and circular components. Substituting equations (19) and (20) into (11) and (12) yields (21) .
Replacing the Cartesian points (x,y) with their polar values (ρcosη, ρsinη) leaves
. (24) Equations (23) and (24) describe the optic flow field in polar coordinates. The magnification of the central visual field relative to the periphery requires a further transformation, as specified in equations (17) and (18).
Model MSTd cell direction sensitivity.
A model of area MSTd is now proposed in which cell selectivity for optic flow stimuli is derived from the grouping of coherent motion across the cortex (Figure 2 ). Since the cortical representation is in polar coordinates, motion directions can be described as linear combinations of rotation and expansion (Figure 16 ). Thus, grouping of coherent motion in polar space can be defined as sensitivity to motion along the angle (Figure 2 ) defined by 
(see equations (17) and (18)). A log polar angle of 0 o is defined to correspond to expansion, with 180 o indicating contraction. Angles of -90 o and 90 o correspond to counterclockwise and clockwise rotation, respectively. As MSTd cells respond more strongly for larger inputs (Duffy and Wurtz, 1991b; Lagae et al., 1994) , a model cell response, χ i is defined by:
,
where p i is the preferred motion direction for cell i, and σ is the standard deviation of the Gaussian. The values of x and y, which represent locations for input vectors in Cartesian visual space (as in equations (9), (10), (19), and (20)), are constrained to be in the circular receptive field region defined for each cell i by (27) where (X i , Y i ) defines the center of the receptive field, and r i is the receptive field radius. The model simulates 196 direction-selective cells (i = 1,2,...,196) with receptive field centers forming a 14x14 grid extending 30 o into the visual periphery, which is consistent with the findings of . We set r i = 26 o for all cells. This yielded a square root of receptive field area of 46 o , which is consistent with finding that the mean square root of MSTd receptive field area was 45 o , and that receptive field size was essentially independent of the eccentricity of the center. Inputs were calculated within each receptive field at 1 o intervals, unless otherwise specified. The values of p i and σ were chosen to match the spiral tuning data of Graziano et al. (1994) .
We found that setting σ = 40 o gave a good approximation to physiological spiral tuning curves (see Figure 17 and Results). This value is consistent with tuning curves observed in other directionally selective areas such as MT (e.g., Albright, 1984) . The value of p i was chosen for each cell from the random distribution defined by: ,
where is a log polar motion angle in degrees, as in equation (15). Setting B=0.00009 yielded a distribution of preferences similar to that found by Graziano et al. (1994) (see Figure 4 and Results). We set a = 0.3 o , and for all neurophysiological simulations. Extraretinal input. MSTd cells that are sensitive to optic flow appear to receive an extraretinal input which subtracts off the rotational part of the flow field . This greatly simplifies the computation of heading, both in theory (Rieger and Lawton, 1985; Cameron et al., 1997) and in experiments . To simulate the effect of the eye movement corollary discharges, the presence of a real eye rotation was assumed to cause a full subtraction of the rotational component of the flow field. Cameron et al. (1997) have modeled how such a subtraction can be calibrated through learning. In the present model, this was accomplished by simply setting R x = R y = R z = 0 in the input equations (19) and (20). This provided a straightforward method of testing the hypothesis that the same MSTd cell population can process optic flow with or without an eye movement signal. How visual and extraretinal information can be combined in area MSTd is a complex question, to which we return in the Discussion.
Model MSTd cell speed sensitivity. Speed sensitivity was modeled using expansion-selective cells with Gaussian tuning centered around a preferred speed. A population of cells of this type has been found in MSTd (Duffy and Wurtz, 1997a) . Chey et al. (1997) have modeled how such speed-tuned cells can arise as a consequence of interactions among cells with multiple receptive field sizes. In the model, MST cells which are selective for the rate of expansion are used to compute TTC from its inverse.
Within the expansion-selective cell population (defined by p i = 0 in equation (26)) the response was determined by the speed tuning equation: ,
where m j is the preferred expansion rate for cell j = 1,2,...,40, and the value of is the sum of the expansion speed vectors:
(see equation (23)). The points ρ u , η u (u = 1,2,...,U) represent the coordinates of the points along the perimeter of the object of interest. The cells were given broad speed tuning (Orban et al., 1995) The Analytical Results section shows that the retinocortical mapping can explain the retinal invariance of computation of global tau, τ G , and the computation of global tau is explored further in simulations. The same type of computation could be useful for calculating local tau, τ L . Geesaman and Andersen (1996) have suggested that MSTd is specialized for the processing of object motion, and Treue and Maunsell (1996) have demonstrated that attentional modulation has a powerful effect on cells in MT and MST. Lagae et al. (1994) have shown that MSTd cells respond to
stimuli of less than 4 o in diameter, and found expansion-selective MSTd cells that respond to a single moving dot. Thus, it is possible that MSTd cells process τ L in addition to τ G . MSTd selectivity to object motion was thus modeled in the same way as sensitivity to global tau: by summing the speed vectors of the moving object, using equation (30). In the nomenclature of Tresilian (1991) , this type of computation is called local tau, type 2 (τ L (2) ), and it is consistent with recent psychophysical results (Oudejans et al., 1993a (Oudejans et al., ,1993b Scott et al., 1996) showing that reduction of the visible surface area of an object by occlusion or rotation increases perceived TTC.
Attention. Attentive processing of time-to-contact is useful to an animal that is continuously navigating through a cluttered environment. In the model, attention activates expansion-selective cells in a top-down fashion to compute the time-to-contact for an object located anywhere in the visual field. Treue and Maunsell (1996) have shown that attention influences the motion processing stream as early as area MT in monkeys, and similar effects have been shown for humans (Beauchamp et al., 1997; O'Craven et al., 1997) . Attention is probably used to compute TTC for stimuli which elicit orienting behavior, as opposed to defensive movements (Redgrave and Westby, 1989) . Spatial attention has been shown to be necessary for accurate computation of local tau (Bardy and Laurent, 1991) , and for motion in depth, but not for heading (Royden and Hildreth, 1995) . A second role is suggested for attention by recent physiological experiments which show that spatial attention increases the responses of cells near the attended point, and that the enhanced processing decreases with distance from the focus of attention (Connor et al., 1996 (Connor et al., , 1997 . Similarly, psychophysical results show a gradient of attentional enhancement for visual detection and discrimination of objects (Posner et al., 1980; Hikosaka et al., 1993; Steinman et al., 1995) . It appears that spatial attention acts as a type of multiplicative gain (Salinas and Abbot, 1997) , increasing the firing rate of cells tuned to specific regions of the visual field.
In the model, attention leads to a type of position invariance for objects located in the visual periphery. While the log polar mapping provides useful invariances for objects which are centered on the fovea, these properties degrade as the object is moved out of the central visual field. Attention can be used to compensate for this loss of invariance by transforming the cortically mapped representation of the stimulus in a way which is consistent with physiological and psychophysical studies of attentional modulation.
The attentional gradient is modeled as a Gaussian function centered around a single point (ρ a ,η a ), which is defined as the focus of attention. The gain function is then ,
where the parameter M controls the extent of the attentional effect in retinal coordinates. Since the gain is assumed to be multiplicative, equation (31) is combined with equation (30) as follows: Bonmassar and Schwartz (1994) , equation (20) is expressed in the cortical domain using the inverse transformation
so that equation (22) becomes ,
where J(ξ,ψ) is the Jacobian of the log polar transformation, which carries out the coordinate change of equation (31) to the cortical domain. The Jacobian is given by .
Equation (35) is then (37) where (ξ a , ψ a ) is the location of the attentional focus in cortical coordinates and (ξ u , ψ u ) is the cortical representation of a point on the object. Speed calculation can then be carried out, as in equation (29):
Describing the gradient in polar coordinates causes the borders of the attentional enhancement to be elliptical in shape, rather than circular. Figure 18a shows that the boundaries of the attentional effect, as defined by setting M = 0.2 in equation (31), are consistent with psychophysical measures, which show that attentional enhancement is oriented along a radial line from the fixation point, and increases in size with eccentricity (Toet and Levi, 1992) . The polar coordinate system is also a closer approximation to the representation of the visual field in cortex, where attention is actually deployed.
The attentional gain, when mapped to the cortical domain, shows an exponential increase in frequency and magnitude as a function of eccentricity (Figure 18b ). This is the basis of the Exponential Chirp Transform (ECT), which as been shown by Bonmassar and Schwartz (1994) to provide position invariance in log polar space. It is therefore likely that the same type of attentional modulation could prove useful for object recognition, as suggested by Salinas and Abbot (1997) . The Simulations section shows how the effects of attention described in equation (37) allow the
model to approximate human performance in computations of local tau.
Simulation Techniques
Noise. For simulations that required judgments of the percentage of responses that were greater than a threshold, our cell outputs were perturbed with random noise (Green and Swets, 1974) . In each case, the random noise was calculated from a Gaussian probability distribution centered around zero. The algorithm for generating the noise N was as follows: 1) Select a random number n 1 from the range [-1,1]. 2) Select another random number n 2 from the same range 3) If ,
then N = n 1 . Otherwise, return to step 1. The value of N was then multiplied by a constant (set to 0.5 in the simulations) and added to the cell output. For all simulations, G = 1. Thresholds for TTC. Model outputs for calculations of local tau were fit, according to least squared error, to a function of the form ,
where λ represents the value of TTC or rate of expansion in the stimulus array (see Regan and Vincent, 1995) . The threshold for TTC discrimination was then (41) where f 75 (λ) and f 25 (λ) are computed by solving equation (40) to obtain the 75% and 25% "sooner than the mean TTC" values.
RESULTS
For all simulations, the log polar transformation from equation (1) was defined by k = 1, and a = 0.3 o . The value of a determines the foveal extent of the cortical magnification factor, and it is at the lower end of values (c.f., Schwartz, 1994 ) that fit the anatomical data well. The value of k scales the entire mapping, and is therefore of no interest for these simulations. In all cases, the model input was an instantaneous flow field, as defined previously (equations (15) and (16)) for spiral stimuli and optic flow fields.
Neurophysiology
For neurophysiological simulations, the output of model cells was determined in response to spiral stimuli. The type of spiral was determined by equations (13) and (14), where the value of c specified a continuum from pure radial motion (c = 0) to pure circular motion (c = 1). Increasing the value of c in the range (0,1) specified a spiral stimulus with an increasing proportion of circu- Spiral Tuning. The spiral tuning of model cells was determined by presenting each cell with a series of spiral stimuli, as defined above, and calculating the response profiles. In each case the stimulus was centered on the cell's receptive field, and limited to 20 o in diameter. Each response profile was then fit to Gaussians of varying mean and standard deviation and the best Gaussian fit was determined by minimization of least squared error. The mean standard deviation of the Gaussian for the entire spiral stimulus set was 61 o , with a mean goodness of fit of r=0.98. Graziano et al. (1994) found a mean standard deviation of 61 o , and a mean r=0.97. Figure 3 shows an example of a Gaussian fit in spiral space for the data.
The distribution of cell preferences was determined by selecting the spiral stimulus that yielded the best response for each cell. Figure 4 shows that the distribution was biased heavily toward cells that prefer expansion, with very few cells responding best to contraction. Graziano et al. (1994) found that their spiral-tuned cells exhibited a degree of position invariance. This was measured by presenting the set of spiral stimuli at two different locations in each cell's receptive field. The stimuli used were 16.5 o in diameter, and the two locations were separated by a vertical distance of 8.5 o . The angular difference in spiral space between the stimuli that evoked the strongest response at each position was then used as a measure of the cell's position invariance. A difference of 0 o would indicate complete invariance, while no invariance would be indicated by an average difference of 90 o . Graziano et al. (1994) found that the mean difference was 10.7 o for all spiral tuned cells, including those tuned to the cardinal directions of expansion, rotation, and contraction.
Spiral position invariance.
We found that the model cells displayed a similar type of position invariance. We presented each model cell with a set of spiral stimuli, as defined by equations (13) and (14). The stimuli were presented at an upper and lower position with respect to the center of the receptive field and the best response was calculated in each case. The mean difference in response selectivity for all spiral-tuned cells in the model was 7.3 o .
Reversal of selectivity. The position invariance found by Graziano et al. (1994) appears to depend on the size of the spatial displacement of the test stimulus. Small displacements (<10 o ) yielded strongly position invariant responses, but other studies have shown less position invariance for larger displacements of the motion stimulus (Duffy and Wurtz, 1991b; Orban et al., 1992; Lagae et al., 1994; Lappe et al., 1996) . These studies measured position invariance as a reversal in selectivity for changes in stimulus position. Many MSTd cells respond to one type of motion (e.g., expansion) for a stimulus at one position in the visual field, and the opposite type of motion (e.g., contraction) for a stimulus in a different portion of the visual field. The displacement necessary to cause a reversal in selectivity is generally between 15 o and 80 o . Lappe et al. (1996) tested the reversal of selectivity in MSTd cells by presenting full field optic flow stimuli centered at various locations in the visual field. The 17 stimuli were centered at dif-κ ϑ ferent locations forming a ring around the fixation point. One ring had a radius of 15 o eccentricity, and the other was located at 40 o eccentricity. Each ring consisted of 8 stimulus centers, and the remaining stimulus was centered on the fixation point. A cell was considered to have reversed its selectivity if it was found to be selective (direction index > 0.5) for one direction of motion at one location, and selective for the opposite direction of motion at another stimulus location. Comparisons were made within each ring, and the central stimulation point was included in both rings, so that each test for reversal consisted of placing the stimulus at 9 different points in the visual field. The results indicate that rotation cells reversed selectivity in 27% and 87% of the cases for the 15 o and 40 o rings, respectively. Expansion cells reversed selectivity for 28% and 78% of the cells for the inner and outer rings, respectively. We tested the model by simulating the same stimuli, again using equations (13) and (14). Since Lappe et al. (1996) used full-field stimulation, we assumed that each cell received input across its entire receptive field. We considered a cell to be direction selective for a stimulus centered on a given point if its response to that stimulus was more than twice the response to the opposite stimulus. We found that rotation cells reversed their selectivity in 16% and 88% of the cases, for the inner and outer rings, respectively. Expansion cells showed a reversal for 29% and 90% of the cells for the inner and outer rings, respectively. The results are depicted in Figure 5 .
Average response curve. Lappe et al. (1996) also measured the average response curve for each MSTd cell. The location of the optimal stimulus for each cell was computed from the ring configuration described above, and the responses for all cells were aligned so that a response gradient could be measured in terms of direction with respect to the location that yielded the best response. The results indicate that the average MSTd cell shows an increasing response for centers of motion moved farther into the periphery.
We simulated this effect using the same stimuli as in the previous simulation. The best response location was calculated, and the response gradient was calculated along stimulus locations that were colinear with the best response center and the fovea. The results were then averaged for all cells in the population. The results for the expansion stimuli are shown in Figure 6 . Results for contraction and rotation showed similar sigmoidal curves.
Preference for center of motion. The results of Lappe et al. (1996) indicate that, on average, MSTd neurons respond more strongly as the center of an optic flow stimulus is moved farther into the retinal periphery. However, Duffy and Wurtz (1995) , using a similar experimental paradigm, found that most MSTd cells responded more strongly to motion centered on the fovea than to any other motion stimulus. These results are not necessarily inconsistent, since the peripheral stimuli in the study of Lappe et al. (1996) were presented in eight different locations, and were therefore weighted more than the central stimuli in the computation of the average response.
In the Duffy and Wurtz (1995) experiments, optic flow stimuli were presented at different locations forming two concentric rings around the fovea. Each ring consisted of eight stimulus centers, and the rings were located at 45 o and 90 o eccentricity. Each cell was identified as preferring central (0 o ), eccentric (45 o ), or peripheral (90 o ) stimulation. The results indicate that, for expansion stimuli, eccentric preferences were most common, followed by central and peripheral. However, the single stimulus site preferred by most cells was the central stimulus.
We simulated the experiment of Duffy and Wurtz (1995) by presenting optic flow stimuli at the visual field locations used in their experiment, and calculated the stimulus that gave the best response for each cell. For cells that responded to radial motion, eccentric preferences were most common, as shown in Figure 7 . For rotation cells (not shown), we found that peripheral preferences were most common. Duffy and Wurtz (1995) also found increased peripheral preferences for rotation cells, but in their sample, eccentric preferences were still the most common. We also found that the preferred centers of optic flow stimulation were nearby in the visual field, as did Duffy and Wurtz (1995) . Duffy and Wurtz (1995) also observed that the cells that preferred motion fields centered on the fovea were more selective in their responses than cells that preferred motion centered in the periphery. That is, cells with center preferences showed drastically decreased responses when the center of motion was moved off the fovea, but cells with peripheral preferences could tolerate larger displacements. This finding fits conceptually with the current model because the cortical magnification factor specifies that small retinal displacements near the fovea are magnified on the cortex, while small retinal displacements in the visual periphery are compressed on the cortex.
Heading Simulations
For heading simulations, the visual field was limited to a diameter of 35 o to approximate a typical experimental configuration (Van den Berg and Brenner, 1994a; Royden et al., 1994) . If the rotation rate changed over time, the flow field was calculated from equations (23) and (24) to correspond to the mean eye rotation (real or simulated) during the trial. The output of the model was the preferred log polar direction of the most active cell in response to the optic flow stimulus, as specified by the cell activation equation (26). For all simulations, the output was compared to the azimuth of the heading direction, since this was the relevant quantity in the psychophysical experiments. A separate group of cells could be postulated to encode the elevation, consistent with the finding that the azimuth and elevation of heading judgments are encoded independently (D'Avossa and Kersten, 1996) .
Moving object, ground plane. Here the model input was the flow field generated from observer motion across a ground plane at 1.9 m/s at an eye height of 1.6m (the same values used by Royden et al., 1994; Experiment 4) . The model input also contained a rotational component, depicting the eye rotation necessary to track a moving object at rates of 0 -5 o /sec. Figure 8b shows the simulated log polar motion direction for increasing rates of rotation. For the simulated eye movement condition, model output is dependent on the rate of rotation. For actual eye rotations (open symbols), heading is accurate in all cases.
Stationary object, ground plane, limited depth range.
Here the model input simulated the conditions used by Van den Berg and Brenner (1994a) for fixation of a point attached to a ground plane extending 40m in depth. Forward observer motion was simulated at 3 m/sec at an eye height of 1.3m for 16 heading angles between approximately -20 o and 20 o . Figure 9b (solid line) shows the model output fit to a line of slope 1.54 by minimization of squared error (r=0.96). The results show that sensitivity was maintained in log polar space for this stimulus configuration, across a range of rotation rates similar to that used by Royden et al. (1994) . Therefore a real eye movement is not necessary for computation of heading for this environmental layout. For the real eye movement case, the best-fitting line had a slope of 1.75 (r=0.93), indicating a bias away from the fixation point relative to the simulated eye movement condition. A similar bias was found for real eye movement trials by Van den Berg and Brenner (1994a) and Van den Berg (1996) . These results indicate that a single set of spiral-tuned cells can compute heading in a consistent fashion in the presence or absence of a subtractive efference copy signal. Furthermore, the model suggests that the flow field contains sufficient information to extract heading direction without the need for a "horizon cue", as suggested by Royden et al. (1994) .
Van den Berg and Brenner (1994a) tested heading perception for observer translation over ground planes which terminated at 7m or 35m beyond the fixation point. Changing the angle between heading and gaze generated rotation rates between 0 and 6 o /sec. The model cell responses to these stimuli were fit to a line by minimization of least squared error for comparison with the data (Figure 9 ). Reducing the range of visible points from 35m to 7m beyond the fixation point causes the model to bias its heading judgments toward the fixation point. The reason for this is that translatory motion generates optic flow vectors that decrease in magnitude with distance, while rotational flow is constant across all depths. Therefore the farthest points are dominated by rotational flow, and the removal of these points decreases the ratio of rotation to translation, resulting in log polar motion directions that are closer to pure translation. Since pure translation implies a zero heading angle in retinal coordinates, the heading is biased toward the fixation point. This simulation demonstrates how manipulations of scene geometry can indirectly affect heading judgments.
Stationary object, dot cloud. The model input replicated the conditions used by Royden et al. (1994) in their Experiment 7. The speed of observer motion was set at 2.5 m/sec. through a cloud of 615 dots randomly positioned at distances of 0-37.3 m. Fixation of dots at different depths yielded rotation rates between 0 o /sec and 5 o /sec.
Initial simulations indicated that the model calculated heading as being nearly straight ahead for all rotation rates in both the real and simulated eye movement conditions. Since the actual heading angle was 0 o , this could be interpreted as accurate heading perception, as found by Van den Berg (1996) for a similar stimulus configuration. However, further testing revealed another factor: If stimulation was limited to the upper or lower visual hemifield, the pattern of model outputs was quite similar to that of Royden et al.'s (1994) subjects. Interestingly, the model exhibited consistent heading judgments in the simulated eye movement case for rotation rates <=1 o /sec., and increasingly inaccurate heading judgments thereafter, as found by Warren and Hannon (1990) and Royden et al. (1994) . Figure 10b shows the model output in the case where input was limited to the upper visual field. This suggests that observers in the experiment of Royden et al. (1994) may have based their heading judgments primarily on information in one visual hemifield or the other.
Stationary object, approach to a wall. The model was next tested for the same stimuli used in Warren and Hannon's (1990) Experiment 7, under the assumption that actual eye movements cause subtraction of the resulting full-field motion (see Mathematical Model section -Extraretinal input). Since motion directly away from the fixation point has a log polar orientation of zero, random noise (see Simulations Techniques section) was added to the cell responses from equation (17), before measuring the percentage of responses that were greater than zero. Repeating each trial 50 times yielded a measure of the percentage of responses that showed a directional bias relative to the fixation point, as a function of the simulated angle of approach. For the simulated eye movement case, there was no subtraction of the rotational flow. The results are shown in Figure  11 . Without extraretinal information, there is no way for the model to determine heading, and performance is essentially at chance in this condition. With the aid of an extraretinal signal, performance is substantially better, and nears 100% for heading angles as small as 3 o .
Time-to-contact Simulations
For time-to-contact simulations, the optic flow was used that corresponded to the size and rate of expansion at the end of each trial. The output of the model was specified by the speed tuning equations (29) and (38).
Global tau. The experimental configuration used by Kaiser and Mowafy (1993) was simulated under the assumption that a cell can signal TTC by measuring the rate of expansion. High rates of expansion indicate short TTC, and vice-versa, allowing the cell to measure TTC by its inverse. Since T z was held constant (60 gu/s) by Kaiser and Mowafy (1993) , the TTC for a given point was defined by the simulated depth Z of that point, using equation (3). In each case the best cell response according to equation (29) was chosen for each TTC used by Kaiser and Mowafy (1993) . Figure 12 shows the inverse of the preferred rate of expansion for the winning cells at each TTC, along with their least squares fit to a line of slope 0.81 and intercept 0.96 (as compared to Kaiser and Mowafy's (1993) average slope of 0.85 and intercept of 0.91). The model shows the same effect of underestimating long TTCs and overestimating short TTCs. A simple explanation for the observed error in TTC estimation now arises: Coarse measurement of TTC by its inverse leads to overestimation for small values, as they rapidly approach infinity, and underestimation at high values, as they approach zero.
Local tau. Regan and Vincent (1995) studied perception of TTC for objects centered at different locations in the visual field. They used the method of constant stimuli, asking observers to judge TTC for each stimulus with respect to the mean TTC observed across trials. For each value of time-to-contact, they varied the values of the size and rate of expansion, so that sensitivities to these quantities could be discriminated experimentally. This was accomplished by simply multiplying the numerator and denominator of equation (4) by constants.
In order to simulate their experiment, we defined a flow field for an approaching object centered at retinal coordinates (x 0 ,y 0 ) undergoing expansion at a rate (equation 4) by setting c = 0 and in equations (13) and (14). Expansion selective model cells measured the speed of expansion in log polar space by pooling expansion motion (Sekuler, 1992) around the perimeter of each square. Model computation of τ L was therefore defined by equation (29), with the limits of spatial integration being defined by the position of the object. Only positive values of were considered for computation of TTC.
The value of max[z i ] (equation 28) was computed for each stimulus. Each set of stimulus presentations contained 8 variations in stimulus size and rate of expansion, representing the range of TTC values used by Regan and Vincent (1995) . For each stimulus, the response was assumed to be perturbed by random Gaussian noise (see Simulation Techniques section) centered around 0. A stimulus presentation was then categorized as "sooner than the mean" if ,
where z is the mean value of max[z i ] for the stimulus set, and N specifies the random noise. The model response was fit to a function as described in the Simulation Techniques section.
As shown in Figure 13 (parts a and b), the current model exhibits the same qualitative behavior as the subjects in Regan and Vincent (1995) . Specifically, it computes TTC accurately in the foveal region based on local tau, while ignoring variations in size and rate of expansion, in a manner that is quantitatively similar to that of the subject in Regan and Vincent (1995) . As the size invariance of the log polar mapping fails outside the foveal region, model responses become more dependent on the rate of expansion. Consistent with the model output, Regan and Vincent (1995) found that, as the stimulus is moved farther into the periphery, TTC judgments become more dependent on variations in size and rate of expansion.
We also tested the effect of attentional modulation on TTC computation, by setting M = 0.2 in equation (31). This simulated an attentional gradient extending approximately 6 o along a radial line from the attentional focus, which is consistent with psychophysical (Downing and Pinker, 1985) and physiological (Connor et al., 1997) estimates. The choice U = 4 was made for equations (30) and (37) to represent the four corners of the square stimulus. The results, shown in Figure 13c , are closer quantitatively to those of Regan and Vincent (1995) than the results from Figure 13b . Figure 14 shows that the model output with attentional modulation matches human thresholds for TTC computation across the visual field. Threshold computation was carried out by the method described in the Simulations Techniques section.
Analytical Results
Time-to-contact. Equation (11) shows that the radial component of the cortical optic flow representation is dependent on (the inverse of) TTC, while the circular component in equation (12) is not (Tistarelli and Sandini, 1993) . The model supports the hypothesis that TTC could be computed by expansion-selective cells in MSTd. In particular, consider the activity of a cell that is sensitive to motion along the radial axis of the cortical mapping. Since MSTd cells perform spatial summation of inputs (Duffy and Wurtz, 1991b) , the response of such a cell to an optic flow field can be approximated by: ,
where c represents the radius of the integrative area of the model cell. By equations (11) and (13) this is the same as .
Integrating around a circle eliminates the sin and cos terms in (44), yielding
Since typically ρ >> a, this can be approximated .
The response of this cell is thus inversely proportional to time-to-contact; in particular, a strong response indicates imminent collision. The inverse of time-to-contact is used by many organisms to time actions (Lee and Young, 1985) . For approach to a frontal surface, this calculation is invariant with respect to heading angle, eye rotations, and object size. For objects which are slanted in depth (i.e., when or is large), equation (43) approximates time-to-contact for the centroid of the object. Cells with specific sensitivity to τ L have been found in pigeon optic tectum by Wang and Frost (1992) , although these cells responded only to object motion, whereas the computation described here is valid for any combination of observer and object motion. This calculation also assumes a receptive field which is circular about the fovea. While most MSTd cell receptive fields cover the fovea (Duffy and Wurtz, 1995) , the exact dimensions of the receptive fields are difficult to determine. A group of expansion-selective cells centered on the fovea has been found in the macaque by Squatrito and Maioli (1997) . Alternatively, a group of MSTd cells covering the central visual field could, in principle, signal time-to-contact with a fixated point. Equation (50) seems to imply that expansion cells in MSTd could act as divergence, or div, detectors (Koenderink and Van Doorn, 1981) , which invariantly signal the amount of expansion in a complex spiral stimulus. However, Orban et al. (1992) and Graziano et al. (1994) have shown that MST cells do not perform a decomposition of optic flow stimuli, but instead respond to a continuum of combinations of expansion and rotation. We suggest that the brain can take advantage of the property shown in equations (43)- (46) by activating expansion cells in a top-down fashion when calculation of TTC is warranted. The relevant value can then be determined from activity within the expansion-selective subpopulation. Psychophysical results support this notion. Kaiser and Hecht (1995) and Freeman et al.(1993) have shown that judgments of τ G can be quite robust, even when large amounts of rotation are added to the stimulus. Results from a visual search experiment (Takeuchi, 1997) support the idea that cells selective for expansion (but not those selective for contraction) can be activated in a top-down fashion.
Judgments of τ G are not affected by the retinal location of the stimulus (Kaiser and Mowafy, 1993) when fixation is coincident with heading and the eye is not moving. Observers are as accurate in computing TTC for points in the periphery as they are for points near the fovea. This can be explained by the cortical mapping of retinal information. For a point at retinal distance ρ from the fovea, the TTC is
This follows from equation (11) when R x = R y = T x = T y = 0. Since the mapping from retina to cortex is compressed logarithmically, it follows that (see equation (15)
since ρ >> a outside the foveal region. This is an example of the size-invariance property of the log polar mapping (Schwartz, 1980) , which has been questioned (Cavanagh, 1982) , but is likely to be useful under certain circumstances. In particular, when the animal is looking in the direction of self-motion, the size invariance property can be quite useful for navigation (Virsu and Hari, 1996 ).
DISCUSSION
The model described in this paper demonstrates how the log polar mapping from retina to striate cortex can explain a number of MSTd cell properties. Specifically, model cells tuned to the direction of cortical motion exhibit similar spiral tuning curves and position invariance to MSTd cells. These properties arise as a consequence of well-known physiological constraints such as cortical magnification and Gaussian tuning, without the need to assign a functional role, such as a map of heading directions, to MSTd. However, psychophysical simulations indicate that physiologically determined spiral tuning curves can serve as a basis for human perception of heading and time-tocontact.
Position Invariance
The log polar mapping defines a space-variant system, meaning that the interpretation of a motion stimulus depends on where in the visual field the stimulus is observed. We have shown that the assumption of space-variance can explain a number of paradoxical findings relating to optic flow sensitivity in MSTd. Most of these findings involve the degree to which MSTd cells exhibit position invariance for stimuli placed within their large receptive fields. As shown in the time-to-contact simulations, attentional modulation can provide increased position invariance for some types of object motion. MSTd is generally assumed to process self-motion by locating the focus of expansion. However, Graziano et al. (1994) have reported position invariance of MSTd cells, which might prevent them from calculating self-motion. Since the location of the focus of expansion corresponds to the heading angle, changes in heading must be registered as changes in expansion stimulus location. A position invariant cell would be incapable of registering these changes, as it would respond similarly to the presence of expansion motion regardless of the locus of stimulation. Geesaman and Andersen (1996) suggested that, just as inferotemporal neurons may extract form information invariantly, MSTd neurons extract object motion information independent of target location in the visual field. Position invariance therefore suggests an alternative role for MSTd cells in extracting motion patterns derived from object trajectories in space.
The current model illustrates how MSTd cells can process self-motion information while maintaining some degree of position invariance. Model cell selectivity is derived from the log polar retinocortical mapping, which provides useful compression and geometric properties at the cost of complete position invariance (Schwartz, 1994) . How can position invariance be achieved in a space-variant framework? This appears to be related to the width of the spiral tuning curve, which
is controlled by the parameter σ, introduced in equation (26) (see Figure 17) . Graziano et al. (1994) found that the average standard deviation of the spiral tuning was 61 o , and we set our parameter to σ = 40 o to match this value. We suspected that the observed spiral tuning might reflect the constraint of processing characteristics of object motion in a position-invariant manner in log polar space.
To test this hypothesis, we calculated average position invariance across the model cell population as a function of spiral tuning (controlled by σ), using the same method as Graziano et al. (1994) , as described in the Results section. This measure yields the average change in spiral stimulus preference for 8.5 o displacements of a motion stimulus. Position invariance was quantified as the reciprocal of this value, so that large changes in stimulus preference implied little position invariance, and conversely. The results indicate that position invariance peaks at the point at which biologically observed spiral tuning curves emerge (Figure 19a ). This suggests that, on average, the observed spiral tuning reflects the constraint of maximizing position invariance for processing of object motion in a space-variant domain.
If MSTd cells are optimally suited to process motion patterns in a position-invariant manner, then it remains to be seen how the same cells can process self-motion information, which relies on position dependence of responses. It has been suggested that heading can be extracted at the population level (Geesaman and Andersen, 1996) . We examined this possibility by measuring heading sensitivity as a function of the sharpness of spiral tuning. Model heading sensitivity was quantified as the slope of the best fitting line to the model output. The inputs were chosen to depict an ecologically common situation consisting of observer motion over a ground plane at 2.5 m/s with rotational flow removed, for 10 heading angles between 0 o and 20 o . In all cases, the fit to the regression line was excellent with r>0.95. Figure 19b shows that heading sensitivity is largely unaffected by changes in spiral tuning, indicating that the model compensates for position invariance at the population level. Such compensation is not possible for a system that relies on explicit detection of the focus of expansion. This suggests a biological interpretation of the value of σ: Since self-motion perception is not hampered by changes in log polar direction tuning, the system optimizes this parameter to obtain spatially invariant directional estimates.
Visual Navigation
The model described in this paper shows how spiral-tuned cells can help to explain heading perception. In the absence of an eye movement signal, heading judgments depend on surface layout. The addition of an eye movement signal allows accurate heading perception in head-centered coordinates, but heading must ultimately be computed with respect to the body to be behaviorally useful. The current model provides a framework which can easily be generalized to a body-centered coordinate system by incorporating head rotation and vestibular information in the same manner as eye movement information is used; c.f. Guenther et al. (1994) .
MSTd input from the vestibular system functions similarly to smooth pursuit input, subtracting off optic flow caused by rotation of the head or body (Thier and Erickson, 1992; Shenoy et al., 1996) . MSTd also contains many cells that extract components of translatory motion (Duffy and Wurtz, 1997b) , which is the constant retinal motion that occurs during rotation or lateral translation of the eye in space. sensitivities (Komatsu and Wurtz, 1988) could be used to initiate the subtraction of flow field components caused by rotation of the eye, head, or body . This implies separate selectivity for translatory and spiral motion, which has been observed psychophysically (Regan and Beverley, 1980) , and physiologically in MSTd (Duffy and Wurtz, 1997b) . Figure 20 shows a schematic of how the model could be expanded to incorporate the different types of information processed in MSTd. Information from vestibular and oculomotor centers could be combined with depth-dependent translatory motion cells (Roy et al., 1992) . These cells could be mapped onto spiral-tuned cells to compute self-motion information in body-centered coordinates. The presence of extraretinal signals would allow for distinctions between rotation of the body and rotation of the eyes, which are nearly impossible to distinguish on the basis of visual information alone (Royden, 1994) . Gibson (1966) suggested that optic flow processing entails a continuous exchange between action and perception. The model described in this paper has linked this important behavorial concept to a neural substrate. The problem of navigating towards a fixated object can now be stated in terms of issuing motor commands to generate cortical motion flow along the cortical axis encoding expansion motion (see Figure 16) . Motor activity can then be timed by measuring the speed of expansion, which correlates with time-to-contact (see Analytical Results). Conversely, avoiding a fixated object entails generating locomotion that produces log polar motion angles with greater circular components (Figure 16 ). In the latter case, the direction of cortical motion carries information about heading direction, which can subsequently be interpreted in terms of the animal's goal of avoidance or pursuit.
Comparison to other models
The model described in this paper differs from other models of heading perception in that it does not rely on explicit detection of the focus of expansion (e.g., Hatsopoulos and Warren, 1991) or parallax computations (e.g., Heeger and Jepson, 1992) . Instead, the model uses spiral-tuned cells to measure the ratio of circular motion to expansion about the fixation point.
The model is similar to template models (Lappe and Rauschecker, 1993; Perrone, 1992) , as it involves matching cell preferences to optic flow stimuli. The templates in the present model are selective for a particular direction of cortical motion. This selectivity could self-organize in the same way that orientation selectivity develops in other visual cortical areas (c.f., Olson and Grossberg, 1998) , without the need for the optimization of synaptic weights suggested by Zemel and Sejnowksi (1998) . This simple direction selectivity of model cells further obviates the need for the intricate hardwiring of inputs used in other models (Lappe and Rauschecker, 1993; Perrone and Stone, 1994) , and comparatively few templates are required to match psychophysical results. Perrone and Stone (1994) decreased the number of templates in their model by imposing a gazestabilization constraint, but this constraint makes the model inconsistent with human data (Crowell, 1997 ). The current model also points to a way in which templates can be integrated with extraretinal information, which has been ignored in the modeling literature until recently (Cameron et al., 1997; Van den Berg and Beintema, 1997) . 
