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COMPACTNESS OF THE ∂¯-NEUMANN PROBLEM ON
DOMAINS WITH BOUNDED INTRINSIC GEOMETRY
ANDREW ZIMMER
Abstract. By considering intrinsic geometric conditions, we introduce a new
class of domains in complex Euclidean space. This class is invariant under
biholomorphism and includes strongly pseudoconvex domains, finite type do-
mains in dimension two, convex domains, C-convex domains, and homoge-
neous domains. For this class of domains, we show that compactness of the
∂¯-Neumann operator on (0, q)-forms is equivalent to the boundary not contain-
ing any q-dimensional analytic varieties (assuming only that the boundary is
a topological submanifold). We also prove, for this class of domains, that the
Bergman metric is equivalent to the Kobayashi metric and that the pluricom-
plex Green function satisfies certain local estimates in terms of the Bergman
metric.
1. Introduction
This paper is motivated by work of Fu-Straube [FS98] who showed that for con-
vex domains, compactness of the ∂¯-Neumann operator on (0, q)-forms is equivalent
to the boundary containing no q-dimensional analytic varieties. Our goal is to define
a class of domains which contains the bounded convex domains, is invariant under
biholomorphisms, and where we can prove the same result about compactness of
the ∂¯-Neumann operator. We define such a class as follows.
Definition 1.1. A domain Ω ⊂ Cd has bounded intrinsic geometry if there exists
a complete Ka¨hler metric g on Ω such that
(b.1) the metric g has bounded sectional curvature and positive injectivity radius,
(b.2) there exists a C2 function λ : Ω → R such that the Levi form of λ is
uniformly bi-Lipschitz to g and ‖∂λ‖g is bounded on Ω.
The above conditions on the Ka¨hler metric g are intrinsic and hence having
bounded intrinsic geometry is invariant under biholomorphism. Property (b.2) is
motivated by Gromov’s definition of Ka¨hler hyperbolicity [Gro91], McNeal’s results
on plurisubharmonic functions with self bounded complex gradient [McN02b], and
vanishing results for L2 cohomology [DF83, Don94, Don97, McN02a].
Many domains have bounded intrinsic geometry, including
(1) strongly pseudoconvex domains,
(2) finite type domains in C2,
(3) convex domains or more generally C-convex domains which are Kobayashi
hyperbolic (with no boundary regularity assumptions),
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(4) simply connected domains which have a complete Ka¨hler metric with pinched
negative sectional curvature,
(5) homogeneous domains, and
(6) the Teichmu¨ller space of hyperbolic surfaces of genus g with n punctures.
Further, by definition, any domain biholomorphic to one of the domains listed above
also has bounded intrinsic geometry. In Section 2, we will describe these examples
in more detail and give references.
A domain Ω ⊂ Cd has several standard invariant Ka¨hler (pseudo-)metrics. For
instance, if BΩ denotes the Bergman kernel on a domain Ω ⊂ Cd, then the Bergman
(pseudo-)metric is defined by
gΩ(v, w) =
∑
1≤i,j≤d
∂2 logBΩ(z, z)
∂zi∂z¯j
viw¯j .
The Ka¨hler metric in Definition 1.1 does not apriori have to be one of the standard
invariant Ka¨hler metrics, but we will prove that a domain has bounded intrinsic
geometry if and only if the Bergman metric satisfies the conditions in Definition 1.1.
Theorem 1.2. (see Theorem 9.1) If Ω ⊂ Cd is a domain, then the following are
equivalent:
(1) Ω has bounded intrinsic geometry,
(2) the Bergman metric gΩ satisfies Definition 1.1.
Moreover, in this case
sup
z∈Ω
‖∇mR‖gΩ <∞
for all m ≥ 0 where R is the curvature tensor of gΩ.
The “moreover” part says that the Bergman metric on a domain with bounded
intrinsic geometry has bounded geometry in the standard Riemannian sense.
In the context of Definition 1.1, we should mention the following well-known
properties of the Bergman metric. A domain whose Bergman metric is complete is
necessarily pseudoconvex [Bre55]. Conversely, if a bounded pseudoconvex domain
has Lipschitz boundary, then the Bergman metric is complete [Che99, Her99]. The
holomorphic sectional curvature of the Bergman metric is always bounded from
above by 2 [Ber48, Kob59] and the sectional curvatures are determined by the holo-
morphic sectional curvatures, so having bounded sectional curvature is equivalent
to having holomorphic sectional curvature bounded below.
1.1. Analytic properties. Given a pseudoconvex Ω ⊂ Cd and 1 ≤ q ≤ d, let
L2(0,q)(Ω) denotes the space of (0, q)-forms with square integrable coefficients and
let ∂¯∗ denote the L2 adjoint of ∂¯. The ∂¯-Neumann operator Nq : L2(0,q)(Ω) →
L2(0,q)(Ω) is the bounded inverse to the unbounded self-adjoint surjective operator
 := ∂¯∂¯∗ + ∂¯∗∂¯ on L2(0,q)(Ω). These operators have been extensively studied and
we refer the reader to [FK72, Kra92, BS99, CS01, Str10] for details.
For domains with bounded intrinsic geometry, we will characterize the compact-
ness of the ∂¯-Neumann operator in terms of the growth rate of the Bergman metric.
In particular, given a d-by-d complex matrix A let
σ1(A) ≥ σ2(A) ≥ · · · ≥ σd(A)
denotes the singular values of A. We will then prove the following.
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Theorem 1.3. (see Theorem 11.1) Suppose Ω ⊂ Cd is a bounded domain with
bounded intrinsic geometry. Then the following are equivalent:
(1) Nq is compact.
(2) If gΩ,z is identified with the d-by-d matrix
[
gΩ,z(
∂
∂zi
, ∂∂z¯j )
]
, then
lim
z→∂Ω
σd−q+1(gΩ,z) =∞.
If, in addition, ∂Ω is C0, then the above conditions are equivalent to:
(3) ∂Ω does not contain any q-dimensional analytic varieties.
Remark 1.4. To be precise:
(1) We say that ∂Ω is Cr (respectively Cr,α) if for every point x ∈ ∂Ω there
exists a neighborhood U of x and there exists a linear change of coordinates
which makes U ∩ ∂Ω the graph of a Cr (respectively Cr,α) function.
(2) We say that ∂Ω contains a q-dimensional analytic variety if there exists a
holomorphic map ϕ : Dq → ∂Ω where ϕ′(0) has rank q.
Convex domains always have C0,1 boundary and, as mentioned above, have
bounded intrinsic geometry. In this special case, (2) ⇔ (3) follows from estimates
of Frankel [Fra91] while (1)⇔ (3) was established by Fu-Straube [FS98].
We also note that Theorem 1.3 implies the following extension of Fu-Straube’s
result.
Corollary 1.5. Suppose Ω ⊂ Cd is a bounded domain with C0 boundary. If Ω is
biholomorphic to a C-convex domain (e.g. a convex domain), then the following
are equivalent:
(1) Nq is compact,
(2) ∂Ω contains no q-dimensional analytic varieties.
1.2. Geometric properties. We will also establish some geometric properties of
domains with bounded intrinsic geometry. Our main result in this direction is that
the Bergman metric and Kobayashi metric are equivalent.
Theorem 1.6. (see Theorem 10.3) If Ω ⊂ Cd is domain with bounded intrinsic
geometry and kΩ is the Kobayashi metric on Ω, then there exists C > 1 such that
1
C
kΩ(z; v) ≤
√
gΩ,z(v, v) ≤ CkΩ(z; v)
for all z ∈ Ω and v ∈ Cd.
Remark 1.7. This equivalence of metrics is a key part of the proof that (2) ⇒ (3)
in Theorem 1.3.
We will also establish the following uniform local estimate for the pluricomplex
Green function in terms of the Bergman distance.
Theorem 1.8. (see Theorem 6.4) Suppose Ω ⊂ Cd is a domain with bounded
intrinsic geometry, distΩ is the Bergman distance on Ω, and GΩ is the pluricomplex
Green function on Ω. There exist C, τ > 0 such that:
log distΩ(z, w)− C ≤ GΩ(z, w) ≤ log distΩ(z, w) + C
for all z, w ∈ Ω with distΩ(z, w) ≤ τ .
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1.3. Potentials for the Bergman metric. Theorem 1.2 says there is no loss
in generality in considering only the Bergman metric in Definition 1.1 and so it
seems natural to wonder if one can simply consider the standard potential for the
Bergman metric in Property (b.2). Unfortunately, as the next proposition shows,
this is not the case.
Proposition 1.9. (see Proposition 12.2) There exists a bounded domain Ω ⊂ C2
biholomorphic to D×D where
‖∂ logBΩ(z, z)‖gΩ
is unbounded.
It is easy to verify that D×D, and hence also Ω in the Proposition, has bounded
intrinsic geometry. So the above Proposition justifies the complicated formulation
of Property (b.2).
1.4. Motivation for Definition 1.1. The definition of bounded intrinsic geom-
etry is partially motivated by results of Catlin [Cat89] for finite type domains in
C2 and McNeal [McN94, McN92] for finite type convex domains. A central compo-
nent of their work is the construction of certain embedded polydisks and associated
plurisubharmonic functions.
In particular, given such a domain Ω they show, essentially1, that for every ζ ∈ Ω
there exists an affine embeddings Φζ : D
d → Ω of the form
Φζ(z) = ζ + Uζ
τ1(ζ) . . .
τd(ζ)
 z
(where Uζ is a unitary matrix) and there exists a companion plurisubharmonic
function φζ : Ω→ [−1, 1] with∑
1≤i,j≤d
∂2φζ
∂zi∂z¯j
ξiξ¯j &
d∑
j=1
1
τj(ζ)2
|ξj |2
on Φζ(D
d). Then the plurisubharmonic functions φζ are used to reduce global
problems on Ω to local problems on Φζ(D
d).
In Section 5 we will show that domains with bounded intrinsic geometry have
similar embeddings and plurisubharmonic functions.
Theorem 1.10. (see Theorem 5.1) Suppose Ω ⊂ Cd is a bounded pseudoconvex
domain and g is a complete Ka¨hler metric on Ω.
(1) If g has Property (b.1), then there exists A1 > 1 such that: For every ζ ∈ Ω
there exists a holomorphic embedding Φζ : B→ Ω with Φζ(0) = ζ and
1
A1
gEuc ≤ Φ∗ζg ≤ A1gEuc.
(2) If g has Property (b.2), distg is the distance induced by g, and r > 0, then
there exists A2 = A2(r) > 0 such that: For every ζ ∈ Ω there exists a
plurisubharmonic function φζ : Ω→ R with
(a) L(φζ) ≥ g on Bg(ζ; r) := {z ∈ Ω : distg(z, ζ) < r},
1In the d = 2 case, the affine maps are defined in terms of holomorphic coordinates on Cd
which depend on ζ, see [Cat89, Section 1].
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(b) −A2 ≤ φζ ≤ 0 on Ω.
The existence of the embeddings in part (1) will follow from classical work of
Shi [Shi89] concerning regularization of Riemannian metrics and recent work of Wu-
Yau [WY20] concerning Ka¨hler manifolds with bounded geometry. The plurisub-
harmonic functions in part (2) will be constructed in a direct way from the potential
in Property (b.2). As in the work of Catlin and McNeal, Theorem 1.10 will allow
us to reduce global problems to local ones.
Acknowledgements. This material is based upon work supported by the National
Science Foundation under grant DMS-1904099.
2. Examples
In this section we give precise references for the examples of domains with
bounded intrinsic geometry listed in the introduction.
2.1. Finite type domains in dimension two. Suppose Ω ⊂ C2 is a smoothly
bounded pseudoconvex domain of finite type. Since Ω has smooth boundary, the
Bergman metric is complete [Che99, Her99]. McNeal [McN89] proved that the
Bergman metric has bounded holomorphic sectional curvature and hence bounded
sectional curvature (the holomorphic sectional curvatures determine the sectional
curvatures). Catlin established precise estimates for the Bergman metric near the
boundary [Cat89]. Using these estimates, the fact that the sectional curvature is
bounded, and Proposition 2.1 in [LSY05] one can show that the injectivity radius
of the Bergman metric is positive. Thus Property (b.1) holds. Donnelly [Don97],
using Catlin’s estimates, proved that
‖∂ logBΩ(z, z)‖gΩ
is uniformly bounded and thus Property (b.2) holds.
2.2. Domains with negatively curved Ka¨hler metrics. Results of Greene-
Wu [GW79] imply the following.
Theorem 2.1. Suppose Ω ⊂ Cd is a simply connected domain and there exists a
complete Ka¨hler metric g on Ω with
−a2 ≤ sec(g) ≤ −b2 < 0
for some constants a, b > 0. Then Ω has bounded intrinsic geometry.
Proof. Since Ω is simply connected and g is negatively curved, the injectivity radius
of g is infinite by the Cartan-Hadamard theorem. So g satisfies Property (b.1).
We will establish Property (b.2) using comparison theorems from [GW79]. Let
distg be the distance induced by g. Fix o ∈ Ω. Since g is negatively curved and Ω
is simply connected, distg(·, o) is C∞ on Ω \ {o} (this also follows from the Cartan-
Hadamard theorem). Then let ρ be a smooth real valued function on Ω such that
ρ(z) = distg(z, o) when distg(z, o) ≥ 1. By the Hessian comparison theorem there
exists C > 1 such that the Levi form of ρ satisfies
1
C
g ≤ L(ρ) ≤ Cg
on {z ∈ Ω : distg(z, o) > 1}, see [GW79, Lemma 1.13 and Theorem A]. Further,
the function φ(z) =
(
tanh
bdistg(z,o)
2
)2
is smooth and strictly plurisubharmonic on
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Ω, see [GW79, Example 6.15]. So for M large and by possibly increasing C > 1 we
have
1
C
g ≤ L(ρ+Mφ) ≤ Cg
on Ω. Finally, there exists A > 0 such that
‖∂(ρ+Mφ)‖g ≤ A ‖∂z distg(z, o)‖g ≤ A ‖dz distg(z, o)‖g ≤ A
on {z ∈ Ω : distg(z, o) > 1}. Hence λ := ρ+Mφ satisfies Property (b.2). 
2.3. Holomorphic homogeneous regular domains. The other domains listed
in the introduction are all holomorphic homogeneous regular domains and for such
domains Property (b.1) always holds.
Definition 2.2. [LSY04] A domain Ω ⊂ Cd is said to be a holomorphic homo-
geneous regular domain (HHR-domain) if there exists s > 0 such that: for every
z ∈ Ω there exists a holomorphic embedding ϕz : Ω→ Cd with ϕz(z) = 0 and
sB ⊂ ϕz(Ω) ⊂ B
where B ⊂ Cd is the unit ball.
Remark 2.3. In the literature, HHR domains are sometimes called domains with
the uniform squeezing property, see for instance [Yeu09].
Examples of HHR domains include:
(1) The Teichmu¨ller space of hyperbolic surfaces with genus g and n punctures
(by the Bers embedding, see [Gar87]),
(2) Kobayashi hyperbolic convex domains or more generally C-convex domains
[Fra91, KZ16, NA17],
(3) bounded domains where Aut(Ω) acts co-compactly on Ω, and
(4) strongly pseudoconvex domains [DFW14, DGZ16].
A general result of Yeung implies that Property (b.1) holds on any HHR-domain.
Theorem 2.4 (Yeung [Yeu09, Theorem 2]). If Ω ⊂ Cd is a HHR-domain, then the
Bergman metric gΩ on Ω is complete, has bounded sectional curvature, and positive
injectivity radius.
For certain classes of HHR-domains it is possible to verify Property (b.2).
Proposition 2.5. Suppose Ω is a domain biholomorphic to either a
(1) a strongly pseudoconvex domain,
(2) a C-convex domain (e.g. a convex domain) which is Kobayashi hyperbolic,
(3) a bounded homogeneous domain, or
(4) the Teichmu¨ller space of hyperbolic surfaces with genus g and n punctures,
then the Bergman metric gΩ on Ω has Property (b.2) and hence Ω has bounded
intrinsic geometry.
Proof. For strongly pseudoconvex domains, it is possible to show that
‖∂ logBΩ(z, z)‖gΩ
is uniformly bounded, see for instance [Don94, Proposition 3.4]. We will con-
sider the C-convex case in Proposition 4.12 below. A stronger form of Prop-
erty (b.2) for the Bergman metric on a homogeneous domain was established by
Kai-Ohsawa [KO07].
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Let T g,n be the Teichmu¨ller space of hyperbolic surfaces with genus g and n
punctures. McMullen [McM00] constructed a (1, 0)-form θ1/ℓ on T g,n such that
ω := ∂¯θ1/ℓ is a complete Ka¨hler metric,
∥∥θ1/ℓ∥∥ω is uniformly bounded, and ω
is uniformly bi-Lipschitz to the Kobayashi metric. On T g,n the Kobayashi and
Bergman metrics are uniformly bi-Lipschitz (see [LSY04, Yeu09, Che04]) and so ω
is also uniformly bi-Lipschitz to the Bergman metric. Finally, there exists a smooth
function λ : T g,n → R such that ∂λ = θ1/ℓ, see for instance [KS12, Section 6.3]. So
Property (b.2) holds. 
3. Preliminaries
3.1. Notations. In this section we fix any possibly ambiguous notation.
The Bergman metric, kernel, and distance: We will use the following notations.
Definition 3.1. Suppose Ω ⊂ Cd is a pseudoconvex domain.
(1) Let BΩ denote the Bergman kernel on Ω,
(2) let gΩ denote the Bergman metric on Ω,
(3) let distΩ denote the distance induced by the Bergman metric, and
(4) for ζ ∈ Ω and r ≥ 0 let
BΩ(ζ; r) := {z ∈ Ω : distΩ(z, ζ) < r}
denote the open ball of radius r centered at ζ in the Bergman distance.
Approximate inequalities: Given functions f, h : X → R we write f . h or equiva-
lently h & f if there exists a constant C > 0 such that f(x) ≤ Ch(x) for all x ∈ X .
Often times the set X will be a set of parameters (e.g. m ∈ N).
The Levi form: Given a domain Ω ⊂ Cd and a C2-smooth real valued function
f : Ω→ R, the Levi form of f is
L(f) =
∑
1≤i,j≤d
∂2f
∂zi∂z¯j
dzidz¯j .
Notice that f is plurisubharmonic if L(f) ≥ 0 and, by definition,
L (logBΩ(z, z)) = gΩ.
Norms and inner products on (p, q)-forms: Given a (p, q)-form α =
∑
αI,Jdz
I∧dz¯J
on a domain Ω, we will let ‖α‖ denote the function
z ∈ Ω→
(∑
|αI,J(z)|2
)1/2
.
Similarly, we will let 〈·, ·〉 denote the pointwise inner product on (p, q)-forms, that
is 〈∑
αI,Jdz
I ∧ dz¯J ,
∑
βI,Jdz
I ∧ dz¯J
〉
=
∑
αI,J β¯I,J .
So ‖α‖ =
√
〈α, α〉. Finally, we will use
‖α‖Ω :=
(∫
Ω
‖α‖2 dz
)1/2
to denote the norm on L2(p,q)(Ω).
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3.2. A sufficient condition for compactness. In this section we recall McNeal’s
sufficient condition for compactness.
Definition 3.2. Suppose Ω ⊂ Cd is a domain. A plurisubharmonic function C2
function λ : Ω → R has self bounded complex gradient if there exists C > 0 such
that ∣∣∣∣∣∣
d∑
j=1
∂λ
∂zj
ξj
∣∣∣∣∣∣
2
≤ C L(λ)(ξ, ξ)(1)
for all ξ ∈ Cd.
This can be rephrased as follows: given a C2 plurisubharmonic function λ the
Levi form L(λ) induces a (possibly infinite valued) norm on 1-forms defined by
‖α‖L(λ) = max
{
|α(X)| : X ∈ Cd, L(λ)(X,X) ≤ 1
}
.
Then Equation (1) is equivalent to ‖∂λ‖L(λ) ≤
√
C. We also note that if t > 0 and
λt = tλ, then ‖∂λt‖L(λt) = t−1/2 ‖∂λ‖L(λ).
Definition 3.3 (McNeal [McN02b]). Suppose 1 ≤ q ≤ d. A domain Ω ⊂ Cd
satisfies condition (P˜q) if for eachM > 0 there exists a C2 plurisubharmonic function
λ = λM : Ω→ R with
(1) ‖∂λ‖L(λ) ≤ 1,
(2) σd−q+1(L(λ)) ≥M outside a compact set of Ω.
Remark 3.4.
(1) Condition (P˜q) is a generalization of Catlin’s condition (Pq) where the es-
timate ‖∂λ‖L(λ) ≤ 1 is replaced by |λ| ≤ 1, see [McN02b] for more detail.
(2) In the second part of the definition, we are identifying L(λ) with the d-by-d
matrix
[
∂2λ
∂zi∂z¯j
]
and σj(L(λ)) is the jth largest singular value of this matrix.
Theorem 3.5 (McNeal [McN02b, Corollary 4.2]). If Ω ⊂ Cd is a bounded pseudo-
convex domain satisfying condition (P˜q), then the operator Nq is compact.
3.3. Solutions to ∂¯. We will use the following existence theorem for solutions to
∂¯.
Theorem 3.6. Suppose Ω ⊂ Cd is a bounded pseudoconvex domain, λ1 : Ω → R
has self bounded complex gradient, and λ2 : Ω → {−∞} ∪ R is plurisubharmonic.
There exists C > 0 which only depends on
sup
z∈Ω
‖∂λ1‖L(λ1)
such that: if α ∈ L2,loc(0,1)(Ω) and ∂¯α = 0, then there exists u ∈ L2,loc(Ω) with ∂¯u = α
and ∫
Ω
|u|2 e−λ2dz ≤ C
∫
Ω
‖α‖2L(λ1) e−λ2dz
assuming the right hand side is finite.
A proof of Theorem 3.6 can be found in [MV15, Theorem 4.5 and Section 4.6].
A special case was established earlier in [McN01, Proposition 3.3] with essentially
the same argument.
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3.4. Bounded geometry. In this section we recall a recent result of D. Wu and
S.T. Yau involving Ka¨hler manifolds with bounded geometry (in the sense of S.Y.
Cheng and S.T. Yau in [CY80]).
Definition 3.7. A d-dimensional Ka¨hler manifold (M, g) is said to have bounded
geometry, if there exist constants r2 > r1 > 0, C > 1, and a sequence (Aq)q∈N of
positive numbers such that: for every point m ∈M there is a domain U ⊂ Cn and
a holomorphic embedding ψ : U →M satisfying the following properties:
(1) ψ(0) = m,
(2) r1 B ⊂ U ⊂ r2 B,
(3) C−1gEuc ≤ ψ∗g ≤ CgEuc,
(4) for every integer q ≥ 0
sup
x∈U
∣∣∣∣∣∂|µ|+|ν|((ψ∗g)ij¯)∂zµ∂z¯ν (x)
∣∣∣∣∣ ≤ Aq for all |µ|+ |ν| ≤ q, 1 ≤ i, j ≤ d.
where (ψ∗g)ij¯ is the component of ψ∗g in terms of the canonical coordinates
z = (z1, . . . , zd) on C
d and µ, ν are multiple indices with |µ| = µ1+ · · ·+µd.
We will use the following theorem of D. Wu and S.T. Yau.
Theorem 3.8 (Wu-Yau [WY20, Theorem 9]). Let (M, g) be a complete Ka¨hler
manifold of complex dimension d. The manifold (M, g) has quasi-bounded geometry
if and only if (M, g) has positive injectivity radius and for every integer q ≥ 0, there
exists a constant Cq > 0 such that the curvature tensor R of g satisfies
sup
M
‖∇qR‖g ≤ Cq.
Moreover, one can choose the constants r1, r2, C, (Aq)q≥0 in Definition 3.7 to
depend only on {Cq}q≥0 and d.
4. The (complex) convex case
The primary purpose of this section is to verify that the Bergman metric on a
convex domain or more generally a C-convex domain satisfies Definition 1.1. By
Theorem 2.4, it is enough to verify that the Bergman metric satisfies Property (b.2).
We will also provide a proof of Theorem 1.3 in the special case of convex domains.
In this case the proof is similar to the argument for general domains with bounded
intrinsic geometry, but has less technicalities.
4.1. The convex case. A domain Ω ⊂ Cd is called C-properly convex if it is convex
and every complex affine map C → Ω is constant. By a result of Barth, a convex
domain is Kobayashi hyperbolic if and only if it is C-properly convex [Bar80].
The key tool in the convex case is a result of Frankel which says that any C-
properly convex domain can be normalized via an affine map. In what follows, we
will let Aff(Cd) denote the group of affine automorphisms of Cd. Any T ∈ Aff(Cd)
can be written as T (z) = b + Lz where b ∈ Cd and L ∈ GLd(C). Then the matrix
L is called the linear part of T .
Theorem 4.1 (Frankel [Fra91]). For any d ∈ N there exists ǫd > 0 such that: if
Ω ⊂ Cd is a C-properly convex domain and ζ ∈ Ω, then there exists Tζ ∈ Aff(Cd)
with Tζ(ζ) = 0 and
2ǫd B ⊂ Tζ(Ω) ⊂ Hd
10 DOMAINS WITH BOUNDED INTRINSIC GEOMETRY
where H = {z ∈ C : Im(z) > −1}.
Remark 4.2. Notice that this implies that every C-properly convex domain is an
HHR-domain.
Frankel used the normalizing maps to estimate the Bergman metric in terms of
the Euclidean geometry of the domain. Given a domain Ω ⊂ Cd, z ∈ Ω, and v ∈ Cd
non-zero define
δΩ(z; v) = min{‖w − z‖ : w ∈ ∂Ω ∩ (z + C ·v)}.
Theorem 4.3 (Frankel [Fra91]). For any d ∈ N there exists Ad > 1 such that: if
Ω ⊂ Cd is a C-properly convex domain, then
1
Ad
‖v‖
δΩ(z; v)
≤
√
gΩ,z(v, v) ≤ Ad ‖v‖
δΩ(z; v)
for all z ∈ Ω and non-zero v ∈ Cd.
Standing assumption: For the rest of this section let Ω ⊂ Cd be a properly
convex domain and for each ζ ∈ Ω let Tζ be an affine map satisfying Theorem 4.1.
We will show that the Bergman metric on Ω has Property (b.2) and then prove
Theorem 1.3 for Ω.
Lemma 4.4.
(1) There exists C1 > 1 such that
1
C1
≤ BTζ(Ω)(w,w) ≤ C1
for all ζ ∈ Ω and w ∈ ǫd B.
(2) For all multi-indices a, b there exists Ca,b > 0 such that
∂|a|+|b| BTζ(Ω)
∂ua∂w¯b
(u,w) ≤ Ca,b
for all ζ ∈ Ω and u,w ∈ ǫd B.
Proof. Fix some δ ∈ (ǫd, 2ǫd). From the monotoncity property of the Bergman
kernel and the explicit formulas for the Bergman kernel on 2ǫdB and Hd, there
exists C > 1 such that
1
C
≤ BTζ(Ω)(w,w) ≤ C
for all ζ ∈ Ω and w ∈ δ B.
For Part (2), notice that∣∣BTζ(Ω)(u,w)∣∣ ≤√BTζ(Ω)(u, u)√BTζ(Ω)(w,w) ≤ C.
on δ B×δB. Further, BTζ(Ω) is holomorphic in the first variable and anti-holomorphic
in the second variable. Then, since δ > ǫd, Cauchy’s integral formulas imply uni-
form estimates for the derivates on ǫd B×ǫd B. 
We will also use the following corollary to Theorem 4.3.
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Corollary 4.5 (to Theorem 4.3). There exists C2 > 1 such that
1
C2
‖X‖ ≤
√
gTζ(Ω),w(X,X) ≤ C2 ‖X‖
for all ζ ∈ Ω, w ∈ ǫd B, and X ∈ Cd.
Using these estimates we can prove that the Bergman metric on a convex domain
satisfies Property (b.2).
Proposition 4.6. ‖∂ logBΩ(z, z)‖gΩ is uniformly bounded and hence gΩ has Prop-
erty (b.2).
Proof. Fix ζ ∈ Ω. Notice that
BΩ(z, z) = BTζ(Ω)(Tζ(z), Tζ(z)) |det(Lζ)|2
where Lζ is the linear part of Tζ . So by Lemma 4.4 and Corollary 4.5
|∂ logBΩ(z, z)(X)|z=ζ =
∣∣∂ logBTζ(Ω)(w,w)(LζX)∣∣w=0
. ‖LζX‖ .
√
gTζ(Ω),0(LζX,LζX)
=
√
gΩ,w(X,X)
for all X ∈ Cd. So ‖∂ logBΩ(z, z)‖gΩ is uniformly bounded. 
Finally we provide a proof of Theorem 1.3 for the special case of convex domains.
As mentioned at the start of this section, the proof in this case is similar to the
proof in the general case (and also similar to Fu-Straube’s original proof), but in
this special case many technicalities can be avoided.
Theorem 4.7 (Fu-Straube [FS98]). Suppose that Ω is bounded (recall, we have
already assumed that Ω is convex). Then the following are equivalent:
(1) Nq is compact.
(2) If gΩ,z is identified with the matrix
[
gΩ,z(
∂
∂zi
, ∂∂z¯j )
]
, then
lim
z→∂Ω
σd−q+1(gΩ,z) =∞.
(3) ∂Ω contains no q-dimensional analytic varieties.
Remark 4.8. The proof below is similar to Fu and Straube’s original argument that
(1) ⇔ (3), but with three modifications that will allow us to extend the result to
domains with bounded intrinsic geometry.
• The first is the observation that the estimates in Theorem 4.3 imply that
(2)⇔ (3). This allows us to work with the Bergman metric instead of the
boundary of the domain.
• In their proof that (2/3)⇒ (1), Fu and Straube directly construct bounded
plurisubharmonic functions which satisfy Catlin’s property (Pq). This con-
struction seems to rely on the convexity of the domain. In contrast, we will
use Proposition 4.6 which directly shows that (2) implies property (P˜q) and
hence compactness.
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• In their proof that (1) ⇒ (2/3), Fu and Straube consider a linear slice of
the convex domain and use the Ohsawa-Takegoshi extension theorem to
pass from the slice to the full domain. The fact that linear slices are well
behaved again seems to rely on the convexity of the domain. Our argument
that (1) ⇒ (2/3) is similar, but by using Frankel’s normalizing maps we
can avoid this reduction to a lower dimensional domain.
Proof. Theorem 4.3 implies that (2) ⇔ (3). If (2) is true, then Proposition 4.6
implies that Ω has Property (P˜q) and hence Nq is compact by Theorem 3.5.
We prove that (1) ⇒ (2) by contradiction. Suppose for a contradiction that
(1) is true and (2) is false. Then there exist C3 > 0, a sequence (ζm)m≥1 in Ω
converging to ∂Ω, and a sequence (Vm)m≥1 of q-dimensional linear subspaces such
that √
gΩ,ζm(v, v) ≤ C3 ‖v‖(2)
for all v ∈ Vm.
For each m, let Tm = Tζm be the recentering map from Theorem 4.1 and let Lm
be the linear part of Tm. Corollary 4.5 and Equation (2) imply that
‖Lmv‖ ≤ C2
√
gTm(Ω),0(Lmv, Lmv) = C2
√
gΩ,ζm(v, v) ≤ C2C3 ‖v‖
for all v ∈ Vm. Since Ω is bounded, Theorem 4.3 implies that there exists C4 > 1
such that gΩ ≥ C−24 gEuc. Then
‖Lmv‖ ≥ 1
C2
√
gTm(Ω),0(Lmv, Lmv) =
1
C2
√
gΩ,ζm(v, v) ≥
1
C2C4
‖v‖
for all v ∈ Cd. So there exists C5 > 1 such that
1
C5
≤ σj(Lm) ≤ C5(3)
for all d− q + 1 ≤ j ≤ d.
Using the singular value decomposition we can write L−1m = k1,mDmk2,m where
k1,m, k2,m are unitary matrices and
Dm =
σd(Lm)
−1
. . .
σ1(Lm)
−1
 .
Then consider the (0, q)-form
αm =
BΩ(·, ζm)√
BΩ(ζm, ζm)
(k−11,m)
∗dz¯1 ∧ · · · ∧ dz¯q
on Ω. Then ‖αm‖Ω = 1 and ∂¯αm = 0. So hm := ∂¯∗Nqαm satisfies ∂¯hm = αm and
{hm : m ≥ 1} is relatively compact in L2(0,q−1)(Ω) (see the discussion proceeding
Theorem 11.1).
By passing to a subsequences we can suppose that hm converges in L
2
(0,q−1)(Ω).
Then for any ǫ > 0 there exists a compact subset K ⊂ Ω such that
sup
m≥0
∫
Ω\K
‖hm‖2 dµ < ǫ.(4)
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We will derive a contradiction by showing that∫
BΩ(ζm;r)
‖hm‖2 dz
is uniformly bounded from below. Since ζm → ∂Ω and the Bergman metric is
complete, this will contradict Equation (4).
Consider the (0, q)-form on Tm(Ω) defined by
α˜m = det(L
−1
m )(T
−1
m )
∗αm = det(L−1m )
BΩ(T
−1
m (·), ζm)√
BΩ(ζm, ζm)
(L−1m )
∗(k−11,m)
∗dz¯1 ∧ · · · ∧ dz¯q
= Jm
BTm(Ω)(·, 0)√
BTm(Ω)(0, 0)
(k2,m)
∗dz¯1 ∧ · · · ∧ dz¯q
where Jm =
∏q−1
j=0 σd−j(Lm)
−1. Using Lemma 4.4 and Equation (3), we can pass
to a subsequence such that α˜m converges uniformly on ǫd B to a smooth (0, q)-form
α˜ with α˜|0 6= 0.
Since α˜ 6= 0, there exists a smooth compactly supported (0, q)-form χ : ǫd B→ C
such that
0 <
∫
ǫd B
〈α˜, χ〉 dw.
Next, notice that α˜m = det(L
−1
m )(T
−1
m )
∗∂¯hm = det(L−1m )∂¯(T
−1
m )
∗hm and so∫
ǫd B
〈α˜, χ〉dw = lim
m→∞
∫
ǫd B
〈α˜m, χ〉 dw = lim
m→∞ det(L
−1
m )
∫
ǫd B
〈
∂¯(T−1m )
∗hm, χ
〉
dw
= lim
m→∞
∫
ǫd B
〈
det(L−1m )(T
−1
m )
∗hm, ϑχ
〉
dw
where ϑ is the formal adjoint of ∂¯. By Cauchy Schwarz and Equation (3)∫
ǫd B
〈
det(L−1m )(T
−1
m )
∗hm, ϑχ
〉
dw .
(∫
ǫd B
∣∣det(L−1m )∣∣2 ∥∥(T−1m )∗hm∥∥2 dw)1/2
≤ ∥∥L−1m ∥∥q−1(∫
ǫd B
∣∣det(L−1m )∣∣2 ∥∥∥hm|T−1m (w)∥∥∥2 dw)1/2
=
1
σd(Lm)q−1
(∫
T−1m (ǫd B)
‖hm‖2 dz
)1/2
.
(∫
T−1m (ǫd B)
‖hm‖2 dz
)1/2
.
By Corollary 4.5 we have T−1m (ǫd B) ⊂ BΩ(ζm;C2ǫd) and so
0 < lim inf
m→∞
(∫
BΩ(ζm;r)
‖hm‖2 dz
)1/2
for any r > C2ǫd. Thus we have a contradiction. 
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4.2. The C-convex case. A domain Ω ⊂ Cd is called C-convex if for every com-
plex affine line L ⊂ Cd the intersection Ω ∩ L is either empty or simply con-
nected. Clearly, every convex domain is C-convex. Further, as in the convex case,
we say that a domain is a C-properly C-convex domain if it is C-convex and ev-
ery complex affine map C → Ω is constant. As in the convex case, a C-convex
domain is Kobayashi hyperbolic if and only if it is C-properly C-convex, see for
instance [NPZ11].
For C-convex domains, we have the following recentering result established by
Nikolov-Andreev using results from [NPZ11].
Theorem 4.9 (Nikolov-Andreev [NA17, proof of Theorem 1]). For any d ∈ N there
exists ǫd > 0 such that: if Ω ⊂ Cd is a C-properly C-convex domain and ζ ∈ Ω,
then there exists Tζ ∈ Aff(Cd) such that Tζ(ζ) = 0 and
2ǫd B ⊂ Tζ(Ω) ⊂
d∏
j=1
Dj
where each Dj ⊂ C is a simply connected domain with distEuc(0, ∂Dj) ≤ 1.
To show that the Bergman metric satisfies Property (b.2), we will need the
following estimates.
Theorem 4.10 (Nikolov-Pflug-Zwonek [NPZ11, Proposition 1, Theorem 12]). For
any d ∈ N there exists Ad > 1 such that: if Ω ⊂ Cd is a C-properly C-convex
domain, then
1
Ad
‖v‖
δΩ(z; v)
≤
√
gΩ,z(v, v) ≤ Ad ‖v‖
δΩ(z; v)
for all z ∈ Ω and non-zero v ∈ Cd.
Lemma 4.11. If D ( C is simply connected, then
1
16δD(z)2
≤ BD(z, z) ≤ 1
δD(z)2
where δD(z) = inf{|w − z| : w ∈ C \D}.
Proof. Fix z ∈ D and let ψ : D → D be a biholomorphism with ψ(z) = 0. Then
BD(z, z) = BD(0, 0) |ψ′(z)|2 = |ψ′(z)|2. The Koebe 1/4 theorem applied to ψ−1
says that
4δD(z) ≥
∣∣(ψ−1)′(0)∣∣ = 1|ψ′(z)|
and so BD(z, z) ≥ 116δD(z)−2. Applying the Schwarz lemma to w ∈ D→ ψ(δD(z)w)
shows that |ψ′(z)| ≤ δD(z)−1 and so BD(z, z) ≤ δD(z)−2. 
Proposition 4.12. If Ω ⊂ Cd is a C-proper C-convex domain, then
sup
z∈Ω
‖∂ logBΩ(z, z)‖gΩ < +∞.
Hence gΩ has Property (b.2).
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Proof. For each ζ ∈ Ω, fix Tζ ∈ Aff(Cd) an affine map satisfying Theorem 4.9. Fix
δ ∈ (ǫd, 2ǫd). Using Lemma 4.11 there exists A > 1 such that
1
A
≤ BTζ(Ω)(w,w) ≤ A
for all ζ ∈ Ω and w ∈ δ B. Then using Cauchy’s integral formulas and increasing A
one can prove that ∣∣∂ logBTζ(Ω)(w,w)(X)∣∣ ≤ A ‖X‖
for all ζ ∈ Ω, w ∈ ǫd B, and X ∈ Cd. Then the rest of the proof is identical to the
proof of Proposition 4.6. 
5. Local charts from bounded geometry
The following constructions are fundamental for everything else in the paper.
Theorem 5.1. Suppose Ω ⊂ Cd is a domain, g is a complete Ka¨hler metric on Ω,
and distg is the distance induced by g.
(1) If g has Property (b.1), then there exists A1 > 1 such that: For every ζ ∈ Ω
there exists a holomorphic embedding Φζ : B→ Ω with Φζ(0) = ζ,
1
A1
gEuc ≤ Φ∗ζg ≤ A1gEuc,
and
1√
A1
‖w − u‖ ≤ distg(Φζ(w),Φζ (u)) ≤
√
A1 ‖w − u‖ .
(2) If g has Property (b.2) and r > 0, then there exists A2 = A2(r) > 0 such
that: For every ζ ∈ Ω there exists a plurisubharmonic function φζ : Ω→ R
with
(a) L(φζ) ≥ g on Bg(ζ; r) := {z ∈ Ω : distg(z, ζ) < r},
(b) −A2 ≤ φζ ≤ 0 on Ω.
For the rest of the section let Ω ⊂ Cd be a domain and let g be a complete
Ka¨hler metric on Ω.
5.1. Part (1). We will show that part (1) is a consequence of deep results of
Shi [Shi89] and Wu-Yau [WY20].
Suppose g has Property (b.1). Since g is complete and has bounded sectional
curvature, by a result of Shi [Shi89] there exist C0 > 1 and a complete Ka¨hler
metric h on Ω such that
1
C0
g ≤ h ≤ C0g
and for every q ≥ 0
sup
z∈Ω
‖∇qR(h)‖h < +∞
where R(h) is the curvature tensor of h (this metric is obtained by applying the
Ricci flow to g for a small amount of time).
Lemma 5.2. h has positive injectivity radius.
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Proof. Since g has bounded sectional curvature and positive injectivity radius, the
Rauch comparison theorem implies that there exists r1 > 0 and C1 > 1 such that
Fζ := exp
−1
ζ |Bg(ζ;r1) : Bg(ζ; r1)→ r1 B
is a well defined diffeomorphism and
1
C1
g ≤ F ∗ζ gEuc ≤ C1g
for every ζ ∈ Ω, see for instance [Gro07, Section 8.7]. Then
1
C0C1
h ≤ F ∗ζ gEuc ≤ C0C1h
and so [LSY05, Proposition 2.1] implies that h has positive injectivity radius. 
Now applying Theorem 3.8 to the Ka¨hler manifold (Ω, h) yields constants C2 > 1,
r1, r2 > 0, and holomorphic embeddings Fζ : Uζ → Ω such that Fζ(0) = ζ,
1
C2
gEuc ≤ F ∗ζ h ≤ C2gEuc,
and r1 B ⊂ Uζ ⊂ r2 B. Then Φζ(w) = Fζ(rw) satisfies part (1) of the theorem
where r = r1√
C0C2
and A1 =
C0C2
r .
5.2. Part (2). Suppose g has Property (b.2). Then, by definition, there exist
C > 1 and a C2 function λ : Ω→ R such that
1
C
g ≤ L(λ) ≤ Cg
and ‖∂λ‖g ≤ C.
We start by observing that the function λ can be used to construct negative
plurisubharmonic functions.
Lemma 5.3. If η > 0 is sufficiently small, then −e−ηλ is strictly plurisubharmonic
and
L (−e−ηλ) ≥ η
2C
e−ηλg.
Proof. Notice that
L(−e−ηλ) = ηe−ηλ (L(λ) − η∂λ⊗ ∂λ) ≥ η
C
e−ηλ
(
g − Cη∂λ⊗ ∂λ) .
Then, since ‖∂λ‖g is uniformly bounded, for η sufficiently small we have
L (λ) ≥ η
2C
e−ηλg. 
Lemma 5.4. |λ(z)− λ(w)| ≤ 2C distg(z, w).
Proof. Since λ is real valued, ∂¯λ = ∂λ and so ‖dλ‖g =
∥∥∂λ+ ∂¯λ∥∥
g
≤ 2C. 
Now fix r > 0. Combining the last two lemmas, there exists M = M(r) > 0
such that: if
ψζ(z) = −Meη(λ(ζ)−λ(z))
then
L(ψζ) ≥ g
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on Bg(ζ; r). Notice that
−Me2Cηr ≤ ψζ(z) ≤ 0
on Bg(ζ; r). Next pick a smooth monotone increasing convex function χ : R →
[0,∞) such that χ(t) = 0 on (−∞,−1−Me2Cηr] and χ′(t) > 1 on [−Me2Cηr,∞).
Then
φζ = −χ(0) + χ ◦ ψζ
satisfies part (2) since
L(φζ) ≥ χ′(ψζ(z))L(ψζ) ≥ g
on Bg(ζ; r).
6. The pluricomplex Green function
In this section we establish a local estimate for the pluricomplex Green function
on domains with bounded intrinsic geometry. We will use this estimate to first
establish an extension result in Section 7 and then to show that the Bergman and
Kobayashi metrics are equivalent in Section 10.
Definition 6.1. Suppose Ω ⊂ Cd is a domain. The pluricomplex Green function
GΩ(z, u) : Ω× Ω→ {−∞} ∪ (−∞, 0] is defined by
GΩ(z, w) = supu(z)
where the supremum is taken over all negative plurisubharmonic functions u such
that u− log ‖z − w‖ is bounded from above in a neighborhood of w.
Remark 6.2. In the definition, we assume that u ≡ −∞ is a plurisubharmonic
function.
We will frequently use the following basic fact.
Proposition 6.3. [Kli85, Theorem 1.1] If Ω1 ⊂ Cd1 , Ω1 ⊂ Cd1 , and f : Ω1 → Ω2
is a holomorphic map, then
GΩ2(f(z), f(w)) ≤ GΩ1(z, w)
for all z, w ∈ Ω1. In particular, if f is a biholomorphism, then GΩ2(f(z), f(w)) =
GΩ1(z, w) for all z, w ∈ Ω1.
The main result in this section is the following.
Theorem 6.4. Suppose Ω ⊂ Cd is a domain with bounded intrinsic geometry, g is
a complete Ka¨hler metric on Ω satisfying Definition 1.1, and distg is the distance
induced by g. Then there exist C, τ > 0 such that:
log distg(z, w)− C ≤ GΩ(z, w) ≤ log distg(z, w) + C
for all z, w ∈ Ω with distg(z, w) ≤ τ .
Proof. By Theorem 5.1 there exist A > 1, holomorphic embeddings Φζ : B → Ω,
and plurisubharmonic functions φζ : B→ Ω such that
(1) Φζ(0) = ζ,
(2) A−1gEuc ≤ Φ∗ζg ≤ AgEuc,
(3) A−1/2 ‖w − u‖ ≤ distg(Φζ(w),Φζ (u)) ≤ A1/2 ‖w − u‖,
(4) L(φζ) ≥ g on Φζ(B), and
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(5) −A ≤ φζ ≤ 0.
Fix δ ∈ (0, 1/2) and a smooth function χ : B→ [0, 1] with χ(z) = 1 when ‖z‖ ≤ δ
and χ(z) = 0 when ‖z‖ ≥ 2δ. Then pick C > 0 such that
L (χ(w) log ‖w‖) ≥ −CgEuc.
Next fix M > AC and define the functions
uζ(z) = χ(Φ
−1
ζ (z)) log
∥∥∥Φ−1ζ (z)∥∥∥+Mφζ(z).
We claim that each uζ is plurisubharmonic. Since φζ is plurisubharmonic and the
support of the first term is contained in Φζ(B), it suffices to consider the functions
vζ(w) = uζ ◦Φζ(w) = χ(w) log ‖w‖ +Mφζ(Φζ(w))
on B. By assumption
L(φζ ◦ Φζ) = Φ∗ζ L(φζ) ≥ Φ∗ζg ≥ A−1gEuc.
Then since M > AC, each vζ is plurisubharmonic. Hence uζ is plurisubharmonic.
Since Φ−1ζ is well defined and smooth in a neighborhood of ζ, uζ − log ‖z − ζ‖ is
bounded from above in a neighborhood of ζ and so
uζ(z) ≤ GΩ(z, ζ).
Thus
GΩ(z, ζ) ≥ uζ(z) ≥ log
∥∥∥Φ−1ζ (z)∥∥∥−MA
when z ∈ Φζ(δ B). Further,
GΩ(z, ζ) ≤ GΦζ(B)(z, ζ) = GB(Φ−1ζ (z), 0) = log
∥∥∥Φ−1ζ (z)∥∥∥
when z ∈ Φζ(B).
Finally, since ∣∣∣log ∥∥∥Φ−1ζ (z)∥∥∥− log distg(z, ζ)∣∣∣ ≤ 12 log(A)
when z ∈ Φζ(B), we have
log distg(z, ζ)−
(
MA+
1
2
log(A)
)
≤ GΩ(z, ζ) ≤ log distg(z, ζ) + 1
2
log(A)
when z ∈ Φζ(δ B). Since {z ∈ Ω : distg(z, ζ) < τ} ⊂ Φζ(δ B) when τ < A−1/2δ this
completes the proof.

7. Extending holomorphic functions defined on local charts
Suppose Ω ⊂ Cd is domain with bounded intrinsic geometry and g is a complete
Ka¨hler metric on Ω satisfying Definition 1.1. Then let Φζ : B→ Ω be holomorphic
embeddings satisfying Theorem 5.1.
Theorem 7.1. For any m ≥ 0, there exists C = C(m) > 0 such that: if ζ ∈ Ω, f :
Φζ(B)→ C is holomorphic, and
∫
Φζ(B)
|f |2 dz <∞, then there exists a holomorphic
function F : Ω→ C where
∂|β|F
∂zβ
(ζ) =
∂|β|f
∂zβ
(ζ)
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for all multi-indices β with |β| ≤ m and∫
Ω
|F |2 dz ≤ C
∫
Φζ(B)
|f |2 dz.
The following argument is based on the proof of [GW79, Proposition 8.9] which
itself is based on work of Ho¨rmander [H6¨5]. See also [Cat89, Section 6], [McN94,
Theorem 3.4] and the discussion in Section 1.4.
Proof. By Theorem 5.1 there exist A > 1 such that
(1) A−1gEuc ≤ Φ∗ζg ≤ AgEuc,
(2) A−1/2 ‖w − u‖ ≤ distg(Φζ(w),Φζ (u)) ≤ A1/2 ‖w − u‖.
Since Ω has Property (b.2), we can increase A and further assume that there exists
a C2 function λ : Ω→ R such that
1
A
g ≤ L(λ) ≤ Ag
and ‖∂λ‖g ≤ A.
Let χ : B → [0, 1] be a compactly supported smooth function with χ ≡ 1 on a
neighborhood of 0.
Fixm ≥ 0, ζ ∈ Ω, and a holomorphic function f : Φζ(B)→ C with
∫
Φζ(B)
|f |2 dz <
∞. Let α = ∂¯(χζf) = f ∂¯(χζ) where χζ = χ ◦ Φ−1ζ . We will apply Theorem 3.6 to
α with weights λ1 = λ and λ2 = 2(d+m)GΩ(·, ζ).
Since L(λ) ≥ 1Ag, we have
‖α‖L(λ) ≤ A ‖α‖g = A |f |
∥∥∥∂¯(χ ◦ Φ−1ζ )∥∥∥
g
= A |f |∥∥∂¯(χ)∥∥
Φ∗
ζ
g
≤ A2 |f | ∥∥∂¯(χ)∥∥ .
Then, since
∥∥∂¯(χ)∥∥ ≡ 0 on a neighborhood of 0, Theorem 6.4 implies that there
exists C > 0 (independent of ζ, f) such that
‖α‖2L(λ) e−λ2 ≤ C |f |2 .
Then after possibly increasing C (while remaining independent of ζ, f), Theo-
rem 3.6 implies the existence of u ∈ L2,loc(Ω) such that ∂¯u = α and∫
Ω
|u|2 dz ≤
∫
Ω
|u|2 e−λ2dz ≤ C
∫
Ω
‖α‖2L(λ) e−λ2dz ≤ C2
∫
Φζ(B)
|f |2 dz.
Consider F = χζf − u. Then ∂¯F = 0 and so F is holomorphic. Then, since χζf
is a smooth function, u is also smooth. Further, since distΩ is locally Lipschitz,
Theorem 6.4 implies that
eλ2 = O
(
‖z − ζ‖2(d+m)
)
(the constant in the big O notation depends on ζ). Then, since
∫
Ω |u|
2
e−λ2dz is
finite, we must have
∂|β|u
∂zβ
(ζ) = 0
for all multi-indices β with |β| ≤ m. Then, since χ ≡ 1 on a neighborhood of 0,
∂|β|F
∂zβ
(ζ) =
∂|β|f
∂zβ
(ζ)
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for all multi-indices β with |β| ≤ m.
Finally, note that∫
Ω
|F |2 dz ≤
∫
Φζ(B)
|f |2 dz +
∫
Ω
|u|2 dz ≤ (1 + C2)
∫
Φζ(B)
|f |2 dz
and so the proof is complete.

8. Local estimates on the Bergman kernel
Suppose Ω ⊂ Cd is domain with bounded intrinsic geometry and let g be a
complete Ka¨hler metric on Ω satisfying Definition 1.1. Then let Φζ : B → Ω be
holomorphic embeddings satisfying Theorem 5.1. Using these functions we intro-
duce the following “local Bergman kernels.” For ζ ∈ Ω, define
βζ : B×B→ C
βζ(w1, w2) = BΩ(Φζ(w1),Φζ(w2)) det Φ
′
ζ(w1)detΦ
′
ζ(w2).
We will prove the following local estimates on these functions.
Theorem 8.1.
(1) There exists C0 > 1 such that
1
C0
≤ βζ(w,w) ≤ C0
for all ζ ∈ Ω and w ∈ B.
(2) If δ ∈ (0, 1), then for all multi-indices a, b there exists Ca,b = Ca,b(δ) > 0
such that
∂|a|+|b|βζ
∂ua∂w¯b
(u,w) ≤ Ca,b
for all ζ ∈ Ω and u,w ∈ δ B.
The rest of the section is devoted to the proof of the Theorem. By Theorem 5.1
there exist A > 1 such that
(1) A−1gEuc ≤ Φ∗ζg ≤ AgEuc,
(2) A−1/2 ‖w − u‖ ≤ distΩ(Φζ(w),Φζ(u)) ≤ A1/2 ‖w − u‖.
Since Ω has Property (b.2), we can increase A and assume there exists a C2 function
λ : Ω→ R such that
1
A
g ≤ L(λ) ≤ Ag
and ‖∂λ‖g ≤ A.
Lemma 8.2. There exists c0 > 1 such that
BΩ(ζ, ζ) ≤ BΦζ(B)(ζ, ζ) ≤ c0 BΩ(ζ, ζ)
for all ζ ∈ Ω.
Proof. We use the following interpretation of the Bergman kernel: if D ⊂ Cd is a
domain and z ∈ D, then
BD(z, z) = sup
{
|f(z)|2 : f ∈ H(D), ‖f‖D ≤ 1
}
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where H(D) is the space of holomorphic functions D → C and ‖·‖D is the L2 norm
on D. Then Theorem 7.1 implies that there exists c0 > 1 such that
BΩ(ζ, ζ) ≤ BΦζ(B)(ζ, ζ) ≤ c0 BΩ(ζ, ζ)
for all ζ ∈ Ω. 
In the next two lemmas we identify gz with the d-by-d complex matrix
[
gz(
∂
∂zi
, ∂∂z¯j )
]
.
Lemma 8.3. There exists c1 > 1 such that
1
c1
BΩ(ζ, ζ) ≤ |det gζ |2 ≤ c1 BΩ(ζ, ζ)
for all ζ ∈ Ω.
Proof. Notice that
1
vol(B)
= BB(0, 0) = BΦζ(B)(ζ, ζ)
∣∣detΦ′ζ(0)∣∣2
= BΦζ(B)(ζ, ζ)
∣∣∣∣det(Φ∗ζg)0det gζ
∣∣∣∣2
Then since A−d ≤
∣∣∣det(Φ∗ζg)0∣∣∣ ≤ Ad, Lemma 8.2 implies that there exists c1 > 1
such that
1
c1
≤ BΩ(ζ, ζ)|det gζ|2
≤ c1.

Lemma 8.4. There exists c2 > 1 such that
1
c2
≤ βζ(w,w) ≤ c2
for all ζ ∈ Ω and w ∈ B.
Proof. Notice that
βζ(w,w) = BΩ(Φζ(w),Φζ(w))
∣∣det Φ′ζ(w)∣∣2
= BΩ(Φζ(w),Φζ(w))
∣∣∣∣det(Φ∗zg)wdet gΦζ(w)
∣∣∣∣2 .
So the lemma follows from Lemma 8.3 and the fact that A−d ≤ |det(Φ∗zg)w| ≤
Ad. 
Lemma 8.5. For every δ ∈ (0, 1) and multi-indices a, b there exists C = C(δ, a, b) >
0 such that
∂|a|+|b|βζ
∂ua∂w¯b
(u,w) ≤ C
for all ζ ∈ Ω and u,w ∈ δ B.
Proof. Notice that
|βζ(u,w)| ≤
√
βζ(u, u)
√
βζ(w,w) ≤ c2.
on B×B. Further, βζ is holomorphic in the first variable and anti-holomorphic in
the second variable. So these estimates follow from Cauchy’s integral formulas. 
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9. The Bergman metric
In this section we prove Theorem 1.2 from the introduction.
Theorem 9.1. If Ω ⊂ Cd is a domain with bounded intrinsic geometry, then the
Bergman metric gΩ on Ω satisfies Definition 1.1 and
sup
z∈Ω
‖∇mR‖gΩ <∞
for all m ≥ 0 where R is the curvature tensor of gΩ.
The rest of the section is devoted to the proof of Theorem 9.1. Let Ω ⊂ Cd be
a domain with bounded intrinsic geometry and let g be a complete Ka¨hler metric
on Ω which satisfies Definition 1.1.
By Theorem 5.1 there exist A > 1 and holomorphic embeddings Φζ : B → Ω
such that
(1) Φζ(0) = ζ,
(2) A−1gEuc ≤ Φ∗ζg ≤ AgEuc,
(3) A−1/2 ‖w − u‖ ≤ distg(Φζ(w),Φζ (u)) ≤ A1/2 ‖w − u‖.
Lemma 9.2. There exists C > 1 such that
1
C
g ≤ gΩ ≤ Cg.
Hence gΩ is complete and satisfies Property (b.2).
Proof. We use the following interpretation of the Bergman metric: if D ⊂ Cd is a
domain, z ∈ D, and X ∈ Cd, define
ηD(z;X) = sup
{
|∂Xf(z)|2 : f ∈ H(D), ‖f‖Ω ≤ 1, f(z) = 0
}
where H(D) is the space of holomorphic functions D → C and ‖·‖D is the L2 norm
on D. Then
gD,z(X,X) =
1
BD(z, z)
ηD(z;X).
By Theorem 7.1 there exists C > 1 such that
ηΩ(ζ;X) ≤ ηΦζ(B)(ζ;X) ≤ CηΩ(ζ;X)
for all ζ ∈ Ω and X ∈ Cd. By Lemma 8.2 and possibly increasing C > 1 we can
also assume that
BΩ(ζ, ζ) ≤ BΦζ(B)(ζ, ζ) ≤ C BΩ(ζ, ζ)
for all ζ ∈ Ω. Thus
1
C
gΦζ(B),ζ ≤ gΩ,ζ ≤ CgΦζ(B),ζ
for all ζ ∈ Ω.
Further,
gΦζ(B),ζ =
(
Φ−1ζ
)∗
gB,0 = (n+ 1)
(
Φ−1ζ
)∗
gEuc,0
and
1
A
(
Φ−1ζ
)∗
gEuc,0 ≤ gζ ≤ A
(
Φ−1ζ
)∗
gEuc,0
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So
n+ 1
AC
gζ ≤ gΩ,ζ ≤ AC(n+ 1)gζ
for all ζ ∈ Ω. 
Lemma 9.3. For every m ≥ 0
sup
z∈Ω
‖∇mR‖gΩ < +∞
where R is the curvature tensor of gΩ.
Proof. As in Section 8, for ζ ∈ Ω define
βζ : B×B→ C
βζ(w1, w2) = BΩ(Φζ(w1),Φζ(w2)) det Φ
′
ζ(w1)detΦ
′
ζ(w2).
Since w → detΦ′ζ(w) is holomorphic,
Φ∗ζgΩ =
∑
1≤i,j≤d
∂2 log βζ(w,w)
∂wi∂w¯j
dwidw¯j .
So the corollary follows from Theorem 8.1, Lemma 9.2, and expressing the curvature
tensors in local coordinates. 
Lemma 9.4. gΩ has positive injectivity radius.
Proof. By Lemma 9.2,
(AC)−1gEuc ≤ Φ∗ζgΩ ≤ (AC)gEuc
on B. Further, gΩ has bounded sectional curvature by Lemma 9.3. Hence [LSY05,
Proposition 2.1] implies that gΩ has positive injectivity radius. 
10. The Kobayashi metric
In this section we use Theorem 9.1 and the estimates on the pluricomplex Green
function in Theorem 6.4 to show that the Kobayashi metric and Bergman metric
are equivalent.
Definition 10.1. Suppose Ω ⊂ Cd is a domain. The (infinitesimal) Kobayashi
metric is the pseudo-Finsler metric
kΩ(z; v) = inf {|ξ| : ξ ∈ C, ϕ : D→ Ω holo., ϕ(0) = z, ϕ′(0)ξ = v} .
We will frequently use the following basic fact.
Observation 10.2. If Ω1 ⊂ Cd1 , Ω1 ⊂ Cd1 , and f : Ω1 → Ω2 is a holomorphic
map, then
kΩ2(f(z); f
′(z)v) ≤ kΩ1(z; v)
for all z ∈ Ω1 and v ∈ Cd1 .
The main result in this section is the following.
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Theorem 10.3. If Ω ⊂ Cd is domain with bounded intrinsic geometry, then there
exists C > 1 such that
1
C
kΩ(z; v) ≤
√
gΩ,z(v, v) ≤ CkΩ(z; v)
for all z ∈ Ω and v ∈ Cd.
Proof. By Theorem 9.1 the Bergman metric gΩ satisfies Definition 1.1. By Theo-
rem 5.1 there exist A > 1 and holomorphic embeddings Φζ : B→ Ω such that
(1) Φζ(0) = ζ,
(2) A−1gEuc ≤ Φ∗ζgΩ ≤ AgEuc,
(3) A−1/2 ‖w − u‖ ≤ distΩ(Φζ(w),Φζ(u)) ≤ A1/2 ‖w − u‖.
By Theorem 6.4 there exists C > 0 and τ ∈ (0, 1) such that
GΩ(Φζ(w), ζ) ≥ log ‖w‖ − C
for all ζ ∈ Ω and w ∈ τ B.
Now fix ζ ∈ Ω and v ∈ Cd. Let w ∈ Cd be the unique vector with Φ′ζ(0)w = v.
Then
‖w‖ ≤
√
AgΩ(v, v).
So we can define a holomorphic map ϕ : D→ Ω by
ϕ(z) = Φζ
(
w√
AgΩ(v, v)
z
)
.
Then ϕ(0) = ζ and ϕ′(0)ξ = v where ξ =
√
AgΩ(v, v). So by definition
kΩ(ζ; v) ≤
√
AgΩ(v, v).
For the other direction, fix m ∈ N and let ϕ : D → Ω be a holomorphic map
with ϕ(0) = ζ, v = ϕ′(0)ξ, and
|ξ| ≤ 1
m
+ kΩ(ζ; v).
Then fix ǫ > 0 such that ϕ(ǫD) ⊂ Φζ(τ B). Then for z ∈ ǫD we have
log |z| = GD(z, 0) ≥ GΩ(ϕ(z), ζ) ≥ log
∥∥∥Φ−1ζ (ϕ(z))∥∥∥− C.
So
∥∥∥(Φ−1ζ ◦ ϕ)(z)∥∥∥ ≤ eC |z| when z ∈ ǫD. Thus ∥∥∥(Φ−1ζ ◦ ϕ)′(0)∥∥∥ ≤ eC . So√
gΩ,ζ(v, v) ≤
√
A
∥∥∥(Φ−1ζ )′(ζ)v∥∥∥ = √A∥∥∥(Φ−1ζ ◦ ϕ)′(0)ξ∥∥∥ ≤ √AeC |ξ|
≤
√
AeC
(
1
m
+ kΩ(ζ; v)
)
.
Since m is arbitrary, then
√
gΩ(v, v) ≤
√
AeCkΩ(ζ; v).

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11. The proof of Theorem 1.3
In this section we prove an extension of Theorem 1.3 from the introduction, but
first some general remarks.
When Ω is a bounded pseudoconvex domain, a bounded linear operator Sq :
L2(0,q)(Ω)∩ ker ∂¯ → L2(0,q−1)(Ω) is said to be a solution operator for ∂¯ if ∂¯Sq(u) = u
for all u ∈ L2(0,q)(Ω) ∩ ker ∂¯. The operator ∂¯∗Nq is such a solution operator and it
is well-known that the compactness of Nq implies the compactness of ∂¯
∗Nq, see for
instance [FS01, Lemma 1].
Theorem 11.1. Suppose Ω ⊂ Cd is a bounded domain with bounded intrinsic
geometry. Then the following are equivalent:
(1) Ω satisfies condition (P˜q).
(2) Nq is compact.
(3) There exists a compact solution operator for ∂¯ on (0, q)-forms.
(4) If gΩ,z is identified with the matrix
[
gΩ,z(
∂
∂zi
, ∂∂z¯j )
]
, then
lim
z→∂Ω
σd−q+1(gΩ,z) =∞.
If, in addition, ∂Ω is C0, then the above conditions are equivalent to
(5) ∂Ω contains no q-dimensional analytic varieties.
Remark 11.2.
(1) When Ω ⊂ Cd is bounded and convex, Fu-Straube [FS98] proved that
(1) ⇔ (2) ⇔ (3) ⇔ (5). In the convex case, the equivalence (4) ⇔ (5)
follows from a result of Frankel [Fra91], see Theorem 4.3 above.
(2) Recall that
σ1(A) ≥ σ2(A) ≥ · · · ≥ σd(A)
denotes the singular values of a d-by-d matrix A and so
σd−q+1(gΩ,z) = min
V
max
v∈V,v 6=0
1
‖v‖2 gΩ,z(v, v)
where the minimum is taken over all q-dimensional complex linear sub-
spaces.
By the remarks proceeding Theorem 11.1, (2)⇒ (3) holds for any pseudoconvex
domain. McNeal [McN02b] proved that (1) ⇒ (2), see Theorem 3.5 above. The
definition of Property (b.2) almost immediately implies that (4)⇒ (1):
Corollary 11.3 ((4) ⇒ (1)). Suppose Ω ⊂ Cd is a bounded pseudoconvex domain
whose Bergman metric gΩ has Property (b.2). If
lim
z→∞ σd−q+1(gΩ,z) =∞,
then Ω satisfies condition (P˜q).
Proof. By hypothesis, there exist C > 1 and a C2 function λ : Ω → R such that
1
C gΩ ≤ L(λ) ≤ CgΩ and
‖∂λ‖L(λ) ≤ 1.
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Then
σd−q+1(L(λ)) ≥ 1
C
σd−q+1(gΩ,z).
So Ω satisfies condition (P˜q). 
Summarizing our discussion so far, we know that
(4)⇒ (1)⇒ (2)⇒ (3).
We will complete the proof by showing that (3)⇒ (4) and (4)⇔ (5).
For the rest of the section let Ω ⊂ Cd be a bounded domain with bounded
intrinsic geometry. By Theorems 5.1 and 9.1 there exist A > 1 and for each ζ ∈ Ω
a holomorphic embedding Φζ : B→ Ω such that
1
A
gEuc ≤ Φ∗ζgΩ ≤ AgEuc
and
1√
A
‖w1 − w2‖ ≤ distΩ
(
Φζ(w1),Φζ(w2)
)
≤
√
A ‖w1 − w2‖(5)
on B.
Proposition 11.4 ((5)⇒ (4)). If ∂Ω contains no q-dimensional analytic varieties,
then
lim
z→∂Ω
σd−q+1(gΩ,z) =∞.
Proof. Suppose not. Then there exist C > 0, a sequence (ζm)m≥1 in Ω converging
to ∂Ω, and a sequence (Vm)m≥1 of q-dimensional linear subspaces such that
gΩ,ζm(v, v) ≤ C ‖v‖2
for all v ∈ Vm.
By Montel’s theorem and passing to a subsequence we can assume that Φζm
converges locally uniformly to a holomorphic map Φ : B → Ω with Φ(0) ∈ ∂Ω.
Since the Bergman metric on Ω is complete, Equation (5) implies that Φ(B) ⊂ ∂Ω.
For w ∈ Φ′ζm(0)−1Vm we have∥∥Φ′ζm(0)w∥∥2 ≥ 1C gΩ,ζm (Φ′ζm(0)w,Φ′ζm(0)w)
=
1
C
(Φ∗ζmgΩ)0(w,w) ≥
1
AC
‖w‖2 .
This implies that σq(Φ
′
ζm
(0)) ≥ (AC)−1/2. Then
σq(Φ
′(0)) = lim
m→∞σq(Φ
′
ζm(0)) ≥ (AC)−1/2.
Then, since rankΦ′(0) = max{m : σm(Φ′(0)) 6= 0}, we see that Φ′(0) has rank at
least q. Thus ∂Ω contains a q-dimensional analytic variety and we have a contra-
diction. 
Lemma 11.5 ((4)⇒ (5)). Suppose ∂Ω is C0. If
lim
z→∂Ω
σd−q+1(gΩ,z) =∞,
then ∂Ω contains no q-dimensional analytic varieties
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Proof. Suppose not. Then there exists a holomorphic map ψ : Bq → ∂Ω where
ψ′(0) has rank q and Bq ⊂ Cq denotes the unit ball. By applying a linear change
of coordinates to Cd, we may assume that ψ′(0)v = (v, 0) for all v ∈ Cq.
Since ∂Ω is C0 there exists ν ∈ Cd and ǫ > 0 such that
tν + ψ(ǫBq) ⊂ Ω
for all t ∈ (0, ǫ). Let zt = tν + ψ(0).
We claim that there exists C > 0 such that
gΩ,zt((v, 0), (v, 0)) ≤ C ‖v‖2
for all t ∈ (0, ǫ) and (v, 0) ∈ Cq ×{0}. By Theorem 10.3 there exists C0 > 1 such
that √
gΩ,z(v, v) ≤ C0kΩ(z; v)
for all z ∈ Ω and v ∈ Cd. Define ψt : Bq → Ω by ψt(z) = tν + ψ(ǫz). By the
definition of the Kobayashi metric,
kΩ(zt; (v, 0)) = kΩ
(
ψt(0);ψ
′
t(0)
1
ǫ
v
)
≤ kBq
(
0;
1
ǫ
v
)
=
1
ǫ
‖v‖ .
Thus
gΩ,zt((v, 0), (v, 0)) ≤
C20
ǫ2
‖v‖2
for all t ∈ (0, ǫ) and (v, 0) ∈ Cq ×{0}. Hence
σd−q+1(gΩ,zt) ≤
C20
ǫ2
for all t ∈ (0, ǫ) and we have a contradiction. 
Proposition 11.6 ((3) ⇒ (4)). If there exists a compact solution operator for ∂¯
on (0, q)-forms, then
lim
z→∂Ω
σd−q+1(gΩ,z) =∞.
The rest of the section is devoted to the proof of Proposition 11.6, which is
similar to arguments of Catlin [Cat83, Section 2] and Fu-Straube [FS98, Section 4].
Assume Sq is a compact solution operator for ∂¯ on (0, q)-forms. We argue by
contradiction: suppose there exist C > 0, a sequence (ζm)m≥1 in Ω converging to
∂Ω, and a sequence (Vm)m≥1 of q-dimensional linear subspaces such that
gΩ,ζm(v, v) ≤ C ‖v‖2(6)
for all v ∈ Vm.
For each m ≥ 0 let Um be a unitary matrix with
UmVm = C
q ×{0}
and consider the (0, q)-forms
αm =
BΩ(·, ζm)√
BΩ(ζm, ζm)
U∗m(dz¯1 ∧ · · · ∧ dz¯q)
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on Ω. Then ‖αm‖2 = 1 and ∂¯αm = 0. So hm = Sq(αm) is well defined and by
passing to a subsequence we can suppose that hm converges in L
2
(0,q−1)(Ω). Since
hm converges, for any ǫ > 0 there exists a compact subset K ⊂ Ω such that
sup
m≥0
∫
Ω\K
‖hm‖2 dz < ǫ.(7)
We will derive a contradiction by showing that∫
BΩ(ζm;r)
‖hm‖2 dz
is uniformly bounded from below. Since ζm → ∂Ω and the Bergman metric is
proper, this will contradict Equation (7).
Let Φm := Φζm . By precomposing each Φm with a unitary transformation we
may assume that
Φ′m(0)
(
Cq ×{0}
)
= Vm.
Thus UmΦ
′
m(0)
(
Cq ×{0}
)
=
(
Cq ×{0}
)
.
Next define Jm : B→ C by
Jm(w) = 〈(UmΦm)∗(dz¯1 ∧ · · · ∧ dz¯q), dz¯1 ∧ · · · ∧ dz¯q〉 .
Lemma 11.7.
(1) J(w) = det
[
∂(UmΦm)j
∂zi
(w)
]
1≤i,j≤q
, in particular J is anti-holomorphic.
(2) For any δ ∈ (0, 1) there exists Cδ > 0 such that
‖Φ′m(w)‖ ≤ Cδ
and
|Jm(w)| ≤ Cδ
for all m ≥ 0 and w ∈ δ B.
(3) infm≥0 |Jm(0)| > 0.
Proof. Notice that
(UmΦm)
∗dz¯j =
d∑
i=1
∂(UmΦm)j
∂zi
dz¯i
and so part (1) follows from the definition of the determinant.
Part (2) is a consequence of the Cauchy integral formulas and the fact that the
functions Φm : B→ Ω are uniformly bounded.
Since UmΦ
′
m(0)
(
Cq ×{0}
)
=
(
Cq ×{0}
)
,
(UmΦm)
′(0) = UmΦ′m(0) =
(
Lm ∗
0 ∗
)
where Lm =
[
∂(UmΨm)j
∂zi
(w)
]
1≤i,j≤q
. So if v ∈ Cq ×{0}, then Equation (6) implies
that
‖Lmv‖2 = ‖UmΦ′m(0)v‖2 = ‖Φ′m(0)v‖2 ≥
1
C
gΩ,ζm(Φ
′
m(0)v,Φ
′
m(0)v)
=
1
C
(Φ∗mgΩ)0(v, v) ≥
1
AC
‖v‖2 .
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Thus, all the singular values of Lm are greater than (AC)
−1/2 which implies that
|Jm(0)| = |det(Lm)| =
q∏
j=1
σj(Lm) ≥ (AC)−q/2. 
Define α˜ : B→ C by
α˜m(w) = det (Φ
′
m(w))
BΩ(Φm(w), ζm)√
BΩ(ζm, ζm)
Jm(w)
and notice that
α˜m = det (Φ
′
m(w)) 〈Φ∗mαm, dz¯1 ∧ · · · ∧ dz¯q〉 .(8)
Lemma 11.8. After passing to a subsequence, we can assume that α˜m converges
locally uniformly on B to a smooth function α˜ and α˜(0) 6= 0.
Proof. Each α˜m is a product of a holomorphic function
fm(w) := det (Φ
′
m(w))
BΩ(Φm(w), ζm)√
BΩ(ζm, ζm)
and an anti-holomorphic function Jm. Hence by Montel’s theorem it is enough
to show that the sequence α˜m is locally bounded on B and |α˜m(0)| is uniformly
bounded from below.
Consider, as in Section 8, the local kernel functions
βζm(w1, w2) = BΩ(Φm(w1),Φm(w2)) det (Φ
′
m(w1)) det (Φ
′
m(w2)).
From Theorem 8.1 we know that 1 . βzm(0, 0) and
|βzm(w, 0)| ≤
√
βzm(w,w)βzm (0, 0) . 1
for w ∈ B. Then, since
fm(w) =
βζm(w, 0)√
βζm(0, 0)
det (Φ′m(0))
|det (Φ′m(0))|
,
the sequence fm is uniformly bounded on B and |fm(0)| is uniformly bounded from
below.
By Lemma 11.7, the functions w→ Jm(w) are uniformly bounded on δB for any
δ < 1 and |Jm(0)| is uniformly bounded from below.

We will finally obtain a contradiction by proving the following.
Lemma 11.9. There exists r > 0 such that
lim inf
m≥0
∫
BΩ(zm;r)
‖hm‖2 dz > 0.
Proof. Since α˜ 6= 0, there exists a smooth compactly supported function ψ : B→ C
such that
0 <
∫
B
α˜(w)ψ(w)dw.
Since α˜m converges uniformly to α˜ on the support of ψ we have
0 <
∫
B
α˜(w)ψ(w)dw = lim
m→∞
∫
B
α˜m(w)ψ(w)dw.
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Then by Equation (8)
0 < lim
m→∞
∫
B
〈det (Φ′m(w)) Φ∗mαm, χ〉 dw
where χ = ψdz¯1 ∧ · · · ∧ dz¯q.
Since
det (Φ′m(w)) Φ
∗
mαm = det (Φ
′
m(w)) Φ
∗
m∂¯hm = det (Φ
′
m(w)) ∂¯Φ
∗
mhm
= ∂¯ det (Φ′m(w)) Φ
∗
mhm,
we then have
0 < lim
m→∞
∫
B
〈
∂¯ det (Φ′m(w)) Φ
∗
mhm, χ
〉
dw = lim
m→∞
∫
B
〈det (Φ′m(w)) Φ∗mhm, ϑχ〉 dw
. lim inf
m→∞
(∫
supp(χ)
|det (Φ′m(w))|2 ‖Φ∗mhm‖2 dw
)1/2
where ϑ is the formal adjoint of ∂¯. Now
‖Φ∗mhm|w‖ ≤ ‖Φ′m(w)‖q−1
∥∥hm|Φm(w)∥∥ . ∥∥hm|Φm(w)∥∥
for w ∈ supp(χ) by Lemma 11.7. So
0 < lim inf
m→∞
∫
B
|det (Φ′m(w))|2
∥∥hm|Φm(w)∥∥2 dw
= lim inf
m→∞
∫
Φm(B)
‖hm‖2 dz.
Finally note that Φm(B) ⊂ BΩ(ζm;
√
A) and so
0 < lim inf
m→∞
∫
BΩ(ζm;r)
‖hm‖2 dz
for any r ≥
√
A. 
12. Potentials with bounded complex gradients
The purpose of this section is to justify the complicated formulation of Prop-
erty (b.2). In particular, we consider a stronger, more natural property and then
show that is not invariant under biholomorphism.
Definition 12.1. A domain Ω ⊂ Cd has Property (∗) if
‖∂ logBΩ(z, z)‖gΩ
is uniformly bounded on Ω.
Notice that Property (∗) implies that the Bergman metric has Property (b.2)
and is equivalent to: there exists C > 0 such that
|∂ logBΩ(z, z)(X)| ≤ C
√
gΩ,z (X,X)(9)
for all X ∈ Cd and z ∈ Ω.
Property (∗) seems more natural than Property (b.2), but unfortunately it is not
invariant under biholomorphism.
Proposition 12.2. There exists a bounded domain Ω biholomorphic to D×D which
does not have Property (∗)
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Remark 12.3. Notice that D×D has Property (*) by either direct computation or
Proposition 4.6.
The proof requires one lemma.
Lemma 12.4. If F : Ω1 → Ω2 is a biholomorphism and both Ω1,Ω2 have Property
(∗), then there exists C > 0 such that∣∣∣∂ log |detF ′(z)|2 (X)∣∣∣ ≤ C√gΩ,z (X,X)
for all X ∈ Cd and z ∈ Ω.
Proof. Let C1, C2 > 0 be constants satisfying Equation (9) for Ω1,Ω2 respectively.
Since BΩ2(F (z), F (z)) |detF ′(z)|2 = BΩ1(z, z) we have∣∣∣∂ log |detF ′(z)|2 (X)∣∣∣ ≤ |∂ logBΩ2(F (z), F (z))(X)|+ |∂ logBΩ1(z, z)(X)|
= |∂ logBΩ2(w,w)(F ′(z)X)|w=F (z) + |∂ logBΩ1(z, z)(X)|
≤ C1
√
gΩ2,F (z) (F
′(z)X,F ′(z)X) + C2
√
gΩ1,z (X,X)
= (C1 + C2)
√
gΩ1,z (X,X).
Notice that in the last equality we used the fact that F ∗gΩ2 = gΩ1 . 
Proof of Proposition 12.2. For a holomorphic function ψ : D→ D−{0} define
Fψ : D×D→ C2
Fψ(z1, z2) = (ψ(z2)z1, z2) .
Since ψ is nowhere vanishing, F is injective and hence is a biholomorphism onto
its image. Let Ωψ := Fψ(D×D) ⊂ D×D. We claim that there exists some ψ such
that Ωψ does not have Property (∗).
Notice that
F ′ψ(z) =
(
ψ(z2) ψ
′(z2)z1
0 1
)
.
So detF ′ψ(z) = ψ(z2) and∣∣∣∣ ∂∂z2 log ∣∣detF ′ψ(z)∣∣2
∣∣∣∣ = ∣∣∣∣ ∂∂z2 log |ψ(z2)|2
∣∣∣∣ = ∣∣∣∣ψ′(z2)ψ(z2)
∣∣∣∣ .
Further, if g is the Bergman metric on D×D then
g(z1,z2)
(
∂
∂z2
,
∂
∂z¯2
)
=
1
(1− |z2|2)2
.
So ∣∣∣∣ ∂∂z2 log ∣∣∣detF ′ψ(z)∣∣∣2
∣∣∣∣√
g(z1,z2)
(
∂
∂z2
, ∂∂z¯2
) = ∣∣∣∣ψ′(z2)ψ(z2)
∣∣∣∣ (1− |z2|2).
Thus if we can find ψ : D → D−{0} such that the above quantity is unbounded,
then Ωψ does not have Property (∗).
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Let ψ : D → D−{0} be a covering map. Then ψ is a infinitesimial isometry
relative to the Kobayashi metrics and so
|ψ′(w)|
2 |ψ(w)| log 1|ψ(w)|
=
1
1− |w|2
for all w ∈ D. Then
|ψ′(w)|
|ψ(w)|
(
1− |w|2
)
= 2 log
1
|ψ(w)|
is unbounded since ψ(D) = D−{0}. So for this choice of ψ, the domain Ωψ does
not have Property (∗).

Remark 12.5. One can make the above argument more concrete by directly using
the explicit covering map D → D−{0} given by ψ(z) = exp
(
− 1+z1−z
)
. With this
choice, it is possible to explicitly compute the Bergman kernel on Ωψ and then
verify directly that Ωψ does not have Property (∗).
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