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Abstract We derive several distribution functions for the recently introduced reweighted
path ensemble [Rogal et al. in J. Chem. Phys. 133:174109, 2010]: the configurational and
path densities, the reactive current, and the generalized committors for the different path
types. We relate these distributions to the free energy and to the expressions for the rate
constant in the transition state theory, the reactive flux method, the transition path (inter-
face) sampling framework, and the Bayesian path statistics. In addition, we compute the
transmission coefficient (distribution) from the reweighted path ensemble. Finally, we de-
rive the path sampling shooting point distributions. For a simple two dimensional Langevin
model we illustrate how these novel distributions can be used as analysis tools in rare event
simulations.
Keywords Rare event simulations · Transition path sampling · Rate constants
1 Introduction
Chemical reactions, nucleation, protein conformation changes, and permeation of ions
through membranes are a few examples of physical processes that occur on a time scale
which is very long with respect to the underlying molecular timescale. To investigate the ki-
netic mechanism of such rare events with a molecular simulation technique such as Molec-
ular Dynamics (MD), one would, in principle, like to obtain a very long trajectory which
traverses the barrier many times. Such a long MD run not only yields the dynamics and
kinetic rate constants, but also gives unbiased insight in the reaction coordinates. However,
such an approach is highly inefficient due to the long times spent in the reactant or prod-
uct states, and the seldom occurrence of actual transitions between these states. These long
time scales often correspond to the presence of high free energy barriers between reac-
tion and product. Many special simulation techniques have been devised to overcome and
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sample such barriers. Examples are umbrella sampling [31], flooding [18], local elevation,
hyper-dynamics [32, 33], meta-dynamics [24], Wang-Landau sampling [36], adaptive force
bias [7], temperature accelerated dynamics [30, 34]. These methods apply to the system an
artificial biasing potential as a function of predefined collective variables that pushes it over
the barrier. While the free energy as a function of these collective variables is correctly re-
covered, the dynamics is altered due to the applied bias. The transition state theory based
reactive flux methods corrects this bias by computing a transmission coefficient [1, 6, 23].
However, as the bias potential is defined in terms of collective variables, prior knowledge of
the correct reaction coordinate is needed, to avoid problems like hysteresis and a very low
transmission coefficient.
The transition path sampling (TPS) method [5, 8–10] collects short unbiased dynamics
trajectories that connect the reactant with the product. TPS therefore avoids the requirement
of prior knowledge of the reaction coordinate. Instead, it requires a reasonable definition of
the stable states. The constraint that TPS imposes is on the trajectory level rather than the
instantaneous configurations along the trajectories. This allows for both insight in the unbi-
ased dynamical mechanisms, as well as a reaction rate constant computation. Insight in the
mechanism can be summarized by the reaction coordinate. As follows from transition path
theory [12, 13], the optimal reaction coordinate is the committor: the probability to reach
the final state from a configuration r. However, this is a high dimensional function, whereas
usually, a reaction coordinate is viewed as a low dimensional combination of collective vari-
ables that best describes the committor. By employing a likelihood maximization one can
analyze the path ensemble and find the combination of such variables [27, 28].
The rate constants can be efficiently computed using the transition interface sampling
(TIS) framework [15, 16], in which a collective variable is used to describe a foliation of
hyper-surfaces or interfaces. A TIS simulation collects trajectories that leave the reactant
stable state, and cross a specific interface. TIS gives access to the flux of trajectories through
each of the interfaces, and thus the rate. The combination of TIS with replica exchange
allows for an even more efficient sampling [3, 14].
Recently we showed how to reweight the paths in TIS in order to obtain the total path
ensemble which can be viewed as an approximation to a very long unbiased MD run [29].
The reweighted path ensemble gives access to the averaged committor functions, the free
energy landscapes, the rate, as well as the mechanism. In Ref. [25] we developed a likelihood
maximization string method to obtain the most optimal low dimensional reaction coordinate
that describes the process.
In this paper we explore the relation between the reweighted path ensemble and the com-
mittor function, rate constant and free energy in more detail. Moreover, we make the connec-
tion with the transition path theory of E and Vanden-Eijnden [12, 13], and with the Bayesian
path statistics of Hummer [19]. The paper is organized as follows. In Sect. 2 we briefly reca-
pitulate the derivation of the reweighted path ensemble, and how the configurational density,
free energy, averaged committor, path density and reactive current follow from it. We then
(re)introduce the concept of generalized averaged committors [26] and path densities. Next,
we make the connection between these concepts and the TIS rate constant expression, and
establish their relation with the transmission coefficient in the reactive flux methods, as well
as with the Bayesian path statistics [19]. Finally, we show that the generalized committor
functions also describe the shooting point distributions for the various shooting algorithms.
In Sect. 3 we illustrate our novel concepts on the simple potential introduced in Ref. [29].
We end with concluding remarks.
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2 Theory and Methods
2.1 The Reweighted Path Ensemble
In principle, one can obtain the complete path ensemble from a long straightforward MD
simulation, but this would be very inefficient as transitions between states are extremely
rare. In Ref. [29] we showed how to compute the complete path ensemble efficiently within
the transition interface sampling (TIS) [16] methodology by reweighting the interface en-
sembles using the well-known Ferrenberg-Swendsen histogram reweighting [17]. TIS intro-
duces n+ 1 non-intersecting hyper-surfaces or interfaces between states A and B described
by a progress variable λ(x), which is a function of the phase space point x. Each point
x ≡ {rN,pN } contains the positions and momenta of all N particles in the system. The n+ 1
interfaces are defined by an ordered sequence λ0, λ1, . . . , λn where the first interface λ0 is
the boundary of state A, and the last one λn is identical to the boundary of state B . The
TIS path ensemble consists of trajectories xL ≡ {x0,x1, . . . ,xL}, a sequence of phase space
points x. Each point or time slice x in the trajectories is separated from the previous by a
time step Δt , yielding a path length tP = LΔt . Paths belonging to the TIS ensemble of inter-
face i start in A, and either end in B or return to A, provided that they have crossed a certain
interface λi . Defining the region of phase space beyond interface i by Λ+i = {x: λ(x) > λi},
the TIS path probability is
PAΛi [xL] = h˜i[xL]ρeq(x0)
L−1∏
i=0
p(xi → xi+1)/ZAΛi , (1)
where ρeq(x) is the (steady state) equilibrium distribution, e.g. the canonical distribution
ρeq(x) = e−βH(x), with H the Hamiltonian, and β = 1/kBT is the reciprocal temperature,
with kB Boltzmann’s constant. p(x → y) denotes the Markovian short time probability to
reach state y from x within one time interval Δt . The indicator function h˜i[xL] equals unity
for trajectories that start in A, end in A or B , and cross λi , and is zero otherwise. The
normalizing factor ZAΛi is defined by
∫ DxLPAΛi [xL] = 1 where the path integral runs over
all paths of all possible lengths L. The TIS path ensemble can be sampled using the regular
shooting algorithm [9]. Sampling efficiency can be improved by employing replica exchange
TIS [3, 14].
An expression similar to (1) can be written for the reverse process path probability
PBΛ−
i
[xL] of leaving B and crossing the interface i into region of phase space Λ−i =
{x: λ(x) < λi}. Reweighting the TIS path ensembles by applying histogram reweighting








where the function WA[xL] = ∑n−1i=1 w¯Ai θ(λmax[xL] − λi)θ(λi+1 − λmax[xL]) selects the cor-
rect interface weight for each path xL based on the maximum λ along the path. Here the θ -
function θ(x) = 1 for x > 0 and zero otherwise. Similarly WB[xL] = ∑n−1i=1 w¯Bi θ(λmin[xL]−
λi)θ(λi+1 − λmin[xL]) selects the weights for paths from B based on the minimum λ along
the path. The weights w¯Ai and w¯Bi can be obtained from histogram reweighting [17] of
the forward and reverse crossing probability histograms, respectively [29]. The unknown
constants cA and cB follow from matching the AB and BA histograms for overlapping in-
terfaces [29].
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This reweighted path ensemble only takes into account paths that leave A (or B) and
cross an interface, not all the paths that remain in A (or B) and do not cross any interfaces.
However, these paths are easily accessible from the TIS flux computation [16], or from the
additional first and last interface ensemble P−Λ1 (and P+Λn−1 ) in the replica exchange TIS
framework [3, 14]. The complete path ensemble is then found by adding P−Λ1 and P
+
Λn−1 to
(2), where the final and initial parts of the trajectories in P−Λ1 between λ0 and λ1 and likewise
in P+Λn−1 between λn and λn−1 are removed to avoid double counting. (Note that in many


















In summary, the idea of the reweighted path ensemble is to obtain the unbiased path
ensemble. While paths crossing the barrier are very rare, they are sampled through TIS, and
obtain their corrected weight through applying histogram reweighting.
2.2 Projections of the Reweighted Path Ensemble
Once the reweighted path ensemble is known it can be used to compute all kinds of dis-
tributions, for instance, the free energy F(q) as a function of an arbitrary m-dimensional
collective variable space q = {q(1), q(2), . . . , q(m)}. Up to a constant the free energy is equal
to the logarithm of the probability density ρ(q) to find a configuration in the unbiased en-
semble at a certain point q
F(q) = −kBT lnρ(q) + const, (4)






δ(q(xk) − q), (5)
where δ(z) = ∏mi=1 δ(z(i)) is the Dirac delta function, and C−1 =
∫ DxL ∑Lk=0 Pc[xL] is
a normalizing constant. Besides the free energy we can project the averaged committor
function pB on arbitrary surfaces by using the indicator function hB(xL)
pB(q) =
∫ DxLPc[xL]hB(xL)∑Lk=0 δ(q(xk) − q)∫ DxLPc[xL]∑Lk=0 δ(q(xk) − q)
, (6)
where hB(x) = 1 if x ∈ B and zero otherwise. This expression holds because each slice on
the path can be seen as a realization of a committor shot [25]. It is important to realize that
pB(q) is an averaged committor and not the full committor pB(r). The full committor pB(r)
is computed for one specific configuration r, and thus allows for a committor distribution





(i)(r)−q(i))pB(r) is only the average
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value. While, in principle, the reweighted path ensemble contains also the full committor, in
practice we do not have access to pB(r) because there is usually only one shot for each r ,
thus only a 0 or a 1. Nevertheless, pB(q) can yield crucial hints for reaction coordinate
analysis [27, 28].




where hq(xL) = sgn(
∫ LΔt
0 dtδ(q − q(xt ))) ≈ sgn(
∑L
k=0 δ(q − q(xk))). This function equals
unity if the path visits q , and zero otherwise. C is the constant defined above. In other words,
n measures the number (density) of paths at point q . (If subsequent slices are more than one
bin apart in the histogram all intermediate bins have to be filled, as the condition is that the
path visits the position in q-space. To avoid complications, we use an interpolation scheme.)
Note that this path density is, in contrast to the configurational density ρ(q), not normalized
to unity. The reason for this becomes clear below.
Vanden-Eijnden and coworkers [12, 13] introduced the notion of the current associated
with the reactive trajectories, defined as






dt q˙δ(q − q(t))χAB(xt )dt, (8)
where χAB(xt ) = 1 if xt lies on a trajectory connecting A with B , and zero otherwise. The
flow lines of this vector field indicate how the reactive trajectories connect A with B on
average, while not counting dead end detours [12, 13]. Using the reweighted path ensemble
we can express this current as





δ(q(xk) − q)q˙(xk). (9)
Here q˙ ≈ q(xk+1)−q(xk)
Δt
is the estimated velocity in the projected space q .
In principle, one can project any other property of the path ensemble in this way.
2.3 Generalized Densities and Committors
Assuming there are no other stable states than A and B , the path ensembles naturally divide
in four categories: paths that leave A and return to A, paths that leave A and reach B , and
the reverse paths that leave B and reach A, and finally the paths that leave B to return to B .
These four types of paths are denoted AA, AB , BA and BB , respectively. For each of these
types we can define a configurational probability density





δ(q(xk) − q), (10)
where i, j denotes one of the {AA,AB,BA,BB} possibilities. Note that the sum of the four
configurational densities is simply the total configurational density
ρ(q) = ρAA(q) + ρAB(q) + ρBA(q) + ρBB(q). (11)
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From these configuration densities we can directly define generalized (averaged) commit-













These generalized committors naturally add up to unity. These definitions are analogous to
that of the average committor (6). In fact, the normal averaged committors pA(q) and pB(q)
are simply
pA(q) = pAA(q) + pBA(q) = ρAA(q) + ρBA(q)
ρ(q)
(13a)
pB(q) = pAB(q) + pBB(q) = ρAB(q) + ρBB(q)
ρ(q)
. (13b)
Similarly, we can define the path densities for the four sub-ensembles,
nij (q) = C
∫
DxLPc[xL]hi(x0)hj (xL)hq(xL), (14)
where i, j is again one of the {AA,AB,BA,BB} possibilities.
2.4 The TIS Rate Constant
In this section we derive that the rate constants directly follow from the above defined dis-
tributions. The forward rate constant kAB in TIS [15, 16] is expressed as
kAB = φ01PA(λn|λ1), (15)
with φ01 the flux through interface λ1 out of state A and crossing probability PA(λn|λ1) is
the probability that trajectories once they crossed λ1 will reach B (i.e. interface λn) without
first returning to A. We can express this crossing probability directly in terms of the path
densities nij (q), by identifying q = λ,
PA(λn|λ1) = nAB(λ1)
nAA(λ1) + nAB(λ1) , (16)
which is the number of paths from A to B , divided by all paths leaving A at interface λ1.
TIS expresses the rate also as a product over the crossing probabilities for an arbitrary
interface λi [15, 16]
kAB = φ01PA(λn|λi)PA(λi |λ1). (17)
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The first factor PA(λn|λi) is analogous to (16),
PA(λn|λi) = nAB(λi)
nAA(λi) + nAB(λi) . (18)
Comparing (15) and (17) gives the expression for the crossing probability
PA(λi |λ1) = nAA(λi) + nAB(λi)
nAB(λi)
nAB(λ1)
nAA(λ1) + nAB(λ1) . (19)
As the path density nAB(λ) is necessarily constant between λ1 and λn, this simplifies into
PA(λi |λ1) = nAA(λi) + nAB(λi)
nAA(λ1) + nAB(λ1) . (20)
Indeed, this can be interpreted as the number of paths that reach λi with respect the paths
that leave from λ1.
Based on a very long MD trajectory a more direct way of defining the rate constant is
kAB = NAB(T )TA . (21)
Here the rate is equal to NAB(T ), the number of transitions from A to B in a time T ,
divided by the dwelling time TA that the trajectory spends in state A. If one has access to the
reweighted path ensemble the number of transitions NAB is proportional to the path density




dλρ(λ), where the integral runs over the phase space volume of the basin of attraction








Note that here we have made use of the fact that the path density and the configurational den-
sities in the reweighted path ensemble contain the same constant C. Comparing the above
equation to the TIS rate expression (15)
kAB = φ01 nAB(λ1)







leads to an expression for the flux






which is the number of times paths that cross the interface λ1 in the average dwell time TA.
The path density nAB = nBA is constant between the stable states, and is in fact indepen-
dent of the used order parameter λ (for a one dimensional representation). In contrast, the
path densities nAA and nBB are dependent on the choice of λ. This makes nAB a fundamental
kinetic property of the system.
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2.5 The Transition State Theory Rate and the Transmission Coefficient






where F(λ) is the free energy as a function of λ, λ∗ denotes the location of the maximum of
the free energy barrier, often identified with the dividing surface or separatrix, and λ˙ is a time
derivative, i.e. the velocity of the trajectories in terms of the order parameter λ. The angular
brackets denote an average over phase points that are restricted to the dividing surface λ∗.
The first factor is the probability to be on top of the barrier, while the second is an average
over phase points at the dividing surface that have a positive velocity λ˙. Hence, transition
state theory assumes that all trajectories that reach the dividing surface or separatrix λ∗ with
a positive velocity will also reach B and thus contribute to the rate. In reality, however, there
can be recrossings, and hence the kT ST is an upper limit.
In the reactive flux method [1, 6] the rate constant is corrected by only counting the paths






〈λ˙0θ(λt − λ∗)〉λ0=λ∗ . (26)
Here, the second factor is an average of the initial velocity λ˙0 over trajectories that start at λ∗
and are in the final state B at time t (here B is defined as λ > 0). This function k(t) reaches a
plateau value k(t) = kAB for times τmol < t 
 τrxn. The function R(t) = 〈λ˙0θ(λt −λ∗)〉λ0=λ∗
then also reaches a constant value R, which is known as the unnormalized transmission
coefficient.
Making use of the relation between the free energy F(λ) and the configurational density












The normalized transmission coefficient κ relates the transition theory state rate constant
estimate to the (exact) reactive flux rate constant through kAB = κkT STAB . The expression for
the transmission coefficient is thus the plateau value of






where in the last equality we made use of the fact that the distribution of λ˙ is symmetric. The
transmission coefficient counts the fraction of paths that start at dividing surface λ∗ with an
initial positive velocity (towards state B), and eventually reach B . The maximum value for
κ is unity, meaning that all paths starting at the dividing surface are reactive and cross the
dividing surface only once.
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In principle one has to compute the average over λ˙ explicitly in a simulation. However,
we can connect the transmission coefficient expression to the path densities by introducing
the concept of the density nrij (λ) of paths crossing an interface λ including recrossings.
(In contrast, the density nij counts only the effective crossings [15].) Using this density of
recrossing we can express the configurational density as




The factor (〈|λ˙|〉λΔt)−1 arises from the fact that the configurational density contains only
phase points separated by Δt , while the path density counts the crossings of an interface,








∗) + nrAB(λ∗) + nrBA(λ∗) + nrBB(λ∗)
. (31)
Now, since nrij (λ) ≥ nij (λ) by necessity, and nAB(λ) = nBA(λ), the maximum κ is indeed
unity, as it should be when all paths at λ∗ are reactive and do not recross. This expression of
κ can be extended to arbitrary λ interfaces.
While one could explicitly compute the recrossing path densities nrij in the reweighted
path ensemble, the same information can be found in the unnormalized transmission coeffi-
cient (28), which is in turn based on the configurational density ρ(λ).








However, we must realize that for a multidimensional q the condition that if qi and qj is
visited then also all points between them must be visited is not valid. So, the multidimen-
sional expression cannot be used for quantitative predictions of the transmission coefficient.
Still, such projections can be useful as an analysis tool, as they indicate the location of the
dividing surface (in the q space).
2.6 Bayesian Path Statistics
In this section we show the relation between the reweighted path ensemble distributions and
the Bayesian path statistics introduced by Hummer [19]. The Bayesian relation for the path
statistics is given by
P (q|TP)P (TP) = P (TP|q)P (q), (34)
with P (q) = ρeq(q) = ρ(q)/
∫
dqρ(q) the equilibrium distribution. This relation can be
used to express the rate, as well as to optimize the reaction coordinate [2, 19]. The analysis
850 P.G. Bolhuis, W. Lechner
starts by realizing that P (TP|q), the probability for a configuration with a (one dimensional)
order parameter q to lead to a transition path between A and B , is the sum of the generalized
committor functions
P (TP|q) = pAB(q) + pBA(q) = 2pAB(q) ≈ 2pA(q)pB(q). (35)
The factor of two arises because a forward and backward path can always be swapped. The
approximation is for diffusive dynamics. The probability P (q|TP) is the probability density
of the configurations in the transition path ensemble:
P (q|TP) = ρeq(q)(pAB(q) + pBA(q))∫




Thus, the probability P (TP) to be on a transition path between A and B in an infinite tra-
jectory is







Using 〈hA〉 + 〈hB〉 = 1 and 〈hA〉kAB = 〈hB〉kBA, the rate constant can be written as [19]
2(k−1AB + k−1BA)−1 = 2〈hA〉kAB ≈ P (TP)/〈tP 〉, (38)
where 〈tP 〉 is the average transition path length. The probability P (TP) is, besides by (37),
also given by the fraction of time spend on transition paths







which is indeed identical to (37). The total time on transition paths divided by the average
transition path length 〈tP 〉 is clearly the number of transition paths nAB +nBA = 2nAB in the










which is indeed equal to the previous rate equations.
2.7 Shooting Point Distributions in the Path Ensembles
The path sampling algorithm selects a random point on the path called the shooting point,
from which the new trial trajectory is generated. A successful path, that is, one which is
a member of the TPS or TIS ensemble, can then be accepted according to a metropolis
scheme. We can investigate the distribution of the trial shooting points Ptrial and a subset of
these, the accepted shooting points Pacc, i.e. shooting points that result in trajectories that are
accepted. While the trial and accepted shooting points ensembles are not directly physically
interpretable quantities, unlike the free energy, committor and path densities, as they depend
on the algorithm, they can be expressed in these quantities.
In a two-way shooting transition path sampling simulation, a shooting point x is accepted
with a probability
P TPSacc = P (x|TP)(pAB + pBA) = 2P (x|TP)pApB, (41)
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and rejected with a probability
P TPSrej = P (x|TP)(pAA + pBB) = P (x|TP)(p2A + p2B), (42)
where we left out the explicit dependence of the committor functions on x. P (x|TP) is the
probability to choose a certain shooting point x from a transition path TP. In the second
equalities we assumed diffusive behavior. The trial shooting points are the sum of accepted
and rejected points:
P TPStrial = P TPSacc + P TPSrej = P (x|TP), (43)
where we used pAA + pAB + pBA + pBB = pA + pB = 1. Applying (34) and (35) yields
P TPStrial = P (x|TP) ∝ (pAB + pBA)P (x) = 2pBpAP (x). (44)
Here, we have used the fact that P (TP) is a constant and P (x) is the equilibrium (Boltz-
mann) distribution. The accepted shooting points are distributed according to
P TPSacc = P (x|TP)(pAB + pBA) ∝ 4p2Bp2AP (x). (45)














The factor 1/2 comes from the fact that we choose a forward or a backward shot with



















Adding the accepted and rejected distribution together yields
P oneway = P onewayacc + P onewayrec = P (x|TP). (51)
This means for one-way shooting, the trial shooting points, the accepted shooting points as
well as the rejected shooting points all share the same distribution P (x|TP). Moreover, the
trial distribution of two-way and one-way shooting are identical, and is given by (44).
The different shooting point distributions were investigated for a simple model in
Ref. [25].
852 P.G. Bolhuis, W. Lechner
Fig. 1 The z-potential. The
optimized string can act as a
series of interfaces in a TIS
simulation [29]
3 Results and Discussion
3.1 The z-Potential
In this section we employ the same two dimensional model system as used in Refs. [25, 29].
This potential is given by
V (x, y) = x
4 + y4
20480
− 3e−0.01(x+5)2−0.2(y+5)2 − 3e−0.01(x−5)2−0.2(y−5)2
+ 5e
−0.2(x+3(y−3))2
1 + e−x−3 +
5e−0.2(x+3(y+3))2
1 + ex−3 + 3e
−0.01(x2+y2) (52)
and is visualized in Fig. 1. It has two stable states, one at (−7.2,−5.1) labeled A and one at
(7.2,5.1) labeled B . These two minima are separated by a barrier in the shape of the letter s
(or a reversed z), due to the presence of two high potential ridges. The potential at the origin
is V = 4.28kBT above the minima.
The system consist of a single particle evolving according to Langevin dynamics on this
potential. For details on the algorithm see e.g. Ref. [9]. The friction is set to γ = 1, the
temperature is set to β = 4, where β = 1/kBT is the inverse temperature. The time-step
is set to Δt = 0.05. The A and B regions itself are defined as ellipsoidal regions around
the minima (xm, ym) as {x, y|(x − xm)2 + 116 (y − ym)2 < R2}. The radius is set to R = 0.5.
Dynamical trajectories connecting both states roughly follow the z-shape.
3.2 Replica Exchange TIS Using String Interfaces
While the simulation settings are the same as in Refs. [25, 29], we repeat them here for
clarity. We perform replica exchange TIS simulations using a string description [11] to
parametrize the λ-interfaces. This string consists of 20 equidistant beads connecting the
minima of the stable states, and is optimized using a non-linear reaction coordinate analy-
sis [25]. The resulting string is shown in Fig. 1. In the TIS simulation each configuration
along the trajectory is assigned to the nearest string bead by a Voronoi construction. Lin-
ear interpolation yields a continuous value of 0 ≤ λ ≤ 1 along the string; zero belonging to
state A, one to state B [25, 29]. The interfaces were divided in two sets: 14 interfaces for
the AB transition were chosen at λ = {0.1,0.125,0.15,0.175,0.2,0.25,0.3,0.325,0.35,
0.375,0.40,0.425,0.45,0.5}, while the 14 interfaces for the BA transition were located
at λ = {0.5,0.55,0.575,0.6,0.625,0.65,0.7,0.75,0.775,0.8,0.825,0.85,0.875,0.9}. The
On the Relation Between Projections of the Reweighted Path Ensemble 853
Fig. 2 Distributions projected on the x-axis (left) and y-axis (right). The distributions are scaled to the same
range. Top row: the total configurational density ρ, the AB and BA configurational densities, the path density
n and the transmission coefficient κ . Bottom row: generalized committors. Note the large difference between
the κ-distribution of the x and y projections, and the large difference of the generalized committors (bottom
row)
stable state definitions of A and B are such that they fall entirely within the range λ < 0.1
and λ > 0.9, respectively. Including an additional first and last interface at λ = 0.1 and
λ = 0.9 enhances the path sampling and simultaneously allows computing the fluxes φ01
and φn,n−1 [3, 14, 29]. The two sets of interfaces share one common interface at λ = 0.5
where the AB paths can exchange with BA paths. Paths were saved for further analysis
each 100th shooting move. Of these paths only every tenth configuration was saved. For
more details we refer to Ref. [29].
During the replica exchange TIS simulation we collected the forward and backward
crossing probabilities. Subsequent application of histogram reweighting in combination with
(3) results in the reweighted path ensemble with the constants cA and cB identical due to the
symmetry of the potential.
3.3 1D Projections of the Reweighted Path Ensemble
We illustrate the different distributions defined in Sect. 2 for the reweighted path ensemble
of the z-potential. In particular, we computed as a function of q = x, y and {x, y}, the con-
figurational densities ρ(q) from (10), the generalized committors p(q) from (12a)–(12d),
the path densities n(q) from (14), and the transmission coefficient κ(q) from (29). For the
latter quantity we did compute 〈λ˙0〉λ0=λ ≈ 0.19, which is approximately constant along the
projection on x or y, as expected for a canonical ensemble.
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Fig. 3 Generalized committors
as a function of {x, y}. Top left:
pAA, top right: pBA , bottom left:
pAB , bottom right: pBB . The
dark area corresponds to pij = 0,
the light gray regions to pij = 1.
The white area is not sampled
Figure 2 shows the one dimensional projections on x or y. The path density nAB is com-
bined with the nBA, as the paths are completely reversible. Note that these very low path
densities are independent of the choice of projection, and in fact constant in the barrier
region. The configurational density ρ(q) is very much dependent on the choice of projec-
tion. Most noticeable, the minimum density at the barrier location ρ(x = 0)  ρ(y = 0).
This also the case for the free energy βF(q) = − lnρ(q) which is not shown. Note that the
configurational densities of the AB and BA paths are not proportional to the total configura-
tional density, since all AA and BB paths are missing. This is the reason why the transition
path ensemble cannot reproduce the free energy. Most striking in these results is the fact
that the transmission coefficient κ(x) is four orders of magnitude lower than κ(y). This
is directly related to the large difference in configurational density, and thus the transition
state theory rate constant estimates. It is also an indication that y is a much better reaction
coordinate than x [25].
The correct rate constant can also be deduced from these data by applying (22). Be-




dλρ(λ) = 3.28 × 10−10/(0.5 · 0.5) = 1.3 × 10−9. Indeed this is close to the di-
rect TIS results reported in Ref. [29].
The generalized committors shown in the bottom row of Fig. 2 behave as expected. Note
that the pAB and pBA are again orders of magnitude smaller for the x projection than for
the y projections. Other than that, the two committor projections look very much the same.
The quality of the reaction coordinate is thus not so much directly visible in the normal
committor pB = pBA +pBB ≈ pBB , but rather in the pAB behavior. This was already argued
by Hummer in Ref. [19] and by Best and Hummer [2], who defined the quality of the reaction
coordinate as the ‘peakedness’ of P (T P |q) = pAB + pBA (see (35)). Hence, also from the
committor plots in Fig. 2 it follows that y is the better reaction coordinate of the two.
On the Relation Between Projections of the Reweighted Path Ensemble 855
Fig. 4 The path densities nij as
a function of {x, y}. Top left:
nAA , top right: nBA , bottom left:
nAB , bottom right: nBB . The
dark regions indicated a low
density, light gray regions a high
density. The white area is not
sampled
3.4 2D Projections of the Reweighted Path Ensemble
In addition to the 1D projections, we also computed the distributions as a function of two
dimensions {x, y}. In the two dimensional plots we only focus on the generic behavior.
Figure 3 shows the generalized committors pij as a function of x and y. Note that the
pAB and pBA distributions are only finite around the transition state as one would expect, as
there the probability of a connecting path is highest. The maximum of pAB = pBA ≈ 0.5, is
significantly higher than the 1D projections, indicating that the best reaction coordinate is a
two dimensional one, e.g. the string that follows the z-shape [25].
Figure 4 shows the path densities nij as computed by (14). Here, we do not refer to the
absolute scale of the density, as these are already given in the 1D figures, but instead focus
on the generic features. While the nAA and nBB densities are almost entirely located close to
the stable states, nAB and nBA are spanning the entire barrier region, as in the 1D case. Such
projections of path densities are thus useful for path analysis purposes, as they give almost
equal weight to parts of the paths that are close to the stable states as well as to the transition
states. The path density hence traces out a contour of the mechanism, in the q-space. In
contrast, in a regular free energy projection the transition state might be easily swamped
by the AA and BB paths. Such path density projections were already used for analysis in
Refs. [20–22, 35], albeit based on TPS only.
Figure 5 shows the logarithm of the path densities nij . Here, it can be seen how tiny the
path densities nAA and nBB actually are at the barrier.
In Fig. 6 we plot the 2D unnormalized transmission coefficient R(q) based on (28). Note
that only close to the transition state at the origin R and hence κ is finite.
3.5 The Reactive Current
The reactive current J (q) follows from (8), and is shown in Fig. 7. The time derivatives of
q were approximated numerically as q˙ ≈ q(xk+1)−q(xk)
Δt
. The flow lines of the reactive current
clearly follow the free energy landscape, and the current is highest in the stable states regions
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Fig. 5 Logarithm of path
densities nij as a function of
{x, y}. Top left: lnnAA , top right:
lnnBA , bottom left: lnnAB ,
bottom right: lnnBB . The dark
areas include now the unsampled
areas. The contours are separated
by 1 unit, i.e. each contour




RAB + RBA as function of
{x, y}. The dark regions indicate
a low value, light gray a high
value. The white area is not
sampled. Note that the
transmission coefficient is
highest at the barrier, as expected
and smaller in the barrier region. In fact, the norm of the current (shown in Fig. 7) is similar
to the path densities nAB or nBA in Fig. 4. As E and Vanden-Eijnden point out in Ref. [13],
one of the advantages of the reactive current is that dead ends in the free energy landscape
are not counted, as the current cancels in such regions. Dead end regions do appear in the
path densities. This difference is especially visible in the top left and right bottom corners
of the path density Fig. 4 and current norm projection in Fig. 7.
4 Conclusion
We have recapitulated the concepts of the reweighted path ensemble in the (replica ex-
change) TIS framework, and introduced several distributions that can be useful as an anal-
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Fig. 7 Top: the reactive
current J . Bottom: the norm of
the current |J |. Note the
similarity with the path density in
Fig. 4
ysis tool. These distributions follow from projections of the reweighted path ensemble and
include the configurational density, which is directly related to the free energy, the general-
ized committors, the reactive current and the novel path density nij . The path density nAB
(and nBA) is a fundamental kinetic quantity that is independent on the choice of reaction
coordinate. We related these distributions to the known expressions for the rate constant in
the TIS framework as well as in the transition state theory and reactive flux framework. The
latter led to a novel expression for the transmission coefficient in terms of the path density
and the configurational density. We showed that these concepts are directly related to the
Bayesian path statistics of Hummer [19]. In addition, the reweighted path ensemble frame-
work is also closely related to the transition path theory of Vanden-Eijnden et al. [12, 13],
as the calculation of the reactive current shows.
We illustrated the novel concepts of the path densities and the location dependent trans-
mission coefficient on the simple 2D potential introduced in Ref. [29]. Such multidimen-
sional projections show the power of the reweighted path ensemble. All static and dynam-
ical information is in principle available in the ensemble of paths, in combination with the
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natural path weights. We believe that these projections can be used as tools for analyzing
the results of transition mechanisms in more complex systems.
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