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Movie S1. Analysis of heterogeneities in the coke distribution after the methanol-to-hydrocarbons (MTH) reaction with 13 C labelled methanol for needle 20 . Views of all Si ions, all 13 C ions along with 7% 13 C isosurfaces in gray and 13 view of all atoms that was removed from the center of the larger simulated data set, as well as a view only the Si atoms, with O in gray, tetrahedral atoms in green and Si in red. These samples are the same as those in Figure 2 and S21.
SAPO-34 Literature Survey
Microporous materials (MMs), also termed molecular sieves, are a compositionally diverse family of crystalline, heterogenous catalysts including zeolites (aluminosilicate composition) and aluminophosphates (AlPO4's). 1, 2 AlPO4 materials contain a framework structure of alternating Al 3+ and P 5+ oxide tetrahedra, to form a charge neutral framework, but the substitution of Si 4+ into framework positions can create charge imbalances, leading to Brønsted acidity or ion exchange sites in the silicoaluminophosphate (SAPO) material. These materials have a long and rich history, though shorter than zeolites, as AlPO4's were first reported in 1982 3 and SAPO's in 1984. 4 In zeolites, the substitution of Al 3+ into framework positions is governed by Löwenstein's rule, but Si 4+ substitution is much more complex in SAPO-type materials. General bonding rules are that Si-O-Si, Si-O-Al, and Al-O-P bonds are allowed, and Al-O-Al, P-O-P, and Si-O-P bonds are not allowed, leading to a situation where Si islands of discrete sizes are formed, governed not only by bonding rules, but by the crystalline framework structure itself. 5, 6 There are a few defined mechanisms of Si 4+ substitution, where Si 4+ can replace a single P 5+ to form an isolated Si site (SM2 mechanism), or a Si-O-Si pair can substitute for an Al-O-P pair (SM3 mechanism), but this must happen in combination with the SM2 mechanism to form a Si island as Si-O-P bonds are forbidden. 5, 6 These mechanisms were first established in the late 1980's, and much of the early understanding of Si substitution mechanisms came from SAPO-5 (AFI framework), SAPO-37 (FAU framework) and SAPO-34 (CHA framework). [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] While the basics of Si substitution were solved decades ago, more recent work has shown that this is a frustratingly complex process with heterogeneities that span length scales from an atomic bond (sub-nanometer) to zoning in a single crystal (microns), with influences on material performance. 5, [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] The smallest island that can be formed is 5 Si atoms, and there is theoretically no upper limit to their size, and islands will form in discrete sizes dictated by the framework structure. 10, 15, 18, 20, 23, 26, 32, 33 The substitution of Si has important catalytic implications as it influences the strength of the acid sites, as the Brønsted acid site strength decreases in the order of Si(OAl)(OSi)3> Si(OAl)2(OSi)2 > Si(OAl)3(OSi)> Si(OAl)4, though not over a very wide range; additionally, the strength of the acid sites generally increases with increasing island size, and is also influenced by the location, distribution, accessibility and Si content. [5] [6] [7] 10, 22, 24 This is difficult to control, and is a poorly understood function of organic template (structure directing agent), Si content, synthesis conditions, source of reagents, etc., but it is commercially vital as it dictates catalyst performance. 22, 25, 32, [34] [35] [36] [37] [38] Although many SAPO-type catalysts have been reported, perhaps the most studied is SAPO-34 (CHA framework topology which contains a 3-D system of 8-membered rings (MRs) that limit accessibility to larger internal cages). It has been applied commercially since 2010 in the methanol-to-hydrocarbons (MTH) process, even though the material was first reported in 1984, showing there may be several decades between material discovery and commercial use. 4, 34, 39, 40 While the material is seemingly simple as the ideal CHA framework contains only a single T-site (triclinic R3 � m symmetry, space group No. 166) 41 , the AlPO4 and SAPO compositions have a number of reported symmetries that depend on the template, calcination, use of fluoride, Si content or degree of hydration, including P1 � 42,43 , P1 44 , R3 44 and R3 � 43 . From a practical perspective, one of the most important characteristics of the material is the active site distribution as this will have consequences on material performance. At the atomic scale, the Si 4+ distribution is governed by bonding rules, and Si 4+ can only exist as isolated species, Si(OAl)4, or in islands of discrete sizes of 5, 8, 11, 14 , and larger, Si atoms, as a consequence of the specific CHA framework structure. 28 At larger length scales a non-uniform distribution of Si has also been observed, with an increasing Si content from the crystal core to surface in a synthesis using diethylamine. 20 Additionally, sporadic Si zoning in the lamellar precursor to SAPO-34 synthesized using a dry gel conversion (DCG), 5 and potential aluminosilicate (zeolite) domains in the material have also been reported to contribute to a non-uniform Si distribution, but it is not clear if these findings can be generalized to all SAPO-34 materials as they have only been reported in very specific cases of SAPO-34 and large crystals of SAPO-5. 33, 45 All of these complications highlight the complexity of SAPO-34, and a recent report from the Dalian Institute of Chemical Physics describes the tremendous amount of work that went into catalyst optimization before commercial application. 34 Understanding the islands in SAPO-34 is vital to explaining its catalytic performance. 46,47 29 Si magic angle spinning (MAS) solid-state nuclear magnetic resonance (ssNMR) spectroscopy provides a powerful method to characterize isolated Si and Si islands as it is able to sensitively and quantitatively probe the local environment of Si and distinguish between Si(OSi)4, Si(OAl)(OSi)3, Si(OAl)2(OSi)2, Si(OAl)3(OSi) and Si(OAl)4 connectivities, and has been the default method to study and quantify isolated Si and Si islands in SAPO catalysts for decades. 11, 48 However, ssNMR typically provides only averages over an entire sample, so no direct information about the 3-D spatial distribution of islands will be gained. Additionally, as 29 Si is < 5% of earth abundant Si it can be challenging to probe Si-Si correlations. Electron microscopies may be capable of resolving Si islands, however, to the best of our knowledge, these techniques have only been applied to monitor exchanged heteroatoms (e.g. Cu, Pt, Sn) or mesopores in SAPO-34. [49] [50] [51] [52] Additionally, beam damage to MMs materials is common with these techniques, further complicating their application, though future advances in instrumentation may decrease beam damage.
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5. Powder X-ray Diffraction PXRD was used to confirm phase purity of all as-made samples. Diffraction patterns were collected using a Bruker D2 Phaser (2nd Gen) using a cobalt radiation source, Co kα = 1.789 Å. Powdered samples were rotated at 15 revolutions/min. All diffraction patterns were normalized to the highest peak. Figure S1 . Powder X-ray diffraction patterns of sample 1 as-made (bottom) and calcined (top). Figure S2 . Powder X-ray diffraction patterns of sample 2 as-made (bottom) and calcined (top). Note that the change in the diffraction pattern after calcination and rehydration from ambient humidity is due to the known reduction in symmetry to space group P1. Figure S3 . Powder X-ray diffraction patterns of sample 3 as-made. Figure S4 . Powder X-ray diffraction patterns of sample 4 as-made. The materials were studied using 29 Si magic angle spinning (MAS) solid-state nuclear magnetic resonance (ssNMR) spectroscopy and all experiments were performed on a Bruker 500MHz wide-bore magnet with an AVANCE-III console and equipped with a 3.2 mm HXY probe in double channel 1 H, 29 Si mode. All experiments were performed at room temperature (298 K) and at a MAS frequency of 15 kHz. Referencing was done externally to TMS. 29 Si spectra were recorded using direct excitation (DE) and 1 H- 29 Si cross polarization (CP) experiments. An RF field of 60 kHz was used for 29 Si DE spectra, acquired with 1024 scans and T1 was used to determine the delay. For the 29 Si enriched samples, T1 was 58 s and 16 s for the low and high Si samples, respectively, so delay times of 300 s and 90 s were used. For the unenriched samples a delay of 300s was used. The 1 H- 29 Si CP spectra were recorded using 5s recycle delay and an accumulation of 8192 scans. Cross-polarization was achieved using a 54 kHz 29 Si field and 70% ramp during 3ms contact time. 1 H field strength during 90˚pulses was 90 kHz and for SPINAL64 proton decoupling was 65 kHz. 58 Spectral processing was performed using 100Hz line broadening. All spectra were processed and analyzed with Bruker Topspin_3.5.
For 29 Si ssNMR the chemical shift determines the local Si environment, i.e. the number of Al or Si neighbors, and the generally accepted chemical shifts for SAPO-type materials and Si(OSi)4, Si(OAl)(OSi)3, Si(OAl)2(OSi)2, Si(OAl)3(OSi) and Si(OAl)4 nearest neighbors are approximately -110, -105, -100, -95 and -92 ppm, respectively, with small changes dependent on the state of the material (template containing, calcined, rehydrated, reacted, etc.), and an additional peak around -115 ppm is also commonly assigned to Si(OSi)4. 24, 35, 59, 60 The 29 Si DE ssNMR spectra of samples 3-5 are shown in Figure S5 , with a normalized comparison to the 29 Si and 1 H- 29 Si CP spectra given, and these were the samples subsequently studied with APT. In Figure S7 to Figure S9 the absolute values of the 29 Si DE MAS spectra shown in Figure S5 are plotted so that the number of counts can be compared along with a deconvolution of the ssNMR spectra, with results in Tables S1 to S3. As is expected in the 1 H- 29 Si CP spectra, the signal for Si(OAl)4 is significantly enhanced as it will be near a proton to compensate for the charge imbalance. From the deconvolutions, it is apparent that all samples contain isolated Si as well as Si islands. Interestingly, all samples contain a majority of Si(OSi)4 and Si(OAl)4 environments, with only a few edge sites.
The signal enhancement gained by using isotopically enriched 29 Si is shown in Figure S6 , which gives a comparison of the 29 Si DE spectra of natural abundance and enriched samples (samples 1-4). As this shows there is over an order of magnitude increase in signal intensity at an equal number of scans with isotopic enrichment. The 29 Si ssNMR spectra highlight the advantage and importance of using labeled Si to study SAPO-type materials, especially with low-Si contents. In the natural abundance sample the 29 Si MAS ssNMR spectra took over 500 h (21 days) to acquire to achieve a high signal to noise ratio, and a collection time this long would be impractical in most situations. However, once enriched 29 Si was used a spectrum with a superior signal to noise ratio could be collected in only 26 h, and even with the low-Si sample the measurement time was 85 h, still much less than 500 h (equal numbers of scans were used for both labeled materials but the relaxation delay times differed). In order to have a more direct comparison and highlight the advantage of 29 Si isotopically labeled Si, we compared syntheses of both high and low Si SAPO-34, with the only difference being the use of natural abundance fumed silica or 29 Si isotopically enriched silica. Samples 1-4 were studied using 29 Si DE ssNMR, with an equal number of scans used for each sample, and the results shown in Figure S6 . The spectra show the expected increase in signal intensity due to the labelling, and simplify differentiating the Si environments. Figure S5 . Normalized 29 Si direct excitation (DE, red traces) and 1 H- 29 Si cross polarization (CP, black traces) magic angle spinning (MAS) solidstate nuclear magnetic resonance (ssNMR) spectra, along with highlighted regions corresponding to local Si bonding environments with a color legend at the bottom. Note that regions are deconvoluted as Gaussian functions so there will be overlap, which is why region widths are not uniform in this figure. For deconvolutions see Figures S7 to S9. a) Template containing large crystals of SAPO-34 (sample 5). For the DE spectra 5984 scans were collected with a relaxation delay time of 300 s. For the CP spectra 8192 scans were collected with a relaxation delay time of 4 s. b) Calcined 29 Si isotopically enriched high-Si SAPO-34 (sample 3). For the DE spectra 1024 scans were collected with a relaxation delay time of 90 s. For the CP spectra 8192 scans were collected with a relaxation delay time of 5 s. c) Calcined 29 Si isotopically enriched low-Si SAPO-34 (sample 4). For the DE spectra 1024 scans were collected with a relaxation delay time of 300 s. For the CP spectra 8192 scans were collected with a relaxation delay time of 5 s. Figure S6 . Demonstration of the signal enhancement of the 29 Si direct excitation (DE) solid-state nuclear magnetic resonance (ssNMR) spectra, from using 29 Si isotopically labeled 29 Si. For all samples 1024 scans were collected. Figure S7 . Deconvolution of 29 Si direct excitation (DE) solid-state nuclear magnetic resonance (ssNMR) spectrum of enriched high Si SAPO-34 (sample 3). Figure S8 . Deconvolution of 29 Si direct excitation (DE) solid-state nuclear magnetic resonance (ssNMR) spectrum of enriched low Si SAPO-34 (sample 4). Figure S9 . Deconvolution of 29 Si direct excitation (DE) solid-state nuclear magnetic resonance (ssNMR) spectrum of large crystals of SAPO-34 (sample 5). APT was performed using a LEAP 4000X HR local electrode atom probe equipped with laser pulsing capabilities and an energy compensating reflectron lens located within the center for nanomaterials science (CNMS) at Oak Ridge National Laboratory (ORNL). The specimens were run in laser pulse mode with a laser energy of 200 pJ, base temperature of 40 K, pulse repetition rate of 200 kHz, and a detection rate of 1 atom per 200 pulses. The detector has an efficiency of ~37%. Data analysis is described in Section S8, following our previous publications, and includes a detailed discussion of error analysis. [61] [62] [63] Needles were prepared for APT analysis using a standard lift-out and needle preparation were performed using standard specimen preparation techniques utilizing Si micro-tip arrays purchased from CAMECA. 64 The LEAP 5000 XS analyses were run at the Cameca factory (Madison, Wisconsin, USA) with the following parameters: detector efficiency 80%, base temperature 40 K, pulse repetition rate of 125 kHz, 50 pJ laser power and a detection rate of 1 atom per 200 pulses.
Data collection and mass spectral interpretation
In our recent review manuscript, we discuss many of the challenges in accurately interpreting APT MS data for MMs and will not reiterate them here, besides discussing SAPO-34 specific challenges. 63 Representative MS of the 5 samples are shown in Figure S10 , and it is apparent that these samples generate a large number of peaks, in a similar fashion to what we reported with ZSM-5. 63 The reason for the large number of peaks is that even the calcined material contains Al, H, O, P, Si and molecular fragments of these elements along with all their isotopes in the MS. The complexity becomes more severe with 13 C and its molecular fragments in the 13 CH3OH reacted material, and increasingly complex for the template molecular fragments for the as-made material. C, N, O and H add a significant amount of complexity in the MS because these ions tend to field evaporate as complex molecular species. Having a diverse range of samples: as-made, calcined, 13 CH3OH reacted, and two 29 Si enriched samples, allowed us to assign the MS peaks with confidence because we could analyze the changes in the MS when different elements and isotopes were present. Representative MS from the SAPO-34 samples are shown in Figure S10 . It is apparent from this figure that many mass species exist, particularly for the template containing material, with some unable to be identified with confidence, but these species only accounted for a small number of the total ions as the counts are in log scale. The importance of the isotopic enrichment for properly interpreting the MS cannot be understated as it allowed us to distinguish between several key, overlapping peaks, as can be seen in Figure S10 , which is very important for accurate quantification of APT data. 
Atom Probe Tomography (APT) Data Analysis
All error analyses were calculated from counting statistics using the method described in reference [65] . In all subsequent discussions, consistent with the terminology used in APT work, 'bulk' refers to the entire needle, 'matrix' refers to the atoms that remain after clusters are removed, and solute refers to the element(s) of interest in cluster analysis. See reference [66] for further details and definitions. In all APT analyses, a small amount of gallium was found to be present due to the FIB-cutting process, and our treatment of this potential influence is discussed in the subsection "Assessing Ga damage." All compositional percentages referred to in this work are atomic percentages. The nonconductive nature of the materials used in this study complicates the data collection. The pulsed laser heating helps to overcome these difficulties. Sample heating creates issues with processing the sample mass spectra as it creates thermal tails in the data. Due to this issue, not all collected data sets gave reliable, quantitative results, and only data sets that gave reliable results are presented. It is known that there are difficulties in quantitatively detecting oxygen or oxides as these tend to field evaporate as double detector hits, which will be registered as a single hit, and there is also evidence that molecular ions can dissociate after field evaporation, such that one ion becomes deionized and does not hit the detector within the appropriate time-of-flight window and is registered as background (even though we attempted to keep the detection rate low, 1 ion per 200 pulses). 61, 66, 67 These issues can cause deviations from the actual composition, and hard to control experimental parameters can influence the severity of these artefacts. The Local Range-Assisted background estimate embedded in IVAS was used, which estimates the background based on the number of counts before and after the ranged peak.
Isoconcentration surface analysis
Isoconcentration surface analysis is extensively discussed in reference [66] and the references contained therein. The isoconcentration surface analysis is initiated by creating a 3-D grid in concentration space. After this grid is created, 3-D surfaces connecting points of equal elemental concentration can be generated, so called isoconcentration surfaces. These surfaces allow internal features to be identified, and may be defined by a single element or multiple elements. The 3-D grid is created by defining a voxel size and delocalization, with the tradeoff that smaller voxels will give a higher spatial resolution but a greater amount of noise. Once the 3-D grids are generated, relevant isoconcentration surfaces can be found using concentration thresholds. The importance of the isoconcentration surface analysis comes in evaluating the resulting proximity histograms, which allow the border between concentration regions to be quantitatively evaluated. The exact boundary value chosen is not important as it can change with voxel size and delocalization, what is important is that the proximity histograms allow regions that are poor or rich in specific ion(s) to be identified and separated. We generally used the default settings in IVAS (3 × 3 × 3 nm delocalization and 1 nm voxel size). However, there were instances in which the voxel size was reduced to create a higher polygon density to increase the signal to noise ratio because the edge polygons are not included in the proximity histogram analysis. The delocalization remained the same, so the shape of the interfaces was not significantly altered with the reduced voxel size.
Radial distribution function
The radial distribution function (RDF) is a powerful tool to examine affinity between small numbers of atoms and test homogeneity, and it was applied using CAMECA's IVAS software. The method is extensively discussed in references [68] and [69] . The RDF is conducted by normalizing the local concentration of a selected ion by the bulk concentration, and this is done radially outward from the center of the ion(s) of interest. Error analyses were conducted using counting statistics; because few ions will be counted near each ion of interest, the error bars are high for the first few data points. As the RDF is shown as a bulk normalized concentration, values between pairs of atoms will not be equal. The number of counts is equal for both pairs, but not the bulk normalized concentrations since they are defined over different volumes.
Cluster analysis (maximum separation method)
The purpose of cluster analysis is to identify regions where the spacing between solute atoms in APT data is smaller than that in the bulk, effectively determining regions that are locally enriched in a specified element. For a detailed discussion of the procedure the reader is referred to reference [66] . As a summary, cluster analysis is initialized by choosing a Nmin value, which is the minimum number of solute atoms that can form a cluster. With Nmin set, different values of Dmax can be evaluated. Dmax defines the maximum distance in which another solute atom must be found to form a cluster (one additional solute atom must be found for order = 1, higher orders are also possible with more than one solute atom required to fall within Dmax). A minimum value of Dmax is established such that clusters containing at least Nmin atoms are identified.
There are additional parameters that are used in the analysis, and matrix atoms contained in the cluster can also be identified. The key element of cluster analysis is how the parameters are determined and significant clustering is identified. The significance test is accomplished by first taking the number of solute atoms and volume being considered, and randomizing their position using a normal distribution in space. Then, the same cluster analysis is carried out on the randomized data. Once these two data sets are established, the cluster parameters are determined using an iterative process where Nmin is first set and then the cluster count is plotted as a function of Dmax. If the solute data is found to be significantly separated from the randomized data (normally chosen as a point where clusters exist in the collected data and zero, or a very minimal amount, such that >95% of the clusters would be non-random, exist in the randomized data), then Dmax can be fixed. A fixed Dmax can then be used to plot cluster count versus cluster size to set an optimal Nmin. By iterating through these parameters, the optimal cluster Dmax and Nmin can be determined, where significant clusters can be found relative to the randomized data. This iterative process as applied through the cluster count distribution (CCD) and cluster size distribution (CSD) as applied to the data sets in this manuscript are shown with the analyses for each individual parameter along with the other parameters determined for each specific cluster analysis.
A simple method that is useful in identifying if clusters are present and a cluster analysis should be initiated, is by directly comparing the nearest neighbor distributions (NNDs) of the solute and randomized data. 70 In doing this, the number of counts is plotted as a function of the S14 atom pair distance. For the randomized data this will, by definition, give a normal distribution. However, if clustering is present, then the solute NNDs will be shifted to a smaller atom pair distance. The NND for the solute data is then described best by at least two Gaussians, one centered at a smaller atom pair distance, representing the clusters, and a second centered at an atom pair distance greater than the normal distribution of the randomized data, representing the matrix ion spacing. This makes plotting the NNDs an invaluable tool in cluster analysis.
Assessing Ga damage
It is well known in APT that Ga damage can be problematic as it may influence the position of ions, making any findings the result of needle fabrication rather than an actual material property, potentially leading to incorrect conclusions. In order to minimize this during zeolite sample preparation, we coated the samples with Pt using FIB deposition. A 30 kV beam was used for the initial milling, leaving an ~250 nm wide needle with several hundred nm's of Pt remaining on the surface. A 2 kV final milling step was used to remove the Pt cap. The zeolite material mills much faster than the Pt cap, and therefore, the tip shape was finally a very sharp needle with a shank angle. We were also careful to minimize the ebeam exposure to the material because zeolites also suffer from damage resulting from the ebeam. Potential Ga damage has been an issue that we were also concerned with when analyzing the data, so we used a Ga isoconcentration surface to remove the Ga rich portions of the needle (normally the needle tip and surface) prior to any analyses by exporting the low gradient side of a Ga interface. The figures show the full datasets for aesthetic purposes.
APT data analysis workflow
The processing and analysis of the data obtained in an APT experiment is far from trivial and is the subject of active research and debate. 66, [71] [72] [73] Below is a brief outline of the normal workflow used in the processing of APT data as performed for the experiments described herein. This is not meant to be an exhaustive or definitive guide, but rather a brief overview in order to give the reader an idea of the process used, and the reader is referred to our previous manuscript for further details. 61 1. Data collection with an APT instrument.
2. Data processing and reconstruction: When processing zeolite samples it is especially important that all peaks are ranged correctly. The 3-D distribution of all ions can then be generated.
3. Determining if there exists segregation of elements: Nearest neighbor distributions (NNDs), frequency distribution analysis (FDA) and radial distribution functions (RDFs) are used to examine compositional heterogeneities.
Identification of isoconcentration surfaces:
Isoconcentration surface analysis is used to separate large compositional heterogeneities. The isoconcentration surfaces are quantified using proximity histograms.
Cluster analysis:
The identification of clusters is an iterative process between comparing the cluster count distribution (CCD) and cluster size distribution (CSD) after determining a starting dmax using the NND. Therefore, statistically relevant clusters can be identified.
Error analysis
Error analyses in APT are based on counting statistics, and the method as applied to APT is discussed in references [ 65, 74, 75 ]. From counting statistics, the standard error in the concentration of species X, defined as = , can be calculated as
. This standard error defines a 95% confidence interval or a 2σ threshold by the conventional definition. This allows the error in concentration to readily be determined. Because of the method used for error determination, when only small numbers of an ion of interest are detected the error will be large. This is evident in the RDF plots where the error bars at small distances from the species of interest are large due to the small number of counts. In order to calculate the propagation of error for atomic ratios, the general variance formula was used.
Where represents the standard deviation of the function , represents the standard deviation of , etc.
Applied to + +
, which is equivalent to
, but concentrations will be used as the error from counting statistics is for the concentration. Similar error propagation formulas can also be derived for Al and P.
Where
Needle Compositions
During the course of this project 36 atom probe data sets were collected, and of those 22 produced reliable and useable data, i.e. the collection of a significant number of ions prior to needle failure and high MS quality. 63 Table S4 presents the compositions of the 22 different needles. Examining this table reveals several important features about the materials and the ability to quantify the elements present. In the samples made with enriched 29 Si (needles 1 to 5), the Si contents are fairly uniform within all samples, and there is a significant difference in composition between the high and low Si materials, as expected. In the template containing large crystals of SAPO-34 (needles 6-11) the 12 C/N ratio ranges from ~2-3, which is lower than the stoichiometric value expected for morpholine(C/N=4), however the difficulties in quantifying complex organic molecules were already discussed, and the MS in Figure S10 reveals the abundance of organic peaks, making the analysis difficult, especially as 12 C, 14 N and 16 O only vary by 2 Da, so they could easily be confused with H present as part of any ion, and certain peaks could be identified with varying combinations of the 3 elements. For the rest of the needles, the ratios of Al, P and Si are consistent, except for some of the 13 CH3OH reacted materials that have a higher Si content. This may be due to either overlapping peaks of coke species with framework elements or preparing APT needles from areas within the crystal with slightly higher Si contents. Table S4 . Compositions of all APT needles as well as total number of ions collected and ratios of the tetrahedral atoms (Al, P, Si). The notation (S#) following the needle number indicates the sample number the needle was taken from. 
S16
1 (S3) 2 (S3) 3 (S3) 4 (S4) 5 (S3) 6 (S5) 7 (S5) 8 (S5)
22
Figure S15. Si radial distribution functions (RDFs) for all samples. In samples 17-22 13 C is not shown as its heterogeneous distribution makes it appear that there is a Si- 13 C affinity, further discussed in Figure S18 . Figure S16. Combined Si radial distribution functions (RDFs) for APT experiments from the same sample. The 13 C has been removed from the combined RDFs for the coked materials, samples 17-22, as the heterogeneous 13 C distribution skews the result, as is further discussed in Figure S18 . The combined RDF for 17-22 shows the strongest Si-Si affinity, and in all the other needles there was a small Si-Si affinity present in the RDFs, though not as strongly as in the coke containing needles. There two strong explanations for this: i) The complexity of the template containing MS increases the probability of CwNxOyHz peaks to overlap with Si containing peaks. ii) The methanol-to-hydrocarbons (MTH) reaction may lead to Si migration into larger islands, making them easier to detect (note this sample is the same as in needles 6-22, but is MTH reacted after calcination). While it is impossible to determine the exact reason why this sample shows the most significant Si-Si affinity, it is exciting to find this correlation as it is a significant challenge to find atomic-level affinities between light elements. 
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Figure S18. Needle 20 radial distribution functions (RDFs) for Al, P, Si and the background to demonstrate that the heterogeneous 13 C distribution can make it appear that there are affinities with 13 C that do not really exist. The background centered RDF clearly demonstrates this as it is homogeneously distributed, but still shows an affinity with 13 C. Overall, this makes it impossible to determine if a significant Si- 13 C affinity is present. 
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Coke Cluster Analysis of Needle 20
Only a few statistically significant 13 C clusters were identified (those beyond the amount in a random distribution in the cluster count distribution), with the cluster analysis parameters in Table S5 along with a comparison of the composition of the bulk and clusters in Table S6 . Fourteen clusters were identified that range in size from 7-18 13 C atoms (Nmin=7), with an average size of 8.9 13 C atoms per cluster and a median size of 7 atoms per cluster, making these on average small clusters, close to Nmin for the analysis. Additionally, within the clusters the Si/(Si+Al+P) ratio is 0.3 while it is 0.2 in the bulk of the needle, illustrating that these coke clusters may form near Si, the Brønsted acid site. Table S6 shows the error analysis for atomic ratios, and the increase in acid site density (Si fraction) within the clusters is beyond the 2σ measurement error (95% confidence interval).
In our cluster analysis of ZSM-5 we were able to identify on the order of 100 clusters per needle (Nmin=10 for cluster size), while in SAPO-34 we could only identify 14 clusters with Nmin=7 in one needle. Additionally, in SAPO-34 the largest cluster was only 18 13 C atoms (median size of 7 13 C ions) while in ZSM-5 clusters of hundreds of 13 C ions were identified. These differences in the coke clusters are consistent with the material frameworks as the larger pores in ZSM-5 will allow for the formation of large polycyclic coke species, while the small pores and cages in SAPO-34 will not allow such large coke agglomerations to form. These observations are in line with our group's (Utrecht University) previous findings on the significant differences in coking in ZSM-5 and SAPO-34, using primarily UV-Vis (micro-)spectroscopy, to probe different types of coke species present in each material, especially regarding differences in the size of coke molecules between the two frameworks, which in this case can be considered to be indicated by cluster size. [77] [78] [79] [80] Additionally, as the coke species in SAPO-34 should only contain around 10 carbon atoms they would be difficult to identify with cluster analysis, by extending the simulation results for Si cluster identification. Table S6 . Bulk versus cluster composition for the 13 C clusters extracted from needle 20 along with the atomic ratios of tetrahedral elements and error calculations (error analysis reported below). As the number of counts in the clusters is low the error will be high. The Si content in the clusters is significantly higher than in the matrix (bulk), however this is only a preliminary result and a more comprehensive and dedicated study would be required to reduce the uncertainty in these measurements. The high oxygen content is anticipated as the majority of the 13 
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Influence of Detector Efficiency
The LEAP 4000X HR local electrode atom probe equipped with laser pulsing capabilities and an energy compensating reflectron lens has a detector efficiency of ~37%. The recently released LEAP 5000 XS has a detector efficiency of ~80%, and we were able to access this instrument at the CAMECA factory to test how the higher efficiency influences APT's ability to detect Si islands. Needles 10 and 11 are from the LEAP 5000 XS study, which was done on the template containing SAPO-34. Compared to the other template containing needles studied with the LEAP 4000X HR (needles 6-9), a similar composition is observed with the LEAP 5000 XS (Table S4 ). The Si NNDs for needles 10 and 11 were fit with a Gaussian function, and the peak maximum was at 0.53 nm for both needles, showing good agreement between two different experiments on that instrument. Needle 6 (run on a LEAP 4000X HR with a ~37% detector efficiency) showed a Gaussian Si NND centered at 0.63 nm, larger than the data collected with a LEAP 5000 XS. The larger value for the NND is expected due to the lower detector efficiency. A direct comparison of the Si NND from needle 6 from the LEAP 4000X HR and needle 11 from the LEAP 5000 XS is shown in Figure S20 , highlighting the shift to lower Si-pair distances with increased efficiency, though there was no significant deviation from a random distribution in either case. The Si RDFs were also combined for needles 10-11, and are compared with the combined RDFs of needles 6-9 in Figure S12 , but no significant difference can be found between these. The main manuscript discusses that this is likely due to the fact that spatial blurring dominates any contribution of increased detector efficiency in the range studied when clusters of small numbers of ions are considered in a matrix containing a significant solute concentration. 
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Atom Probe Tomography Simulations
In our recent review article, we presented simulations to show that we believe the spatial resolution of APT could be no better than 0.25 nm when applied to MMs, much lower than the often-quoted values of 0.04 nm in depth and 0.20 nm laterally, and this is likely due to molecular evaporations, non-conductivity and nano-porosity of the material. 63, [81] [82] [83] [84] [85] We then extended the simulation method to incorporate different tetrahedral (Td) atoms. The simulation workflow was as follows:
1. The composition used for the simulations was such that 20% of all Td atoms were Si, with all other T atoms representing Al or P. Islands of 5, 8, 14, and 31 Si atoms were inserted into 3*1*1, 2*2*1, 2*2*2, 3*3*2 packings of the unit cell of CHA, respectively, Si islands were inserted such that 25% of the silicon was in islands and 75% was isolated, regardless of island size and consistent with the NMR results.
2. The island-containing cells of SAPO-34 were packed using the diffpy python package 86 to build a supercell that contains around one million atoms. In the supercell, randomly selected Td atoms from regions not defined by Si islands were converted to isolated Si such that isolated Si made up around 15% of all the Td atoms.
3. Each atom was randomly displaced in space based on a Gaussian probability density function centered at its original position to simulate the delocalization in 3-D space. The standard deviations of the Gaussian function used were 0, 0.05, 0.1, 0.25, 0.5, and 1 nm.
4. Atoms were then randomly selected and eliminated from the data to simulate APT detection efficiencies of 33%, 80%, and 100%.
Note that the efficiency was applied to the same displaced data set. This is why the normalized RDFs are similar for the same island sizes and displacements (the absolute values differ by amounts consistent with the simulated efficiencies).
5. After the simulations, the data sets were processed using CAMECA's IVAS software in the same manner as experimentally collected atom probe data, but with the simplification that only 3 species were present in the MS: O, Si and Td, where Td is either Al or P as the tetrahedral elements besides Si. Due to this, the simulations do have an advantage over experimental data as there are no ambiguities in the MS identification and no background, which is a distinct challenge in analyzing the experimental data. Results are in Figure S21 and S22.
Previously, we demonstrated how quickly crystallographic information will be lost for zeolite catalysts due to spatial resolution limitations. 63 As Figure S21 shows, when σ=0 nm the complete crystallographic data is conserved (note the views of the Si atoms are slightly rotated so that all Si ions can be seen). The other σ shown in this figure is 1 nm, though the ability to visualize pores is lost well before this. The real importance of these simulations is the NNDs and RDFs for Si in order to determine at which values of NSi, σ and ε that indications of Si islands disappear. When NNDs and RDFs are examined, it is apparent that ε has the least significant influence on the results. It serves to shift the NND maximum to slightly larger values, as would be expected due to fewer atoms per unit volume, as well as reducing the number of counts for the NND, besides this ε does not significantly affect the ability to detect Si islands. This observation is consistent with the experimental results of comparing the LEAP 4000X HR and LEAP 5000 XS instruments, where the higher collection efficiency of the LEAP 5000 XS leads to a shorter Si-pair distance ( Figure S20 ), though does not lead to much of an increased ability to detect Si islands, at least for the efficiencies simulated. When comparing the RDFs of each instrument for σ=0 nm and all island sizes there is no difference in the bulk normalized concentration as a function of distance from Si as the data sets have a large number of ions. The σ and NSi values are the most influential parameters for determining Si-Si affinity detection, outweighing the influence of ε. For all σ=0 nm data sets both the RDFs and NNDs show crystallographic ordering, which would be expected as this is a perfect crystal lattice. When examining Figure S21a and b, it is clear that the crystallographic information is retained, especially in the RDFs, as the nearest neighbor is always O, followed by Si or Td, and then a slightly higher Si-Si affinity at longer distances for the 31 atom islands, though not for distances much longer than 1 nm as any affinity will be quickly averaged over a large volume in 3-D space. It is important to note that the randomized NNDs will also show crystallographic order as the randomization is done by species and not by position. At σ=0.05 and 0.1 nm the RDFs still show crystallographic ordering as O is seen as the nearest neighbor, but at greater values of σ information regarding the crystallographic nearest neighbor is lost, and the normalized O concentration becomes its bulk value throughout, regardless of island size or ε. At these values of σ=0.05 and 0.1 nm the NNDs also reflect the heterogeneous Si distribution. At σ=0.25 nm, a clear Si-Si affinity is still observed in the RDFs at all island sizes, but it is more pronounced for larger islands. However, the NNDs no longer show a clear separation between the collected and randomized data, illustrating that even at σ=0.25 nm one of the key markers of heterogeneity no longer indicates Si-Si affinity. At σ=0.5 nm, a Si-Si affinity is still present in the RDFs, though is much lower in magnitude than at lower values of σ, and is more pronounced with larger islands, as expected, and the NNDs do not show any deviation from random. The highest value of σ simulated, 1 nm, leads to the loss of any Si-Si affinity in the RDFs except for the largest simulated island size, 31 atoms, yet even this is nearly insignificant in magnitude. Figure S21 . Selected results of atom probe simulations as a function of Si island size (NSi) and delocalization (σ). Each panel contains a 5 × 5 × 5 nm 3 view of all atoms that was removed from the center of the larger simulated data set, as well as a view of only the Si atoms, with colors as shown in the radial distribution function (RDF) graph. Also shown are the nearest neighbor distributions (NNDs) for Si and the RDF for Si. Only 100% detection efficiency (ε) is shown as this parameter did not have a considerable influence on the results. Full results for all values of NSi, σ and ε can be found in Figure S22 . a) NSi=5, σ=0 nm and ε=100%. b) NSi=31, σ=0 nm and ε=100%. c) NSi=5, σ=1.0 nm and ε=100%. d) NSi=31, σ=1.0 nm and ε=100%. Note in a and b the views with only Si atoms have been slightly rotated compared to the view with all atoms so all Si atoms within the region of interest can be seen. Movies of the ion distributions for the 4 simulations are included as Movie S3.
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S33
NSi=5, σ=0 nm, ε=100%
NSi=5, σ=0 nm, ε=100% NSi=5, σ=0 nm, ε=80%
NSi=5, σ=0 nm, ε=80% NSi=5, σ=0 nm, ε=33% NSi=5, σ=0 nm, ε=33% NSi=5, σ=0.5 nm, ε=33% NSi=5, σ=0.5 nm, ε=33%
NSi=5, σ=1 nm, ε=100% NSi=5, σ=1 nm, ε=100% NSi=5, σ=1 nm, ε=80%
NSi=5, σ=1 nm, ε=80% NSi=5, σ=1 nm, ε=33% NSi=5, σ=1 nm, ε=33% 
S36
NSi=8, σ=0 nm, ε=100%
NSi=8, σ=0 nm, ε=100% NSi=8, σ=0 nm, ε=80%
NSi=8, σ=0 nm, ε=80% NSi=8, σ=0 nm, ε=33% NSi=8, σ=0 nm, ε=33% NSi=8, σ=0.5 nm, ε=33% NSi=8, σ=0.5 nm, ε=33%
NSi=8, σ=1 nm, ε=100% NSi=8, σ=1 nm, ε=100% NSi=8, σ=1 nm, ε=80%
NSi=8, σ=1 nm, ε=80% NSi=8, σ=1 nm, ε=33% NSi=8, σ=1 nm, ε=33% NSi=14, σ=0.5 nm, ε=100% NSi=14, σ=0.5 nm, ε=80%
NSi=14, σ=0.5 nm, ε=80% NSi=14, σ=0.5 nm, ε=33% NSi=14, σ=0.5 nm, ε=33%
NSi=14, σ=1 nm, ε=100% NSi=14, σ=1 nm, ε=100% NSi=14, σ=1 nm, ε=80%
NSi=14, σ=1 nm, ε=80% NSi=14, σ=1 nm, ε=33% NSi=14, σ=1 nm, ε=33% 
S42
NSi=31, σ=0 nm, ε=100%
NSi=31, σ=0 nm, ε=100% NSi=31, σ=0 nm, ε=80%
NSi=31, σ=0 nm, ε=80% NSi=31, σ=0 nm, ε=33% NSi=31, σ=0 nm, ε=33% .1 nm, ε=100% NSi=31, σ=0.1 nm, ε=100% NSi=31, σ=0.1 nm, ε=80% NSi=31, σ=0.5 nm, ε=100% NSi=31, σ=0.5 nm, ε=80%
NSi=31, σ=0.5 nm, ε=80% NSi=31, σ=0.5 nm, ε=33% NSi=31, σ=0.5 nm, ε=33%
NSi=31, σ=1.0 nm, ε=100% NSi=31, σ=1.0 nm, ε=100% NSi=31, σ=1.0 nm, ε=80%
NSi=31, σ=1.0 nm, ε=80% NSi=31, σ=1.0 nm, ε=33% NSi=31, σ=1.0 nm, ε=33% Figure S22 . Analysis of the data from the simulation of SAPO-34 as a function of island size (NSi), delocalization (σ) and efficiency (ε). 
