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Abstract
In this paper, the global exponential stability and asymptotic stability of retarded functional dif-
ferential equations with multiple time-varying delays are studied by employing several Lyapunov
functionals. A number of sufficient conditions for these types of stability are presented. Our results
show that these conditions are milder and more general than previously known criteria, and can be
applied to neural networks with a broad range of activation functions assuming neither differentiabil-
ity nor strict monotonicity. Furthermore, the results obtained for neural networks with time-varying
delays do not assume symmetry of the connection matrix.
 2004 Published by Elsevier Inc.
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1. Introduction
In recent years, the stability problem of time-delay neural networks has been widely
investigated [5–28] due to theoretical interest as well as application considerations. In par-
ticular, stability analysis is a powerful tool for practical systems and associative memory
[1–3] since delays are often encountered in various engineering systems, such as the turbo-
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engineering systems, manual control and systems with lossless transmission lines as well
as neural networks. Frequently, there is a source of generation of oscillations and a source
of instability in many typical neural networks [4,21,22]. However, in many practical time-
delay neural networks, the time delays appearing in the systems are time-varying or are
only known to be bounded in a certain range. Typical time-delay neural networks with
multiple time-varying delays include the Hopfield neural network model [5,6,8–10,14,15,
18–20,23,24], cellular neural network model [11–13,16,17,27,28] and bi-directional asso-
ciative memory [7,25,26]. Consequently, the stability analysis of time-delay systems has
been a main concern of researchers. The stability criteria for time-delay systems can be
classified into two categories, namely delay-independent criteria and delay-dependent cri-
teria, depending on whether they contain the delay argument as a parameter. There have
been a number of significant developments in searching the stability criteria for systems
with constant delays. However, the criteria are mostly delay-independent ones for time-
delay systems with constant delays [6–13,16–20,25,26,28] and only a few of them are
for neural networks with time-varying delays; see, for example, [14,15,26,27]. It is the
purpose of this paper to search for both delay-independent and delay-dependent criteria,
under which the global exponential stability or the global asymptotic stability of a class of
generalized neural networks with multiple time-varying delays is guaranteed.
In [15], the author has proposed the following retarded functional differential equations:
x˙(t) = −D(x(t))+W0(x(t))f (x(t))+W1(x(t))f (x(t − τ (t))), (1)
which generalize the Hopfield neural network model, hybrid network models of the
cellular neural network type as well as the bi-directional associative memory, where
D(x) = (d1(x1), d2(x2), . . . , dn(xn))T and f (x) = (f1(x1), f2(x2), . . . , fn(xn))T are con-
tinuous maps from Rn to Rn, with D(0) = 0, f (0)= 0, and the n× n matrices W0(x) and
W1(x) are continuous in x1(t), x2(t), . . . , xn(t); time delay τ is time-varying.
The author studied the global asymptotic stability (GAS) for system (1). However, in-
vestigations on retarded functional differential equations involve not only the discussion of
GAS, but also the global exponential stability and exponential convergence rate. In many
applications such as optimization, neural control and signal processing by means of neural
networks, the properties of global exponential stability are of great interest.
This paper is organized as follows. In Section 2, problem formulation and some prelim-
inary analyses are given. In Section 3, some criteria are proposed to guarantee the global
exponential stability for a class of retarded functional differential equations with multiple
time-varying delays. In the meantime, the global asymptotic stability for the above func-
tional differential equations is also obtained as a by-product. In Section 4, we apply the
results obtained in Section 3 to neural networks with time-varying delays and derive some
criteria for global exponential stability and global asymptotic stability that are either a
generalization of those existing or new criteria. Finally, a conclusion is made in Section 5.
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In this paper, we consider a modification of (1) by incorporating different delays
τij (t) 0, i, j = 1,2, . . . , n in different communication channels, namely,
x˙i(t) = −di
(
xi(t)
)+ n∑
j=1
wij
(
x1(t), x2(t), . . . , xn(t)
)
fj
(
xj (t)
)
+
n∑
j=1
wτij
(
x1(t), x2(t), . . . , xn(t)
)
fj
(
xj
(
t − τij (t)
))
,
i, j = 1,2, . . . , n, (2)
where di(.) and fi(.) are continuous maps from R to R, with di(0) = 0, fi(0) = 0. wij (.)
and wτij (.) are continuous in x1(t), x2(t), . . . , xn(t), di(.) is continuous in xi(t). Clearly,
(1) is a special case of (2).
Model (2) is very general. For example, if di(xi(t)) = dixi(t), di > 0 (i = 1,2, . . . , n)
and wij (x1(t), . . . , xn(t)) = wij (constant), wτij (x1(t), . . . , xn(t)) = wτij (constant) (i, j =
1,2, . . . , n), then Eq. (2) becomes a model of Hopfield-type neural networks (HNN) with
time-varying delays. Moreover, if τij (t) (i, j = 1,2, . . . , n) are constants, (2) reduces to
the delay Hopfield neural network (DHNN) model which has been widely studied [5,6,8–
10,14,15,18–20,23,24]. If wτij = 0 (i, j = 1,2, . . . , n), then (2) becomes the standard HNN
model without delay.
Accompanying equation (2) are initial values of the form
xi(s) = φi(s), s ∈ [−τ,0], τ = max
1i,jn
{τij }, (3)
where φi(.) denote real-valued continuous functions defined on [−τ,0]. A solution of (2)
is denoted by x(t) for all t > 0, where
x(t) = (x1(t, φ1), x2(t, φ2), . . . , xn(t, φn))T
with T denotes the transpose of a matrix and φi(.) defined in (3).
The following assumptions are made on system (2) throughout this paper.
(A1) There exist positive constants Di and Di , i = 1,2, . . . , n, such that, for all argu-
ments,
0 <Di 
di(xi)− di(yi)
xi − yi Di, for xi = yi, i = 1,2, . . . , n. (4)
(A2) There exist positive constants Fi , i = 1,2, . . . , n, such that, for all arguments,∣∣fi(xi)∣∣ Fi |xi |, i = 1,2, . . . , n. (5)
(A3) τij : [0,+∞) → [0,+∞) is continuous, differentiable, and 0  τij (t)  τ¯ , τ ′ij (t) 
R < 1.
Hence, the hypothesis (A3) ensures that t − τij (t) has differential inverse function de-
noted by ϕij (t) and inft>0{ϕ′ (t)} > 0.ij
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A = max
1jn
sup
−τij (0)t0
n∑
i=1
0∫
−τij (0)
∣∣wτij (x1(ϕij (s)), x2(ϕij (s)), . . . , xn(ϕij (s)))∣∣ds
< +∞. (6)
Remark 1. The assumption that τ ′ij (t) R < 1 stems from the need to bound the growth
variations in the delay factor as a time function. It may be considered restrictive but in some
applications it is considered realistic and holds for a wide class of retarded functional dif-
ferential equations. Thus our results are applicable to the class of time-delay with bounded
state-delay in the manner of (2).
Definition 1 [29]. If there exist k > 0 and γ (k) > 1, such that∥∥x(t)∥∥ γ (k)e−kt sup
−τθ0
∥∥x(θ)∥∥, ∀t > 0, (7)
system (2) is considered as exponentially stable, and k is called the degree of exponential
stability.
3. Analysis of global exponential stability
Now we present our first main result, a delay-dependent criterion, for the global expo-
nential stability of system (2).
Theorem 1. Consider the retarded functional differential equation (2) and assume that
conditions (A1)–(A4) are satisfied. If there exist positive constants λi (i = 1,2, . . . , n),
r1 ∈ [0,1], r2 ∈ [0,1], ε and the following condition holds:
α ≡ max
1in
sup
t0
{
1
(D i − ε)λi
[
λi
n∑
j=1
(
F
2r1
j
∣∣wij (x1(t), . . . , xn(t))∣∣
+F 2r2j e2ετ¯
∣∣wτij (x1(t), . . . , xn(t))∣∣)
+
n∑
j=1
λj
(
F
2(1−r1)
i
∣∣wji(x1(t), . . . , xn(t))∣∣
+ F 2(1−r2)i
∣∣wτji(x1(ϕji(t)), . . . , xn(ϕji(t)))∣∣ϕ′ji(t))
]}
< 2, (8)
then the trivial solution for system (2) is globally exponentially stable. More precisely, we
have
∥∥x(t)∥∥2 ≡
(
n∑
x2i (t)
)1/2
Kα‖φ‖2e−εt (9)i=1
X.F. Liao, K.-w. Wong / J. Math. Anal. Appl. 293 (2004) 125–148 129where
Kα =
(
max1in{λi}
min1in{λi}
)1/2(
1 + nA(1 −R)−1 max
1jn
(
F
2(1−r2)
j
))1/2
. (10)
Proof. Introducing the following nonnegative functional as the Lyapunov functional can-
didate.
V (x1, x2, . . . , xn)(t)
=
n∑
i=1
λi
{
x2i (t)e
2εt +
n∑
j=1
F
2(1−r2)
j
ϕij (t)∫
t
∣∣wτij (x1(s), x2(s), . . . , xn(s))∣∣
× x2j
(
s − τij (s)
)
e2ε(s−τij (s)) ds
}
. (11)
By computing its derivative V˙ along the trajectories and make use of Eq. (2) and the
Cauchy inequality (i.e., a2 + b2  2ab), we get for t  0:
V˙ (x1, x2, . . . , xn)(t)
=
n∑
i=1
λi
{
2xi(t)
[
−di
(
xi(t)
)+ n∑
j=1
wij
(
x1(t), x2(t), . . . , xn(t)
)
fj
(
xj (t)
)
+
n∑
j=1
wτij
(
x1(t), x2(t), . . . , xn(t)
)
fj
(
xj
(
t − τij (t)
))]
e2εt + 2εx2i (t)e2εt
+
n∑
j=1
F
2(1−r2)
j
∣∣wτij (x1(ϕij (t)), . . . , xn(ϕij (t)))∣∣x2j (t)ϕ′ij (t)e2εt
−
n∑
j=1
F
2(1−r2)
j
∣∣wτij (x1(t), . . . , xn(t))∣∣x2j (t − τij (t))e2ε(t−τij (t))
}

n∑
i=1
λie
2εt
{
−2(D i − ε)x2i (t)
+
n∑
j=1
∣∣wij (x1(t), . . . , xn(t))∣∣2(Fr1j ∣∣xi(t)∣∣)(F (1−r1)j ∣∣xj (t)∣∣)
+
n∑
j=1
∣∣wτij (x1(t), . . . , xn(t))∣∣2(eετij (t)F r2j ∣∣xi(t)∣∣)
× (e−ετij (t)F (1−r2)j ∣∣xj(t − τij (t))∣∣)
+
n∑
F
2(1−r2)
j
∣∣wτij (x1(ϕij (t)), . . . , xn(ϕij (t)))∣∣x2j (t)ϕ′ij (t)
j=1
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n∑
j=1
F
2(1−r2)
j
∣∣wτij (x1(t), . . . , xn(t))∣∣e−2ετij (t)x2j (t − τij (t))
}

n∑
i=1
λie
2εt
{
−2(D i − ε)x2i (t) +
n∑
j=1
∣∣wij (x1(t), . . . , xn(t))∣∣F 2r1j x2i (t)
+
n∑
j=1
∣∣wij (x1(t), . . . , xn(t))∣∣F 2(1−r1)j x2j (t)
+
n∑
j=1
∣∣wτij (x1(t), . . . , xn(t))∣∣e2ετij (t)F 2r2j x2i (t)
+
n∑
j=1
∣∣wτij (x1(t), . . . , xn(t))∣∣e−2ετij (t)F 2(1−r2)j x2j (t − τij (t))
+
n∑
j=1
F
2(1−r2)
j
∣∣wτij (x1(ϕij (t)), . . . , xn(ϕij (t)))∣∣x2j (t)ϕ′ij (t)
−
n∑
j=1
F
2(1−r2)
j
∣∣wτij (x1(t), . . . , xn(t))∣∣e−2ετij (t)x2j (t − τij (t))
}

n∑
i=1
e2εt
{
−2(D i − ε)λi + λi
n∑
j=1
[
F
2r1
j
∣∣wij (x1(t), . . . , xn(t))∣∣
+ F 2r2j e2ετ¯
∣∣wτij (x1(t), . . . , xn(t))∣∣]
+
n∑
j=1
λj
[
F
2(1−r1)
i
∣∣wji(x1(t), . . . , xn(t))∣∣
+ F 2(1−r2)i
∣∣wτji(x1(ϕji(t)), . . . , xn(ϕji(t)))∣∣ϕ′ji(t)]
}
x2i (t)
=
n∑
i=1
e2εtλi(D i − ε)
{
−2 + 1
(D i − ε)λi
×
[
λi
n∑
j=1
(
F
2r1
j
∣∣wij (x1(t), . . . , xn(t))∣∣+ F 2r2j e2ετ¯ ∣∣wτij (x1(t), . . . , xn(t))∣∣)
+
n∑
j=1
λj
(
F
2(1−r1)
i
∣∣wji(x1(t), . . . , xn(t))∣∣
+ F 2(1−r2)i
∣∣wτji(x1(ϕji(t)), . . . , xn(ϕji(t)))∣∣ϕ′ji(t))
]}
x2i (t)
 max
1in
{
λi(D i − ε)(−2 + α)
} n∑
x2i (t)e
2εt ≡ −B
n∑
x2i (t)e
2εt (12)i=1 i=1
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inft0 ϕ′ij (t) > 0. By integration, we have, for t  0,
V (x1, x2, . . . , xn)(t) − V (x1, x2, . . . , xn)(0) =
t∫
0
V˙ (x1, x2, . . . , xn)(s) ds
−B
n∑
i=1
t∫
0
x2i (s)e
2εs ds < 0 (13)
and, since V (x1, x2, . . . , xn)(t) is a nonnegative functional, we get
B
n∑
i=1
t∫
0
x2i (s)e
2εs ds  V (x1, . . . , xn)(0), for t  0. (14)
Let ξ = s − τij (s) ≡ ϕ−1ij (s), we can easily obtain
ϕij (0)∫
0
∣∣wτij (x1(s), . . . , xn(s))∣∣x2j (s − τij (s))e2ε(s−τij (s)) ds
=
0∫
−τij (0)
∣∣wτij (x1(ϕij (ξ)), . . . , xn(ϕij (ξ)))∣∣x2j (ξ)e2εξ
(
1 − dτij (s)
ds
)−1
dξ
 (1 −R)−1 sup
−τij (0)ξ0
{∣∣xj (ξ)∣∣2} sup
−τij (0)ξ0
{
e2εξ
}
×
0∫
−τij (0)
∣∣wτij (x1(ϕij (ξ)), . . . , xn(ϕij (ξ)))∣∣dξ
 (1 −R)−1 sup
−τij (0)ξ0
{∣∣xj (ξ)∣∣2}
0∫
−τij (0)
∣∣wτij (x1(ϕij (ξ)), . . . , xn(ϕij (ξ)))∣∣dξ.
Hence, from Eq. (11) and the above inequality, we have
V (x1, x2, . . . , xn)(0)
=
n∑
i=1
λix
2
i (0)+
n∑
i=1
n∑
j=1
λiF
2(1−r2)
j
0∫
−τij (0)
∣∣wτij (x1(ϕij (ξ)), . . . , xn(ϕij (ξ)))∣∣
× (1 − τ ′ij (s))−1x2j (ξ)e2εξ dξ
 max
1in
{λi}
n∑
φ2i (0)+ max1in{λi} max1jn
{
F
2(1−r2)
j
}
(1 −R)−1‖φ‖22i=1
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n∑
i=1
n∑
j=1
0∫
−τij (0)
∣∣wτij (x1(ϕij (ξ)), . . . , xn(ϕij (ξ)))∣∣dξ
 max
1in
{λi}
(
1 + nA(1 −R)−1 max
1jn
(
F
2(1−r2)
j
))‖φ‖22. (15)
Thus, by Lemma 1 in [33], we get
n∑
i=1
∞∫
0
x2i (t)e
2εt dt < ∞ ⇒ x2i (t) → 0, t → ∞, i = 1,2, . . . , n. (16)
From inequality (13), we have
V (x1, . . . , xn)(t) V (x1, x2, . . . , xn)(0), for all t  0. (17)
By means of the form of the Lyapunov functional (11), we obtain
min
1in
{λi}e2εt
n∑
i=1
x2i (t)
n∑
i=1
λix
2
i (t)e
2εt  V (x1, x2, . . . , xn)(t). (18)
Combining inequalities (15), (17) and (18), we easily obtain
∥∥x(t)∥∥2 ≡
(
n∑
i=1
x2i (t)
)1/2
Kα‖φ‖2e−εt , (19)
where Kα is given by Eq. (10). This completes the proof. 
Note that if we let ε → 0+, then the global exponential stability of Theorem 1 is reduced
to the global asymptotic stability. Consequently, we have the following result, which is a
delay-dependent criterion.
Corollary 1. System (2) satisfying (A1)–(A4) is globally asymptotically stable provided
that there exist positive constants λi (i = 1,2, . . . , n), r1 ∈ [0,1], r2 ∈ [0,1], and
α′ ≡ max
1in
sup
t0
{
1
Diλi
[
λi
n∑
j=1
(
F
2r1
j
∣∣wij (x1(t), . . . , xn(t))∣∣
+F 2r2j
∣∣wτij (x1(t), . . . , xn(t))∣∣)+
n∑
j=1
λj
(
F
2(1−r1)
i
∣∣wji(x1(t), . . . , xn(t))∣∣
+F 2(1−r2)i
∣∣wτji(x1(ϕji(t)), . . . , xn(t))∣∣ϕ′ji(ϕji(t)))
]}
< 2. (20)
Remark 2. In [15], the author considered the global asymptotic stability of system (1) and
require τ (t) = τ (constant). Moreover, in the proof of Theorem 3.1 (see [15, p. 66]), the
function f (x) satisfies condition (4) when Di = 0. However, by relaxing the limitation of
τ (constant) to τij (t), we not only obtain the global asymptotic stability, but also the global
exponential stability. Hence, our results are more general than those of [15].
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nential stability of system (2).
Theorem 2. Consider the retarded functional differential equation (2) and assume that
conditions (A1)–(A4) are satisfied. If there exist positive constants λi (i = 1,2, . . . , n), ε
and the following condition holds:
β ≡ max
1in
sup
t0
{
Fi
λi(D i − ε)
n∑
j=1
λj
(∣∣wji(x1(t), . . . , xn(t))∣∣
+ eετ¯ ∣∣wτji(x1(ϕji(t)), . . . , xn(ϕji(t)))∣∣ϕ′ji(t))
}
< 1, (21)
then the trivial solution for system (2) is globally exponentially stable. More precisely, we
get
∥∥x(t)∥∥1 ≡
n∑
i=1
∣∣xi(t)∣∣Kβ‖φ‖1e−εt , (22)
where
Kβ =
(
max1in{λi}
min1in{λi}
)(
1 + nA(1 −R)−1 max
1in
{Fj }
)
. (23)
Proof. Introducing the following nonnegative functional as the Lyapunov functional can-
didate:
V (x1, x2, . . . , xn)(t)
=
n∑
i=1
λi
{∣∣xi(t)∣∣eεt + n∑
j=1
Fj
ϕij (t)∫
t
∣∣wτij (x1(s), . . . , xn(s))∣∣∣∣xj (s − τij (s))∣∣eεs ds
}
.
(24)
By computing its upper Dini derivative D+V along the trajectories and utilizing Eq. (2),
and note that ϕij (t)−τij (ϕij (t)) = t , then eεϕij (t) = eε(t+τij (ϕij (t))). Hence we get for t  0:
D+V (x1, x2, . . . , xn)
=
n∑
i=1
λi
{[
−di
(
xi(t)
)+ n∑
j=1
wij
(
x1(t), . . . , xn(t)
)
fj
(
xj (t)
)
+
n∑
j=1
wτij
(
x1(t), . . . , xn(t)
)
fj
(
xj
(
t − τij (t)
))]
eεt sgn
(
xi(t)
)
+ ε∣∣xi(t)∣∣eεt
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n∑
j=1
Fj
∣∣wτij (x1(ϕij (t)), . . . , xn(ϕij (t)))∣∣∣∣xj (t)∣∣eεϕij (t)ϕ′ij (t)
−
n∑
j=1
Fj
∣∣wτij (x1(t), . . . , xn(t))∣∣∣∣xj (t − τij (t))∣∣eεt
}

n∑
i=1
λie
εt
{
−(D i − ε)
∣∣xi(t)∣∣+ n∑
j=1
Fj
∣∣wij (x1(t), . . . , xn(t))∣∣∣∣xj (t)∣∣
+
n∑
j=1
Fj
∣∣wτij (x1(t), . . . , xn(t))∣∣∣∣xj(t − τij (t))∣∣
+
n∑
j=1
Fj
∣∣wτij (x1(ϕij (t)), . . . , xn(ϕij (t)))∣∣∣∣xj (t)∣∣eετij (ϕij (t))ϕ′ij (t)
−
n∑
j=1
Fj
∣∣wτij (x1(t), . . . , xn(t))∣∣∣∣xj(t − τij (t))∣∣
}

n∑
i=1
eεt
{
−λi(D i − ε)+
n∑
j=1
λjFi
∣∣wji(x1(t), . . . , xn(t))∣∣
+
n∑
j=1
λjFie
ετ¯
∣∣wτji(x1(ϕji(t)), . . . , xn(ϕji(t)))∣∣ϕ′ji(t)
}∣∣xi(t)∣∣
=
n∑
i=1
λi(D i − ε)eεt
{
−1 + Fi
λi(D i − ε)
n∑
j=1
λj
(∣∣wji(x1(t), . . . , xn(t))∣∣
+ eετ¯ ∣∣wτji(x1(ϕji(t)), . . . , xn(ϕji(t)))∣∣ϕ′ji(t))
}∣∣xi(t)∣∣
 {−1 + β}
n∑
i=1
λi(D i − ε)
∣∣xi(t)∣∣eεt < 0. (25)
It follows from Eq. (25) that
V (x1, . . . , xn)(t) V (x1, . . . , xn)(0), for all t  0 (26)
and from Eq. (24) that
min
1in
{λi}eεt
n∑
i=1
∣∣xi(t)∣∣ n∑
i=1
λi
∣∣xi(t)∣∣eεt  V (x1, . . . , xn)(t). (27)
Let ξ = s − τij (s) ≡ ϕ−1ij (s), we have
n∑
i=1
n∑
j=1
λiFj
ϕij (0)∫ ∣∣wτij (x1(s), . . . , xn(s))∣∣∣∣xj (s − τij (s))∣∣eεs ds
0
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n∑
i=1
n∑
j=1
λiFj
0∫
−τij (0)
∣∣wτij (x1(ϕij (ξ)), . . . , xn(ϕij (ξ)))∣∣∣∣xj (ξ)∣∣
(
1 − dτij (s)
ds
)−1
× eε(ξ−τij (s)) dξ

n∑
i=1
n∑
j=1
λiFj (1 −R)−1 sup
−τij (0)ξ0
{∣∣xj (ξ)∣∣}
×
0∫
−τij (0)
∣∣wτij (x1(ϕij (ξ)), . . . , xn(ϕij (ξ)))∣∣dξ
 nA(1 −R)−1 max
1in
{λi} max
1jn
{Fj }‖φ‖1.
Hence, by Eq. (24) and the above inequality, we also have
V (x1, . . . , xn)(0)
=
n∑
i=1
λi
{∣∣xi(0)∣∣+ n∑
j=1
Fj
ϕij (0)∫
0
∣∣wτij (x1(s), . . . , xn(s))∣∣eε(s−τij (s))∣∣xj(s − τij (s))∣∣ds
}
 max
1in
{λi}
(
1 + nA(1 −R)−1 max
1jn
{Fj }
)
‖φ‖1. (28)
Combining (26)–(28), we have
∥∥x(t)∥∥1 ≡
n∑
i=1
∣∣xi(t)∣∣Kβ‖φ‖1e−εt , (29)
where Kβ is given by Eq. (23). Hence, the proof of Theorem 2 is completed. 
Under similar circumstances, the global exponential stability of Theorem 2 is reduced
to the global asymptotic stability if we let ε → 0+. Consequently, we have the following
result, which is a delay-dependent criterion.
Corollary 2. Consider the retarded functional differential equation (2) and assume that
conditions (A1)–(A4) are satisfied. If there exist positive constants λi (i = 1,2, . . . , n),
and the following condition holds:
β ′ ≡ max
1in
sup
t0
{
Fi
λiD i
n∑
j=1
λj
(∣∣wji(x1(t), . . . , xn(t))∣∣
+ ∣∣wτji(x1(ϕji(t)), . . . , xn(ϕji(t)))∣∣ϕ′ji(t))
}
< 1 (30)
then the trivial solution for system (2) is globally asymptotically stable.
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V (x1, . . . , xn) =
n∑
i=1
pi
(∣∣xi(t)∣∣+ n∑
j=1
∣∣wτij ∣∣kj
t∫
t−τ j
∣∣xj (s)∣∣ds
)
, (31)
where pi > 0, ki > 0, i = 1,2, . . . , n. Lu [18] consider the following retarded differential
equations:
dui
dt
= −gi(ui)+
n∑
j=1
w0ij fj
(
uj (t)
)+ n∑
j=1
wτij fj
(
uj (t − τj )
)+ Ii , i = 1,2, . . . , n,
(32)
which generalized the Hopfield neural networks with constant delays, where w0ij ,w
τ
ij , Ii , τj
are real constant numbers. Some assumptions are made.
(L1) gi :R → R is differentiable and strictly monotonicly increasing, i.e., mi =
infx∈R{g′i (x)} > 0, i = 1,2, . . . , n, where g′i (x) represents the derivative of gi(x).
(L2) fi :R → R is global Lipschitz with Lipschitz constant ki > 0, i.e., |fi(x1)−fi(x2)|
ki |x1 − x2|, for any x1, x2 ∈ R and i = 1,2, . . . , n.
Hence, the global asymptotic stability condition is
max
1in
n∑
j=1
{
kjdj
midi
(∣∣w0ij ∣∣+ ∣∣wτij ∣∣)
}
< 1. (33)
Obviously, condition (33) coincides with (30) if wij (x1(t), . . . , xn(t)) = wij (constant),
wτij (x1(t), . . . , xn(t)) = wτij (constant), and τij (t) = τij (constant). We also note that the
requirement for a differentiable function gi(x) is relaxed to (A1) and the time delay can be
time-varying. Hence, our results are more general than those reported in [18].
In Theorems 1 and 2, we require the time-varying delays satisfy τ ′ij (t)  R < 1.
However, in the following theorem, these delays are not necessarily continuous and dif-
ferentiable. They only need to satisfy the condition 0 τij (t)  τ¯ . We construct another
Lyapunov functional and obtain the following criteria for global exponential stability.
Theorem 3. Consider the retarded functional differential equation (2) and assume there
exist positive constants ai, bi , i = 1,2, . . . , n, ρ > 1 and conditions (A1), (A2), (A4), and
0 τij (t) τ¯ hold. If the following requirement is satisfied:
γ ≡ max
1jn
sup
t0
{
1
(D j − ε)
[
Fj
n∑
i=1
∣∣∣∣wij (x1(t), . . . , xn(t)) cidj
∣∣∣∣
+ ρ
n∑
i=1
n∑
s=1
Fi
∣∣∣∣csdi wτsi
(
x1(t), . . . , xn(t)
)∣∣∣∣
]}
< 1, (34)
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ci = max
1in
{ai, bi}, di = min
1in
{ai, bi}, ψi(xi) =
{
ai, xi  0,
−bi, xi < 0, (35)
then the trivial solution of system (2) is globally exponentially stable. More precisely, we
have
∥∥x(t)∥∥1 ≡
n∑
i=1
∣∣xi(t)∣∣ max1in{ci}
min1in{di} ‖φ‖1e
−εt . (36)
Proof. Define a Lyapunov functional as follows:
V
(
x1(t), . . . , xn(t)
)= n∑
s=1
ψs
(
xs(t)
)
xs(t)e
εt . (37)
It is easy to calculate the upper right derivative of V (x1, . . . , xn)(t) along the solution of
Eq. (2).
D+V (x1, . . . , xn)(t)
=
n∑
s=1
ψs
(
xs(t)± 0
)[−ds(xs) + n∑
j=1
wsj
(
x1(t), . . . , xn(t)
)
fj
(
xj (t)
)
+
n∑
j=1
wτsj
(
x1(t), . . . , xn(t)
)
fj
(
xj
(
t − τsj (t)
))+ εxs(t)
]
eεt

n∑
j=1
ψj
(
xj (t) ± 0
)[−dj (xj (t))+ εxj (t)]eεt
+
[
n∑
s=1
n∑
j=1
Fj
∣∣wsj (x1(t), . . . , xn(t))∣∣∣∣ψs(xs(t) ± 0)∣∣∣∣xj (t)∣∣
+
n∑
s=1
n∑
j=1
Fj
∣∣wτsj (x1(t), . . . , xn(t))∣∣∣∣ψs(xs(t) ± 0)∣∣∣∣xj (t − τij (t))∣∣
]
eεt

n∑
j=1
ψj
(
xj (t)
)
xj (t)
×
(
−(D j − ε)+ Fj
n∑
s=1
∣∣∣∣wsj (x1(t), . . . , xn(t))ψs(xs(t)± 0)ψj (xj )
∣∣∣∣
)
eεt
+
n∑
s=1
n∑
j=1
Fj
∣∣ψs(xs(t) ± 0)wτsj (x1(t), . . . , xn(t))∣∣∣∣xj (t − τsj (t))∣∣eεt . (38)
We can choose ρ > 1 such that
V
(
x1(t + θ), . . . , xn(t + θ)
)
 ρV
(
x1(t), . . . , xn(t)
)
, θ ∈ (−τ¯ ,0]. (39)
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∣∣xj (t + θ)∣∣ ρ|ψj (xj (t + θ))|
n∑
s=1
ψs
(
xs(t)
)
xs(t). (40)
Therefore,
D+V (x1, . . . , xn)(t)

n∑
j=1
ψj
(
xj (t)
)
xj (t)
×
(
−(D j − ε)+ Fj
n∑
s=1
∣∣∣∣wsj (x1(t), . . . , xn(t))ψs(xs(t)± 0)ψj (xj (t))
∣∣∣∣
)
eεt
+
n∑
s=1
n∑
j=1
Fj
∣∣ψs(xs(t) ± 0)wτsj (x1(t), . . . , xn(t))∣∣ ρ|ψj (xj (t − τsj (t)))|
×
n∑
k=1
ψk
(
xk(t)
)
xk(t)e
εt

n∑
j=1
ψj
(
xj (t)
)
xj (t)
(
−(D j − ε)+ Fj
n∑
s=1
∣∣∣∣wsj (x1(t), . . . , xn(t)) csdj
∣∣∣∣
)
eεt
+
n∑
s=1
n∑
i=1
Fi
∣∣ψs(xs(t) ± 0)wτsi(x1(t), . . . , xn(t))∣∣ ρ|ψi(xi(t − τsi(t)))|
×
n∑
j=1
ψj
(
xj (t)
)
xj (t)e
εt

n∑
j=1
ψj
(
xj (t)
)
xj (t)
{(
−(D j − ε) +Fj
n∑
s=1
∣∣∣∣wsj (x1(t), . . . , xn(t)) csdj
∣∣∣∣
)
+ ρ
n∑
i=1
n∑
s=1
Fi
∣∣∣∣csdi wτsi
(
x1(t), . . . , xn(t)
)∣∣∣∣
}
eεt
 (−1 + γ )
n∑
j=1
(D j − ε)ψj
(
xj (t)
)
xj (t)e
εt < 0. (41)
By inequality (41), we can easily obtain
V (x1, . . . , xn)(t) V (x1, . . . , xn)(0), for all t  0 (42)
and from the form of Lyapunov functional (37), we get
min
1in
{di}eεt
n∑∣∣xi(t)∣∣ n∑ψi(xi)xieεt = V (x1, . . . , xn)(t). (43)i=1 i=1
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V (x1, . . . , xn)(0) =
n∑
i=1
ψi
(
xi(0)
)
xi(0) max
1in
{ci}
n∑
i=1
∣∣φi(0)∣∣. (44)
By (42)–(44), we have
∥∥x(t)∥∥1 ≡
n∑
i=1
∣∣xi(t)∣∣ max1in{ci}
min1in{di} ‖φ‖1e
−εt . (45)
This completes the proof. 
In the following, if as = as , bs = bs (where as is the sth power of a) in Theorem 3, then
we have the following result which is easily verified.
Corollary 3. If the conditions of Theorem 3 are satisfied and there exist constants a > 0
and ρ > 1 such that
(i) Dj − ε − Fj
∣∣wjj (x1(t), . . . , xn(t))∣∣> 0, j = 1,2, . . . , n, (46)
(ii) Fj |wsj (x1(t), . . . , xn(t))|
Dj − ε − Fj |wjj (x1(t), . . . , xn(t))| 
aj−s
n
, s = j, j = 1,2, . . . , n, (47)
(iii) Dj − ε − Fj |wjj (x1(t), . . . , xn(t))|
n
∑n
i=1
∑n
s=1 Fias−i|wτsi(x1(t), . . . , xn(t))|
 ρ > 1, j = 1,2, . . . , n, (48)
then the trivial solution of system (2) is globally exponentially stable.
Proof. By Theorem 3, we have
D+V (x1, . . . , xn)(t)

n∑
j=1
ψj
(
xj (t)
)
xj (t)
×
{(
−(D j − ε)+ Fj
n∑
s=1
∣∣∣∣wsj (x1(t), . . . , xn(t))ψs(xs(t) ± 0)ψj (xj )
∣∣∣∣
)
+ ρ
n∑
i=1
n∑
s=1
Fi
∣∣∣∣csdi wτsi
(
x1(t), . . . , xn(t)
)∣∣∣∣
}
eεt
=
n∑
j=1
ψj
(
xj (t)
)
xj (t)
{(
−(D j − ε)+ Fj
∣∣wjj (x1(t), . . . , xn(t))∣∣
+ Fj
n∑
s=1
∣∣∣∣wsj (x1(t), . . . , xn(t))ψs(xs(t) ± 0)ψj (xj )
∣∣∣∣
)s =j
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n∑
i=1
n∑
s=1
Fi
∣∣∣∣csdi wτsi
(
x1(t), . . . , xn(t)
)∣∣∣∣
}
eεt

n∑
j=1
ψj
(
xj (t)
)
xj (t)
{(
(D j − ε)− Fj
∣∣wjj (x1(t), . . . , xn(t))∣∣)
×
(
−1 +Fj
n∑
s=1
s =j
|wsj (x1(t), . . . , xn(t))|
(D j − ε)− Fj |wjj (x1(t), . . . , xn(t))|a
s−j
+ ρ
∑n
i=1
∑n
s=1 Fias−i|wτsi(x1(t), . . . , xn(t))|
(D j − ε)− Fj ∑ns=1 |wjj (x1(t), . . . , xn(t))|
)}

n∑
j=1
ψj
(
xj (t)
)
xj (t)
(
(D j − ε)− Fj
∣∣wjj (x1(t), . . . , xn(t))∣∣)
×
(
−1 + n− 1
n
+ 1
n
)
= 0. (49)
Similar to the approach used in proving the above theorem, we can easily obtain this re-
sult. 
Under similar circumstances, if we let ε → 0+, then the global exponential stability of
Theorem 3 and Corollary 3 is reduced to the global asymptotic stability. Consequently, we
have the following result, which is a delay-independent criterion.
Corollary 4. Consider the functional differential equation (2) and assume there exist pos-
itive constants ai, bi , i = 1,2, . . . , n, ρ > 1 and the conditions (A1), (A2), (A4), and
0 τij (t) τ¯ hold. If the following condition holds:
γ ′ ≡ max
1jn
sup
t0
{
Fj
D j
n∑
i=1
∣∣∣∣wij (x1(t), . . . , xn(t)) cidj
∣∣∣∣
+ ρ
D j
n∑
i=1
n∑
s=1
Fi
∣∣∣∣csdi wτsi
(
x1(t), . . . , xn(t)
)∣∣∣∣
}
< 1, (50)
where ci, di and ψi(xi) are similar to Eq. (43), then the trivial solution of system (2) is
globally asymptotically stable.
Corollary 5. If the conditions of Corollary 4 is satisfied and there exist constants a > 0
and ρ > 1 such that conditions (46)–(48) under ε = 0 are satisfied, then the trivial solution
of system (2) is globally asymptotically stable.
Remark 4. In [15], the author consider system (1) and the corresponding global asymptotic
stability criterion is that there exists a positive diagonal matrix P such that
PW0
(
x(t)
)+W0(x(t))TP + PW1(x(t))[PW1(x(t))]T + I
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determination of the above matrix is negative definite for large order of matrix. However,
our results (see Theorems 1–3 as well as their corollaries) can be easily verified by simple
inequality computation.
4. Applications to neural networks with time-varying delays
Let
di
(
xi(t)
)= dixi(t), di > 0, wij (x1(t), . . . , xn(t))= wij (constant),
wτij
(
x1(t), . . . , xn(t)
)= wτij (constant)
in Eq. (2), then the system is reduced to the following Hopfield-type neural networks with
time-varying delays:
dxi(t)
dt
= −dixi(t) +
n∑
j=1
wij fj
(
xj (t)
)+ n∑
j=1
wτij fj
(
xj
(
t − τij (t)
))+ Ii ,
t > 0, i = 1,2, . . . , n, (51)
where xi(t) corresponds to the membrane potential of the unit i at time t ; fj (.) denotes
a measure of response or activation to its incoming potentials; wij and wτij denote the
synaptic connection weights of unit j to unit i; τij (t) corresponds to the transmission
delay along the axon of unit j to unit i; the constant Ii corresponds to the external bias or
input from outside to unit i; the coefficient di is the rate with which unit i self-regulates or
resets its potential when isolated from other units and inputs.
There exists an extensive literature on various aspects of systems in the form of (51) with
and without time delays. For more details of literature related to models of the form (51),
we refer to [4–28] and the references cited therein.
In this section, we assume that each activation function fi(.), i = 1,2, . . . , n, in (51)
satisfies the following conditions:
(H1) There exist constants Fj , 0 < Fj < +∞, j = 1,2, . . . , n, such that the incremental
ratio for fj :R → R satisfies
0 fj (xj ) − fj (yj )
xj − yj  Fj , xj = yj . (52)
(H2) ∣∣fj (x)∣∣Mj, x ∈ Rn and Mj > 0, j = 1,2, . . . , n. (53)
This type of activation functions is clearly more general than the usual sigmoid activa-
tion functions [6–28,30–32]. It has been used by Van den Driessche and Zou [8] in their
stability analysis of system (51) and sufficient conditions for the global attractivity of the
equilibrium of (51) are obtained.
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matrix (in other words x∗ is a column vector) and
dix
∗
i =
n∑
j=1
(
wij +wτij
)
fj
(
x∗j
)+ Ii , i = 1,2, . . . , n. (54)
It is not difficult to prove that if conditions (H1) and (H2) are satisfied then there exists
at least an equilibrium for system (51) and that any solution of system (51) is bounded in
[0,+∞], see, for example, Lemma 1 and 2 of Refs. [17–19,24] for details. Now suppose
that x∗ = (x∗1 , x∗2 , . . . , x∗n)T is an equilibrium of system (51). By using the transformation
yi(t) = xi(t)− x∗i , i = 1,2, . . . , n, we can transform system (51) to
y˙i(t) = −diyi(t) +
n∑
j=1
wij gj
(
yj (t)
)+ n∑
j=1
wτij gj
(
yj (t − τij )
)
, i = 1,2, . . . , n,
(55)
where gj (yj (t)) = fj (yj (t)+ x∗j )− fj (x∗j ), j = 1,2, . . . , n. We know that the stability of
system (51) around x∗ corresponds to that of system (55) around the origin, so we only
consider system (55).
In the following theorems, we will omit the proof of the existence and uniqueness of the
equilibrium for system (51). Interested readers may refer to [24,25].
Similar to the approach adopted in Theorem 1, we have the following result for sys-
tem (51).
Theorem 4. Consider system (51) and assume that conditions (H1), (H2), and (A3) are
satisfied. If there exist positive constants λi (i = 1,2, . . . , n), r1 ∈ [0,1], r2 ∈ [0,1], ε and
the following condition holds:
αNN ≡ max
1in
sup
t0
{
1
(di − ε)λi
[
λi
n∑
j=1
(
F
2r1
j |wij | + F 2r2j e2ετ¯
∣∣wτij ∣∣)
+
n∑
j=1
λj
(
F
2(1−r1)
i |wji | + F 2(1−r2)i
∣∣wτji∣∣ϕ′ji (t))
]}
< 2, (56)
then system (51) is globally exponentially stable.
Remark 5. If we derive τij (t) = τij (real constant numbers) and ε is sufficiently small,
then the sufficient condition for global exponential stability is equivalent to
max
1in
{
1
diλi
[
λi
n∑
j=1
(
F
2r1
j |wij | + F 2r2j
∣∣wτij ∣∣)
+
n∑
j=1
λj
(
F
2(1−r1)
i |wji | + F 2(1−r2)i
∣∣wτji∣∣)
]}
< 2. (57)
Condition (57) is similar to the result of Theorem 3 in Ref. [19]. If we let λi = 1 (i =
1,2, . . . , n) in Eq. (57), then this condition becomes
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1in
{
1
di
[
n∑
j=1
(
F
2r1
j |wij | + F 2r2j
∣∣wτij ∣∣)
+
n∑
j=1
(
F
2(1−r1)
i |wji | + F 2(1−r2)i
∣∣wτji ∣∣)
]}
< 2. (58)
Condition (58) is similar to the result of the Theorem in Ref. [17]. But condition (56) is
less restricted than existing ones since we consider time-varying delays. Moreover, global
exponential stability is ensured.
By means of the approach in Corollary 1, we immediately have
Corollary 6. System (51) satisfying (H1), (H2), and (A3) is globally asymptotically stable
provided that there exist positive constants λi (i = 1,2, . . . , n), r1 ∈ [0,1], r2 ∈ [0,1], and
α′NN ≡ max1in supt0
{
1
diλi
[
λi
n∑
j=1
(
F
2r1
j |wij | + F 2r2j
∣∣wτij ∣∣)
+
n∑
j=1
λj
(
F
2(1−r1)
i |wji | + F 2(1−r2)i
∣∣wτji∣∣ϕ′ji (t))
]}
< 2. (59)
Remark 6. If di = 1 and fi(xi) = 0.5(|xi + 1| − |xi − 1|) in Eq. (51), then Eq. (51) cor-
responds to cellular neural networks with time-varying delays. Therefore, if r1 = r2 = 0.5,
condition (51) is reduced to
max
1in
sup
t0
{
1
λi
[
λi
n∑
j=1
(|wij | + ∣∣wτij ∣∣)+
n∑
j=1
λj
(|wji | + ∣∣wτji∣∣ϕ′ji (t))
]}
< 2, (60)
which is similar to the result of Ref. [27].
If di > 0, τij are real constants, fi(xi) = 0.5(|xi + 1| − |xi − 1|) and r1 = r2 = 0.5 in
Eq. (51), then (59) becomes
max
1in
{
1
diλi
[
λi
n∑
j=1
(|wij | + ∣∣wτij ∣∣)+
n∑
j=1
λj
(|wji | + ∣∣wτji ∣∣)
]}
< 2. (61)
Condition (61) corresponds to the results of Ref. [16]. If wij = 0, and τij are positive real
constants, then this condition becomes
max
1in
{
1
di
[
n∑
j=1
(
Fj
∣∣wτij ∣∣+Fi ∣∣wτji ∣∣)
]}
< 2 (62)
when r1 = r2 = 0.5 and λi = 1 in (59). Condition (62) corresponds to the result of Theo-
rem 2.2 in Ref. [5]. Hence, the global asymptotic stability is ensured.
Similar to the approach in Theorem 2, we can easily obtain the following result for
system (51).
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satisfied. If there exist positive constants λi (i = 1,2, . . . , n), ε and the following condition
holds:
βNN ≡ max
1in
sup
t0
{
Fi
λi(di − ε)
n∑
j=1
λj
(|wji | + eετ¯ ∣∣wτji∣∣ϕ′ji (t))
}
< 1 (63)
then system (51) is globally exponentially stable.
Remark 7. If τij are positive real constants, then the sufficient condition for global expo-
nential stability (63) becomes
max
1in
{
Fi
λi(di − ε)
n∑
j=1
λj
(|wji | + eετ ∣∣wτji ∣∣)
}
< 1. (64)
This condition is similar to the result of Theorem 4 in Ref. [19]. In [10], a special case of a
network model with the intraneural signal transmission delays ignored was studied. It is a
special case of model (51) when wij = 0 for any i = j , wτii = 0 for any i , and di = Fi = 1.
A number of sufficient conditions ensuring global exponential stability were established
by the author as (in our notations) wii < 0, i = 1,2, . . . , n, and
max
1in
{
wii +
n∑
j =i
λj
λi
∣∣wτji ∣∣
}
< 1. (65)
It is obvious that our condition is less restrictive than those of [10].
By means of the approach in Corollary 2, we can easily get
Corollary 7. Consider system (51) and assume that conditions (H1), (H2), and (A3) are
satisfied. If there exist positive constants λi (i = 1,2, . . . , n), and the following condition
holds:
β ′NN ≡ max1in supt0
{
Fi
λidi
n∑
j=1
λj
(|wji | + ∣∣wτji ∣∣ϕ′ji (t))
}
< 1 (66)
then system (51) is globally asymptotically stable.
Remark 8. If τij are positive real constants, then the sufficient condition for global asymp-
totic stability (66) becomes
max
1in
{
Fi
λidi
n∑
j=1
λj
(|wji | + ∣∣wτji ∣∣)
}
< 1. (67)
Condition (67) corresponds to the result of [17]. If wij = 0 and λi = 1 in (67), then that
equation becomes
max
1in
{
Fi
di
n∑(∣∣wτji ∣∣)
}
< 1. (68)
j=1
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than the previously known results.
Similar to the approach in Theorem 3, we immediately have
Theorem 6. Assume that there exist positive constants ai, bi , i = 1,2, . . . , n, ρ > 1 and
conditions (H1), (H2), and 0 τij (t) τ¯ hold. If the following condition holds:
γNN ≡ max
1jn
sup
t0
{
1
(dj − ε)
(
Fj
n∑
i=1
∣∣∣∣wij cidj
∣∣∣∣+ ρ
n∑
i=1
n∑
s=1
Fi
∣∣∣∣csdi wτsi
∣∣∣∣
)}
< 1, (69)
where ci , di , and ψi(xi) are similar to Eq. (35), then system (51) is globally exponentially
stable.
Let as = as , bs = bs (where as is the sth power of a) in Theorem 6, we have the
following easily verifiable result.
Corollary 8. If the conditions of Theorem 6 are satisfied and there exist constants a > 0
and ρ > 1 such that
(i) dj − ε − Fj |wjj | > 0, j = 1,2, . . . , n, (70)
(ii) Fj |wsj |
dj − ε − Fj |wjj | 
aj−s
n
, s = j, j = 1,2, . . . , n, (71)
(iii) dj − ε − Fj |wjj |
n
∑n
i=1
∑n
s=1 Fias−i|wτsi |
 ρ > 1, j = 1,2, . . . , n, (72)
then system (51) is globally exponentially stable.
By means of the approach in Corollary 4, we can easily obtain
Corollary 9. Assume that there exist positive constants ai, bi , i = 1,2, . . . , n, ρ > 1 and
conditions (H1), (H2), and 0 τij (t) τ¯ hold. If the following condition holds:
γ ′NN ≡ max1jn supt0
{
1
dj
(
Fj
n∑
i=1
∣∣∣∣wij cidj
∣∣∣∣+ ρ
n∑
i=1
n∑
s=1
Fi
∣∣∣∣csdi wτsi
∣∣∣∣
)}
< 1, (73)
where ci , di , and ψi(xi) are similar to Eq. (35), then system (51) is globally asymptotically
stable.
Corollary 10. If the conditions of Corollary 9 are satisfied and there exist constants a > 0
and ρ > 1 such that conditions (70)–(72) under ε = 0 are satisfied, then system (51) is
globally asymptotically stable.
Remark 9. If di = 1 and fi(x) = 0.5(|x + 1| − |x − 1|), then the results of Corollaries 9
and 10 are similar to the result of [27].
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delay r(t) > 0:
x˙(t) = −Dx(t) + T0g
(
x(t)
)+ T1g(x(t − r(t)))+ I (74)
and assume that r is differentiable, nonnegative and bounded: 0  r(t)  τ , and r ′(t) 
ρ < 1. If there exists a positive diagonal matrix P such that
β
(
PT0 + T T0 P
)+ β2σ−1[PT1]TPT1 − 2βDΓ −1 + I, (75)
is negative definite, where σ = 1 − ρ, then (74) is absolutely stable. As pointed out in
Remark 4, it is difficult to determine the negative definiteness of (75) if the above matrix
has a sufficiently large order. In Theorem 6, we only need the bounded time-varying delay.
Therefore, this result is less conservative than the results in [14]. Moreover, the results
of Theorems 4–6 as well as their corollaries can be easily verified by simple algebraic
inequality computation.
5. Conclusions
It is well known that delays often appear in artificial neural networks, though to identify
them is not easy. Moreover, apparently constant delay is only an ideal and simplified case.
In most situations, delays are time-varying.
In this paper, by employing several Lyapunov functionals, we have obtained a number
of sets of easily verifiable delay-dependent sufficient conditions for the global exponential
stability of retarded functional differential equations with multiple time-varying delays,
which generalize both the Hopfield neural network model as well as hybrid network mod-
els of the cellular neural network type. The results obtained generalize those by Joy [14,15]
and extend the previously known results for the hybrid neural networks. Without consid-
ering the symmetry of the connection weights, the differentiability and the monotonicity
of the activation functions, we are provided with wider options in designing the circuitry
of the hybrid neural networks for certain computational tasks. The results on global expo-
nential stability provide us with relevant estimates on how fast such networks can perform
during real-time computations. As a by-product, some delay-independent sufficient con-
ditions for global asymptotic stability are also obtained. For the delayed Hopfield-type
networks, some of our results are improvements on previous works reported by other re-
searchers.
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