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I. INTRODUCTION
In most multiobjective nonlinear programming problems, multiple-objective functions usually conflict with each other in that any improvement of one objective function can be achieved only at the expense of another.
Accordingly, the aim is to find the satisficing solution of the decision maker (DM) which is also Pareto optimal (e.g. [2] , [24] etc.).
However, when formulating the multiobjective nonlinear programming problem which closely describes and represents the real decision situation, various
factors of the real system should be reflected in the description of the objective functions and the constraints. Naturally these objective functions and the constraints involve many parameters whose possible values may be assigned by the experts. In the conventional approach, such parameters are fixed at some values in an experimental and/or subjective manner through the experts' understanding of the nature of the parameters.
In most practical situations, however, it is natural to consider that the possible values of these parameters are often only ambiguously known to the experts. In this case, it may be more appropriate to interpret the experts' understanding of the parameters as fuzzy numerical data which can be represented by means of fuzzy subsets of the real line known as fuzzy numbers [4, 5] . The resulting multiobjective nonlinear programming problem involving fuzzy parameters would be viewed as the more realistic version of the conventional one.
Recently, Tanaka and Asai [19, 20] formulated the multiobjective linear programing problems with fuzzy parameters. Following the fuzzy decision or minimum operator proposed by Bellman and Zadeh [I] together with triangular membership functions for fuzzy parameters, they considered two types of fuzzy multiobjective linear programming problems; one is to decide the nonfuzzy solution and the other is to decide the fuzzy solution.
More recently, Orlovski [ 12, 
a-PARETO OPTlMALITY
In general, the multiobjective nonlinear programming (MONLP) problem is represented as the following vector-minimization problem:
where x is an n-dimensional vector of decision variables, fl(x), ..., fk(x) are k distinct objective functions of the decision vector x, gl(x), ..., gm(x) are inequality constraints, and X is the feasible set of constrained decisions. x* E X is said to be a Pareto optimal solution to the MONLP, if and only if there does not exist another x E X such that fi(x) < f.(x*), = 1 i=l, ..., k, with strict inequality holding for at least one i.
In practice, however, it would certainly be appropriate to consider that the possible values of the parameters in the description of the objective functions and the constraints usually involve the ambiguity of the experts' understanding of the real system. For this reason, in this paper, we consider the following multiobjective nonlinear programming problem with fuzzy parameters (MONLP-FP) : n -subject to x E x(G) We now assume that air and in the MONLP-FP are fuzzy numbers whose j s membership functions are I J ; (air) and P6 (bjs) respectively. For i r j s simplicity in the notation, define the following vectors: Then we can introduce the following a-level set or a-cut [4] For a certain degree a, the MONLP-FP (2) can be understood as the following nonfuzzy a-multiobjective nonlinear programming (a-MONLP)
problem.
It should be emphasized here that in the a-MONLP the parameters (a,b)
are treated as decision variables rather than constants.
On the basis of the a-level sets of the fuzzy numbers, we introduce the concept of a-Pareto optimal solutions to the a-MONLP. In order to elicit a membership function from the DM for a fuzzy goal like I1fi(x,ai) should be in the vicinity of B ", it is obvious that we can use different functions to the left and right sides of B . Observe that the set of (local) a-Pareto optimal solutions is a subset of the set of (local) M-a-Pareto optimal solutions.
Having elicited the membership functions p (x,ai), i=l, ..., k from the fi DM for each of the objective functions fi(x,ai), id, ..., k, the a-MONLP (4) and/or the Ga-MONLP (5) can be converted into the fuzzy a-MONLP (Fa-MONLP) problem defined by: 
However, it should be emphasized here that this approach is preferable only when the DM feels that the minimum-operator is appropriate. In other words, in general decision situations, human decision maker do not always use the minimum-operator when they combine the fuzzy goals and/or constraints.
Probably the most crucial problem in the Fa-MDP is the identification of an appropriate aggregation function which will represents the human decision makers' fuzzy preferences. If pD(.) can be explicitly identified, then the Fa-MDP reduces to a standard mathematical programming problem. However, this rarely happens and as an alternative, it becomes evident that an interaction with the DM is necessary.
Throughout this paper we make the following assumptions.
Assumption 1.
The fuzzy goals of the DM can be quantified by eliciting the corresponding membership functions through the interaction with the DM. 
The term augmented is adopted because the term P 1 (if -pf (x,ai) ) i=l i i is added to the usual minimax problems, where p is a sufficiently small positive scalar. Naturally, P should be a sufficiently small, but computationally significant, positive scalar. In most case, a computationally The proof of this theorem is much like that of Theorem 1 and 2 and thus is omitted.
It is significant to note here that from the property of the a-level set, the following relation holds for any two optimal solutions To derive the trade-off information, we first define the Lagrangian function L for the augmented minimax problem (13)- (16) as follows:
In the following for notational convenience we denote the decision variable in the augmented minimax problem (13)- (16) by y = (x,v,a,b) and let us assume that the augmented minimax problem has a unique local optimal solution y* satisfying the following three assumptions.
Assumption 4.
y* is a regular point of the constraints of the augmented minimax problem.
Assumption 5.
The second-order sufficiency conditions are satisfied at y* .
Assumption 6.
There are no degenerate constraints at y* .
Then the following existence theorem, which is based on the implicit function theorem [6] , holds. 
, x c X(b) } can be viewed as the optimal value function of the augmented minimax problem (13)- (16) for any a E N(a*).
Therefore, the following theorem holds under the same assumptions in by extending the results in Haimes and Chankong [7] , it can be proved that the following theorem holds [ 221 .
Theorem 7.
Let all the assumptions in Theorem 4 are satisfied. Also assume that the constraints (14) are active. Then it holds that
It should be noted here that in order to obtain the trade-off rate information from (19) and (20) , all the constraints (14) of the augmented minimax problem must be active. Therefore, if there are inactive constraints, it is necessary to replace for inactive constraints by i Pi (~*,a*~) and solve the corresponding augmented minimax problem for i obtaining the Lagrange multipliers.
V. AN INTERACTIVE ALGORITHM
Following the above discussions, we can now construct the interactive algorithm in order to derive the (local) satisficing solution for the DM from among the local)(^-)a-Pareto optimal solution set. The steps marked with an asterisk involve interaction with the DM.
Step 0 (Individual minimum and maximum)
Calculate the individual minimum fmin and maximum fmax of each objective i i function f.(x) under given constraints for a=l.
1
Step I* (Membership functions)
Elicit a membership function p (x,a.) from the DM for each of the objective
Step 2* (Initialization)
Ask the DM to select the initial values ofa(0 < a < 1) and set the initial reference membership values -(1)-pf -l,i, k. Set the iteration index i r=l .
Step 3 , f ( X(r) ,ah]) and the membership function value p (x(r),a(r)) together with the trade-off f rate information between the membership functions and the degree a.
Step 
1,---,
fk(x(r),a(r)) ) is the (local) satisficing solution of the DM.
-(r)
Otherwise, ask the DM to update the current reference membership values pf i
- (r+l) and/or the degree a(r) to the new reference membership values Pf i=l, ..., k and/or the degree a (rfl) by considering the current va1:es of the membership functions together with the trade-off rates between the membership functions and the degree a. Set r=r+l and return to
Step 3.
Here it should be stressed for the DM that 
The hyperbolic membership function can be determined by asking the DM to 0 0.5 1 max min specify the four points fi,fi ,fi and bi within fi and fi .
(4) Hyperbolic inverse membership function:
The hyperbolic inverse membership function can be determined by asking the 0 0. We now demonstrate the interaction processes using our computer program by means of an illustrative example which is designed to test the program.
Consider the following three objective nonlinear programming problem with fuzzy parameters. In this example, at the 4th iteration, the satisficing solution of the DM is derived and the values of the objectives and decision variables are shown in Fig. 5 . The whole interactive processes are summarized in Table 2 .
CPU time required in this interaction process was 3.713 seconds and the example session takes about 10 minutes. 
