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Uvod
U modernom svijetu, u kojem racˇunala preuzimaju sve vec´u ulogu u svakodnevnom zˇivotu,
jacˇa zˇelja da racˇunala postanu ”pametna”, imaju sposobnost ucˇenja iz iskustva, na nacˇin
kao sˇto to cˇine ljudi. I dok je ljudima ucˇenje urodena sposobnost, racˇunala trebaju posebne
algoritme da bi pomoc´u njih ”ucˇila”. Grana racˇunarstva koja se bavi ovim problemom na-
ziva se strojno ucˇenje. Strojno ucˇenje nastalo je sredinom prosˇlog stoljec´a, te se intenzivno
razvija od prelaska na novi milenij. Trenutno je zvijezda strojnog ucˇenja metoda potpornih
vektora. Od devedesetih godina prosˇlog stoljec´a, ovaj algoritam pokazuje odlicˇne rezul-
tate u sˇirokom spektru primjena. Misao vodilja ovog rada je pokazati moguc´nosti strojnog
ucˇenja primjenom metode potpornih vektora na problemu iz stvarnog zˇivota. Izabrani pro-
blem je trgovanje elektricˇnom energijom.
Elektricˇna energija je pokretacˇ industrije, gospodarstva i svakodnevnih aktivnosti u
kuc´anstvima. Proces liberalizacije trzˇisˇta zahvatio je devedesetih godina prosˇlog stoljec´a
i trzˇisˇte elektricˇne energije. Od tada se elektricˇnom energijom trguje na burzi. Trgova-
nje na burzi otvara vrata optimizaciji poslovanja, uz pretpostavku preciznog predvidanja
trzˇisˇne cijene. Postoji visˇe nacˇina na koje mozˇemo predvidati cijenu – najcˇesˇc´e korisˇtene
su statisticˇke metode, te algoritmi strojnog ucˇenja.
Prvo poglavlje ovog rada posvec´eno metodi potpornih vektora zapocˇinje osnovnim pre-
gledom strojnog ucˇenja, a nastavlja se opisom logike rada metode potpornih vektora. Po-
glavlje zavrsˇava matematicˇkom formulacijom regresije potpornim vektorima, sˇto je verzija
metode potpornih vektora primjenjiva u problemu predvidanja cijene elektricˇne energije.
Drugo poglavlje donosi opc´eniti pregled trgovanja elektricˇnom energijom. Ostala poglav-
lja pokazuju primjenu metode potpornih vektora na trgovanje elektricˇnom energijom. Prvi
korak pri rjesˇavanju svakog problema je obrada dostupnih podataka, sˇto je prikazano u
trec´em poglavlju. Cˇetvrto poglavlje objasˇnjava pripremu podataka za rad metode potpor-
nih vektora. Algoritam je implementiran u programskom jeziku Python. Korisˇtene funkcije
i klase takoder c´e biti spomenute u cˇetvrtom poglavlju. Rezultati algoritma dani su u petom
poglavlju. Rad zavrsˇava sazˇetkom.
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Poglavlje 1
Strojno ucˇenje i metoda potpornih
vektora
1.1 Strojno ucˇenje
Strojno ucˇenje je grana racˇunarstva usko povezana sa statistikom, vjerojatnosˇc´u, rudare-
njem podataka, umjetnom inteligencijom, optimizacijom, numericˇkom matematikom, te
neurobiologijom [12]. Zbog moguc´nosti primjene strojnog ucˇenja u rjesˇavanju mnogih
problema, ovaj bi se popis mogao poprilicˇno produzˇiti. Strogu definiciju strojnog ucˇenja je
tesˇko izrec´i. Jedna intuitivna definicija bi bila: ”Strojno ucˇenje jest programiranje racˇunala
na nacˇin da optimiziraju neki kriterij uspjesˇnosti temeljem podatkovnih primjera ili pret-
hodnog iskustva” [7]. U strojnom ucˇenju imamo podatke na temelju kojih pronalazimo
algoritam (model) koji uspjesˇno opisuje te podatke.
Primjena strojnog ucˇenja je jako sˇiroka. Pogledajmo nekoliko primjera:
• U robotici je bitno da se sustav mozˇe prilagodavati okolini. Zato ono mora imati
sposobnost ”ucˇenja” iz svojih postupaka.
• Prepoznavanje LATEX simbola kao kod internet stranice Detexify. Ovdje se ”rukom”
napisˇe znak, a stranica ga prepozna i ponudi LATEX simbol za taj znak.
• Postoje sustavi koji u posˇti automatski razvrstavaju pisma prema mjestu stanovanja
primatelja. Kako su mnoge adrese pisane rukom, sustav mora moc´i prepoznati slova
razlicˇitih rukopisa. Sa svakim tocˇno razvrstanim pismom, sustav ”ucˇi” raspoznavati
slova i postaje bolji u svojem poslu.
• Aplikacije koje nude glazbu korisnicima predlazˇu nove pjesme temeljem korisnikove
povijesti preuzimanja. Prijedlog koja bi glazba mogla zanimati korisnika sve je cˇesˇc´e
rezultat rada algoritma strojnog ucˇenja.
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• Pregledom snimaka mozga pacijenata s karcinomom i snimaka mozga zdravih osoba,
sustav ”ucˇi” razliku medu snimkama. Na ovaj nacˇin, sustav mozˇe brzˇe i tocˇnije
pregledati snimke i prepoznati prve znakove bolesti.
• Autonomno vozilo ”ucˇi” voziti kroz primjenu kao sˇto to rade i vozacˇi u autosˇkoli.
Kao sˇto se mozˇe primijetiti iz gore opisanih primjena, problem strojnog ucˇenja sastoji se
od sljedec´ih dijelova: dostupni primjeri, ciljna vrijednost, model i novi, zasad nepoznati
primjeri. Na temelju dostupnih primjera pokusˇava se pronac´i model koji najbolje odreduje
ciljne vrijednosti novih, nepoznatih primjera, ili pronalazi nove informacije o dostupnim
primjerima.
Podjela strojnog ucˇenja obavlja se prema nacˇinu na koji se doznaje ciljna vrijednost:
• nadzirano ucˇenje
• nenadzirano ucˇenje
• ucˇenje s podrsˇkom.
U nadziranom ucˇenju sustavu se daju primjeri s tocˇno odredenim ciljnim vrijednostima
temeljem kojih sustav ucˇi. Primjer su:
• klasifikacija – ciljne vrijednosti su kategorije
• regresija – ciljne vrijednosti su vrijednosti funkcije
• predikcija – ciljne vrijednosti su kategorije, ali ne ovise samo o primjeru, vec´ i o
kategorijama prethodnih primjera [12].
Kod nenadziranog ucˇenja postoje samo primjeri, bez njihove ciljne vrijednosti. Zadatak
algoritma je pronac´i neke pravilnosti medu primjerima i na temelju tih pravilnosti odrediti
ciljne vrijednosti novih primjera. Primjer su:
• grupiranje – ciljne vrijednosti su klasteri, tj. grupe
• otkrivanje iznimki – postoje samo dvije ciljne vrijednosti: iznimka i ne iznimka
• kompresija podataka – cilj je originalne podatke prikazati u nizˇoj dimenziji uz moguc´nost
jednoznacˇnog vrac´anja izvornih podataka [12].
Kod ucˇenja s podrsˇkom, sustav za svaki primjer odredi ciljnu vrijednost, te temeljem te
vrijednosti prima nagradu ili kaznu. Nakon svakog primjera sustav ucˇi. Primjeri su: igre
kao sˇto je sˇah ili kruzˇic´-krizˇic´, ”ucˇenje” robota [12].
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Neki od najpoznatijih algoritama za strojno ucˇenje su: naivni Bayesov klasifikator,
neuronske mrezˇe, metoda potpornih vektora, te k-srednjih vrijednosti [12]. Naivni Bayesov




gdje s x oznacˇavamo podatke, a s y hipotezu, odnosno model [12]. Algoritam neuronskih
mrezˇa inspiriran je radom neurona u ljudskom mozgu. Neuroni u mozgu sami po sebi
ne mogu rijesˇiti tesˇke probleme, vec´ samo jednostavne, ali zajedno su snaga koja pokrec´e
cˇovjecˇanstvo. Na isti nacˇin rade i neuronske mrezˇe. Neuronska mrezˇa sastoji se od visˇe
umjetnih neurona od kojih jedan sam ne mozˇe puno, ali zajedno rjesˇavaju vrlo slozˇene
probleme [12]. Algoritam k-srednjih vrijednosti grupira podatke u k grupa. Prvo odabra-
nom metodom bira k primjera zvanih centroidi, oko kojih grupira ostale primjere. Primjer
grupira tako da racˇuna udaljenost svakog primjera od svih centroida. Primjer se pridodaje
onom centroidu do kojeg je udaljenost najmanja, cˇime se stvaraju grupe. Nakon toga se za
svaku grupu racˇuna novi centroid, tako da se izracˇuna srednja vrijednost svih primjera u
grupi. Postupak grupacije ponavlja se, ili unaprijed odreden broj puta, ili dok broj primjera
koji mijenjaju grupe ne padne ispod zˇeljenog broja. Funkcija kojom se racˇuna udaljenost
ovisi o karakteru primjera.
Jedan od najbitnijih teorema u strojnom ucˇenju na kojem se cijela teorija i gradi je PAC
(Probably Approximately Correct), u slobodnom prijevodu teorem o vjerojatno aproksi-
mativno tocˇnom.
Teorem 1.1.1 (PAC). Ukoliko je neka hipoteza izrazito pogresˇna – tada c´e to biti vidljivo
s velikom vjerojatnosˇc´u vec´ na malom podskupu primjera (preko velike pogresˇke). Vrijedi
i obratno – za bilo koju konzistentnu hipotezu na dovoljno velikom broju primjera malo je
vjerojatno da je izrazito pogresˇna – tj. vjerojatno je priblizˇno tocˇna [12].
Upravo je ovo logika u pozadini strojnog ucˇenja. Ako model radi dovoljno dobro na
vec´ini primjera, onda je vjerojatno dovoljno dobar. Temeljem toga zakljucˇka opravdava se
korisˇtenje dobivenog modela.
Najvec´i izazov u strojnom ucˇenju je odnos izmedu tocˇnosti i generalizacije. S obzirom
na to da se model razvija na dostupnim primjerima, trazˇec´i sˇto vec´u tocˇnost, mozˇe se dogo-
diti da model naucˇi savrsˇeno na primjerima za ucˇenje, ali radi gresˇke na novim primjerima.
S druge strane, ako model ne naucˇi dovoljno na primjerima za ucˇenje, nec´e dobro raditi
ni na novim primjerima. Prva situacija se naziva prejaka prilagodba (eng. overfitting), a
druga premala prilagodba (eng. underfitting). Da bi se ovaj problem docˇarao, cˇesto se
koristi sljedec´a pricˇa:
Primjer 1.1.2. Ivan i Marko su treneri pasa. Ivan godinama trenira samo njemacˇke
ovcˇare, dok Marko trenira razlicˇite vrste pasa i to samo nekoliko dana. Ivan i Marko
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su zamoljeni da svojim znanjem odrede jesu li dvije odabrane zˇivotinje psi. Ivanu je poka-
zana doga, koju on ne smatra psom, jer osobinama ne odgovara onom sˇto on ocˇekuje od
psa, to jest sˇto je svojim radom s njemacˇkim ovcˇarima naucˇio da odreduje psa. Marku je
pokazana macˇka za koju on zakljucˇuje da jest pas jer ima cˇetiri noge. Ocˇito, Marko josˇ nije
naucˇio dovoljno osobina koje razlikuju psa od ostalih zˇivotinja. Ivan je primjer prejake, a
Marko premale prilagodbe.
Ovaj i sljedec´i primjer su preuzeti iz [5].
Slika 1.1: Primjer premale, prejake i optimalne prilagodbe
Primjer 1.1.3. Model ucˇi odvojiti tocˇkice i kvadratic´e na svim primjerima na slici 1.1 osim
primjera oznacˇenih upitnikom. Zadatak modela je odrediti grupu za primjer s upitnikom. U
prvom slucˇaju, kada postoji premala prilagodba, model ne naucˇi tocˇno odvajati primjere.
Samim time ne odreduje tocˇno ni primjer s upitnikom. U drugom slucˇaju, model odlicˇno
naucˇi razdvajati primjere za ucˇenje, ali netocˇno odreduje grupu za primjer s upitnikom.
Trec´i slucˇaj prikazuje optimalan rad modela kada ispravno grupira primjere za ucˇenje, te
primjer s upitnikom.
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Premale i prevelike prilagodbe nisu pozˇeljne u strojnom ucˇenju. U strojnom ucˇenju zˇeli
se postic´i trec´i slucˇaj, optimalna prilagodba, u kojem model na primjerima za ucˇenje naucˇi
dovoljno za razlikovanje grupa, ali ne previsˇe, da ne bi krivo procijenio nove primjere [5].
1.2 Metoda potpornih vektora
Povijesni pregled i primjena
Mnogi algoritmi za strojno ucˇenje pretpostavljaju da je poznata razdioba vjerojatnosti, sˇto
u praksi cˇesto nije slucˇaj. Metoda potpornih vektora (eng. Support vector machine, SVM)
nema tu pretpostavku pa je primjenjiva u velikom broju situacija iz stvarnog zˇivota. Algo-
ritam svoje korijene vucˇe iz sˇezdesetih godina prosˇlog stoljec´a, kada je Vladimir Vapnik
uveo pojam linearnog klasifikatora i optimizirajuc´ih razdvajajuc´ih ravnina. Taj algoritam
se nije previsˇe koristio sve do 1992. godine, kada su Isabelle Guyon, Bernhard Boser i Vla-
dimir Vapnik uveli nelinearni klasifikator koristec´i tzv. kernel trik [5]. Metoda potpornih
vektora je algoritam nadziranog ucˇenja, sˇto znacˇi da postoje primjeri s poznatim ciljnim
vrijednostima. Prvotno je algoritam napravljen za kategorizaciju, ali je kasnije razvijena
i varijanta za regresiju potpornim vektorima (eng. Support vector regression, SVR). Re-
gresiju potpornim vektorima predlozˇili su Vladimir Vapnik, Harris Drucker, Chris Burges,
Linda Kaufman i Alex Smola 1996. godine [5]. Daljnjim proucˇavanjem pokazalo se da je
metoda potpornih vektora zapravo samo jedan slucˇaj regresije potpornim vektorima. Me-
toda potpornih vektora je, zbog svojih jedinstvenih svojstava, pronasˇla sˇiroku primjenu.
Koristi se u procesiranju slika, prepoznavanju govora, predikciji vremenskih serija, analizi
podataka, energetici, sigurnosti, bioinformatici, teoriji kaosa i drugim podrucˇjima [5].
Teorija statisticˇkog ucˇenja
Temelj metode potpornih vektora je teorija statisticˇkog ucˇenja koja se primarno bavi vezom
izmedu kapaciteta modela za ucˇenje i njegovih performansi [5]. Gradnja teorije statisticˇkog
ucˇenja polazi od pretpostavke da postoji n primjera koji se sastoje od parova ulaznih i
izlaznih podataka xi, yi, i = 1, 2, . . . , n, gdje su xi ulazni podaci, a yi izlazni, odnosno ciljni
podaci za koje se iz pouzdanog izvora zna da su tocˇni. Nastoji se pronac´i model koji bi
koristio funkcijsko mapiranje xi → f (xi, α), gdje je α podesivi parametar ucˇenja. Druga
pretpostavka je da postoji nepoznata razdioba vjerojatnosti P(x, y), s funkcijom gustoc´e
vjerojatnosti p(x, y), iz koje se ovi podaci uzimaju nezavisno i identicˇki su distribuirani






|yi − f (xi, α)|p(x, y) dx dy. (1.1)
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U praksi je cˇesta situacija da je funkcija gustoc´e vjerojatnosti nepoznata, pa je nemoguc´e
izracˇunati ocˇekivani rizik. Umjesto toga, racˇuna se empirijski rizik (Remp), sˇto je zapravo






|yi − f (xi, α)|. (1.2)
Remp je neovisan o funkciji gustoc´e, te je fiksan za odredeni α i skup primjera za ucˇenje.
Izraz na desnoj strani jednadzˇbe (1.2) naziva se gubitak. Nadalje, uvodi se parametar η,
0 < η < 1, koji c´e uz odgovarajuc´e skaliranje, odgovarati gubitku. Kao sˇto je navedeno
u [5], Vladimir Vapnik je 1955. godine pokazao da uz vjerojatnost 1 − η vrijedi sljedec´a
ograda
R(α) ≤ Remp(α) +
√h(log(2nh ) + 1) − log( η4 )n
 , (1.3)
gdje je h ∈ N kvantitivna mjera kapaciteta modela za ucˇenje i naziva se Vapnik Chervonen-
kisova dimenzija, ili krac´e, VC dimenzija. Poznavanje mjere h omoguc´ava izracˇunavanje
izraza na desnoj strani jednadzˇbe (1.3). Naravno, cilj je pronac´i model za ucˇenje s mini-
malnim rizikom. Iz jednadzˇbe (1.3) vidljivo je da se to mozˇe postic´i odabirom parametra
α, koji c´e rezultirati minimalnom gornjom granicom za rizik [5].
VC dimenzija definira se preko principa razdvajanja tocˇaka. Poznato je da se n tocˇaka
mozˇe podjeliti u dvije grupe na 2n nacˇina. Skup funkcija f (x) razdvaja n tocˇaka, ako za
svaki od 2n nacˇina grupiranja tocˇaka, postoji barem jedna funkcija iz skupa koja savrsˇeno
razdvaja grupe. Slika 1.2 pokazuje situaciju u dvodimenzionalnom prostoru s tri tocˇke. U
Slika 1.2: Razdvajanje tri tocˇke u dvodimenzionalnom prostoru
ovom slucˇaju funkcija razdvajanja tocˇaka je usmjereni pravac. Prikazane su tri situacije,
ali uz malo razmisˇljanja vidjivo je da za svaku moguc´u kombinaciju postoji pravac koji
savrsˇeno razdvaja tocˇke. U primjeru s cˇetiri tocˇke u dvodimenzionalnom prostoru, postoji
slucˇaj kada nije moguc´e razdvojiti dvije grupe pravcem [12] (vidjeti sliku 1.3). VC dimen-
zija h skupa funkcija f (x, α) je najvec´i broj primjera za ucˇenje koji mogu biti razdvojeni
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Slika 1.3: Primjer kada se grupe ne mogu razdvojiti
funkcijama iz skupa [5]. Za navedeni primjer f (x, α) je set usmjerenih pravaca u R2, te je
h jednako (2 + 1) = 3. VC dimenzija skupa usmjerenih hiperravnina, sˇto su razdvajajuc´e
funkcije u n-dimenzionalnom prostoru, je n + 1. Postoje skupine funkcija za koje je VC
dimenzija beskonacˇna kao sˇto je sinusoida f (x, ω) = l(sinωx > 0) [5]. Odabirom od-
govarajuc´e vrijednosti parametra ω, sinusoida mozˇe razdvojiti proizvoljno mnogo tocˇaka
(vidjeti sliku 1.4).
Slika 1.4: Razdvajanje tocˇaka sinusoidom
Cilj je odabrati model optimalne slozˇenosti za zadani skup primjera za ucˇenje. Iz pret-
hodnog izlaganja i jednadzˇbe (1.3) zakljucˇujemo da c´emo to postic´i biranjem funkcije s
minimalnim Remp(α) iz skupa funkcija s minimalnom VC dimenzijom [5].
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Optimizirajuc´a razdvajajuc´a ravnina i potporni vektori
Algoritam nastoji pronac´i hiperravninu koja najbolje razdvaja primjere iz razlicˇitih katego-
rija. Najbolje razdvajajuc´a ravnina je ona koja ima najvec´u marginu, tj. udaljenost izmedu
hiperravnine i primjera koji su joj najblizˇi, potpornih vektora. Sljedec´a slika prikazuje
primjere dviju klasa u dvodimenzionalnom prostoru i elemente metode potpornih vektora.
Dvije kategorije prikazane su razlicˇitim oblicima i bojama, kako bi se sˇto bolje razlikovale.
Slika 1.5: Popunjeni oblici su potporni vektori u primjeru SVM algoritma u dvije dimenzije
Kao sˇto je vec´ recˇeno, u dvije dimenzije hiperravnina razdvajanja je zapravo usmjereni
pravac. Na slici 1.5 vidi se pravac, kao i margine u obliku strelica, dok su potporni vek-
tori popunjeni oblici. Na ovom primjeru mozˇemo primijetiti da algoritam radi dobro sve
dok su kategorije razdvojive. No sˇto kada nisu? To je prvi problem s kojim se susrec´e
metoda potpornih vektora. Drugi problem koji se pojavljuje kada su kategorije razdvojive,
je vrijeme potrebno za pronalazak optimalne hiperravnine. Naime, sˇto je razlika medu
kategorijama manja, povec´ava se vrijeme potrebno za pronalazak optimalne hiperravnine.
Oba problema rjesˇavaju se sljedec´im trikom: tocˇke se mapiraju u prostor dimenzije visˇe
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od originalne. Slika 1.6, preuzeta iz [8], prikazuje kako problem koji nije razdvojiv u dvije
dimenzije, postaje razdvojiv u tri dimenzije. Ovo preslikavanje naziva se kernel, a trik
preslikavanja u visˇu dimenziju kernel trik. Odabir pravog kernel-a je jako bitan. Vec´inom
se koriste linearni, polinomni, radijalni (RBF), Markovljev, Fourierov i dvoslojni neuron-
ski kernel [11]. Odabir najboljeg kernel-a ovisi o problemu, no RBF se eksperimentalno
pokazao najboljim za sˇiroku paletu problema [5].
Slika 1.6: Primjer preslikavanja iz dvije u tri dimenzije
Regresija potpornim vektorima
Za regresiju potpornim vektorima, umjesto margine izmedu optimalne razdvajajuc´e hiper-
ravnine i potpornih vektora, potrebno je koristiti neku mjeru pogresˇke aproksimacije. Neka
je y predvidena, a f izmjerena vrijednost. Najcˇesˇc´e korisˇtene mjere pogresˇke su:
• L1 norma: |y − f |
• L2 norma: (y − f )2
• Hubertova funkcija gubitka:
 12 (y − f )2 za |y − f | <  |y − f | − 22 inacˇe.
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Definicije mjera preuzete su iz [5].
Izvod regresije potpornim vektorima provodi se korisˇtenjem linearnog modela,
~y = f (~x) = ~wᵀ~x + b. (1.4)
Kernel trik omoguc´ava da se dobivena teorija prosˇiri na nelinearni model. Slika 1.7, pre-
uzeta iz [11], prikazuje regresiju potpornim vektorima. Tocˇke koje odstupaju oznacˇene su
kvadratima, a potporni vektori krugovima. Mjera neosjetljivosti na gresˇke  definira ”-
Slika 1.7: ”-cijev” i potporni vektori u regresiji potpornim vektorima
cijev” za koju vrijedi sljedec´e:
• ukoliko je predvidena vrijednost unutar ”-cijevi”, gresˇka je 0,
• s druge strane, za predvidene vrijednosti izvan ”- cijevi”, gresˇka je razlika izmedu
predvidene vrijednosti i radijusa ”-cijevi” [5].
Definira se
V(u) =
0, za |u| < |u| − , inacˇe. (1.5)
POGLAVLJE 1. STROJNO UCˇENJE I METODA POTPORNIH VEKTORA 12





V(yi − f (xi)) + λ2 ||~w||
2. (1.6)
Regulacijski parametar λ procjenjuje se unakrsnom validacijom. U regresiji potpornim
vektorima pokusˇava se istovremeno minimizirati empirijski rizik i ||~w||2 [5].
Sljedec´i korak je uvodenje Langrangeovih multiplikatora (αi,α∗i ) tako da αi i α
∗
i odgova-
raju tocˇkama (u parovima) iznad i ispod ”-cijevi”. Iz jednadzˇba (1.5) i (1.6) optimizacijski
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Rjesˇenjem jednadzˇbe (1.7), uz uvjete dane u (1.8), odreduju se Langrangeovi multiplikatori
[5]. Izrazi za varijable dane u formuliranju linearnog modela za regresiju (1.4) izrazˇeni su












Iz (1.9) slijedi da pronalazak Langrangeovih multiplikatora dovodi do optimalnih rjesˇenja




i = 0, i = 1, 2, . . . , n. (1.10)
Jednadzˇba (1.10) govori da su potporni vektori, zapravo, oni podaci u kojima je tocˇno jedan
Langrageov multiplikator nula.
U praksi se puno cˇesˇc´e koristi nelinearni model zbog boljih rezultata. Kernel trik, koji
je spomenut ranije, upotrebljava se i u ovom slucˇaju, pa se nelinearni model preslikava u
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visˇu dimenziju, gdje postaje linearni i time se omoguc´ava korisˇtenje formula za linearni






(α∗i + αi) −
n∑
i=1





(α∗i − αi)(α∗j − α j)K(xi, x j). (1.11)
S K(xi, x j) oznacˇena je kernel funkcija [5]. Ponavljajuc´i isti postupak kao za linearni mo-
del, to jest pronalazˇenjem rjesˇenja problema (1.11), uz uvjete iz (1.8), dobivaju se Lan-
grangeovi multiplikatori. Sada je regresijska funkcija:
~y = f (~x) = ~wᵀ~x + b =
n∑
i=1







(αi − α∗i )[K(~xi, ~xr) + K(~xi, ~xs)]. (1.13)
Jednadzˇbe (1.12) i (1.13) preuzete su iz [5].
Koraci u radu s regresijom potpornim vektorima
Sada kada smo pokazali teoriju regresije potpornim vektorima, rezimirajmo znanje i prika-
zˇimo korake koje trebamo poduzeti prilikom korisˇtenja regresije potpornim vektorima.
1. Skaliranje – u jednadzˇbama se koristili unutarnji produkt vektora xi sˇto ukazuje na
vazˇnost da skaliramo sve podatke. U praksi su se dovoljnima pokazala linearna
skaliranja na intervale [−1, 1] ili [0, 1].
2. Izbor kernel funkcije – vidjeli smo u teorijskom prikazu da je kernel trik neprocjenjiv
za metodu potpornih vektora. Zbog toga je izbor kernel funkcije jako bitan. Kao
sˇto je vec´ recˇeno, RBF kernel se pokazao najboljim u praksi, pa se on najcˇesˇc´e
preporucˇuje.
3. Odrediti parametre kernel funkcije – naravno, nakon odabira kernel funkcije po-
trebno je pronac´i optimalne parametre funkcije. U praksi se to cˇesto odreduje kori-
sˇtenjem specijaliziranih klasa programskih biblioteka ili rucˇnim namjesˇtanjem.
4. Treniranje – sljedec´i korak ”ucˇenje” optimalnog modela na podacima za trening.
5. Testiranje – zadnji korak je, naravno, testiranje modela na podacima za testiranje [5].
Poglavlje 2
Trgovanje elektricˇnom energijom
2.1 Opc´enito o trgovanju elektricˇnom energijom
Elektricˇnom energijom se trguje kao i svakom drugom robom, uz nekoliko specificˇnosti.
Do devedesetih godina prosˇlog stoljec´a, prevladavajuc´i model organizacije elektro–ener-
getike bio je vertikalno integrirani sustav. U spomenutom sustavu, proizvodnju i opskrbu
provodi jedna tvrtka koja isporucˇuje proizvedenu energiju krajnjem korisniku i od njega
naplac´uje uslugu. Slika 2.1 preuzeta iz [6] pokazuje vertikalno integrirani sustav.
Devedesetih godina prosˇlog stoljec´a krenulo se u liberalizaciju trzˇisˇta elektricˇnom ener-
gijom. Osnovna ideja liberalizacije je odvojiti proizvodnju od distribucije, barem na papiru.
Tada jedna tvrtka ne bi mogla proizvoditi i distribuirati elektricˇnu energiju kao u vertikalno
integriranom sustavu, vec´ bi te dvije djelatnosti morale biti razdvojene. Dozvoljava se da
se djelatnosti zadrzˇe u jednoj grupaciji pomoc´u sistema tvrtki kc´eri i holdinga. Liberali-
zacijom trzˇisˇta razvila su se dva prevladavajuc´a nacˇina trgovanja: bilateralnim ugovorima
i trgovanjem na organiziranom trzˇisˇtu elektricˇne energije. Na organiziranom trzˇisˇtu elek-
tricˇne energije postoje dva nacˇina trgovanja: preko brokera i na burzi [6].
Bilateralni ugovori su ugovori izmedu dvije strane, one koja prodaje elektricˇnu energiju
i one koja je kupuje. Kod bilateralnih ugovora, cijena se odreduje pregovaranjem i ne
postoji srednja vrijednost koja bi se, u odredenom vremenskom terminu, koristila u svim
ugovorima. Ovakvi ugovori se, uglavnom, ugovaraju na dulji vremenski period. Prednost
je fiksna cijena tijekom duljeg vremenskog perioda, a rizik je nepredvidljivost proizvodnje
i potrazˇnje elektricˇne energije [6]. Pogledajmo sljedec´i primjer:
Primjer 2.1.1. Tvrtka koja upravlja nuklearnom elektranom sklopila je visˇegodisˇnji ugo-
vor s distribucijskom tvrtkom. Prednosti za obje tvrtke su ugovorene kolicˇine energije po
fiksnoj cijeni. No, ukoliko se dogodi neocˇekivan kvar na elektrani, cˇime se smanjuju pro-
izvodni kapaciteti, prva tvrtka mora kupovati elektricˇnu energiju da bi isposˇtovala ugovor.
U suprotnom, mora platiti kaznu definiranu ugovorom. Cijena po kojoj kupuje elektricˇnu
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Slika 2.1: Prikaz vertikalno intergiranog sustava u kojem jedna tvrtka provodi proizvodnju
i opskrbu
energiju mozˇe biti visˇa od one iz ugovora, sˇto cˇini probleme prvoj tvrtki. Slicˇna situacija
mozˇe zadesiti drugu tvrtku ako ostane bez velikog broja potrosˇacˇa, sˇto rezultira visˇkom
elektricˇne energije. Posˇto ne mozˇe skladisˇtiti elektricˇnu energiju, tvrtka je mora prodati pa
cˇak i po cijeni koja je manja od ugovorene cijene.
U ovom primjeru pokazali smo dvije situacije: kada prodavatelj ima manjak, a proizvo-
dacˇ visˇak elektricˇne energije i kada prodavatelj ima visˇak, a proizvodacˇ manjak elektricˇne
energije.
Burza je organizirano i centralizirano mjesto trgovanja. Kao i na svakoj drugoj burzi,
ovdje prodavatelji i kupci ne komuniciraju medusobno, vec´ daju svoje ponude anonimno,
na centralno mjesto. Zbog posebnosti elektricˇne energije kao robe (ne mozˇe se skladisˇtiti, u
svakom trenutku kolicˇina proizvedene i potrosˇene energije mora biti podjednaka), vec´inom
se trguje dan unaprijed na razini svakog sata [6]. Burza prima ponude dan unaprijed za
odredeni sat i na temelju tih ponuda odreduje cijenu i kolicˇinu elektricˇne energije kojom
c´e se trgovati. Prodavatelji elektricˇne energije nude kolicˇinu energije i cijenu po kojoj su
spremni prodati navedenu kolicˇinu. Kupci iznose kolicˇine energije i cijenu po kojoj su
spremni kupiti. Od svih primljenih ponuda za prodaju, formira se krivulja prodaje, a od
svih primljenih ponuda za kupnju, krivulja kupnje. Cijena i kolicˇina kojom c´e se trgovati
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odreduje se presjekom tih dviju krivulja [9]. Pogledajmo sljedec´i primjer koji je izraden
temeljem primjera iz [9]:
Primjer 2.1.2. Sljedec´a tablica pokazuje ponude za prodaju i kupnju dan unaprijed za dan
kasnije, 15:00 sati.
Ime tvrtke Kolicˇina (MWh) Cijena (e/MWh)
Prodavatelj 1 100 22
Prodavatelj 2 50 28
Prodavatelj 3 75 30
Prodavatelj 4 80 17.5
Kupac 1 45 32.5
Kupac 2 150 36.5
Kupac 3 90 39
Kupac 4 10 19
Kupac 5 50 25
Iz svih ponuda za prodaju formira se linija ponude (oznacˇena crvenom linijom na slici
2.2). Plavom linijom je oznacˇena linija potrazˇnje, formirana iz svih ponuda za kupnju.
Trzˇisˇna cijena nalazi se u sjecisˇtu tih dviju linija, u ovom slucˇaju to je 30 e/MWh. Ukupno
se trguje s 285 MWh elektricˇne energije. Prihvac´aju se sve ponude za prodaju s cijenom
ispod trzˇisˇne. Cijena trgovanja bit c´e upravo trzˇisˇna cijena. Sukladno tome, prihvac´aju se
i sve ponude za kupnju iznad trzˇisˇne cijene.
Cˇesto se bilateralno trgovanje i trgovanje dan unaprijed koriste zajedno, tako da se
nadopunjavaju. Bilateralnim ugovorima ugovara se ispostava elektricˇne energije u zadanoj
kolicˇini. U stvarnoj situaciji, rijetko se dogada da stvarna potreba za elektricˇnom energijom
savrsˇeno odgovara ugovorenoj. Mnogo je cˇesˇc´e stvarna potrazˇnja ili vec´a ili manja od
ugovorene, ali se ugovorena kolicˇina ne mozˇe mijenjati i mora se isposˇtovati. S obzirom
na to da se elektricˇna energija ne mozˇe skladisˇtiti, postoji potreba za izjednacˇavanjem. U
ovakvoj situaciji prodavatelj i kupac elektricˇne energije okrec´u se trgovanju dan unaprijed
[10]. Postoje cˇetiri moguc´a scenarija:
• Prodavatelj nije u moguc´nosti isporucˇiti ugovorenu kolicˇinu, te mu je kupnja energije
na burzi jedini izbor.
• Prodavatelj ima visˇe energije od ugovorene kolicˇine koju prodaje na burzi.
• Kupac ima vec´e potrebe za energijom od ugovorene, koju onda zadovoljava kupnjom
na burzi.
• Kupac ima manje potrebe od isporucˇene energije, pa visˇak prodaje na burzi.
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Slika 2.2: Primjer formiranja cijene na sjecisˇtu linije ponude i linije potrazˇnje
Trgovanje dan unaprijed omoguc´ava odrzˇanje ugovorenih kolicˇina. Osim u suradnji s bila-
teralnim ugovorima, trzˇisˇte dan unaprijed je vazˇno samo po sebi. Velika kolicˇina energije i
novca svaki se dan razmjeni preko burze. Najvazˇnija europska trzˇisˇta na kojima se trguje
elektricˇnom energijom su [6]:
• EPEX Spot – burza za trgovanje na njemacˇkom, austrijskom, sˇvicarskom, francu-
skom, britanskom, danskom i nizozemskom trzˇisˇtu; centralna europska burza za tr-
govanje elektricˇnom energijom
• Nord Pool – burza za trgovanje na trzˇisˇtu nordijskih i balticˇkih zemalja
• APX – burza trgovanja na britanskom, nizozemskom i belgijskom trzˇisˇtu
• OMEL – trgovanje na sˇpanjolskom i portugalskom trzˇisˇtu
• GME (Gestore Mercati Energetici) – burza na kojoj se trguje na talijanskom trzˇisˇtu
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• HUPX – burza trgovanja na madarskom trzˇisˇtu
• BSP - Southpool – burza trgovanja na slovenskom trzˇisˇtu
• CROPEX – burza trgovanja na hrvatskom trzˇisˇtu; trenutno u fazi potpisivanja ugo-
vora s trzˇisˇnim sudionicima za trgovanje dan unaprijed.
Izrada strategije trgovanja ovisi o ulozi na burzi – jeste li prodavatelj, kupac ili broker.
Takoder, veliku razliku rade moguc´nosti i ogranicˇenja koja imate. Na primjer, manager
iz solarne elektrane ne mozˇe ponuditi elektricˇnu energiju noc´u, jer se ona tada ne pro-
izvodi, sˇto je ogranicˇenje njegovih moguc´nosti. S druge strane, manager iz termoelektrane
ima visˇe moguc´nosti regulacije ponude, posˇto termoelektrane mogu regulirati proizvodnju.
Slicˇna ogranicˇenja i moguc´nosti imaju i kupci, ovisno o razlozima potreba za elektricˇnom
energijom. Zanimljivi primjer trgovanja je planiranje proizvodnje prema cijeni elektricˇne
energije, rasˇireniji u zapadnim zemljama, dok u Hrvatskoj josˇ nije korisˇten. Manager tvrtke
mozˇe regulirati vrijeme proizvodnje, tako da iskoristi manje cijene elektricˇne energije. Na-
ravno, postoje i ogranicˇenja ovisna o tome koje je minimalno vrijeme rada koje je isplativo
prema specifikacijama strojeva i radnim navikama radnika.
Pocˇetni korak kod svake strategije je pronac´i model koji c´e sˇto tocˇnije predvidati ci-
jenu elektricˇne energije. Algoritmi strojnog ucˇenja sve se cˇesˇc´e koriste za izradu modela.
Regresija potpornim vektorima pokazala je odlicˇne rezultate u procjenjivanju cijene elek-
tricˇne energije u trgovanju dan unaprijed.
Poglavlje 3
Analiza podataka
3.1 Opc´enito o podacima
U prvom poglavlju opisano je kako regresija potpornih vektora predvida ciljnu vrijednost
na temelju naucˇenog modela i unesenih podataka. Ciljna vrijednost, u ovom projektu, je
satna cijena elektricˇne energije na njemacˇkom trzˇisˇtu. Postavlja se pitanje koji to podaci
najvisˇe utjecˇu na formiranje cijene, tj. koji su podaci potrebni racˇunalu da ispravno odredi
model i na temelju tog modela sˇto tocˇnije predvidi cijenu. Kako smo opisali u drugom
poglavlju, cijena se formira u odnosu na proizvodnju i potrosˇnju. Elektricˇna energija pro-
izvodi se u elektranama koje mogu biti pogonjene na nuklearno gorivo, fosilna goriva,
snagu vode, sunca i vjetra. Podaci o proizvodnji podijeljeni su u cˇetiri skupine: dnevna
kolicˇina proizvodnje iz hidroelektrana, satna proizvodnja iz suncˇevih i fotonaponskih elek-
trana, satna proizvodnja iz vjetroelektrana i satna proizvodnja iz konvencionalnih elektrana
(termoelektrane). Josˇ je jedan bitan podatak koji ukazuje na proizvodnju, a to je satna
energija padalina. Potrosˇnja je vidljiva iz podataka o satnoj temperaturi. Iako je mozˇda
intuitivno trazˇiti visˇe podataka o potrosˇnji, npr. neki indikator gospodarske proizvodnje ili
gustoc´u naseljenosti, eksperimentalno se pokazalo da to ima manji utjecaj na cijenu od
podataka o proizvodnji, te ponekada mozˇe dovesti do losˇijih rezultata modela. Zbog toga,
u ovom radu ne koristimo ni jednu od tih vrijednosti. Za potrebe ovog rada, podaci su do-
biveni od tvrtke Petrol d.o.o., koja iste koristi za vlastito poslovanje. Tvrtka dio potrebnih
podataka preuzima iz javnih izvora kao sˇto su ENTSOE (European network of Transmi-
ssion System Operators for Electricity), Weather Underground, Eurostat i EMCWF, dok
su ostali podaci produkt poslovne suradnje sa specijaliziranim tvrtkama. Podaci su po-
jedinacˇno opisani na sljedec´im stranicama. Za potrebe treniranja modela sve znacˇajke, s
iznimkom satne energije padalina, imaju stvarne vrijednosti, dok se za potrebe testiranja
koriste predvidene vrijednosti. Za satnu energiju padalina dostupni su samo predvideni
podaci, sˇto je detaljno objasˇnjeno u potpoglavlju posvec´enom ovoj znacˇajki. Kada ra-
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dimo predvidanje za sat, dan ili visˇe dana unaprijed, nemamo stvarne vrijednosti za ciljne
vremenske periode, vec´ se koriste ocˇekivane vrijednosti na temelju kojih model predvida
cijenu elektricˇne energije. Kako zˇelimo odrediti cijenu elektricˇne energije na njemacˇkom
trzˇisˇtu, sve vrijednosti se odnose na Njemacˇku.
3.2 Satna cijena elektricˇne energije
Kao sˇto smo vec´ rekli, cilj ovog rada je predvidati cijenu elektricˇne energije koristec´i me-
todu potpornih vektora. U radu su korisˇteni podaci za cijenu elektricˇne energije od pocˇetka
2014. godine do 19. studenog iste godine i to za svaki sat. Svi podaci o cijeni izrazˇeni su u
eurima po megawatt satu. Na slici 3.1 prikazani su svi dostupni podaci o cijeni elektricˇne
energije.
Slika 3.1: Prikaz ponasˇanja cijene elektricˇne energije na njemacˇkom trzˇisˇtu za 2014. go-
dinu
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Cˇetiri se stvari mogu zapaziti na grafu:
• Cijene ponekad postignu negativne vrijednosti. Razlozi zbog kojih se to dogada c´e
biti objasˇnjeni malo kasnije.
• Cijena jako varira. Na grafu su jasno vidljivi svakodnevni skokovi u cijeni. Mogu se
primijetiti i tri izrazita skoka kada je cijena poprimila negativnu vrijednost manju od
−50 e/MWh.
• Cijena elektricˇne energije u zimskim mjesecima visˇe varira, nego u ljetnim mjese-
cima.
• U zimskim mjesecima cijene postizˇe visˇe vrijednosti, nego u ljetnim.
Prvo obradujemo varijacije u cijeni. U tu svrhu napravljen je graf koji prikazuje razliku
maksimalne i minimalne cijene u danu (slika 3.2, gornji graf).
Slika 3.2: Razlika maksimalne i minimalne cijene po danu za 2014. godinu i usporedba
ponasˇanja cijene za jedan zimski i jedan ljetni dan
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Ekstremne vrijednosti cijene, ispod −50 e/MWh, izbacˇene su za potrebe ovog grafa.
Vidljivo je da razlika maksimalne i minimalne cijene u danu postizˇe ekstremnije vrijednosti
u zimskim, nego u ljetnim mjesecima. Zbog toga se mozˇe zakljucˇiti da su u ljetnim mjese-
cima cijene stabilnije. Isto se mozˇe primijetiti i na drugom grafu, koji prikazuje ponasˇanje
cijene tijekom jednog zimskog i jednog ljetnog dana (slika 3.2, donji graf). Uzeti su po-
daci za dane 21. 1. i 22. 7. koji su posebno odabrani, jer se radi o slicˇnim danima: radni
dan, utorak, bez neposredne blizine praznika. Na grafu je jasno vidljivo da cijene krec´u
od priblizˇno istih vrijednosti, no za zimski dan postizˇu vec´e vrijednosti tijekom dana, nego
za ljetni dan. Josˇ jedna stvar je vidljiva na ovom grafu. Cijene tijekom noc´i su priblizˇno
jednake, dok se tijekom dana stvara vec´a razlika, to jest razlika cijena za isti sat odabranih
dana je manja noc´u, a povec´ava se tijekom dana.
Cijena elektricˇne energije ne ovisi samo o periodu godine. Slicˇan je fenomen primjetan
na tjednoj i dnevnoj razini (vidjeti sliku 3.3).
Slika 3.3: Prikaz pada cijene elektricˇne energije vikendom i ponasˇanja u danu
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Prvi graf pokazuje kretanje cijene elektricˇne energije za period od 13. 1. do 9. 2. 2014.
Postoji ocˇita pravilnost pada cijene elektricˇne energije tijekom vikenda. Ovaj fenomen je
i ocˇekivan, jer se vikendom trosˇi manje elektricˇne energije zbog smanjenje industrijske
proizvodnje, te cijena pada zbog manje potrazˇnje.
Ista logika vrijedi i za promjene u danu. Cijena pada tijekom noc´i, jer je tada potrazˇnja
manja. Iako se i proizvodnja smanjuje, sˇto se biti prikazano kasnije, to se ne dogada pro-
porcionalno u odnosu na manju potrazˇnju te cijena pada. Prikaz kretanja cijene od 13. 1.
do 17. 1. (slika 3.3, donji graf) to potvrduje. Sada se postavlja pitanje zasˇto se proizvodnja
ne smanjuje proporcionalno potrosˇnji? Vrijeme potrebno za gasˇenje i ponovno paljenje
postrojenja mozˇe biti preveliko da bi se dogadalo na dnevnoj razini. Osim vremena potreb-
nog za gasˇenje i paljenje postrojenja, problem mozˇe biti i cijena potrebna za taj postupak.
Ovdje se krije uzrok pojavljivanja prije spomenutih negativnih vrijednosti. Proizvodacˇima
elektricˇne energije isplativije je plac´ati kupcima kupovinu elektricˇne energije, nego gasiti i
ponovno paliti pogon. Na grafovima na slikama 3.2 i 3.3 primjetna je josˇ jedna karakteris-
tika cijene elektricˇne energije. Ako se poblizˇe pogleda kretanje cijene elektricˇne energije
tijekom dana, primjec´uje se sljedec´i obrazac: cijena polako raste do podneva, zatim pada i
ponovno raste u kasno poslijepodne, gdje najcˇesˇc´e dostizˇe cijenu postignutu u podne, ili je
cˇak i prestizˇe. Otprilike oko 20 sati navecˇer, cijena ponovno pocˇinje padati.
Postoje i posebni dani koji utjecˇu na cijenu elektricˇne energije, a to su blagdani.
Slika 3.4: Prikaz ponasˇanja cijene elektricˇne energije oko blagdana
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Grafovi na slici 3.4 prikazuju kretanje cijena na i oko blagdana. Gornji graf prikazuje
situaciju oko blagdana Sveta tri kralja, dok donji graf donosi pregled situacije oko Uskrsa,
20. travnja 2014. Mozˇemo primijetiti da cijena pada sˇto je i ocˇekivano jer potrosˇnja pada,
to jest vrijedi ista logika kao za vikende.
3.3 Satna temperatura
Temperatura utjecˇe na svakodnevni zˇivot i navike ljudi, pa time i na cijenu elektricˇne ener-
gije. Kada su temperature nizˇe ili visˇe od ugodnih za zˇivot, koriste se aparati za grijanje,
odnosno hladenje. U ovom radu su korisˇteni podaci za temperaturu u Njemacˇkoj za 2014.
godinu od 27. 1. do 18. 11. Kao i podaci za cijenu elektricˇne energije, podaci za tempera-
turu su dani na satnoj razini. Sve vrijednosti su u ◦C.
Slika 3.5: Prikaz ponasˇanja temperature zraka u Njemacˇkoj 2014. godine
Graf na slici 3.5 donosi pregled svih podataka o temperaturi korisˇtenih u ovom radu.
Usporedujuc´i graf na slici 3.1 s ovim grafom, odmah se isticˇe sklonost variranju, koja je
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primjetna i kod cijene elektricˇne energije i kod temperature. Ovo je dobar pokazatelj o
utjecaju temperature na cijenu elektricˇne energije. Prije je vec´ komentirana povezanost ci-
jene elektricˇne energije s razdobljem u godini. Temperatura pokazuje slicˇne karakteristike,
vrijednost je mnogo manja zimi i vec´a ljeti. Slucˇaj s cijenom elektricˇne energije je obr-
nut, vec´e vrijednosti se postizˇu zimi, a manje ljeti. Ovakav obrnuto proporcionalan odnos
je josˇ jedan pokazatelj utjecaja temperature na cijenu elektricˇne energije. Pogled na graf
temperature u periodu od 7. 4. do 14. 4. 2014. otkriva i trec´u poveznicu izmedu cijene i
temperature (slika 3.6). Radi se o padu temperature u noc´nim satima sˇto mozˇemo povezati
s padom cijene u noc´nim satima komentiranom u prosˇlom potpoglavlju.
Slika 3.6: Pad temperature u noc´nim satima
Kao sˇto je vec´ ranije recˇeno, za treniranje modela koriste se stvarne vrijednosti, a za rad
modela predvidene vrijednosti. Koliko c´e model dobro procjenjivati cijenu elektricˇne ener-
gije ovisi i o tocˇnosti predvidanja temperature. U praksi se koriste podaci o predvidanjima
temperature, a i drugih znacˇajki, dobiveni od drugih izvora te se ne mozˇe previsˇe utjecati
na tocˇnost tih previdanja. Najvisˇe kako se mozˇe utjecati na te podatke je izborom najvje-
rodostojnijeg izvora podataka, odnosno izvora s cˇijim podacima se postizˇe optimalan rad
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algoritma. Previdanja se rade u odredene sate, koji nisu uvijek isti, i to nekoliko sati una-
prijed. Period koliko sati unaprijed c´e se raditi predvidanje takoder varira. Rezultat toga
je da postoji visˇe predvidanja za odredeni trenutak u vremenu, i to napravljenih u razlicˇito
vrijeme. Na primjer, za 4. sat dana 5. 10. 2014. dostupna su predvidanja napravljena 21.
9., 22. 9., 23. 9., 24. 9., 25. 9., 26. 9., 27. 9., 28. 9., 29. 9., 1. 10. te 2. 10., sva napravljena
u 11 sati. Naravno, ova predvidanja se medusobno razlikuju. U praksi se uobicˇajno uzima
najnovije predvidanje. Slika 3.7 prikazuje stvarnu i predvidenu temperaturu za mjesec
kolovoz, za izabrano vrijeme predvidanja.
Slika 3.7: Odnos stvarne i predvidene temperature zraka za kolovoz 2014. godine
Napravljena su cˇetiri grafa. Na sva cˇetiri grafa crno su oznacˇene tocˇke stvarnih tem-
peratura. Crvenom bojom oznacˇene su tocˇke predvidanja napravljenih sat vremena una-
prijed, kao sˇto je vidljivo na grafu u gornjem lijevom kutu slike. Graf u gornjem desnom
kutu prikazuje predvidanja napravljena 12 sati unaprijed. Ta su predvidanja oznacˇena pla-
vom bojom, dok crna opet oznacˇava stvarne vrijednosti. Narancˇasta boja rezervirana je za
predvidanja napravljena 24 sata unaprijed. Ti podaci su prikazani na donjem lijevom grafu.
Posljednji graf, ljubicˇastom bojom, prikazuje predvidanja napravljena dva dana unaprijed,
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odnosno 48 sati unaprijed. Mozˇemo primijetiti da predvidanja dosta dobro prate stvarne
vrijednosti. Ostaje pitanje: Hoc´e li netocˇnost, koja ipak postoji u predvidanjima, koliko
god ona bila mala, utjecati na tocˇnost algoritma za predvidanje cijene elektricˇne energije?
Najbolji nacˇin da to vidimo je testiranje algoritma.
3.4 Satna proizvodnja elektricˇne energije iz suncˇevih i
fotonaponskih elektrana
Prvi podaci o proizvodnji o kojima c´e se govoriti su podaci o proizvodnji elektricˇne energije
iz suncˇevih i fotonaponskih elektrana. Interval podataka je od 27. 1. do 19. 11. 2014.
godine. Vec´ina podataka o proizvodnji, pa i ovi podaci, izrazˇena je u MWh/h sˇto ukazuje
da su podaci dostupni u satnom formatu. Pregled cijelog raspona podataka vidljiv je na
grafu na slici 3.8.
Slika 3.8: Ponasˇanje proizvodnje elektricˇne energije iz suncˇevih i fotonaponskih elektrana
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Vrijednosti proizvodnje iz suncˇevih i fotonaponskih elektrana nikada ne padaju ispod
nule, to jest nula je donja granica sˇto nije bio slucˇaj s cijenom i temperaturom. S obzi-
rom na to da se radi o proizvodnji, postojanje donje granice je bilo i ocˇekivano, te c´e biti
primjetno i kod proizvodnje iz ostalih izvora. Vec´ videna varijacija vrijednosti primijetiva
je i na ovom grafu. Ponavljanje ovog fenomena u visˇe svojstava djeluje pozitivno na rad
algoritma regresije potpornim vektorima. Primjetno je i smanjenje vrijednosti proizvod-
nje elektricˇne energije iz suncˇevih i fotonaponskih elektrana tijekom zimskih mjeseci i
povec´avanje tijekom ljetnih. Isto je vidljivo i kod podataka o cijeni elektricˇne energije, sˇto
ukazuje na josˇ jednu poveznicu cijene i proizvodnje iz suncˇevih i fotonaponskih elektrana.
Iako je na grafu vidljivo da se vrijednost nula postizˇe svakodnevno, zbog velike kolicˇine
podataka, nemoguc´e je vidjeti kretanje proizvodnje tijekom dana. Na slici 3.9 prikazani su
podaci o proizvodnji elektricˇne energije iz suncˇevih i fotonaponskih elektrana na dan 31.
8. 2014.
Slika 3.9: Ponasˇanje proizvodnje elektricˇne energije iz suncˇevih i fotonaponskih elektrana
nalikuje kretanju sunca na obzoru
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Na grafu je odmah vidljivo da proizvodnja prati kretanje sunca na obzoru. Noc´u nema
proizvodnje, ujutro se povec´ava, dostizˇe maksimum u 12 sati, te zatim pada do 20 sati
kada ponovno prestaje proizvodnja. Prisjec´anjem na graf kretanja cijene tijekom dana
(vidjeti sliku 3.2), primjetna je odredena slicˇnost. Savrsˇenu slicˇnost narusˇava pad cijene u
poslijepodnevnim satima i rast oko 20 sati.
Kao sˇto smo vec´ komentirali, bitna stavka je i odnos predvidenih i stvarnih vrijednosti.
Sukladno slici 3.7 napravljena je slika 3.10 koja sadrzˇi prikaz odnosa stvarnih i predvidenih
vrijednosti.
Slika 3.10: Odnos stvarne i predvidene proizvodnja iz suncˇevih i fotonaponskih elektrana
za kolovoz 2014.
Boje ponovno predstavljaju koliko sati unaprijed je predvidanje napravljeno (crvena –
jedan sat, plava – dvanaest sati, narancˇasta – dvadeset cˇetiri sata i ljubicˇasta – cˇetrdeset
osam sati). Opet je zamjetna odredena podudarnost podataka, iako ne basˇ toliko dobra,
kao sˇto je bio slucˇaj s temperaturom.
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3.5 Satna proizvodnja elektricˇne energije iz
vjetroelektrana
Povec´anjem iskorisˇtavanja obnovljivih izvora energije, povec´ava se i proizvodnja iz vje-
troelektrana, a samim tim i povezanost cijene s proizvodnjom iz ovog obnovljivog izvora.
Svi podaci o proizvodnji iz vjetroelektrana prikazani su na grafu na slici 3.11. Radi se o
rasponu od 27. 1. do 19. 11. 2014. godine u intervalima od svakog sata. Kao sˇto je vec´
recˇeno, mjerna jedinica je MWh/h.
Slika 3.11: Ponasˇanje proizvodnje elektricˇne energije iz vjetroelektrana za 2014. godinu
Odmah se primjec´uju izraziti skokovi u proizvodnji. Skokovi su manjeg intenziteta
u ljetnim mjesecima u odnosu na zimske mjesece, sˇto je ponasˇanje primijec´eno i kod ci-
jene elektricˇne energije (slika 3.1). Usporedba grafa cijene na slici 3.1 s proizvodnjom
iz vjetroelektrana (graf 3.11) pokazuje postojanje veza izmedu stabilnosti cijena u ljetnim
mjesecima i stabilnosti proizvodnje u spomenutim mjesecima. Ovo je dobar pokazatelj da
c´e proizvodnja iz vjetroelektrana biti bitan faktor u formiranju cijene. Kod cijene je slicˇan
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fenomen prisutan i na tjednoj i na dnevnoj razini. Kod proizvodnje iz vjetroelektrana, to
nije slucˇaj kao sˇto je vidljivo na sljedec´em grafu (slika 3.12). Prikazana je proizvodnja
elektricˇne energije iz vjetroelektrana za mjesec veljacˇu.
Slika 3.12: Ne postoji fenomen smanjenja proizvodnje iz vjetroelektrana na tjednoj i dnev-
noj razini
Ukoliko se pokazˇe da je uistinu proizvodnja iz vjetroelektrana bitan faktor, povec´ava
se pritisak na tocˇnost predvidanja. Odnos stvarnih i predvidenih podataka iskazan je na
grafovima na slici 3.13.
Vidljivo je da predvidanja prate stvarne vrijednosti, ali ovdje je primjetno visˇe odstu-
panja obzirom na grafove stvarnih i predvidenih vrijednosti temperature i proizvodnje iz
suncˇevih i fotonaponskih elektrana (slike 3.7 i 3.10).
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Slika 3.13: Odnos stvarne i ocˇekivane proizvodnje iz vjetroelektrana za kolovoz
3.6 Satna proizvodnja elektricˇne energije iz
konvencionalnih elektrana iznad 100 MW instalirane
snage
Povec´anje korisˇtenja obnovljivih izvora energije nije smanjilo vazˇnost konvencionalnim
izvorima, kao sˇto su ugljen, nafta, plin i nuklearna energija. Proizvodnja iz ovih izvora josˇ
uvijek predstavlja vazˇan dio ukupne proizvodnje elektricˇne energije. U ovom radu korisˇteni
su podaci u periodu od 1. 1. do 19. 11. 2014. godine, koji su prikazani na sljedec´em grafu
(slika 3.14).
Vec´ dobro poznato ponasˇanje velikog variranja vrijednosti uocˇljivo je i na ovom grafu.
U ovom slucˇaju su ekstremi u nizˇim vrijednostima vec´i, dok su skokovi u vec´im vrijednos-
tima ujednacˇeniji. Na godisˇnjoj razini, vrijednosti su stabilnije u ljetnim mjesecima nego u
zimskim, gdje pronalazimo poveznicu s cijenom. Graf nagovjesˇc´uje da bi i na tjednoj i na
dnevnoj razini mogle postojati zanimljive pravilnosti. U svrhu pronalaska tih pravilnosti
napravljen je graf proizvodnje za mjesec listopad (slika 3.15).
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Slika 3.14: Ponasˇanje proizvodnje elektricˇne energije iz konvencionalnih elektrana za
2014. godinu
Slika 3.15: Pad proizvodnje iz konvencionalnih izvora na tjednoj razini
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Svakog vikenda dogada se pad proizvodnje elektricˇne energije iz konvencionalnih iz-
vora. Razlog za to je moguc´nost reguliranja proizvodnje iz konvencionalnih izvora, sˇto
nije slucˇaj s proizvodnjom iz suncˇevih elektrana i vjetroelektrana. Kontrolori u konvenci-
onalnim elektranama prate potrosˇnju u sustavu i reguliraju proizvodnju sukladno tome. S
obzirom na to da je potrosˇnja manja vikendom, sˇto je objasˇnjeno u poglavlju o satnoj cijeni
elektricˇne energije, smanjuje se i proizvodnja iz konvencionalnih elektrana. Ovaj proces
regulacije proizvodnje iz konvencionalnih izvora dogada se i na dnevnoj razini, te rezultira
situacijom vidljivom na grafu 3.16.
Slika 3.16: Pad proizvodnje elektricˇne energije iz konvencionalnih elektrana na dnevnoj
razini
Prikazane su vrijednosti za tjedan od 29. rujna do 6. listopada. Primjetno je da pro-
izvodnja iz konvencionalnih izvora prati cijenu i na dnevnoj razini, sˇto znacˇi da su tijekom
noc´i vrijednosti male, rastu tijekom jutra, kada postizˇu lokalni maksimum, padaju tijekom
popodneva, te ponovno rastu navecˇer kada postizˇu globalni maksimum.
Kod prethodno analiziranih podataka, postojalo je visˇe predvidanja za isti trenutak u
vremenu. Ovdje to nije slucˇaj, dostupno je tocˇno jedno predvidanje za svaki vremenski
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trenutak. Kao i u prosˇlim potpoglavljima, prikazat c´emo odnos stvarnih i predvidenih
vrijednosti za mjesec kolovoz (slika 3.17).
Slika 3.17: Odnos stvarne i predvidene proizvodnje iz konvencionalnih izvora
Crnom bojom prikazana je stvarna vrijednost, a crvenom predvidena. Izuzev odstupa-
nja pocˇetkom mjeseca, predvidanja dobro prate stvarne vrijednosti – uspjesˇno predvidaju
pad proizvodnje vikendom, te kretanje proizvodnje na dnevnoj razini.
3.7 Dnevna proizvodnja elektricˇne energije iz
hidroelektrana
Dok su ostali podaci dostupni za svaki sat, podaci o proizvodnji elektricˇne energije iz
hidroelektrana dostupni su samo za pojedini dan. U radu sa stvarnim podacima, cˇesta je
situacija da podaci nisu dostupni u formatu kojem bismo to zˇeljeli. Prije treniranja modela,
morat c´emo odlucˇiti na koji nacˇin c´emo ove podatke koristiti, ali o tome visˇe u cˇetvrtom
poglavlju. Sada c´emo prikazi podatke u formatu u kojem su dostupni, to jest prikazat c´emo
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ih po danima. Dostupni su podaci od prvog sijecˇnja do 18. studenog 2014. godine. S
obzirom na to da se radi o proizvodnji za cijeli dan mjerna jedinica je GWh.
Slika 3.18: Ponasˇanje proizvodnje elektricˇne energije iz hidroelektrana u 2014. godini
Uocˇljivo je nekoliko stvari:
• Prva cˇetiri mjeseca u godini postizˇu se manje vrijednosti u odnosu na ostale mjesece.
• Vrijednosti jako variraju, a skokovi su svugdje pristupni.
• Ne postoji nikakva vidljiva veza s cijenom elektricˇne energije na godisˇnjoj, tjednoj
ili dnevnoj razini.
Slicˇno kao za prije opisane podatke, za jedan dan postoji visˇe predvidanja koja su
napravljena na razlicˇite dane. Graf predvidenih i stvarnih vrijednosti dan je na slici 3.19.
Crnom linijom oznacˇene su stvarne vrijednosti, crvenom i plavom predvidanja naprav-
ljena dan, odnosno dva unaprijed. Predvidanja ne prate stvarne vrijednosti onoliko dobro
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Slika 3.19: Odnos predvidene i stvarne vrijednosti za kolovoz
koliko smo naucˇeni iz razmatranja prethodnih podataka. Vidljivo je da predvidanja pro-
izvodnje iz hidroelektrana nije lako tocˇno izvesti i zbog toga mogu predstavljati problem
kod predvidanja cijene elektricˇne energije.
3.8 Satna energija padalina
Energija padalina je vrijednost koja govori koliko se elektricˇne energije potencijalno mozˇe
dobiti proizvodnjom u hidroelektranama od kolicˇine padalina koja je pala na nekom po-
drucˇju u nekom trenutku. Podaci koji se koriste u ovom radu odnose se na cijelo podrucˇje
Njemacˇke u periodu od 7. 5. do 2. 12. 2014. godine za svaki sat. Mjerna jedinica je GWh,
jer se radi o potencijalnoj kolicˇini elektricˇne energije. S obzirom na to da se radi o poten-
cijalu padaline, vrijednosti se ne mogu egzaktno mjeriti. Umjesto toga koriste se podaci
o kolicˇini oborina, te se iz tih podataka procjenjuje potencijal padalina. Graf na slici 3.20
prikazuje sve podatke.
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Slika 3.20: Ponasˇanje energije padalina za period 7. 5. do 2. 12. podsjec´a na ponasˇanje
proizvodnje iz hidroelektrana
Pogled na graf 3.18 – proizvodnja elektricˇne energije iz hidroelektrana, otkriva jasnu
povezanost dviju znacˇajki. Povec´anje energije padalina rezultira povec´anjem proizvodnje
iz hidroelektrane i obrnuto, smanjenje energije padalina rezultira smanjenjem proizvodnje.
Na grafu je primjetno i da energija padalina jako varira, kao i sve druge znacˇajke do sada.
Ovakva povezanost znacˇajki medusobno, i s ciljnom vrijednosti, je pozˇeljna za optimalan
rad algoritma regresije potpornim vektorima.
Objasˇnjeno je kako se podatak o energiji padalina dobiva od podatka o kolicˇini pada-
lina. Kada radimo dan ili visˇe unaprijed, kolicˇina padalina nije poznata. Zato se koriste
modeli koji procjenjuju kolicˇinu padalina. Primjer iz svakodnevnog zˇivota su vremenske
prognoze. Ti procijenjeni podaci se onda unose u algoritam koji iz njih predvida energiju
padalina. Na slici 3.21 su cˇetiri grafa. Na svima su crnom bojom oznacˇene tocˇke koje od-
govaraju energiji padalina predvidenoj iz podatka o stvarnoj kolicˇini padalina. Predvidanja
koja su gore opisanim postupkom napravljena sat vremena unaprijed, prikazana su crve-
nom bojom. Preostale boje, plava, narancˇasta i ljubicˇasta odgovaraju predvidanjima na-
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pravljenima dvanaest, dvadeset cˇetiri i cˇetrdeset osam sati unaprijed.
Slika 3.21: Predvidanja energije padalina za kolovoz
Savrsˇenu podudarnost ima predvidanje napravljeno sat vremena unaprijed. Razlog
tome lezˇi u cˇinjenici da su predvidanja kolicˇine padalina za jedan sat unaprijed izrazito
tocˇna. Predvidanja napravljena visˇe sati unaprijed pokazuju odstupanja, sˇto je i ocˇekivano.
Naime, predvidanje kolicˇine padalina gubi na tocˇnosti sˇto se povec´ava razmak izmedu tre-
nutka predvidanja i trenutka za koji se predvidanje izvodi.
Poglavlje 4
Rad algoritma
4.1 Priprema podataka za rad
U obradi podataka primjetno je da postoje odredene inkonzistencije u podacima, poput
dostupnog vremenskog perioda i formata (satne ili dnevne vrijednosti). Zbog toga je prije
rada algoritma potrebno pripremiti podatke kako bi bili primjereni ulazu koji algoritam
ocˇekuje. Obavljene su sljedec´e radnje:
• U podacima postoje dvije anomalije: 30. 3. nedostaju podaci za dvadeset cˇetvrti sat, a
26. 10. postoji podatak za dvadeset peti sat. Pogledom na spomenute datume, mozˇe
se primijetiti da se radi o danima kada se vrijeme mijenjalo sa zimskog racˇunanja
na ljetno i obrnuto. U matematicˇkom izvodu regresije potpornim vektorima mnoge
jednadzˇbe koriste skalarni produkt vektora xTi xi. Ovo cˇini regresiju potpornim vek-
torima osjetljivom na odstupanja tipa jedan sat manje ili visˇe. Problem nedostajuc´eg
sata je rijesˇen tako da su svi sati iza dva sata ujutro pomaknuti za jedan sat unaprijed
sˇto je rezultiralo time da nedostaje zapis za drugi sat sˇto je i ispravno s obzirom na
to da se promjena sata izvodi tako da se sat pomicˇe s dva sata na tri sata. Podatak za
drugi sat je dodan kao aritmeticˇka sredina podataka za prvi i trec´i sat. Slicˇan postu-
pak je obavljen i za 26. 10. Svi podaci za sate iza dva sata su pomaknuti za jedan sat
unatrag sˇto je rezultiralo s dva zapisa za drugi sat 26. 10. Ovakav zapis odgovara po-
micanju sata s ljetnog na zimskog racˇunanje, kada se s tri sata kazaljka vrac´a na dva
sata. Jedinstveni podatak za dva sata je uzet kao aritmeticˇka sredina dvaju podatka
koji su postojali.
• Kod obrade cijene elektricˇne energije, primijec´en je obrazac kretanja u ovisnosti o
vikendima i praznicima. Algoritmu je potrebno pruzˇiti podatak o tome kakav je
odredeni dan. U tu svrhu dodana su tri nova svojstva: radni dan, vikend i praznik.
Sva tri svojstva imaju dvije moguc´e vrijednosti: 1 ako je dan odredenog svojstva, 0
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ako nije. Na primjer 6. 1. 2014. je bio praznik Sveta tri kralja pa on ima 0 na svojstvu
radni dan, 0 na svojstvu vikend i 1 na svojstvu praznik svojstvu. 19. 1. 2014. je bila
subota pa ima 0 na svojstvu radni dan, 1 na svojstvu vikend i 0 na svojstvu praznik.
Naravno, 22. 1. 2014. , obicˇan radni dan, ima 1 na svojstvu radni dan, 0 na svojstvu
vikend i svojstvu praznik.
• Nisu svi podaci dostupni u istom vremenskog razdoblju. Praznine u podacima nisu
dobre za rad algoritma, pa se mora odlucˇiti sˇto ucˇiniti s njima. Jedna opcija je do-
puniti nedostajuc´e podatke, na primjer aritmeticˇkom sredinom postojec´ih podataka
oko nedostajuc´eg. Druga opcija je odbaciti vremenske periode kojima neki podatak
nedostaje. Odabir koju opciju koristiti uvelike ovisi o ukupnoj kolicˇini podataka,
te mjestima na kojima nedostaju podaci. Podaci mogu nedostajati tako da ih do
odredenog datuma nema, zatim su dostupni svi te onda opet nedostaju neki. Na pri-
mjer, u podacima korisˇtenim u ovom radu, vrijednosti o cijeni elektricˇne energije su
dostupne od 1. 1. do 19. 11. 2014. , a za temperaturu od 27. 1. do 17. 11. 2014. U
ovom slucˇaju, mozˇe se koristiti najvec´i interval u kojem su podaci dostupni za sve
znacˇajke. Naravno, taj interval mozˇe sadrzˇavati jako malo podataka, te se tada mora
pristupiti dopunjavanju podataka. U ovom radu korisˇten je interval od 7. 5. do 11.
11. 2014. Donju granicu odreduje dostupnost podataka o energiji padalina, a gor-
nju proizvodnja iz konvencionalnih elektrana. To je rezultiralo s 4536 sati za koje
su dostupni svi podaci. Ovo je sasvim dovoljno za optimalan rad regresije potpor-
nim vektorima. Ukoliko najvec´i interval ne sadrzˇi dovoljno podataka, isti se moraju
nadopuniti. Kako c´e se nadopuniti ovisi o podacima, na primjer ako prate neku raz-
diobu, ta razdioba se mozˇe koristiti za nadopunu. Druga moguc´a situacija je da ne
postoji interval u kojem su dostupni podaci za sve znacˇajke. Tada je nadopunjavanje
obvezno i mora mu se pristupiti izuzetno oprezno zbog utjecaja koji c´e imati na rad
algoritma.
• Podaci o proizvodnji elektricˇne energije iz hidroelektrana su dostupni u dnevnom
formatu. Ostali podaci su dostupni u satnom, sˇto je i format na koji se cilja u ovom
radu, s obzirom na to kako se odreduje cijena elektricˇne energije na burzi koja posluje
po modelu trgovanja dan unaprijed. Iz tog razloga, dnevne vrijednosti podijeljene su
s dvadeset cˇetiri sata cˇime su pretvorene u satni format. U nekom drugom slucˇaju,
na primjer da se odreduje prosjecˇna dnevna cijena, bilo bi bolje satne vrijednosti
pretvoriti u dnevne.
Ispravno postupanje s podacima ovisi najvisˇe o njima i cilju rada algoritma. Ne postoji
univerzalno rjesˇenje kako raditi s podacima.
Rezultat svih ovih promjena je oblik podataka koje c´e algoritam koristiti. Oblik poda-
taka prikazan je u sljedec´oj tablici.
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Ime svojstva Format Mjerna jedinica
Sat u danu prirodni broj -
Radni dan {0, 1} -
Vikend {0, 1} -
Praznik {0, 1} -
Temperatura decimalan broj ◦C
Proizvodnja elektricˇne energije decimalan broj MWh
iz suncˇevih i fotonaponskih elektrana
Proizvodnja elektricˇne energije decimalan broj MWh
iz vjetroelektrana
Proizvodnja elektricˇne energije decimalan broj MWh
iz konvencionalnih elektrana
Proizvodnja elektricˇne energije decimalan broj GWh
iz hidroelektrana
Energija padalina decimalan broj GWh
Cijena elektricˇne energije decimalan broj e/MWh
4.2 Regresija potpornim vektorima
Svi podaci su zapisani u matrici, u kojoj jedan red odgovara zapisu podataka za jedan sat
u gore opisanom formatu. Iz Excel datoteke se ucˇitavaju korisˇtenjem programskog jezika
Python. Python ima odlicˇnu biblioteku Sklearn za strojno ucˇenje, koja sadrzˇi funkcije za
pretprocesiranje podataka, funkcije za optimizaciju modela, te implementaciju algoritama
strojnog ucˇenja.
Kao sˇto je recˇeno na kraju prvog poglavlja, prvi korak u radu s regresijom potpornim
vektorima je skaliranje podataka. U ovom radu korisˇtena je standardizacija (Z normaliza-




gdje je µ = 0, σ = 1. (4.1)
U tu svrhu je korisˇtena klasa StandardScaler () cˇiji je zadatak skalirati podatke na stan-
dardnu normalizaciju [2].
Sljedec´i korak koji se cˇesto provodi u strojnom ucˇenju je selekcija znacˇajki. Neki
problemi imaju jako puno znacˇajki, na primjer, problem odredivanja spola pisca iz cˇlanka
gdje se svaka rijecˇ spaja s brojem pojavljivanja u cˇlanku, to jest svaka rijecˇ predstavlja
znacˇajku. S obzirom na to da vec´i broj znacˇajki rezultira duljim radom algoritma, provodi
se selekcija. Racˇuna se korelacija izmedu svake znacˇajke i ciljne vrijednosti i biraju one s
vec´om korelacijom, a odbacuju one koje nemaju veliki utjecaj na tocˇnost. Koliko znacˇajki
odbaciti, a koliko ostaviti ovisi o podacima i najbolje se procjenjuje testiranjem. S obzirom
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na to da u ovom radu postoji deset znacˇajki, selekcija nije potrebna sa stajalisˇta brzine, ali
mozˇe pridonijeti tocˇnosti. Korisˇtena je Python-ova funkcija SelectKBest () za k = 5, to jest
korisˇteno je pet svojstava koja imaju najvec´u koreliranost s ciljnom vrijednosˇc´u [4] [1].
U prvom poglavlju je objasˇnjeno kako je izbor kernel-a jako bitan i da je najcˇesˇc´e
korisˇten RBF kernel (korisˇten i u ovom radu), definiran u [5],
K(xi, x j) = exp
(
−γ‖xi − x j‖
)
. (4.2)
Sljedec´i korak opisan u prvom poglavlju bio je odabir optimalnih parametara. Iz defi-
nicije RBF kernal-a ocˇito je da γ parametar moramo zadati. γ govori koliko daleko sezˇe
utjecaj pojedinog primjera. S obzirom na to da su potporni vektori izrazito bitni u regre-
siji potpornih vektora, bitno je koliki utjecaj imaju, sˇto regresiju cˇini jako osjetljivom na
parametar γ. Ukoliko je γ prevelik, doc´i c´e do prevelike prilagodbe, a ukoliko je premali,
do premale prilagodbe. Osim γ, zadaje se i parametar C. C je parametar koji odreduje
koliko algoritam mora tocˇno raditi na primjerima za trening. Vec´a vrijednost parametra
C c´e rezultirati boljim radom na trening setu, ali mozˇe dovesti do prevelike prilagodbe.
Male vrijednosti parametra C mogu dovesti do premale prilagodbe. Odabir optimalnih
parametara obavlja se testiranjem. Pomoc´ pri testiranju mozˇe biti Python-ova funkcija
GridSearchCV koja prima niz vrijednosti za parametre γ i C, te vrac´a najbolje. S obzirom
na to da se ne mozˇe testirati cijeli R, vec´inom se koriste potencije broja 10. Nakon prona-
laska optimalnih parametara funkcijom GridSearchCV(), preporucˇljivo je rucˇno pretrazˇiti
prostor oko vrac´enih parametara [3]. U ovom radu korisˇten je upravo opisani postupak.
Dobiveni parametri korisˇteni su u regresiji potpornim vektorima. Regresija je prove-
dena klasom SVR() u kojoj je implementirana regresija potpornim vektorima koja je opi-
sana u prvom poglavlju. U sljedec´em poglavlju bit c´e prezentirani rezultati rada algoritma.
Poglavlje 5
Rezultati
Prije prezentacije rezultata slijede definicije dviju mjera koje su korisˇtene za evaluaciju
rezultata.
R2 = 1 − Var(~Y − ~ˆY)
Var(~Y)
(5.1)




∣∣∣∣∣∣∣ ~Y − ~ˆY~Y
∣∣∣∣∣∣∣ (5.2)
Obje definicije su preuzete iz [13]. MAPE je postotna mjera pogresˇke.
Prvi korak je bilo skaliranje podataka na prije opisan nacˇin. U jednom slucˇaju je za-
tim provedeno trazˇenje optimalnih parametara, a u drugom je prvo provedena selekcija
znacˇajki. Funkcija SelectKBest () je odabrala sljedec´ih pet znacˇajki:
• sat u danu
• radni dan
• vikend
• proizvodnja elektricˇne energije iz vjetroelektrana
• proizvodnja elektricˇne energije iz konvencionalnih elektrana.
Funkcija GridSearchCV() korisˇtena je za nalazˇenje najboljih parametara C i γ takvih da
je C ∈ {10−2, 10−1, 100, 101, 102, 103, 104, 105, 106} i γ ∈ {10−3, 10−2, 10−1, 100, 101, 102, 103}.
Zanimljivo je da je GridSearchCV() odabrao iste parove parametara kao optimalne u slucˇaju
kad je proveden na svim znacˇajkama i u slucˇaju kad je proveden nakon selekcije. Radi se
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U slucˇaju bez selekcije R2 = 0.6735, a u slucˇaju sa selekcijom R2 = 0.6201. Ovo su zado-
voljavajuc´e vrijednosti za R2, s obzirom na to da male vrijednosti ukazuju na to da model
nije dovoljno istreniran, a velike da postoji prevelika prilagodba. Oba slucˇaja zˇelimo iz-
bjec´i. U ovom trenutku nije moguc´e procijeniti koji model bi mogao dati bolje rezultate.
Sljedec´i korak je rucˇno pretrazˇivanje parametara. Korisˇtena je postotna mjera pogresˇke
i izgled grafa. Slucˇajnim odabirom je odabrano deset posto primjera koji su odvojeni od
ostalih. Na preostalim primjerima je model treniran, a na odvojenima testiran. Da bi se
osigurala tocˇnost, ovaj korak je proveden deset puta za svaki isprobani par parametara. Za
situaciju bez selekcije pronadeni su parametri C = 13000 i γ = 9.9999999999999995e−03,
za koje je prosjecˇna postotna mjera pogresˇke MAPE = 15.37 %.
Na slici 5.1 prikazan je graf koji je dobiven u jednoj od iteracija za optimalne parametre
s MAPE = 10.04 %.
Slika 5.1: Usporedba stvarnih i predvidenih cijena, model bez selekcije
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Crvenom bojom su oznacˇene stvarne vrijednosti, a plavom predvidene. Vidljivo je
da model prati varijacije cijene. Za situaciju kada je selekcijom odabrano pet svojstava,
pronadeni su parametri C = 14000 i γ = 9.9999999999999995e−03, za koje je prosjecˇna
vrijednost postotne mjere pogresˇke MAPE = 17.38 %. Graf dobiven u ovoj situaciji je
prikazan na slici 5.2, MAPE = 13.94 %.
Slika 5.2: Usporedba stvarnih i predvidenih cijena, model sa selekcijom
Posljednji korak je ukljucˇivao treniranje modela na optimalnim parametrima na svim
podacima za koje postoje stvarne vrijednosti. S obzirom na to da su modeli poprilicˇno
slicˇni, ovaj korak je proveden na oba modela. Stvarni podaci su dostupni od 7. 5. do 11.
11. 2014. , ukljucˇujuc´i i taj dan. Od modela c´e se trazˇiti predvidanje cijene elektricˇne
energije za tjedan koji slijedi nakon dostupnih podataka za ucˇenje. Radi se o tjednu 12.
11. do 19. 11. 2014. sˇto rezultira sa 192 testna primjera. Za svaki sat u tom tjednu podaci
o znacˇajkama dostupni dan unaprijed, znacˇi radi se o predvidanjima, slozˇeni su u format
koji model ocˇekuje. Na temelju tih podataka model je predvidao cijene elektricˇne energije.
Model bez selekcije je dao rezultat MAPE = 19.08 %. Na slici 5.3 vidljiva je usporedba
kretanja stvarnih (crvena boja) i predvidenih (plava boja) vrijednosti.
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Slika 5.3: Predvidanje cijene, model bez selekcije
Primjec´ujemo da model radi veliku gresˇku nesˇto prije stotog primjera sˇto odgovara
danu 15. studenom navecˇer.
Najbolji rezultat je postignut radom modela sa selekcijom, MAPE = 14.14 % sˇto je
prikazano na slici 5.4.
Iz grafa je vidljivo da predvidanja napravljena od strane modela, lijepo prate stvarne vri-
jednosti. Model regresije potpornim vektorima s parametrima γ = 9.9999999999999995e−03
i C = 14000 naucˇio je predvidati cijenu elektricˇne energije na zadovoljavajuc´oj razini.
Prilikom obrade znacˇajka, promatrali smo odnos stvarnih i predvidenih vrijednosti
znacˇajka. Postavili smo pitanje: hoc´e li netocˇnost predvidanja imati utjecaj na rad al-
goritma? Jedan nacˇin kako to mozˇemo provjeriti je da za isti trenutak algoritmu pruzˇimo
stvarne podatke i podatke predvidene dan unaprijed i vidimo kako c´e se algoritam ponasˇati.
Model sa selekcijom, te parametrima C = 14000 i γ = 9.9999999999999995e−03 treniran
je na stvarnim podacima do datuma 4. 11. 2014., iskljucˇujuc´i taj datum. Zatim su mu dani
stvarni podaci o znacˇajkama od datuma 4. 11. 2014. do 11. 11. kako bi predvidio cijenu
elektricˇne energije. Za isti period, model je predvidio cijenu elektricˇne energije na po-
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Slika 5.4: Predvidanje cijene, model sa selekcijom
dacima predvidenima dan unaprijed. U prvom slucˇaju, MAPE = 16.34 %, a u drugom
MAPE = 16.56 %. Ovaj rezultat ukazuje da predvideni podaci o znacˇajkama ne utjecˇu
mnogo na rad algoritma.
Na grafu na slici 5.5 crvenom su bojom prikazane stvarne cijene elektricˇne energije,
plavom cijene predvidene temeljem stvarnih podataka i zelenom cijene predvidene teme-
ljem predvidenih podataka za svaki sat od 4. 11. 2014. do 11. 11. 2014. Vidljivo je da se
predvidanja dobivena temeljem stvarnih i predvidenih podataka razlikuju, ali u prosjeku
imaju podjednake gresˇke.
Razlog predvidanja cijene elektricˇne energije bio je stvaranje strategije trgovanja. Kao
sˇto je objasˇnjeno u drugom poglavlju, izrada strategije ovisi o ulozi pojedinca na trzˇisˇtu,
njegovim moguc´nostima i ogranicˇenjima. U svrhu ovog rada, pretpostavit c´emo sljedec´u
situaciju: broker zˇeli trgovati elektricˇnom energijom. Mozˇe kupovati i prodavati. Nema
ogranicˇenja na kolicˇinu kojom trguje, ali na kraju dana ne smije imati neku kolicˇinu elek-
tricˇne energije u svojem vlasnisˇtvu (jer mu ne treba). Takoder ne smije se dogoditi da
proda elektricˇnu energiju nekome, a ne isporucˇi je. Dakle, na kraju dana, ukupna kolicˇina
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Slika 5.5: Predvidanja dobivena temeljem stvarnih i predvidenih podataka se ne razlikuju
mnogo
elektricˇne energije koju kupi i proda mora dati nulu. Pretpostvimo da broker ima sljedec´u
strategiju.
• Kada stvarna cijena bude deset posto manje od predvidene, broker kupuje 50 MW
elektricˇne energije.
• Kada stvarna cijena bude deset posto vec´a od predvidene, broker prodaje svu kolicˇinu
elektricˇne energije koju je kupio. Ukoliko u tom trenutku josˇ nije kupio elektricˇnu
energiju, broker prodaje 50 MW elektricˇne energije koju c´e kasnije kupiti.
• Zadnji sat u danu, broker cˇini poravnanje. Ukoliko je prodao elektricˇnu energiju koju
nema, kupuje ju, a ukoliko je kupio elektricˇnu energiju koju nije prodao, prodaje ju.
Dodatna pretpostavka u ovom primjeru je da uvijek postoji netko spreman trgovati s broke-
rom. Pogledajmo kako bi izgledalo ovo trgovanje za dan 12. 11. korisˇtenjem predvidanja
sa slike 5.4.
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• U jedan sat stvarna vrijednost je 25.14e/MWh, a predvidena 26.37e/MWh. Stvarna
cijena je 95.33 % predvidene cijene, to jest stvarna cijena je 4.67 % manja od
predvidene, pa po strategiji, broker ne radi nisˇta.
• U dva sata stvarna vrijednost je 22.15 e/MWh, a predvidena 26.18 e/MWh. Stvarna
cijena je 84.6 % predvidene, to jest, stvarna cijena je 15.4 % manja od predvidene, pa
po strategiji, broker kupuje 50 MW elektricˇne energije. Ukupna cijena trgovanja je
1107.5e, sˇto znacˇi da je novcˇano stanje brokera −1107.5e i ima 50 MW elektricˇne
energije koju kasnije mozˇe prodati.
• U tri sata stvarna vrijednost je 18.28 e/MWh, a predvidena 26.58 e/MWh. Stvarna
cijena je 68.77 % predvidene cijene, sˇto znacˇi da broker kupuje 50 MW elektricˇne
energije. Ukupna cijena trgovanja je 914e, cˇime je novo novcˇano stanje brokera
−2021.5e i ima 100 MW elektricˇne energije.
• U cˇetiri sata stvarna vrijednost je 14.6e/MWh, a predvidena 27.11e/MWh. Stvarna
cijena je 53.85 % predvidene cijene, te, po strategiji, broker kupuje 50 MW elektricˇne
energije. S obzirom na to da je ukupna cijena trgovanja 730e, novo novcˇano stanje
brokera je −2751.5e i ima 150 MW elektricˇne energije.
• U pet sati stvarna vrijednost je 19.92 e/MWh, a predvidena 28.1 e/MWh. Stvarna
cijena je 70.88 % predvidene cijene, to jest stvarna cijena je 29.12 % manja od
predvidene, pa broker kupuje 50 MW elektricˇne energije. Ukupna cijena trgova-
nja je 996e, te je novo novcˇano stanje brokera −3747.5e. Trenutno broker ima 200
MW elektricˇne energije dostupne za trgovanje.
• U sˇest sati stvarna vrijednost je 24.73 e/MWh, a predvidena 31.07 e/MWh. Stvarna
cijena je 79.59 % predvidene cijene, sˇto znacˇi da broker kupuje 50 MW elektricˇne
energije. Ukupna cijena trgovanja je 1236.5e, te je novo novcˇano stanje brokera
−4984e. Trenutno broker ima 250 MW elektricˇne energije dostupne za trgovanje.
• U sedam sati stvarna vrijednost je 32.38 e/MWh, a predvidena 39.34 e/MWh.
Stvarna cijena je 82.3 % predvidene cijene, te, po strategiji, broker kupuje 50 MW
elektricˇne energije. S obzirom na to da je ukupna cijena trgovanja 1619e, novo
novcˇano stanje brokera je −6603e i ima 300 MW elektricˇne energije.
• U osam sati stvarna vrijednost je 46.68e/MWh, a predvidena 46.01e/MWh. Stvarna
cijena je 101.45 % predvidene cijene, te, po strategiji, broker ne radi nisˇta. Ostaje
staro novcˇano stanje −6603e i 300 MW elektricˇne energije.
• Od devet sati pa do osamnaest sati, stvarna vrijednost je unutar deset posto od
predvidene vrijednosti sˇto, po strategiji, znacˇi da broker ne radi nisˇta, te se njegovo
novcˇano stanje i kolicˇina elektricˇne energije za trgovanje ne mijenjaju.
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• U devetnaest sati stvarna vrijednost je 68.13 e/MWh, a predvidena 57.67 e/MWh.
Stvarna cijena je 118.13 % predvidene cijene, to jest 18.13 % vec´a od predvidene
vrijednosti sˇto znacˇi da broker prodaje svu kolicˇinu elektricˇne energije koju ima na
raspolaganju, znacˇi 300 MW. Ukupna vrijednost trgovanja je 20439e sˇto znacˇi da
je novo novcˇano stanje brokera 13836e. Visˇe nema elektricˇne energije.
• U dvadeset sati stvarna vrijednost je 57.81 e/MWh, a predvidena 50.83 e/MWh.
Stvarna cijena je 113.73 % predvidene cijene, sˇto znacˇi da broker prodaje. S obzirom
na to da nema elektricˇne energije na raspolaganju, prodaje samo 50 MW. Ukupna
vrijednost trgovanja je 2890.5e, pa je novo novcˇano stanje brokera 16726.5e. Sada
mu nedostaje 50 MW elektricˇne energije koju c´e morati kupiti do kraja dana.
• U dvadeset jedan sat stvarna vrijednost je 49.51e/MWh, a predvidena 51.39e/MWh,
to jest stvarna cijena je 96.34 % predvidene cijene, sˇto, po strategiji, znacˇi da broker
ne radi nisˇta.
• U dvadeset dva sata stvarna vrijednost je 42.5 e/MWh, a predvidena 47 e/MWh, to
jest stvarna cijena je 90.42 % predvidene cijene, sˇto, po strategiji, znacˇi da broker ne
radi nisˇta.
• U dvadeset tri sata stvarna vrijednost je 34.39 e/MWh, a predvidena 43.22 e/MWh,
sˇto znacˇi da je stvarna vrijednost 79.56 % predvidene i broker kupuje 50 MW. Vri-
jednost trgovanja je 1719.5e cˇime je novo novcˇano stanje brokera 15007e i nema
elektricˇne energije za prodaju niti je duzˇan kupiti ju.
• U dvadeset cˇetiri sata, po strategiji broker treba kupiti ili prodati elektricˇnu energiju,
ovisno o tome u kojem je stanju. S obzirom na to da broker u ovom primjeru nema
kupljene, a ne prodane elektricˇne energije ili prodane, a ne kupljene, nema potrebe
za poravnavanjem. Na kraju dana brokerova dobit je 15007e.
Na primjeru ove strategije, vidljivo je da rezultati predvidanja cijene elektricˇne energije
mogu posluzˇiti u planiranju i optimizaciji trgovanja elektricˇnom energijom.
Poglavlje 6
Zakljucˇak
Za potrebe ovog diplomskog rada, razraden je primjer predvidanja cijene elektricˇne ener-
gije u Njemacˇkoj korisˇtenjem metode potpornih vektora. Motivacija iza ovog rada bila je
pokazati moguc´nosti strojnog ucˇenja opc´enito, a posebno metode potpornih vektora u pri-
mjeni u stvarnom, svakodnevnom zˇivotu. Podaci u radu dobiveni su od tvrtke Petrol d.o.o.,
koja ih koristi u svakodnevnom poslovanju i temeljem njih vlastitim modelima predvida
cijenu elektricˇne energije, pokusˇavajuc´i time poboljsˇati dosadasˇnje poslovanje. Korisˇteni
su podaci o cijeni elektricˇne energije, temperaturi zraka, proizvodnji elektricˇne energije
iz suncˇevih i fotonaponskih elektrana, vjetroelektrana, konvencionalnih elektrana iznad
100 MW instalirane snage, hidroelektrana, te energiji padalina.
Analizom dostupnih podataka, primijec´eni su odredeni obrasci. Vrijednosti svih poda-
taka veoma variraju, te su zabiljezˇeni mnogi skokovi. Kod cijene elektricˇne energije vidljiv
je obrazac pada vrijednosti u ljetnim mjesecima, vikendima, praznicima, te noc´u. Slicˇni
su obrasci primijec´eni i kod temperature koja ima pad vrijednosti u zimskim mjesecima, te
proizvodnji iz konvencionalnih izvora koja pokazuje iste obrasce kao cijena. Proizvodnja
elektricˇne energije iz suncˇevih i fotonaponskih elektrana prestaje noc´u, raste do podneva,
te zatim pada. Kod cijene elektricˇne energije prisutan je i poseban fenomen, postizanje
negativnih vrijednosti sˇto nije ocˇekivano s obzirom na to da negativne vrijednosti cijene
nisu pojava u svakodnevnom zˇivotu. Proizvodnja iz hidroelektrana pokazuje posljedicˇnu
vezu s energijom padalina. Predvidanja za sve znacˇajke dosta dobro prate stvarne vrijed-
nosti. Netocˇnost se povec´ava kako se povec´ava razlika izmedu trenutka kada je predvidanje
napravljeno i trenutka za koje je napravljeno.
Vremenski raspon znacˇajki se razlikuje pa je u stvaranju modela korisˇten najvec´i raspon
u kojem su podaci za sve znacˇajke dostupni na satnoj razini od 7. 5. do 11. 11. Za potrebe
validacije modela korisˇteni su predvideni podaci o znacˇajkama za tjedan od 12. 11. do 19.
11.
Izradena su dva modela korisˇtenjem metode potpornih vektora za regresiju: prvi korisˇ-
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tenjem svih znacˇajki, te drugi korisˇtenjem pet znacˇajki s najvec´om korelacijom s ciljnom
vrijednosˇc´u, u ovom slucˇaju, cijenom elektricˇne energije. Regresija je korisˇtena s obzirom
na to da je cijena, po svojoj prirodi, funkcijska vrijednost. Oba modela su pokazala zado-
voljavajuc´e performanse, s rezultatima postotne mjere pogresˇke 19.08 % za model sa svim
znacˇajkama i 14.14 % za model sa selekcijom na tjednu za validaciju. Na temelju rezultata
predvidanja modela sa selekcijom, uspjesˇno je izradena strategija trgovanja koja rezultira
zaradom. Sve ovo ukazuje da prikazan pristup mozˇe biti korisˇten u trgovanju elektricˇnom
energijom.
Prostora za unaprjedenje modela ima. Za pocˇetak, dublja analiza trzˇisˇta elektricˇnom
energijom mogla bi rezultirati otkrivanjem novih vazˇnih podataka koji bi se koristili u iz-
radi modela. Takoder, podrobnija analiza znacˇajki i njihovih medusobnih veza ukazala
bi na odabir koje znacˇajke koristiti prilikom treniranja modela, a koje odbaciti. U ovom
radu korisˇten je kernel RBF, ali mogli bi se isprobati i drugi kernel-i, te se usporediti dobi-
veni rezultati. Skaliranje je josˇ jedan korak u kojem se mogu isprobati druge moguc´nosti,
vec´ spomenuto skaliranje na intervale [0, 1] i [−1, 1], ali i druga skaliranja. Ne mozˇe se
unaprijed znati koliko je znacˇajki najbolje odabrati. U ovom radu su napravljena dva mo-
dela, na svim znacˇajkama i na njih pola, ali svaki drugi broj znacˇajki takoder mozˇe biti
isproban, te rezultati takvog modela usporedeni s rezultatima ostalih modela. Naposljetku,
ostaje problem optimalnih parametara. S obzirom na to da je nemoguc´e pretrazˇiti cijeli
R, ovdje uvijek ostaje moguc´nost unaprjedenja. Prosˇirenje skupa iz kojih se odabiru opti-
malni parametri, ima potencijal unaprijedenja modela. Takoder, ranije je spomenuto da je
velika vrijednost R2 mjere rezultat prevelike prilagodbe modela. Nije lako odrediti sˇto je
velika vrijednost R2. U ovom radu su modeli, koji su sluzˇili kao pocˇetna tocˇka za rucˇno
pretrazˇivanje parametara, imali R2 = 0.6735 i R2 = 0.6201. Ostaje pitanje bi li model s
manjom vrijednosˇc´u R2, na primjer s vrijednosˇc´u iz intervala [0.5, 0.6], dao bolje rezultate.
Ovo je josˇ jedna moguc´nost unaprijedenja modela.
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Poglavlje 7
Prilozi
7.1 Kod za unos i obradu podataka
import pandas as pd
import numpy as np
from s k l e a r n import svm , g r i d s e a r c h ,
c r o s s v a l i d a t i o n , p r e p r o c e s s i n g
from s k l e a r n . f e a t u r e s e l e c t i o n import S e l e c t K B e s t , f r e g r e s s i o n
# unos poda taka
df = pd . r e a d e x c e l ( ’ Po dac i . x l s x ’ )
d a t a = df . a s m a t r i x ( )
# o d v a j a n j e c i j e n e u poseban s t u p a c i o d v a j a n j e z n a c a j k i
# u posebnu m a t r i c u
Y = d a t a [ : , 1 0 ]
X = d a t a [ : , [ 0 , 1 , 2 , 3 , 4 , 5 , 6 , 7 , 8 , 9 ] ]
# s t a n d a r d n o s k a l i r a n j e
s c a l e r X = p r e p r o c e s s i n g . S t a n d a r d S c a l e r ( )
s c a l e r Y = p r e p r o c e s s i n g . S t a n d a r d S c a l e r ( )
X = s c a l e r X . f i t t r a n s f o r m (X)
Y = s c a l e r Y . f i t t r a n s f o r m (Y)
# s e l e k c i j a z n a c a j k i
s e l e c t o r = S e l e c t K B e s t ( f r e g r e s s i o n , k =5)
s e l e c t o r . f i t (X,Y)
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X = s e l e c t o r . t r a n s f o r m (X)
7.2 Kod za pronalazak optimalnih parametara
# p a r a m e t r i za t e s t i r a t i
C range = 1 0 . 0 ∗∗ np . a r a n g e ( −2 , 6 )
gamma range = 1 0 . 0 ∗∗ np . a r a n g e ( −3 , 3 )
p a r a m g r i d = { ’C ’ : C range , ’gamma ’ : gamma range }
# s v r
s v r = svm . SVR ( )
# o d a b i r o p t i m a l n i h parametara f u n k c i j o m GridSearchCV
g r i d = g r i d s e a r c h . GridSearchCV ( svr , p a r a m g r i d , s c o r i n g = ’ r2 ’ )
g r i d . f i t (X,Y)
g r i d . b e s t e s t i m a t o r
g r i d . b e s t s c o r e
# rucno t r a z e n j e o p t i m a l n i h parametara
# d e f i n i c i j a MAPE
def m e a n a b s o l u t e p e r c e n t a g e e r r o r ( y t r u e , y p r e d ) :
sum = 0
f o r i in range ( 0 , l e n ( y t r u e ) ) :
sum = sum + np . abs ( ( y p r e d [ i ]− y t r u e [ i ] ) / y t r u e [ i ] )
r e s u l t = sum / l e n ( y t r u e )
re turn r e s u l t
# r a z d v a j a n j e poda taka na s e t za t r e n i r a n j e i s e t za t e s t i r a n j e
X t r a i n , X t e s t , Y t r a i n , Y t e s t =
c r o s s v a l i d a t i o n . t r a i n t e s t s p l i t (X, Y, t e s t s i z e =0 . 1 )
# s t v a r a n j e modela sa zadanim parametr ima
s v r = svm . SVR(C=14000 .0 , c a c h e s i z e =200 , c o e f 0 =0 .0 , d e g r e e =3 ,
e p s i l o n =0 .1 , gamma=9.9999999999999995 e−03 , k e r n e l = ’ r b f ’ ,
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m a x i t e r =−1, s h r i n k i n g =True , t o l =0 .001 , v e r b o s e=F a l s e )
# t r e n i r a n j e modela
s v r = s v r . f i t ( X t r a i n , Y t r a i n )
# model p r e d v i d a
Y pred = s v r . p r e d i c t ( X t e s t )
# v a l i d a c i j a modela
Y t e s t = s c a l e r Y . i n v e r s e t r a n s f o r m ( Y t e s t )
Y pred = s c a l e r Y . i n v e r s e t r a n s f o r m ( Y pred )
m e a n a b s o l u t e p e r c e n t a g e e r r o r ( Y t e s t , Y pred )
7.3 Kod za testiranje modela
# unos poda taka za p r e d v i d a n j e
dfp = pd . r e a d e x c e l ( ’ P r e d v i d a n j e . x l s x ’ )
d a t a P r e d = dfp . a s m a t r i x ( )
# o d v a j a n j e c i j e n e u poseban s t u p a c i o d v a j a n j e z n a c a j k i
# u posebnu m a t r i c u
YPred = d a t a P r e d [ : , 1 0 ]
XPred = d a t a P r e d [ : , [ 0 , 1 , 2 , 3 , 4 , 5 , 6 , 7 , 8 , 9 ] ]
# s k a l i r a n j e p r i j e d e f i n i r a n i m s k a l i r a n j e m
XPred = s c a l e r X . t r a n s f o r m ( XPred )
YPred = s c a l e r Y . t r a n s f o r m ( YPred )
# s e l e k c i j a p r i j e d e f i n i r a n i m s e l e k t o r o m
XPred = s e l e c t o r . t r a n s f o r m ( XPred )
# p r i j e d e f i n i r a n model p r e d v i d a
YSVR = s v r . p r e d i c t ( XPred )
# v a l i d a c i j a modela
YSVR = s c a l e r Y . i n v e r s e t r a n s f o r m (YSVR)
YPred = s c a l e r Y . i n v e r s e t r a n s f o r m ( YPred )
m e a n a b s o l u t e p e r c e n t a g e e r r o r ( YPred , YSVR)
Sazˇetak
”Strojno ucˇenje jest programiranje racˇunala na nacˇin da optimiziraju neki kriterij uspjesˇnosti
temeljem podatkovnih primjera ili prethodnog iskustva” [7]. Najvazˇniji teorem strojnog
ucˇenja je PAC teorem koji kazˇe: ukoliko model radi dovoljno dobro na vec´ini primjera,
onda je vjerojatno dovoljno dobar. Model strojnog ucˇenja trenira se na primjerima za
trening, na kojima se pokusˇava postic´i optimalna prilagodba. Zˇele se izbjec´i premala pri-
lagodba (kada model ne radi tocˇno ni na primjerima za treniranje) i prevelika prilagodba
(kada model savrsˇeno radi na primjerima za testiranje, ali na novim primjerima grijesˇi).
Metoda potpornih vektora, koju je sˇezdesetih godina prosˇlog stoljec´a stvorio Vladimir
Vapnik, nije se previsˇe koristila sve do 1992. godine, kada su Isabelle Guyon, Bernhard
Boser i Vladimir Vapnik uveli nelinearni klasifikator koristec´i tzv. kernel trik. Verziju
za regresiju predlozˇili su 1997. godine Vladimir Vapnik, Harris Drucker, Chris Burges,
Linda Kaufman i Alex Smola. Metoda potpornih vektora temelji se na teoriji statisticˇkog
ucˇenja koja nastoji minimizirati rizik i kompleksnost modela. U metodi potpornih vektora
spomenuto se pokusˇava postic´i pronalaskom optimalne razdvajajuc´e hiperravnine (one s
najmanjom udaljenosˇc´u izmedu hiperravnine i njoj najblizˇih primjera, potpornih vektora).
U situaciji kada problem nije razdvojiv ili je vrijeme trazˇenja optimalne hiperravnine pre-
dugo, tocˇke se mapiraju u prostor visˇe dimenzije od originalne sˇto se naziva kernel trik, a
preslikavanje kernel.
Burza je organizirano i centralizirano mjesto trgovanja gdje prodavatelji i kupci ano-
nimno predaju svoje ponude za prodaju, odnosno kupnju. Iz svih primljenih ponuda za
prodaju i kupnju, formiraju se krivulje ponude i potrazˇnje. Trzˇisˇna cijena i kolicˇina kojom
se trguje odreduju se presjekom tih dviju krivulja. Strategija trgovanja elektricˇnom energi-
jom zapocˇinje pronalaskom modela koji sˇto preciznije predvida cijene elektricˇne energije
i ovisi o ulozi na trzˇisˇtu.
U ovom radu obraden je primjer izrade strategije trgovanja elektricˇnom energijom u
Njemacˇkoj korisˇtenjem metode potpornih vektora. Pritom korisˇteni podaci sastoje se od
sljedec´ih znacˇajki: satna temperatura, satna proizvodnja elektricˇne energije iz suncˇevih i
fotonaponskih elektrana, satna proizvodnja iz vjetroelektrana, satna proizvodnja iz konven-
cionalnih elektrana iznad 100 MW instalirane snage, dnevna proizvodnja elektricˇne ener-
gije iz hidroelektrana i satna energija padalina, te ciljne vrijednosti: satna cijena elektricˇne
energije. Svi podaci pokazuju varijacije s visˇe ili manje izrazˇenim skokovima. Obrasci
na godisˇnjoj, tjednoj i dnevnoj razini primijec´eni su kod cijene elektricˇne energije, tem-
perature, proizvodnje iz suncˇevih i fotonaponskih elektrana, vjetroelektrana, te konvenci-
onalnih elektrana. Takoder je primijec´ena veza izmedu proizvodnje elektricˇne energije iz
hidroelektrana i energije padalina.
Priprema podataka i rad algoritma proveden je funkcijama i klasama programskog je-
zika Python. Podaci od 7. 5. do 11. 11. 2014. godine korisˇteni su za treniranje modela,
dok je model validiran na podacima od 12. 11. do 19. 11. 2014. Najbolji rezultat postignut
je modelom sa selekcijom i parametrima C = 1400 i γ = 9.9999999999999995e−03. Kod
tog modela, postotna mjera pogresˇke na testnom tjednu je MAPE = 14.14 %. Na temelju
predvidenih podataka modela, moguc´e je stvoriti strategiju koja c´e poboljsˇati trgovanje.
Primjer jedne strategije pokazan je u radu na predvidanjima modela za dan 12. 11. 2014.
Summary
Machine learning is the theory of programming computers so that they optimize certain
success criteria regarding data examples or previous experience [7]. The most important
theorem for machine learning is the PAC theorem that says: if a model does well enough on
most examples, it is probably good enough. Machine learning model is trained on training
examples, in which it is tried, to achieve optimal adjustment. An attempt is made to avoid
underfitting, (when the model does poorly on training examples), and overfitting, (when
the model does perfectly on training examples, but makes mistakes on new examples).
Support Vectors Machine was created by Vladimir Vapnih in 1960’s, but was not used
until 1992, when Isabelle Guyon, Bernhard Boser and Vladimir Vapnik introduced nonli-
near classifier using the kernel trick. Regression version was proposed in 1997, by Vla-
dimir Vapnik, Harris Drucker, Chris Burges, Linda Kaufman and Alex Smola. Statistical
learning theory seeks to minimize the risk and complexity of the model. Support vectors
machine is based on statistical learning theory. In support vectors machine, the minimiza-
tion of the risk and complexity of the model is aimed by finding optimal separating hyper
plane. Optimal hyper plane is the one with smallest distance between hyper plane and
support vectors. In situations when data is not separable or time to discover optimal hyper
plane is too long, kernel trick is used: points are mapped to higher dimensional space than
original.
The marketplace is an organized and centralized place of trading, where sellers and
buyers present their offers. Lines of supply and demand are created considering all rece-
ived offers. Market price and quantity for trading, are determined upon intersection of the
supply and demand line. Trading strategy begins by seeking a model with the most preci-
sion in predicting market price of electric energy, and it differs regarding trader role on the
market.
This thesis elaborates the example of the strategy development of electricity trading in
Germany by using the support vectors machine. Data used are: temperature, production
of electric energy from solar power plants, production of electric energy from wind power
plants, production of electric energy from conventional power plants over 100 MW output
power, production of electric energy from hydro power plants, energy of precipitation, and
price of electric energy measured in hourly time intervals. All data have variations with
extreme jumps between values. Annually, weekly and daily patterns are shown in the price
of electric energy and temperature. Similar patterns are seen in the production of electric
energy from solar power plants, wind power plants, and from conventional power plants.
There is a distinct connection between the production of electric energy from hydro power
plants, and the energy of precipitation.
Functions and classes of programming language Python were used for data preparation
and algorithm implementation. Data from 7. 5. to 11. 11. 2014 were used for training of
model, and data from 12. 11. to 19. 11. 2014 were used for model validation. Model with
selection, C = 1400 and γ = 9.9999999999999995e−03 gave the best results with mean
absolute percentage error 14.14 %. It is possible to create a strategy of electricity trading
based on data produces by described model. Example of one such strategy is given in this
thesis for 12. 11. 2014.
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