Abstract. An asymptotic-induced scheme for nonstationary transport equations with the di usion scaling is developed. The scheme works uniformly for all ranges of mean free paths. It is based on the asymptotic analysis of the di usion limit of the transport equation.
1. Introduction. Transport equations are used to describe many physical phenomena. Some of the best known examples are neutron transport, radiative transfer equations, semiconductors or gas kinetics. The situation for small mean free paths is mathematically described by an asymptotic analysis. Depending on the transport equation and on the kind of scaling, di erent limit equations are obtained. For example the gas kinetic equations may lead to Euler or (in)compressible Navier Stokes equations. The limit equation for small mean free paths of radiative transfer, neutron transport, or semiconductor equations is the di usion and the drift-di usion equation, respectively. We refer to 3, 4, 12, 18, 20, 28] and 2, 6, 8, 10] .
The main problem for numerical work on transport equations in these regimes is the sti ness of the equations for small mean free paths. For standard numerical schemes one has to use a very ne and expensive discretization with a discretization size depending on the mean free path. Moreover, in general a full resolution of the relaxation process is not necessary. The general aim is to develop numerical schemes working uniformly for di erent regimes. In particular, the discretization size should be independent of the mean free path. In recent years there has been a lot of work on numerical methods for kinetic equations in sti regimes. For example, stationary transport equations in the di usion limit have been considered, e.g., in 14, 15, 22, 21] . Nonstationary kinetic equations with a scaling leading to rst order hydrodynamic equations like the Euler equation are treated in 7, 9] . Usually for the latter case a fractional step method with a semi-implicit treatment of the equations is used. For general work on implicit methods for transport equations we refer to 27] and references therein. We mention here also work on implicit methods for the full Boltzmann equation, see 5] . Moreover, the relaxation limit of transport equations may be used to develop schemes for the hydrodynamic equations themselves. These schemes have been developed by many authors. For a recent general approach to these so called relaxed or kinetic schemes we refer to 16] .
The present work considers a scheme for nonstationary transport equations with a scaling leading to the di usion equation as the limit equation. The di erent space time scalings involved in the problem are treated in a proper way. We use the standard perturbation procedure leading from the transport to the di usion equation.
FB Mathematik, University of Kaiserslautern, 67663 Kaiserslautern, Germany, (klar@mathematik.uni-kl.de). 1 Essentially the problem is transformed into a system of equations of relaxation form and then a fractional step method is used. The analysis of the resulting problem is based on ideas developed in 7] . Including the results of a boundary layer analysis in the scheme, kinetic boundary layers are also treated in a correct way. Sections 2 and 3 contain a description of the results of the standard asymptotic procedure and the presentation of the time discretization in our scheme. In Section 4 the di usion limit of the scheme is considered. In Section 5 the fully discretized equations are presented. An approximation property for di erent ranges of the mean free path is proven in 6. Section 7 contains numerical results for several examples and a numerical comparison with other schemes. Finishing the introduction we mention that the ideas developed in this paper can be transfered to the gas kinetic and the semiconductor case, where the above scaling leads in the limit to the incompressible Navier-Stokes equation and the drift-di usion equation respectively. In particular, in the gas dynamic case a more careful use has to be made of the perturbation procedure leading from the Boltzmann equation to the incompressible Navier-Stokes equation. This problem will be treated in a separate paper.
2. The Equations. We consider transport equations of the following form @ t f + v r x f = Q(f) + G(x); The source term G(x) 0 is assumed to be independent of v. Initial and boundary conditions are given by f(x; v; 0) = g(x; v) 0; x 2 ; v 2 S and f(x; v; t) = k(x; v; t) 0; x 2 @ ; v n < 0;
where @D is the boundary of and n = n(x) the outer normal of @ at the point x. See 3] for a thorough theoretical investigation of this equation. Extensions of the following to other cases like, e.g., v-dependence of and G are possible.
Introducing the usual di usion space-time scaling x ! x and t ! t 2 , where is the mean free path and scaling G(x) ! 2 G(x), one obtains the scaled equations Doing a boundary layer analysis, one observes that the correct zeroth order boundary conditions for the di usion equation are given by a kinetic half space problem: Let x (y; v; t) be the bounded solution of the following halfspace problem at x v n(x)@ y x = K x ? x ; y 2 R ? (2.3) x (0; v; t) = k(x; v; t); x 2 @ ; v n < 0: Then (x; t) = x (?1; t); x 2 @ : Here x (?1; t) is independent of v.
Remark: In the absorbing case the scaled equation (2.2) is changed into @ t f + 1 v r x f = 2 K(f) ? ( 2 + A )f + G(x); (2.4) where A is the absorption cross section. The di usion equation turns into @ t (x; t) ? Dr x ( r x ) + A = G(x): 3. The Numerical Scheme. For a numerical scheme for the transport equation in the small mean free path limit it is desirable that varying mean free paths can be treated with a xed discretization such that it is not necessary to adapt the time step once the mean free paths tend to 0. Moreover, it is also desirable that the scheme is in the limit ! 0 a good discretization of the di usion equation.
These points are obviously not full lled for a simple explicit time discretization of (2.2) like f k+1 = f k + t ? v r x f k + 1 2 (K ? I)(f k ) + G(x)]; (3.1) since, as tends to 0, the time step must be shrinked due to stability considerations in order to treat the advection term (the CFL condition has to be ful lled) and the collision term properly. Therefore, large computation times are needed for small mean free path for such a scheme. In contrast, for a fully implicit discretization
there is no restriction on the time step due to stability considerations. However, one has to solve a stationary equation in every time step, which is again time consuming. We mention that, due to the development of fast multigrid algorithms 19, 24, 25, 26] , for the stationary equation, computation times for a fully implicit scheme are strongly reduced. A numerical comparison of these types of algorithms with the one developed here is presented in Section 7.
The aim in this work is to develop a semi-implicit scheme treating only such terms in an implicit way for which it is necessary to do so in order to obtain a scheme working uniformly in . In particular, due to the di erent advection ( 1 ) and scattering ( 1 2 ) scales, it is in the original formulation (2.2) not clear whether the advection has to be treated implicitely or not. One may nevertheless discretize the original equations in a straightforward way by treating the advection explicitely and the scattering term in an implicit way:
This simple type of discretization has several drawbacks compared to the scheme developed below, we discuss them at the end of Section 4. We suggest to use the standard perturbation procedure to transform equation (2.2) into two equations. A fractional step scheme with a semi-implicit procedure is then used for the resulting equations. The idea is to follow the expansion procedure, 2) is the same as the outgoing solution of the half space problem for tending to 0, we de ne q(x; v; t) = x (0; v; t); x 2 @ ; v n > 0:
In the limit tending to 0 we obtain in this way the correct boundary value. For k = k(x; t) independent of v we get q(x; v; t) = k(x; t); v n > 0. It is obviously not reasonable to determine the outgoing function by solving the halfspace problem. This would need too much computing time. Here a fast approximate scheme as in 11] or 17] is needed to determine the outgoing function. For example a rst approximation is given by choosing simply an approximation~ x (?1; t) of the asymptotic value x (?1; t) of the halfspace problem as the outgoing function:
q(x; v; t) =~ x (?1; t); x 2 @ ; v n > 0:
The simplest approximation of x (?1; t)is given by equalizing the half range uxes of the halfspace problem at 0 and 1:
A more sophisticated approximation for q, see 17] , is given bỹ k(x; w; t) ?~ x (?1; t)]dw; x 2 @ ; v n > 0:
We remark that a correct treatment of the boundary conditions is important, in particular, if zeroth order kinetic boundary layers are present and one is using a coarse spatial grid not resolving the layer. See Section 7 for some examples. Using the approximations above one obtains a good approximation of the solution with a rst order boundary layer even if only a very coarse grid is used. The rst approximation yields in general already very good results as can be seen in the numerical experiments in Section 7. However, in certain situations the use of the second approximation might be necessary to obtain an improved accuracy, compare Figure 7 .6 in Section 7.
The system of equations (3.4,3.5) will be solved with a fractional step scheme:
Step 1:
Step 2:
Step 1 an explicit discretization will be used, Step 2 is discretized implicitely to treat the sti ness of the equations in a correct way.
Let t denote the time step and f k 0 ; f k 1 ; k = 0; ; n = t t the time iterations approximating f 0 (x; v; k t); f 1 (x; v; k t). The initial and boundary values are given as above. Introducing the notation < >= 1 jSj Z S dv the time discretization is then given by the following:
Step 2: Remark: In the absorbing case one proceeds as described above treating the absorption in an explicit way. Then one obtains
Step 2 is unchanged. 4 . The Di usion Limit. We start with the investigation of the behaviour of the time discretized scheme as tends to 0 for xed t. As Using these estimates we get that the scheme reduces in the di usion limit, tending to 0, to the following
Step 1: This is the simplest explicit time discretization for the di usion equation. The boundary conditions for the di usion equation that are given in the limit by the solution of the halfspace problem (2.3) t to the boundary conditions for the kinetic scheme as de ned in the last section.
We nish this section by comparing the above scheme with the scheme (3.3) in Section 3. Doing the standard asymptotic analysis 21] we get for (3.3) as ! 0
This means we obtain an explicit discretization of the di usion equation as for the above scheme, but due to the < f k?1 0 > term, it is not the usual one. This type of discretization of the di usion equation is worse in terms of accuracy and stability than (4.4). For example, doing a stability analysis one observes that only time steps are allowed which are half the size of those that can be used in (4.4) . This is essentially due to the fully explicit treatment of the advection term in (3.3) . Moreover, the scheme developed in Section 3 gives the possibility to treat for example the collision terms in a semi-implicit way as given in (3.13,3.14) . This is at least for one-group transport with K =<> a decisive advantage, since the semi-implicit scheme presented here reduces in this case to a fully explicit one. If one would be trying to do the same thing based on the scheme (3.3) it would turn out that the limit equation is not any more the di usion equation. This is a standard explicit discretization of the di usion equation. In particular,
we obtain independent of the size of the discretization x a good discretization of the limit equation for all ranges of the mean free path. The discretization possesses all di usion limits, the so called thin, intermediate and thick di usion limit, see 22] . We observe, that we need in the limit a relation like
as for the di usion equation, to obtain positivity and stability of our scheme. This condition may be relaxed for large. 6 . A Uniform Approximation Property. In this section we prove a uniform approximation property of our scheme. We give an estimate for the consistency error, considering the integral form of equations (3.4,3.5) assuming that the true solution is smooth.
Written in integral form the equations for f 0 (t) and f 1 (t) This means we estimate the di erence between (f 0 (t); f 1 (t)) and (f n 0 ;f n 1 ) with f n 0 = A n g + t ) with C independent of . Collecting all the terms the lemma is proven. All together, using Lemma 1 and 4 we have proven for t 2 0; T]; t = n t jf 0 (t) ?f n 0 j jf 0 (t) ? f 0 (t)j + j f 0 (t) ?f n 0 j C( t + x) + Cmin(
This means, that for small t; x and xed , the estimate tends to 0 like t + x.
However, also for a meshsize, that is large compared to the estimate shows, that we get convergence to 0. For example, for C t we obtain convergence to 0 like t + x.
We mention that t has to be chosen in relation to x . E.g. in the di usion limit we need t to be of the order of ( x) 2 as we have seen in the last section.
7. Numerical Results and Examples. In this section a numerical study of the scheme is presented and the scheme is compared with fully explicit and fully implicit schemes.
We restrict to the one-group transport equation in slab geometry, i.e. x 2 0; L] and K =<>. This yields D = 1 3 . The velocity discretization is done using in all situations a 16 point quadrature set.
We compute the solution with the semi-implicit scheme derived above for di erent space discretizations. To obtain positivity and stability of the semi-implicit scheme in the limit tending to 0 one has to take -for a xed space discretization x -a time step t of the size given by (5.6). As mentioned above this can be relaxed for large . In particular, this means that the size of t can be chosen independent of .
Comparison with the explicit scheme (3.1): In contrast to the above we get that the explicit discretization (3.1) of equation (2.2) requires a time step of the order min( x ; 2 ) to obtain positivity and stability. In particular, for small the step size t has to be chosen in this case of the order 2 , in contrast to the semi-implicit scheme. A comparison of the CPU time necessary for one time step yields that the semi-implicit scheme needs about 2 times the CPU time of the explicit scheme. This yields a big gain in computing time for small for the semi-implicit scheme compared to an explicit one. In particular, it is reasonable to use the semi-implicit scheme, if 2 min( x ;
2 ) is smaller than 3 ( x) 2 2 and if the desired accuracy does not require a smaller time step, than the one that can be taken for the semi-implicit scheme. To obtain a certain required accuracy of the solution one has to use time steps as shown in the table below for some examples, see Table 1 . Looking at Table 2 one observes that using an explicit scheme is not reasonable for small . Either the semi-implicit or the implicit scheme are faster. However, this changes for large, where the explicit scheme may be better due to the small computation times per time step.
Comparison with the fully implicit scheme (3.2): A fully implicit dicretization of the equation obviously allows bigger time steps, since there is no stability restriction on the time step in this case. Nevertheless, for the accurate simulation of the time development small time steps may be necessary. To get an accurate resolution of the behaviour of the solution up to an error of a certain order the size of the time step for the implicit scheme has to be chosen according to Table 1 below.
An implementation of a fully implicit scheme shows that in order to obtain a su cient accuracy the stationary equation has to be evaluated to a very high accuracy approximately up to an error of the order 10 ?8 . To achieve this a standard iteration scheme using for example a diamond di erence discretization needs a large number of iteration steps (sweeps over the computational domain). A comparison of the CPU time for one iteration step shows that one time step of the semi-implicit iteration needs less than 2 times the CPU-time of an iteration of the stationary scheme. Table  2 shows that the semi-implicit scheme has a big advantage compared to a standard implicit iteration in many situations.
However, of course, computation times for an implicit scheme are strongly reduced if a multigrid algorithms as described, e.g., in 24] is used. Using the convergence estimates in 24] one observes that in essentially two V (1; 1) cycles an accuracy of the one needed for the solution of the stationary equation is obtained. One V (1; 1) cycle costs about the same CPU time as 4 sweeps over the computational domain. I.e. the estimated costs for one time step of a fully implicit scheme with a multigrid algorithm is about 4 times as large as the one for the semi-implicit scheme. The complexity of the implementation of a multigrid scheme especially in higher dimensions has to be taken into consideration as well. Table 1 : Time steps required to obtain a certain accuracy e.
These accuracy requirements together with the above estimated CPU time give the following relation between the CPU time for the explicit (E), the semi-implicit (S) Table 2 : Relative CPU times This shows that for coarse grids the semi-implicit scheme has to be prefered. For ner grids and nearly stationary situations the advantage of a fully implicit scheme with multigrid is clearly seen. Implicit schemes with a standard iteration procedure are in all considered situations slower than the semi-implicit scheme.
Further investigation of the semi-implicit scheme: To show the uniform convergence in for the semi-implicit scheme numerically, we compute the error for di erent values of ranging from = 0:1 up to = 10 ?6 . As before, we use = 1; A = 0; G = 0, boundary conditions equal to 0 and 1 at x = 0 and x = 1, respectively, and the following values for the space discretization x with the corresponding t values due to the stability condition (5. The initial condition is always 0. The solutions for the physical situations described above are plotted in the following gures. In Figure 7 .2 to 7.4 the situations from Example 1 to 3 are shown.
The solutions are plotted using space discretizations x = 0:04 and x = 0:1 for the semi-implicit scheme. We use the label 'semi-implicit10' to denote the solution with the semi-implicit scheme with 10 spatial cells. The time discretization is chosen due to the stability condition (5.6) for Example 2 and 3. For Example 1 the restriction on the time step is relaxed to a CFL-type condition. The reference solution is the solution with a very ne discretization. For this case the solution of the semi-implicit scheme and of the other schemes are coincident. The solution of the di usion equation is computed by the usual triangular explicit scheme, which is the limiting scheme of our semi-implicit scheme as tends to 0, compare (4.3). The example shows that for isotropic boundary conditions the solution is approximated with good accuracy for di erent ranges of .
In Figure gure layer1 Example 4 is considered. We plot the reference solution and the solution of the di usion equation with boundary coe cients derived from the halfspace problem. The solutions of the semi-implicit scheme are found with x = 0:1 such that a discretization cell contains 10 mean free paths and the corresponding size of the time discretization. The boundary values are found by determining approximately the outgoing distribution of the halfspace problem (2.3) as described in Section 3. This is done using rst the approximation of the asymptotic value of the halfspace problem by (3.7), as the outgoing function (the solution in the plot is labeled 'semiimplicit10-1') and second an outgoing function determined by formula (3.10) labeled 'semi-implicit10-2'. In this rst case the two approaches give coincident results. One observes that even for a coarse di usive discretization the behaviour of the solution at the boundary is found with very good accuracy. We mention that other approaches to obtain the correct discrete boundary conditions for the stationary equation are shown in 14, 21] . Figure 7 .6 shows Example 5. The same as in Figure 7 .5 is shown. However, in this case one cell contains now 1000 mean free paths. The advantage of using here an exact approximation of the outgoing unction of the half space problem is clearly seen.
Finally Figure 7 .7 shows Example 6. The space discretization is here x = 0:005 in the absorbing region and x = 0:1 in the scattering region. In particular, one cell in the scattering region contains 100 mean free paths. The situation at the interface The semi-implicit scheme works uniformly for all ranges of the mean free path. This is shown by numerical experiments and a consistency proof. The limiting scheme for small mean free paths is a standard explicit discretization of the di usion equation. By including a boundary layer analysis one obtains a suitable treatment of the boundary conditions for coarse (di usive) discretizations. A comparison of the scheme with fully explicit and fully implicit schemes shows advantages and disadvantages. In particular, the semi-implicit scheme is faster than the fully implicit scheme, if the detailed time development is computed with a coarse discretization or with higher accuracy requirements. However, for nearly stationary situations with a ne grid the fully implicit scheme, if combined with a fast multigrid method as in 24], is faster. The numerical results have been generated for the one group transport case. A further numerical treatment should include the implementation of the scheme with other scattering ratios. Using methods as in 1, 13] this should be possible without too much di culties.
