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CHAPTER 1
General introduction
1.1 Galaxy building blocks
The baryonic matter in a galaxy comprises gas, dust and stars. The gas consists of atoms
and molecules while dust takes the form of silicate and carbonaceous solids. Stars are
present with masses between 0.01 and 100 times the mass of the sun. There are about
100 billion stars in our galaxy, which make up roughly 90 percent of the visible mass.
The other 10 percent consists of gas and dust, and is generally called the interstellar
medium (ISM) or circumstellar medium (CSM). These percentages may be different in
other galaxies. We can find this ISM under a very broad range of conditions. The densities
range from ∼ 0.1 to over 1010 cm−3, and the temperatures from 10 to 106 K. Most of the
galaxy volume is filled with very low density gas (∼ 0.1 cm−3). In regions, where stars
are formed, the gas has contracted due to gravitational instabilities, and densities range
between 104 − 106 cm−3. Planetary nebulae, representing the last phase of evolution for
intermediate-mass stars, have low densities (10 − 100 cm−3), but can attain very high
temperatures (104 K). Very high densities 108 − 1010 cm−3 and moderate temperatures
10 − 300 K are found in proto-planetary disks. Although we speak about very high
densities, on earth this is about the best vacuum we can achieve.
1.1.1 Dust
Dust particles have a very broad range in sizes, from about 10A˚ to 0.25µm, and therefore
have very different properties. Although we know that dust consists of silicate and amor-
phous grains, the exact composition and structure of dust is not very well understood, and
also changes when it is exposed to different influences. We know that, although dust par-
ticles make up only 1 percent of the mass of the ISM, they provide most of the extinction
at optical and ultraviolet wavelengths. Accurate extinction curves are hard to derive, and
often vary from line of sight to line of sight. Dust also provides a very important heating
source of the gas. It heats the gas through photo-electric emission and gas-dust collisions.
Dust is also the host for a very important reaction, namely the formation of H2, since the
gas phase reaction rate for the formation of H2 is very slow.
1.1.2 Gas
Gas in galaxies consists for the largest part of hydrogen (∼ 90 percent) and helium (∼ 8.5
percent). The other ∼ 1.5 percent are called metals by the astronomers, and are heavier
elements such as carbon, nitrogen and oxygen. Depending on impinging flux and density,
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gas clouds obtain a thermal and chemical structure, emitting all kinds of atomic fine-
structure and molecular (e.g., H2, CO, HCN and H2O) rotational and vibrational lines.
The lines are emitted in the (sub)-millimeter range of the spectrum, and can be observed
with telescopes such as the James Clerk Maxwell Telescope (JCMT), and the Institute
de Radio Astronomie Millime´trique (IRAM) 30m telescope. For every set of conditions,
a different set of line intensities and line intensity ratios is obtained, and these provide,
therefore, excellent probes to estimate the physical properties of the gas.
Figure 1.1: Schematic overview of a Photon Dominated Region (Tielens & Hollenbach
1985).
1.2 Extreme environments in Galaxy Centers
Our planetary system orbits at about a distance of 8 kpc from the center of the galaxy. The
number of stars per unit volume is low, given that the closest star is at a distance of 1.3 pc
(4.2 light years). However, in the center of a galaxy the stellar density and the average
gas density are much higher than in the Solar Neighborhood. Therefore, the center of
a galaxy is more efficient at converting interstellar gas into stars, and as a consequence
the average interstellar radiation field is much more intense. Strong radiation is not only
provided by newly formed stars, but also by the often present central black hole, when it
accretes nearby gas and stars. Although strong radiation may be produced, galaxy centers
are often very obscured in the optical, since the higher dust content of galaxy centers
can provide extinctions ranging between 10 and 100 magnitudes. In the sub-millimeter
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Figure 1.2: Schematic overview of an X-ray Dominated Region (Maloney et al. 1996).
range, dust opacities are very low, and tracers such as CO, HCN, and HCO+ provide
excellent diagnostics. We will model these lines with Photon Dominated Regions (PDRs,
Tielens & Hollenbach 1985) and X-ray Dominated Regions (XDRs, Maloney et al. 1996).
PDRs are regions irradiated by far-ultraviolet (FUV: 6 < E < 13.6 eV) photons, which
are produced by O and B stars in star-bursts. Generally, we express the impinging flux
between 6 < E < 13.6 eV in units of G0, the Habing (1969) average interstellar radiation
field. XDRs are regions exposed to X-ray (1 < E < 100 keV) photons, coming from
accreting black hole environments. These PDRs and XDRs are extensively discussed in
Chapters 5 and 6, with their chemical structure in summarized Fig. 1.1 and 1.2. The
PDR, with a modest ionization degree of < 3× 10−4, exhibits a clear stratified structure
in important interstellar species as H & H2 and C+, C & CO, whereas the XDR, with
electron abundances as large as 10−1, has a chemical structure where these species can
co-exist. These properties, studied in this thesis, lead to unique interstellar diagnostics
that distinguish the effects of massive stars (FUV photons) and an accreting black hole
(X-rays) on the central regions of galaxies.
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1.3 This thesis
1.3.1 Part I
In Chapter 2, we give an introduction to observations of dust in galaxies. We discuss some
of the important results, the problems which have been encountered, and the uncertainties.
In Chapter 3, we show a 850 µm map of the interacting spiral galaxy M 51, which
has been observed with the JCMT. It shows well-defined spiral arms, closely resembling
the structures seen in CO and HI emission. However, most of the 850 µm emission
originates in an underlying exponential disk, a component that has not been observed
before in a face-on galaxy at these wavelengths. The scale-length of this disk is 5.45 kpc,
which is somewhat larger than the scale-length of the stellar disk, but somewhat smaller
than that of atomic hydrogen. Its profile cannot be explained solely by a radial disk
temperature gradient but requires the underlying dust to have an exponential distribution
as well. This reinforces the view that the sub-mm emission from spiral galaxy disks traces
total hydrogen column density, i.e. the sum of H2 and H I . A canonical gas-to-dust ratio
of 100±26 is obtained for κ850 = 1.2 g−1cm2, where κ850 is the dust opacity at 850 µm.
In Chapter 4, we determine the surface density of the dust and molecular gas and the
CO-to-H2 conversion factor in the spiral arms of M 51. The dust surface density is ob-
tained from the 850 µm emission. Using the dust surface density, for each point in the
disk the surface density of the gas can be derived under the assumption that the gas-to-
dust ratio has the same radial dependence as the metallicity, as measured by the fractional
abundance of oxygen. By comparing these gas surface densities with the observed total
gas density from 21-cm neutral hydrogen observations and CO observations of the molec-
ular gas, we can determine the CO-to-H2 conversion factor as function of position within
the galaxy. The central total hydrogen-gas-to-dust-mass ratio is found to be 60. The re-
sulting CO-to-H2 conversion factor is consistent with other independent determinations
in M51 and shows a radial gradient.
1.3.2 Part II
In Chapters 5 and 6, we present a far-ultraviolet (PDR) and an X-ray dominated region
(XDR) code. We include and discuss thermal and chemical processes that pertain to
irradiated gas. An elaborate chemical network is used and a careful treatment of PAHs
and H2 formation, destruction and excitation is included. For both codes we calculate four
depth-dependent models for different densities and radiation fields, relevant to conditions
in star-burst galaxies and active galactic nuclei. A detailed comparison between PDR and
XDR physics is made for total gas column densities between ∼ 1020 and ∼ 1025 cm−2.
We show cumulative line intensities for a number of fine-structure lines (e.g., [CII], [OI],
[CI], [SiII], [FeII]), as well as cumulative column densities and column density ratios
for a number of species (e.g., CO/H2, CO/C, HCO+/HCN, HNC/HCN). The comparison
between the results for the PDRs and XDRs shows that column density ratios are almost
constant up to NH = 1022 cm−2 for XDRs, unlike those in PDRs. For example, CO/C
in PDRs changes over four orders of magnitude from the edge to NH = 1022 cm−2. The
CO/C and CO/H2 ratios are lower in XDRs at low column densities and rise at NH >
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1023 cm−2. At column densities NH ≤ 1022.5 cm−2, HNC/HCN ratios are lower in XDRs
too, but they show a moderate increase to values > 1 at higher NH.
In Chapter 7, we present a comparison between independent computer codes that
model the physics and chemistry of photon dominated regions (PDRs). A number of
benchmark models are calculated, covering low and high gas densities n and far ultravi-
olet intensities χ (FUV: 6 < E < 13.6 eV). χ is in units of the Draine (1978) average
interstellar radiation field, where χ = G0/1.71. The benchmark models are computed
in two ways: one set assuming constant temperatures, thus testing the consistency of the
chemical network and photo-reactions, and a second set determining the temperature self-
consistently by solving the thermal balance, thus testing the modeling of the heating and
cooling mechanisms accounting for the detailed energy balance throughout the clouds.
Our goal is to understand the mutual differences in the PDR codes and their effects on
the physical and chemical structure of the model clouds, and to converge the output of
different codes to a common solution. We identify a number of key processes that govern
the chemical network and which are treated differently in the various codes, such as the
contribution of PAHs to the electron density or the temperature dependence of the dis-
sociation of CO by cosmic ray induced secondary photons, and formulate and define a
proper common treatment. By understanding the impact of the PDR geometry we agree
on how to compare the results from spherical and plane-parallel PDR models. As a result
from the benchmark calculations we establish a comprehensive set of reference models
for ongoing and future PDR modeling. We conclude that the benchmark results from the
PDR code, which is described in Chapters 5 and 6, compare very well with the results
obtained by other participating codes.
1.3.3 Part III
In Chapter 8, numerical models are constructed from the codes, which are presented in
Chapters 5 and 6, in order to determine the physical conditions that pertain to molecular
gas close to the sources of radiation, which are often found in nuclei of active galaxies.
These models iteratively determine the thermal and chemical balance of molecular gas
that is exposed to X-rays (1-100 keV) and far-ultraviolet radiation (6-13.6 eV), as a func-
tion of depth. We present a grid of XDR and PDR models that span ranges in density
(102− 106.5 cm−3), irradiation (100.5− 105G0 and FX = 1.6× 10−2− 160 erg cm−2 s−1)
and column density (3×1021−1×1025 cm−2). Predictions are made for the most impor-
tant atomic fine-structure lines, e.g., [CII], [OI], [CI], [SiII], and for molecular species like
HCO+, HCN, HNC, CS and SiO up to J = 4, CO and 13CO up to J = 16, and column
densities for CN, CH, CH+, HCO, HOC+, NO and N2H+. We find that surface temper-
atures are higher (lower) in PDRs compared to XDRs for densities > 104 (< 104) cm−3.
For the atomic lines, we find that, largely due to the different XDR ionization balance,
the fine-structure line ratios of [SiII] 35µm/[CII] 158 µm, [OI] 63µm/[CII] 158µm, [FeII]
26 µm/[CII] 158 µm and [CI] 369µm/[CI] 609 µm are larger in XDRs than in PDRs, for
a given density, column and irradiation strength. Similarly, for the molecular lines, we
find that the line ratios HCN/HCO+ and HNC/HCN, as well as the column density ratio
CN/HCN, discriminate between PDRs and XDRs. In particular, the HCN/HCO+ 1-0 ratio
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is < 1 (> 1) for XDRs (PDRs) if the density exceeds 105 cm−3 and if the column den-
sity is larger than 1023 cm−2. For columns less than 1022.5 cm−2 the XDR HCN/HCO+
1-0 ratio becomes larger than one, although the individual HCN 1-0 and HCO+ 1-0 line
intensities are weaker. For modest densities, n = 104 − 105 cm−3, and strong radiation
fields (> 100 erg s−1 cm−2), HCN/HCO+ ratios can become larger in XDRs than PDRs
as well. Also, the HCN/CO 1-0 ratio is typically smaller in XDRs, and the HCN emission
in XDRs is boosted with respect to CO only for high (column) density gas, with columns
in excess of 1023 cm−2 and densities larger than 104 cm−3. Furthermore, CO is typically
warmer in XDRs than in PDRs, for the same total energy input. This leads to higher
CO J=N+1-N/CO 1-0, N ≥ 1, line ratios in XDRs. In particular, lines with N ≥ 10, like
CO(16-15) and CO(10-9) observable with HIFI/Herschel, discriminate very well between
XDRs and PDRs. This is crucial since the XDR/AGN contribution will typically be of a
much smaller (possibly beam diluted) angular scale and a 10-25% PDR contribution can
already suppress XDR distinguishing features involving HCN/HCO+ and HNC/HCN. For
possible future observations, column density ratios indicate that CH, CH+, NO, HOC+
and HCO are good PDR/XDR discriminators.
The ISM of active galaxy centers is exposed to a combination of cosmic ray, FUV and
X-ray radiation. In Chapter 9, we apply PDR models to this ISM with both ‘normal’ and
highly elevated (5×10−15 s−1) cosmic ray rates and compare the results to those obtained
for XDRs. Our existing PDR-XDR code is used to construct models over a 103−105 cm−3
density range and for 0.16-160 erg s−1 cm−2 impinging fluxes. An elevated cosmic ray
rate leads to larger high J (J > 10) CO PDR ratios, but these are always exceeded by the
corresponding XDR ratios. The [CI] 609 µm/13CO(2-1) line ratio is boosted by a factor of
a few in PDRs with n ∼ 103 cm−3 exposed to a high cosmic ray rate. At higher densities
ratios become identical irrespective of cosmic ray flux, while XDRs always show elevated
[CI] emission per CO column. The HCN/CO and HCN/HCO+ line ratios, combined with
high J CO emission lines, are good diagnostics to distinguish between PDRs under either
low or high cosmic ray irradiation conditions, and XDRs. Hence, we conclude that the
HIFI instrument on Herschel, which can detect these CO lines, will be crucial in the study
of active galaxies.
In Chapter 10, we assess the presence of star-forming regions, active galactic nuclei,
and enhanced cosmic ray rates in the centers of nearby galaxies through molecular emis-
sion of HCN, HCO+, HNC, CO, 13CO, CS and [CI]. We use the grid of PDR and XDR
models calculated in Chapter 8, where density, impinging FUV and X-ray flux, and col-
umn density are varied for homogeneous slabs. We derive the (high cosmic ray) PDR
and XDR components for individual galaxies, and define a diagnostic diagram, which can
be applied to other galaxies, e.g., (U)LIRGS, as well. In general, we find that XDRs or
elevated cosmic ray PDRs are necessary to explain CO(2-1)/CO(1-0) and [CI]/13CO(2-1)
ratios, which are tracing the diffuse part of the ISM. In particular, we find that NGC 1068,
often viewed as a pure AGN, needs a dense PDR component.
In Chapter 11, we conclude with an outlook. We discuss possible model extensions,
which will be needed to interpret observations from future telescopes, such as Herschel
and ALMA. We suggest some possible diagnostic molecules (when accurate collision
rates become available) for future observations.
Part I
Dust in M 51
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CHAPTER 2
Introduction
The determination of the dust content in galaxies, especially in relation to the total gas
mass, has been a subject of discussion for several decades. In the 1980s, IRAS measure-
ments seem to imply relatively high gas-to-dust-mass ratios for spiral galaxies, ranging
from M(H2)/Mdust = 450± 270 (Young et al. 1986) to 570± 50 (Young et al. 1989) and
M(HI+H2)/Mdust = 1080±70 (Devereux & Young 1990). These values are very much
larger than the Galactic value of about 100 originally proposed by Spitzer (1978). At least
part of the discrepancy is caused by IRAS’ lack of sensitivity to cold dust (Tdust < 25 K),
as it operated in the far-infrared (FIR: λ=10-100 µm) only. IRAS thus misses a possibly
large fraction of the total dust amount, emitting radiation mostly in the (sub)-millimeter
range (λ = 0.1− 1.0 mm).
In the 1990s, telescopes operating at longer wavelengths obtain new insights. Instru-
ments such as the Sub-millimeter Common Bolometer Array (SCUBA) at the James Clerk
Maxwell Telescope (JCMT), the Infrared Space Observatory (ISO), and other bolometer
arrays find evidence for a significant contribution by relatively cold dust. Observations
in a number of well-studied galaxies show that the typical temperatures of the dust are in
the range of 15 < Tdust < 25 K (e.g., NGC 891: Gue´lin et al. 1993; M 51: Gue´lin et al.
1995; NGC 4631: Braine et al. 1995; NGC 891: Alton et al. 1998; NGC 891: Israel et
al. 1999; NGC 3079: Stevens & Gear 2000; NGC 6946: Alton et al. 2002). In general,
a fit of the SEDs in these galaxies requires the presence of both warm and cold dust. By
contrast, in our Galaxy these components of the ISM are typically resolved allowing for
single temperature SED fits.
Next, Dunne et al. (2000) observe 104 galaxies from the IRAS Bright Galaxy Sample
as part of the SCUBA Local Universe Galaxy Survey (SLUGS) and find an average dust
temperature of Tdust = 35.6± 4.9 K when fitting a single-component SED to the 60, 100
and 850 µm fluxes. The average gas-to-dust-mass ratio for this sample is 581±43, similar
to the values derived from IRAS measurements a decade earlier and still much larger than
the value of, e.g., 160 for our Galaxy found by Sodroski et al. (1994) based on COBE
data at 140 and 240 µm. However, Dunne et al. (2000) fit single dust temperatures to
the galaxies as a whole although their ISM is probably a composite of unresolved colder
and warmer components as was found for the individual galaxies in the earlier studies.
Commenting on this possibility, Dunne et al. (2000) state that if a cold dust component of
20 K is assumed to be present the derived dust masses would be 1.5-3.0 times higher and
the gas-to-dust-mass ratios correspondingly lower and closer to the Galactic value.
Popescu et al. (2002) perform a survey with ISO in the Virgo cluster. After fitting
two component SED models to the 60, 100 and 170 µm fluxes, they find that the IRAS
determinations of the dust mass in these galaxies should be raised by a factor of 6-13.
9
10 Introduction
They obtain a median temperature of 18 K for the cold dust component, in good agreement
with the range of values from the sub-mm telescopes. Stevens et al. (2005) analyze 14
nearby spiral galaxies, and fit two-temperature models. Their mean gas-to-dust-mass ratio
is 120± 60, very similar to that in our own Galaxy.
Based on these recent results, it thus appears likely that other galaxies have global gas-
to-dust-mass ratios similar to that of our Galaxy and the perceived earlier discrepancy
is caused by an insensitivity of the observations to the presence of an ubiquitous cold
dust component. Direct observations of this cold dust component, however, often lack
resolution or are carried out in highly inclined systems revealing little about its detailed
distribution within the galaxies.
The spatial distribution of dust and its relation to other components of the ISM is best
studied in face-on systems, but at sub-mm wavelengths surface brightnesses are typically
low. This particularly hampers the search for diffuse emission from inter-arm regions. An-
other more specific problem is that, e.g., the SCUBA field-of-view (2.3 arcmin) is small
compared to the angular size of the disks of nearby galaxies, requiring a scan-map type of
observing mode. For SCUBA this way of observing raises a few complications, because
of its requirement to chop on-source while scanning, which results in the individual ob-
servations lacking sensitivity on spatial scales corresponding to the used chop-throw. By
combining observations with different chop-throws one can minimize this problem, but
the largest-scale features remain poorly determined, including the total flux density. The
example of NGC 6946 is illustrative. Little diffuse emission in the inter-arm region is
seen by Alton et al. (2002) in the 850 µm map. Consequently, they state that ”relatively
little is known about how the dust is distributed with respect to the spiral arms and, in
particular, whether inter-arm grain material is prevalent or not”. The gas-to-dust-mass
ratios they find range from 60 in the center to about 100 in the outer part of the galaxy
(see Fig. 8 in their paper). Comparing their observations to the CO and HI 21cm line
emission, they find a good correlation between the 850 µm emission and the CO emission
and no correlation between the sub-mm emission and the atomic gas. This contrasts with
their observations of the edge-on spiral NGC 891 (Alton et al. 1998) where they find the
global radial profile of the 850 µm to follow the CO emission in the inner region but at
larger radii to follow the atomic gas, suggesting an overall correlation with the total gas
density.
At resolutions much lower than those provided by the JCMT, the cold dust in galaxies
has been mapped with ISO in the far-infrared (Haas et al. 1998; Popescu et al. 2002;
Hippelein et al. 2003; Tuffs & Gabriel 2003; Popescu & Tuffs 2003). These observations
confirm the ubiquitous presence of cold dust below 20 K first observed by Chini et al.
(1986) and indicate that the cold dust component is smoothly distributed over the disk
and heated by the diffuse interstellar radiation field (Hippelein et al. 2003; Xu et al. 1994).
Alton et al. (2001) report evidence for diffuse inter-arm dust in SCUBA observations of
NGC 7331. For a recent discussion of ‘dusty disks’ see also Bianchi (2004).
M 51 is a well studied, face-on interacting spiral galaxy at an assumed distance of
9.7 Mpc. It is well known for its strong CO emission, but contrary to NGC 6946 its
density-wave and spiral arms are well-organized and prominent, showing a high contrast
in the radio continuum (see e.g. Tilanus & Allen 1991; 1989). The distribution of cold
11
dust in the nuclear region of M 51 has been mapped at 1.2 mm by Gue´lin et al. (1995),
who notes a close correlation with CO line emission. Our current 850 µm observations
(Fig. 3.1) show that its dust emission is exceptionally strong. The spiral arms are clearly
distinguished, but there is also a substantial amount of emission from an extended diffuse
disk. To our knowledge, such a submillimeter disk has not been clearly identified in
any other galaxy, but in view of the ISO observations discussed previously it may be a
common component of spiral galaxies. In Chapter 3 we explore the nature and properties
of this diffuse disk. In Chapter 3 we focus on the spiral arms. We determine the dust
surface density from the 850 µm in the spiral arms and compare this to other tracers of
the ISM. Using the dust surface density, at each point the surface density of the gas can be
derived with the assumption that the gas-to-dust ratio has the same radial dependence as
the metallicity, as measured by the fractional abundance of oxygen. By comparing these
gas surface densities with the observed total gas density from 21-cm neutral hydrogen
observations and CO observations of the molecular gas, we can determine a radial profile
for CO-to-H2 conversion factor, X. This way of determining the X-factor is independent
from most other methods used in previous studies (c.f., Israel et al. 2006; Gue´lin et al.
1995; Nakai & Kuno 1995).
CHAPTER 3
A sub-millimeter exponential disk in
M 51
A 850 µm map of the interacting spiral galaxy M 51 shows well-defined spiral arms,
closely resembling the structures seen in CO and HI emission. However, most of the
850 µm emission originates in an underlying exponential disk, a component that has not
been observed before in a face-on galaxy at these wavelengths. The scale-length of this
disk is 5.45 kpc, which is somewhat larger than the scale-length of the stellar disk, but
somewhat smaller than that of atomic hydrogen. Its profile cannot be explained solely by
a radial disk temperature gradient but requires the underlying dust to have an exponential
distribution as well. This reinforces the view that the sub-mm emission from spiral galaxy
disks traces total hydrogen column density, i.e. the sum of H2 and H I . A canonical gas-
to-dust ratio of 100±26 is obtained for κ850 = 1.2 g−1cm2, where κ850 is the dust opacity
at 850 µm.
R. Meijerink, R.P.J. Tilanus, C.P. Dullemond, F.P. Israel, and P.P. van der Werf, 2005
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3.1 Observations and data reduction
M 51 was observed at 850 µm and 450 µm in the spring of 1998 and 1999 at the JCMT1
using the Submillimeter Common User Bolometer Array (SCUBA: Holland et al. 1999).
In order to map a 13.5′ x 13.5′ region around M 51, the camera was used in scan-map
mode during which it scanned at a rate of 3′′ per second across the field, while the sec-
ondary was chopped with a frequency of 7.8 Hz in right ascension or in declination to
cancel atmospheric signal variations as well as bolometer DC fluctuations. This uses the
revised version of the Emerson-Klein-Haslam algorithm proposed by Emerson (1995).
The scan angle across the field, (15.5±60o), was chosen such that the resulting image is
fully sampled. The total integration time was about 20 hours spread over 6 nights.
To restore the brightness distribution of the source, the chop must be deconvolved
from the observed map by using a division in the Fourier plane (Jenness et al. 2000).
The Fourier transform (FT) of the chop is a sine wave with zeroes at the origin and at
harmonics of the inverse chop throw. The initial observations used chop throws of 20,
30, and 65 arcsecs. To minimize regions of low weight (close to zeroes) in the Fourier
plane we later added throws of 44 and 68 arcsecs. Each individual observation was flat-
fielded, corrected for atmospheric opacity, and de-spiked. For each of the 10 different
chop configurations the individual maps were co-added. Next, the resulting 10 maps
were Fourier-transformed, weighted, and coadded. The coadded image was transformed
back to yield the finished image. This is the standard reduction for SCUBA scan-map
observations as implemented in the SCUBA User Reduction Facility software (SURF:
Jenness & Lightfoot 1998).
The data were flux-calibrated using Mars and the secondary standards HL Tau and
CRL 618. In the final image, the beam-size at 850 µm is about 15′′ (FWHM). The cali-
brated image is shown in Fig. 3.1 and has an overall rms of ∼9 mJy/beam. The inconspic-
uous source to the north is the nucleus of NGC 5195. The familiar spiral pattern is clearly
visible and can be traced over a large fraction of the disk. This is quite unlike the sub-mm
continuum observations of other face-on spirals, which in general lack the sensitivity to
trace the arms outside the inner region. The morphology of the arms resembles in detail
the one seen in CO emission (Aalto et al. 1999; Wielebinski et al. 1999), and we will
address the contamination of the continuum emission by in-band line emission in Sect.3.
Remarkably, the 850 µm emission from M 51, showing the distribution of the cool
dust, is dominated by a diffuse exponential disk, a component that has not been directly
imaged before at sub-mm wavelengths and with a high resolution in a face-on spiral. The
450 µm observations also show spiral structure and an extended disk. In part because of
the difficulty in deriving an accurate flux calibration and the poorer image quality we do
not discuss further the 450 µm data in this paper.
1The James Clerk Maxwell Telescope is operated by the Joint Astronomy Centre on behalf of the Par-
ticle Physics and Astronomy Research Council of the United Kingdom, the Netherlands Organization for
Scientific Research and the National Research Council of Canada
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Figure 3.1: SCUBA calibrated and background-corrected 850 µm grey-scale image of
M 51 with 850 µm contour superimposed. The contour levels are 13.5 (=1.6 σ), 27, 40.5,
58.5, 72, 90 and 117 mJy/beam. 13.5 mJy/beam corresponds to 2.6 MJy sr−1. This image
clearly shows the extended 850 µm disk. The small source to the north is the nucleus of
NGC 5195.
3.1.1 Sky noise and background removal
Analyzing extended structures in SCUBA scan maps is a delicate process. While there
is no doubt about the reality of the exponential disk, careful processing is required for
reliable parameter extraction. There are a number of reasons for this.
First, while regions of low weight have been minimized through the use of many
different chop configurations, the zero near the origin of the Fourier plane cannot be
suppressed. This results in a poor determination of the largest-scale features in the map,
including the total flux density. The effect is similar to that caused by missing short
spacings in radio interferometry observations and it has a similar effect on the background.
Second, chopping removes noise due to sky fluctuations with a frequency compara-
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Figure 3.2: Left: Fitted exponential disk subtracted from the total 850 µm emission as shown in Fig. 3.1. Contour steps are 6 mJy/beam
(1.15 MJy sr−1). The maximum intensity of the disk is 66 mJy/beam with a major axis scale-length of 1.95′ . Right: Contours of 850 µm
in M 51 after subtraction of the exponential disk superimposed on a 6400A˚ optical image (Tilanus et al. 1988). Contour levels are 12
(=1.5 σ; 2.3 MJy sr−1), 24, 36, 56 and 72 mJy/beam. The image shows the centroid of the 850 µm emission to be located along the
inner edges of the spiral arms and the optical dust lanes.
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Table 3.1: Galaxy parameters
M 51
Typea SAS(s)bcp
Radio Centre:
R.A. (B1950)b 13h27m46.3s
Decl.(B1950)b +47◦27′10′′
R.A. (J2000)b 13h29m52.7s
Decl.(J2000)b +47◦11′42′′
V cLSR +464 km s−1
Inclination ic 20◦
Position angle P c 170◦
Distance Dd 9.7 Mpc
Scale 21′′/kpc
Scale-lengths (disk): (arcsec) (kpc)
Be 92.8±9.4 4.36±0.45
Ie 81.2±7.0 3.81±0.33
Re 80.4±6.1 3.77±0.29
Ke 87.1±6.8 4.09±0.32
Effective radius (bulge): (kpc)
Bf 0.94±0.72
Vf 0.98±0.52
Rf 1.07±0.57
If 1.06±0.50
Notes to Table 3.1:
a RSA (Sandage & Tammann 1987)
b Turner & Ho (1994)
c Tully (1974)
d Sandage & Tammann (1975)
e Beckman et al. (1996)
f Laurikainen & Salo (2001)
ble to the chop frequency. It cannot remove the effect of a sky signal which is steadily
increasing or decreasing during the scan, i.e., a slowly and monotonically varying compo-
nent in the sky. In such situations the ‘on’ minus ‘off’ will always leave a small residual
sky signal. We have used the standard SURF option, scan rlb, to subtract a linear baseline
from each bolometer scan fitted to the outer 2 arcmin on each side of the scan. While this
significantly improves the flatness of the background, it will leave any ripples that may
be due to non-linear variations of the sky during each scan. To improve further the sky-
noise removal we have used the SURF routine calcsky (Jenness & Lightfoot 1998), which
is similar to the remsky routine used for non-raster data. A detailed discussion of these
methods is beyond the scope of the paper, but while scan rlb relies on the fact that there
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is no source signal at the edges of the map, calcsky makes use of the fact that (a com-
ponent of) the sky noise is correlated across the bolometer array during each integration
step. The application of both methods improves the flatness of the background without
changing the overall appearance of the image.
Nevertheless, even with the application of the above, relatively objective, methods,
background artifacts remain, likely because of the missing Fourier zero. This is a com-
mon feature of SCUBA scan maps. We use an iterative procedure to correct the image
which involves subtracting an inclined exponential (the diffuse disk), un-sharp masking
and blanking of the remaining source signal (arms, nucleus), followed by a polynomial
plane fit and convolution to obtain a smooth, large-scale representation of the background.
The operations are done using the finished co-added image. While comparable to the pro-
cedure used by e.g. Alton et al. (2002), it is subjective in nature. As guidelines we use the
following assumptions: the background is flat and the inter-arm emission originates from
the diffuse disk only.
The exponential diffuse disk will be discussed separately in section 4: we fit a scale-
length of 1.95′ , perhaps fortuitously the same as found for the 20 cm ‘base’ disk (Tilanus
et al. 1988), the inclination and position angle as in Table 3.1, and fit a peak of 66 mJy/beam.
Across the disk of the galaxy the fitted background approximates a linear slope of −12±
10mJy/beam: from−2 in the south to−22 in the north. The mean level of−12 mJy/beam
corresponds to (minus) 9% of the 132 mJy/beam peak in the raw map. By inspecting the
resulting inter-arm regions (Fig. 3.2) we estimate the local background to be accurate to
a level of about ±2 mJy/beam or about ±5% of the typical knots in the arms. Given the
overall rms in the image of 9 mJy/beam, this uncertainty is about four times larger than the
statistical uncertainty of the mean over the areas inspected. Fig. 3.1 shows the calibrated
observations after correction for the low-level large-scale background fluctuations.
3.1.2 Total flux density
Using an aperture of 8′ , which just excludes the nucleus of NGC5195, we find an inte-
grated flux of 14.5 ± 1.1 Jy. The uncertainty quoted indicates the range of values found
when varying the aperture from 7.4′ to 10′ , not the uncertainty resulting from the back-
ground variations. To estimate the latter we inspect the variation of the mean level in
2.5′ square regions around M 51, similar to the size of the nucleus and inner arms. This
variation is about 0.5 mJy/beam and can serve as an indication of the quality of the back-
ground correction where it is applied to regions already largely free from emission. By
contrast we note that the ±2 mJy/beam uncertainty of the background in the inter-arm
regions, as mentioned in the previous section, is positive in the south and negative in the
north, suggesting that the uncertainty of the zero level taken over the whole of the disk
of M 51 is less than 2 mJy/beam. Based on these considerations we adopt an overall
uncertainty in the background level of 1.5 mJy/beam, which corresponds to 1 Jy when
summed over the 8′ aperture. Finally, we need to add a 10% uncertainty in the flux of the
calibrators at sub-mm wavelengths. Treating the various uncertainties as statistical errors,
we derive a total 850 µm flux for M 51 of 15± 2 Jy. This value includes the contribution
from line emission within the passband of SCUBA’s 850 µm filter, a topic which will be
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discussed in the next section.
3.2 Contamination by J=3-2 CO line emission
The broad passband of the SCUBA instrument includes the wavelength of the J=3-2 12CO
line. Thus, at any point in the map the continuum emission measured by SCUBA is, in
principle, contaminated by CO line emission. In order to investigate the extent of the
contamination we obtained with the JCMT in spring 2001 a set of CO(3-2) spectra across
both inner arms of M 51 and supplemented these with archived spectra of the nuclear
region. In the arms, the CO line contribution can be up to 30-40 percent of the observed
continuum emission after subtraction of the exponential disk. Thus, a substantial fraction
of the arm morphology seen in the SCUBA map directly results from contaminating line
emission. Because of the apparently close correspondence between CO and dust emission
on a global scale (Gue´lin et al. 1995), the effect is mostly quantitative and does not change
the overall morphology of the arms qualitatively. The J=3–2 emission from the inter-arm
regions is weak and in individual pointings does not exceed the noise in the measurements.
In the center of M 51 we find an upper limit of 12 per cent (3σ) to any line contribution
to the emission from the fitted disk. Consequently, we may assume either a constant CO
contribution at any level below 12 per cent, or a maximum contribution of 12 per cent at
the center decreasing to zero at the outer edge. These two possibilities thus define lower
and upper limits, respectively, to the 850µm emission scale-length.
3.3 The diffuse disk
We have separated emission in the diffuse disk from arm emission by subtracting an in-
clined exponential disk and making the assumption that the inter-arm emission originates
from the diffuse disk only (see also section 2.1). The best fit to the data is given by an
exponential disk with a maximum intensity of 66 mJy/beam, and a major axis intensity
scale-length of 1.95′ , corresponding to a linear scale-length of 5.45 kpc at the assumed
distance of M 51. As 1 MJy sr−1 = 5.22 mJy/beam, the maximum intensity 66 mJy/beam
= 12.7 MJy sr−1. The subtracted exponential disk and the arm emission are shown in
Fig. 3.2. The global parameters adopted for M 51, such as the distance, inclination, and
position angle, are given in Table 3.1.
The apparent existence of a diffuse exponential disk raises further interesting ques-
tions. What kind of dust distribution can account for such a disk: an exponential dust
distribution at a constant temperature, a constant dust distribution with a temperature gra-
dient, or both an exponential distribution and a temperature gradient? What is the dust
mass in proportion to the amount of gas?
3.3.1 The Monte Carlo radiation transfer code RADMC
To answer these questions, we have modeled the observed emission using a modified ver-
sion of the axi-symmetric Monte Carlo code RADMC (see Dullemond & Dominik 2004).
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This continuum radiative transfer code is based on the method of Bjorkman & Wood
(2001) and Lucy (1999), but adapted to suit the purpose of this paper. The basic idea
of this method is as follows. The input luminosity of the system comes from the pop-
ulation of stars in the galaxy. At every location in the galaxy this is represented by a
wavelength-dependent source function with the spectral shape of the local stellar popu-
lation. Integrated over wavelength and over space this source function yields the total
intrinsic bolometric luminosity of the galaxy. Each spatial cell represents a certain frac-
tion of this luminosity, dependent on the spatial distribution of the stars. And within such
a cell each wavelength interval represents again a fraction of this luminosity, depending
on the local spectral shape of the stellar population. In this way each space-wavelength
cell represents a well-defined fraction of the total input energy into the problem.
The total input luminosity is now evenly divided over Nphot photon packages. These
packages are launched into the galaxy at random angles from randomly chosen space-
wavelength cells, where the probability for each space-wavelength cell to launch this
photon is proportional to the fraction of the total input luminosity represented by that
cell. Each photon package is launched and performs a random walk through the compu-
tational domain until it eventually escapes to infinity. After that, the next photon package
is launched.
As these photon packages travel through the computational domain they can experi-
ence scattering and absorption events. A scattering event merely changes the direction of
the photon package, but an absorption-reemission event can also change its wavelength.
The probability function for this random wavelength is dP (λ)/dλ ∼ ∂Bλ(T )/∂T , where
T is the local dust temperature at the moment the photon package enters the cell. The dust
temperature changes during the simulation, increasing with the number of photon pack-
ages that have entered the cell. Each photon package travelling through a cell increases
the ‘energy’ of the cell proportionally to the energy of the photon package, the length l of
the path through the cell and the opacity of the cell at that wavelength. The temperature
of the cell is increased after each passage in such a way that the total dust emission of the
cell 4π
∫∞
0
ρdustκλBλ(T )dλ × Vcell (where Vcell is the cell volume) equals the sum of all
contributions ρdustκλlLtot/Nphot of all photons that have so far passed through the cell.
The increase in the energy of the cell happens each time a photon travels through
the cell, while a discrete scattering or absorption-reemission event (which changes the
direction and/or wavelength of a photon package) occurs only at random locations along
the path of the photon package. This random location is chosen to be at an optical depth
of τ = | log(ran(iseed))| away from the last discrete event, where ran(iseed) is a random
number between 0 and 1.
Once all the photons have been launched and have left the system, the dust tempera-
ture and scattering source function at every location in the galaxy have been determined.
Modulo random fluctuations this should be the correct temperature and scattering source
term distribution. Now we use a ray-tracing code (part of the radiative transfer package
RADICAL (Dullemond & Turolla 2000)) to produce the desired images and/or spectra.
But to verify whether this temperature and scattering source term distribution is indeed
the correct solution, RADMC has been tested in two ways. First, we have verified that
flux is conserved to a high level of precision (< 1%) by making spectra at many incli-
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nation angles and integrating over wavelength and inclination to obtain the total output
luminosity. Since the spectra are produced using a ray-tracing code, and not by counting
the outcoming photon packages (as is the case for the Bjorkman & Wood code), this en-
ergy conservation is not numerically guaranteed, and therefore represents a good check
on the self-consistency. The code has also been tested against many other codes in a 2-D
radiative transfer comparison project (Pascucci et al. 2004).
3.3.2 Adopted disk structure
We assume that the stellar distribution consists of two components, the exponential disk
and the bulge. For the bulge we use a Hubble profile (Reynolds 1913; Hubble 1930),
which models the stellar emissivity as:
L(R, z) = Ldisk exp
(
−R
hs
− |z|
zs
)
+ Lbulge(1 +B2)−3/2 (3.1)
in which B is given by the expression:
B =
[R2 + (z/(b/a))2]−3/2
Re
(3.2)
where R en z are cylindrical coordinates, Lbulge and Ldisk bulge and disk emissivities at
the center of the galaxy, respectively, hs and zs the respective stellar scale-lengths and
scale-heights, Re the effective bulge radius and b/a the minor/major axial ratio.
We explore both exponential and constant dust distributions. The parameterization
to describe the exponential dust distribution is the same as that used for NGC 891 by
Xilouris et al. (1998):
ρ(R, z) = ρc exp
(
−R
hd
− |z|
zd
)
(3.3)
with ρc being the central dust density, hd the dust distribution scale-length and zd the
dust distribution scale-height. A constant dust distribution is obtained from the same
expression by putting the scale-length at infinity.
Extinction coefficients are obtained from the model described by Draine & Lee (1984).
We consider four different silicate-to-graphite ratios in the grains, 0.5:0.5, 0.4:0.6, 0.3:0.7
and 0.2:0.8. The particle sizes a are set between 0.005 and 0.25 µm with a size distribution
proportional to a−3.5. Our modeling does not include either polyaromatic hydrocarbons
(PAH’s) or very small dust particles. Although these particles dominate the mid-infrared
emission at e.g. 10–20 µm, their contribution to sub-millimeter emission at 850 µm is
expected to be negligible (see, e.g., Li & Draine 2001).
The spectral energy distribution of the stars is taken from the models calculated by
Bruzual & Charlot (1993). Specifically, we use the model for a continuously star-forming
galaxy with a star-forming rate of 10−10 M⊙/yr per unit solar mass, assuming a galaxy
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age of 10 Gyr. We verify that decreases in the assumed age to 5 Gyr or even 1 Gyr do not
cause significant changes in the parameters needed to fit the 850 µm radial profile. The
dust temperature rises marginally, causing a small change in the dust surface density. The
latter, however, is much more influenced by the uncertainty in the total luminosity.
3.4 Results and analysis
3.4.1 M 51 stellar parameters
First, the scale-length of the stellar emission must be determined as accurately as possi-
ble, because it dominates determinations of the scale-length of the 850 µm dust emission.
The stellar emissivity of M 51 has been extensively studied by Beckman et al. (1996)
who determined both arm and inter-arm scale-lengths in the B, R, I and K photometric
bands, where they did not correct for extinction. Their inter-arm results are summarized
in Table 3.1. Emission in the R and I bands predominantly traces old stars which are
distributed more or less homogeneously throughout the disk. We use these bands to de-
termine the scale-length of the stellar emission. As this emission is susceptible to dust
attenuation, we have taken extinction into account as well. Starting with an initial esti-
mate of the intrinsic scale-length of the stars, the radiation transfer code computes a value
for the attenuated scale-length of the stars, which was then compared with the observa-
tions.
The M 51 bulge effective radius has not been determined. However, as it does not
dominate the radial profile, we use a value of 1.03 kpc characteristic of similar galaxies
(Laurikainen & Salo 2001), also summarized in Table 3.1.
Unlike the scale-length of the exponential star distribution, the scale-heights of both
the stellar disk and the dust are in effect degenerate: model and data do not provide useful
constraints. For instance, a wide range of stellar scale-heights yields almost identical
850 µm emission profiles. Dust temperatures are marginally affected, requiring some
changes in the 10 – 100 µm wavelength range of the spectrum. We keep the ratio hs/zs
identical to that found in NGC 891 (Xilouris et al. 1998). Obviously, as long as the face-
on optical depth is kept constant the sub-millimeter emission does not change perceptibly
either when we vary the dust scale-height. When we increase dust scale-heights from 0.25
to 0.35 kpc, temperatures change by no more than 1-2 degrees.
In order to determine the total luminosity of M 51, we integrate the UV (OAO), vi-
sual and far-infrared (IRAS) flux densities as provided in the NASA/IPAC Extragalactic
Database, the 170 µm point as given by Tuffs & Gabriel (2003) and our 850 µm point.
We find a luminosity of Ltot = 1.1× 1011L⊙, which corresponds to a star formation rate
of a few M⊙yr−1, with an estimated uncertainty of about 30%. Of this total luminosity,
about 5% originates in the bulge and the remaining 95% in the exponential disk.
3.4.2 Disk parameter determination
Even if the stellar luminosity and the CO contamination are known, the stellar scale-
height, zs, and the dust scale-height, zd, are degenerate. Adopting values as outlined in the
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previous section, we explore the parameter space over three variables: (i) the total amount
of dust, which scales with the central face-on optical depth τV,f integrated from infinity
to the galaxy center, (ii) the scale-length of the dust distribution hd, and (iii) the scale-
length of the stellar disk hs, since the observed scale-length is attenuated by dust. These
variables are uniquely determined when the stellar luminosity and the CO contamination
are known. Since this is not the case, we identify combinations of parameters that best
reproduced the observed 850 µm radial profile.
Figure 3.3: The model exponential disk (crosses) compared to the actual emission of the
M 51 disk (solid line), for hd = 7.65 kpc, hs = 3.15 kpc, L = 1.1 · 1011 L⊙, τV,f = 4.35
and no CO contamination.
We have summarized the model results in Table 3.2. An example of a fit is shown in
Fig. 3.3. Note that the model gives a poor fit in the very center. This is caused by the
presence of the bulge in the model which provides additional dust heating, hence more
sub-millimeter emission in the center. We only subtract the disk component from the
observed emission.
In Fig. 3.4 we show the required face-on central optical depth for a range of total
galaxy luminosities and CO contributions. For a luminosity Ltot = 1.1 × 1011L⊙ these
optical depths τV,f range from 3.7 (assuming 12%CO contamination) to 4.4 (zero contam-
ination). Inclusion of the luminosity uncertainty increases this to a slightly larger range
τV,f 3.4–4.8. The high optical depth derived here is consistent with the typically higher
values derived from far-infrared and sub-mm compared to optical observations (see, e.g.,
24 A sub-millimeter exponential disk in M 51
Figure 3.4: Resulting optical depth for different luminosities assuming either zero CO
contamination (upper line) or an omnipresent maximum 12 per cent contamination (lower
line). The shaded area shows the possible solutions.
Table 3.2: Model results
CO contamination No Maximal Variable
hs (kpc) 3.15 3.15 3.15
hd (kpc) 7.65 7.65 8.65
τV,f (L = 0.8 · 1011 L⊙) 4.8 4.1 4.2
τV,f (L = 1.1 · 1011 L⊙) 4.4 3.7 3.7
τV,f (L = 1.4 · 1011 L⊙) 4.0 3.4 3.5
Bianchi 2004). Popescu et al. (2000) find a value of 3.1 for NGC 891. In this case, how-
ever, arm and interarm emission are fitted simultaneously. The associated scale-lengths
vary likewise. For instance, as long as the CO contamination is constant with radius, we
find a dust scale-length hd = 7.65 kpc and a stellar scale-length hs = 3.15 kpc. On the
other hand, if the CO contamination is maximal (12%) at the center and minimal (zero) at
a radius of 10 kpc, we obtain a slightly larger scale-length hd = 8.65 kpc. The scale-length
hs remains the same within the uncertainties. The value of hd is somewhat smaller than
the scale-length of atomic hydrogen. The value of hd is comparable to a scale-length of
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9± 1 kpc that we derive for the atomic hydrogen outside 6 kpc (Tilanus & Allen 1991).
In addition to a radial density gradient, we also find a radial temperature gradient
because the stellar scale-length is much smaller than the dust scale-length, i.e., the stars
are more centrally concentrated than the dust. Radial temperature profiles for the average
grain size at position z = 0 kpc are shown in Fig. 3.5. When the dust scale-length is larger,
we also see a steeper temperature gradient throughout the galaxy. The small fluctuations
in the Fig. 3.5 profile are artifacts due to statistical noise.
Figure 3.5: Radial temperature profile for a total luminosity for M 51 of L = 1.1 ·1011 L⊙.
The solid line denotes zero CO contamination, the dotted line a maximum 12 per cent
contamination, and the dashed line a contamination decreasing from maximum in the
center to zero at the outer edge of M 51.
The good fit of the 850 µm profile provided by exponential distributions with finite
scale-lengths already suggests that the M 51 disk is hard to explain in terms of a radially
constant density distribution. We nevertheless attempt to force such a fit, and find that this
can only be done if the M 51 stellar scale-lengths are more than an order of magnitude
smaller than actually found. Thus, a constant density distribution may be ruled out with
confidence. An exponential density distribution of the cold dust is required to explain to
observed exponential 850 µm disk.
SCUBA sub-mm observations of the edge-on spiral NGC 891 suggest that the cold
dust distribution traces the total hydrogen column density, i.e., molecular hydrogen in the
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central regions and neutral hydrogen at larger radii (Fig. 5 in Alton et al. 2000). Sub-
sequent far-infrared observations by Popescu & Tuffs (2003) have shown that the cold
dust emission traces the neutral hydrogen into the extended HI disk. The current observa-
tions of M 51, showing an exponential dust density distribution, a close association with
the molecular hydrogen in the central region, and comparable scale-lengths of the dust
and HI distributions at larger radii further reinforce the suggestion that the cold dust is
correlated with the total hydrogen column density in galaxies.
3.4.3 Dust mass and gas-to-dust ratio
Once the density and temperature profiles are determined we may, in principle, determine
the radial dust mass distribution. In Fig. 3.6 we show the surface mass densities as a func-
tion of radius for a graphite and silicate ratio of 0.5:0.5. The peak dust surface densities
are 0.90 (no CO contribution) and 0.77 M⊙/pc2 (12 percent CO). The central gas (HI +
H2 + He) surface density is Σgas = 60 M⊙pc−2 (Israel et al. 2006), with an estimated
uncertainty of 25-30%. This results in a gas-to-dust ratio of 73±17.
In this dust mixture, we have a dust emission coefficient of κ850 = 0.9 g−1cm−2.
However, the actual value of κ850 is rather uncertain. James et al. (2002) used SCUBA
observations to derive a value κ850 = 0.7 ± 0.2 g−1cm2 but their data show a spread
in values for individual galaxies of a factor of two. Worse, Alton et al. (2000) find a
three times higher value for the galaxy NGC 891, whereas Agladze et al. (1996) in the
laboratory come to a value about two times higher than that of James et al. (2002).
We can make an estimate of κ850 in M 51. When we increase the fraction of graphite
in the grains, a higher value for the dust emission coefficient is obtained. With a higher
dust emission coefficient, the surface mass density is lower. For κ850 = 1.2 g−1cm2, the
peak surface densities as shown in Fig. 3.6 will be 0.65 (no CO contribution) and 0.56 (12
percent CO). In Table 3.3, gas-to-dust ratios are shown for four different gas mixtures and
for a luminosity of L = 1.1 ·1011L⊙. A canonical gas-to-dust ratio of 100±26 is obtained
with a dust emission coefficient κ850 = 1.2 g−1cm2, somewhat less than twice the value
found by James et al. (2002).
Table 3.3: Gas to dust-ratios
silicate:graphite κ850 (g−1cm2) dust:gas
0.5:0.5 0.9 73±17
0.4:0.6 1.0 82±21
0.3:0.7 1.1 91±24
0.2:0.8 1.2 100±26
3.5 Summary
1. SCUBA 850 µm observations of M 51 show a well-delineated spiral structure su-
perimposed on a prominent extended exponential base disk.
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Figure 3.6: The dust surface density profiles for a silicate-to-graphite ratio of 0.5:0.5 and
κ850 = 0.9 g
−1cm2; no CO contribution (solid line), 12 percent CO contribution (dotted
line) and decreasing CO contribution (dashed line).
2. The observed base disk is evidence for an underlying exponential density distribu-
tion of cold dust in M 51. This reinforces the suggestion that the cold dust in spiral
galaxies traces the total hydrogen density, i.e. the sum of H2 and HI
3. While throughout M 51 a radial temperature gradient occurs, because the stars are
more centrally concentrated than the dust, this gradient by itself cannot be the origin
of the exponential nature of the observed 850 µm disk.
4. A reasonable estimate of the dust emission coefficient, based on a canonical gas to
dust ratio of 100± 26, is κ850 = 1.2 g−1cm2.
5. We find a stellar scale-length hs of 3.15 kpc and a dust scale-length hd that ranges
from 7.65 to 8.65 kpc.
6. We find a typical central face-on optical depth τV,f = 4.0.
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CHAPTER 4
The spiral structure of M 51 at 850 µm
We will determine the surface density of the dust and molecular gas and the CO-to-H2
conversion factor in the spiral arms of M 51. The dust surface density is obtained from
the 850 µm emission. Using the dust surface density, for each point in the disk the surface
density of the gas can be derived with the assumption that the gas-to-dust ratio has the
same radial dependence as the metallicity, as measured by the fractional abundance of
oxygen. By comparing these gas surface densities with the observed total gas density
from 21-cm neutral hydrogen observations and CO observations of the molecular gas, we
can determine the CO-to-H2 conversion factor as function of position within the galaxy.
The central total hydrogen-gas-to-dust-mass ratio is found to be 60. The resulting CO-
to-H2 conversion factor is consistent with other independent determinations in M51 and
shows a radial gradient.
R. Meijerink, R.P.J. Tilanus, F.P. Israel, and P.P. van der Werf, 2005
Astronomy & Astrophysics, submitted
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4.1 Observations
M 51 was observed at 850 µm in the spring of 1998 and 1999 at the JCMT1 using Sub-
millimeter Common User Bolometer Array (SCUBA: Holland et al. 1999). The instru-
ment was used in scan-map mode in order to map the 13.5′ ×13.5′ field around M 51.
The scan angle across the field (15.5±60◦), was chosen in such way that the resulting im-
age is fully sampled. The total integration time was about 20 hours spread over 6 nights.
The initial observations used chop throws of 20, 30 and 65 arcsec, later throws of 44 and
68 were added. We use the standard reduction for SCUBA scan-map observations as im-
plemented in the SCUBA User Reduction Facility Software (SURF: Jenness & Lightfoot
1998). A detailed description of the data reduction is given in Sect. 2 of Meijerink et al.
(2005). The observations show the presence of an extended cold-dust disk (Sect. 4 of
Meijerink et al. (2005)). In order to isolate the emission of the spiral arms we remove the
contribution of the extended disk by subtracting an inclined exponential. The resulting
850 µm emission from the spiral arms in M 51 is shown in Fig. 3.1.
4.2 Contamination by in-band J = 3− 2 CO line
The broad passband of the SCUBA instrument at 850 µm includes the wavelength of the
J = 3 − 2 12CO line. Thus, at any point in the map the continuum emission measured
by SCUBA is, in principle, contaminated by CO line emission. Such contamination is
negligible for the diffuse disk in the inter-arm region (Meijerink et al. (2005). This is not
the case in the spiral arms, which contain a large amount of CO emission that can account
for up to half of the observed 850 µm emission.
In order to correct for the line emission in the SCUBA observations, we need the J =
3− 2 12CO intensity distribution in M 51. Unfortunately, the largest map available covers
a 70′′ × 140′′ area in the central part of M 51 (Israel et al. 2006), which is only a small
part of the complete 850 µm map. Kramer et al. (2005) recently concluded, however, that
the CO(3-2)/CO(2-1) ratio measured at 80′′ resolution is fairly constant at three widely
spread pointings, namely 0.76 at (0′′ ,0′′ ), 0.75 at (-84′′ ,-84′′ ) and 0.76 at (+72′′ ,+84′′ ),
respectively, relative to the center of M 51 as given in Table 3.1. This suggests the use of
a large-extent, scaled J = 2−1 12CO map to correct for the contribution of the J = 3−2
line emission. Such a map fortunately is available.
Garcı´a-Burillo et al. (1993) mapped the J = 2− 1 12CO line emission in M 51 with
the IRAM 30m telescope. They covered an area of 3′ ×3′ and produced a fully sampled
map (i.e. with steps of 6′′ ) at an angular resolution of 12′′ (FWHM). We convolve this
map to the 15′′ (FWHM) resolution of the JCMT observations. After correcting for the
beam efficiencies of ηmb ≈ 0.55 (IRAM 230 GHz) and ηmb ≈ 0.63 (JCMT 345 GHz), we
calculated an average CO(3-2)/CO(2-1) ratio of 0.72 in the area covered by the map of
Israel et al. (2006). This ratio is in excellent agreement with the values found by Kramer
et al. 2005 and was used to subtract a scaled version of the J = 2− 1 12CO map from the
1The James Clerk Maxwell Telescope is operated by the Joint Astronomy Center on behalf of the Par-
ticle Physics and Astronomy Research Council of the United Kingdom, the Netherlands Organization for
Scientific Research and the National Research Council of Canada
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Figure 4.1: Correction of the SCUBA 850 µm emission for in-band CO(3-2) line-emission. The maps shown have been deprojected for
an inclination angle of 20◦. Left: CO(2-1) contours (Garcı´a-Burillo et al. 1993) overlaid on the CO(3-2) (Israel et al. 2006) emission
map. Center: Amount of the correction (percent of observed): The contours are at: 10, 20, 30, 40, and 50 percent. Right: The 850 µm
spiral arm continuum emission corrected for the in-band CO emission. The contours are at: 10,20,30, and 40 mJy/beam.
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observed 850 µm map to correct for in-band CO line emission.
Fig. 4.1 shows the CO(2-1) contours overlaid on the CO(3-2) map (left), after de-
projection according to the parameters given in Table 3.1. The center panel shows the
percentage contamination of in-band line emission based on the scaled J = 2 − 1 12CO.
The right panel shows the 850 µm emission in the spiral arms after correcting for the
contaminating CO line emission. We find the largest correction in the center (up to 50
percent). The overall morphology of the 850 µm map, however, did not change signifi-
cantly, which indicates a close correlation between the CO and dust.
Figure 4.2: These figures show the 850 µm emission in the spiral arms, corrected for in-
band line emission, overlaid on various other tracers of the spiral structure: Top left: Hα,
top right: red continuum, center left: HI 21 cm, center right: J=2-1 12CO, bottom left:
thermal, and bottom right: non-thermal continuum emission, respectively.
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Table 4.1: Data sets used for comparison to 850 µm emission
Data set Reference Resolution (′′ )
6400A˚ red cont. van der Hulst et al. (1988) 9
Hα Tilanus et al. (1988) 9
J = 2− 1 12CO Garcı´a-Burillo et al. (1993) 12
HI 21 cm line Rots et al. (1990) 13
6 cm (thermal) Tilanus et al. (1988) 8
20 cm (non-th.) Tilanus et al. (1988) 8
4.3 Morphological comparison to other wavelengths
Now that we have corrected the 850 µm emission for contamination from the in-band
CO(3-2) line emission, we are in a position to make a morphological comparison of the
distribution of the cold dust with other components of the ISM (see Table 4.1).
We convolved all data to the 15′′ FHWM resolution of our data set (except for the red,
6400A˚ continuum image), and deprojected the images adopting the parameters as listed
in Table 3.1. We found it convenient to convert the different data sets to polar-coordinates
(R, θ), where θ runs counterclockwise like the position angle (PA) and R is the distance
in arcsec from the center. Fig. 4.2 show the 850 µm sub-mm emission overlaid on the
other data sets. We define Arm I as the arm seen from a PA of 0 to 200 degrees and Arm
II as seen from 250 to 400 degrees in the polar coordinates plot. Arm I and II correspond
to the the inner southern arm and inner northern arm, respectively.
The top row of Fig. 4.2 shows the 850 µm emission as it compares to the Hα emission
from the HII regions around newly-formed massive, young stars (left), and the red contin-
uum emission outlining the dust lanes and the broad stellar arms (right). The middle row
shows a comparison with the HI 21 cm, tracing the atomic gas (left) and CO line emis-
sion, tracing molecular hydrogen (right). The bottom rows shows the radio continuum
emission. The thermal emission (left) is closely coincident with the HII regions and the
Hα emission. On the other hand Tilanus et al. (1988) found that the non-thermal emission
is seen very near the dust lanes and conclude that it is associated associated with spiral
shocks.
The polar plots show that there is a minimum in the 850 µm emission in both arms at
radial distance between 80′′ and 100′′ from the center. This is the same region, where
we find a transition from predominantly molecular hydrogen (CO) and atomic hydrogen
(HI 21 cm). In the literature, this region is often associated with the 4/1 resonance (Aalto
et al. 1999; Rand 1993).
The pitch angle of Arm II is smaller in the center and becomes larger than Arm I in
the outer part of the galaxy. The pitch angle of Arm I is more or less constant. The arms
are clearly distorted, probably by the interaction with NGC 5195 north of M 51. As a
result, the properties of the two arms are quite distinct. Below, we briefly discuss the
arms separately and a comparison is made.
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4.3.1 Arm I (Inner Southern arm)
• This arm is very well defined at 850 µm and shows two extended bright regions
flanking the aforementioned minimum at 90′′ . The intensity of these regions is 1.5
times larger than the brightest peaks in Arm II.
• The ridge of 850 µm emission is coincident with the main dust lane inside the
minimum.
• The broad optical stellar arms are coincident with the arms at 850 µm. We identified
two bright regions at a radius of 80′′ and 120′′ , which are located at a slightly larger
radius, than those seen at 850 µm. In the inner part, a dust lane is obscuring the
optical emission.
• The CO spiral arm emission shows the same extent as the 850 µm emission in the
inner part of the galaxy. In the outer part, a small CO peak is seen, at the same place
where 850 µm shows a peak, but the CO emission is much less extended.
• The HI 21 cm emission emission is not very well associated with the spiral arms
seen at 850 µm. Small emission peaks in the inner part are not coincident with
those seen in the sub-mm. In the outer part, there is also HI emission in the inter
arm region.
• The Hα emission is located inside the 850 µm arms but associated with the bright
emission regions at 850 µm. The emission region in the outer part is more extended
than that in the inner part. The emission of Hα in the inner part is shifted to some-
what larger radii compared to the brightest emission at 850 µm, which was also
seen in the optical continuum.
• The non-thermal emission regions are located inside the 850 µm arm, but shifted
toward a smaller radius.
• There are compact thermal radio emission peaks in the bright emission regions at
850 µm. They do not coincide with the CO emission emission, but correlate well
with the HII regions (Tilanus et al. 1988) in the outer regions.
4.3.2 Arm II (Inner Northern arm)
• This arm is well-defined in the inner part of the galaxy, but more poorly in the outer
part. The peak emission is lower than in Arm I.
• The optical arm is shifted to a larger radius compared to 850 µm. The optical dust
lane does not correspond to bright peaks in the sub-millimeter dust emission.
• The CO emission is less strong compared to Arm I, but CO peaks are located at the
850 µm emission peaks.
• The HI 21 cm emission is somewhat stronger compared to Arm I and correlates
somewhat better with bright peaks at 850 µm, especially at larger radii.
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• Unlike in Arm I, the Hα emission peaks do not correlate with the peaks seen at 850
µm. The Hα emission regions are shifted to larger radius compared to 850 µm arm.
The same is seen for the thermal emission.
• In the inner part, the non-thermal emission peaks are located inside the 850 µm
arm.
4.4 The dust column density
From the corrected 850 µm continuum emission for CO(3-2) line contamination, we can
derive a dust column density distribution, using:
Σdust =
Iν
κνBν(Tdust)
, (4.1)
where Iν is the intensity, κν is the dust opacity, and Bν(Tdust) is the Planck intensity
function. The dust temperature can be determined from two specific intensity maps, at
the same resolution, but at two different wavelength points ν1 and ν2. In that case, the
recursive relation for the dust temperature Tdust is given by:
Iν1
Iν2
=
κν1
κν2
Bν1(Tdust)
Bν2(Tdust)
. (4.2)
We used the 60 and 100 µm intensity maps of M 51 from the ISO Data Archive for the
determination of the dust temperature. We did not use 850 µm since the sub-mm range
is in the Rayleigh-Jeans limit where the shape of the spectrum is not sensitive to the
temperature. But the exclusive use of the 60 and 100 µm also has a drawback in that
we have to assume that the same dust is emitting at both frequencies. Components of
different temperature influence the two frequency points in different ways. It is possible,
that a warm dust component is present. When such a component is present, the dust
temperature will be overestimated at 850 µm. The adoption of too high a temperature
will result in an underestimation of the dust mass. It is possible to rewrite Eq. 4.2 to a
direct equation for Tdust:
Tdust =
h(ν1 − ν2)
k ln((ν1/ν2)3+n(Iν2/Iν1) + CT )
(4.3)
where CT is a correction factor given by:
CT = (1−
(
ν1
ν2
)3+n(
Iν2
Iν1
)
) exp(−hν2/kTdust) (4.4)
The emissivity coefficient n originates from the frequency dependent mass absorption
coefficient, κν ∝ νn. Chini et al. (1984a,b) found that the integrated emission of cool
galaxies has index n = 2 and warmer galaxies has n = 1. We take n = 1.5, but take into
account that there is an uncertainty in n of ∆n = ±0.5. This results in a relative uncer-
tainty in the temperature of ∆T/T = 10%. For the reduction of the ISO maps, we used
the P32 reduction tools (Peschke & Schulz 2002) and subtracted a uniform background
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from both maps by determining the average flux after masking M51 and its companion.
Finally, we deprojected the maps adopting the parameters as listed in Table 3.1 and con-
volved the 60 µm map from a resolution of 50.3′′ (FWHM) to 83.9′′ (FWHM), which
is the resolution of the 100 µm map. The temperatures in the resulting temperature map,
Fig. 4.3, range from 25 to 35 K. The south-east part has a slightly higher temperature
than the north-west part of M 51, by about 5 K. The inter-arm regions show somewhat
higher temperatures than the spiral arms. Devereux & Young (1992) analyzed the 60 and
100 µm measurements from IRAS. They found dust temperatures between 27 and 33 K.
They state, however, that including the KAO 170 µm measurement from Smith (1982) im-
plies that 90 percent of the dust should have a temperature Tdust < 16 K. Hippelein et al.
(1996) found dust temperatures of about 30 to 33 K by using the 60, 100 and 175 µm
measurements by ISO. The ISO 175 µm flux is, however, much lower than the KAO flux
found by Smith (1982). This makes the very cold dust component as derived by Devereux
& Young (1992) uncertain.
For the opacity we used the value κ850 = 1.2 cm2/g as found in Meijerink et al. (2005)
from Monte Carlo simulations. The actual value is very uncertain as illustrated by the
spread in values derived by other authors. James et al. (2002) found an average value of
κ850 = 0.7 ± 0.2 cm2/g in a sample of galaxies with a scatter by a factor of two. Alton
et al. (2000) found a three times higher value for NGC 891 and Agladze et al. (1996) came
up with a laboratory with a value about two times higher than that of James et al. (2002).
For the moment we adopt a factor of two uncertainty in this value. Therefore, the derived
surface densities from Eq. 4.1 as shown in Figs. 4.4 and 4.5 are also uncertain by a factor
of two. For the spiral arms, we find that the peak dust surface density is 0.68 M⊙pc−2.
This increases to 1.33 M⊙pc−2, when considering both the spiral arms and the diffuse
disk. For the disk alone we would find a somewhat lower peak dust surface density than
we derived in Meijerink et al. (2005). There we derived somewhat lower temperatures for
the disk, which resulted in a higher dust mass. We will compare these results to the gas
surface densities in the following sections.
4.5 The atomic and molecular mass
In order to compare the retrieved dust surface density to gas tracers, we first need to
derive the HI surface density. We will use this result to determine the H2 surface density.
The atomic gas surface density is retrieved from the 13′′ resolution map described by
Rots et al. (1990). The map is deprojected and convolved to 15′′ resolution for a proper
comparison to the 850 µm emission. The column density of neutral atomic hydrogen can
be derived from the brightness temperature by using N(HI) = 1.823× 1023I(HI) (Kraus
1966, p.374). We find an average surface density Σ(HI) = 3.0 M⊙pc−2 in the inter-arm
region. This is subtracted to obtain the atomic surface density in the spiral arms, which is
shown in Fig. 4.4. In Fig. 4.5 the total surface density is shown.
A direct determination of the molecular mass in the arms is not possible, since H2
emission is very hard to observe. This is explained by the fact that H2 is a symmetric
molecule, and, as a consequence does not contain a permanent dipole moment. Therefore,
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Figure 4.3: Left: 60 µm convolved to the 83.9′′ resolution of the 100 µm map. Center: 100 µm at 83.9′′ resolution. Right: Temperature
contours superimposed on M51 spiral arms.
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Figure 4.4: Surface density of dust (left), when a value of κ850 = 1.2 cm2/g is adopted for the opacity, atomic (center) and molecular
hydrogen (right) [M⊙/pc2] of the spiral arms.
Figure 4.5: Surface density of dust (left), when a value of κ850 = 1.2 cm2/g is adopted for the opacity, atomic (center) and molecular
hydrogen (right) [M⊙/pc2] of the spiral arms and the diffuse disk.
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H2 does not emit permitted rotational lines. The ro-vibrational spectrum in the near-IR
of H2 can be observed. This, however, traces only the warm molecular hydrogen, which
is a small part of the total amount of H2. Therefore, it is common to use CO emission
as a tracer. A serious drawback in this method is that the conversion of CO to H2 is not
constant throughout a galaxy. For example, the conversion factor X = N(H2/
∫
Tbdv)
in the Solar neighborhood is estimated at 1.8 × 1020 cm−2/(K km s−1) (c.f. Dame et al.
2001). Based on the deficit of gamma-rays, Blitz et al. (1985) found that the conversion is
several factors lower in the Galactic center. Sodroski et al. (1995) and Strong et al. (2004)
confirmed this, and found a gradient throughout the galaxy. Therefore, it is not straight-
forward to make an estimate of the H2 content in galaxies by using CO observations. We
will use a different method as described by Israel (1997) to estimate the H2 content of
M 51. We will evaluate the molecular surface density from the HI and 850 µm surface
densities in the following way:
Σ(H2) = Σdustf(R)− Σ(HI), (4.5)
where f is a total hydrogen-gas-to-dust-mass ratio as a function of radius. We assume
that this ratio f(R) is proportional to the fractional abundance of oxygen. The abundance
decreases with radius. Vila-Costas & Edmunds (1992) found 12 + log(O/H) = 9.54 in the
center and a gradient of -0.14 dex/arcmin, based on data from McCall et al. (1985), Searle
(1971), Smith (1975), and Diaz et al. (1991). Zaritsky et al. (1994) found a characteristic
abundance 12 + log(O/H) = 9.23 at r = 2.1′ from the center and a gradient of -0.07
dex/arcmin, but based this result only on data from McCall et al. (1985) and Diaz et al.
(1991). We use the average of the two gradients, normalized to the central hydrogen-gas-
to-dust-mass ratio f(0).
In principle, we can find the central gas-to-dust-mass ratio f(0) by looking for a
place in the galaxy without CO emission. At this place the atomic hydrogen-gas-to-dust-
mass ratio is the same as the total hydrogen-gas-to-dust ratio f(R), when we assume that
molecular hydrogen is always associated with CO. From this local f(R) we can calcu-
late the central ratio f(0) by using the above mentioned normalized oxygen abundance
gradient. In order to trace the CO emission, we use the J = 2− 1 12CO antenna temper-
ature map from Garcı´a-Burillo et al. (1993). In the inter-arm region, we find an average
emission of T ∗A ≈ 2.5 K. We subtract this value, when we consider the spiral arms only.
Unfortunately, most of M 51 is in fact associated with CO emission. Therefore, we use
a somewhat modified version from the above description. We first define two ratios. The
first ratio is given by:
QHI/dust = Σ(HI)/(Σdustnorm(R)), (4.6)
which is the ratio between the atomic surface density, Σ(HI), and the dust surface den-
sity, Σdust. In order to correct Σdust for the gradient in the gas-to-dust-mass ratio f(R),
we multiplied with the normalized gas-to-dust-mass ratio norm(R) = f(R)/f(0). The
second ratio is given by:
QCO/dust = I(CO)/(Σdustnorm(R)), (4.7)
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which is the ratio between the CO emission and the dust surface density. The dust surface
density is again corrected for the gradient in the total gas-to-dust-mass ratio by multiply-
ing with norm(R).
We expect that the total gas surface density is more or less constant relative to the
dust surface density corrected for the metallicity gradient, if the measured dust is a proper
tracer of the total dust and the gas. QHI/dust represents the part of hydrogen in atomic
form, relative to dust. QCO/dust is the amount CO emission, which is used as the H2
tracer, relative to dust. This implies that there should exist a negative correlation between
these defined ratios, when we make a pixel-pixel plot of these quantities. When QHI/dust
increases, then QCO/dust should decrease. In Fig. 4.7 we have plotted QCO/dust versus
QHI/dust. We find that the ratio QHI/dust is highest when QCO/dust is lowest. We have
fitted a linear profile through these points. The central hydrogen-gas-to-dust-mass ratio
f(0) is found, where QCO/dust = 0. We find f(0) = 44 when we consider the spiral arms
only and f(0) = 23, when we use the spiral arms plus the diffuse disk. A reason for this
discrepancy can be that the CO is not a proper tracer of H2 in the inter-arm region. The
transition from H to H2 is closer to the surface of a cloud than the transition from C+ to C
to CO. When clouds are dense and have large column densities, the difference in transition
is small compared to the cloud size and the transitions are closer to the surface of the
cloud. When the cloud density is low, it is difficult to reach high column densities and then
the difference in transition is important. This is illustrated in Fig. 4.6, where an example is
given of PDR model with a semi-infinite slab geometry, with density n = 102.5 cm−3 and
radiation field G0 = 17. For this model, we use the PDR code as described in Meijerink &
Spaans (2005). The transition from H to H2 is at a column NH ≈ 1021.2 cm−2 (τV ≈ 1.0),
while the transition of C to CO is at NH ≈ 1021.9 cm−2 (τV ≈ 4.0). In Meijerink et al.
(2005), we found a value for the central face-on optical depth of τV ≈ 3.7 for the disk, so
it is very improbable to find shielded clouds were CO is present in large amounts.
The central hydrogen-gas-to-dust-mass ratio is derived for an assumed dust opacity
of κ850 = 1.2 cm2/g. When the opacity is increased by a factor of two, the dust surface
density would decrease by the same amount (Eq. 4.1). The ratio f(R), however, would
increase with a factor of two. Therefore, the assumed opacity does not affect the estimated
molecular surface density (Eq. 4.5).
In Figs. 4.4 and 4.5, we show the estimated molecular surface density using Eq. 4.5.
We use the derived central hydrogen-gas-to-dust-mass ratios, f(0) = 44 and f(0) = 23
to calculate Σ(H2) for the spiral arms only and the spiral arms together with the diffuse
disk, respectively. When we use f(0) = 23 derived from the total emission of the galaxy
to calculate Σ(H2) for the complete galaxy, we do not find a physical solution. There is
too much atomic hydrogen mass subtracted in the outer parts of the galaxy, which results
in a negative molecular mass. The problem is probably that we underestimate f(0) in this
case, since CO is probably not a good tracer of H2 in the inter-arm region.
We also considered the possibility of a somewhat steeper gradient, throughout the
galaxy. In the calculations, we assumed the total gas-to-dust-mass ratio f(R) proportional
to the abundance gradient in oxygen. We can also consider the possibility that f(R)
is proportional to the gradient in carbon. For an increasing metallicity, the ratio C/O
becomes larger. As a consequence, the possibility exists that the gradient in the ratio
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Figure 4.6: PDR with density n = 102.5 cm−3 and G0 = 17.
f(R) is steeper than derived from the oxygen abundance. Unfortunately, the derived
central total hydrogen-gas-to-dust-mass ratio f(0) decreases in the center, when using a
steeper gradient. Therefore, we still obtain a negative molecular hydrogen surface density
Σ(H2). We conclude that it is only possible to obtain Σ(H2) for the spiral arms, when
using this method.
The molecular mass in the arms is much more concentrated toward the center of the
galaxy, while a large part is atomic in the outer spiral arms. To illustrate this, we plotted
the radial atomic and molecular gas surface density for the spiral arms in Fig. 4.8. The
central H2 surface density is about half the result from Israel et al. (2006).
4.6 The CO to H2 conversion factor
We can now derive the radial CO-to-H2 conversion factor X in the spiral arms. We do not
consider the spiral arms together with the underlying diffuse disk, due to the problems
described in the previous section. We use the molecular hydrogen surface density Σ(H2),
derived in the previous section, and the J = 2− 1 12CO emission map of Garcı´a-Burillo
et al. (1993). We want to derive the X-factor for J = 1−0 12CO emission, and, therefore,
we need to scale the CO emission map, for which we use the results from Kramer et al.
(2005). They derived CO(2-1)/CO(1-0) ratios in three widely spread pointings, namely
0.73 at (0′′ ,0′′ ), 0.57 at (-84′′ ,84′′ ) and 0.8 at (+72′′ ,+84′′ ), respectively. We use the
average ratio of the three, i.e. 0.7, in scaling the complete CO(2-1) map. The derived
42 The spiral structure of M 51 at 850 µm
Figure 4.7: Σ(H)/(Σdustf(R)) vs. I(CO)/(Σdustf(R)) for spiral arms (left) and spiral
arms + diffuse disk (right). The contours represent the point density.
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radial dependent CO-to-H2 conversion is plotted in Fig. 4.8. We find a gradient for the
X-factor in the spiral arms throughout the galaxy, which is mostly due to the gradient
in hydrogen-gas-to-dust-mass ratio. The gradient is strongly reduced when this is left
out. We derive value of 0.2 × 1020 cm−2 / (K km s−1) in the center of M 51 to 1.3 ×
1020 cm−2 / (K km s−1) at 140′′ .
When we would have made a lower estimate of the CO emission in the inter-arms
region, the radial slope of X would be somewhat less steep. The effect of this estimate is
largest in the outer part, where for a T ∗A ≈ 1.5 K, the X factor would be 50 percent lower
at 170′′ .
4.7 Discussion
We derive a value for the central gas-to-dust ratio in the spiral arms of 59 (by multiplying
the central ratio f(0) = 44 by 1.35 to include the contribution of He as well). At 2.5′ from
the center the ratio has increased by factor of two. This is much lower than the value 195-
390 suggested by Dunne et al. (2000) assuming the presence of both cold and warm dust.
Stevens et al. (2005) derived an average gas-to-dust ratio of 120±60 for 14 nearby spirals.
This is consistent with our result, and some of their galaxies have even much lower gas-
to-dust ratios (Mgas/Mdust=33 for NGC 2903 and Mgas/Mdust=7 for NGC 3310) than we
derive for M 51. Our results are also comparable to those found for NGC 6946 (Alton
et al. 2002). We must state, however, that our ratio would possibly be decreased, when
we would use a two component fit. Another factor is the dust opacity, which introduces a
factor of two uncertainty in the gas-to-dust ratio.
We determine Σ(H2) by using the distribution of dust and Σ(HI). We find a central
surface density of Σ(H2) = 13 M⊙pc−2, which is about half the average value obtained
by Israel et al. (2006). The method we use works quite well in the spiral arms, but not
when the complete galaxy is considered. In order to find Σ(H2), we first need the central
gas-to-dust ratio f(0). In order to find this, we need the CO emission distribution as an
H2 tracer. It seems, however, that CO might not be a good tracer of H2 in the inter-arm
region. This underestimates the gas-to-dust ratio, and, as a consequence, the H2 surface
density.
The method to determine the CO to H2 conversion factor is independent from the
method used by other authors. Israel et al. (2006) used large-velocity gradient radiative
transfer models to model the observed 12CO and 13CO and to derive the H2 column den-
sity. Nakai & Kuno (1995) used visual extinctions and the CO intensity toward 30 HII
regions. Gue´lin et al. (1995) used the 1.2 µm emission from cold dust. Their results
are over-plotted in Fig. 4.8 for comparison. The X-factor in the center of M51 has been
calculated by Israel et al. (2006) and Gue´lin et al. (1995). They find an X-factor four
times lower than the standard Milky Way value, 0.5± 0.25× 1020 cm−2 / K km s−1. This
value is somewhat higher than the value we find in the central region of M51, which is
0.2 × 1020 cm−2 / K km s−1. Our results are somewhat lower than the values found by
from Nakai & Kuno (1995). This might be explained by the fact that we determined the
global X-factor in the arms, while Nakai & Kuno (1995) measured the X-factor in the
neighborhood of HII regions. CO is easier dissociated than H2 and this can result in a
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higher X-factor.
4.8 Conclusions
1. We find prominent spiral arms at 850µm, after correcting for the exponential disk
and contamination by CO(3-2) emission.
2. We made a detailed comparison to other components of the spiral arms, which show
remarkable resemblances and differences.
3. We find that the 850µm emission correlates well with CO in the arms out to a radius
of 80′′ , and much more strongly with HI at radii larger than 100′′ , suggesting a
clear break between those two radii, apparently corresponding to a 4/1 dynamical
resonance in the M 51 system.
4. In a related way, H2 is the dominanant gas component at radii less than 50′′ ,
whereas HI is the dominant one at larger radii as expected beyond 100′′ . The
total gas distribution also shows a broad minimum between 50′′ and 100′′ .
5. The central hydrogen-gas-to-dust-mass ratio is 44, and the total gas-to-dust-ratio is
60. This is about half the value in the Solar neighborhood.
6. The method to determine the CO-to-H2 conversion factor from the atomic and dust
surface density, and CO emission turns out to give good results, but can only be
applied considering the arms.
7. The CO-to-H2 conversion factor is small in the center , 0.2×1020 cm−2 / K km s−1,
and increases to 1.3× 1020 cm−2 / K km s−1 at a distance of 170′′ from the center.
One needs to be very careful in applying a global CO-to-H2 conversion factor to a
galaxy.
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Figure 4.8: Left: The radial molecular, atomic and total gas surface density and column
density. Right the column density ratio and the CO-to-H2 conversion factor X. The results
for the X factor from Nakai & Kuno (1995) are represented by the open diamonds, and
from Gue´lin et al. (1995) and Israel et al. (2006) by the two horizontal lines.
Part II
PDR and XDR models
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CHAPTER 5
Code description
Photon-dominated regions (PDRs) are regions in the interstellar medium (ISM), where the
radiation field completely determines the temperature and chemical composition of the
gas. These PDRs are formed under various conditions and on a range of different scales.
They are found close to OB stars as well as cooler A en F stars. They are also associated
with planetary nebulae, active galactic nuclei (AGN) and photo-evaporating planetary
disks around newly formed stars as well as diffuse clouds. Hence, PDRs cover a wide
range of astrophysical environments and trace the overall energy balance of the atomic
and molecular ISM for densities of ∼ 102 − 106 cm−3 and temperatures of ∼ 10 − 104
K. The term ’PDR’ is usually reserved for impinging radiation fields that peak in the
FUV, while ’XDRs’ (X-ray dominated regions) are formed near strong sources of X-ray
emission.
Here, we present a far-ultraviolet (PDR) and an X-ray dominated region (XDR) code.
We discuss the various thermal and chemical processes that pertain to irradiated gas. An
elaborate chemical network is used and a careful treatment of PAHs and H2 formation,
destruction and excitation is included.
This chapter contains modified parts from:
R. Meijerink & M. Spaans, 2005
Astronomy & Astrophysics, Volume 436, pp. 397–409
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5.1 Introduction
Gas clouds in the inner kpc of many galaxies are exposed to intense radiation, which
can originate from an active galactic nucleus (AGN), star-burst regions or both. O and B
stars dominate the radiation from star-bursts, which is mostly in the far-ultraviolet (6.0 <
E < 13.6 eV), turning cloud surfaces into Photon Dominated Regions (PDRs, Tielens
& Hollenbach 1985). Hard X-rays (E > 1 keV) from black hole environments (AGN)
penetrate deep into cloud volumes creating X-ray dominated regions (XDRs, Maloney et
al. 1996). For each X-ray energy there is a characteristic depth where photon absorption
occurs. So for different spectral shapes, one has different thermal and chemical structures
through the cloud. Although one source can dominate over the other energetically, (e.g.,
an AGN in NGC 1068 or a star-burst in NGC 253), the very different physics (surface vs.
volume) require that both should be considered simultaneously in every galaxy.
In PDRs and XDRs, the chemical structure and thermal balance are completely deter-
mined by the radiation field. Therefore, PDRs and XDRs are direct manifestations of the
energy balance of interstellar gas and their study allows one to determine how the ISM
survives the presence of stars and AGN (Tielens & Hollenbach 1985; Boland & de Jong
1982; van Dishoeck & Black 1988; Le Bourlot et al. 1993; Wolfire et al. 1993; Spaans
et al. 1994; Sternberg & Dalgarno 1995; Stoerzer et al.1998; Spaans 1996; Bertoldi &
Draine 1996; Maloney et al. 1996; Lee et al. 1996; Kaufman et al. 1999; Le Petit et al.
2002 and references therein).
PDRs and XDRs have become increasingly important as diagnostic tools of astro-
physical environments with the advent of infrared and (sub-)millimeter telescopes. PDRs
emit fine-structure lines of [CI] 609, [CII] 158 and [OI] 63 µm; rotational lines of CO;
ro-vibrational and pure rotational lines of H2; many H2O lines as well as many broad
mid-IR features associated with Polycyclic Aromatic Hydrocarbons (PAHs). In PDRs,
the bulk of the H2 is converted into atomic hydrogen at the irradiated edge, CO is dissoci-
ated to neutral carbon and oxygen, and carbon is subsequently ionized to C+. XDRs emit
brightly in the [OI] 63, [CII] 158, [SiII] 35, and the [FeII] 1.26, 1.64 µm lines as well
as the 2 µm ro-vibrational H2 transitions. The abundance of neutral carbon in XDRs is
elevated compared to that in PDRs and the chemical transitions from H to H2 and C+ to
C to CO are smoother (Maloney et al. 1996).
In this chapter, we discuss and compare the cooling, heating and chemical processes
included in the far-ultraviolet (PDR) and X-ray dominated regions (XDR) models. These
codes can be used over a broad range of ambient conditions and physical scales, e.g.,
young stellar objects, planetary nebulae or gas outflow in galaxy clusters.
5.2 The Photon-dominated Region model
The global properties of PDRs are determined by a number of physical processes:
• Heating through photo-electric emission by dust grains and PAHs (c.f. Bakes &
Tielens 1994, Weingartner & Draine 2001).
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• Heating by FUV pumping of H2, followed by collisional de-excitation (c.f. Hollen-
bach & McKee 1979).
• Heating by cosmic rays (c.f. Field 1969).
• Fine-structure line cooling of [CI] 609, [CII] 158, [OI] 146 and 63 µm (c.f. Tielens
& Hollenbach 1985; Spaans et al. 1994).
• Molecular line cooling by warm molecular gas containing CO, H2, H2O, OH and
CH (c.f. Neufeld et al. 1995; Spaans & Silk 2000).
• Ion-molecule reactions driven by the ionization degree of ∼ 10−4 maintained by
the ionization of carbon in the FUV (c.f. Black & Dalgarno 1977; van Dishoeck &
Black 1986).
• The ionization balance of atomic gas under the influence of photo-ionization reac-
tions driven by FUV photons and counteracting recombination and charge transfer
reactions with metals and particularly PAHs (c.f. Lepp & Dalgarno 1988; Bakes &
Tielens 1994).
As one moves into a PDR the extinction along the line of sight increases and the impinging
radiation field is attenuated. Consequently, there are two zones over which the chemical
composition of the PDR changes in a fundamental way. The first fundamental change
occurs at the very edge of the PDR as atomic hydrogen is converted into H2 because the
Lyman and Werner electronic bands that lead to dissociation of the H2 molecule in the
FUV become optically thick (so-called self-shielding). Deeper into the PDR, at about 3
mag of extinction, ionized carbon is quickly converted into neutral form as the FUV flux
decreases due to dust absorption. C is subsequently transformed into CO, since the FUV
field is reduced by grains, H2 mutual shielding and CO self-shielding.
The first few magnitudes of extinction of the PDR are usually referred to as the radical
region since many carbon hydrides and their ions, e.g., CH, CH+, CN, HCN, HCO+ (and
also CO+), reach their peak abundance there, caused by the presence of both C+ and H2
and the high (∼ 102 − 103 K) temperatures. Ion-molecule reactions take place that lead
to the formation of a large number of different molecular species. Many of the atoms
and molecules in (the radical region of) a PDR are collisionally excited at the ambient
densities and temperatures, and emit brightly in the mid-IR, FIR, millimeter and sub-
millimeter.
The global characteristics of any PDR are defined by a few key parameters:
• The strength of the impinging radiation field, G0 or IUV , in units of the Habing
(1969) or Draine (1978) radiation field, respectively, determines the total available
radiative flux at the edge of the PDR.
• The temperature and the ambient hydrogen density, nH = n(H) + 2n(H2), sets
to a large extent the pace of the chemical reactions and the excitation rates of the
coolants.
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• The metallicity Z, in units of the solar value Z⊙, constrains the total abundances
possible for carbon- and oxygen-bearing species and hence influences the chemical
and thermal structure.
• The spectral shape of the impinging radiation field, parameterized by the color tem-
perature Teff for black bodies or the frequency slope for power laws, fixes the dis-
tribution of photon flux over energy.
In the next few subsections the chemical and thermal processes are discussed in more
detail. In the rest of the paper we use G0, the Habing flux, as the normalization in which
we express the incident FUV radiation field, where G0 = 1 corresponds to a flux of
1.6× 10−3 erg cm−2 s−1.
5.2.1 Heating processes
Grain heating
In PDRs the photo-electric emission from (small) dust grains and PAHs is the dominant
heating source. Absorption of FUV photons leads to the ejection of electrons which carry
some energy of the photon away in the form of kinetic energy. This excess kinetic energy
leads to heating of the gas through elastic collisions. In the past decade, it has become
clear that carbonaceous interstellar grains extend into the molecular domain. These PAHs
can contribute a large fraction to the total heating rate. Bakes & Tielens (1994) deter-
mined the net photo-electric heating rate and evaluated a simple analytical expression for
the heating efficiency, dependent on G0, the kinetic gas temperature Tk and the electron
density, ne, which is given by
Γgrain = 10
−24 ǫ G′0,dust nH erg cm
−3 s−1, (5.1)
where the radiation field G′0,dust is the radiation field attenuated by dust absorption (Black
& Dalgarno 1977) given by
G′0,dust = G0 exp(−1.8 AV ). (5.2)
AV is the visual extinction at optical wavelengths caused by interstellar dust. Bohlin
et al. (1978) relate the total column density of hydrogen, NH = N(H) + 2N(H2) to color
excess, E(B − V ):
NH
E(B − V ) = 5.8× 10
21 cm−2 mag−1. (5.3)
In the literature the results of Savage et al. (1977) are often used, but in this paper only H2
(and not H I ) is taken into account. For historical reasons the radiation field attenuation
is expressed in visual extinction, AV = 3.1E(B − V ), and AV = 5.34 × 10−22NH. The
heating efficiency ǫ is given by
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ǫ =
4.87 · 10−2
[1 + 4 · 10−3(G0T 1/2k /ne)0.73]
+
3.65 · 10−2(Tk/104)0.7
[1 + 2 · 10−4(G0T 1/2k /ne)]
. (5.4)
The efficiency depends on the ratio G0 T 1/2k /ne, which is the ratio of the ionization and
recombination rates. For low G0 T 1/2k /ne, grains are neutral and the heating depends
linearly on the incident radiation field. For a high value of G0 T 1/2k /ne, the grains are
positively charged and then the heating rate is proportional to the product nenH.
Carbon ionization heating
At the edge of the cloud, most of the carbon is singly ionized. The photo-electron energy
released in an ionization is ∆EC = 1.06 eV. The ionization rate, at a certain point in the
cloud, is given by κion = 1.76G′0,carbon s−1. The heating rate due to the ionization of
carbon is then given by
ΓC = κion n(C) ∆EC. (5.5)
After substitution of numerical values we get the following heating rate for the local
radiation field G′0,carbon:
ΓC = 2.79× 10−22 n(C) G′0,carbon erg cm−3 s−1, (5.6)
where this time G′0,carbon is the radiation field attenuated by dust absorption (Black &
Dalgarno 1977), carbon self-absorption (Werner 1970) and H2 shielding (de Jong et al.
1980):
G′0,carbon = G0 exp(−2.4 AV − τC − τb/πv21)× (1 + τb/πv21)−1, (5.7)
where the unit-less parameters are given by
τC = 10
−17 N(C) (5.8)
τ = 1.2× 10−14 N(H2) δv−1d (5.9)
b = 9.2× 10−3 δv−1d (5.10)
v1 = 5× 102 δv−1d . (5.11)
N(C) and N(H2) are the column densities of neutral carbon and molecular hydrogen and
δvd is the Doppler line width in km s−1.
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H2 photo-dissociation heating
Absorption of Lyman-Werner band photons leads to the excitation of H2. About 10%
of the excitations leads to decay into the continuum of the ground electronic state (Field
et al. 1966; Stecher & Williams 1967). The heating related to this dissociation is given by
Γ = 0.1 κexc. < Ediss >, (5.12)
where < Ediss > is the mean kinetic energy of the H atoms and is set to 0.4 eV (Spaans
1996). The excitation rate of H2 is given by κexc. = 3.4× 10−10 G′0,H2 , where G′0,H2 is the
local radiation field given by
G′0,H2 = β(τ)G0 exp(−2.5 AV ). (5.13)
Self-shielding is explicitly taken into account for the excitation of H2, by the introduction
of the shielding factor β(τ) (see 5.2.3). After substitution of numerical values we get a
heating rate of
ΓH2 = 2.2× 10−23 β(τ) G0exp(−2.5 AV ) erg cm−3 s−1. (5.14)
H2 collisional de-excitation heating
FUV excitation is followed by decay to ro-vibrational levels in the ground state. Colli-
sional de-excitation leads to gas heating. This cascade process is very complicated, but
we simplify this process by using a two-level approximation (see 5.2.3). The resulting
heating rate is given by
ΓH2 = [n(H)γ
H
10 + n(H2)γ
H2
10 ]n(H2V)E∗ erg cm
−3 s−1, (5.15)
where the coefficients are given by Hollenbach & McKee (1979)
γH10 = 10
−12 T 0.5k exp(−1000/Tk) (5.16)
γH210 = 1.4× 10−12T 0.5k exp(−18100/(Tk + 1200)). (5.17)
Both of the above expression are in units of cm3 s−1.
Gas-grain collisional heating
When gas and grains differ in temperature they can transfer heat through collisions. The
heating rate of the gas is given by (Hollenbach & McKee 1979, 1989)
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Γcoll. = 1.2× 10−31n2
(
Tk
1000
)1/2(
100 A˚
amin
)1/2
(5.18)
×[1− 0.8 exp(−75/Tk)](Td − Tk).
The minimum grain size is set at amin = 10 A˚ and the dust temperature Td is given by
Td = (8.9× 10−11ν0G0 exp(−1.8AV ) + (5.19)
2.75 + 3.4× 10−2[0.42− ln(3.5× 10−2τ100T0)]× τ100T 60 )0.2,
based on the results of Hollenbach et al. (1991). T0 and τ100 are given in equation (5.29).
Gas-grain viscous heating
Radiation pressure accelerates grains relative to the gas and the resulting drag contributes
viscous heating to the gas. Grain acceleration time scales are short compared to other time
scales, and therefore the grains may be considered moving at their local drift velocity, vd.
All the momentum is transferred to the gas, predominantly by Coulomb forces. For drift
velocities < 103 cm s−1 (Spitzer 1978), no significant gas-grain separation takes place. In
the following, we take vd = 102 cm s−1. The heating rate is given by
Γvisc. = 8πe
4ndZ
2
d(kTk)
−1(lnΛ)vd[n(C
+)G(yC+) + neG(ye)], (5.20)
where nd is the grain volume density, Zd is the grain charge, n(C+) and ne are the respec-
tive C+ and electron volume densities and the functions Λ and G(y) are given by
Λ = 1.5 Z−1d e
−3(kTk)
1.5(πne)
−0.5 (5.21)
G(y) =
1
2y2
{erf(y)− 2
π0.5
ye−y
2}, (5.22)
where y = vd/vth and vth the thermal velocity of C+ ions and electrons. erf(y) is given
by
erf(y) =
∫ y
0
e−t
2
dt. (5.23)
Cosmic-ray heating
Cosmic ray heating is not important at cloud edges, as its energy input is exceeded by
many orders of magnitude by photo-electric heating. Deeper into the cloud the FUV
radiation is attenuated by dust and cosmic ray heating can become important. Glassgold
& Langer (1973) and Cravens & Dalgarno (1978) calculated that the amount of heat
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deposited in a molecular gas is about 8 keV per primary ionization. Then, Tielens &
Hollenbach (1985) find for the total heating rate, including helium ionization
ΓCR = 1.5× 10−11 ζ n(H2) erg cm−3 s−1, (5.24)
where ζ is the cosmic ray ionization rate per H2 molecule.
5.2.2 Cooling processes
Cooling
The radiative cooling rate due to the transition from level i to level j of species x is given
by
Λx(νij) = niAijhνijβesc(τij)
Sx(νij)− P (νij)
Sx(νij)
, (5.25)
where ni is the population density of species x in level i, Aij the spontaneous transition
probability, hνij is the energy difference between levels i and j, τij is the optical depth
averaged over the line, and βesc(τij) is the escape probability at the optical depth τij of the
line. The source function is given by
Sx(νij) =
2hν3ij
c2
(
ginj
gjni
− 1
)−1
, (5.26)
where gi and gj are the statistical weights of the upper and lower level, respectively. The
background radiation field is given by (Hollenbach et al. 1991)
P (νij) = B(νij , T = 2.7 K) + (0.42− τd)τdB(νij, T0), (5.27)
where a dust opacity τd ≪ 1 is assumed. It consist of the 2.7 K microwave radiation and
the dust mean continuum background radiation characterized by a temperature T0 and a
total emission optical depth τd. T0 and τ100 are given by
T0 = 12.2G
0.2
0 K (5.28)
τ100 = 2.7× 102G0/T0. (5.29)
and the dust opacity at the appropriate wavelength λ follows:
τd,λ = τ100
(
100 µm
λ
)
. (5.30)
The level populations are calculated by solving the equations of statistical equilibrium (de
Jong et al. 1980)
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ni
l∑
j 6=i
Rij =
l∑
j 6=i
njRji, (5.31)
where l is the total number of levels included and
Rij = Aijβesc(τij)(1 +Qij) + Cij, i > j (5.32)
Rij = (gj/gi)Ajiβesc(τji)Qji + Cij, i < j. (5.33)
In these equations the collisional rate from level i to j is represented by Cij. The back-
ground radiation is contained in Qij
Qij =
c2
2hν3ij
P (νij). (5.34)
Since the set of l statistical equilibrium equations is not independent, one of the equations
has to be replaced by the conservation equation
nx =
l∑
j=0
nj, (5.35)
where nx is the total volume density of species x. The optical depth averaged over the
line is given by
τij(z) =
Aijc
3
8πνij
∫ z
0
ni(z
′)
[
nj(z
′)gi
ni(z′)gj
− 1
]
dz′
δvd
. (5.36)
The integration has to be done from the edge of the plane parallel cloud to depth z. The
probability that a photon escapes through the nearest boundary is approximately given by
(de Jong et al. 1980)
βesc(τ) =
1− exp(−2.34τ)
4.68τ
, τ < 7 (5.37)
=
{
4τ
[
ln
(
τ√
π
)]0.5}−1
, τ ≥ 7.
In equation (5.37) it is assumed that only half of the photons can escape, the other half is
emitted in the semi-infinite slab.
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Fine-structure line cooling
Since most of the gas is atomic in the radical region, the dominant coolants are the atomic
fine-structure lines. The most prominent cooling lines are the [CII] 158 µm and [OI]
63 µm and 146 µm lines. For the calculation of the thermal balance we also take into
account Si+, C, Si, S, Fe and Fe+. All atomic data used are listed in Table 5.1. We take
into account collisions with electrons, H+, H and H2 (ortho and para) for the excitation
of the species to different levels. In the PDRs, collisions with H+ are not the dominant
excitation source but in XDRs the ionized fraction of hydrogen can be as large as ten
percent and become important for the excitation of some levels.
Metastable-line cooling
We included the metastable cooling lines of C, C+, Si, Si+, O, O+, S, S+, Fe and Fe+. All
the data is taken from Hollenbach & McKee (1989) except for Si+ (Dufton & Kingston
1994), C+ (Sampson et al. 1994) and O+ (McLaughlin & Bell 1993).
Recombination cooling
At temperatures higher than ∼ 5000 K, cooling due to recombination of electrons with
grains (PAHs) is important. The cooling depends on the recombination rate which is
proportional to the product ne nH. The cooling rate increases when G0T 0.5k /ne goes up,
due to an increase in charge and hence Coulomb interaction. Bakes & Tielens (1994)
calculated numerically the recombination cooling for a variety of physical conditions. An
analytical fit to the data is given by
Λ = 3.49 · 10−30T αk (G0T 1/2k /ne)βnenH erg s−1 cm−3, (5.38)
where α = 0.944 and β = 0.735/T 0.068k .
Molecular cooling by H2, CO and H2O
For the rotational and vibrational cooling of H2, CO and H2O, we use the fitted rate
coefficients of Neufeld & Kaufman (1993) and Neufeld et al. (1995). They present a
cooling rate for species i through:
Λ = L n(xi) n(H2) erg cm
−3 s−1, (5.39)
where n(H2) and n(xi) are the densities of H2 and species xi, respectively. L is given by
1
L
=
1
L0
+
n(H2)
LLTE
+
1
L0
[
n(H2)
n1/2
]α(
1− n1/2
LLTE
)
. (5.40)
We interpolate in the tables given by Neufeld & Kaufman (1993) and Neufeld et al.
(1995), to find the values L0, n1/2 and LLTE and α. L0 is the cooling rate coefficient
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in the low density limit and n1/2 is the H2 density, where L falls a factor 2 below L0.
α is chosen to minimize the maximal fractional error in the fit at other densities. L0 is
a function of temperature, and LLTE , n1/2, and α are functions of temperature and the
optical depth parameter N˜(xi), which is given by the gradient N(xi)/δvd. N(xi) is the
column density of the species xi. To take into account collisional excitation by electrons
and atomic hydrogen, we follow Yan (1997) and replace n(H2) by nrot and nvib. For H2
rotational and vibrational cooling, nrot and nvib are given by
nrot(H2) = nvib(H2) = n(H2) + 7n(H) + 16n(e). (5.41)
For rotational cooling by CO, nrot is given by
nrot(CO) = n(H2) + 1.414n(H)σH/σH2 + 1.3× 10−8n(e)/σH2v, (5.42)
where σH = 2.3× 10−15 cm−2, σH2 = 3.3 × 10−16(Tk/103))−1/4 cm−2 and v = 1.03 ×
104T 0.5k cm s
−1
. For H2O rotational cooling, nrot is given by
nrot(H2O) = n(H2) + 10n(H) + n(e)ke(1, 20, 1.9, Tk)/kH2, (5.43)
where kH2 = 7.4 × 10−12T 0.5k cm3s−1 and ke(i, b, d, Tk) are the H2 and electron impact
excitation rate coefficients, respectively. ke(i, b, d, Tk) for the excitation from level i →
i+ 1 in units of cm3 s−1 is given by
ke(i, b, d, Tk) =
3.56× 10−6d2
T 0.5k [2− 1/(i+ 1)]
exp(β∆E)× (5.44)
ln
[
C∆E +
C
β
exp
( −0.577
1 + 2β∆E
)]
,
where b is the rotational constant in cm−1, d the dipole moment in Debye, β = 11600/Tk,
∆E = 2.48× 10−4b(i+ 1) and C is given by
C =
9.08× 103
b(i+ 1)
d ≤ 1.53 (5.45)
C =
1.93× 104
db(i+ 1)
exp(−1.18/d3) d > 1.53.
For CO vibrational cooling, nvib is given by
nvib(CO) = n(H2) + 50n(H) + n(e)LCO,e/LCO,0, (5.46)
where
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LCO,e = 1.03× 10−10(Tk/300)0.938 exp(−3080/Tk) (5.47)
LCO,0 = 1.14× 10−14 exp(−68.0/T 1/3k ) exp(−3080/Tk).
For H2O vibrational cooling, nvib is given by
nvib(H2O) = n(H2) + 10n(H) + n(e)LH2O,e/LH2O,0, (5.48)
where
LH2O,e = 2.6× 10−6T−0.5k exp(−2325/Tk) (5.49)
LH2O,0 = 0.64× 10−14 exp(−47.5/T 1/3k ) exp(−2325/Tk).
5.2.3 Chemistry
For most of the chemical reaction rates, we make use of the UMIST database for astro-
chemistry by Le Teuff et al. (2000). In the PDR model we use a network containing all
species with 6 atoms or less.
H2 formation on dust grains
The formation of H2 is very efficient over a wide range of temperatures. It was already
shown by Gould & Salpeter (1963) that H2 is not formed efficiently in the gas phase. Most
of the formation, which is still not very well understood, takes place on grain surfaces
(Hollenbach & Salpeter 1971). Recently, Cazaux & Tielens (2002, 2004) developed a
model for the formation of hydrogen under astrophysically relevant conditions. They
compared their results with the laboratory experiments by Pirronello et al. (1999) and
Katz et al. (1999). They find a recombination rate of
RH2 = 0.5 nH vH nd σd ǫH2SH(Tk) (5.50)
≈ 6× 10−17 (Tk/300)0.5nH n ǫH2S(Tk) cm−3 s−1,
where nd and σd are the volume density and cross section of dust grains and nH, vH and
S(Tk) are the volume density, thermal velocity and thermally averaged sticking coefficient
of hydrogen atoms. We use the sticking coefficient given by Hollenbach & McKee (1979)
S(Tk) = [1 + 0.4(Tk + Td)
0.5+ 2× 10−3 Tk + 8× 10−6 T 2k ]−1, (5.51)
where Td is the dust temperature. Eq. (5.51) is the same as eq. (4) in Tielens & Hollenbach
(1985), except for the term ǫH2 , the recombination efficiency, which is given by
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ǫH2 =
(
µF
2βH2
+ 1 +
βHp
αpc
)−1
ξ, (5.52)
where µ is the H2 fraction that stays on the surface after formation, βH2 and βHp are the
desorption rates of molecular hydrogen and physisorbed hydrogen atoms, respectively,
F is the flux of hydrogen atoms and αpc is the evaporation rate from physisorbed to
chemisorbed sites. These three terms dominate in different temperature regimes. See
Cazaux & Tielens (2002, 2004) for a more detailed discussion.
Recombination on PAHs
Collisions of electrons and ions with grains can become an important recombination pro-
cess in dense clouds of low ionization.
I : H+ + PAH− → H+ PAH0
II : H+ + PAH0 → H+ PAH+.
We use only one PAH size, since our main interest is to obtain an estimate of the elec-
tron abundance for the energy balance. We adopt disk-like/planar PAHs of NC = 35
carbon atoms and disk radius of a = (NC/1.222)0.5 as used by Wolfire et al. (2003), who
calculated the rate coefficient with the results of Draine & Sutin (1987):
RI = 8.3× 10−7 φPAH (Tk/100)−0.5 cm3 s−1
RII = 3.1× 10−8 φPAH cm3s−1,
where φPAH is a scaling factor for the collision rates of ions and electrons with PAHs.
Following Sect. 5 of Wolfire et al. (2003), we adopt a value φPAH = 0.5. Rates for the
recombinations with other atoms scale with (mH/mi)0.5. PAH+ and PAH− are formed
and destroyed by the following reactions:
III : hν + PAH0 → PAH+ + e
IV : hν + PAH− → PAH0 + e
V : PAH+ + e→ PAH0
V I : PAH0 + e→ PAH−.
Wolfire et al. (2003) calculated the following rate coefficient from Bakes & Tielens (1994)
using NC = 35 carbon atoms and assuming a disk geometry:
RIII = 7.85× 10−9 G0 exp(−2.0 AV ) s−1
RIV = 2.00× 10−8 G0 exp(−2.0 AV ) s−1
RV = 3.50× 10−5 φPAH (Tk/100)−0.5 cm3 s−1
RV I = 1.34× 10−6 φPAH cm3 s−1.
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To illustrate the effect of PAHs on the chemistry, we show the C+/C/CO transitions for
model 4 (see 6.2) in Fig. 5.1. When PAHs are absent, C+ extends deeper into the cloud
by two magnitudes of extinction (i.e. NH ≈ 3.8× 1021 cm−2) and CO is formed closer to
the surface.
Figure 5.1: The C+/C/CO transition and the electron abundance with (solid) and without
(dotted) the inclusion of PAHs.
Figure 5.2: The C+/C/CO transition with (solid) and without (dotted) H2 mutual shield-
ing.
Vibrational excitation of H2
In PDRs, molecular hydrogen can be excited by absorption of FUV photons in the Lyman-
Werner bands. Fluorescence leads to dissociation in about 10% of the cases (see Field et
al. 1966; Stecher & Williams 1967), and in the remaining 90% of the cases to a vibra-
tionally excited state in the ground electronic state (Black & Dalgarno 1976). To simplify
matters, we treat the electronic ground state as having a vibrational ground state and a
single excited vibrational state. London (1978) found that the effective quantum number
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for this pseudo-level is v = 6, and the effective energy is E∗/k = 2.6 eV/k = 30163 K.
We treat excited molecular hydrogen, H2V, as a separate species in our chemistry. H2V
can be destroyed by direct FUV dissociation, radiative decay or collisional de-excitation,
and chemical reactions with other species. Since vibrational decay is a forbidden process,
a large abundance of H2V can be maintained. H2V can react with other species with no
activation barrier or a reduced one. That is, in the UMIST database, the rates for a reaction
between two species are parameterized as
R = α (Tk/300)
β exp(−γ /Tk) cm3 s−1. (5.53)
For reactions with H2V, γ is replaced by γ∗ = max(0.0, γ - 30163). When reactions have
an activation barrier lower than 2.6 eV, the barrier is set to zero. When the barrier is larger
than 2.6 eV, the barrier is reduced by 2.6 eV. Tielens & Hollenbach (1985) state that for
important reactions such as
H2V+ C
+ → CH+ +H,
and
H2V+O→ OH+H,
this is a good approximation since the activation barrier of ∼ 0.5 eV is a lot smaller than
the vibrational excitation energy of 2.6 eV. For reactions with barriers of the same order
or larger one can overestimate the reaction rates.
Shielding of H2 and CO
The photo-dissociation rate of both H2 and CO is influenced by line as well as continuum
absorption. The dissociation rate of H2 is decreased by self-shielding. For an H2 line
optical depth τ ≤ 10, we adopt the self-shielding factor given by (Shull 1978)
β(τ) =
∞∑
n=0
(−1)nτn
n!(n+ 1)1/2πn/2
. (5.54)
When the line absorption is dominated by the Doppler cores or the Lorentz wings (i.e.,
τ > 10), we use the self-shielding factor as given by de Jong et al. (1980)
β(τ) = {τ−1[ln(τ/√π)]−0.5} erfc(τbπ−1v−21 )0.5, (5.55)
where τ , b, and v1 are given in eqn. 5.9, 5.10 and 5.11.
The CO photo-dissociation rate is decreased by both CO self-shielding and H2 mutual
shielding. We use Table 5 of van Dishoeck & Black (1988), to determine the shielding
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factor as a function of column densities N(H2) and N(CO). To illustrate the importance
of H2 mutual shielding, we show the C+/C/CO transition for model 4 (see 6.2), with and
without H2 mutual shielding in Fig. 5.2. Without H2 shielding, CO is formed a magnitude
of extinction (i.e. NH ≈ 1.9 × 1021 cm−2) deeper into the cloud, and as a consequence
N(CO) is lower.
5.3 The X-ray dominated region model
Unlike PDRs, XDRs are mostly heated by direct photo-ionization of the gas, which pro-
duces fast electrons that lose energy through collisions with other electrons, as well as H
and H2. These fast electrons collisionally excite H and H2, which subsequently emit Ly-
man α and Lyman-Werner band photons, respectively. These photons in turn are capable
of ionizing atoms such as C and Si or ionize and dissociate molecules such as H2 and CO.
Compared to PDRs, the following processes play a role in XDRs (c.f. Maloney et al.
1996), in part because of the production of UV photons as described above:
• Photo-ionization heating (i.e., Coulomb heating with thermal electrons) dominates
by a large factor over the heating through photo-electric emission by dust grains
and PAHs (c.f. Maloney et al. 1996; Bakes & Tielens 1994).
• Emission from meta-stable lines of [CI] 9823, 9850 A˚ and [OI] 6300 A˚; fine-
structure line cooling of [CII] 158 and [OI] 63 and 146 µm as well as Lyman α
emission (c.f. Maloney et al. 1996; Tielens & Hollenbach 1985; Spaans et al.
1994).
• Molecular line cooling by warm molecular gas containing CO, H2, H2O and OH
as well as gas-grain cooling where warm gas is cooled at the surfaces of lower
temperature dust grains (c.f. Neufeld et al. 1995; Spaans & Silk 2000).
• Ion-molecule reactions driven by the ionization degree of ∼ 10−4 maintained by
the ionization of carbon in the FUV (c.f. Black & Dalgarno 1977; van Dishoeck &
Black 1986).
• The ionization balance of atomic gas under the influence of photo-ionization reac-
tions driven by X-ray photons and charge transfer. Recombination of ions on grain
surfaces is a major ionic loss route at electron fractions less than 10−3 (c.f. Lepp &
Dalgarno 1988; Bakes & Tielens 1994; Maloney et al. 1996).
The global structure of any XDR is defined by a few key parameters, the density nH and
the energy deposition rate HX per hydrogen atom. Because the heating in XDRs is driven
by photo-ionization, the heating efficiency is close to unity as opposed to that in PDRs
where the photo-electric heating efficiency is of the order of 0.3 − 1.0% (Maloney et al.
1996; Bakes & Tielens 1994). Unlike PDRs, XDRs are exposed to X-rays as well as FUV
photons.
As one moves into the XDR, X-ray photons get attenuated due to atomic electronic
absorptions. The lowest energy photons are attenuated strongest, which leads to a depen-
dence of the X-ray heating and ionization rates at a given point on the slope of the X-ray
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spectrum. We assume, for energies between 0.1 and 10 keV, that the primary ionization
rate of hydrogen is negligible compared to the secondary ionization rate and that Auger
electrons contribute an energy that is equal to the photo-ionization threshold energy (Voit
1991).
The treatment below follows, in part, the unpublished and little known work by Yan
(1997). Also, we extend the work of Maloney et al. (1996) in terms of depth dependence,
H2 excitation and extent of the chemical network.
5.3.1 Energy deposition rate per hydrogen nucleus
The photon energy absorbed per hydrogen nucleus, HX , is given by
HX =
∫ Emax
Emin
σpa(E)F (E, z)dE. (5.56)
The interval [Emin,Emax] is the spectral range where the energy is emitted. The photo-
electric absorption cross section per hydrogen nucleus, σpa, is given by
σpa(E) =
∑
i
Ai(total)σi(E). (5.57)
Morrison & McCammon (1983) state that the X-ray opacity is independent of the degree
of depletion onto grains. Therefore, we take the total (gas and dust) elemental abundances,
Ai(total), as given in Table 6.2 to calculate σpa. The X-ray absorption cross sections, σi,
are taken from Verner & Yakovlev (1995) and the total cross section σpa is shown in Fig.
5.3. The flux F (E, z) at depth z into the cloud is given by
F (E, z) = F (E, z = 0) exp(−σpa(E) NH), (5.58)
where NH is the total column of hydrogen nuclei and F (E, z = 0) the flux at the surface
of the cloud.
5.3.2 Heating processes
Heating due to Coulomb interactions
When X-rays are absorbed, fast electrons are produced. These fast electrons lose part of
their energy through Coulomb interactions with thermal electrons, so the X-ray heating is
given by
ΓX = η n HX , (5.59)
where η is the heating efficiency, depending on the H2/H ratio and the electron abundance
x. We use the results of Dalgarno et al. (1999). Their calculated heating efficiency η in
an ionized gas mixture is given by
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Figure 5.3: Photo-electric cross section times E3, with E in keV, based on Verner &
Yakovlev (1995).
η =
10rηH2He + ηHeH
10r + 1
, (5.60)
where r = n(H2)/n(H). ηH2H and ηHeH are the heating efficiencies for the ionized pure
He and H2 mixture and the He and H mixture, respectively. Both are parameterized
through
η′ = 1 + (η0 − 1)/(1 + cxα). (5.61)
The values of η0, c and α are given in Table 7 of Dalgarno et al. (1999), and x is the elec-
tron fractional abundance. It has to be modified when the H2-He mixture is considered:
x′ =
1.83x
1 + 0.83x
. (5.62)
Heating due to H2 ionization
H2 ionization can lead to gas heating (Glassgold & Langer 1973). When H2 is ionized by
a fast electron and subsequently recombines dissociatively, about 10.9 eV (1.75 × 10−11
erg) of the ionization energy can go into kinetic energy. H+2 can also charge transfer with
H. This is an exoergic reaction, with an energy yield of 1.88 eV, of which we assume half,
0.94 eV (1.51× 10−12 erg), to go into heating. H+2 can also react to H+3 , and subsequently
recombine dissociatively or react with other species. Glassgold & Langer (1973) argued
that for every H+3 ion formed, 8.6 eV (1.37 × 10−11 erg) goes into gas heating. The H2
ionization rate cooling is then given by
ΓH2 ion =
17.5kexe + 1.51kHxH + 13.7kH2xH2
kexe + kHxH + kH2xH2
× 10−12ζH2 xH2 n erg cm−3s−1, (5.63)
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where ke, kH and kH2 are the rates of dissociative recombination, charge transfer with
hydrogen and the reaction to H+3 , respectively.
Gas-grain collisional heating
We use the results of Sect. 5.2.1. The dust temperature was found by Yan (1997):
Td = 1.5× 104(HX/xd)0.2 K, (5.64)
where xd = 1.9× 10−8 is the grain abundance and HX is in erg s−1. We assume that the
grain temperature is determined by the local production of FUV photons. Therefore, the
dust temperature is proportional to HX , the locally absorbed X-ray energy per hydrogen
atom. When the dust abundance is larger, there is less (locally produced FUV) energy per
dust particle, and the average Td drops.
H2 vibrational heating/cooling
When the vibrational levels of H2 are populated by non-thermal processes, thermal colli-
sional quenching and excitation can result in a net heating despite downward radiations.
When non-thermal reactions are not important, H2 can be an important coolant. The
resulting collisional vibrational heating or cooling is given by
ΓH2vib,col = Σvjnvj × Σv′j′C(vj → v′j′)× (Evj −Ev′j′) erg cm−3 s−1, (5.65)
where C(vj → v′j′) is the total collision rate from level vj to v′j′ in units of s−1. Radia-
tive cooling due to downward decay of the vibrational levels is given by
ΛH2vib,rad = ΣvjA(vj → v′j′)nvj erg cm−3 s−1. (5.66)
The population of the vibrational levels is discussed in Sect. 5.3.4.
5.3.3 Cooling processes
Cooling by electron impact with H
The cooling due to the excitation of hydrogen is important at temperatures T > 5000 K.
The cooling rate is given by Spitzer (1978):
Λe−H = 7.3× 10−19ne n(H)× exp(−118400/Tk) erg cm−3s−1. (5.67)
Fine-structure, metastable and molecular cooling
For the calculation of the fine-structure and metastable cooling we use the same method
and data as given in Sect. 5.2.2 and 5.2.2. We treat the molecular cooling of H2, CO and
H2O in the same way as in the PDR. Only H2 vibrational cooling is treated differently,
since non-thermal processes play an important role, which is discussed in Sect. 5.3.2.
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5.3.4 Chemistry
We use all species with sizes up to 3 atoms, and some up to 4 atoms, from the UMIST
database. These species are taken from Yan (1997). The additional reactions included in
the XDR model are discussed below.
Primary ionizations
X-rays are absorbed in K-shell levels releasing an electron. An electron from a higher
level may fill the empty spot and with the energy surplus another so called Auger electron
is ejected. This process leads to multiply ionized species (Xm+). Due to charge transfer
with H, H2 and He, they are quickly reduced to the doubly ionized state (X2+). We
therefore assume that the ionization by an X-ray photon leads to a doubly ionized species,
as does absorption of an X-ray photon by a singly ionized species. When rates for charge
transfer with H and He are very fast, elements are quickly reduced to singly ionized atoms,
which is the case for O2+, Si2+ and Cl2+. Therefore, we add only O2+ to the chemical
network to represent them. We assume that Si and Cl get singly ionized after absorbing
an X-ray photon. We also include C2+, N2+, S2+ and Fe2+. The direct (or primary)
ionization rate of species i at a certain depth z into the cloud is given by
ζi,prim =
∫ Emax
Emin
σi(E)
F (E, z)
E
dE, (5.68)
where the ionization cross sections σi are taken from Verner & Yakovlev (1995).
Secondary ionizations
Part of the kinetic energy of fast photo-electrons is lost by ionizations. These secondary
ionizations are far more important for H, H2 and He than direct ionization. Dalgarno
et al. (1999) calculate the number of ions Nion produced for a given species i. For a given
electron energy E, Nion is given by
Nion = E/W, (5.69)
where W is the mean energy per ion pair. Dalgarno et al. (1999) calculated W for pure
ionized H-He and H2-He mixtures and parameterized W as:
W = W0(1 + cx
α), (5.70)
where W0, c and α are given in Table 4 of their paper. The corrected mean energies for
ionization in the H-H2-He mixture are given by
W (H+) = WH,He(H
+)
[
[1 + 1.89
n(H2)
n(H)
]
, (5.71)
W (H+2 ) = WH2,He(H
+
2 )
[
1 + 0.53
n(H)
n(H2)
]
. (5.72)
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The ionization rate at depth z into the cloud for species i is then given by
ζi,sec =
∫ Emax
Emin
σpa(E)F (E, z)
E
W
dE s−1 per H nucleus. (5.73)
We rewrite this to a rate dependent on the fractional abundance of the species xi:
ζi,sec =
∫ Emax
Emin
σpa(E)F (E, z)
E
Wxi
dE s−1 per species i, (5.74)
where xi is the fraction of species i. Since we integrate over the range 1-10 keV and W
goes to a limiting value, we use the parameters applicable to the 1 keV electron. The
ionization rate then simplifies to:
ζi,sec =
1 keV
W (1 keV)xi
∫ Emax
Emin
σpa(E)F (E, z)dE (5.75)
=
1 keV
W (1 keV)xi
HX s
−1 per species i.
We also include secondary ionizations for C, N, O, Si, S, Cl, Fe, C+, N+, O+, S+ and
Fe+. We scale the ionization rate of these species to that of atomic hydrogen by
ζi = ζH
σei,i
σei,H
s−1. (5.76)
We integrate over the range 0.1-1.0 keV to get an average value of the electron impact
ionization cross section σei. Using the experimental data fits of Lennon et al. (1988). The
scaling factors σei,i/σei,H for C, N, O, Si, S, Cl, Fe, C+, N+, O+, S+, and Fe+ are 3.92,
3.22, 2.97, 6.67, 6.11, 6.51, 4.18, 1.06, 1.24, 1.32, 1.97, and 2.38, respectively.
FUV photons from secondary electrons
When energetic electrons created in X-ray ionizations collide with atomic and molecular
hydrogen, H2 Lyman-Werner and H Lyman α photons are produced, which can signifi-
cantly affect the chemistry. The photo-reaction rate Ri per atom or molecule of species i
is given by
Ri =
xH2ζH2pm + xHζHpa
1− ω s
−1. (5.77)
The values of pa are taken from table 4.7 of Yan (1997) and values of pm are the rates
for cosmic-ray induced reactions from Le Teuff et al. (2000). There is an exception for
CO, however, where we take the rate, corrected for self-shielding, given by Maloney et al.
(1996):
RCO = 2.7x
−1/2
CO (Tk/1000)
0.5ζH2xH2 s
−1. (5.78)
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Vibrationally excited H2
Vibrationally excited H2 can enhance reactions with an activation barrier and can be an
important heating or cooling source as well. To calculate the populations of the vibrational
levels of H2, we take into account:
• Collisions with fast electrons produced by X-ray photo-ionization.
• Collisions with thermal electrons, H, H2 and He.
• Chemical destruction and production in chemical reactions.
• Radiative decay.
We use the results of Dalgarno et al. (1999) to calculate the X-ray induced excitation to
the vibrational levels v = 1 and v = 2. The ratio of the yields Y(v = 2)/Y(v = 1) is about
0.070. Excitation to higher levels is not taken into account, since the yield to higher levels
decreases very rapidly. First we calculate the mean energy for excitation, W , in the H2-He
mixture. The parameters are listed in Table 5 of Dalgarno et al. (1999). The function W
has the same form as equation (5.70). The mean energy for excitation also depends on the
abundances of H and H2. The yield has to be corrected with a factor C(H,H2), which is
given by
C(H,H2) =
2n(H2)
n(H) + 2n(H2)
, x ≥ 10−4 (5.79)
C(H,H2) =
n(H2)/n(H)
n(H2)/n(H) + a(x)
, 10−7 < x < 10−4,
where a(x) = 0.5(x/10−4)0.15. The rates for excitation by thermal electrons are taken
from Yan (1997), who finds that the transitions rates for H2(v = 0) to H2(v = 1, 2) are
given by
R(0→ 1) = 9.7× 10−11(Tk/300)0.87 exp(−6140/Tk) (5.80)
R(0→ 2) = 7.5× 10−12(Tk/300)0.91 exp(−11900/Tk). (5.81)
The excitation rate for the transition v → v + 1 is taken to be v times the 0 → 1 rate.
Excitations with ∆v > 1 are not taken into account. The quenching rates are calculated
through detailed balance. The quenching rates from v → v′ by atomic hydrogen are given
in table 4.2 of Yan (1997) and are of the form:
R(v → v′) = α(Tk/300)β exp(−γ/Tk) cm3s−1. (5.82)
The excitation rates are obtained by detailed balance. For the molecular excitation and
quenching rates we use the results of Tine et al. (1997). Only collisions where, either
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initially or finally, one of the H2 molecules is in the v = 0 state are considered. The rate
coefficients are of the form:
log10R(v1, v
′
1; v2, v
′
2) = A+B/Tk + C log10 Tk, (5.83)
and are given in table 1 of Tine et al. (1997), who also considered collisions with He.
They give a rate coefficient for the v = 1→ 0 transition:
log10R(1→ 0) = −8.8T−1/3k − 16.5 Tk ≤ 90K (5.84)
= −18.9T−1/3k − 14.2 90 < Tk ≤ 230K
= −47.4T−1/3k − 9.4 Tk > 230K.
For the other transitions with ∆v = 1, the same rates are used. The upward transitions
can be obtained by detailed balance. Yan (1997) also calculated the dissociation and
ionization rates by thermal electrons and since the ionization threshold is much higher
than the vibrational energies one rate is used for all vibrational energies:
Re,diss = 7.03× 10−9(Tk/300)0.41 exp(−118600/Tk) (5.85)
Re,ion = 8.9× 10−10(Tk/300)0.57 exp(−179400/Tk). (5.86)
The dissociation rates by atomic hydrogen are given in table 4.3 of Yan (1997), which are
of the same form as equation (5.82). For the dissociation rates by H2 we use the results of
Lepp & Shull (1983), which are given by
RH2,diss = 6.29× 10−15 × (5.87)
A exp(1.44v − 0.037v2)f(Tk)/f(4500K),
where A = 1.38, f(Tk) = T 0.5k α exp(−α), α = [1+(Eth+1)/kTk] and Eth = 4.48eV −
E(v). For the dissociative attachment reaction:
H2 + e→ H+H−,
we use the results of Wadehra & Bardsley (1978) and the reaction rates have the same
form as equation (5.82). Vibrationally excited H2 can be destroyed in chemical reactions.
Endoergic reactions with vibrationally excited H2 can lower the activation barrier, by
using the energy of the vibrational level. The barrier is reduced, but cannot become
negative: E ′ = min(0, E − E(v)). When H2 is formed in chemical reactions which are
exoergic, part of the formation energy goes into the excitation of the vibrational levels.
Formation of H2 on grains can play a very significant role. H2 has a binding energy of
4.48 eV. Following Sternberg & Dalgarno (1989), we assume one third of this energy to
be distributed statistically over all the vibrational levels:
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x(H2(v)) =
exp(−E(v)/1.493)
Σv exp(−E(v)/1.493) , (5.88)
where x(H2(v)) is the fraction of H2 formed in vibrational state v. When H2 formation
reactions are endoergic, all the H2 is in the ground vibrational state. When they are exo-
ergic part of the energy is distributed statistically following equation (5.88). The Einstein
A coefficients for radiative decay are taken from Turner et al. (1977). We take a weighted
average over the rotational levels of each vibrational level, which we assume to be ther-
malized, to get an Einstein A coefficient for the decay from v → v′.
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Table 5.1: Atomic Fine-structure data
Species j i E(K) λ(µm) A(s−1) q(cm3s−1) T(K) Partner Ref.
C+ 2P1/2 2P3/2 92 157.7 2.4(-8) 1.4× 10−6T−0.37 e 3
5.8× 10−10T 0.02 H 1
3.1× 10−10T 0.02 H2 1
Si+ 2P1/2 2P3/2 414 34.8 2.1(-4) 1.2× 10−5T−0.5 e 4
6.5× 10−10 H, H2 1
C 3P0 3P1 24 609.2 7.9(-8) qae e 5
1.2× 10−9(T/300)0.24 H+ 6
1.3× 10−10T−0.045 H 1
1.61× 10−10T−0.19 < 102 o-H2 7
3.50× 10−11T 0.13 102 − 103 o-H2 7
8.10× 10−11 > 103 o-H2 7
1.05× 10−10T−0.08 < 102 p-H2 7
3.72× 10−11T 0.12 102 − 103 p-H2 7
8.50× 10−11 > 103 p-H2 7
3P1 3P2 39 369.0 2.7(-7) qbe e 5
5.4× 10−9(T/300)0.35 H+ 6
7.8× 10−11T 0.035 H 1
2.09× 10−10T−0.04 < 102 o-H2 7
6.71× 10−11T 0.20 102 − 103 o-H2 7
2.61× 10−10 > 103 o-H2 7
4.50× 10−11T 0.27 p-H2 7
3P0 3P2 63 229.9 2.0(-14) qce e 5
8× 10−10(T/300)0.57 H+ 6
2× 10−10T 0.084 H 1
1.18× 10−10T−0.07 < 102 o-H2 7
4.22× 10−11T 0.13 102 − 103 o-H2 7
1.03× 10−10 > 103 o-H2 7
3.10× 10−11 p-H2 7
O 3P2 3P1 228 63.2 9.0(-5) 5.8× 10−12T 0.67 e 8
4.2× 10−11T 0.5e−693/T H+ 9
4.2× 10−12T 0.67 H 1
3.40× 10−11T 0.32 o-H2 10
2.45× 10−11T 0.38 p-H2 10
3P1 3P0 98 145.6 1.7(-5) 4.1× 10−12T 0.69 e 8
7.5× 10−12T 0.5e−450/T H+ 9
1.5× 10−11T 0.4 H 1
3.34× 10−15T 1.36 o-H2 10
2.74× 10−14T 1.06 p-H2 10
3P2 3P0 326 44.2 1.0(-10) 3.3× 10−12T 0.71 e 8
7.5× 10−12T 0.5e−1000/T H+ 9
1.1× 10−12T 0.44 H 1
5.77× 10−11T 0.30 o-H2 10
4.09× 10−11T 0.37 p-H2 10
S 3P2 3P1 571 25.2 1.4(-3) 3.3× 10−8 H+ 2
7.5× 10−10 H, H2 1
3P1 3P0 255 56.6 3.0(-4) 1.2× 10−8 H+ 2
4.2× 10−10 H, H2 1
3P2 3P0 826 17.4 7.1(-8) 3.3× 10−8 H+ 2
7.1× 10−10 H, H2 1
Fe+ 6D9/2 6D7/2 554 26.0 2.5(-3) 1.8× 10−6(T/100)−0.5 e 2
9.5× 10−10 H, H2 1
6D7/2
6D5/2 407 35.4 1.6(-3) 8.7× 10−7(T/100)−0.5 e 2
4.7× 10−10 H, H2 1
6D9/2
6D5/2 961 15.0 1.5(-9) 1.8× 10−6(T/100)−0.5 e 2
5.7× 10−10 H, H2 1
Si 3P0 3P1 110 129.6 8.4(-6) 7.2× 10−9 H+ 2
3.5× 10−10(T/100)−0.03 H, H2 2
3P1 3P2 210 68.4 4.2(-5) 2.2× 10−8 H+ 2
5.0× 10−10(T/100)0.17 H, H2 2
3P0 3P2 320 44.8 2.4(-10) 7.2× 10−9 H+ 2
1.7× 10−10(T/100)0.17 H, H2 2
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Notes to Table 5.1: (1) Sternberg & Dalgarno (1995); (2) Hollenbach & McKee (1989); (3) Sampson et al. (1994); (4) Dufton &
Kingston (1994); (5) Johnson et al. (1987); (6) Roueff & Le Bourlot (1990); (7) Schro¨der et al. (1991); (8) Mendoza (1983); (9)
Chambaud et al. (1980); (10) Jaquet et al. (1992)
T < 1000 K:
ln(qae ) = -0.925141e1 - 0.773782(ln(T )) + 0.361184(ln(T ))2 - 0.150892e-1(ln(T ))3 - 0.656325(ln(T ))4
ln(qbe) = -0.743870e1 - 0.574430(ln(T )) + 0.358264(ln(T ))2 - 0.418166e-1(ln(T ))3 + 0.234272e-2(ln(T ))4
ln(qce) = -0.769735e1 - 0.130743e1(ln(T )) + 0.697638(ln(T ))2 -0.111338(ln(T ))3 + 0.705277e-2(ln(T ))4
T > 1000 K:
ln(qae ) = 0.444600e3 - 0.227913e3(ln(T )) + 0.425952e2(ln(T ))2 - 0.347620e1(ln(T ))3 + 0.105085(ln(T ))4
ln(qbe) = 0.386186e3 - 0.202192e3(ln(T )) + 0.385049e2(ln(T ))2 - 0.319268e1(ln(T ))3 + 0.978573e-1(ln(T ))4
ln(qce) = 0.350609e3 - 0.187474e3(ln(T )) + 0.361803e2(ln(T ))2 - 0.303283e1(ln(T ))3 + 0.938138e-1(ln(T ))4
CHAPTER 6
PDR and XDR comparison
For both the PDR and XDR code, we calculate four depth-dependent models for different
densities and radiation fields, relevant to conditions in star-burst galaxies and active galac-
tic nuclei. A detailed comparison between PDR and XDR physics is made for total gas
column densities between ∼ 1020 and ∼ 1025 cm−2. We show cumulative line intensities
for a number of fine-structure lines (e.g., [CII], [OI], [CI], [SiII], [FeII]), as well as cumu-
lative column densities and column density ratios for a number of species (e.g., CO/H2,
CO/C, HCO+/HCN, HNC/HCN). The comparison between the results for the PDRs and
XDRs shows that column density ratios are almost constant up to NH = 1022 cm−2 for
XDRs, unlike those in PDRs. For example, CO/C in PDRs changes over four orders of
magnitude from the edge to NH = 1022 cm−2. The CO/C and CO/H2 ratios are lower in
XDRs at low column densities and rise at NH > 1023 cm−2. The HNC/HCN column den-
sity ratio is typically larger than unity in XDRs for moderate HX/n, i.e., at high column
densities, and is ≤ 1 in PDRs.
This chapter contains modified parts from:
R. Meijerink & M. Spaans, 2005
Astronomy & Astrophysics, Volume 436, pp. 397–409
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6.1 Introduction
Here we show the results for four PDR and XDR models with different radiation fields
and densities, for a semi-infinite slab geometry and irradiation from one side without ge-
ometrical dilution. We make a comparison between the column densities, integrated line
fluxes and abundance ratios. In the subsequent chapters, we will present a large set of
models from which we derive line intensities, line intensity ratios and column density ra-
tios, and use these results to interpret observations of the centers of nearby active galaxies,
such as NGC 1068 and NGC 253.
6.2 PDR test models
In this section, we show the results for four PDR models in which we have varied the
radiation field G0 and the density nH. The models are for a semi-infinite slab geometry,
but the code also allows for two-sided slab geometries. The adopted model parameters
are listed in Table 6.1. Models 2 and 4 will also be shown in a paper by Ro¨llig et al. (in
preparation), where they are used to compare 12 different PDR codes that are commonly
used. The parameters are listed in Table 6.1. These values are typical for the high density,
strong radiation field conditions we want to investigate in, e.g., a star-burst.
Table 6.1: Adopted model parameters
Model G0 FFUV nH
[erg cm−2 s−1] [cm−3]
1 103 1.6 103
2 105 160 103
3 103 1.6 105.5
4 105 160 105.5
δvd (km s−1) 2.7
δd 1.0
The fixed gas-phase and total abundances we use are given in Table 6.2. The total abun-
dances are the average values of Asplund et al. (2005) and Jenkins (2004). To calculate
the gas-phase abundances, we use the depletion factors calculated by Jenkins (2004).
6.2.1 Heating
In Fig. 6.1, we show heating as a function of column density. For both radiation fields
and densities, the dominant heating source to a column density NH ≈ 1022 cm−2 is photo-
electric emission from grains. Other processes such as carbon ionization, H2 pumping and
dissociation, and viscous heating also contribute in these regions, but not more than a few
percent and only in specific regions in the cloud. H2 pumping and dissociation heating
become more important at higher densities, in Models 3 and 4, since H2 is more abundant
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Table 6.2: Abundances
Species Ai(gas) δi Ai(total)
Hea,c 8.5× 10−2 1.0 8.5× 10−2
C 1.4× 10−4 0.6 2.5× 10−4
N 5.2× 10−5 0.7 7.2× 10−5
O 3.4× 10−4 0.7 4.7× 10−4
Si 1.7× 10−6 0.05 3.4× 10−5
S 6.9× 10−6 0.5 1.4× 10−5
Cl 5.4× 10−8 0.2 2.4× 10−7
Fe 2.0× 10−7 0.007 2.8× 10−5
Pb,c 3.9× 10−8 0.1 2.9× 10−7
Na 5.9× 10−7 0.4 1.5× 10−6
Mg 2.7× 10−7 0.08 3.4× 10−6
Nec 6.9× 10−5
Al 2.3× 10−6
Ar 1.5× 10−6
Ca 2.0× 10−6
Cr 4.4× 10−7
Ni 1.7× 10−6
Notes to Table 6.2:
a: Present in both PDR and XDR chemical network
b: Present in PDR chemical network
c: Used to calculate σpa for XDR
due to a higher H2 formation rate, which scales with n2. Carbon ionization heating is
highest at the C+ to C transition. Viscous heating never contributes significantly to the
heating. At high column densities (NH > 1022.5 cm−2), [OI] 63 µm absorption and gas-
grain heating are important. For the low density PDR Models 1 and 2, only [OI] 63 µm
dominates. When the density is increased in Models 3 and 4, gas-grain heating is equally
important if not dominant. Other heating processes contribute less than 10 percent, but
are sometimes important in determining the thermal balance.
6.2.2 Cooling
In Fig. 6.1, we show cooling as a function of column density. In all models [OI] 63 µm
cooling dominates to NH = 1021.5 cm−2. In the low density PDRs, [CII] 158 µm cooling
contributes more than ten percent to the cooling in this range, where at high densities, gas-
grain cooling is the second most important coolant. In the high density, high radiation-
field Model 4, this contribution can be almost forty percent. Deeper into the cloud, [CI]
610 µm and CO line cooling become important. H2 line cooling can contribute up to ten
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Figure 6.1: Important heating (left) and cooling (right) processes for PDR Models 1, 2, 3
and 4.
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percent to the total cooling rate at some point, but is always a minor coolant.
6.2.3 Temperature structure
Gas temperatures as a function of column density are shown in Fig. 6.2. The edge temper-
atures are affected most by the strength of the radiation field when the density is largest.
At a density of nH = 105.5 cm−3, the difference is a factor of thirty for an increase from
G0 = 10
3 to G0 = 105. In the low density case this is only a factor of two. Because
of optical depth effects, CO cooling is less effective at high column densities. For this
reason, temperatures rise again at NH ≈ 1022 cm−2 in the low density models.
Figure 6.2: H→H2 and C+→C→CO transitions and electron, OH and H2O abundances
for Models 1 (top left), 2 (top right), 3 (bottom left) and 4 (bottom right).
6.2.4 Chemistry
In Figs. 6.2 and 6.3, we show the depth-dependent abundances of selected important
species. The H → H2 and C+ → C → CO transitions are quite sharp. Their actual
location greatly varies, since this is strongly dependent on density and radiation field.
Exposed to stronger radiation fields, the transitions occur deeper into the cloud, since the
photo-dissociation rates are larger. At higher densities, the transitions occur closer to the
surface of the cloud, since the recombination rates scale as n2. For the same reason, the
H+ and O+ (Fig 6.3) fractional abundances are systematically higher in the low density
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Figure 6.3: H+, O, O+, CS, and SiO (left), and C2H, HNC, HCN, and HCO+ abundances
for PDR Models 1, 2, 3, and 4.
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models. SiO and CS are more abundant and formed closer to the surface in the high
density models, which is also the case for HCO+, HCN, HNC and C2H (Fig. 6.3).
6.3 XDR test models
In this section, we consider four models with the same energy inputs and densities as the
PDRs in Table 6.1. The spectral energy distribution is of the form exp(−E/10 keV). The
energy is emitted between 1 and 10 keV and FFUV should be replaced by FX in Table 6.1.
This spectral shape and spectral range can be changed depending on the application. We
take the parameters of the 1 keV electron of Dalgarno et al. (1999) to determine the heat-
ing efficiency of Coulomb heating (Sect. 5.3.2) and ionization rates (Sect. 5.3.4), since
the initial energies of the electrons are 1 keV or higher, and these parameters remain the
same for these energies. When the spectral energy distribution is shifted towards higher
energies, the X-rays will dominate a larger volume, since the absorption cross sections
are smaller for higher energies. HX/n is the most important parameter for the chemical
and thermal balance, where HX is the energy deposition rate per hydrogen nucleus. The
abundances used are given in Table 6.2. The elements H, He, C, N, O, Si, S, Cl and Fe
are included in the chemical network. The other elements listed are only used to calculate
the photoelectric absorption cross section, σpa.
6.3.1 Heating
In Fig. 6.4, the different heating sources are shown as a function of the total hydrogen
column density, NH. All heating is done by X-rays, but the way it is transfered to gas
depends on the ionization fraction. When the gas is highly ionized, xe ∼ 0.1, most
(∼ 70%) of the kinetic energy of the non-thermal electrons goes into Coulomb heating,
which is the case in Models 1, 2 and 4 where HX/n is high to NH > 1023 cm−2. For
smaller ionization fractions, xe ∼ 10−4, ionization heating as discussed in Sect. 5.3.2
is important or even dominant. In Model 3, ionization heating and Coulomb heating are
equally important at NH < 1021.8 cm−2. In all models ionization heating dominates at
the largest column densities. When the excitation of H2 is dominated by non-thermal
processes, collisional quenching of H2 can heat the gas. Naively, one would expect this
dominance to occur where most of the X-rays are absorbed, but for high energy deposition
rates HX/n, the temperature is high and thermal collisions dominate the population of
the vibrational levels. Non-thermal excitation is dominant at low temperature, i.e., low
HX/n.
6.3.2 Cooling
In Fig. 6.4, the important cooling processes are shown as a function of total hydrogen
column density, NH. At high temperatures (see Fig. 6.5), cooling by [CI] 9823, 9850
A˚ and [OI] 6300 A˚ metastable lines dominates, as is the case in the models with high
radiation fields, Models 2 and 4. At lower temperatures, most of the cooling is provided by
the fine-structure line [OI] 63µm (90%), e.g., at the edge in the low-radiation field Models
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Figure 6.4: Important heating (left) and cooling (right) processes for XDR Models 1, 2, 3
and 4.
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1 and 3. In each model, gas-grain cooling dominates for low HX/n. In addition, specific
cooling processes can be important in special cases. H2 vibrational cooling dominates at
large depths in Model 2, but in Models 1, 3 and 4 it contributes no more than 10%. H2
vibrational cooling is split into a radiative and a collisional part. When the excitation of
H2 is dominated by non-thermal electrons, the gas is heated by collisional de-excitation
of H2.
6.3.3 Temperature structure
In Fig. 6.5, we show the temperature as a function of total hydrogen column density,
NH. Variations in radiation field strength most strongly affect the high-density models.
The temperature at the edge differs a factor of 30 in the high-density case. Since X-rays
penetrate much deeper into a cloud than FUV photons, high temperatures are maintained
to much greater depths into the clouds. HX/n is very important in determining the thermal
balance. When HX/n is larger, this results in a higher temperature. Therefore, Model 2
has the largest temperature throughout the cloud. Density turns out to be important as
well. Note that models 1 and 4 have similar incident HX/n and therefore have about the
same temperature throughout the cloud.
Figure 6.5: Fractional abundances and temperature for Model 1 (top left), 2 (top right), 3
(bottom left) and 4 (bottom right).
84 PDR and XDR comparison
Figure 6.6: Fractional abundances for Models 1 (top left), 2 (top right), 3 (bottom left)
and 4 (bottom right).
Figure 6.7: Left: The abundances of H2 vibrational levels v = 0, 1, 2 and 3. Right: The
abundance of O,O+, O2+, Fe, Fe+ and Fe2+
6.3.4 Chemistry
In Figs. 6.5 and 6.6, we show the fractional abundances of selected species. HX/n is
not only important in the thermal balance, but also in the chemistry. Therefore Models 1
and 4 with about the same incident HX/n, show similar abundances. The most striking
difference with the PDR models is that there is no longer a well-defined transition layer
C+ → C → CO present. On the contrary, both C and C+ are present throughout most of
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the cloud having fractional abundances of∼ 10−5−10−4. Only at very low HX/n, which
results in a low temperature, there is a partial transition to CO. The transition from atomic
to molecular hydrogen is much more gradual than in the PDR models. A considerable
amount of OH is present in all models at all column densities. The temperature determined
by HX/n is important. In Model 3, OH has the largest abundance (> 10−6) at all column
densities. In other models such large fractions are seen only at very high depths into the
cloud. The formation of CO and H2O is most efficient at high densities and low HX/n.
Therefore, these species have large abundances throughout the high-density, low-radiation
field Model 3. In Model 4, where the radiation field is somewhat higher, CO and H2O
reach large abundances only at high NH. At low densities, they are only formed at large
depths into the cloud (Models 1 and 2). Secondary ionizations are most important for
the production of H+. Recombination is slower at lower densities. Therefore, the H+
fractional abundance is highest in Model 4. HCN, HCO+, HNC, C2H, CS and SiO have
much larger abundances at high temperatures than in the PDR models.
In Fig. 6.7, the abundances of H2 vibrational levels v = 0, 1, 2 and 3 are shown in order
to illustrate that also at low temperatures considerable amounts of vibrationally excited
H2 are present due to non-thermal excitation. The abundances are constant to a column
density of NH ∼ 5 × 1022 cm−2. Then the temperature goes down while the transition
from atomic to molecular hydrogen starts. First, the abundances of the excited levels
decrease. The rise of H2 abundance counteracts this and around NH ∼ 5 × 1023 cm−2,
somewhat before the H/H2 transition, another maximum is reached. In the same figure
the abundances of O, O+, O2+, Fe, Fe+ and Fe++ are shown. This illustrates that oxygen
is easily neutralized, while almost all iron is singly ionized throughout the cloud.
6.4 Conclusion
We conclude this chapter by a direct comparison between the PDR and XDR models. To
emphasize that XDRs penetrate much deeper into cloud volumes than PDRs, we use the
same scale for all models. Then, it is also possible to distinguish between gradients in
abundance, cumulative intensity, column density and column density ratios. XDR Model
3 is only plotted to NH ≈ 1023.5 cm−2, since HX/n becomes too small and no reliable
results are obtained at higher column densities.
In Fig. 6.8, we show for Model 4 the abundances of selected species. At the edge,
both neutral and ionized species are more abundant in the XDR models, and the relative
abundances also differ with respect to one another. In the XDR for example, the neutral
species CH and CH2 are more abundant than CH+ and CH+2 , respectively. In the PDR,
this is the other way around. CN and CN+ are almost equally abundant at the edge in
the PDR, while CN exceeds CN+ by three orders of magnitude in the XDR. Although
the amounts of CS+ and HCS+ are larger than those for CS and HCS, respectively, at
the edge of the cloud in the XDR, the abundance difference is less than in the PDR.
The abundance of He+ is five orders of magnitude larger in the XDR, due to secondary
ionizations. H− is enhanced by three orders of magnitude, due to the higher ionization
degree. It is also easily seen that in PDRs the fractional abundances vary over many orders
of magnitude, while the abundances in XDR Model 4 stay almost constant to a column
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density of NH ≈ 1022 cm−2, where the transition from H to H2 starts.
In Figs. 6.9 and 6.10, we show cumulative line intensities for fine-structure lines at
every column density, i.e., the emergent intensity arising from the edge of the cloud to
column density NH = nHz:
I(z) =
1
2π
∫ z
0
Λ(z′)dz′. (6.1)
Although the total [CII] 158 µm line intensity is higher in the XDR, the flux originating
from the edge to NH ≈ 1022 cm−2 is higher in the PDR except when the XDR is charac-
terized by very high HX/n values which is the case in Model 2. In all PDR models, all
carbon is in C+ at the edge, while a large part of the carbon is neutral in XDR Models
1,3 and 4. In all models, oxygen is mostly in atomic form. The [OI] 63 µm line intensity
to NH ≈ 1022 cm−2 is larger in the low-density XDR models, which is due to the higher
heating rate. The intensity is lower in the low radiation, high density XDR Model 3, since
the temperature is higher in the PDR. For Model 4 they are about the same, since the
density where the line gets thermalized is almost reached. In the XDR, all line intensities
increase more or less steadily with increasing column density. PDRs, however, primarily
affect cloud surfaces causing more sudden changes. The PDR line intensities of [CI] 609
µm and 369 µm arise from a more or less well defined part part of the cloud and start to
increase at column densities NH ≥ 1021.5 cm−2. The line intensities of [CII] 158 µm are
larger than those of [SiII] 35 µm in the PDRs except in Model 4. This is in contrast to the
XDR models, where the [SiII] 35 µm line intensity is always stronger. The fact that [SiII]
35 µm lines are quite strong in XDRs was already noted by Maloney et al. (1996). The
line intensities for [FeII] 26 µm and 35 µm are larger for the XDR models except again
for Model 3.
In Figs. 6.11 and 6.12, we show cumulative column densities for selected species.
They illustrate again that XDRs affect whole cloud volumes and PDRs create layered
structures. In PDRs, the increase in column densities are very sudden for all species. For
example, C and CO show this due to the very distinct C+/C/CO transition. In the XDRs,
however, the increases in column density are much more gradual. The only sudden change
in XDRs is where the H/H2 transition occurs.
In Fig. 6.13, the cumulative column density ratios for CO/H2, CO/C, HNC/HCN, and
HCO+/HCN are shown as a function of total hydrogen column density. The ratios for the
XDRs are almost constant up to NH ≈ 1022 cm−2, unlike those in PDR models. In PDRs,
CO/C ratios increase by approximately four orders of magnitude from the edge (≤ 10−4)
to NH = 1022.3 cm−2 (≥ 1). In XDRs, this ratio is constant to NH ≈ 1022 cm−2 and then
increases slowly. For each cloud size, while keeping the energy input the same, CO/C
ratios increase at higher densities. The ratios go down for higher radiation fields. For
the same density and energy input, CO/C is lower when the cloud is irradiated by X-ray
photons, with the exception of Model 3 where this is only valid at NH > 1021.7 cm−2.
CO/H2 is somewhat more complex. When only the energy input is increased in PDRs,
this ratio is higher when NH < 1021 cm−2. For NH = 1022.3 cm−2, the ratios are about
the same. There is also a minimum where the H/H2 transition occurs. This minimum
is more prominent for higher radiation fields. In XDRs, the CO/H2 ratio is lower when
6.4 Conclusion 87
the radiation field is higher. In PDRs and XDRs, the CO/H2 ratios are higher when the
density is increased. When the cloud is irradiated by X-ray photons, CO/H2 ratios are
lower, with the exception of Model 3 again at NH < 1021.5 cm−2. In PDR Models 1,
2 and 3, significant column densities for HCN, HNC and HCO+ are reached between
NH = 10
21.5 and 1022 cm−2. Therefore, the HNC/HCN and HCO+/HCN ratios discussed
are for column densities NH > 1022 cm−2. In PDRs, HNC/HCN is lower when the density
is higher. No significant changes are seen for different radiation fields at these columns.
HNC/HCN is generally lower for high HX/n in XDRs. At high column densities, where
HX/n is low, HNC/HCN ratios are larger than unity and higher than those for the PDR.
HCO+/HCN and HNC/HCN are of the same order in PDRs, but in XDRs HCO+/HCN is
higher in most cases.
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Figure 6.8: Comparison between the fractional abundances in the PDR (left) and XDR
(right) for Model 4.
6.4 Conclusion 89
Figure 6.9: Cumulative line intensities of [CII] 158 (solid), [SiII] 34.8 (dotted), [CI] 609
(dashed) and 369 µm (dashed), for PDR (left) and XDR (right) models.
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Figure 6.10: Cumulative line intensities of [SI] 25.2 (solid), [OI] 63.2 (dotted), 145.6
(dashed), [FeII] 26.0 (dot-dashed) and 35.4 µm (dotted-dashed), for PDR (left) and XDR
(right) models.
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Figure 6.11: Cumulative column densities of C (dotted-dashed), CO (solid), C2H (dotted),
H2O (dashed) and OH (dot-dashed), for PDR (left) and XDR (right) models.
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Figure 6.12: Cumulative column densities of CS (solid), HCN (dotted), HCO+ (dashed),
HNC (dot-dashed) and SiO (dotted-dashed), for PDR (left) and XDR (right) models.
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Figure 6.13: Column density ratios CO/C (solid), CO/H2 (dotted), HCO+/HCN (dashed)
and HNC/HCN (dot-dashed), for PDR (left) and XDR (right) models.
CHAPTER 7
Comparison to other PDR codes
We present a comparison between independent computer codes that model the physics
and chemistry of photon dominated regions (PDRs). A number of benchmark models are
calculated, covering low and high gas densities n and far ultraviolet intensities χ (FUV:
6 < hν < 13.6 eV). χ is in units of the Draine (1978) field, where χ = G0/1.71. The
benchmark models are computed in two ways: one set assuming constant temperatures,
thus testing the consistency of the chemical network and photo-reactions, and a second set
determining the temperature self-consistently by solving the thermal balance, thus testing
the modeling of the heating and cooling mechanisms accounting for the detailed energy
balance throughout the clouds. Our goal is to understand the mutual differences in the
PDR codes and their effects on the physical and chemical structure of the model clouds,
and to converge the output of different codes to a common solution. We identify a number
of key processes that govern the chemical network and which are treated differently in the
various codes, such as the contribution of PAHs to the electron density or the temperature
dependence of the dissociation of CO by cosmic ray induced secondary photons, and
formulate and define a proper common treatment. By understanding the impact of the
PDR geometry we agree on how to compare the results from spherical and plane-parallel
PDR models. As a result from the benchmark calculations we establish a comprehensive
set of reference models for ongoing and future PDR modeling. We conclude that the
benchmark results from the PDR code, which is described in Chapters 5 and 6, compare
very well with the results obtained by other participating codes.
This chapter contains selected parts from:
M. Ro¨llig, N. P. Abel, T. Bell, F. Bensch, J. Black, G. J. Ferland, B. Jonkheid, I. Kamp,
M.J. Kaufman, J. Le Bourlot, F. Le Petit, R. Meijerink, O. Morata Chirivella, V. Ossenkopf,
E. Roueff, G. Shaw, M. Spaans, A. Sternberg, J. Stutzki, W.-F. Thi, E. F. van Dishoeck,
P. A. M. van Hoof, S. Viti, M.G. Wolfire
Astronomy & Astrophysics, submitted
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7.1 Introduction
Theoretical models that address the structure of PDRs have been available for approxi-
mately 30 years and have evolved into advanced computer codes that account for a grow-
ing number of physical effects with increasing accuracy. The model setups vary greatly
among different model codes. This includes the assumed model geometry, their physical
and chemical structure, the choice of free parameters, and other details. Consequently it
is not always straightforward to directly compare the results from different PDR codes.
Taking into account that there are multiple ways of implementing physical effects in nu-
merical codes, it is obvious that the model output of different PDR codes can differ from
each other. As a result, significant variations in the physical and chemical PDR structure
predicted by the various PDR codes can occur. The goals of our PDR-benchmarking are:
• to understand the differences in the different code results
• to obtain (as much as possible) the same model output with every PDR code when
using the same input
• to agree on the correct handling of important processes
• to identify the specific limits of applicability of the available codes
To this end, a PDR-benchmarking workshop was held at the Lorentz Center in Leiden
(URL: http://www.lorentzcenter.nl/), Netherlands in 2004 to work jointly
on these topics. Here we present the results from this workshop and the results originating
from the follow-up activities.
Sect. 7.2 describes the setup of the benchmark calculations. In Sect. 7.3, the results
are presented. For the detailed results of the benchmark calculations, however, we refer
to the following URL: http://www.ph1.uni-koeln.de/pdr-comparison, where
all pre- and post-benchmark results are posted, and Ro¨llig et al. (2006). In Sect. 7.4 we
discuss the results and summarize the lessons learned from the benchmark effort. For an
overview of the individual code characteristics, we again refer to Ro¨llig et al. (2006).
7.2 Description of the Benchmark Models
7.2.1 PDR Code Characteristics
A total number of 11 model codes participated in the PDR model comparison study dur-
ing and after the workshop in Leiden. Table 7.1 gives an overview of these codes. The
codes are different in many aspects:
• finite and semi-infinite plane-parallel and spherical geometry, disk geometry
• chemistry: steady state vs. time-dependent, different chemical reaction rates, chem-
ical network
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• IR and FUV radiative transfer (effective or explicitly wavelength dependent), shield-
ing, atomic and molecular rate coefficients
• treatment of dust and PAHs
• treatment of gas heating and cooling
• range of input parameters
• model output
• numerical treatment, gridding, etc.
This manifold in physical, chemical and technical differences makes it difficult to com-
pare directly results from the different codes. Thus we try to standardize the computation
Table 7.1: List of participating codes. See the appendix in Ro¨llig et al. (2006) for a short
description of the individual models.
Model Name Authors
Aikawa H.-H. Lee, E. Herbst, G. Pineau des Foreˆts, J. Le Bourlot,
Y. Aikawa, N. Kuboi (Lee et al. 1996)
Cloudy G. J. Ferland, P. van Hoof, N. P. Abel, G. Shaw
(Ferland et al. 1998; Abel et al. 2005)
COSTAR I. Kamp, F. Bertoldi, G.-J. van Zadelhoff
(Kamp & Bertoldi 2000; Kamp & van Zadelhoff 2001)
HTBKW D. Hollenbach, A.G.G.M. Tielens, M.G. Burton, M.J. Kaufman,
M.G. Wolfire (Tielens & Hollenbach 1985; Kaufman et al. 1999;
Wolfire et al. 2003)
KOSMA-τ H. Sto¨rzer, J. Stutzki, A. Sternberg (Stoerzer et al. 1996),
B. Ko¨ster, M. Zielinsky, U. Leuenhagen (Bensch et al. 2003;
Ro¨llig et al. 2006)
Lee96mod H.-H. Lee, E. Herbst, G. Pineau des Foreˆts, E. Roueff,
J. Le Bourlot, O. Morata (Lee et al. 1996)
Leiden J. Black, E. van Dishoeck, D. Jansen and B. Jonkheid
(Black & van Dishoeck 1987; van Dishoeck & Black 1988;
Jansen et al. 1995)
Meijerink R. Meijerink, M. Spaans (Meijerink & Spaans 2005)
Meudon J. Le Bourlot, E. Roueff, F. Le Petit
(Le Petit et al. 2006, 2002; Le Bourlot et al. 1993)
Sternberg A. Sternberg, A. Dalgarno
(Sternberg & Dalgarno 1995; Sternberg & Neufeld 1999)
UCL PDR S. Viti, W.-F. Thi, T. Bell
(Taylor et al. 1993; Papadopoulos et al. 2002)
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of the benchmark model clouds as much as possible. This requires all codes to reduce
their complexity and sophistication, often beyond what their authors consider to be ac-
ceptable, considering detailed knowledge of some of the physical processes. However,
as the main goal of this study is to understand why and how these codes differ these
simplifications are acceptable. Our aim is not to provide the most realistic model of
real astronomical objects. The individual strengths (and weaknesses) of each PDR code
are briefly summarized in the appendix given in Ro¨llig et al. (2006) and on the website:
http://www.ph1.uni-koeln.de/pdr-comparison .
7.2.2 Benchmark Frame and Input Values
A total of 8 different model clouds are agreed upon for the benchmark comparison. The
density and FUV parameter space is covered exemplary by accounting for low and high
densities and FUV fields under isothermal conditions, giving 4 different model clouds.
The complexity of the model calculations is reduced by setting the gas and dust tempera-
tures to a given constant value (models F1-F4, ’F’ denoting a fixed temperature), making
the results independent of the solution of the local energy balance. In a second benchmark
set, the thermal balance is solved explicitly thus determining the temperature profile of the
cloud (models V1-V4, ’V’ denoting variable temperatures). Table 7.2 gives an overview
of the cloud parameter of all eight benchmark clouds.
Table 7.2: Specification of the model clouds computed during the benchmark. The models
F1-F4 have constant gas and dust temperatures, while V1-V4 have their temperatures
calculated self-consistently.
F1 F2
T=const=50 K T=const=50 K
n = 103 cm−3, χ = 10 n = 103 cm−3, χ = 105
F3 F4
T=const=50 K T=const=50 K
n = 105.5 cm−3, χ = 10 n = 105.5 cm−3, χ = 105
V1 V2
T=variable T=variable
n = 103 cm−3, χ = 10 n = 103 cm−3, χ = 105
V3 V4
T=variable T=variable
n = 105.5 cm−3, χ = 10 n = 105.5 cm−3, χ = 105
Benchmark Chemistry
One of the crucial steps in arriving at a useful code comparison is to agree on the use
of a standardized set of chemical species and reactions to be accounted for in the bench-
mark calculations. For the benchmark models we include only the four most abundant
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elements H, He, O and C. Additionally, only the species given in Table 7.3 are included
in the chemical network calculations.
Table 7.3: Chemical content of the benchmark calculations.
Chemical species in the models
H, H+, H2, H+2 , H
+
3
O, O+, OH+, OH, O2, O+2 , H2O, H2O+, H3O+
C, C+, CH, CH+, CH2, CH+2 , CH3,
CH+3 , CH4, CH+4 , CH+5 , CO, CO+,HCO+
He, He+, e−
The chemical reaction rates are taken from the UMIST99 database (Le Teuff et al. 2000)
together with some corrections suggested by A. Sternberg. The complete reaction rate
file is available on-line (http://www.ph1.uni-koeln.de/pdr-comparison). To
reduce the overall modeling complexity PAHs are neglected in the chemical network and
are only considered for the photoelectric heating (photoelectric heating efficiency as given
by Bakes & Tielens 1994) in models V1-V4. Codes which calculate time-dependent
chemistry use a suitably long time-scale in order to reach steady state.
Benchmark Geometry
All model clouds are plane-parallel, semi-infinite clouds of constant total hydrogen den-
sity n = n(H) + 2n(H2). Spherical codes approximate this by assuming a very large
radius for the cloud. All groups deliver stationary solutions, thus integrating up to t = 108
yrs for time-dependent codes.
Physical Specifications
As many model parameters as possible are agreed upon at the start of the benchmark
calculations, to avoid initial confusion in comparing model results. To this end we set
most crucial model parameters to the following values: the value for the standard UV
field is taken as χ = 10 and 105 times the Draine (1978) field. For a semi-infinite plane
parallel cloud the CO dissociation rate at the cloud surface for χ = 10 should equal
10−9 s−1, using this for optically thin conditions (for which a point is exposed to the
full 4π steradians as opposed to just 2π at the cloud surface) the CO dissociation rate is
2 × 10−10 s−1 for a unit Draine field. The cosmic ray H ionization rate is assumed to be
ζ = 5 × 10−17 s−1 and the visual extinction AV = 6.289 × 10−22NH,tot. If the codes
do not explicitly calculate the unattenuated H2 photo-dissociation rates (by summing over
oscillator strengths etc.) we assume that the unattenuated H2 photo-dissociation rate in
a unit Draine field is equal to 5.18 × 10−11 s−1, so that at the surface of a semi-infinite
cloud for 10 times the Draine field the H2 dissociation rate is 2.59 × 10−10 s−1. For the
dust attenuation factor in the H2 dissociation rate we assume exp(−k AV) if not treated
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explicitly wavelength dependent. The value k = 3.02 is representative for the effective
opacity in the 912-1110 A˚ range. We use a very simple H2 formation rate coefficient
R = 3 × 10−18 T 1/2 = 2.121×−17 cm3 s−1 at T = 50 K, assuming that every hitting
atom sticks to the grain and reacts to form H2. A summary of the most important model
parameters is given in Table 7.4.
Table 7.4: Overview of the most important model parameter. All abundances are given
w.r.t. total H abundance.
Model Parameters
AHe 0.1 elemental He abundance
AO 3× 10−4 elemental O abundance
AC 1× 10−4 elemental C abundance
ζCR 5× 10−17 s−1 CR ionization rate
AV 6.289× 10−22NHtotal visual extinction
τUV 3.02Av FUV dust attenuation
vb 1 km s−1 Doppler width
DH2 5× 10−18 s−1 H2 dissociation rate
R 3× 10−18T 1/2 cm3 s−1 H2 formation rate
Tgas,fix 50 K gas temperature (for F1-F4)
Tdust,fix 20 K dust temperature (for F1-F4)
n 103, 105.5 cm−3 total density
χ 10, 105 FUV intensity w.r.t.
Draine (1978) field
7.3 Results
There are two stages for the benchmarking results, the pre- and post-benchmark, which
are all posted at http://www.ph1.uni-koeln.de/pdr-comparison. The impact of
the benchmark effort is illustrated by considering the well known C+/C/CO transition.
Before the benchmark a significant scatter is seen in the C+, C and CO abundances. This
scatter is mostly gone at the end of the workshop. Most of the deviations can be attributed
to bugs in the pre-benchmark codes, misunderstandings, or to incorrect geometrical fac-
tors (e.g. 2π vs. 4π). In Fig. 7.1 it is shown how well the different PDR codes compare
by showing the Post-Benchmark results for the C+/C/CO transition of model V2.
The restrictions artificially posed by the benchmark standards limit the capacity of
the participating model codes. For example, some models encounter major numerical
difficulties in reaching a stable temperature solution for the benchmark models V4, mainly
caused by the diverging H2 formation rate at high temperatures that results in a diverging
H2 formation heating. Other codes also show similar numerical problems especially for
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Figure 7.1: Temperature structure and C+/C/CO transition for model V2.
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the model V4. This numerical noise vanishes when we apply more physical conditions.
Nevertheless, it is very instructive to study the codes under these extreme conditions. In
Fig. 7.1, we show the Post-Benchmark temperature structure for model V2. Here, we find
that still significant differences between the PDR codes.
For a detailed discussion of the PDR model comparison, we refer to Sect. 5 of Ro¨llig
et al. (2006).
7.4 Concluding remarks
7.4.1 Meijerink & Spaans code
The PDR code as described in Chapters 5 and 6 (Meijerink & Spaans 2005) also partici-
pated in the PDR comparison test. We (Meijerink & Spaans) experienced the workshop as
very instructive, and learned much about the influences of the various involved processes
on the thermal and chemical balance. We found that the results before the benchmark test
were already quite promising. This was very encouraging, especially since the develop-
ment of the code started only one year earlier. During the benchmark test, we discovered
some minor bugs, which were subsequently removed. After the benchmark test, the code
results compare quite well to those obtained with other participating codes.
The complexity of our code is much less than that of some other codes (e.g., Cloudy).
For example, H2 and CO shielding are treated in a one line approximation, while some
codes use multiple lines. An advantage is that we are able to calculate models for a rather
large parameter space in a very short time. A drawback is that we cannot determine
the precise H/H2 transition of the cloud. However, we are interested in the integrated
atomic and molecular line ratios and these are not very sensitive to the details of the H/H2
transition in the cloud.
7.4.2 All codes
The major general results of this study are:
• The collected results from all participating models represent an excellent reference
for all present PDR codes and for those to be developed in the future. For the first
time such a reference is easily available not only in graphical form but also as raw
data: URL: http://www.ph1.uni-koeln.de/pdr-comparison .
• We present an overview of the common PDR model codes and summarize their
properties and field of application.
• As a natural result all participating PDR codes are now better debugged, much
better understood, and many differences between the results from different groups
are now much clearer resulting in good guidance for further improvements.
• Many critical parameters, model properties and physical processes have been iden-
tified or understood better in the course of this study.
7.4 Concluding remarks 103
• We have been able to increase the agreement in model predictions for all bench-
mark models. Uncertainties still remain, visible, e.g., in the deviating temperature
profiles of model V2 or the large differences for the H2 photo-rates and density
profiles in model V4 (cf. on-line data archive).
• All PDR models are heavily dependent on the chemistry and micro-physics in-
volved in PDRs. Consequently, the results from PDR models are only as reliable as
the description of the microphysics (rate coefficients, etc.) that they are based on.
One of the lessons from this study is that observers should not take the PDR results too
literally to constrain, for example, physical parameters like density and radiation field
in the region they observe. The current benchmarking shows that the relative trends are
consistent between codes but that there remain differences in absolute values of observ-
ables. Moreover, it is not possible to simply infer how detailed differences in density or
temperature translate into differences in observables. They are the result of a complex,
nonlinear interplay between density, temperature, and radiative transfer. We want to em-
phasize again that all participating PDR codes are much ’smarter’ than required during the
benchmark. Many sophisticated model features have been switched off in order to pro-
vide comparable results. Our motivation is technical not strictly physical. The presented
results are not meant to model any real astronomical object and should not be applied
as such in any analysis. The current benchmarking results are not meant as our recom-
mended or best values, but simply as a comparison test. During this study we demonstrate
that an increasing level of standardization results in a significant reduction of the model
dependent scatter in PDR predictions. It is encouraging to note the overall agreement in
model results. On the other hand, it is important to understand that small changes may
make a big difference. We are able to identify a number of these key points, e.g., the in-
fluence of excited molecular hydrogen, or the importance of secondary photons induced
by cosmic rays.
Future work should focus on the energy balance problem, clearly evident from the
sometimes significant scatter in the results for the non-isothermal models V1-V4. The
heating by photoelectric emission is closely related to the electron density and to the de-
tailed description of grain charges, grain surface recombinations and photoelectric yield.
The high temperature regime also requires an enlarged set of cooling processes. As a
consequence we plan to continue our benchmark effort in the future. This should include
a calibration on real observational findings as well.
Part III
Model applications
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CHAPTER 8
A grid of PDR and XDR models
The nuclei of active galaxies harbor massive young stars, an accreting central black hole,
or both. In order to determine the physical conditions that pertain to molecular gas close
to the sources of radiation, numerical models are constructed. These models iteratively
determine the thermal and chemical balance of molecular gas that is exposed to X-rays
(1-100 keV) and far-ultraviolet radiation (6-13.6 eV), as a function of depth. We present
a grid of XDR and PDR models that span ranges in density (102 − 106.5 cm−3), irradi-
ation (100.5 − 105G0 and FX = 1.6 × 10−2 − 160 erg cm−2 s−1) and column density
(3 × 1021 − 1 × 1025 cm−2). Predictions are made for the most important atomic fine-
structure lines, e.g., [CII], [OI], [CI], [SiII], and for molecular species like HCO+, HCN,
HNC, CS and SiO up to J = 4, CO and 13CO up to J = 16, and column densities for CN,
CH, CH+, HCO, HOC+, NO and N2H+. We find that surface temperatures are higher
(lower) in PDRs compared to XDRs for densities > 104 (< 104) cm−3. For the atomic
lines, we find that, largely due to the different XDR ionization balance, the fine-structure
line ratios of [SiII] 35 µm/[CII] 158 µm, [OI] 63 µm/[CII] 158 µm, [FeII] 26 µm/[CII]
158 µm and [CI] 369 µm/[CI] 609 µm are larger in XDRs than in PDRs, for a given
density, column and irradiation strength. Similarly, for the molecular lines, we find that
the line ratios HCN/HCO+ and HNC/HCN, as well as the column density ratio CN/HCN,
discriminate between PDRs and XDRs. In particular, the HCN/HCO+ 1-0 ratio is < 1
(> 1) for XDRs (PDRs) if the density exceeds 105 cm−3 and if the column density is
larger than 1023 cm−2. For columns less than 1022.5 cm−2 the XDR HCN/HCO+ 1-0
ratio becomes larger than one, although the individual HCN 1-0 and HCO+ 1-0 line in-
tensities are weaker. For modest densities, n = 104 − 105 cm−3, and strong radiation
fields (> 100 erg s−1 cm−2), HCN/HCO+ ratios can become larger in XDRs than PDRs
as well. Also, the HCN/CO 1-0 ratio is typically smaller in XDRs, and the HCN emis-
sion in XDRs is boosted with respect to CO only for high (column) density gas, with
columns in excess of 1023 cm−2 and densities larger than 104 cm−3. Furthermore, CO
is typically warmer in XDRs than in PDRs, for the same total energy input. This leads
to higher CO J=N+1-N/CO 1-0, N ≥ 1, line ratios in XDRs. In particular, lines with
N ≥ 10, like CO(16-15) and CO(10-9) observable with HIFI/Herschel, discriminate very
well between XDRs and PDRs. This is crucial since the XDR/AGN contribution will
typically be of a much smaller (possibly beam diluted) angular scale and a 10-25% PDR
contribution can already suppress XDR distinguishing features involving HCN/HCO+
and HNC/HCN. For possible future observations, column density ratios indicate that CH,
CH+, NO, HOC+ and HCO are good PDR/XDR discriminators.
R. Meijerink, M. Spaans, and F.P. Israel, A&A, submitted
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8.1 Introduction
The radiation that emanates from galaxy nuclei, such as those of NGC 253 and NGC 1068
or even more extreme (ultra-)luminous infrared galaxies, is believed to originate from
regions with active star formation, an accretion disk around a central super-massive black
hole or both (e.g. Silk 2005; Maloney 1999; Sanders & Mirabel 1996). The unambiguous
identification of the central energy source, or the relative contributions from stars and an
active galaxy nucleus (AGN), remains a major challenge in the study of active galaxy
centers. The general aim of this paper is to determine how the properties of the irradiated
interstellar medium (ISM) may further our understanding.
Unlike emission at optical wavelengths, atomic, molecular and dust emission in the
far-infrared and (sub-)mm range allow one to probe deeply into the large column densities
of gas and dust that occupy the centers of active galaxies. Observational studies of the
ISM in galaxy centers have been presented by various authors (c.f. Aalto 2005; Baan
2005; Ott et al. 2005; Israel 2005; Spoon et al. 2001; 2003; 2005; Klo¨ckner et al. 2003;
Israel and Baas 2002; Garrett et al. 2001; Hu¨ttemeister and Aalto 2001; Curran et al.
2000). Theoretical models show that the spectral energy distribution of the radiation
representing star formation (peaking in the ultraviolet) and AGN (peaking in the X-ray
regime) activity respectively influences the thermal and chemical balance of the ambient
ISM in fundamentally different ways (Meijerink & Spaans 2005; Maloney, Hollenbach &
Tielens 1996; Lepp & Dalgarno 1996). The specific aim of this paper is thus to study the
extent to which emission from commonly observed molecular and atomic line transitions
may be used as a diagnostic tool in the study of external galaxy centers to determine the
ambient conditions in general, and the type of irradiation in particular.
To this effect, we have extended the chemical calculations described by Meijerink
& Spaans (2005; hereafter Paper I) for ultraviolet and X-ray irradiated gas to a much
larger parameter space of ambient conditions and we have performed detailed radiative
transfer calculations to compute the line intensities of many atomic and molecular transi-
tions. We refer the interested reader to Paper I for a detailed description of the combined
photon-dominated region (PDR)/X-ray dominated region (XDR) code that we have used
to compute the impact of ultraviolet (PDR) and X-ray (XDR) photons on nearby ISM.
The results described here will be applied to observations of external galaxy centers in a
subsequent paper (Meijerink et al., in preparation). Sta¨uber et al. (2005) also developed
PDR and XDR codes, for applications to Young Stellar Objects. The main difference
is that this code has a time dependent chemistry and that it includes ice evaporation at
t = 0. This affects the chemistry compared with traditional steady-state models of pure
gas-phase PDRs (e.g., CN/HCN is affected). This is not relevant for our cloud models.
However, freeze-out and evaporation start to become important for clouds with density
nH ≥ 105 cm−3.
8.2 ’Standard’ clouds
The current spatial resolution of sub-millimeter telescopes, such as the James Clerk Maxwell
Telescope (JCMT), the Institute de Radio Astronomie Millime´trique (IRAM) telescope
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Table 8.1: ’Standard’ clouds
Type r(pc) n(cm−3) N(cm−2) G0 FX [erg s−1 cm−2]
A 1 104 − 106.5 3× 1022 - 1× 1025 102 - 105 1.6 - 160
B 10 103 − 104 3× 1022 - 3× 1023 101 - 104 1.6× 10−1 - 16
C 10 102 − 103 3× 1021 - 3× 1022 100.5 - 103 1.6× 10−2 - 1.6
and even the Combined Array for Research in Submillimeter Astronomy (CARMA) or the
Submillimeter Array (SMA), is insufficient to resolve individual clouds in extragalactic
sources. By using these telescopes, each resolution element thus measures the combined
emission from a large ensemble of molecular clouds. As a consequence, it is frequently
impossible to use a single model cloud solution to describe the observed molecular lines.
Instead, more complicated solutions involving two or more model clouds, with differ-
ing densities and incident radiation fields, are needed. This contrasts with the study of
Galactic objects, where usually a single model cloud solution is sufficient to fit the mea-
surements of single resolution elements.
In this paper, we calculate a grid of ’standard’ clouds sampling the different physi-
cal conditions believed to be relevant for the centers of active galaxy nuclei. In order to
sample both the hierarchical size and (column) density properties of the ISM, we have
chosen to construct models for a number of fixed sizes as well as densities. Note that
the column densities are not the same for each model, since we use fixed cloud sizes. In
these clouds, we investigate the detailed column density dependence for the line ratios
HCN/CO, HNC/HCN, HCO+/HCN, SiO/CO and CS/HCN, which include line ratios ob-
served in several galaxies. From our computational grid, one or more, properly weighted,
models can be chosen to reproduce observed atomic and molecular lines.
We distinguish three different ’standard’ clouds, each with their own characteristic
combinations of size and volume density range, hence also column density (cf. Table
8.1), for which we calculate a set of models for different incident radiation fields, and
where a distinction between irradiation by far-ultraviolet (FUV) and X-ray photons is
made. The X-ray radiation field is a power-law distribution F (E) = F (0)(E/1keV)−α
integrated between 1 and 100 keV, where α = −0.9. This power law spectrum is generally
believed to be representative for accreting black holes. Please note that this differs from
Paper I, where we used a thermal distribution at 106 K instead. The ultraviolet radiation
field (6-13.6 eV) is expressed in multiples of the Habing flux, 1.6 × 10−3 erg cm−2 s−1.
We use a line width δv = 2.7 km s−1. Cloud type A represents compact, high-density
environments such as molecular cloud cores, and clouds very close to active nuclei; cloud
type B corresponds to more traditional molecular cloud environments, and cloud type C is
representative of the more diffuse extended (molecular) medium in which clouds of type
B are usually embedded.
Late-type galaxies frequently have radial metallicity gradients, with the highest metal-
licity in the center (Vila-Costas & Edmunds 1992; Zaritsky et al. 1994). For this reason,
we have adjusted the metallicity used in Table 2 of Paper I. The published metallicity
gradients and suggestions of a gradient flattening in the very center have led us to adopt
a twice Solar metallicity as a reasonable value. Since [C]/[O] abundance ratios decrease
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at higher metallicities, we have taken the carbon abundance equal to the oxygen abun-
dance (see, for instance, Garnett et al. 1999; Kobulnicky & Skillman 1998). Note that
the [C]/[O] ratio affects the abundances of O2 and H2O. See for example Spaans & van
Dishoeck (2001) and especially Fig. 2 in Bergin et al. (2000).
From the models, we have calculated the intensities of the molecular rotational lines
of HCN, HNC, HCO+, CS and SiO (upto J = 4), [CI], [CII], [OI], [SiII] and other fine-
structure lines. For CO and 13CO we calculated the intensities of the rotational lines up to
J = 16, in order to make predictions for future observing facilities such as the ESO Her-
schel/HIFI space mission. We use the Leiden Atomic and Molecular Database (LAMDA)
as described in Scho¨ier et al. (2005) to retrieve the collisional data needed for the calcula-
tions. Where no collisional data are available for commonly observed molecules such as
CN, CH, CH+, HCO, HOC+, NO and N2H+, we only give column densities..
8.3 Surface temperatures
To illustrate the coupling differences of FUV and X-ray photons to the gas, we first discuss
the surface temperatures of the low, mid, and high density models respectively over the
parameter space given for the PDR and XDR models in Table 8.1. We calculated a larger
range of radiation fields for the PDR models than for the XDR models, for reasons related
to the heating efficiency which are discussed below. The resulting surface temperatures as
a function of gas density and incident radiation intensity for both PDR and XDR models
are shown in Fig. 8.1.
The most important heating mechanism at the edge of a PDR is photo-electric heating.
FUV photons are absorbed by dust grains, which release electrons that lose their surplus
kinetic energy to the gas by Coulomb interactions. The efficiency of this process in-
creases, when the grains are more negatively charged, which is determined by a complex
interplay of the impinging radiation field G0, electron density ne and gas temperature T .
The absolute efficiency is very low, since about 0.5-3 percent of the photon energy goes
into gas heating. This sharply contrasts with direct X-ray heating, important at the edge
of XDRs. Direct ionization of an atom yields a kinetic electron with an energy higher
than 1 keV. This electron heats, ionizes and excites the gas. Depending on the H, H2, He
and electron abundances, the heating efficiency can be up to 70 percent, much higher than
for photo-electric heating. However, there is an opposing effect, namely the much lower
absorption cross section for X-rays. Since the cross sections scale roughly as E−3, there
are many fewer X-ray photons absorbed than FUV photons.
We find that at high densities (n > 104 cm−3) PDR models produce higher surface
temperatures than the XDR models. At low densities, however, we find the opposite, es-
pecially in the case of high radiation fields. This is explained by the drop in the efficiency
of photo-electric heating at densities n < 105 cm−3 when the same impinging radiation
field is considered. This is nicely illustrated in Fig. 6 of Kaufman et al. (1999), where the
ratios of the intensity of the [CII] 158 µm and [OI] 63 µm lines to the total far-infrared
intensity emitted from the surface of the clouds are plotted as a function of density and
radiation field. This ratio is a measure of the heating efficiency, since [CII] 158 µm and
[OI] 63 µm are the most important coolants in PDRs.
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In the regime discussed here, the surface temperatures of the XDR models are quite
well correlated with HX/n, where HX is the energy deposition per particle and n the
total hydrogen density. This means that the highest surface temperatures are found at
the lowest densities and highest impinging radiation fields. Consequently, the contours
of equal surface temperature are almost straight lines in the XDR plot of Fig. 8.1. In
the PDR models their behavior is more complicated, as already discussed by Kaufman
et al. (1999), since grains are involved in heating the gas. At the edge of the cloud, the
cooling is dominated by [CII] 158 µm and [OI] 63 µm, which have critical densities
of ncr(CII) ≈ 3 × 103 cm−3 and ncr(OI) ≈ 5 × 105 cm−3. The cooling rate in this
regime is more or less proportional to n2. The heating rate is at least proportional to n,
Figure 8.1: Surface temperatures for PDR (top) and XDR (bottom) models.
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because the grain density is proportional to n. It can be larger, because grains become less
positively charged at increasing electron densities making it easier for electrons to escape
the grains, so that the heating efficiency increases. Nevertheless, the density dependence
of heating remains less steep than n2, i.e., less than that of cooling, which causes a drop
in the temperature at n < 104 cm−3 and for fixed G0 with increasing density. Between
n ≈ 1− 3× 103 cm−3 where the [CII] 158 µm line thermalizes, the drop in temperature
stagnates. For densities between n = 104− 105 cm−3 and G0 < 104, we also find that the
surface temperature drops with increasing n. The [OI] 63µm line thermalizes at higher
densities n = 105 − 106 cm−3 and, therefore, cooling will be proportional to n. Heating
increases faster with density, which results in a higher surface temperature. For G0 > 104,
we find that the surface temperature rises up to n ≈ 5× 105 cm−3 due to the increase in
the heating efficiency with density at fixed G0. Above this density and at these high
temperatures, coolants with high critical densities and excitation energies such as the [OI]
6300A˚ line become important, causing the surface temperature to drop again.
When we compare the surface temperatures with those derived by Kaufman et al.
(1999), we find that our model surface temperatures are higher. A possible explanation
for this has been discussed recently by Ro¨llig et al. (2006), who present scaling relations
for heating and cooling as a function of metallicity Z. They state that the photo-electric
heating rate is ∝ Z for n < 103 cm−3 increasing to Z2 when n > 106 cm−3. The cooling
rate is always proportional to Z, and, therefore, higher metallicities result in higher sur-
face temperatures. Note however that the temperature differences found are very likely
not only because of a change in metallicity. In the PDR comparison test (Ro¨llig et al.
2006), we found significant scatter between different PDR codes in the thermal balance.
Therefore, one should not take the absolute values of line intensities too literally in the
interpretation of data.
8.4 Fine-structure lines
In principle, we can use combinations of fine-structure line intensities to constrain den-
sities and incident radiation fields. Here we discuss how such line ratios depend on gas
density, ambient radiation field strength, and cloud column density, and compare the re-
sults for the PDR and XDR models.
8.4.1 [SiII] 35 µm/[CII] 158 µm intensity ratio
In Fig. 8.2, we show the [SiII] 34.8 µm / [CII] 158 µm fine-structure line ratio for both
the PDR and the XDR models. The [SiII] 34.8 µm line has an energy of E/k = 414 K
and a critical density of ncr = 3.4× 105 cm−3, while this is E/k = 92 K and ncr = 2.8×
103 cm−3 for the [CII] 158 µm. Very high radiation fields produce ambient temperatures
in the PDR models that are sufficiently high to excite their upper states and the ratio
depends mostly on density. With lower radiation fields, the surface temperature drops.
The upper level energy of [SiII] 34.8 µm is reached first and the [SiII]/[CII] line ratio
drops. As the density increases at a given FUV radiation field, the ratios limit to roughly
constant values that are set by the corresponding surface temperatures.
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Figure 8.2: [SiII] 34.8 µm / [CII] 158 µm ratio for PDR (left) and XDR (right) models.
In the XDR models, the ratio is not only determined by the temperature and density,
but also by the fractional abundances and column densities. In PDRs clearly defined layers
occur, in which carbon and silicon are both almost fully ionized, but throughout XDRs
neutral and ionized species co-exist. Despite the fact that surface temperatures in the XDR
models are lower, we find much higher [SiII]/[CII] ratios, since silicon is much easier to
ionize than carbon. The dominant source for ionization is not the direct absorption of an
X-ray photon (primary ionization), but the produced kinetic electron. This electron can
ionize a species either directly by collisions (secondary ionizations) or indirectly by first
exciting H and H2 and producing Lyman α and Lyman-Werner photons, which then may
ionize species in turn. The cross section of Si for secondary ionization is about twice that
of C. This does not, however, fully explain the order of magnitude difference between the
calculated PDR and XDR ratios. This difference also reflects the fact that ionization of C
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Figure 8.3: [OI] 63 µm / [CII] 158 µm ratio for PDR (left) and XDR (right) models.
can only be done by Lyman-Werner photons, whereas both Lyman α and Lyman-Werner
photons are capable of ionizing Si. It is thus harder to ionize C than Si in regions where
the gas is mostly atomic, which results in a large increase of the ratio for all densities at a
given irradiation strength.
This also explains the fairly constant ratio below FX ≈ 10 erg s−1 cm−2 for n ∼
2 × 103 − 3 × 106 cm−3, which results from an interplay between various effects. With
ambient radiation fields constant, we find that the surface temperatures drop with increas-
ing density in the XDR. At lower temperatures and higher densities, H2 is more easily
formed. Both the temperature drop itself and the enhanced H2 (leading to more carbon
ionizations) thus suppresses the [SiII]/[CII] ratio, but this is compensated by the relatively
high critical density of the [SiII] 34.8 µm line.
For the highest, > 16 erg s−1 cm−2, radiation fields, where carbon is highly ionized,
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Figure 8.4: [FeII] 26 µm / [CII] 158 µm ratio for PDR (left) and XDR (right) models.
we find the same trend as seen for the PDR, i.e., the ratio is mostly dependent on den-
sity for the highest radiation fields, and then there is a decrease in the ratio when the
temperature drops toward the upper-state energy of [SiII].
At the lowest densities and highest X-ray radiation fields, we find that the effect of
column density become important as well. Since we fixed cloud sizes, in each cloud type
the lowest density models imply also the lowest column densities. In the high irradiation
models, carbon is almost fully ionized at the XDR edge. The fractional abundance of
ionized carbon drops toward the H/H2 transition and then increases again for the reasons
discussed earlier. In the lowest (column) density models, we only produce the highly
ionized part, suppressing the ratio even more. This is best seen in the diagram for the high
density XDR models, at densities n = 104 cm−3. The ratio increases from FX = 1.6 to
30 erg s−1 cm−2 and then drops again. Hence, if we increase the column densities of these
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Figure 8.5: [CI] 369 µm / [CI] 609 µm ratio for PDR (left) and XDR (right) models.
models by a factor of ∼ 30, the ratios only depend on radiation field strength and not on
density.
8.4.2 [OI] 63 µm/[CII] 158 µm intensity ratio
In Fig. 8.3, we show the [OI] 63 µm / [CII] 158 µm ratio. The critical density is ncr =
5 × 105 cm−3 and the upper-state energy is E/k = 228 K for [OI] 63 µm. In the PDR
models and at very high incident radiation fields, this ratio depends mostly on density as
in the case for the [SiII]/[CII] ratio, since once again temperatures are sufficiently high
to excite both upper-state levels. When the surface temperature drops for lower radiation
fields, the upper-state energy of [OI] is reached first. The [OI]/[CII] ratio then drops, with
a flat density dependence for n < 104 cm−3 and G0 < 103. The decrease in this line
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ratio is, however, less pronounced than that in the [SiII]/[CII] ratio, because the upper-
state energy of [OI] is lower than that of [SiII]. When G0 < 103 and n>105.5 cm−3, the
ratio is roughly constant at the same density for all values of G0. Here, the more difficult
excitation of [OI] at lower temperatures is counteracted by the C+ layer becoming thinner
at lower radiation fields.
In the XDR, the [OI]/[CII] ratio is again more complex due to its dependence on
density, radiation field, ionized carbon fraction and total column density. The ratios are
overall much higher than in the PDR models, since carbon does not become fully ionized.
At the largest HX/n, temperatures are high enough to create a dependence on density
only. At lower radiation fields, the [OI]/[CII] ratio drops as temperatures approach the
upper-state energy of the [OI] 63 µm line. When we decrease the radiation field even
more, we find that the C+ fraction is rapidly reduced at high (> 105 cm−3) densities and
the ratio increases again. At high (> 16 erg s−1 cm−2) radiation field strength and low
densities, a large HX/n is maintained throughout the whole cloud, since the relevant type
A cloud size is only one parsec. For that reason, we find here the same effect as already
seen in the [SiII]/[CII] ratio, since column densities increase toward higher densities.
At the highest radiation fields and lowest densities, the ratio is suppressed since carbon
remains partially ionized over the full extent of the clouds considered here. We do not
find the highest ratio at the highest radiation field in the lower density models.
8.4.3 [FeII] 26 µm/[CII] 158 µm intensity ratio
In Fig. 8.4, we show the [FeII] 26 µm / [CII] 158 µm intensity ratio. [FeII] 26 µm is very
difficult to excite due to its high critical density ncr = 2.2 × 106 cm−3 and upper-state
energy E/k = 554 K. Thus, the change in ratio with increasing density at high incident
radiation fields is much larger than that seen for the [SiII] 34.8 µm / [CII] 158 µm ratio.
In the PDR models and at high incident radiation fields, the ratio mostly depends on the
density. At lower radiation field strengths, approaching the upper-state energy of [FeII],
the ratio drops.
The same trends are seen at high radiation fields in the XDR models, but again, we
find much higher ratios than in the PDR models. It is possible to ionize iron with Ly-
man α photons, but not carbon. At moderate radiation fields, we again find ratios to be
more or less independent of density, for the reason that we have already discussed in the
[SiII]/[CII] case. At the lowest densities and highest radiation fields in each cloud type,
we find that the ratios are similarly suppressed as was the case for [SiII] 35 µm/[CII] 158
µm and [OI] 63 µm/[CII] 158 µm.
8.4.4 [CI] 369 µm/[CI] 609 µm intensity ratio
In Fig. 8.5, we show the [CI] 369 µm / [CI] 609 µm intensity ratio. The critical densities
of these lines are ncr = 3 × 102 cm−2 for [CI] 609µm and ncr = 2 × 103 cm−2 for
[CI] 369 µm, typically lower than the densities we are considering here. The upper-
state energies are E/k = 24 and 63 K for [CI] 609µm and [CI] 369 µm, respectively.
In the PDR models, the [CI] lines originate from the C+/C/CO transition layer. The
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temperatures in this layer slightly rise with increasing incident radiation field strengths
and range between T = 20 − 100 K (comparable to the upper-state energies). This
explains the small increase in the ratio for larger G0 at the same density. The ratio does
not change much as a function of density, since we are above the critical density. The
change we do see, however, has a temperature dependence. When densities are lowered,
recombination rates are lower as well. By consequence, at higher densities, the transition
layer is closer to the edge of the cloud and at higher temperatures, which raises the ratio.
In the XDR, neutral carbon occurs throughout the cloud, and is also abundanct at
relatively high temperatures. The spread in temperatures is large, which was already seen
in Sect. 3, and this determines for a large part differences in the ratios. The temperature
of a cloud is determined by HX/n, resulting in the highest ratios for low n and high FX ,
opposite to the situation in the PDR models. The three cloud types, with their different
low, mid and high density ranges nevertheless show very similar spreads in ratios. This is
caused by the difference in column densities, which also has a very important effect. The
low, mid, and high density models have their own fixed cloud size, and in each standard
cloud type, column densities increase toward higher densities in the same density range.
The higher density models contain larger regions of low temperature, which suppresses
the ratio at these densities even more. This can also be understood by considering the
ratio at n = 104 cm−3 in the mid (type B) and high (type C) density range. The high
density model at n = 104 cm−3 has a smaller cloud size and therefore a higher line ratio.
8.5 Rotational lines
Molecular rotational lines are also characteristic for the physical condition of ISM gas and
may also be used to constrain gas densities and incident radiation fields. In the following,
we discuss a number of ratios, involving the molecular species 12CO, 13CO, HCN, HNC,
HCO+, SiO and CS. Although we reproduce in this Paper only a limited number of the
diagrams showing the calculated line intensity ratios, all model data are available on-line
1
. Hence, the reader can determine all line ratios and integrate over all possible lines
of sight as interest dictates. Here we concentrate on molecular lines that we consider
particularly useful to distinguish between PDRs and XDRs. We have calculated the line
intensities by using a one-dimensional version of the radiation transfer code described in
Poelman & Spaans (2005, 2006).
8.5.1 CO rotational lines
In Fig. 8.6, we show the CO(1-0) line intensity for cloud types A (high-density), B
(mid-density) and C (low-density) for both the PDR and XDR model cases (cf. Table
8.1. All three cloud types are relevant for CO (and 13CO) since these molecules are
present ubiquitously on all galactic scales. The CO(1-0) line has an upper state energy
E/k = 5.53 K and a critical density ncr ∼ 3 × 103 cm−3. In the low density PDR
models (n = 102 − 103 cm−3), we find that the intensity increases with density only. In
1http://www.strw.leidenuniv.nl/∼meijerin/grid/
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Figure 8.6: CO(1-0) intensity in erg cm−2 s−1 sr−1 for PDR (left) and XDR (right) models.
the mid (n = 103 − 104 cm−3) and high (n = 104 − 106.5 cm−3) density range, we also
find a small line intensity increase at higher incident radiation fields. At higher densities,
gas-grain interactions may significantly increase gas temperatures in the highly attenuated
part of the cloud. Although the upper-state energy is below the gas temperature, we find
a significant increase in the line intensity. In general, the line intensities do not vary
much in the PDR models, as opposed to what is seen in the XDR models. In all PDR
models, the CO(1-0) lines are optically thick. In the XDR models for type C clouds
(n = 102 − 103 cm−3), the line intensities vary over two orders of magnitude. Because
of the fixed cloud size, models at higher densities have larger column densities. Even
at the point farthest from the cloud edge, the low density gas in type C clouds causes
relatively little radiation attenuation, and with high incident radiation it is at very high
temperature and in a highly ionized state throughout. Under these conditions warm CO
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Figure 8.7: CO(2-1)/CO(1-0) ratio for PDR (left) and XDR (right) models.
gas present, but only in very small amounts. Therefore, at such points in parameter only
very weak line emission is produced and the lines are optically thin. In the high density
range (n = 104 − 106.5 cm−3) of type A clouds, on the other hand, the spread in intensity
is much reduced. Although at densities of n = 104 cm−3 most of the cloud is still at a high
temperature and in a highly ionized state, there is sufficient column density to have CO
abundances large enough to produce significant line emission. At even higher densities
(n = 106 cm−3), the column densities are high enough to attenuate the radiation field in
such a way that a large CO fraction is produced (∼ 10−4), but still at a temperature of
T ∼ 100 K. Here, the CO(1-0) line emission produced in XDRs can be two to four times
stronger than that in PDRs.
For the CO(2-1) line, the upper state energy is E/k = 16.60 K and the critical density
is ncr ∼ 1× 104 cm−3. Although not shown, the line intensities exhibit a behaviour as a
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Figure 8.8: CO(4-3) intensity in erg cm−2 s−1 sr−1 for PDR (left) and XDR (right) models.
function of density and radiation field very similar that that of the CO(1-0) line. Because
of the higher upper state energy, we find a somewhat stronger dependence on radiation
field in the PDR models. The effect of the larger critical density is hard to see, due to
the large optical depths, but do show up when we consider the CO(2-1)/CO(1-0) ratio.
This ratio is shown in Fig. 8.7. In the PDR models, the ratio does not differ more than a
factor of two over the full density range considered here. In the XDR models, very large
line intensity ratios of 30 or more are found, especially at high incident radiation fields.
It is, however, very questionable whether we will actually observe these high ratios, since
the intensity of the emitted emission is low. The CO(2-1)/CO(1-0) ratio dependence on
density and radiation field is in general weak, especially in PDRs, since the upper state
energies are not very high and the difference in critical density is small.
The CO(4-3) line (see Fig. 8.8) has an upper state energy E/k = 55.32 K and critical
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Figure 8.9: CO(4-3)/CO(1-0) ratio for PDR (left) and XDR (right) models.
density ncr ∼ 4×104 cm−3. As expected, the emitted intensity shows more variation with
density and radiation field. In Fig. 8.9, we show the CO(4-3)/CO(1-0) line intensity ratio.
In the low density range (cloud type C), PDR models still produce a line ratio increase
only as function of density, but the variation in the ratio has grown to more than a factor
of two, as opposed to only 20 percent in the corresponding CO(2-1)/CO(1-0) ratio. The
XDRs for this cloud type show a complex behavior with density and radiation field and
the ratios cover a much larger range from about 2 to 40. At low radiation fields, only a
density dependence is seen. At high radiation field strengths, the effect of the column
density comes into play. In the mid density (type B) PDRs, the highest line ratios are
seen for the highest densities and radiation fields. The XDRs in this range show only a
dependence on radiation field. The effect of the higher density is compensated by the fact
that at lower densities relatively more gas is at high temperatures. The gas temperature
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plays a large role in the density range applicable to this cloud type. CO is present at much
higher temperatures in the XDRs. Therefore, the XDR line ratios for the same density and
incident radiation field can be more than ten times larger than in the PDR. This difference
slowly disappears when the critical density of the CO(4-3) line is reached and the CO(4-3)
line also thermalizes, which is seen in the high density range (cloud type A) at densities
n > 105 cm−3.
Figure 8.10: CO(16-15), CO(10-9), and CO(7-6) intensity in erg cm−2 s−1 sr−1 for PDR
(left) and XDR (right) models.
8.5.2 High J-CO rotational transitions
In cloud type A XDRs (n = 104 − 106.5 cm−3), CO is present throughout the cloud, even
when energy deposition rates HX/n are large and temperatures are high (T ∼ 200 K).
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Figure 8.11: CO(16-15)/CO(1-0), CO(16-15)/CO(10-9), CO(10-9)/CO(7-6) and CO(7-
6)/CO(3-2) ratio for PDR (left) and XDR (right) models.
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This warm CO gas produces emission originating from high rotational transitions even
when densities are not high (e.g., n = 104 cm−3). Contrary to the situation in XDRs,
most CO in PDRs is produced beyond the H/H2 transition and it has on average much
lower temperatures (T ∼ 20− 50 K), causing lower intensities and line ratios. Therefore,
it is very likely, that future missions such as Herschel/HIFI will be able to distinguish
between PDRs and XDRs, by observing high rotational transitions such as CO(16-15),
CO(10-9), and CO(7-6).
In Fig. 8.10, we show the PDR and XDR intensities of the CO(7-6), CO(10-9) and
CO(16-15) lines for the high density range (cloud type A). We find that for both PDRs
and XDRs, the spread in intensities increases for higher rotational lines, since the critical
densities of these transitions are higher. However, this spread is much larger for PDRs
than for XDRs. The CO(16-15) line intensity ranges from ∼ 10−10 (n = 104 cm−3
and G0 = 102) to ∼ 10−3 erg s−1 cm−2 sr−1 (n = 106.5 cm−3 and G0 = 105) for
the PDR models, while this is ∼ 10−4 (n = 104 cm−3) to ∼ 10−2 erg s−1 cm−2 sr−1
(n = 106.5 cm−3) for the XDR models. PDRs show only significant CO(16-15) emission
at very high densities and radiation fields (n ∼ 106 cm−3 and G0 ∼ 104). This very dense
and strongly irradiated gas, however, has a very small filling factor on large (galaxy)
scales, and, the probability of observing a PDR with a very high CO(16-15) intensity is
low.
The difference between the PDR and XDR models is seen even better by considering
the intensity ratios of these high rotational transitions (see Fig. 8.11). A good example
is the CO(16-15)/CO(1-0) ratio, which ranges from 10−3 to 103 for PDRs, and from 10
to > 104 for XDRs. Especially for densities between 104 − 105 cm−3, it is very easy to
distinguish PDRs from XDRs.
8.5.3 13CO rotational lines
The 13CO lines have critical densities and upper state energies for the rotational transitions
almost identical to those of 12CO. As we have adopted an abundance ratio 12C/13C= 40
in our models, 13CO abundances are relatively low and the lines are much less optically
thick.
The 13CO(1-0) line intensities (Fig.8.12), show the same trends with density and ra-
diation field as the CO(1-0) line, but there is a larger spread in intensity. For example,
the difference in the CO(1-0) line emission in the low density PDRs (cloud type C) is a
factor of two and more than a factor of 3 for the 13CO line. This effect is even larger for
the XDRs. We find similar results for both the 13CO(2-1) (not shown) and 13CO(3-2) line
intensities as is evident from the corresponding 13CO line ratios (see Fig. 8.13 and 8.15).
A nice illustration of the CO and 13CO behavior is supplied by the the CO(4-3)/CO(1-0)
versus the 13CO(3-2)/13CO(1-0) intensity ratio for the low density PDRs (cloud type C).
The CO(4-3) line is pumped due to the fact that the lower rotational lines become optically
thick. The CO(4-3)/CO(1-0) ratio changes only a factor of two, which is a factor two and
a half for the 13CO(3-2)/13CO(1-0) ratio, despite the lower critical density of 13CO(3-2).
126 A grid of PDR and XDR models
Figure 8.12: 13CO(1-0) intensity in erg cm−2 s−1 sr−1 for PDR (left) and XDR (right)
models.
8.5.4 13CO/CO ratios
In Fig. 8.16 and 8.17, the important isotopical intensity ratios of 13CO(1-0)/CO(1-0) and
13CO(3-2)/CO(3-2) are shown. Although for all cloud types (density regimes) the line
intensities are larger in the XDR, the PDR isotopical ratios exceed those of XDRs, which
means that the opacities of the XDR lines are larger as well.
8.5.5 [CI] 609 µm/ 13CO(2-1) ratio
Fig. 8.18 shows the [CI] 609 µm/ 13CO(2-1) ratios. For the same gas density and incident
radiation field, PDRs have much lower ratios than XDRs. In the PDRs, the spread in
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Figure 8.13: 13CO(2-1)/13CO(1-0) ratio for PDR (left) and XDR (right) models.
the ratio is generally not very large. At low densities, ratios rapidly decrease from 72
(n = 102 cm−3) to 18 (n = 103) and then slowly fall off from 14.5 (n = 104 cm−3)
to 2 (n = 106 cm−3). While the PDR ratios show a more or less steady decrease with
density, a rather different picture is seen in XDRs. In each density range (cloud type), the
ratio changes by several orders of magnitude. For the lowest density in each cloud type,
the column density is too low to attenuate the incident radiation field sufficiently to allow
large amounts of CO to be present. On the other hand, neutral carbon occurs throughout
the cloud, and, therefore, a large increase in the ratios are seen toward high HX/n.
128 A grid of PDR and XDR models
Figure 8.14: 13CO(3-2) intensity in erg cm−2 s−1 sr−1 for PDR (left) and XDR (right)
models.
8.5.6 HCN rotational lines
In Fig. 8.19, we show the HCN(1-0) and HCN(4-3) line intensities for high density (cloud
A type) PDR and XDR models only. Where the CO(4-3) line has a critical density of
ncr ∼ 4 × 104 cm−3, the HCN(1-0) line has a critical density of ncr ∼ 3 × 106 cm−3.
Higher rotational transitions such as HCN(2-1), ncr ∼ 4 × 106 cm−3, and HCN(4-3),
ncr ∼ 2× 107 cm−3, have even higher critical densities. The HCN rotational lines specif-
ically trace the dense gas component in galaxies, and the line intensities from low and
medium density gas are low. The HCN(1-0) line intensities range from 3 × 10−11 to
2 × 10−8 erg s−1 cm−2 sr−1 for the low and mid density (type C en B) PDR models,
and even less for the corresponding XDR models. Because of their poor observational
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Figure 8.15: 13CO(3-2)/13CO(1-0) ratio for PDR (left) and XDR (right) models.
prospects, we have limited ourselves to only showing the model results in the high den-
sity range (cloud type A). Typically, the HCN(1-0) emission is stronger in PDRs by a
factor of about two for densities larger than 105 cm−3. The HCN(4-3) diagrams show
behaviour very similar to that of HCN(1-0), but the PDR and XDR line strengths are now
somewhat closer.
Typically, the HCN(1-0) emission is stronger in PDRs by a factor of about two for
densities larger than 105 cm−3. Our results are consistent with the chemical calculations
of Lepp & Dalgarno (1996) for different ionization rates, as follows. Our depth dependent
models cause the HCN line emissivities to be the result of a line-of-sight integral over
the HCN abundance pattern that results from a varying (attenuated) X-ray flux. Lepp &
Dalgarno (1996, their Fig. 3) find a rather narrow range of ionization rates for which the
HCN abundance is high and consequently the XDR HCN line emissivities have difficulty
130 A grid of PDR and XDR models
Figure 8.16: 13CO(1-0)/CO(1-0) ratio for PDR (left) and XDR (right) models.
to compete with the PDR ones. The HCN(4-3) contour plots show about the same features
as seen for the HCN(1-0). However, the PDR and XDR line strengths are now somewhat
closer.
8.5.7 HCN/CO line intensity ratios
Intensity ratios of lines from the same species, such as the CO(4-3)/CO(1-0) ratio, vary
with column density, due to the temperature gradient throughout the cloud, optical depth
effects, varying abundance etc. Intensity ratios of lines from different species, in addition
vary because of abundance ratio differences, complicating the interpretation of such line
intensity ratios. In this section we turn our attention to the HCN/CO ratio, and start by
showing in Figs. 8.20 and 8.21 the cumulative line intensity ratios for a set of PDRs
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Figure 8.17: 13CO(3-2)/CO(3-2) ratio for PDR (left) and XDR (right) models.
and XDRs at densities ranging from n = 104 − 106 cm−3 and incident fluxes between
G0 = 10
3 − 105 (FX = 1.6 − 160 erg s−1 cm−2). The cumulative line intensity is the
emergent intensity arising from the edge of the cloud to column density NH = nHz:
I(z) =
1
2π
∫ z
0
Λ(z′)dz′. (8.1)
In the PDR, both the HCN(1-0)/CO(1-0) and the HCN(4-3)/CO(4-3) ratio show a
minimum. The HCN abundance shows a drop around the H/H2 transition, while CO has
its maximum abundance beyond the CO transition. Deeper in the cloud, the HCN/CO
abundance ratio is more or less constant, but the CO line becomes optically thick and
therefore the ratio increases.
When HX/n is low in the XDR model, the gas is molecular, and the HCN/CO abun-
132 A grid of PDR and XDR models
Figure 8.18: CI 609 µm/13CO(2-1) ratio for PDR (left) and XDR (right) models.
dance ratio is more or less constant. A slow rise in the ratio is seen, as the CO line
becomes optically thick. When the outer part of the cloud is atomic (for high HX/n),
HCN shows a maximum, before the H/H2 transition. This also produces a maximum in
the HCN(1-0)/CO(1-0) ratio. In the PDR, the variation is not that large for column den-
sities NH > 1022 cm−2. In the XDRs, however, the variation between NH = 1022 and
1023 cm−2 can be rather large.
In Fig. 8.22, we show the HCN(1-0)/CO(1-0) and HCN(4-3)/CO(4-3) line ratios for a
fixed cloud size of one parsec (cloud type A). The variation in the ratios is relatively large,
due to the high critical densities of the HCN transitions. The PDR models produce the
highest HCN(1-0)/CO(1-0) ratios, which are attained at large densities (n > 106 cm−3)
and may exceed unity. The corresponding XDRs have ratios are only 0.1-0.2. The inter-
pretation of the low J transitions is very difficult due to high opacities, especially in the
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Figure 8.19: HCN(1-0) and HCN(4-3) intensity in erg cm−2 s−1 sr−1 for PDR (left) and
XDR (right) models.
PDRs. For this reason, we also show the HCN(4-3)/CO(4-3) ratio, which shows similar
trends with density and radiation field, but with somewhat lower absolute ratios.
8.5.8 HCO+ rotational lines and HCN/HCO+ line intensity ratios
In Fig. 8.23, we show the HCO+(1-0) and HCO+(4-3) line intensities, with critical den-
sities ncr ∼ 2 × 105 and 4 × 106 cm−3, respectively. These critical densities are signif-
icantly lower than for HCN, causing a smaller spread in line intensities. Typically, the
HCO+ lines are stronger in XDRs than in PDRs by a factor of at least three. This is a
direct consequence of the higher ionization degree in XDRs (Meijerink & Spaans 2005),
leading to an enhanced HCO+ formation rate.
Note in this that Lepp & Dalgarno (1996, their Fig. 2) find a rather wide range of
ionization rates for which the HCO+ abundance is large. As for the HCN discussed
above, this is consistent with our results since we integrate the depth dependent HCO+
abundance profile that results from the attenuation of the impinging X-ray flux. The
HCO+ line-of-sight integral thus picks up a large contribution and competes favorably
with the PDR line emissivities.
In Figs. 8.24 and 8.25, we show the cumulative HCN(1-0)/HCO+(1-0) and HCN(4-
3)/HCO+(4-3) line intensity ratios, for the same PDR and XDR models as in Section 5.5.
Depending on the incident radiation field, HCN or HCO+ is more abundant at the PDR
edge of the cloud. Around the H/H2 transition a minimum in the HCO+ abundance is
134 A grid of PDR and XDR models
Figure 8.20: Cumulative HCN(1-0)/CO(1-0) line intensity ratios for PDR (top) and XDR
(bottom).
seen in the PDR. Deeper into the cloud, the HCO+ abundance increases again, and is then
constant. This is also the case for HCN, and the HCN/HCO+ abundance ratio is larger
than unity. Therefore, at sufficiently large columns and densities, the HCN(1-0)/HCO+(1-
0) line intensity ratio becomes larger than one.
In the XDR models, HCO+ is chemically less abundant than HCN for very large
HX/n (Meijerink & Spaans 2005). For larger columns HCO+ becomes more abundant,
however, and eventually the cumulative column density of HCO+ becomes larger than
HCN (see specifically Fig. 10 in Paper I). This follows directly from the fact that the
HCO+ abundance is high over a much wider range of ionization rates than HCN (Lepp &
Dalgarno 1996, their Figs. 2 and 3).
Fig. 8.26 clearly shows that the HCN/HCO+ ratio discriminates between PDRs and
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Figure 8.21: Cumulative HCN(4-3)/CO(4-3) line intensity ratios for PDR (top) and XDR
(bottom).
XDRs in the density range between n = 105 and 106.5 cm−3 (cloud type A). The HCN(1-
0)/HCO+(1-0) and HCN(4-3)/HCO+(4-3) line ratios are both much larger in the PDR
models than XDR models, for columns of 1023 cm−2 and larger (Paper I). The difference
ranges between a factor of 4-10, depending on the density. The XDR HCN(1-0)/HCO+(1-
0) ratio becomes larger than unity for more modest columns of 1022.5 cm−2 and less.
8.5.9 HNC/HCN ratios
The critical densities of HCN and HNC are almost identical, so that the only differences in
line ratio should be due to differences in the abundances. In PDRs, HCN is more abundant
in the radical region, but deeper in the cloud the abundance ratio approaches unity. In
136 A grid of PDR and XDR models
Figure 8.22: HCN(1-0)/CO(1-0) and HCN(4-3)/CO(4-3) ratios for PDR (left) and XDR
(right) models.
XDRs, HCN is more abundant in the highly ionized part of the cloud. However, HNC is
equally or even more abundant than HCN deep into the cloud. As a result, the HNC(1-
0)/HCN(1-0) line intensity ratio is around one for the PDRs if the column density is larger
than 1022 cm−2, while the HNC(1-0)/HCN(1-0) ratio is less than unity for NH < 1022
cm−2. The XDR models, however, show low ratios for the low, ∼ 104 cm−3, densities
and strong, > 10 erg s−1 cm−2, radiation fields. The ratios increase for lower incident
radiation fields, and at highest densities (n = 106.5 cm−3) the line ratios are always larger
than one, irrespective of irradiation.
In the PDRs, the HNC(4-3)/HCN(4-3) ratio quickly drops below unity at densities
below n = 105 cm−3. This density is far below the critical densities of the lines, and
therefore high temperatures are needed to excite them. Such high temperatures are in-
deed found in the radical regions of the PDRs, but there the HNC abundance is much
lower than the HCN abundance, which explains the drop in the ratio. In the XDRs, the
HNC(4-3)/HCN(4-3) ratios are quite similar to the HNC(1-0)/HCN(1-0) ratios, except for
densities n > 106 cm−3, where they are even high than these.
8.5.10 SiO and CS
Although SiO is usually considered to be a good tracer of shocks, we do find that the
SiO(1-0)/CO(1-0) ratio is typically larger in XDRs than in PDRs by a factor of 2-3, for
densities around 105.5 cm−3. For the higher excitation J=4-3 lines, the effect disappears
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Figure 8.23: HCO+(1-0) and HCO+(4-3) intensity in erg cm−2 s−1 sr−1 for PDR (left)
and XDR (right) models.
because CO is generally warmer in XDRs compared to PDRs.
The CS(1-0)/HCN(1-0) ratio is a factor of two larger (smaller) in XDRs for densities
above (below) 105 cm−3. Interestingly, the corresponding 4-3 ratio continues this trend
but changes in the ratio from 104 to 106 cm−3 are now as large as a factor of 10.
8.6 Column density ratios
Unfortunately, for many molecular species of interest no reliable collisional cross sections
are available. For these species we are unable to accurately predict line intensities, but we
can still calculate the column density ratios. In this section, we discuss column density
ratios for a number of species that are of potential interest in attempts to discriminate
between PDRs and XDRs.
8.6.1 CN/HCN column density ratio
In Fig. 8.34, we show the CN/HCN column density ratios. There is an enormous dif-
ference between the ratios for PDRs and XDRs. In the PDRs, the cloud type A ratios
range from 0.5 (n ∼ 106 cm−3) to 2.0 (n ∼ 104 cm−3), while in the XDR models the
same ratio varies from 40 (n ∼ 106 cm−3) to over a 1000 (n ∼ 104 cm−3). We find
higher CN/HCN ratios at lower densities, where the chemical rates are lower, making it
138 A grid of PDR and XDR models
Figure 8.24: Cumulative HCN(1-0)/HCO+(1-0) line intensity ratios for PDR (top) and
XDR (bottom).
more difficult to form large molecules. The PDR ratios are only dependent on density,
which is explained by the fact that most CN and HCN molecules are formed beyond the
H/H2 transition. This part of the cloud is shielded from FUV photons and the chemistry
is dominated by the cosmic ray ionization rate, which is the same in every model. In the
XDR models, there is much less variation in the CN and HCN abundance throughout the
cloud. The variations do not exceed more than two to three orders of magnitude, while
this is over ten orders of magnitude in the PDR models. All parts of the cloud contribute
almost equally to the column density ratio, including the region with very high HX/n.
HX/n is a major factor in the resulting ratio, and therefore the XDRs also show a large
dependence on incident radiation field.
In Fig. 8.35, we show the PDR and XDR cumulative CN/HCN ratios for a few specific
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Figure 8.25: Cumulative HCN(4-3)/HCO+(4-3) line intensity ratios for PDR (top) and
XDR (bottom).
densities and radiation fields. The variation in the cumulative column density ratio is
much less in the XDR models than in the PDR models. At PDR edges, the gas is highly
ionized (as in the XDRs), and here we find ratios resembling those of XDRs. Abundances,
however, are very low here because of the high photo-dissociation rate.
8.6.2 CH/HCN column density ratios
In Fig. 8.36, we show the CH/HCN column density ratio. The differences between the
ratios in PDRs and XDRs are even larger than in the case of CN/HCN. While the PDR
ratios increase from 0.2 (n ∼ 106 cm−3) to 0.9 (n ∼ 104 cm−3), the XDR ratios range
from 20 to more than 10000. The PDR ratio does not depend on density only. At relatively
140 A grid of PDR and XDR models
Figure 8.26: HCN(1-0)/HCO+(1-0) and HCN(4-3)/HCO+(4-3) ratios for PDR (left) and
XDR (right) models.
low densities (n = 1 − 3 × 104 cm−3), we find a dependency on incident radiation field
as well. CH reaches its maximum abundance at greater depths than HCN, which means
that the cumulative ratio is still increasing at large column densities. Our model cloud
sizes are not large enough to allow the ratio to converge to a constant ratio (see Fig. 8.37).
For the XDR models, we can roughly state that the ratio increases toward higher HX/n.
However, at n ∼ 105 cm−3 the lowest ratio is not found at the lowest incident radiation
field strength. At such densities, the limited cloud sizes are comparable to the depth of
the H/H2 transition. This transition is included in models with the lowest radiation field
strengths, but not in those with the highest radiation field strengths.
8.6.3 CH+/HCN column density ratios
In Fig. 8.38, we show the CH+/HCN ratios for both PDR and XDR models. They range
from 10−6 (n ∼ 106 cm−3) to 6 × 10−4 (n ∼ 104 cm−3) in the PDRs, and from 10−3
(n ∼ 106 cm−3) to over 1000 (n ∼ 104 cm−3) in the XDRs. In the PDR models, the high-
est CH+ abundance is seen close to the edge of the cloud but it decreases very quickly
beyond the H/H2 transition. HCN, on the contrary, reaches its highest abundance beyond
this transition. This explains the decrease of the PDR cumulative column density ratios
with increasing depth (Fig. 8.39). The PDR models show a dependence on both density
and incident radiation field for this ratio. The decrease in the ratio with increasing density
is caused by the fact that on the one hand CH+ is more easily destroyed (due to higher
8.6 Column density ratios 141
Figure 8.27: Cumulative HNC(1-0)/HCN(1-0) line intensity ratios for PDR (top) and
XDR (bottom).
recombination rates) and on the other hand HCN more easily formed when densities are
higher. The ratios do not converge to a constant value deep into the cloud. At identical
densities, the ratio increases with increasing radiation field, since the HCN column den-
sities become smaller while the CH+ column densities become larger for the cloud-size
considered here. In the XDR models, the largest ratios are seen for the highest HX/n
(low density and high incident radiation field). The fluctuations in the CH+ and HCN
abundances are more gradual. The HCN abundance increases and the CH+ abundance
decreases when the X-ray photons are gradually absorbed. Therefore, the XDR cumula-
tive column densities ratios show less variation than the PDR ratios (see Fig. 8.39).
142 A grid of PDR and XDR models
Figure 8.28: Cumulative HNC(4-3)/HCN(4-3) line intensity ratios for PDR (top) and
XDR (bottom).
8.6.4 HCO/HCO+ column density ratios
Fig. 8.40 shows the HCO/HCO+ column density ratios. For the PDRs, we find much
larger ratios than for the XDRs. The PDRs show ratios between 0.1 (n ∼ 104 cm−3)
and 10.0 (n ∼ 106 cm−3), while the ratios in the XDR range from 10−5 (n ∼ 104 cm−3)
to 10−3 (n ∼ 106 cm−3). In the PDRs, the ratios depend only on density for radiation
fields G0 < 104. With larger incident radiation fields, the ratio becomes dependent on the
radiation field strength as well. The HCO abundance reaches its maximum and more or
less constant abundance somewhat deeper into the cloud than HCO+. As column density
increases, the HCO/HCO+ ratio slowly converges to a constant value (see Fig.8.41). For
large radiation fields (G0 > 104), the cloud size considered here is too small to allow
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Figure 8.29: HNC(1-0)/HCN and HNC(4-3)/HCN(4-3) ratios for PDR (left) and XDR
(right) models.
column densities to converge to a constant ratio. In the XDR models, the ratio depends on
both density and radiation field in all regimes. The lowest ratios are seen for high HX/n
(n = 104 cm−3 and FX = 160).
8.6.5 HOC+/HCO+ column density ratios
In Fig. 8.42, we show the HOC+/HCO+ column density ratios. The XDRs show larger
ratios, ranging from 10−4 (n ∼ 106 cm−3) to 0.6 (n ∼ 104 cm−3), than PDRs, where the
ratios range from 10−7 to 10−5. The XDR ratios increase for larger HX/n (with maximum
at n ∼ 104 cm−3 and FX = 160). The behavior is more complex for the PDR models.
The ratios depend on density only for G0 > 104, but below this value there is also a
dependency on radiation field strength. This is explained by the fact that ratios drop very
fast, when the gas becomes molecular (Fig. 8.43), but abundances are still significant. A
large fraction of the gas at the edge of the cloud is molecular for densities n > 105.5 cm−3
and radiation fields G0 < 104. Here we find a fast decrease in the ratio for lower radiation
fields.
8.6.6 NO/CO column density ratios
In Fig 8.44, we show the NO/CO column density ratios. The ratios in XDRs are much
larger, 10−4 (n ∼ 106 cm−3) to 10−3 (n ∼ 104 cm−3), than for PDRs (10−6 − 10−5). In
144 A grid of PDR and XDR models
Figure 8.30: SiO(1-0) and SiO(4-3) intensity in erg cm−2 s−1 sr−1 for PDR (left) and
XDR (right) models.
the PDR the ratios are largely determined in the molecular part of the cloud and depend
more or less on density only. The ratios in the XDR depend mostly on HX/n. The largest
ratios are seen for the largest HX/n (n ∼ 104 cm−3 and FX = 160).
CO(1-0) lines have optical depths of τ(CO(1− 0)) ∼ 100. Therefore, it could be pos-
sible to observe NO(1-0)/CO(1-0) line intensity ratios as large as 0.1, while the maximum
column density ratios are only 10−3.
8.6.7 N2H+/CO column density ratios
In Fig. 8.46, we show the N2H+/CO column density ratio. In both PDRs and XDRs the
model ratios are rather low. They decrease with density in the PDR (10−7− 10−9), which
is opposite to the behavior in XDRs. In the XDRs, we find a decrease with increasing
HX/n. There are collisional data available for N2H+, but since the abundances are so
low, the line intensities are too small to be observable.
8.7 Summary and outlook
We have presented a large set of PDR and XDR models that can be used to determine
the physical conditions that pertain to irradiated gas clouds. This grid spans a large range
in densities (nH = 102 − 106.5 cm−3), irradiation (G0 = 100.5 − 105 and FX = 1.6 ×
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Figure 8.31: SiO(1-0)/CO and SiO(4-3)/CO(4-3) ratios for PDR (left) and XDR (right)
models.
10−2 − 160 erg cm−2 s−1) and column densities (NH = 1.5 × 1022 − 1 × 1025 cm−2).
We have used the results to make predictions for the intensities and ratios of the most
important atomic fine-structure lines, e.g., [CII], [OI], [CI], [SiII], and [FeII], rotational
lines for molecular species such as HCO+, HCN, HNC, CS and SiO (up to J = 4), CO
and 13CO up to J = 16, and for column densities for CN, CH, CH+, HCO, HOC+, NO,
and N2H+. It is not possible to to present all the results, but they are available on-line at
the following URL: http://www.strw.leidenuniv.nl/∼meijerin/grid/. Here
we summarize the most important conclusions:
1. The surface temperatures are higher (lower) in PDRs compared to XDRs for den-
sities n > 104 cm−3 (n < 104 cm−3). Two opposing effects play a major role in
determining the resulting surface temperature: (1) The heating efficiency, which is
much higher in XDRs (up to 70 percent) than in PDRs (0.5-3.0 percent); (2) The
absorption cross sections which are much smaller for X-rays than for FUV photons.
2. For the atomic lines, we find that the fine-structure line ratios of [SiII] 35 µm/[CII]
158 µm, [OI] 63 µm/[CII] 158 µm, [FeII] 26 µm/[CII] 158µm, and [CI] 369 µm/[CI]
609 µm are higher in XDRs than in PDRs, for a given density, column, and irradia-
tion strength. Whereas PDR ratios depend on density and irradiation strength only,
XDR depend on column density as well. In PDRs, fine-structure line emission is
only produced at the edge of the cloud, while in XDRs almost all parts of the cloud
contribute.
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Figure 8.32: SiO(1-0) and SiO(4-3) intensity in erg cm−2 s−1 sr−1 for PDR (left) and
XDR (right) models.
3. We find higher CO line ratios for XDRs. In PDRs, CO is formed beyond the H/H2
transition and typically has temperatures in the range T ∼ 20 − 50 K. In XDRs,
CO is present throughout the cloud in significant abundances, even in the highly
ionized part. When using CO line ratios, the best way to distinguish between PDRs
and XDRs is to consider ratios such as CO(16-15)/CO(1-0), where the differences
are largest (Fig. 8.11).
4. HCN/HCO+ ratios discriminate well between PDRs and XDRs, even in the lower
rotational lines, and especially when densities are as high as n > 105 cm−3. At
such densities, the HCN(1-0)/HCO+(1-0) line intensity ratios are < 1 in XDRs,
while PDRs have ratios > 1 for column densities NH > 1023 cm−2. Although
the HCN/HCO+ line ratio in an XDR may become even larger in clouds of rel-
atively modest density (104 cm−3) subjected to high radiation field strengths (>
100 erg s−1 cm−2), we find that the line intensities in this part of parameter space
are too low to be detectable (see also Meijerink et al. 2006a).
5. For densities between 104 and 106.5 cm−3, HNC(1-0)/HCN(1-0) ratios in PDRs are
of order 1 (< 1) for columns larger (smaller) than 1022 cm−2, while the ratios range
between 0.2-1.2 for XDRs. For densities n > 106 cm−3, PDR HNC(4-3)/HCN(4-3)
ratios remain of order 1, while we find XDR ratios up to 1.6.
6. HCN/CO ratios are typically smaller for in XDRs than in PDRs, for two reasons: (1)
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Figure 8.33: CS(1-0)/HCN and CS(4-3)/HCN(4-3) ratios for PDR (left) and XDR (right)
models.
Figure 8.34: CN/HCN column density ratios for PDR (left) and XDR (right) models.
The HCN abundance is boosted only in high (column) density gas, with columns in
excess of 1023 cm−2 and densities larger than 104 cm−2; (2) CO is warmer in XDRs,
which leads to stronger emission, and this suppresses the HCN/CO ratios as well.
In PDRs, the very high HCN(1-0)/CO(1-0) ratios of order > 1 are only obtained at
very high column densities (NH > 1023 cm−2).
7. We find that CN/HCN, NO/CO, and HOC+/HCO+ column density ratios are dis-
criminant between PDRs and XDRs. Molecules such as CH and CH+ also look
very promising. However, we urgently need reliable collisional cross section data
148 A grid of PDR and XDR models
Figure 8.35: Cumulative CN/HCN column density ratios for PDR (top) and XDR (bot-
tom) models.
Figure 8.36: CH/HCN column density ratios for PDR (left) and XDR (right) models.
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Figure 8.37: Cumulative CH/HCN column density ratios for PDR (top) and XDR (bot-
tom) models.
Figure 8.38: CH+/HCN column density ratios for PDR (left) and XDR (right) models.
150 A grid of PDR and XDR models
Figure 8.39: Cumulative CH+/HCN column density ratios for PDR (top) and XDR (bot-
tom) models.
Figure 8.40: HOC/HCO+ column density ratios for PDR (left) and XDR (right) models.
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Figure 8.41: Cumulative HCO/HCO+ column density ratios for PDR (top) and XDR
(bottom) models.
Figure 8.42: HOC+/HCO+ column density ratios for PDR (left) and XDR (right) models.
152 A grid of PDR and XDR models
Figure 8.43: Cumulative HOC+/HCO+ column density ratios for PDR (top) and XDR
(bottom) models.
Figure 8.44: NO/CO column density ratios for PDR (left) and XDR (right) models.
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Figure 8.45: Cumulative NO/CO column density ratios for PDR (top) and XDR (bottom)
models.
Figure 8.46: N2H+/CO column density ratios for PDR (left) and XDR (right) models.
154 A grid of PDR and XDR models
Figure 8.47: Cumulative N2H+/CO column density ratios for PDR (top) and XDR (bot-
tom) models.
in order to make predictions for observed line ratios.
We conclude that both atomic fine-structure and molecular rotational lines have significant
diagnostic value to allow us to distinguish between clouds irradiated by star-bursts (FUV)
and by active galactic nuclei (X-ray) in the centers of galaxies. Note, however, that the line
intensities (and ratios) presented in this work do not take the, likely complex, kinematics
of nuclear gas into account. For example, gas rotating in an accretion disk around an AGN
will cause the line widths of, say, HCN, HNC and HCO+ transitions to differ, depending
on where their chemical abundances peak with depth.
The XDR/AGN contribution will typically be of a much smaller (possibly beam di-
luted) angular scale than that of a PDR/Starburst. A 10-25% PDR contribution may al-
ready suppress our ability to recognize XDR excitation from HCN/HCO+ and HNC/HCN
line ratios. A solution to this can be found in the very high J CO lines (e.g., CO(16-15)),
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that are excellent indicators of an XDR contribution. These very high rotational lines will
be observable with the ESA Herschel (HIFI) space observatory scheduled for launch in
the near future; they can be seen in absorption in the near-infrared with Subaru. Currently
available (sub)millimeter facilities lack the spatial resolution to separate the PDR/stellar
and XDR/AGN contributions in distant active galaxies. Up to now, these components can
only be spatially reslved in the Milky Way. However, the resolving power of ALMA will
bring this possibility within reach for external galaxy centers as well.
Acknowledgements
We thank Dieter Poelman for making his radiation transfer code beta3D available to us.
CHAPTER 9
Irradiated ISM: Discriminating
between Cosmic Rays and X-rays
The ISM of active galaxy centers is exposed to a combination of cosmic ray, FUV and X-
ray radiation. We apply PDR models to this ISM with both ‘normal’ and highly elevated
(5 × 10−15 s−1) cosmic-ray rates and compare the results to those obtained for XDRs.
Our existing PDR-XDR code is used to construct models over a 103 − 105 cm−3 density
range and for 0.16-160 erg s−1 cm−2 impingent fluxes. We obtain larger high J (J > 10)
CO ratios in PDRs when we use the highly elevated cosmic ray rate, but these are always
exceeded by the corresponding XDR ratios. The [CI] 609 µm/13CO(2-1) line ratio is
boosted by a factor of a few in PDRs with n ∼ 103 cm−3 exposed to a high cosmic ray rate.
At higher densities ratios become identical irrespective of cosmic ray flux, while XDRs
always show elevated [CI] emission per CO column. The HCN/CO and HCN/HCO+
line ratios, combined with high J CO emission lines, are good diagnostics to distinguish
between PDRs under either low or high cosmic ray irradiation conditions, and XDRs.
Hence, the HIFI instrument on Herschel, which can detect these CO lines, will be crucial
in the study of active galaxies.
R. Meijerink, M. Spaans, and F.P. Israel
Astrophysical Journal Letters, accepted
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9.1 Introduction
In centers of late-type galaxies, such as M 82, NGC 253, and Maffei 2, molecular line
intensity ratios1 are frequently found to be high, e.g. CO(4-3)/CO(1-0)∼ 60 (Israel et al.
1995; White et al. 1994; Israel & Baas 2003) requiring high gas densities n > 105.5 cm−3,
and high temperatures of T ≥ 50 K. However, FUV photons are easily attenuated by
dust and do not penetrate very deep into clouds and the galaxies are observed with beams
covering regions typically hundreds of parsecs in size. At such large spatial scales, excited
dense gas is not expected to have very large filling factors. UV radiation seems incapable
of maintaining very large gas fractions at temperatures of T ∼ 50 − 150 K, and regular
PDR models do not explain the observed high ratios. In addition, Israel & Baas (2002)
have observed the [CI] 609 µm line in the centers of late-type galaxies, and measured
[CI] 609 µm/13CO(2-1) line intensity ratios in the range 20 – 60, which are hard to explain
by (low-CR) PDR models. The C+/C/CO transition zones in these PDRs contain only a
thin layer in which neutral carbon has a high abundance. At the cloud edge, carbon is
ionized, and deep in the cloud all carbon is locked up in CO.
In our Milky Way, cloud clumping is the favorite explanation for high [CI] 609 µm/
13CO(2-1) line intensity ratios (Spaans & van Dishoeck 1997). Various authors have
invoked elevated cosmic ray fluxes caused by greatly enhanced supernova rates in galaxy
centers in order to explain large molecular gas masses at high temperatures (Suchkov et al.
1993; Bradford et al. 2003), and to explain high [CI] intensities and column densities
relative to 12CO and 13CO (Pineau des Foˆrets et al. 1992; Schilke et al. 1993; Flower
et al. 1994). As most cosmic rays are produced in supernovae, their flux is proportional
to the star formation rate, which is about 1 M⊙ yr−1 for the Milky Way. In circumnuclear
starbursts, star formation rates may be two orders of magnitude higher or more. Such
galaxy centers may also contain an embedded accreting black hole producing X-rays.
Like cosmic rays, but unlike UV photons, these X-rays can also penetrate through large
column densities (NH > 1024 cm−2), and can cause the observed high line ratios over
areas as large as 500 pc, when the emitted flux is high enough (Meijerink & Spaans 2005;
Meijerink et al. 2006b).
In this paper, we investigate whether in galaxy central regions PDRs with and without
enhanced cosmic ray fluxes can be distinguished from XDRs on the basis of observable
atomic and molecular line ratios. To this end, we calculate line intensities for PDRs with
very different cosmic ray rates and compare the results to those obtained for XDRs with
the same radiation fields and column densities.
9.2 PDR and XDR models
We have constructed a set of PDR and XDR models from the codes described by Mei-
jerink & Spaans (2005) and Meijerink et al. (2006b), in which we varied both the incident
radiation field and the density. The thermal balance (with line transfer) is calculated self-
consistently with the chemical balance through iteration. Absorption cross sections for
1Intensity ratios of lines a to lines b are related to brightness temperature ratios by the cube of the line
frequencies: (νa/νb)3
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Figure 9.1: Chemical and thermal structure of PDR and XDR models at density n =
105 cm−3 and G0 = 103 (FX = 1.6 ergs s−1 cm−2)
X-rays (1-100 keV) are smaller, ∼ 1/E3, than for FUV photons. Therefore, PDRs show
a stratified structure while the changes in the chemical and thermal structure in XDRs are
very gradual. Species like C+, C and CO co-exist in XDRs, and large columns of neutral
carbon (unlike in PDRs) are produced. In the XDRs, additional reactions for fast elec-
trons that ionize, excite and heat the gas are included. The heating efficiency in XDRs
is much higher. Since we focus on galaxy centers, we have assumed the metallicity to
be twice Solar. We take the abundance of carbon to be equal to that of oxygen, since
the carbon abundance increases faster than oxygen for larger metallicity. The precise
C:O ratio does not affect our general results. We have calculated PDR models for both a
‘normal’ (low: ζ = 5 × 10−17 s−1 – cf. van der Tak & van Dishoeck 2000) and a high
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Table 9.1: PDR and XDR models
Density PDR (G0) XDR (Fx) Size (pc)
103 102, 103, 104 0.16, 1.6, 16 10
104 103, 104, 105 1.6, 16, 160 1
105 103, 104, 105 1.6, 16, 160 1
(ζ = 5 × 10−15 s−1) cosmic ray flux corresponding to a star formation rate of ∼ 100
M⊙ yr−1. The model input parameters are summarized in Table 6.1. The range of free
parameters (n = 103−105 cm−3, G0 = 102−105/FX = 0.16−160 erg s−1 cm−2) is rep-
resentative for the conditions in galaxy centers. That is, from low-J CO (critical density
103 − 104 cm−3) and HCN 1-0 (critical density ∼ 105 cm−3) observations it is apparent
that gas in galaxy centers must exhibit the density range that we model. The irradiation
conditions are typical for Milky Way PDRs like the Orion Bar (a high mass star-forming
region) as well as a generic 1044 erg s−1 Seyfert nucleus X-ray luminosity for distances
of about 100 pc and up.
9.3 Chemical and thermal structure
Higher cosmic ray (CR) ionization rates do not much affect the chemistry at the cloud
edge, but large effects occur beyond the H/H2 transition (see e.g. Fig. 9.1). As the
CR flux in the PDRs is enhanced, electron, carbon and hydrogen abundances decrease
much less beyond the H/H2 transition, due to larger ionization/dissociation rates. Ion
abundances also remain higher, causing H2O and OH to have higher abundances as well.
As cosmic ray ionization contributes to the gas heating, higher incident CR fluxes raise gas
temperatures deep in the cloud, with roughly T ∼ ζ1/3 at low densities (n ∼ 103 cm−3).
At high densities, n = 105 cm−3, dust acts as an effective coolant if T > Td, and the
rise in the kinetic temperature is less pronounced. Both temperatures and abundances in
a PDR become higher when CR rates are increased and ratios of emergent line emissions
are also modified.
9.4 CO line intensities and ratios
a. Density n = 103 cm−3 (Table 9.2). In high-CR PDR clouds, a large fraction of all CO
is dissociated, and CO is a factor ∼ 100 less abundant than in low-CR PDRs. However,
in the latter, the CO lines are optically thick and CO line intensities are comparible for
the same incident flux. In high-CR PDRs, the low-J CO line ratios are somewhat larger
than those in low-CR PDRs. The higher transitions show more of a difference and are
diagnostically more valuable. In the XDRs, the CO gas temperature is on average much
higher than in the PDRs, but marginally higher CO intensities occur only for the weak
radiation field FX = 1.6 ergs s−1 cm−2. In XDRs with stronger radiation fields, CO
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line intensities are much lower than in PDRs, because column densities are too small
to attenuate the X-rays significantly, and CO abundances are very low throughout the
cloud. The very high CO(2-1)/CO(1-0) and CO(4-3)/CO(1-0) ratios in XDRs, which can
be much higher than in the corresponding PDR cases, merely reflect the weakness of the
lower J lines.
b. Density n = 104 cm−3 (Table 9.3). High-CR PDRs have more intense CO lines
than low-CR PDRs, but their high-J /low-J CO line ratios are only marginally higher
than those of the corresponding low-CR PDRs. Again we find that XDR CO line in-
tensities exceed those in PDRs in relatively weak radiation fields (G0 = 103 or FX =
1.6 ergs s−1 cm−2). In XDRs with stronger radiation fields, the lower J CO lines (up to
CO(4-3)) are much weaker than in PDRs, but the higher rotational lines are stronger. All
XDR CO ratios are (much) larger than even the high-CR PDR CO ratios, and ratios at the
intermediate and high J levels above CO(6-5) are diagnostically particularly meaningful.
c. Density n = 105 cm−3 (Table 9.4). There are no longer significant differences
between low-CR and high-CR PDRs. However, the XDR CO lines are strong in the lower
transitions, and even more so at the intermediate and higher rotational transitions above
CO(4-3). Their ratios are always larger than the corresponding ratios in any PDR model
(see Meijerink et al. 2006b for a more detailed discussion). Some high-J CO intensities
and ratios are left blank, since no significant emission was found for these lines due to the
low fractional abundances of CO and the high critical densities of the transitions.
9.5 [CI] 609 µm/13CO(2-1) ratios
XDRs, quite unlike PDRs, have significant neutral carbon abundances; their [CI] inten-
sities behave as volume tracers. At the same time, XDRs generally have weaker low J
CO and 13CO lines than PDRs, for n ≤ 104 cm−3 and FX > 1 ergs s−1 cm−2. Thus, in
XDRs [CI] 609 µm/13CO(2-1) line intensity ratios are much larger than in corresponding
PDRs. Only at low densities, n ≤ 103 cm−3, do high-CR PDRs behave in a fashion inter-
mediate between XDRs and low-CR PDRs. In such low-density, high-CR PDRs, CO and
13CO dissociation causes simultaneous 13CO line weakening and [CI] line strengthening,
resulting in [CI]/13CO line intensity ratios four times higher than seen in low CR-PDRs,
but still (much) lower than those seen in XDRs. Even at higher densities (n ≥ 104 cm−3)
and stronger radiation fields (G0 = 105), the high-CR PDRs fail to produce [CI]/13CO ra-
tios more than 1.5 times those of low-CR PDRs. However, in XDRs the [CI]/13CO ratios
remain very much larger and thus provide an excellent tool to distinguish between PDRs
and XDRs.
9.6 HCN/CO and HCN/HCO+ ratios
Meijerink et al. (2006b) found that HCN/CO and HCN/HCO+ line intensity ratios distin-
guish between ‘normal’ (low-CR) PDRs and XDRs. These ratios are slightly different in
high-CR PDRs. At densities of n = 104 cm−3, the HCN/CO ratios are lower in high-CR
PDRs than in low-CR PDRs, especially for the J = 4 − 3 transition, but they become
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more or less identical at densities of n = 105 cm−3. In XDRs, the HCN/CO ratios are
almost invariably significantly lower than in either PDR. High-CR PDRs with densities of
n = 104 cm−3 have HCN/HCO+ ratios higher than low-CR PDRs in the J = 1− 0 tran-
sition and lower than low-CR PDRs in the J = 4− 3 transition. This opposite behaviour
reflects a cosmic ray induced shift in the HCN and HCO+ abundances to larger (cooler)
columns. However, at higher densities (n = 105 cm−3), high-CR PDRs have HCN/HCO+
ratios always lower than those in low-CR PDRs, mainly because of a boost in the HCO+
production. In all cases where XDRs produce HCN and HCO+ emission observable at
all, the HCN/HCO+ ratios are (much) lower in the XDR than in either PDR.
9.7 Conclusions
1. CO line intensity ratios increase when cosmic ray ionization rates are enhanced, but
they remain smaller than those in XDRs. In particular high-J (J > 10) CO lines
(which will become observable with HIFI in ESA’s Herschel space observatory)
allow to distinguish between (high-CR) PDRs and XDRs. Using the HIFI time
estimator and a beam filling factor of 0.05, we find that a line intensity of 9 ×
10−6 erg s−1 cm−2, the largest CO(16-15) intensity produced by our PDR models,
will be detectable with HIFI in about 4 hours, while the very bright lines received
from highly irradiated XDRs are detectable within minutes.
2. [CI] 609 µm/13CO(2-1) ratios are much higher in high-CR PDRs than in low-CR
PDRs at modest densities of n = 103 cm−3. At higher densities of n ≥ 104 cm−3,
this difference vanishes. In XDRs, the ratios are always larger than in PDRs at the
same density, independent of incident radiation field.
3. HCN/CO and HCN/HCO+ line ratios are good diagnostics to distinguish between
PDRs and XDRs. As the ratios obtained for low-CR and high-CR PDRs are differ-
ent, combination with high-J CO lines is both crucial and profitable in the study of
the active galaxy centers.
4. Although our model results broadly distinguish between low and high CR PDRs and
XDRs, there is some degeneracy when constraining the four parameters (density,
CR rate, G0 and FX) through individual ratios. Therefore, a combination of various
ratios should be considered
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Table 9.2: Line intensities (erg s−1 cm−2 sr−1) and ratios at density n = 103 cm−3
Model Low-CR PDR High-CR PDR XDR
Radiation field G0 = 102 G0 = 103 G0 = 104 G0 = 102 G0 = 103 G0 = 104 Fx = 0.16 Fx = 1.6 Fx = 16
CO(1-0) 8.2(-8) 8.6(-8) 1.0(-7) 8.4(-8) 8.3(-8) 8.1(-8) 1.2(-7) 3.7(-10) 3.0(-10)
CO(2-1) 4.8(-7) 5.1(-7) 6.6(-7) 6.3(-7) 6.3(-7) 6.4(-7) 1.0(-6) 9.3(-9) 9.1(-9)
CO(3-2) 9.4(-7) 9.9(-7) 1.5(-6) 1.6(-6) 1.6(-6) 1.6(-6) 2.8(-6) 3.4(-8) 5.2(-8)
CO(4-3) 1.4(-6) 1.6(-6) 2.8(-6) 2.2(-6) 2.1(-6) 2.1(-6) 4.5(-6) 5.3(-8) 1.1(-7)
CO(7-6) 3.2(-9) 1.1(-7) 7.8(-6) 1.4(-7) 1.2(-7) 1.3(-7) - 3.4(-8) 1.1(-7)
CO(10-9) 8.4(-11) 1.7(-11) 2.3(-10) 9.2(-9) 4.7(-9) 2.4(-9) - - -
CO(16-15) - 1.0(-12) 1.2(-10) - 4.2(-9) 7.1(-11) - - -
13CO(2-1) 2.1(-7) 2.1(-7) 2.8(-7) 1.1(-7) 1.0(-7) 9.7(-8) 8.1(-8) 1.8(-10) 1.6(-10)
[CI] 609 µm 5.6(-6) 7.2(-6) 8.9(-6) 1.1(-5) 1.2(-5) 1.4(-5) 3.6(-5) 1.0(-4) 1.2(-4)
CO(2-1)/CO(1-0) 5.9 5.9 6.3 7.5 7.6 7.8 8.4 25.4 30.3
CO(4-3)/CO(1-0) 17.0 18.7 27.2 26.2 25.6 25.8 36.2 1.5(2) 3.6(2)
CO(7-6)/CO(3-2) 3.4(-3) 1.1(-1) 5.2 8.6(-2) 7.9(-2) 8.0(-2) - 9.8(-1) 2.2
CO(10-9)/CO(7-6) 2.5(-2) 1.5(-4) 3.0(-5) 6.7(-2) 3.7(-2) 1.9(-2) - - -
CO(16-15)/CO(1-0) - 1.2(-5) 1.1(-3) - 5.0(-2) 8.7(-4) - - -
CO(16-15)/CO(10-9) - 6.2(-2) 0.51 - 9.0(-1) 3.0(-2) - - -
[CI] 609 µm/13CO(2-1) 26.7 34.1 31.5 97.1 1.2(2) 1.4(2) 4.4(2) 5.6(5) 7.4(5)
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Table 9.3: Line intensities (erg s−1 cm−2 sr−1) and ratios at density n = 104 cm−3
Model Low-CR PDR High-CR PDR XDR
Radiation field G0 = 103 G0 = 104 G0 = 105 G0 = 103 G0 = 104 G0 = 105 Fx = 1.6 Fx = 16 Fx = 160
CO(1-0) 1.6(-7) 1.9(-7) 2.5(-7) 2.1(-7) 2.4(-7) 2.7(-7) 2.6(-7) 1.4(-10) 3.4(-11)
CO(2-1) 1.2(-6) 1.6(-6) 2.0(-6) 1.8(-6) 2.0(-6) 2.4(-6) 3.5(-6) 5.2(-9) 1.4(-9)
CO(3-2) 3.4(-6) 4.6(-6) 6.2(-6) 5.3(-6) 6.2(-6) 7.5(-6) 1.3(-5) 4.0(-8) 1.0(-8)
CO(4-3) 5.7(-6) 8.5(-6) 1.2(-5) 1.0(-5) 1.2(-5) 1.5(-5) 2.9(-5) 1.7(-7) 4.3(-8)
CO(7-6) 2.9(-6) 1.3(-5) 2.7(-5) 1.6(-5) 2.3(-5) 3.5(-5) 9.7(-5) 1.8(-6) 6.4(-7)
CO(10-9) 2.4(-9) 7.4(-8) 1.8(-6) 2.4(-7) 1.0(-6) 4.9(-6) 1.1(-4) 3.5(-6) 1.6(-6)
CO(16-15) 1.1(-10) 6.8(-9) 2.3(-8) 2.1(-10) 3.1(-9) 2.9(-8) 1.1(-7) 2.5(-6) 1.7(-6)
HCN(1-0) 5.2(-9) 6.8(-9) 3.8(-9) 3.9(-9) 3.8(-9) 3.8(-9) 4.9(-10) 2.2(-13) 3.1(-14)
HCN(4-3) 3.3(-7) 4.0(-7) 1.0(-8) 9.5(-9) 1.0(-8) 1.0(-8) 1.3(-9) 4.0(-11) 3.2(-11)
HCO+(1-0) 1.9(-8) 2.2(-8) 2.6(-8) 1.1(-8) 1.1(-8) 1.1(-8) 1.5(-8) 1.0(-14) 1.4(-15)
HCO+(4-3) 4.3(-7) 6.6(-7) 7.9(-7) 6.2(-8) 7.0(-8) 7.2(-8) 2.0(-7) 1.0(-11) 1.4(-12)
13CO(2-1) 5.8(-7) 7.4(-7) 9.3(-7) 8.0(-7) 8.8(-7) 9.6(-7) 3.0(-7) 1.0(-10) 2.3(-11)
[CI] 609 µm 8.4(-6) 9.9(-6) 1.1(-5) 1.2(-5) 1.4(-5) 1.7(-5) 5.2(-5) 1.2(-4) 1.2(-4)
CO(2-1)/CO(1-0) 7.8 8.1 8.2 8.4 8.6 8.8 13.3 36.9 39.6
CO(4-3)/CO(1-0) 35.8 44.2 50.4 47.5 51.8 56.9 1.1(2) 1.2(3) 1.3(3)
CO(7-6)/CO(3-2) 8.4(-1) 2.8 4.3 3.1 3.7 4.7 7.5 46.1 61.9
CO(10-9)/CO(7-6) 8.3(-4) 5.6(-3) 6.5(-2) 1.5(-2) 4.4(-2) 1.4(-1) 1.1 1.9 2.6
CO(16-15)/CO(1-0) 7.0(-4) 3.5(-2) 9.2(-2) 1.0(-3) 1.3(-2) 1.1(-1) 4.1(-1) 1.8(4) 5.0(4)
CO(16-15)/CO(10-9) 4.6(-2) 9.2(-2) 1.2(-2) 8.8(-4) 3.1(-3) 6.0(-3) 1.0(-3) 7.0(-1) 1.0
HCN(1-0)/CO(1-0) 3.2(-2) 3.5(-2) 3.4(-2) 1.9(-2) 1.6(-2) 1.4(-2) 1.9(-3) 1.6(-3) 9.1(-4)
HCN(4-3)/CO(4-3) 5.7(-2) 4.7(-2) 3.4(-2) 9.5(-4) 8.4(-4) 6.8(-4) 4.4(-5) 2.4(-4) 7.3(-4)
HCN(1-0)/HCO+(1-0) 2.8(-1) 3.1(-1) 3.3(-1) 3.6(-1) 3.4(-1) 3.6(-1) 3.2(-2) 21.7 22.6
HCN(4-3)/HCO+(4-3) 7.6(-1) 6.1(-1) 5.4(-1) 1.5(-1) 1.5(-1) 1.4(-1) 6.3(-3) 4.0 22.6
[CI] 609 µm/13CO(2-1) 14.6 13.4 12.1 14.9 16.2 17.6 1.7(2) 1.2(6) 5.1(6)
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Table 9.4: Line intensities (erg s−1 cm−2 sr−1) and ratios at density n = 105 cm−3
Model Low-CR PDR High-CR PDR XDR
Radiation field G0 = 103 G0 = 104 G0 = 105 G0 = 103 G0 = 104 G0 = 105 Fx = 1.6 Fx = 16 Fx = 160
CO(1-0) 3.1(-7) 4.1(-7) 5.5(-7) 3.3(-7) 4.3(-7) 5.6(-7) 7.6(-7) 1.4(-6) 1.2(-6)
CO(2-1) 2.7(-6) 3.5(-6) 4.7(-6) 2.8(-6) 3.7(-6) 4.9(-6) 7.1(-6) 1.4(-5) 1.5(-5)
CO(3-2) 8.5(-6) 1.2(-5) 1.6(-5) 9.1(-6) 1.2(-5) 1.7(-5) 2.5(-5) 5.2(-5) 6.2(-5)
CO(4-3) 1.8(-5) 2.5(-5) 3.6(-5) 1.9(-5) 2.7(-5) 3.7(-5) 5.6(-5) 1.2(-4) 1.7(-4)
CO(7-6) 3.6(-5) 8.0(-5) 1.4(-4) 4.4(-5) 8.8(-5) 1.4(-4) 2.1(-4) 6.6(-4) 1.0(-3)
CO(10-9) 4.3(-6) 7.7(-5) 2.4(-4) 1.2(-5) 9.0(-5) 2.7(-4) 3.7(-4) 1.6(-3) 2.9(-3)
CO(16-15) 2.1(-8) 7.8(-7) 5.1(-6) 2.2(-8) 7.9(-7) 8.8(-6) 5.1(-6) 4.3(-3) 8.6(-3)
HCN(1-0) 7.6(-8) 1.2(-7) 1.5(-7) 8.2(-8) 1.2(-7) 1.5(-7) 4.0(-8) 7.2(-8) 1.7(-8)
HCN(4-3) 2.5(-6) 3.2(-6) 3.7(-6) 2.6(-6) 3.2(-6) 3.7(-6) 1.4(-6) 2.2(-6) 7.0(-7)
HCO+(1-0) 5.8(-8) 8.4(-8) 1.1(-7) 9.6(-8) 1.5(-7) 2.3(-7) 1.6(-7) 5.2(-7) 1.7(-7)
HCO+(4-3) 1.8(-6) 2.9(-6) 4.0(-6) 3.3(-6) 5.0(-6) 6.8(-6) 4.2(-6) 8.9(-6) 9.8(-6)
13CO(2-1) 1.3(-6) 1.9(-6) 4.7(-6) 1.4(-6) 2.0(-6) 2.6(-6) 2.8(-6) 4.9(-6) 2.3(-6)
[CI] 609 µm 7.4(-6) 8.7(-6) 9.8(-6) 9.1(-6) 1.1(-5) 1.3(-5) 4.1(-5) 1.1(-4) 4.4(-4)
CO(2-1)/CO(1-0) 8.6 8.5 8.5 8.6 8.6 8.7 9.3 10.0 12.2
CO(4-3)/CO(1-0) 56.6 61.1 64.6 57.8 62.3 66.2 73.1 91.1 1.3(2)
CO(7-6)/CO(3-2) 4.2 6.9 9.1 4.8 7.14 8.8 8.9 12.9 16.5
CO(10-9)/CO(7-6) 1.2(-1) 1.0 1.7 2.6(-1) 1.0 1.8 1.7 2.4 2.8
CO(16-15)/CO(1-0) 6.6(-2) 1.9 9.2 6.7(-2) 1.8 15.6 6.7 3.1(3) 6.9(3)
CO(16-15)/CO(10-9) 4.8(-3) 1.0(-2) 2.1(-2) 1.9(-3) 8.7(-3) 3.3(-2) 1.4(-2) 2.7 3.0
HCN(1-0)/CO(1-0) 2.4(-1) 2.8(-1) 2.8(-1) 2.5(-1) 2.7(-1) 2.7(-1) 5.2(-2) 5.1(-2) 1.3(-2)
HCN(4-3)/CO(4-3) 1.4(-1) 1.2(-1) 1.0(-1) 1.3(-1) 1.1(-1) 1.0(-1) 2.5(-2) 1.7(-2) 4.2(-3)
HCN(1-0)/HCO+(1-0) 1.3 1.4 1.4 8.5(-1) 8.0(-1) 6.7(-1) 2.5(-1) 1.4(-1) 9.9(-2)
HCN(4-3)/HCO+(4-3) 1.4 1.1 9.3(-1) 7.8(-1) 6.3(-1) 5.4(-1) 3.2(-1) 2.5(-1) 7.1(-2)
[CI] 609 µm/13CO(2-1) 5.7 4.5 3.6 6.3 5.5 4.8 14.7 24.0 1.9(2)
CHAPTER 10
Interpretation of observed sub-mm
emission of nearby galaxies
We assess the presence of star-forming regions, active galactic nuclei, and enhanced cos-
mic ray rates in the centers of nearby galaxies through molecular emission of HCN,
HCO+, HNC, CO, 13CO, CS and [CI]. We use a grid of photon dominated region and
X-ray dominated region models, where density, impinging FUV and X-ray flux, and col-
umn density are varied for homogeneous slabs. We derive the (high cosmic ray) PDR
and XDR components for individual galaxies, and define a diagnostic table, which can
be applied to other galaxies, e.g., (U)LIRGS, as well. In general, we find that XDRs or
elevated cosmic ray PDRs are necessary to explain CO(2-1)/CO(1-0) and [CI]/13CO(2-1)
ratios, which are tracing the diffuse part of the ISM. In particular, we find that NGC 1068,
often viewed as a pure AGN, needs a dense PDR component.
R. Meijerink, M. Spaans, and F.P. Israel, A&A, in preparation
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10.1 Introduction
Gas in the centers of (active) galaxies is often exposed to FUV and/or X-ray radiation.
FUV photons originate mostly from the O and B stars produced in starbursts, while X-
rays dominate the radiation from accreting black holes (AGN). The thermal and chemical
structure of gas exposed to FUV radiation (Photon Dominated Regions: PDRs) is quite
different compared to gas irradiated by X-rays (X-ray Dominated Regions: XDRs). The
processes relevant in PDRs and XDRs, and how these cause a different chemical/thermal
structure of gas clouds are extensively discussed in Meijerink & Spaans (2005). The dif-
ferences in the cloud’s thermal and chemical structure results in different atomic finestruc-
ture and molecular rotational line emission and line ratios. In Meijerink et al. (2006b), we
show the line emission and the line ratios for a set of PDR and XDR models, where both
density and impinging fluxes are varied. Models with density n < 104 cm−3 have a cloud
size of 10 pc. For higher densities we adopt 1 pc for the cloudsize. The metallicity in
galaxy centers is expected to be 2-4 times higher than in the Solar Neigbourhood (Zarit-
sky et al. 1994; Vila-Costas & Edmunds 1992). In the cloud models, we have adopted a
twice Solar metallicity, and a carbon abundance equal to the oxygen abundance (see, for
instance, Garnett et al. 1999; Kobulnicky & Skillman 1998). Note that the [C]/[O] ratio
affects the abundances of O2 and H2O. See for example Spaans & van Dishoeck (2001)
and especially Fig. 2 in Bergin et al. (2000). Here, we apply these models to the observed
sub-mm emission of nearby galaxies.
10.2 Observations
We use observations of atomic finestructure and molecular rotational emission lines (CO,
13CO, HCO+, HCN, HNC, CS, and [CI]) in the centers of a sample of nearby galaxies,
obtained with the James Clerk Maxwell Telescope (JCMT), the Institute de Radio As-
tronomie Millime´trique (IRAM) 30m telescope, and Swedish-ESO Submillimetre Tele-
scope (SEST), and supplemented these with observations from the literature (see Tables
10.2, 10.4 and 10.3). All observations have been reduced to a 21′′ beam to obtain
proper line ratios. Where large velocity-integrated maps exist, we obtain the central
(0′′ ,0′′ ) velocity-integrated line intensity, and convolve to 21′′ resolution, using the
Specx-interpole function of the DAS data reduction software1. Unfortunately, these large
maps are only available for a limited number of lines. For the other lines we use a differ-
ent method. For some lines we have either observations at several resolutions or we can
obtain an intensity at the needed resolution using the Specx-interpole function. Then, it
is possible to compute the ratio Iinit.res./I21′′ , where I is the velocity-integrated intensity
at a given resolution. When enough points are available, we can fit a powerlaw function:
Y = A×XB. (10.1)
From this function, we can compute convolved values for data, for which we only have a
single observation available assuming, in effect, similar spatial distributions of the species
1See the JCMT website: http://docs.jach.hawaii.edu/JCMT/
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involved. For a more detailed description of the fitting convolution method, we refer to
Bayet et al. (2006).
10.3 Angular scales and their consequences
The list of observed galaxies is given in Table 10.1, together with their coordinates, esti-
mated distance, angular scale, and properties such as inclination, X-ray flux, and galaxy
type. For the smallest angular scale, which is 11′′ /kpc for NGC 3079 at an estimated
distance of 18.0 Mpc, we observe a region as large as 2 kpc. For the largest angular scale
(113′′ /kpc for IC 342 at an estimated distance of 1.8 Mpc), this is still∼ 190 pc. Since we
observe such large regions at once, the beam is not filled with just one homegeneous com-
ponent, as is often the case in our Milky Way. The observed line emission originates in an
ensemble of several different components, which can be traced by different species. While
CO rotational lines better trace the more diffuse component (n ∼ 103 cm−3) of gas in
galaxies, species such as HNC, HCN and HCO+ trace dense regions best (n ∼ 105 cm−3).
For all species, the actually observed emission, however, is contributed to all components.
Previous investigations suggest that the diffuse gas contains about 50-80 percent of the
mass seen in the beam, which leaves 20-50 percent for the dense part (Israel et al. 2006
and references therein).
10.4 Comparison to model ratios
In tables 10.7 through 10.21, we list the observed intensity ratios for CO, 13CO, CI, HCN
and HCO+. We fit every ratio with a single component, and never obtain a unique solu-
tion, but always a range of possible solutions. When a solution exists in our parameter
space, we give the solutions for both PDR and XDR models. Below we discuss the ra-
tios obtained for the galaxies for each species, followed by a brief discussion of each
individual galaxy.
10.4.1 CO ratios
The CO(2-1)/CO(1-0) intensity ratios range from 5.7 (NGC 891) to 9.5 (IC 342), and are
summarized in Table 10.4. Low ratios (5.7-6.0) can be reproduced with low density PDRs
(n = 0.5− 1.5 × 103 cm−3), and moderate incident radiation fields (G0 = 100.5 − 103).
Ratios as high as 9.5 require very high densities (n > 106.5 cm−3) and high radiation fields
(G0 > 104). We find the same for some CO(4-3)/CO(1-0) ratios of which some are as
large as 64, requiring more or less the same set of solutions as for the CO(2-1)/CO(1-0).
However, it does not seem very plausible that a region as large as 500 pc is dominated by
such a high density and strongly FUV irradiated gas (Israel et al. 1995; White et al. 1994;
Israel & Baas 2003). Note that in the centers of galaxies, which are actively forming stars,
global interstellar radiation fields ranging from G0 = 102 − 103 are not uncommon.
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Table 10.1: Observed galaxies
Galaxy R.A. (2000) Dec. (2000) Type Bar AGN cSB LX/1039 LFIR/1042 Orientation D Scale
(erg s−1) (Mpc) (′′/kpc)
NGC 253 00h47m36.0s -25◦17′00′′ Sbc + + + 4.31 42 highly inclined 2.5 81
(outflow) 3.92
NGC 4945 13h05m26.2s -49◦28′15′′ Scd (+) + ? 4.71 67 highly inclined 3.9 52
M 82 09h55m52.2s +69◦40′49′′ Ir - - + 292 76 edge-on ? 3.3 62
(outflow) interacting
IC 342 03h46m49.1s +68◦05′47′′ Scd ? (+) + 1.92 6.6 face-on 1.8 113
Maffei 2 02h41m54.9s +59◦36′14′′ Sbc + + - - 6.5 inclined 2.7 75
M 83 13h37m00.8s -29◦51′59′′ Sc + ? + 4.51 25 mostly face-on 3.5 58
7.22
NGC 6946 20h34m51.4s +60◦09′18′′ Sd - - + 122 32 face-on 5.5 37
M 51 13h29m52.4s +47◦11′41′′ Sc - + - - 55 face-on 9.7 21
(small outflow) interacting
NGC 891 02h22m32.9s +42◦20′46′′ Sb? ? ? - - 49 edge-on 9.5 21
NGC 1068 02h42m40.8s -00◦00′48′′ Sb + + (+) 8701 350 face-on 14.4 14
(outflow) 5212
1243
NGC 1365 03h33m36.3s -36◦08′28′′ Sb + + - 382 110 inclined 13.7 15
NGC 2146 06h18m37.5s +78◦21′21′′ Sab ? (-) (+) 111 232 edge-on 12.2 17
recent merger
NGC 3628 11h20m16.9s +13◦35′14′′ Sb ? ? (+) 8.62 17 edge-on 6.7 30
interacting
NGC 2903 09h32m09.7s +21◦30′03′′ Sc + (+) - 1.41 34 inclined 8.9 23
142
NGC 3079 10h01m58.5s +55◦40′50′′ Sc (+) + + 2641 112 almost edge-on 18.0 11
(outflow) 232
1Rosat satellite (0.1-2.4 keV); 2Einstein satellite (0.2-4.0 keV); 3EXOSAT satellite (2-10 keV)
10
.4
C
o
m
p
a
riso
n
to
m
od
el
ratio
s
171
Table 10.2: Transitions normalized to 21′′ beam [K km/s]1
Transition N253 N4945 M82 IC342 Maffei2 M83 N6946 M51 N891 N1068 N1365 N2146 N3628 N2903 N3079
12CO(1-0) 910 1185 677 130 163 194 220 49 127 174 270 166 201 80 218
12CO(2-1) 1033 990 649 154 192 218 230 53 90 185 205 181 142 60 191
12CO(3-2) 947 700 639 136 166 154 107 54 36 122 188 154 142 62 144
12CO(4-3) 906 - 540 121 160 131 118 24 - 85 - 105 94 - 120
13CO(1-0) 86 80 45 13 16 18 20 7 16 13 24 13 18 7.0 14
13CO(2-1) 95 74 50 18 22 20 15 8 11 11 20 21 10 6.4 14
13CO(3-2) 87 60 54 15 11 14 11 7 - 10 18 12 11 - 23
CS(1-0) 46 - 29 4.3 <5 - 12 <3 - - - - - - -
CS(2-1) 38 45 24 5.4 2.7 8 4 2.7 4 10 - 7 <1 2 -
CS(3-2) 24 22 12 2.4 4.7 1 3 - - - 7 <2 - - 2.3
CS(4-3) 10 - - - - - - - - - - - - - -
CS(5-4) 11 5.9 10 0.8 - - <1.1 - - - - - - - -
HCO+(1-0) 76 111 63 12 12.5 26 13 5.1 2.4 33 - 5 5 3 <3
HCO+(3-2) 56 16 18 - - - - - - - - - - - -
HCO+(4-3) 50 9 14 3.5 - - - - - - - - - - -
HCN(1-0) 95 87 35 17 17 37 11 6.0 4.0 35 25 6 8 7 12
HCN(3-2) 49 25 14 5 5 2.6 1.7 <1.6 - 5.4 - 3 - <3 <8
HCN(4-3) 70 5.3 11 6 - - - - - - - - - - -
HNC(1-0) 63 58 17 8 4.7 5.3 5.2 1.7 1.2 16 - 2 4.5 1.8 8.7
[CI] 609µm 305 - - 35 18 55 39 14 - 27 - - 50 - 142
1References for molecular line observations are given in Table 10.3
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Table 10.3: References for molecular line observations
Line References
12CO Bayet et al. (2004); Curran et al. (2000, 2001); Dumke et al. (2001); Eckart et al. (1990); Gao & Solomon (2004)
Gu¨sten et al. (1993); Harrison et al. (1999); Helfer & Blitz (1993); Henkel & Bally (1985); Henkel et al. (1993)
Houghton et al. (1997); Hurt et al. (1993); Irwin & Avery (1992); Israel (1992); Israel et al. (1995, 2006)
Israel & Baas (2001, 2003); Israel (unpublished); Kramer et al. (2005); Mao et al. (2000)
Mauersberger et al. (1995, 1996a,b, 1999, 2003); Meier et al. (2000); Meier & Turner (2004); Olofsson & Rydbeck (1984)
Sage et al. (1990, 1991); Sage & Isbell (1991); Sandqvist et al. (1988, 1995); Sorai et al. (2000, 2002)
Steppe et al. (1990); Wall & Jaffe (1990); Wall et al. (1991); Wang et al. (2004); Wild et al. (1992)
13CO Curran et al. (2001); Eckart et al. (1990); Harrison et al. (1999); Henkel et al. (1993); Israel (1992); Israel et al. (2006)
Israel & Baas (2001, 2003); Israel (unpublished); Kramer et al. (2005); Mao et al. (2000)
Mauersberger et al. (1991, 1996a, 2003); Meier et al. (2000); Meier & Turner (2004); Sage et al. (1991)
Sage & Isbell (1991); Sandqvist et al. (1988); Wall & Jaffe (1990); Wall et al. (1991); Wang et al. (2004)
[CI] Bradford et al. (2003); Harrison et al. (1995); Israel (unpublished); Israel et al. (1995, 2006)
Israel & Baas (2001, 2003); Kramer et al. (2005)
HCO+ Curran et al. (2001); Henkel & Bally (1985); Henkel et al. (1993); Israel (1992); Jackson et al. (1995)
Nguyen-Q-Rieu et al. (1989); Nguyen et al. (1992); Sorai et al. (2002); Wang et al. (2004); Wild et al. (1992)
HCN Curran et al. (2000, 2001); Gao & Solomon (2004); Helfer & Blitz (1993); Henkel & Bally (1985)
Hu¨ttemeister et al. (1995); Israel (1992); Jackson et al. (1995); Nguyen-Q-Rieu et al. (1989); Nguyen et al. (1992)
Sorai et al. (2002); Wang et al. (2004)
HNC Israel (1992); Hu¨ttemeister et al. (1995); Henkel et al. (1993); Wang et al. (2004)
CS Baan et al. (1990); Curran et al. (2000, 2001); Helfer & Blitz (1993); Henkel & Bally (1985); Henkel et al. (1993)
Martı´n et al. (2005); Mauersberger & Henkel (1989); Mauersberger et al. (1989, 1991, 2003)
Paglione et al. (1995); Nguyen-Q-Rieu et al. (1989); Sage et al. (1990); Wang et al. (2004)
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Table 10.4: Line intensity ratios
Ratio N253 N4945 M82 IC342 Maffei2 M83 N6946 M51 N891 N1068 N1365 N2146 N3628 N2903 N3079
CO(2-1)/CO(1-0) 9.1 6.7 7.7 9.5 9.4 9.0 8.4 8.7 5.7 8.5 6.1 8.7 5.7 6.0 7.0
CO(3-2)/CO(2-1) 3.1 2.4 3.3 3.0 2.9 2.4 1.6 3.4 1.3 2.2 3.1 2.9 3.4 3.5 2.5
CO(4-3)/CO(3-2) 2.3 - 2.0 2.1 2.3 2.0 2.6 1.1 - 1.7 - 1.6 1.6 - 2.0
CO(4-3)/CO(1-0) 63.7 - 51.0 60.0 62.8 43.2 34.3 31.3 - 31.3 - 40.5 30.0 - 35.2
13CO(2-1)/13CO(1-0) 8.8 7.4 8.9 11.1 11.0 8.9 6.0 9.1 5.5 6.8 6.7 12.9 4.4 7.3 8.0
13CO(3-2)/13CO(2-1) 3.1 2.7 3.6 2.8 1.7 2.4 2.5 3.0 - 3.1 3.0 1.9 3.7 - 5.5
13CO(3-2)/13CO(1-0) 27.3 20.2 32.4 31.1 18.6 21.0 14.8 27.0 - 20.8 20.2 25.0 16.5 - 44.4
[CI]609 µm/13CO(2-1) 37 - - 22 9 31 30 20 - 28 - - 57 - 116
13CO(1-0)/CO(1-0) 0.082 0.059 0.058 0.087 0.086 0.081 0.079 0.12 0.11 0.065 0.077 0.068 0.078 0.076 0.056
13CO(2-1)/CO(2-1) 0.080 0.065 0.067 0.10 0.10 0.080 0.057 0.13 0.11 0.052 0.085 0.10 0.061 0.093 0.064
13CO(3-2)/CO(3-2) 0.080 0.075 0.074 0.096 0.058 0.079 0.090 0.11 - 0.072 0.084 0.068 0.068 - 0.14
CS(2-1)/CS(1-0) 6.61 - 6.62 10.05 >4.32 - 2.67 >7.20 - - - - - - -
CS(3-2)/CS(2-1) 2.13 1.65 1.69 1.50 5.87 0.42 2.53 - - - - <0.96 - - -
CS(4-3)/CS(3-2) 0.99 - - - - - - - - - - - - - -
CS(5-4)/CS(4-3) 2.15 - - - - - - - - - - - - - -
CS(5-4)/CS(1-0) 29.9 - 43.1 23.3 - - <11.5 - - - - - - - -
CS(1-0)/CO(1-0) 0.004 - 0.003 0.003 <0.002 - 0.004 <0.005 - - - - - - -
CS(2-1)/CO(2-1) 0.003 0.003 0.003 0.003 0.001 0.003 0.001 0.004 0.003 0.004 - 0.003 <0.001 0.003 -
CS(3-2)/CO(3-2) 0.002 0.002 0.001 0.001 0.002 0.001 0.002 - - - 0.003 <0.001 - - 0.001
CS(4-3)/CO(4-3) 0.001 - - - - - - - - - - - - - -
HCN(4-3)/HCN(1-0) 42.1 5.2 14.2 18.7 - - - - - - - - - - -
HCN(4-3)/HCN(3-2) 2.12 1.33 1.84 - - - - - - - - - - - -
HCO+(4-3)/HCO+(1-0) 47.2 3.9 20.1 22.6 - - - - - - - - - - -
HCO+(4-3)/HCO+(3-2) 3.40 0.50 1.86 2.84 - - - - - - - - - - -
HCN(1-0)/HCO+(1-0) 1.23 0.77 0.55 1.39 1.33 1.40 0.83 1.15 1.64 1.04 - 1.18 1.57 2.29 >3.93
HCN(3-2)/HCO+(3-2) 0.86 1.53 0.76 - - - - - - - - - - - -
HCN(4-3)/HCO+(4-3) 1.37 0.58 0.77 1.68 - - - - - - - - - - -
HCN(1-0)/CO(1-0) 0.047 0.033 0.024 0.059 0.047 0.087 0.023 0.056 0.014 0.091 0.042 0.016 0.018 0.040 0.025
HCN(3-2)/CO(3-2) 0.024 0.016 0.010 0.017 0.014 0.008 0.007 <0.013 - 0.020 - 0.009 - <0.022 < 0.025
HCN(4-3)/CO(4-3) 0.035 - 0.009 0.023 - - - - - - - - - - -
CS(1-0)/HCN(1-0) 0.082 - 0.14 0.043 0.050 - 0.18 0.084 - - - - - - -
CS(3-2)/HCN(3-2) 0.083 0.15 0.14 0.081 0.16 0.065 0.30 - - - - 0.11 - - 0.049
CS(4-3)/HCN(4-3) 0.024 - - - - - - - - - - - - - -
HNC(1-0)/HCN(1-0) 0.71 0.71 0.52 0.50 0.30 0.15 0.51 0.30 0.32 0.49 - 0.36 0.60 0.28 0.78
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Table 10.5: Possible components explaining CO ratios
Galaxy low CR PDR high CR PDR XDR
NGC 253 very high n very high n y
NGC 4945 y y y
M 82 y y y
IC 342 n n y
Maffei 2 n n y
M 83 very high n very high n y
NGC 6946 very high n y y
M 51 very high n y y
NGC 891 y y y
NGC 1068 very high n y y
NGC 1365 y y y
NGC 2146 very high n y y
NGC 3628 y y y
NGC 2903 y y y
NGC 3079 y y y
One solution can be an elevated cosmic rays rate caused by greatly enhanced super-
nova rates in starforming regions (Suchkov et al. 1993; Bradford et al. 2003). Especially
for low density gas it is then possible to obtain somewhat higher ratios (Meijerink et al.
2006a). For a cosmic ray rate of ζ = 5 × 10−15 s−1, corresponding to a star-formation
rate of ∼ 100 M⊙ yr−1, the ratio at n = 103 and G0 = 102 increases from 5.9 to 7.5, and
for n = 104 and G0 = 102 from 7.8 to 8.4. CO ratios for high density gas (n = 105 cm−3)
are not affected by a higher cosmic ray rate and ratios as high as 9.5 cannot be obtained.
High (∼ 64) CO(4-3)/CO(1-0) ratios still require densities of n = 105 cm−3.
XDRs models, however, easily produce ratios CO(2-1)/CO(1-0)∼ 5.7−9.5 and CO(4-
3)/(1-0)∼ 30−64, and do not need extreme radiation fields and high densities. Therefore,
it is very well possible that the diffuse gas component in galaxies such as NGC 253, IC 342
and Maffei 2 is dominated by X-rays. Pietsch et al. (2001) found X-ray emission from
both an active nucleus and binary stars in NGC 253, and Bauer et al. (2003) found a large
number of X-ray binaries in IC 342, that can account for such X-ray irradiation. In Table
10.5, we summarize which components can reproduce the line ratios of CO.
We also compared the 13CO(2-1)/13CO(1-0) and 13CO(2-1)/13CO(1-0) ratios with the
Meijerink et al. (2006b) model grids, and get almost the same range of PDR and XDR
models as for the CO ratios discussed above.
Note that we need to be careful in interpreting CO ratios from the large regions we
consider here. The low-J CO rotational lines trace diffuse gas and are optically thick,
while also large velocity gradients occur. Maloney & Black (1988) studied the effect of
cloud parameters such as density, temperature and elemental abundances on the estimated
H2 mass derived from the CO emission, and already pointed this out.
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10.4.2 [CI] 609µm/13CO(2-1)
The observed [CI] 609µm/13CO(2-1) ratios range from 9 for Maffei 2 to 115.6 for NGC 3079
(see Table 10.4). High ratios are difficult to explain with low cosmic ray PDRs. Various
studies (Pineau des Foˆrets et al. 1992; Schilke et al. 1993; Flower et al. 1994) postulate en-
hanced cosmic ray rates to reproduce these high ratios. It is indeed possible to obtain the
ratio 116 for ζ = 5×10−15 s−1, density n = 103 cm−3 and impinging fluxG0 = 102−104.
However, it is very questionable, whether cosmic rays remain in the galaxy center where
they are produced, since their absorption cross sections are very small. A better option
is an XDR model, which capable of reproducing these high ratios with moderate X-ray
fluxes (Meijerink et al. 2006a). This is a direct consequence of the fact that CO, C+, and
C co-exist to large depths in XDRs, and large columns of neutral carbon are present. In
PDRs, however, there is only a small carbon layer in the C+/C/CO transition.
10.4.3 HCN/HCO+ ratios
The observed HCN(1-0)/HCO+(1-0) line intensity ratios, range between 0.55 for M 82 to
>3.9 for NGC 3079 (see Table 10.4). Comparing this to the PDR and XDR model results,
we find that both model sets give solutions. In XDRs, HCN/HCO+ ratios are high (> 1)
in highly ionized regions, and the HCO+ abundance is suppressed compared to HCN due
to additional recombination reactions. However, the abundances of both HCN and HCO+
are small (< 10−10) in these regions and little emission is produced. Therefore, XDR
models with low densities,∼ 104 cm−3 and high radiation field, > 10 erg s−1 cm−3 (where
the ionized fraction is high all throughout the cloud), show large (> 1) integrated ratios,
but are hardly detectable. Thus, observed ratios larger than unity probably correspond
to a region dominated by FUV photons. For a low HCN/HCO+ ratio (<1), we cannot
discriminate between a PDR and an XDR. However, the XDR needs a higher density
than the PDR to produce the same ratio. In that case, another density tracer would give a
solution. In Table 10.6, we summarize which components can reproduce the HCN/HCO+
line ratios.
10.4.4 HCN/CO ratios
The ratios for HCN(1-0)/CO(1-0) range from 0.014 for NGC 891 to 0.091 for NGC 1068
(see Table 10.4). Both PDR and XDR models give solutions, but the densities found for
the XDR models are systematically higher.
The densities obtained from HCN/CO ratios are lower than for the HCN/HCO+ ratios,
since the critical density ncr = 3 × 103 cm−3 for CO(1-0) is much lower than ncr =
2 × 105 cm−3 for HCO+. When we assume that CO traces both low and high densities,
while HCO+ traces only the high density, we can make an estimate of the contribution
of the high and low density component to the ISM in each galaxy. First, we determine
from our grid the HCN/CO ratio needed to obtain the same density as for HCN/HCO+,
and than calculate how much CO should be in the low density component to obtain this
ratio. We find that 70 to 80 percent of the CO radiation should be produced by the diffuse
component in each galaxy. Exceptions are NGC 1068 and M 83, for which we find 55
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Table 10.6: Possible components explaining HCN/HCO+ ratios
Galaxy PDR XDR
NGC 253 y n (only low N)
NGC 4945 y y
M 82 y y
IC 342 y n (only low N)
Maffei 2 y n (only low N)
M 83 y n (only low N)
NGC 6946 y y
M 51 y n (only low N)
NGC 891 y n (only low N)
NGC 1068 y n (only low N)
NGC 1365 y n (only low N)
NGC 2146 y n (only low N)
NGC 3628 y n (only low N)
NGC 2903 y n (only low N)
NGC 3079 y n (only low N)
percent, and NGC 891 and NGC 3079, for which we find 95 percent. This is consistent
with the results of a more detailed analysis by Israel et al. (2006).
10.4.5 HNC/HCN ratios
All the observed galaxies show HNC(1-0)/HCN(1-0) ratios less than unity, and range from
0.15 for M 83 to 0.7 for NGC 253 and NGC 4945 (see Table 10.4). Our grid of models
with fixed cloud sizes of 1 pc yield solutions only by XDR models with strong radiation
fields, FX > 10 erg s−1 cm−2, and densities n = 104 − 105 cm−3. This is an accept-
able answer, since galaxies such as M 82, NGC 891, and NGC2903 are typical starburst
galaxies and are probably best modelled with PDR models. Further consideration shows
that the total column density of the cloud is a crucial parameter in this case. In the radical
regions of PDRs, the HCN abundance is much larger than the HNC abundance, but deeper
in the cloud they are almost identical. As a consequence, the PDR HNC(1-0)/HCN(1-0)
ratio is about unity for column densities larger than NH = 1022 cm−2 (∼ 5 mag), and less
than unity, when NH < 1022 cm−2. This is also illustrated in Fig. 27 of Meijerink et al.
(2006b), where we show the cumulative intensity ratios and find that the ratios increase
toward larger column densities.
Note that HNC and HCN emission lines are optically thick, and possibly also pumped
by infrared emission (Aalto, private communication), which will make the interpretation
of the ratios more complex than it seems now. IR pumping is mostly important for HNC
since the HCN rate is down by a factor of > 100 for the same mid-infrared brightness
temperature (TIR ∼ 60− 80 K is needed for pumping).
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10.4.6 CS ratios
For a small number of galaxies, we also have CS lines, which are also high density trac-
ers. We compared the CS(2-1)/CS(1-0) lines with the PDR and XDR models, and obtain
results consistent with the other high density tracers HCN/HCO+ and HCN/CO. A re-
markable result is obtained for NGC 6946, which has a ratio CS(2-1)/CS(1-0)=2.67, and
which can only be reproduced with an XDR (n = 0.6 − 2 × 105 cm−3, and FX =
1.6− 30 erg s−1 cm−2). To reproduce the CS ratio with a PDR model, we need a density
n < 103 cm−3, independent of G0, but at these densities there is (almost) no CS emission
produced.
10.5 Comparison to Galactic PDRs
It not clear whether the observed emission of, e.g., HCN and CO in our sample is spatially
correlated, due to the lack of resolution. It is possible, however, to study the spatial
distribution of emission in Galactic Giant Molecular Clouds (GMCs). Helfer & Blitz
(1997), studied the I(HCN)/I(CO) and I(CS)/I(CO) ratio as a function of effective radius
in the GMCs S140, Orion B, S88 and S269. In all GMCs, they find a drop in the ratios
as a function of effective radius. HCN, CS and CO emission are spatially not equally
distributed. HCN and CS emission is only emitted by the densest part of the cloud, while
CO is also emitted by more diffuse gas. The HCN/CO ratios of 0.12-0.16 indicates a
density of n = 0.5−1×105 cm−3 in the center of the GMC going down to n < 104 cm−3 at
an effective radius of 5 pc, where the ratio is between 0.02-0.03. Young Owl et al. (2000)
observed the distribution of HCN and HCO+ emission in the Orion Bar, and compared
this to that of CO. The CO emission is much more smoothly distributed than the HCN
and HCO+ emission. Half of the CO emission is coming from the interclump medium,
while this is only a small fraction for the HCN and HCO+ emission. The average HCN(1-
0)/CO(1-0) line emission ratio is 0.11, resulting in a density of n = 3−4×104 cm−3, while
the average HCN(1-0)/HCO+(1-0) = 2.0 yields a density n = 1.5− 4× 105 cm−3. Both
papers confirm our conclusion that CO emission is partially from diffuse and partially
from dense gas.
10.6 X-ray versus FIR emission
In Table 10.1, the X-ray and FIR luminosities are shown. We obtained both X-ray and
FIR fluxes from the NED database and consequently converted them to luminosities for a
more convenient comparison. The X-ray fluxes are observed by the Einstein and ROSAT
satellites. The FIR emission are results obtained by IRAS, at rather poor resolution. The
FIR luminosity is always larger than the X-ray luminosity. This is expected, however,
due to the fact that FIR emission is produced throughout a galaxy, while the X-rays are
mostly produced in the center. Another reason for the small X-ray/FIR luminosity ratio,
is that X-rays can be absorbed by foreground gas clouds and re-emitted by dust in the FIR
regime. It is therefore hard to say what contribution the X-rays make to the total emitted
radiation in the center of each galaxy.
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10.7 Discussion
Below we briefly discuss each galaxy separately, and especially those for which we have
obtained remarkable results. Then, we conclude with some general remarks, and give a
diagnostic table.
10.7.1 Individual galaxies
NGC 253
In the center of NGC 253, we find indications for both a dense PDR and a diffuse XDR
component. We need very high densities to reproduce the CO and 13CO ratios with the
low and high cosmic ray PDR models, while XDRs with moderate densities and radiation
fields easily reproduce these ratios. It is not very likely that dense highly irradiated gas has
very large filling factors. It is also consistent with the fact that NGC 253 contains an AGN
and an outflow emitting X-rays (Einstein: Fabbiano et al. 1992; ROSAT: Brinkmann et al.
1994). The HCN(1-0)/HCO(1-0)+ ratio, however, favours a PDR model. XDR models
with low column densities can reproduce the ratio, but there is not much line emission
produced and thus XDRs cannot account for the observed emission from these species.
NGC 4945
The center of NGC 4945 contains an embedded active galactic nucleus, which was ob-
served by e.g., BeppoSAX (Guainazzi et al. 2000). Both PDR and XDR models, however,
reproduce the observed ratios within reasonable parameters. One problem is the resolu-
tion of our observations (21′′ ) and the distance to NGC 4945 (3.9 Mpc). Therefore, a
region as large as 400 kpc is observed at once, which can easily hide the very specific
properties that are common to XDRs.
M 82
M 82 is a starburst galaxy, but also X-rays are observed, which are produced in an out-
flow (Einstein: Fabbiano et al. 1992). Low cosmic ray PDRs need quite high densities to
reproduce the CO ratios, but an enhanced cosmic ray rate (which might indeed be appro-
priate in a starburst galaxy) gives reasonable results. XDR models also reproduce the line
ratios very well.
IC 342
IC 342 shows both PDR and XDR components. The CO ratios are only properly re-
produced with XDR models. PDR models reproduce the ratios for unacceptably large
densities. The HCN/HCO+ ratio is only properly reproduced with a PDR model, while
the CS(2-1)/CS(1-0) is again requires an XDR model. It is very likely that the diffuse
component is dominated by X-rays (e.g, XMM-Newton observations Bauer et al. 2003
confirm X-ray emission), but this is not clear for the dense component of the galaxy.
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Maffei 2
The CO ratios of Maffei 2 can only be reproduced by the XDR models. This would
indicate that the diffuse component is dominated by X-rays. However, Maffei 2 is not
detected in the X-ray regime. This is very probably caused by the large amount of extinc-
tion, which has is as large as AV = 7m.3. PDRs with an elevated cosmic ray rate would
come close to the observed CO ratios. When we consider the [CI] 609µm/13CO(2-1) ratio,
which is consistent with a lack of X-rays, it seems very plausible that the FUV (aided by
cosmic rays) photons dominate the chemical structure of the gas, and the same holds for
the high density tracers.
M 83
The starburst M 83 contains X-ray emission from point sources connected to star-formation
(e.g., ROSAT: Ehle et al. 1998). We again find that the CO ratios are best produced by
a diffuse X-ray component, while the high density tracers are best reproduced by PDR
models.
NGC 6946
The starburst galaxy NGC 6946 contains both signs of discrete sources connected to star-
formation (Holt et al. 2003), but also shows indications for a hot ionized halo (Ehle 2005).
Although the CO ratios can be reproduced with high cosmic ray PDR models, the CS(2-
1)/CS(1-0) can only be reprduced with an XDR model.
M 51
Fukazawa et al. (2001) observed M 51 with BeppoSAX, and found evidence for a heavily
obscured AGN. The CO ratios can both be reproduced by high cosmic ray PDRs or XDRs.
The high density tracers, however, favour PDR models.
NGC 891
Although X-ray emission is observed from the supernova remnant SN 1986J (Bregman
& Pildis 1992), there is no evidence that NGC 891 is dominated by X-rays. The diffuse
component (CO lines) is easily reproduced by both PDR and XDR models, while the
dense component is only reproduced by PDR models.
NGC 1068
NGC 1068 is the nearest strong Seyfert 2 galaxy, but although many people view this
galaxy as a pure XDR (Einstein: Fabbiano et al 1992; ROSAT: Brinkmann et al. 1994;
EXOSAT: Turner and Pounds 1989), this is not unambiguously clear from the observa-
tions. The diffuse component (CO lines) can be modelled by both (enhanced cosmic
ray) PDR and XDR models. The dense component can be modelled by a PDR or a very
strongly irradiated XDR. It is not very likely that a large beam is filled with very strongly
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X-ray irradiated gas, since at the 14.4 Mpc distance, the area covered is 1.5 kpc in size,
and the PDR model is favoured. High resolution observations of high-J CO lines, which
are produced by warm CO gas, are very good indicators of an XDR (Meijerink et al.
2006a), but these emission lines can only be observed in the FIR by Herschel (HIFI).
CO absorption at 4.7µm gives no sign of the presence of warm CO gas in the core of
NGC 1068 (Nakagawa, private communication).
NGC 1365
Although NGC 1365 contains an X-ray nucleus, which is observed by, e.g., BeppoSAX
(Risaliti et al. 2000), we find no indication in the ratios that would favour an XDR. The
reason is that the 21′′ beam covers a very large region of 1.5 kpc at 13.7 Mpc.
NGC 2146
NGC 2146 is a starburst galaxy with strong diffuse hard X-ray emission (Matsumoto
2003). This could be a possible explanation for the CO ratios, especially for the ratio
13CO(2-1)/13CO(1-0)=12.9. The dense component, however, is best modelled by PDRs,
since very dense, highly irradiated XDRs would be needed to reproduce the HCN(1-
0)/HCO+(1-0) line ratio.
NGC 3628
Dahlem et al. (1995) observed NGC 3628 with ROSAT, and find that the nuclear souce is
either a very low luminosity AGN or the brightest X-ray binary known. This source is not
powerful, and this is also seen in the ratios. All ratios can be explained by normal PDRs
over an acceptable parameter range. The very high [CI] 609µm/13CO(2-1) indicates that
the diffuse part of the gas is very prominent.
NGC 2903
Tscho¨ke et al. (2003) find hot extraplanar gas in NGC 2903, indicating a galactic super-
wind, which is very common in edge-on galaxies with a central starburst. We can easily
fit the ratios with normal PDRs, and especially the high density tracer ratio, HCN(1-
0)/HCO+(1-0)=2.29, strongly hints toward a PDR chemistry.
NGC 3079
Pietsch et al. (1998) find, based on ROSAT observations, that the amount of X-rays pro-
duced in NGC 3079 is 10 times higher than for other galaxies with the same luminosity.
Iyomoto et al. (2001) find with BeppoSAX that NGC 3079 contains an highly obscured
AGN (NH ∼ 1025 cm−3) with high luminosity (LX ∼ 1042 − 1043 erg s−1). This might
explain the high ratio of [CI] 609µm/13CO(2-1)=116. The CO ratios are also consis-
tent with an XDR. The ratio HCN(1-0)/HCO+(1-0)> 3.93 hints in the direction of an
XDR. When almost no HCO+ is observed, it is possible that we have an highly irradiated
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(FX > 10 erg s−1 cm−2) XDR with densities between n = 104 − 105 cm−3. The dense
part is also (maybe even better) explained by a very dense PDR.
10.7.2 General remarks
In Table 10.22, we give representative values for often observed ratios, which can also
be applied to other galaxies, such as (U)LIRGS. Below we conclude with some general
remarks.
1. X-rays and enhanced cosmic ray rates are crucial to explain the emission line ratios
(particularly those of the CO lines) emitted by the diffuse gas component of galaxy
centers.
2. The nearby galaxies in our sample often require high density PDR models to explain
ratios between HCN and HCO+. The ratios are high density tracers, and therefore
a strong indication of embedded active star-formation.
3. To velocity separate the PDR and XDR components in galaxies, we need a spatial
resolution < 40 pc, which will be readily obtained with ALMA.
4. Ratios that cannot be explained by our models might be due to the nature of the
global velocity field (i.e., radiative transfer) and the occurrence of shocks.
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Table 10.7: NGC 253
ratio PDR XDR
n [cm−3] G0 n [cm−3] FX [erg s−1 cm−2]
CO(2-1)/CO(1-0) 9.1 1− 3× 106 105 − 103 102 − 104 0.2
1− 3× 106 1-4
CO(3-2)/CO(2-1) 3.1 2× 104 − 2× 105 105 − 102 2× 102-104 1-0.2
CO(4-3)/CO(3-2) 2.3 1× 105 − 3× 106 105 − 2× 103 1.5− 10× 103 10
104 − 3× 106.5 1-10
CO(4-3)/CO(1-0) 63.7 105 − 3× 106 105 − 103 1.5× 102 − 104 1-0.3
1− 3× 106 1.6-3
13CO(2-1)/13CO(1-0) 8.8 104 − 3× 106 4× 104 − 3× 103 102 − 103 0.15-0.04
13CO(3-2)/13CO(1-0) 27.3 104 − 3× 106 105 − 2× 103 102 − 103 0.3-0.15
4− 10× 103 0.16-0.25
[CI] 609µm/13CO(2-1) 36.6 3− 9× 102 100.5 − 103 4× 103 − 104 0.16-5
4× 104 − 3× 105 1.6-160
HCN(1-0)/HCO+(1-0) 1.23 9× 104 − 2× 105 105 − 102 106 100
HCN(1-0)/CO(1-0) 0.047 1.5− 2× 104 105 − 102 0.9− 1.5× 105 1.6-160
CS(2-1)/CS(1-0) 6.6 3− 5× 104 102 − 105 104 − 2× 105 1.6-40
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Table 10.8: NGC 4945
ratio PDR XDR
n [cm−3] G0 n [cm−3] FX [erg s−1 cm−2]
CO(2-1)/CO(1-0) 6.7 2− 6× 103 104 − 101 102 − 103 0.1-0.04
CO(3-2)/CO(2-1) 2.4 2− 10× 103 104 − 102 102 − 103 1.0-0.01
13CO(2-1)/13CO(1-0) 7.4 4× 103 − 104 104 − 2× 102 102 − 103 0.12-0.03
13CO(3-2)/13CO(1-0) 20.2 5× 103 − 2× 104 104 − 102 102 − 103 0.2-0.1
HCN(1-0)/HCO+(1-0) 0.77 5− 5.5× 104 105 − 102 5× 105 20-160
5− 10× 105 20
1− 3× 106 20-160
HCN(1-0)/CO(1-0) 0.033 1− 1.5× 104 103 − 102 0.6− 1.5× 105 1.6-160
4− 8× 103 104 − 101
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Table 10.9: M 82
ratio PDR XDR
n [cm−3] G0 n [cm−3] FX [erg s−1 cm−2]
CO(2-1)/CO(1-0) 7.7 8− 10× 103 104 − 103 102 − 103 0.15
CO(3-2)/CO(2-1) 3.3 6× 104 − 3× 106 105 − 103 2× 102 − 104 1-10
1− 3× 106 1-4
CO(4-3)/CO(3-2) 2.0 2× 104 − 3× 105 105 − 102 103 − 104 4-0.4
CO(4-3)/CO(1-0) 51.0 2× 104 − 1.5× 105 105 − 102 2× 102 − 104 1.0-0.1
13CO(2-1)/13CO(1-0) 8.9 104 − 3× 106 6× 104 − 6× 103 102 − 103 0.15-0.04
13CO(3-2)/13CO(1-0) 32.4 5× 104 − 3× 106 105 − 5× 104 1.5− 10× 102 1.6-0.2
2.5− 10× 103 0.16-1
HCN(1-0)/HCO+(1-0) 0.55 3− 3.5× 104 105 − 102 4× 105 1.6-160
2− 3× 106 1.6-5
HCN(1-0)/CO(1-0) 0.024 3− 6× 103 104 − 103 0.5− 1× 105 1.6-160
CS(2-1)/CS(1-0) 6.6 3− 5× 104 102 − 105 104 − 2× 105 1.6-40
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Table 10.10: IC 342
ratio PDR XDR
n [cm−3] G0 n [cm−3] FX [erg s−1 cm−2]
CO(2-1)/CO(1-0) 9.5 > 106.5 > 104 102 − 104 0.2
105 − 106.5 1-7
CO(3-2)/CO(2-1) 3.0 3− 8× 104 105 − 102 4× 102 − 104 1-0.3
CO(4-3)/CO(3-2) 2.1 4× 104 − 106 105 − 102 103 − 104 10-2
2− 3× 106 1-2
CO(4-3)/CO(1-0) 60.0 5× 105 − 3× 106 105 − 3× 102 102 − 104 1.0-0.5
2× 106 1.6-3
13CO(2-1)/13CO(1-0) 11.1 - - 102 − 103 0.4-0.1
3− 10× 104 0.16-0.55
105 − 3× 106 1.6-6.5
13CO(3-2)/13CO(1-0) 31.1 5× 104 − 3× 106 105 − 2× 104 1.5− 10× 102 1.6-0.2
2.5− 10× 103 0.16-1
[CI] 609µm/13CO(2-1) 22.2 4.5× 102 − 2× 103 100.5 − 104 5.5× 103 − 104 0.16-1.5
4× 104 − 2× 106 1.6-160
HCN(1-0)/HCO+(1-0) 1.39 1− 2× 105 105 − 102 - -
HCN(1-0)/CO(1-0) 0.059 2− 2.5× 104 105 − 102 1.3− 1.9× 105 1.6-160
CS(2-1)/CS(1-0) 10.05 - - 104 − 3× 106 1.6-160
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Table 10.11: Maffei 2
ratio PDR XDR
n [cm−3] G0 n [cm−3] FX [erg s−1 cm−2]
CO(2-1)/CO(1-0) 9.4 > 106.5 > 104 102 − 104 0.2
105 − 106.5 1-7
CO(3-2)/CO(2-1) 2.9 1− 5× 104 2× 104 − 102 4× 102 − 2× 103 1-0.1
CO(4-3)/CO(3-2) 2.3 1× 105 − 3× 106 105 − 2× 103 1.5− 10× 103 10
104 − 3× 106.5 1-10
CO(4-3)/CO(1-0) 62.8 105 − 3× 106 105 − 103 1.5× 102 − 104 1-0.3
1− 3× 106 1.6-3
13CO(2-1)/13CO(1-0) 11.0 - - 102 − 103 0.4-0.1
3− 10× 104 0.16-0.55
105 − 3× 106 1.6-6.5
13CO(3-2)/13CO(1-0) 1.7 3.5× 103 − 2.5× 104 104 − 102 102 − 103 0.18-0.08
[CI] 609µm/13CO(2-1) 9.33 7.5− 10× 103 104 − 7× 102 1− 3× 106 1.6-7
2− 3× 104 105 − 102
HCN(1-0)/HCO+(1-0) 1.33 1− 2× 105 105 − 102 - -
HCN(1-0)/CO(1-0) 0.047 1.5− 2× 104 105 − 102 0.9− 1.5× 105 1.6-160
CS(2-1)/CS(1-0) >4.32 > 104 102 − 105 104 − 3× 106 1.6-160
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Table 10.12: M 83
ratio PDR XDR
n [cm−3] G0 n [cm−3] FX [erg s−1 cm−2]
CO(2-1)/CO(1-0) 9.0 8× 105 − 3× 106 105 − 103 102 − 104 0.2
1-4
CO(3-2)/CO(2-1) 2.4 2− 10× 103 104 − 102 102 − 103 1.0-0.01
CO(4-3)/CO(3-2) 2.0 2× 104 − 3× 105 105 − 102 103 − 104 4-0.4
CO(4-3)/CO(1-0) 43.2 7× 103 − 4× 104 104 − 102 2× 102 − 2× 103 1-0.1
13CO(2-1)/13CO(1-0) 8.9 104 − 3× 106 6× 104 − 6× 103 102 − 103 0.15-0.04
13CO(3-2)/13CO(1-0) 21.0 6× 103 − 4× 104 104 − 102 102 − 103 0.2-0.1
[CI] 609µm/13CO(2-1) 31.3 4× 102 − 1.5× 104 100.5 − 104 4.5× 103 − 104 0.16-3
4× 104 − 4× 105 1.6-160
HCN(1-0)/HCO+(1-0) 1.40 1− 2× 105 105 − 102 - -
HCN(1-0)/CO(1-0) 0.087 3− 3.5× 104 105 − 102 2× 105 1.6-160
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Table 10.13: NGC 6946
ratio PDR XDR
n [cm−3] G0 n [cm−3] FX [erg s−1 cm−2]
CO(2-1)/CO(1-0) 8.4 2− 6× 105 102 − 105 102 − 104 0.15
CO(3-2)/CO(2-1) 1.6 2− 3× 102 100.5 − 103 1− 5× 102 0.2-0.01
CO(4-3)/CO(3-2) 2.6 - - 1.5− 8× 103 10
104 − 1.5× 105 2-160
CO(4-3)/CO(1-0) 34.3 4× 103 − 2× 104 104 − 102 5× 102 − 103 1-0.1
13CO(2-1)/13CO(1-0) 6.0 1.5− 2× 103 104 − 10 1− 5.5× 102 0.09-0.02
13CO(3-2)/13CO(1-0) 14.8 1.5− 10× 103 104 − 10 102 − 103 0.15-0.06
[CI] 609µm/13CO(2-1) 29.6 4× 102 − 1.5× 104 100.5 − 104 4.5× 103 − 104 0.16-3
4× 104 − 4× 105 1.6-160
HCN(1-0)/HCO+(1-0) 0.83 5.5− 6× 104 105 − 102 6× 105 30-160
6× 105 − 2.5× 106 30-160
HCN(1-0)/CO(1-0) 0.023 3− 6× 103 104 − 101 0.5− 1× 105 1.6-160
CS(2-1)/CS(1-0) 2.67 < 103? - 5× 104 − 2× 105 1.6-30
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Table 10.14: M 51
ratio PDR XDR
n [cm−3] G0 n [cm−3] FX [erg s−1 cm−2]
CO(2-1)/CO(1-0) 8.7 2× 105 102 − 105 102 − 104 0.15
CO(3-2)/CO(2-1) 3.4 2× 105 − 3× 106 105 − 103 2× 102 − 104 1-10
2× 105 − 3× 106 1-6
CO(4-3)/CO(3-2) 1.1 5× 102 100.5 − 103 1− 7× 102 0.3-0.01
CO(4-3)/CO(1-0) 31.3 3× 103 − 2× 104 104 − 102 102 − 103 1-0.1
13CO(2-1)/13CO(1-0) 9.1 104 − 3× 106 105 − 2× 104 102 − 103 0.15-0.04
13CO(3-2)/13CO(1-0) 27.0 104 − 3× 106 105 − 2× 103 102 − 103 0.3-0.15
4− 10× 103 0.16-0.25
[CI] 609µm/13CO(2-1) 19.9 7× 102 − 3× 103 100.5 − 104 7− 10× 103 0.16-1
6× 104 − 1.5× 106 1.6-160
HCN(1-0)/HCO+(1-0) 1.15 8− 10× 104 105 − 102 106 90
HCN(1-0)/CO(1-0) 0.056 1.8− 2.2× 104 105 − 102 1.2− 1.5× 105 1.6-160
CS(2-1)/CS(1-0) >7.2 > 104 102 − 105 104 − 3× 106 1.6-160
