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Разработан метод расчета функций принадлежности 
для заданных лингвистическими термами факторов влияния
на размещение публикации на колонке газетного издания.
The method of calculating membership functions for given 
linguistic terms set of factors influence the placement 
of newspaper publication into printed editions.
Постановка проблеми
При проектуванні макету
шпальти періодичного газетно
го видання дизайнероформлю
вач зіштовхується з проблемою
врахування цілого ряду множи
ни факторів. Складність зазна
ченого процесу зумовлена знач
ною кількістю факторів та різно
маніттям їх типів. Вибір значень
факторів передбачає використан
ня попередньо набутого досві
ду, дотримання встановлених
правил і законів для надання пе
ріодичному виданню найбільш
цілісного та привабливого вигля
ду. Фактори розміщення публі
кації задаються у різних квалі
метричних шкалах, причому ча
сто в якісному, словесному виді.
Для обробки якісних (нечислових
і нечітких) знань, що задаються
природною мовою, служить те
орія нечітких множин. Матема
тична теорія нечітких множин
(fuzzy sets) і нечітка логіка (fuzzy
logic) є узагальненнями класич
ної теорії множин і класичної
формальної логіки. Ці поняття
були вперше запропоновані
американським вченим Лотфі
Заде в 1965 р. Основною причи
ною появи теорії стала наявність
нечітких та наближених мірку
вань при описі людиною проце
сів, систем, об’єктів.
Характеристикою нечіткої мно
жини є функція належності. Кри
терієм належності до нечіткої
множини S прийнято величину
μS(u), яка уособлює собою уза
гальнене поняття характерис
тичної функції звичайної множи
ни. Відтак нечіткою множиною S
називають множину впорядко
ваних пар вигляду S = {μS(u)/u},
μS(u) ∈ [0, 1]. Значення μS(u) = 0
означає відсутність приналеж
ності до множини, 1 — повну при
належність, а при 0 < μS(u) < 1
елемент деяким чином нале
жить множині S. 
Для опису нечітких множин
вводиться поняття нечіткої і
лінгвістичної змінної. Значення
ми нечіткою змінної можуть бути
поняття (фрази) звичайної мо
ви, які відображають об’єкти і
явища навколишнього світу за
допомогою нечітких множин.
Нечітка змінна описується набо
ром (N, S, U), де N — назва
змінної, S — універсальна мно
жина (область міркувань), U —
нечітка множина на S. Значення
ми лінгвістичної змінної можуть
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бути нечіткі змінні, тобто лінг
вістична змінна знаходиться на
більш високому рівні, ніж нечітка
змінна. Кожна лінгвістична змін
на визначається набором влас
тивостей (X, T(X), U, G, M), у яко
му: 
— Х — назва змінної; 
— Т(Х) визначає терммно
жину змінної Х, тобто множину
назв її лінгвістичних значень.
Причому кожне з таких значень є
нечіткою змінною , що нале
жить універсальній множині U з
базовою змінною u; 
— G — синтаксичне правило,
яке формує назву значень
змінної Х; 
— M — семантичне правило,
яке ставить у відповідність кож
ній нечіткій змінній її значення 
M( ). M( ) нечітка підмножина
універсальної множини S.
Визначена назва , яка
сформована синтаксичним пра
вилом G, називається термом.
Терм, що складається з одного
слова або з декількох слів, зав
жди фігурують разом один з од
ним, називаються атомарним
термом. Терм, що складається
більш як одного атомарного
терма, називається складеним
термом [2, 8].
Мета роботи
Нехай X — лінгвістична змін
на, якою описується фактор ма
кету шпальти газетного видан
ня, визначена на універсальній
множині U. Для оцінки змінної X
використовується терм S*, який
задається нечіткою множиною у
вигляді сукупності пар:
де ui ∈ U — універсальна мно
жина, на якій задається нечітка
множина, S* ⊂ U; μS(ui) — сту
пінь належності елемента ui до
нечіткої множини S*.
Необхідно визначити значен
ня μS(ui) для всіх . Сукуп
ність цих значень буде утворю
вати функцію належності.
Результати проведених 
досліджень
Метод, що пропонується для
розв’язку задачі, ґрунтується на
ідеї розподілу ступенів належ
ності елементів універсальної
множини відповідно до їх рангів.
Ця ідея вже використовувалася
раніше в теорії структурного
аналізу систем [3], де розгляда
ються різні способи визначення
рангів елементів.
В нашому випадку під рангом
елемента ui будемо розуміти
число rS(ui), що характеризує
важливість (або вагу) цього еле
мента у формуванні властивості,
яка описується нечітким термом
S. Припустимо також, що має міс
це правило: чим більший ранг
елемента, тим більша ступінь
його належності.
Для наглядності надалі вве
демо позначення
rS(ui) = ri, μS(ui) = μi, .
Правило розподілу ступенів
належності задамо у вигляді:
відношення рангу елемента ui до
його ступеню належності є ста
лою величиною; додатково ви
користаємо умову нормування
ступенів належності елемента.
(1)
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Використавши співвідношен
ня, можна легко визначити сту
пінь належності всіх елементів
універсальної множини через
ступінь належності опорного
елемента. Якщо візьмемо за
опорний елемент ui ∈ U із належ
ністю μi, то отримаємо
(2)
З огляду на умови нормуван
ня, із співвідношень (2) знаходи
мо
(3)
Одержана формула дає мож
ливість обчислити ступені на
лежності μS(ui) елементів ui ∈ U
до нечіткого терму S двома не
залежними шляхами:
1) за абсолютними оцінками
рівнів , що визначають
ся за методиками, запропоно
ваними у теорії структурного
аналізу систем [3]. Для експерт
них оцінок рангів можна скорис
татися дев’ятибальною шкалою
(1 — найнижчий ранг, 9 — найви
щий ранг);
2) за відносними оцінками 
рангів , що ут
ворюють матрицю
(4)
Матриця А володіє наступни
ми властивостями:
a) є діагональною, тобто aij = 1
;
б) елементи, симетричні від
носно головної діагоналі, пов’я
зані залежністю: ;
в) матриця А є транзитивною,
іншими словами aik ·akj = aik, оскіль
ки .
Зазначені властивості дають
можливість через відомі еле
менти одного рядка матриці А
знаходити елементи інших ряд
ків. Наприклад, якщо відомий kий
рядок, тобто елементи akj, то
шуканий елемент aij знаходять із
співвідношення:
, для усіх . (5)
Оскільки матриця (4) може
бути інтерпретована як матриця
парних порівнянь рангів, то для
експертної оцінки елементів цієї
матриці можна використати шка
лу Сааті [6, 7]. Тому шкала фор
мулюється наступним чином:
Таким чином, за допомогою
отриманих формул (4) експертні
знання про ранги елементів або
їх парні порівняння перетворю
ються у функцію належності не
чіткого терму.
Для реалізації запропонова
ного методу необхідно виконати
такі дії.
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1. Задати лінгвістичну змінну
Х.
2. Визначити універсальну
множину, на якій задається змін
на х.
3. Задати сукупність нечітких
термів S1, S2, ..., Sn, що викори
стовуються для оцінки змінної х.
4. Для кожного терму 
утворити матрицю A (4).
Користуючись формулами (3),
обчислити елементи функцій
належності для кожного терму.
Нормування отриманих функцій
здійснюється шляхом ділення на
найбільші ступені належності.
Використовуючи наведений
метод побудуємо функцію належ
ності для всіх нечітких термів, за
допомогою яких оцінюються тер
мінальні вершини дерева вис
новку [1]. Побудову функцій на
лежності необхідно здійснити
для усіх рівнів дерева висновку:
параметрів матеріалу публікації,
характеристик шпальти газети
параметрів, динамічної взаємо
дії матеріалу зі шпальтою. Мето
дику побудови функції належ
ності докладно проілюструємо
для одного з факторів.
Фактор v3 — кількість коло
нок розверстки матеріалу. Цей
фактор визначений на універ
сальній множині U(v3) = {u1 —
одна колонка; u2 — дві колонки;
u3 — три колонки; u4 — чотири
колонки; u5 — п’ять колонок;}.
Для лінгвістичної оцінки фак
тора v3 використаємо сукупність
нечітких термів: T(v3) = < мала,
нижче середнього, середня, ви
ще середнього, велика >.
Для фактору наведемо мат
рицю, що відображає парні по
рівняння оцінок кількості коло
нок розверстки матеріалу з огля
ду близькості до терму «мала». 
(6)
При утворенні матриці екс
пертно визначався лише п’ятий
рядок, інші елементи обчислю
ються, виходячи з таких власти
востей:
aii = 1; .
На основі властивості «мала
кількість колонок розверстки
матеріалу» одна колонка (u1) аб
солютно переважає п’ять коло
нок (u5). Звідси елемент а51 ма
триці А низька (v3) рівняється
дев’ять (а51 = 9). З тієї ж причи
ни дві колонки (u2) явно перева
жає п’ять колонок (u5), і тому
елемент а52 рівняється сім (а52 =
= 7).
Аналогічно отримуємо, що
а53 = 5, а54 = 3, а55 = 1. Це за
свідчує, що за ознакою «мала
кількість колонок» мають місце
наступні переваги: три колонки
(u3) істотно переважають п’ять
(u5), чотири (u4) мінімально пе
реважають п’ять (u5), а для п’яти
колонок немає переваги.
Аналогічно визначаємо, що
всі діагональні елементи матри
ці А рівняються одиниці і має
місце рівність а11 = а22 = а33 =
= а44 = а55 = 1.
Далі, оскільки відомі елемен
ти п’ятого рядка матриці А, тому
довільний елемент aij перших
чотирьох рядків знаходимо із
формули
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Скориставшись цим, для пер
шого рядка отримаємо: 
a12 =7/9; а13 =5/9;
а14 = 3/9; а15 = 1/9. 
Для другого, третього і четвер
того рядка аналогічно одержи
мо: 
а21 =9/7; а23 =5/7; 
а24 = 3/7; а25 = 1/7.
а31 =9/5; а32 =7/5; 
а34 = 3/5; а35 = 1/5.
а41 =9/3; а42 =7/3; 
а43 = 5/3; а45 = 1/3.
Використавши співвідношен
нями (4), отримаємо ступені на
лежності елементів u1 ÷ u5 терму
«мала»:
Для термів «нижче середньо
го», «середня», «вище середньо
го», «велика» матриці парних
порівнянь визначаються ана
логічно.
(7)
(8)
(9)
(10)
Використавши співвідношен
ня (4) до матриці (7) отримаємо:
μнижче середнього(u1) = 0,226;
μнижче середнього(u2) = 0,29; 
μнижче середнього(u3) = 0,226;
μнижче середнього(u4) = 0,16; 
μнижче середнього(u5) = 0,09.
З матриці (8) аналогічно одер
жимо:
μсередня(u1) = 0,15; 
μсередня(u2) = 0,22; 
μсередня(u3) = 0,27; 
μсередня(u4) = 0,22; 
μсередня(u5) = 0,15.
З матриці (9) одержимо:
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μвище середнього(u1) = 0,097; 
μвище середнього(u2) = 0,16; 
μвище середнього(u3) = 0,023; 
μвище середнього(u4) = 0,29; 
μвище середнього(u5) = 0,23.
З матриці (10) одержимо:
μвелика(u1) = 0,04; 
μвелика(u2) = 0,12; 
μвелика(u3) = 0,20; 
μвелика(u4) = 0,28; 
μвелика(u5) = 0,36.
Отримані значення функцій
належності приведені до нормаль
ного вигляду діленням на найбіль
ший ступінь належності. У підсум
ку виокремленні рівні кількості
колонок розверстки матеріалу
можуть бути подані наступними
нечіткими терммножинами:
— кількість колонок розвер
стки матеріалу «мала» = 
— кількість колонок розвер
стки матеріалу «нижче серед
нього» = 
— кількість колонок розвер
стки матеріалу «середня» = 
— кількість колонок розвер
стки матеріалу «вище середньо
го» = 
— кількість колонок розвер
стки матеріалу «велика» = 
Функція належності лінгвістичної змінної «Кількість колонок 
розверстки матеріалу»
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Наведені нечіткі множини про
ілюстровано графіками, пода
ними на рисунку. 
Висновки 
Для якісно заданих факторів
здійснено розрахунок функцій
належності для заданих лінгві
стичними термами факторів
впливу на розміщення публікації
на шпальті газетного видання.
Методику побудови функцій на
лежності проілюстровано для
лінгвістичної змінної «Кількість
колонок розверстки матеріалу».
Запропонована процедура по
будови функцій належності на
дасть можливість в подальшому
кількісно оцінювати якісні пара
метри розміщення матеріалу
публікації на шпальті газети для
автоматизації процесу макету
вання періодичного видання.
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