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ABSTRACT 
 
Seismic site response analysis is commonly used to predict ground response due to local 
soil effects. Advancements in the knowledge of shear-induced excess pore pressure generation 
has led to the development and implementation of pore pressure response models for site 
response analysis with effective stress consideration. This thesis chiefly regards the further 
development of an inverse analysis procedure to extract dynamic soil behavior and pore pressure 
response from downhole array measurements. 
Downhole arrays are increasingly being deployed to measure motions at the ground 
surface and within the soil profile, with some arrays instrumented to measure the pore pressure 
response throughout the soil profile. The measurements from these arrays provide valuable data 
to validate site response analysis models and also to reveal the coupled soil behavior and pore 
pressure response during seismic excitation. However, the current approaches do not fully 
benefit from the downhole array measurements. Once the prediction is different from the 
measurements, site response analysis models cannot be readily calibrated to match field 
measurements. Early developments in inverse analysis schemes allowed for the identification of 
soil properties from downhole array measurements, but the identified parameters could not be 
readily integrated into a material constitutive model for future use in site response analysis. 
Recent development of an inverse analysis algorithm, Self-learning Simulations (SelfSim), 
integrated field measurements with site response analysis to capture the measured ground 
response while extracting the underlying soil behavior under total stress consideration. 
This research extends the SelfSim inverse analysis algorithm to effective stress 
consideration by including measurements of both motions and pore pressure response from 
downhole arrays. The extended framework is able to gradually capture the measured global 
iii 
response while simultaneously extracting the underlying soil behavior and pore pressure 
response. When used in site response analysis, the resulting soil model and pore pressure 
response model provide correct ground motion and pore pressure response throughout the soil 
profile. The extracted soil behavior and pore pressure response can be enhanced using additional 
field measurements. The algorithm is verified with four synthetic downhole array recordings and 
is also applied to downhole array recordings from the Imperial Valley Wildlife Liquefaction 
Array. The extracted soil behavior is compared with laboratory measurements and is used to 
identify the effects of excess pore pressures, number of loading cycles, and loading rate on soil 
behavior. The extracted pore pressure response is compared with current pore pressure response 
models employed in seismic site response simulation to assess the validity of such models. 
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CHAPTER 1 - INTRODUCTION 
Observations from earthquakes over the past several decades have highlighted the 
importance of local site conditions on propagated ground motions. Understanding of local site 
conditions is necessary for interpretation of propagated ground motions and estimating seismic 
hazard at a site. Strong motion records from many earthquakes including the 1989 Loma Prieta, 
1994 Northridge, and 1999 Chi-Chi events show significant differences between soil sites and 
nearby rock site responses. The 1985 Mexico City earthquake showed that soft soils can amplify 
ground motions and result in significant damage even at large distances from the earthquake 
source 
Site response analysis models are used to evaluate seismic site response at a site 
including acceleration, velocity and displacement at ground surface and within the soil column. 
The applicability of these models highly depends on both the representation of cyclic soil 
behavior and pore pressure response. Laboratory tests are often used to measure dynamic soil 
behavior and pore pressure response which are then used to develop cyclic soil constitutive and 
pore pressure response models for site response analysis. However, the loading paths from lab 
tests can be significantly different from those experienced by the soil in the field and are not 
necessarily representative of anticipated response. 
Significant investments in downhole arrays have been and continue to be made to 
measure motions at the ground surface and within the soil profile, with additional pore pressure 
data measured throughout the same profile in some arrays. The measurements from these arrays 
are typically employed through inverse analysis techniques to (a) validate site response analysis 
models, and (b) interpret the underlying soil behavior. Inverse analysis techniques typically focus 
on one of these aspects while neglecting the other. The recent development of an inverse analysis 
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algorithm, Self-learning Simulations (SelfSim), integrated boundary measurements with 
numerical analysis to provide better predictions of global measurements while extracting the 
underlying material behavior. SelfSim has previously been applied to integrate downhole array 
measurements of motion with site response analysis to predict global measurements while 
extracting the underlying cyclic soil behavior under total stress consideration. The availability of 
pore pressure measurements from downhole arrays offers a unique opportunity to evaluate the 
coupled soil behavior and pore pressure response of soil profiles during earthquake shaking  
This research extends the application of the SelfSim framework to effective stress 
consideration. The approach integrates seismic site response analysis and boundary 
measurements of motions and pore pressure response from downhole arrays to provide better 
predictions of these measurements while extracting the underlying cyclic soil behavior and pore 
pressure response. The resulting material models can then be used in the analysis of new 
boundary value problems and the extracted data can provide insight of the coupled soil behavior 
and pore pressure response. The extension of SelfSim to effective stress consideration improves 
the accuracy of site response analyses and allows for the extraction of in-situ soil behavior and 
pore pressure response. 
 
1.1 Extension of SelfSim to include pore pressure response 
CHAPTER 2 presents a literature review on current modeling approaches of site 
response, including equivalent linear frequency domain and nonlinear time domain analysis 
procedures. Soil constitutive models and pore pressure generation models which govern the site 
response analysis results are also described. The limitations of the current procedures to obtain 
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soil behavior for development of soil constitutive models and pore pressure response for 
development of pore pressure response models by means of laboratory testing or downhole array 
measurements are discussed. 
CHAPTER 3 describes the extension of SelfSim to include pore pressure response 
recordings in the inverse analysis framework. In order to implement the SelfSim algorithm for 
seismic site response with inclusion of pore pressure response, the following is needed: 
1. A NN material model architecture that is capable of representing pore pressure 
response, 
2. A NN material model architecture that is capable of representing cyclic soil behavior 
as affected by the pore pressure response, and 
3. A methodology for cases where measured motions and pore pressure response are co-
located in the soil profile. 
CHAPTER 4 applies the extended SelfSim framework to several synthetic downhole 
array recordings to demonstrate the capability of the framework to gradually learn global 
measurements and extract the correct soil behavior and pore pressure response. 
 
1.2 Application of SelfSim to real downhole arrays 
CHAPTER 5 applies SelfSim to real downhole array recordings from the Imperial Valley 
Wildlife Liquefaction Array. The chapter demonstrates that SelfSim is not only capable of 
predicting field measurements, but the developed neural network material models can be further 
used to accurately predict ground response to future events. Additionally, the extracted data 
provides the opportunity to gain insight into true soil behavior and pore pressure response. The 
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effects of excess pore pressure, number of cycles, and loading rate on dynamic soil behavior are 
explored. The pore pressure response is evaluated and compared with current pore pressure 
response models employed in site response simulations. 
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CHAPTER 2 - SEISMIC SITE RESPONSE MODELING 
 
2.1 Introduction 
Seismic events occur along faults when tectonic movement of the earth's crust causes the 
fault to rupture. Upon initiation of rupture, the stored energy is radiated from the fault in the 
form of seismic waves which propagate through the earth. These waves travel along paths 
governed by the characteristics of the medium through which the waves propagate and arrive at 
sites on the ground surface (Figure 2-1). Thus, the ground motion recorded at a site is dependent 
on the source mechanism, characteristics of the path media, and local site effects due to the 
natural topography, geology, and geotechnical properties of the site. The variation of these 
components can produce different characteristic motions even at neighboring sites. Local site 
effects primarily contribute to the characteristic ground motion, and knowledge of these motions 
is critical in the design of structures. Hence a number of analytical models and computational 
procedures have been developed to predict and evaluate site response due to seismic excitation.  
This chapter presents a review of the current methods for modeling the seismic site 
response of soil deposits. To characterize dynamic soil behavior, cyclic soil constitutive models 
and pore pressure response models are developed from observation of laboratory test results. The 
developed models are then implemented in a site response analysis model to predict the site 
response. These conventional material models are fixed and difficult to adjust. Once the 
predicted response is different from the measured response, those models cannot be readily 
calibrated. 
 
6 
2.2 Cyclic soil behavior and pore pressure response 
Site response analysis requires knowledge of soil material properties and characterization 
of the dynamic soil behavior. Soil behavior is nonlinear when shear strains exceed a threshold 
value of ~10
-5
 (Hardin and Drnevich 1972b). Additionally, excess pore pressures are typically 
generated when shear strains exceed a threshold value of ~10
-4
 for saturated sands, or ~10
-3
 for 
saturated clays (Vucetic 1992) and cause the degradation of soil stiffness and strength. The 
nonlinear behavior of soil is a governing factor in ground motion propagation. Thus, site 
response analysis requires the implementation of reliable material models which can characterize 
the nonlinear soil behavior especially if shear strains are expected to exceed threshold values. 
Such models are typically developed based on the results of laboratory tests and, to a lesser 
extent, on field measurements. 
2.2.1 Laboratory testing to evaluate cyclic soil properties and pore pressure response 
Laboratory testing is the most direct method to obtain cyclic soil properties and to 
observe the pore pressure response of soils. The applicability of laboratory test results in 
characterizing soil behavior is highly dependent on how well the laboratory test can duplicate the 
in-situ loading conditions. In the field, soil is assumed to be in the at-rest condition prior to 
seismic excitation. During seismic excitation, vertically propagating shear waves produce 
irregular cyclic shear stresses on the horizontal and vertical planes (Figure 2-2). If the ground 
surface is horizontal the major and minor principal stresses act on the vertical and horizontal 
planes, and the principal planes slightly rotate due to the induced shear stresses. When coarse-
grained soils are cyclically loaded in the drained condition, cyclic shearing of the soil results in 
cyclic densification as illustrated in Figure 2-3. When the soil is cyclically loaded in the 
undrained condition, the volume change tendency of the soil results in a portion of the overlying 
load to be transferred to the incompressible pore fluid producing excess pore pressures. These 
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excess pore pressures accumulate as the cyclic loading of the soil continues. In the field, the 
duration of dynamic loading is assumed to be short enough that the soil exhibits an undrained 
response.  
Cyclic triaxial, cyclic direct simple shear, and cyclic torsional shear tests are the three 
main lab tests employed to measure soil dynamic properties. Each test imposes slightly different 
stress conditions on the test specimen and thus can yield different testing results. In this section, 
the capabilities of these tests in representing the field condition are ascertained. 
The cyclic triaxial test applies a cyclic deviator stress to the test specimen producing 
stress states typical to those illustrated in Figure 2-4. The stresses acting on a plane oriented at 
45° through the specimen is similar to those acting on a horizontal plane during seismic 
excitation (Figure 2-2). However, during each cycle of loading the orientation of the principal 
planes rotates instantaneously by 90° in contrast to the rotation which occurs in the field. 
The cyclic direct simple shear test applies cyclic horizontal shear stresses to the top or 
bottom of the test specimen, producing deformations similar to those experienced in the field. As 
the specimen is cyclically sheared, the orientation of the major principal stresses gradually 
rotates similar to the field condition. However, the lateral constraint of the specimen implies that 
the moment caused by the horizontal shear stress be balanced by non-uniformly distributed shear 
and normal stresses because no complementary shear stresses are imposed on the vertical sides. 
The cyclic torsional shear test is designed to excite one end of a confined cylindrical soil 
specimen. It has the advantages of being able to subject the specimen to large shear strains and 
also in simulating the gradual rotation of the principal planes. A resonant column test can be 
performed by torsionally exciting the specimen in a fundamental mode of vibration. Once the 
8 
fundamental mode of resonance frequency is established, measurements are made of the 
resonance frequency and amplitude of vibration from which wave propagation velocities and 
strain amplitudes are calculated using the theory of elasticity. A disadvantage of the test is that 
loading of a solid cylindrical specimen in torsion produces a radial non-uniform distribution of 
shear strains from zero at the centerline of the specimen to maximum at the outer edge.  
Though laboratory tests are the most direct method to observe soil behavior, the observed 
behavior from laboratory test results are not necessarily representative of the in-situ soil. Cyclic 
triaxial tests are relatively easy to perform, but cyclic direct simple shear and cyclic torsional 
shear tests are more representative of the true loading conditions of the in-situ soil subjected to 
seismic excitation. However, these cyclic tests typically subject the test specimen to harmonic 
loading while the in-situ soil is subjected to irregular cyclic loading. Accurate assessment of 
cyclic soil properties and behavior requires that the test specimens be samples of high quality. 
Obtaining undisturbed samples of high quality is often difficult and costly, especially for 
cohesionless soil. 
2.2.2 System identification to evaluate cyclic soil behavior 
Downhole arrays are deployed to obtain critical information in the study of actual soil 
behavior and local site effects during seismic events. Downhole arrays typically consist of a 
combination of accelerometers and piezometric sensors installed at selected depths throughout 
the soil profile (Figure 2-5). The records from these arrays are becoming the basis for 
verification of simulation models as well as the development of model calibration tools (Zeghal 
and Elgamal 2000). System identification approaches which employ downhole array 
measurements to characterize soil behavior can typically be grouped into non-parametric and 
parametric identification approaches.  
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Non-parametric system identification approaches model a system directly with its 
responses. To estimate seismic shear stress and shear strain time histories from downhole array 
measurements, Zeghal and Elgamal (1993) and Zeghal et al. (1995) employed a linear 
interpolation approach. Using this approach, the shear stress between two points of measurement 
can be obtained as: 
        
         
 
           
   
   
 
(2-1) 
where   is the material density,    is the measured acceleration, and    is the distance between 
measurements. A corresponding second-order shear strain can be determined by the absolute 
displacement recorded from a downhole array (Pearson 1986) as: 
      
 
         
          
     
   
           
   
     
 
(2-2) 
where   is the displacement obtained from double integration of the acceleration record. 
Estimation of the shear stress and shear strain time histories allows for the general 
characterization of soil behavior by observing the developed cyclic stress-strain behavior and, 
when pore pressure recordings are available, the effective stress path. Using this approach, 
Zeghal et al. (1995) identified the reduction of shear stiffness of the soil at large shear strains and 
large excess pore pressures. However, the linear interpolation approach only provides an average 
of the soil behavior between the points of measurement. Thus, the accuracy of the estimated 
behavior is governed by the spacing of the accelerometers which is typically very large in 
downhole arrays. Other trigonometric interpolation approaches have also been employed with 
downhole array measurements. Davis and Berrill (1998) proposed the use of cosine series for 
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interpolation of both displacements and accelerations, in which the accuracy of the interpolation 
is governed by the selected wave number of the cosine series.  
Parametric system identification approaches model a system assuming an underlying 
mathematical relationship associated with selected parameters. Such approaches employed with 
downhole array measurements include the time domain method (Glaser and Baise 2000) and 
frequency domain method (Elgamal et al. 2001; Harichance et al. 2005). These methods provide 
better estimates of cyclic soil properties such as shear stiffness and damping ratios when 
compared to the non-parametric approach, but are still limited in capability. The frequency 
domain method can identify the equivalent shear stiffness and damping of the system for any 
level of dynamic excitation, but cannot identify the variation of these parameters in time. The 
time domain method can identify the variation of shear stiffness and damping ratio in time, but 
the time-varied parameters cannot be readily integrated into a material constitutive model for 
future use in site response analysis. 
Downhole array data has similarly been used to find correlations in pore pressure 
response of soils, as well as to provide a check on the accuracy of site response analysis models. 
Using data obtained from the Lotung downhole array, Davis and Berrill (2001) obtained good 
agreement between measured and calculated values of pore pressures via correlation of 
dissipated energy densities. Matasovic (1993) evaluated the D-MOD site response analysis 
program and implemented cyclic-strain-based pore pressure generation model using data from 
the Imperial Valley Wildlife Liquefaction Array for comparison. Although there were 
differences between the computed values and measurements, the initial generation of excess pore 
pressures as well as the initiation of substantial generation of excess pore pressures was captured 
well.  
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Downhole arrays provide a unique opportunity to understand true soil behavior and pore 
pressure response during seismic events. A number of approaches have been developed to 
evaluate soil behavior from downhole array measurements. Current system identification 
approaches fall chiefly into two categories. Non-parametric system identification approaches 
provide insight into the general nature of dynamic soil behavior, but the behavior is only an 
average estimation between two points of measurement. Parametric approaches can provide 
better estimates of soil dynamic properties, but these parameters cannot be readily integrated into 
a material constitutive model for further use in site response analysis. While pore pressure 
measurements from downhole arrays can be used for purposes of comparison or correlation, 
there remains to be developed a practical method of developing a pore pressure response model 
from the field measurements. 
2.2.3 Interpreted soil behavior 
Figure 2-6 illustrates the typical response of a soil sample tested under cyclic loading. 
The maximum shear modulus attained during a loading cycle is defined as Gmax, or G0 for the 
initial shear modulus of the soil. The secant shear modulus represents the average shear modulus 
for a given load cycle and is defined as Gsec or G. The area enclosed by the hysteresis loop - A in 
Figure 2-6 - corresponds to the amount of energy dissipated during the loading cycle, Wd. The 
secant shear modulus and dissipated energy vary as a function of cyclic shear strain amplitude. 
 Cyclic soil behavior is typically represented in the form of normalized shear modulus 
reduction and damping ratio curves (Figure 2-7). The normalized shear modulus is the secant 
shear modulus normalized by the maximum or initial shear modulus. The damping ratio 
expresses the current level of damping as a proportion of critical damping and is related to the 
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energy dissipated by the system and the energy stored in the system. The damping ratio is 
calculated as: 
  
 
   
 
(2-3) 
where A is the energy dissipated in one cycle of loading, and B is the strain energy stored in the 
system (Figure 2-6). 
As cyclic shear strains increase, soil behavior becomes increasingly nonlinear. The 
normalized shear modulus decreases and the damping ratio increases with increasing cyclic shear 
strain. The normalized shear modulus reduction and damping curves are suitable for representing 
nonlinear soil behavior for many practical purposes. Environmental loading factors which 
influence soil behavior have been summarized by Hardin and Drnevich (1972a) and Dobry and 
Vucetic (1987). The main factors that influence the shear modulus reduction and damping ratio 
include: (1) confining pressure, (2) over-consolidation ratio, (3) plasticity index, (4) number of 
loading cycles, and (5) shear strain amplitude. Several shear modulus reduction and damping 
curves have been developed to characterize cyclic soil behavior for a wide range of soil types 
(Seed et al. 1986; Vucetic and Dobry 1991) and to include environmental loading factors 
(Darendeli 2001). 
 
2.3 Cyclic soil constitutive model 
The continued development and increased application of modern computer-based 
analysis techniques such as finite element, finite difference, and boundary integral methods has 
greatly facilitated the numerical solution of complex boundary value problems. However, the 
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numerical solution is only valid if the material behavior of the system is realistically simulated. 
Material behavior is represented by a material constitutive model which relates shear stress to 
shear strain. 
Development of a material constitutive model for soil is a challenging task. A simplified 
representation of the soil behavior is typically necessary for site response analysis. It is rarely 
possible to perform laboratory tests of high-quality on in-situ soil samples, and the laboratory 
tests subject the soil to only a limited variation of loading conditions. Thus, it is difficult to 
accurately estimate complex soil behavior. Additionally, the variation of soil properties in the 
field is large and cannot be represented using the results of only select soil samples. Such 
difficulties have required simplifications of the soil behavior and the use of linear viscoelastic 
soil models or simple shear soil models in site response analysis. 
2.3.1 Linear viscoelastic model 
The simplest form of constitutive law used in modeling dynamic response of geologic 
materials is the linear viscoelastic model as noted by Tsai (2007). The linear viscoelastic model 
models the material as a spring and dashpot in parallel, also known as the Kelvin-Voigt model. 
The shear stress is calculated as: 
         (2-4) 
where G is the shear modulus of the spring and  is the viscosity of the dashpot.  
The linear viscoelastic model is valid only for limited applications in which the induced 
shear strain amplitude is small. Such applications include the propagation of weak ground 
motions through soil, or propagation of motions through very stiff material such as rock. 
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2.3.2 Nonlinear simple shear model - total stress consideration 
Cyclic simple shear models relate the horizontal shear stress to the induced horizontal 
shear strain. These models are acceptable approximations in 1D site response analysis where 
horizontal shear waves propagate vertically. Nonlinear simple shear models consist of (1) 
definition of the backbone curve, and (2) rules to characterize unloading and reloading behavior. 
The backbone curve represents the shear stress-strain relationship for initial loading, 
which defines the nonlinear soil behavior. One of the earliest constitutive relations developed is 
the Kondner-Zelasko (KZ) model (Kondner and Zelasko 1963) which uses a hyperbolic function 
simply relating shear stress to shear strain as: 
  
   
  
   
  
 
   
  
 
  
 
(2-5) 
which provides the shear modulus reduction curve as 
 
  
 
 
  
   
  
 
 
  
 
  
 
(2-6) 
where   = shear stress,   = shear strain,    = initial shear modulus,    = shear strength, and    is 
a reference shear strain equivalent to      . The reference shear strain is the shear strain at 
which failure would occur if a soil were to behave elastically. Alternatively from Equations (2-5) 
and (2-6), the reference shear strain is the shear strain at which        and         . 
Equations (2-5) and (2-6) show that    is the only modifiable parameter and that 
changing this parameter has two effects: (1) it sets the limit of Equation (2-5) to          , 
and (2) it translates the      curve of Equation (2-6) along the  -axis. While praised for its 
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simplicity, the KZ model was often criticized for its inability to accurately model small-strain 
soil behavior since the shape of the      curve is fixed. 
To improve small-strain accuracy, Matasovic and Vucetic (1995) introduced two new 
curve fitting parameters,   and  , to create a Modified Kondner-Zelasko (MKZ) model: 
  
   
    
   
  
 
  
   
    
 
  
 
  
(2-7) 
which provides the shear modulus reduction curve as 
 
  
 
 
    
   
  
 
  
 
    
 
  
 
  
(2-8) 
where   and   are non-zero positive values. 
The original K-Z model can be obtained by setting   = 1 and   = 1 in Equations (2-7) and 
(2-8). Perhaps the most important feature of the MKZ model is the addition of the   parameter 
which allows for the shape of the      curve to be modified to improve the modeling of small-
strain behavior. However, when a value of   < 1 is selected, the limit on   is removed and it is 
possible to obtain          , i.e. the shear strength of the soil can be exceeded. In some site 
response analysis programs the shear stress is capped such that          . 
Hashash et al. (2000) further modified the MKZ model to account for the influence of 
large confining pressures on strain-dependent modulus reduction and damping of soil. The 
applicability of the cyclic nonlinear model is generally restricted to a narrow range of initial 
conditions and stress paths. Other expressions (e.g. the Ramberg-Osgood model) can also be 
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used to describe the backbone curve. Equations (2-7) and (2-8) are applicable under the 
assumption that there is no generation of excess pore pressure (i.e. total stress consideration). 
The second part of simple shear models consists of rules to characterize unloading and 
reloading behavior. The Masing criteria (Masing 1926) and extended Masing criteria (Pyke 
1979; Vucetic 1990) are commonly used to define unloading-reloading criteria and behavior 
under general cyclic loading conditions (Figure 2-8). The Masing criteria and extended Masing 
criteria are the following: 
1. For initial loading, the stress-strain curve follows the backbone curve. 
2. The unloading and reloading curve can be defined using the backbone curve as: 
      
 
     
      
 
  (2-9) 
where      is the shear stress at reversal,      is the shear strain at reversal, and     is 
the backbone curve function. 
3. If the unloading and reloading curve exceeds the maximum past shear strain and 
intersects the backbone curve, it follows the backbone curve until the next shear stress 
reversal. 
4. If an unloading or reloading curve crosses an unloading or reloading curve from the 
previous cycle, the stress-strain curve follows that of the previous cycle. 
Criteria 1 and 2 describe the Masing criteria. Models that follow the four criteria are referred to 
as extended Masing models. Recent models, such as the MRDF model proposed by Phillips and 
Hashash (2009), modify the unloading-reloading rule of Criteria 2 to better represent the 
hysteretic damping of soil while still following Criteria 1, 3, and 4. 
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In cyclic simple shear models, cyclic soil stress-strain behavior is represented by the 
backbone curve and implementation of unloading-reloading rules. The equivalent shear modulus 
degradation and damping curve is usually calculated using constructed stress-strain hysteresis 
loops and then compared with the target curves obtained from lab tests or system identification 
procedures as shown in Figure 2-7. Shear modulus reduction and damping curves are simplified 
ways to represent complex soil behavior. However, current procedures typically attempt to match 
simplified curves which may incorrectly represent soil behavior. The applicability of the cyclic 
nonlinear model is also restricted to a narrow range of initial conditions and stress paths. 
2.3.3 Nonlinear simple shear model - effective stress consideration 
The generation of excess pore pressures can affect cyclic soil behavior and typically 
results in the degradation of the shear modulus and reduction of shear strength with increasing 
excess pore pressure. Matasovic and Vucetic (1995) proposed a modified hyperbolic model 
which couples pore pressure generation and modulus degradation in the form: 
  
     
    
     
    
 
  
     
    
   
    
 
  
(2-10) 
which provides the shear modulus reduction curve as 
 
  
 
  
    
     
    
 
  
  
    
   
    
 
  
(2-11) 
where    is the shear modulus degradation index function, and    is the stress degradation index 
function. For sands, the degradation indices are calculated as: 
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(2-12) 
   
    
  
         (2-13) 
where      is the degraded shear strength of the soil,  
  is the excess pore pressure normalized 
by initial effective vertical stress and   is a curve fitting parameter typically between 3.5 - 5.0 
with an average value of 3.8. The shear modulus degradation index, Equation (2-12), is derived 
from the Hardin and Drnevich (1972a) equation. The stress degradation index, Equation (2-13), 
is derived from the friction concept and was modified by Matasovic (1993) with inclusion of the 
v parameter to improve modeling of the stress degradation. The model defined by Equations 
(2-10) and (2-11) is applicable for effective stress site response analysis when used in 
conjunction with a pore pressure generation model. 
2.3.4 Plasticity based models 
Soils exhibit complex behavior including nonlinearity, hardening, softening, and 
anisotropy. Such behavior cannot be accurately represented by simple shear models. Advanced 
models based on the concepts of plasticity have been developed to include the effects of such 
behaviors. Plasticity models require definition of (1) a yield surface which represents the stress 
condition beyond which the soil behaves plastically, (2) a hardening rule which describes the 
changes in the size and shape of the yield surface, and (3) a flow rule which relates increments of 
plastic shear strain to increments of shear stress. Several plasticity models have been developed 
and used to represent cyclic soil behavior (Borja et al. 1999; Elgamal et al. 2003; Ghaboussi and 
Dikmen 1979). Although such advanced models allow considerable generality in modeling the 
cyclic soil behavior, these models typically require the definition of a large number of 
19 
parameters which can be difficult to determine. Thus, plasticity-based models are infrequently 
used in site response analysis. 
2.3.5 Artificial Neural Network (ANN) material models 
The work of Ghaboussi and his co-workers (Ghaboussi et al. 1991; Ghaboussi and 
Sidarta 1997) shows that a Neural Network, NN, can be used to define material constitutive 
relationships through training using stress-strain data. If the database contains adequate relevant 
information, the trained neural network can interpolate or generalize material behavior to new 
loading cases. 
NANN (Figure 2-9) is a modification of the standard multi-layer, feed-forward NN, also 
called a back-propagation NN (Ghaboussi and Sidarta 1998; Ghaboussi et al. 1997). The network 
consists of a number of interconnected processing elements, commonly referred to as artificial 
neurons. Artificial neurons are arranged in layers and interact with each other via weighted 
connections which represent numerical values assigned to the connections between artificial 
neurons. NANN consists of a total of four layers. The input layer includes the strain vector and 
other relevant state variables that are important to represent nonlinear and load path dependent 
behavior of soil. The output layer provides the stress vector. The two hidden layers are assigned 
an initial number of nodes which can adapt to better fit the training data. The output consists of 
the updated state of stress. 
The NANN material model can be made to describe a specific material behavior by 
training the neural network using a set of data that contains material specific stress-strain pairs as 
well as related state variables. Training is a process whereby connection weights of the neural 
network are updated using back-propagation techniques (Reed and Marks 1999). 
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Many other researchers (Ellis et al. 1995; Penumadu and Zhao 1999; Zhu et al. 1998) 
have shown that NN are capable of representing soil nonlinear behavior for static problems, 
whereby only monotonic loadings are applied. For cyclic loading-reloading, the data set contains 
one-to-many relationships. The direct mapping method is not efficient to capture such complex 
behavior. According to Basheer (2000), mapping techniques include: Function labeling, Function 
fragmentation, Quasi-sequential dynamic mapping, and the Hybrid model. Quasi-sequential 
dynamic mapping is the most common technique to map cyclic behavior. It uses historical (prior) 
states of the function (or data) to predict future states. Wu and Ghaboussi (1993) used three 
history points of stress-strain data, referred to as the 3-point scheme, to map concrete behavior in 
uniaxial cyclic compression. Yamamoto (1992) modeled Ramberg-Osgood type hysteretic loops 
with strains and stresses at the points where moving direction was most recently reversed. This is 
more akin to the function labeling method, which identifies the segments that restrict the 
function from being one-to-one by assigning distinctive indicators to them. Yun (2006) modeled 
hysteretic behavior of beam-column connections using one history point (quasi-sequential 
dynamic mapping) and three internal variables (function labeling) as input, which can be 
classified as a hybrid model.  
Using the 3-point scheme, Tsai (2007) optimized the NN architecture by testing various 
combinations of history points until the NN could provide accurate cyclic soil constitutive 
behavior. The input parameters chosen to capture the cyclic constitutive behavior consist of 3 
history points of stress-strain pairs along with the future state of shear strain. These input 
parameters provide the next state of shear stress as output.  In the optimization of the NN 
architecture, it was found that the use of 19 nodes in each of the two hidden layers of the NN 
provided the best results. It is from this 3-point scheme and NN architecture that additional 
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developments are proposed to extend the NN capability to capture in-situ soil behavior as well as 
the influence of pore pressure response in Chapter 3.  
 
2.4 Cyclic pore pressure response model 
The generation of excess pore pressures due to cyclic shearing of soils has a profound 
effect on cyclic soil behavior. Shear stiffness and strength of soils degrade as excess pore 
pressures are generated. Cyclic soil constitutive models, such as that discussed in Section 2.3.3, 
have been developed to account for the degradation of soil behavior as excess pore pressures are 
generated, but require a material model to represent the pore pressure response. 
Over the past several decades, a number of pore pressure response models have been 
developed on the basis of laboratory testing, theoretical effective stress considerations, empirical 
observation, curve-fitting techniques, or some combination thereof. In the 1D implementation of 
these models, excess pore pressures are typically normalized by the effective (vertical) confining 
pressure such that            where  
  is the excess pore pressure. The most common models 
assume that excess pore pressure is related to a cumulative parameter such as number of shearing 
cycles or dissipated energy. These models typically fall into one of three categories: (1) cyclic 
stress-based models; (2) cyclic strain-based models; and (3) energy dissipation-based models. 
2.4.1 Cyclic stress-based models 
The pioneering work of Seed established the foundation on which the current state of 
knowledge of pore pressure response of soils has been developed. From the results of stress-
controlled cyclic triaxial tests, Seed et al (1975) developed an empirical pore pressure response 
model defined by: 
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(2-14) 
which was later simplified by Booker (1976) to: 
   
 
 
       
  
      
 
 
  
    
(2-15) 
where    is the number of shear stress cycles,        is the number of shear stress cycles required 
to reach liquefaction, and   is a curve fitting parameter which can be determined from cyclic 
triaxial tests. The results of the cyclic triaxial tests indicated that        is directly proportional to 
the relative density of the soil and inversely proportional to the magnitude of loading. The chief 
deficit of stress-based pore pressure response models is that they require the earthquake motion 
to be converted to an equivalent number of uniform shearing cycles, which makes 
implementation in site response analysis challenging. 
2.4.2 Cyclic strain-based models 
The development of cyclic strain-based models proceeded from the results of strain-
controlled cyclic direct simple shear tests on dry sand. Test results obtained by Youd (1972), 
Silver and Seed (1971), and Pyke et al (1975) yielded experimental evidence which showed that 
the densification of dry sands was primarily governed by the relative density of the soil along 
with the number of shear strain cycles and shear strain magnitude. Additionally, the test results 
indicated the existence of a threshold shear strain below which no volume change would occur. 
23 
Analogizing the results of the cyclic tests on dry sands to those on saturated sands, Dobry 
et al (1985) developed a pore pressure response model which incorporated these observations. 
The resulting pore pressure response model is defined as: 
   
                 
 
                 
    
(2-16) 
where    is the number of shear strain cycles,   is a constant used to simulate 2D effects,      is 
a practical value of the threshold shear strain (typically ~0.02 %) below which no excess pore 
pressures are generated, and p, F and s are curve fitting parameters. Additionally, Equation 
(2-16) is capped to    < 1 (typically 0.95) to ensure that the shear modulus and shear strength of 
the soil do not reach zero. 
From Equation (2-16), the level of excess pore pressure is dependent on the number of 
shear strain cycles,   , carried out at an effective shear strain,         . A family of pore 
pressure response curves can be generated for different levels of    and         . It is useful 
to generalize the family of curves to a single curve by considering a lumped parameter term, 
          
 
, which can be thought of as the number of equivalent shear strain cycles. Thus, 
the same level of excess pore pressure can be reached after few cycles at a large shear strain or 
many cycles at small shear strain. 
Matasovic (1993) implemented this model in site response analysis and adapted it to 
irregular cyclic loading by adopting a pore pressure generation rule in which excess pore 
pressures are only generated during unloading of the soil. This rule is based on the results of 
laboratory tests which show a net increase in excess pore pressures during unloading and a net 
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decrease during loading. The rule is convenient in that allows the number of equivalent shear 
strain cycles to be calculated at any time step during unloading in site response analysis. 
Cyclic strain-based models simplify the interpretation of pore pressure response from lab 
test results when compared with cyclic stress-based models. This is because factors which affect 
the cyclic stresses required to generate excess pore pressures such as density, strain history, and 
over-consolidation ratio also affect the shear modulus of the soil. Because these factors have 
similar effects on   and  , the effect on       is reduced. Cyclic strain-based pore pressure 
response models have recently become popular due to experimental evidence showing response 
dependence on shear strains more than shear stresses, and their relative ease of implementation 
in site response analysis. 
2.4.3 Energy dissipation-based models 
Energy dissipation-based models have been the subject of recent research interest 
primarily because dissipated energy is related to both shear stress and shear strain. Energy-based 
models generally correlate well with field observations, though experimental results are more 
scattered. Energy dissipation-based models typically have the general form: 
      
 
   (2-17) 
where    is the dissipated energy per unit volume of soil, and   and   are curve fitting 
parameters. One such model is the GMP model (Green et al. 2000) which is defined as:  
    
  
   
   
(2-18) 
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where     is a curve fitting parameter referred to as the "pseudo-energy capacity." In 1D site 
response analysis,   is calculated by: 
   
 
     
                   
   
   
 
(2-19) 
where n is the number of loading increments and i and i + 1 represent the current and future 
loading steps.  
The implementation of energy dissipation-based models in site response analysis is 
straightforward as the dissipated unit energy can readily be determined at every time step (i.e. 
during loading, unloading, and reloading). However, selection of an appropriate model can be a 
daunting task due to the plethora of models available which range in complexity. Simpler models 
may omit factors such as the relative density of the soil, while more complex models have a 
number of curve fitting parameters which can be difficult to determine. Although these models 
can correlate well with field observations, the models often omit the experimentally evident 
threshold shear strain typically used in cyclic strain-based models. Additionally, Equation (2-19) 
indicates that the majority of excess pore pressure generation occurs during cyclic stress loading 
of the soil as opposed to cyclic strain unloading. Nevertheless, the continued development and 
refinement of energy dissipation-based models shows significant promise. 
2.4.4 Excess pore pressure dissipation and redistribution models 
Shear-induced excess pore pressures are simultaneously generated and redistributed 
(dissipated) during cyclic loading. Excess pore pressure dissipation can significantly influence 
the magnitude of excess pore pressures attained during a seismic event depending on the 
permeability of the soil and drainage conditions in the field. Highly permeable soils may mitigate 
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the generation of significant excess pore pressures while the generation of small excess pore 
pressures in less permeable soils can affect the redistribution of excess pore pressure between 
soil layers. Dissipation of excess pore pressure can be modeled using the Terzaghi 1D 
consolidation theory: 
  
  
    
   
   
  
(2-20) 
where    is the coefficient of vertical consolidation which represents the soil ability to dissipate 
excess pore pressure. For the 1D case, dissipation of excess pore pressure is assumed to only 
occur in the vertical direction. A numerical analysis scheme, such as the finite difference 
method, is required to determine the magnitude of excess pore pressures at the end of a given 
time increment. 
 
2.5 Site response analysis model 
Site response analysis is commonly used to predict surface ground motion account for a 
given input motion while also accounting for local site effects. The most common approach for 
evaluating local site effects is to perform seismic site response analysis assuming one-
dimensional wave propagation. This approach assumes that soil layers are horizontal deposits 
and that the response of a soil deposit is predominantly governed by vertically propagating SH-
waves from underlying bedrock. Available approaches to site response analysis fall within two 
general categories: (1) the equivalent linear approach (frequency domain solution of equations of 
motion), and (2) the nonlinear approach (time domain solution of equations of motion). 
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2.5.1 Frequency domain equivalent linear method 
The equivalent linear method was introduced by Seed, Idriss and co-workers (Schnabel et 
al. 1972) to capture nonlinear cyclic soil response in a simplified manner. Cyclic soil behavior is 
nonlinear and depends on several factors including the amplitude of loading, number of loading 
cycles, soil type and in-situ confining pressure. Cyclic shear stresses and shear strains measured 
by laboratory tests are used to characterize the shear modulus reduction and hysteretic damping. 
The nonlinear cyclic soil behavior is commonly simplified through use of equivalent secant shear 
modulus and viscous damping (Hardin and Drnevich 1972a; Seed and Idriss 1970).  
In the equivalent linear approach, computation is performed in the frequency domain. A 
soil profile having an initial estimate of shear modulus and damping is subjected to a given 
ground motion time series. During analysis, an effective shear strain equal to ~65% of the peak 
shear strain is computed. Shear modulus reduction and damping curves are then used to obtain 
updated values of the shear modulus and damping with respect to the effective shear strain. An 
iterative scheme is required to arrive at a converged solution (e.g. SHAKE, Schnabel and Idriss 
(1972)). The equivalent linear approach is suitable for soils subjected to weak and moderate 
levels of shaking and is widely used in engineering practice. However, the approach is limited to 
the "equivalent linear" assumption for modeling nonlinear soil response and cannot incorporate 
excess pore pressure response. 
2.5.2 Time domain nonlinear analysis method 
In time domain nonlinear analysis, cyclic soil response is defined by a nonlinear 
constitutive model. Figure 2-10 illustrates a typical model used in 1D time domain nonlinear 
analysis. The soil column is discretized into finite elements or as a lumped mass system. In this 
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approach, equations of motion and dynamic equilibrium are solved in discrete time increments in 
the time domain: 
                                    (2-21) 
where     = mass matrix,     = damping matrix,     = stiffness matrix,     = vector of nodal 
relative acceleration,     = vector of nodal relative velocities, and     = vector of nodal relative 
displacements.     is the acceleration at the base of the soil column and     is the unit vector. The 
   ,    , and     matrices are assembled using the incremental properties of the soil layers. A 
constitutive model is needed to characterize the cyclic stress-strain behavior of soil. The details 
of soil constitutive models were previously discussed in Section 2.3. 
The time domain nonlinear method is better at predicting strong ground motion than the 
frequency domain equivalent linear analysis and allows for the excess pore pressure response to 
be included in analysis. The accuracy of the prediction relies on the constitutive model's 
description of soil constitutive behavior. For effective stress analysis, the accuracy of the 
prediction also depends on the accuracy of the pore pressure response model as well as the 
coupling of pore pressure response and soil behavior. 
 
2.6 Summary 
The ground surface motion recorded during a seismic event is dependent on the source 
mechanism, characteristics of the path media, and local site effects due to the natural topography, 
geology, and geotechnical properties of the site. Of these components, local site effects primarily 
contribute to the characteristic ground motion and can cause severe damage to nearby structures. 
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Site response analyses are performed to model the site effect and predict the site response. The 
accuracy of the prediction depends on how well the soil model can describe complex soil 
behavior and pore pressure response. 
Cyclic soil constitutive models have been developed to describe cyclic soil behavior and 
have been implemented in site response analysis under total stress and effective stress 
consideration. Development of the soil model is typically based on cyclic behavior observed 
from laboratory test results. However, lab tests have deficiencies in representing the in-situ field 
condition. Consequently, derived soil models may inherently not be able to represent actual soil 
behavior. The developed soil constitutive models also have a number of limitations. The 
hyperbolic model is easy to use in conjunction with unloading-reloading rules, but such models 
are generally limited to a narrow range of initial conditions and stress paths. Plasticity-based 
models have been developed to represent a wider range of initial conditions and stress paths, but 
require more parameters which are difficult to evaluate.  
Cyclic pore pressure response models have been developed from cyclic stress, cyclic 
strain, and energy dissipation approaches. Of these, cyclic strain-based and energy dissipation-
based models are the easiest to implement in site response analysis. Cyclic strain-based models 
require the implementation of pore pressure generation rules to predict pore pressure response, 
while energy dissipation-based models can predict pore pressure response at any time increment 
but range in complexity. It is of primary importance to note that both cyclic soil constitutive 
models and pore pressure response models are fixed and are difficult to adjust. Once the 
prediction is different from the measurement, those models cannot be readily calibrated to match 
the field measurements.  
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2.7 Tables and Figures 
 
 
Figure 2-1 Illustration of source, path, and local site effect (Tsai 2007) 
 
 
 
 
Figure 2-2 Stress state of soil element due to 1D vertical propagation of shear waves 
(Kramer 1996)  
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Figure 2-3 Schematic of cyclic densification of a soil due to cyclic loading (Youd 1977) 
32 
 
Figure 2-4 Stress state of soil element during cyclic triaxial testing (Ishihara 1996) 
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Figure 2-5 Schematic of downhole array consisting of accelerometers and piezometers 
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Figure 2-6 Schematic of stress-strain loop under cyclic loading 
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Figure 2-7 Modulus reduction curve and damping curve to describe nonlinear hysteretic 
soil behavior as a function of shear strain 
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Figure 2-8 Hyperbolic nonlinear soil model with extended Masing rules to define loading 
and unloading behavior (Tsai 2007) 
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Figure 2-9 Nested Adaptive Neural Network (NANN) soil model after Hashash et al. 
(2003a)  
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Figure 2-10 A typical 1D time domain lumped parameter site response analysis model after 
Matasovic (1993) 
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CHAPTER 3 - SELFSIM (SELF-LEARNING SIMULATIONS) EXTENSION TO 
INCLUDE PORE PRESSURE RESPONSE MEASUREMENTS 
 
3.1 Introduction 
Downhole array measurements provide critical information relevant to the study of local 
site effects and the in-situ dynamic soil behavior and pore pressure response. These 
measurements are also used to assess the accuracy and validity of site response analysis models. 
An inverse analysis-type computational technique, SelfSim, was previously developed to 
integrate downhole array measurements and site response modeling to take full advantage of 
field measurements under total stress conditions. In this chapter, a numerical framework is 
developed to extend the total stress SelfSim inverse analysis framework to effective stress 
consideration by using field measurements of acceleration and pore pressure response. 
 
3.2 Self-Learning Simulations 
The SelfSim methodology is an extension of the autoprogressive algorithm originally 
proposed by Ghaboussi et al. (1998). With the use of a continuously evolving neural network 
(NN) based material model, the autoprogressive method is used to extract stress-strain material 
behavior using global load and deflection measurements from non-uniform material tests 
(Ghaboussi et al. 1998; Pande and Shin 2002; Sidarta and Ghaboussi 1998). Hashash et al. 
(2003b) extended this method to extract soil behavior using measured deformations around an 
excavation. The algorithm is unconstrained by prior assumption on soil constitutive behavior and 
thus can “discover” new material behavior implied by the external measurements. This is a 
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distinguishing feature of this algorithm relative to system identification and optimization based 
inverse algorithms.  
Tsai and Hashash (2009) extended the framework to the extraction of the stress-strain 
response for dynamic problems related to 1-D seismic site response. Extending SelfSim from 
static to dynamic problems was achieved by recognizing that the loading (e.g. construction) steps 
of static problems are analogous to the loading steps (equal to the number of time steps) of 
dynamic problems. The applicability of the framework to total stress site response analysis is 
demonstrated for both synthetic arrays (Tsai and Hashash 2008) as well as field arrays from the 
Lotung and La Cienaga arrays (Tsai and Hashash 2009) to extract and evaluate the in situ soil 
behavior. 
 
3.3 SelfSim extension to effective stress consideration  
SelfSim framework application to seismic site response analysis problems under effective 
stress consideration is illustrated in Figure 3-1. A downhole array measures the accelerations and 
pore pressures at selected locations in a profile as seismic waves propagate through a soil 
column. SelfSim uses these measurements to extract the underlying dynamic soil behavior by 
performing two complementary site response analyses. In these analyses, a NN-based material 
model is used to represent soil behavior and a second NN-based material model is used to 
represent the PWP response. Initially, the soil response is unknown and the NN soil model is pre-
trained using stress-strain data that reflect viscous linear elastic response over a limited strain 
range and zero excess pore pressure response. Similarly, the PWP response is unknown and the 
NN PWP model is pre-trained using data representing an arbitrary amount of excess pore 
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pressure generation over a limited strain range. Additional available information, such as the 
results from laboratory tests, can be used in this initialization process. 
In the force boundary condition analysis (Step 2a), a site response analysis using the 
current NN soil model and NN pore pressure model is performed. The measured acceleration 
from the deepest point in a vertical array and the measured PWP are applied. Stresses and strains 
are computed throughout the soil column based on dynamic equilibrium considerations. The 
computed displacements and PWP from this analysis may not necessarily match the downhole 
array measurements. SelfSim stipulates that since the applied boundary forces due to base 
acceleration are correct then the corresponding computed equilibrium stresses provide an 
acceptable approximation of the true stress field experienced by the soil. 
In the displacement boundary condition analysis (Step 2b), a parallel site response 
analysis using the same NN soil and NN PWP models is performed in which displacements 
double-integrated from recorded acceleration time series within the soil profile are imposed. The 
stresses and strains are computed throughout the soil column. SelfSim stipulates that since the 
applied displacements are correct then the corresponding computed strains provide an acceptable 
approximation of the true strain field experienced by the soil and the computed PWP provide an 
acceptable approximation of the true PWP generated. 
The stresses and imposed PWP from the force boundary condition analysis and the 
strains and computed PWP from the displacement boundary condition analysis form stress–
strain-PWP datasets that represent soil constitutive response. The material constitutive models 
are updated by training and retraining the NN based material model using the extracted stress-
strain-PWP data. The entire process is repeated several times using the full ground motion time 
42 
series until the analyses of the force boundary condition provide ground response and PWP 
response similar to the measured response. At this point, SelfSim has extracted sufficient 
information about the dynamic soil response and PWP response to reproduce the field 
measurements. The resulting NN material models can be used in the site response analysis of 
other events as illustrated in Step 3 of Figure 3-1.  
In order to implement the SelfSim algorithm for seismic site response under effective 
stress consideration the following is needed: 
1. A NN material model architecture that is capable of representing pore pressure 
response, 
2. A NN material model architecture that is capable of representing cyclic soil behavior 
as affected by the pore pressure response, and 
3. A methodology for cases where measured motions and pore pressure response are co-
located in the soil profile. 
The numerical procedures for conducting analyses for Step 2a and Step 2b under total 
stress considerations were developed and described in detail by Tsai (2007). The same numerical 
procedures are implemented for conducting analyses under effective stress considerations and 
are summarized in the following sections. Ground motion response is simulated using a modified 
version of the 1D nonlinear time domain component of the DEEPSOIL code (Hashash et al. 
2011). 
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3.4 1D site response analysis procedure for Step 2a 
In Step 2a, the measured acceleration from the deepest point in a vertical array is applied 
at the bottom of the soil column. This type of analysis is the same as a typical time domain 
nonlinear site response analysis that propagates the motion from the bottom of the profile to the 
ground surface. Soil columns are modeled by lumped masses, dashpots and springs (Figure 3-2) 
and the response of soil layers can be expressed by the equation of motion, Equation (2-21). Base 
acceleration,    , can be converted to equivalent forces imposed on the soil column as shown in 
Figure 3-2. The Newmark Beta method is typically used to solve Equation (2-21). 
From time step i to i + 1, Equation (2-21) can be simplified as: 
                 (3-1) 
where 
       
 
   
    
 
  
          
(3-2) 
and 
                                
 
  
                      
  
 
      
(3-3) 
At time step i,,     ,     ,       ,    ,    , and      are given and       is to be solved. Once 
      is obtained, the displacement, velocity and acceleration at time step i + 1 are:  
                  
                  
                  
(3-4) 
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DEEPSOIL is capable of performing this type of analysis without further modification. 
 
3.5 1D site response analysis procedure for Step 2b 
In Step 2b, displacements double-integrated from recorded acceleration time series at 
different depths are imposed in a 1D time domain nonlinear site response analysis. Recorded 
data, however, are only available at certain depths (Figure 3-3). The displacements of other 
layers are not readily known and need to be determined by solving the equation of motion. 
Therefore, the equivalent force due to base shaking is still imposed on layers where no 
displacement measurements are available. This procedure is illustrated for a 4-layer system (4 
degrees of freedom). The full matrix of Equation (3-1) can be expressed as: 
 
 
 
 
        
        
        
        
        
        
        
         
 
 
 
 
   
   
   
   
  
 
 
 
   
   
   
    
 
 
 
(3-5) 
It should be noted that the values associated with the off-diagonal components of the k' 
matrix shown in Equation (3-5) are dependent on the selected method of representing small-
strain damping. If a mass- and stiffness-proportional method of damping is employed (e.g. 
Rayleigh damping), then the diagonal components (i.e. k'11, k'22, k'33, k'44) and neighboring off-
diagonal components (i.e. k'12, k'23, k'34) are non-zero while the remaining off-diagonal 
components (i.e. k'13, k'14, k'24) are zero. If a frequency independent method of damping is 
employed (e.g. Phillips and Hashash (2009)), then all components are non-zero. The latter 
method yields the general case which is further considered for the purpose of this example. 
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Assume the displacement measurement is available at Layer 1 (surface) and Layer 3, i.e. 
    and     are known and therefore   
  and   
  are redundant. The first and third equation 
which relate to   
  and   
  are eliminated and the rest of the equations are kept. Reassembling 
these equations yields: 
 
        
        
  
   
   
   
                   
                   
  
(3-6) 
Equation (3-6) implies that the available measurements of     and     provide the extra 
information required to solve the reduced system of equations. The base acceleration imposes 
equivalent forces on the layers where no measurements are available as shown in Figure 3-3. 
Therefore, the site response analysis procedure for Step 2b solves the equations of motion with 
boundary conditions composed of both equivalent forces and displacements. Once       is 
solved, the displacement, velocity and acceleration at the next time step can be obtained by 
Equation (3-4). 
 
3.6 1D site response analysis procedure for cases with measured motion and pore 
pressure response at the same depths 
An issue arises within the SelfSim framework if both displacements and PWP 
measurements are co-located within the downhole array as illustrated in Figure 3-1. Figure 3-2 
illustrates a typical nonlinear time domain site response model in which the soil column is 
represented as a series of lumped masses, springs, and dashpots. Calculated motions 
(acceleration, velocity, and displacement) correspond to displacement nodes located at the top of 
modeled soil layers (i.e. the mid-point of the lumped masses). Similarly computed soil behavior 
(shear stress, shear strain, PWP response) corresponds to the integration points located at the 
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mid-point of modeled soil layers. Analytically, displacement nodes and integration points cannot 
coexist at the same location for a dynamic system. In an effort to include both the measured 
displacements and PWP at the same depth within the SelfSim framework, a procedure for 
creating valid system models is developed. The goals of this procedure are: 
1. Both the measured motion and PWP response are to be imposed in SelfSim analysis, 
2. Since PWP measurements are imposed in the force boundary condition analysis (Step 
2a), the measurement must be imposed at an integration point (i.e. midpoint of a layer), 
3. Since displacement measurements are imposed in the displacement boundary condition 
analysis (Step 2b), the measurement must be imposed at a displacement node (i.e. top of a 
layer), and 
4. Stress-strain-PWP data must be extracted at the same depth from both analyses for NN 
material model training. 
The first three goals can be achieved by two different methods: (1) use different dynamic 
systems for Step 2a and Step 2b, and (2) impose measurements indirectly in analysis. The fourth 
goal can only be achieved by assuming some approximation of the shear strain extracted from 
the measurement location in Step 2b. 
For the first method, the dynamic system for Step 2a is developed such that the location 
of the displacement and pore pressure measurements corresponds to an integration point. The 
dynamic system for Step 2b is similarly developed such that the location of measurements 
correspond to a displacement node. Thus, the dynamic system of Step 2b requires at least one 
additional modeled soil layer. To extract the stress-strain-PWP data at the same depth, the shear 
strains corresponding to the location of the measurement are assumed to be an average of the 
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shear strains computed for adjacent soil layers. Due to the additional modeled soil layer, the 
equations of motion are fundamentally different for the parallel boundary condition analyses. 
The solution is obtained for two separate dynamic systems which requires greater computational 
resources. Due to the differences in the dynamic systems, it is possible to obtain vastly different 
responses from the parallel analyses.  
The second method is developed under consideration that some approximation must be 
made to extract the shear strain from the measurement location in Step 2b while still imposing 
the measured displacements. In this method, the dynamic systems of Step 2a and Step 2b are 
equivalent. This is accomplished by projecting the measured displacements to an adjacent 
displacement node. Thus, this method is more computationally stable and more computationally 
efficient than using two separately modeled dynamic systems. A method in which the measured 
displacements are indirectly imposed in the analysis is developed for SelfSim analysis. 
Figure 3-4 illustrates a hypothetical 4-layer profile in which accelerations are recorded at 
the surface (top of Layer 1) and at the mid-depth of Layer 3 and PWP are recorded at the mid-
depth of Layer 2 and Layer 3. Since PWP are recorded at the mid-depth of Layer 3, site response 
analysis requires that an integration point exist at this location. Conversely, the displacements 
obtained from the acceleration records at the mid-depth of Layer 3 require a displacement node 
to exist at this location. The aim of this method is to determine the displacement at the top of 
Layer 3 that will provide the measured displacement at the mid-depth of Layer 3. 
The modeled Layer 3 has thickness 2H and can be subdivided into an upper portion (3a) 
and lower portion (3b) each having thickness H. The displacement of the lower portion, x3b, is 
known and it is necessary to find the corresponding displacement of the upper portion, x3 
48 
=x3a, such that the mid-depth displacement is maintained. This can only be numerically 
obtained if the shear strains of the upper sub-layer are equivalent to those of the lower sub-layer 
(i.e. 3 =3a =3b). The shear strain constraint can be expressed in terms of displacement: 
                
              
  
 
              
 
 
(3-7) 
where x is displacement of a given layer, and i + 1 denotes the next time step. The displacement 
corresponding to the next time step is dependent on the change in displacement which occurs 
during the time step such that: 
                               
  
 
                               
 
 
(3-8) 
Since the measured displacement is at the mid-depth of Layer 3, it follows that: 
      
          
 
 
(3-9) 
By substituting Equation (3-9) into Equation (3-8) and simplifying: 
                                   (3-10) 
Equation (3-10) implies that the displacement to be imposed at the top of Layer 3 (x3) is 
dependent on the known displacement at mid-depth (x3b) and the unknown displacement of the 
underlying layer (x4). Substituting Equation (3-10) into the reduced system of equations, 
Equation (3-6), yields: 
 
   
    
 
   
    
   
   
   
   
  
     
        
            
  
     
        
            
  
(3-11) 
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Finally, rearranging Equation (3-11) to solve for the unknown displacements: 
 
   
    
     
 
   
    
     
   
   
   
   
  
     
        
        
  
     
        
        
  
(3-12) 
Thus, the unknown displacements (x2 and x4) can still be obtained within the constraints of 
the measured displacements (x1 and x3b). Once x4 is determined, the corresponding 
displacement at the top of Layer 3 (x3) can be calculated via Equation (3-10). The numerically 
implied displacement at the mid-depth of Layer 3 is equivalent to the measured displacement 
(x3b). This procedure allows PWP and displacements recorded at the same depth to be imposed 
simultaneously within the SelfSim framework. 
 
3.7 Verification of 1D site response analysis procedure for cases with measured motion 
and pore pressure response at the same depths 
The modified Step 2b analysis is verified through a simple test consisting of the 
following steps: 
1. A 1D effective stress site response analysis is performed using DEEPSOIL to propagate a 
bedrock motion through a 4-layered soil column (Figure 3-5). Nonlinear soil response is 
modeled by the hyperbolic model under effective stress consideration and the Masing 
rules. Pore pressure response is modeled by the cyclic strain-based model. 
2. Output response is extracted from selected soil layers as measurements of displacement 
and pore pressure response from synthetic vertical array measurements. The test assumes 
that displacement measurements are available at the surface (top of Layer 1) and that both 
displacement and pore pressure measurements are available at the mid-depth of Layer 3. 
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3. Perform the modified Step 2b analysis - the response of Layer 2 and Layer 4 are 
calculated by imposing the synthetic measurements. 
Figure 3-6 shows the computed responses at the top of Layer 2 and Layer 4 by the modified Step 
2b analysis. The computed responses are able to match the target responses very well. Thus, 
implementation of the modified Step 2b analysis procedure is successfully verified. 
 
3.8 Development of NN material models for modeling of cyclic soil behavior and pore 
pressure response 
Two separate NN material models are employed to capture both the dynamic behavior of 
soil as well as the PWP response as illustrated in Figure 3-7. In the development of the NN 
material models, factors such as the influence of excess PWP on soil behavior and the 
methodologies available for predicting the generation of excess PWP are considered. 
3.8.1 NN material model for pore pressure response 
Developing NN material model that is able to capture PWP response should consider the 
various approaches available to predict the generation of excess PWP in cohesionless soils. Two 
common methods which are available in DEEPSOIL are the cyclic strain approach via the 
Dobry-Matasovic model (Matasovic 1993) and the energy dissipation approach via the GMP 
model (Green et al. 2000). Excess PWP is calculated as a ratio in the form u* = u'/'v0.  For the 
cyclic strain approach, u* is a function of number of loading cycles N and shear strain amplitude 
 in excess of a threshold shear strain tvp lumped together as equivalent shear strain cycles N(-
tvp). For the energy dissipation approach, u* is a function of dissipated unit energy determined 
from the integration of stress-strain hysteresis loops. The following observations were made in 
regards to both approaches: 
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1. The generation of excess PWP in a given time step for both approaches is dependent on 
the level of shear strain at the end of the time step, i+1, 
2. The change in excess PWP is dependent on whether the soil is currently in a state of 
loading/reloading or unloading which can be monitored via the shear strain at the most 
recent reversal, rev, and 
3. The rate of change in excess PWP is dependent on the energy state of the soil - e.g. the 
number of equivalent shear strain cycles or dissipated unit energy - which can be 
approximated by the previous value of excess pore pressure. 
A 3-point NN scheme illustrated in Figure 3-7a is proposed to capture the PWP response. 
The input information for the NN PWP model is composed of shear strain data and excess PWP 
data. The input variables are the absolute value of the most recent reversal shear strain, |rev|, the 
absolute value of the next shear strain, |i+1|, the excess PWP at the reversal point, u*rev, and the 
excess PWP at the current time step, u*i. The reversal shear strain is set to zero during 
loading/reloading and non-zero during unloading. Absolute values of shear strain are used as 
input parameters to facilitate the training of the NN PWP model. 
It must be noted that SelfSim learning is performed under 1D shaking consideration and 
that the excess pore pressure response is learned from measurements which include the effects of 
multi-directional shaking. Hence, the NN PWP model predicts a pore pressure response which 
inherently includes the effects of 2D shaking. Su and Li (2008) found that the effects of 2D 
shaking generally causes excess pore pressures to reach levels approximately 0% - 20% larger 
than for 1D shaking. Thus, a 1D-shaking response can be simulated by multiplying the output of 
the NN PWP model by an appropriate scaling factor, e.g. 0.8 - 1.0. 
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3.8.2 NN material model for cyclic soil behavior with inclusion of pore pressure response 
Using the 3-point scheme, Tsai (2007) proposed a NN architecture to represent cyclic soil 
constitutive behavior. The input parameters chosen to capture the cyclic constitutive behavior 
consist of 3 history points of stress-strain pairs along with the future state of shear strain. These 
input parameters provide the next state of shear stress as output. It was found that the use of 19 
nodes in each of the two hidden layers of the NN provided the best results. This architecture is 
used as the basis to extend the NN material model capability to capture in-situ soil behavior with 
PWP response.  
Figure 3-7c illustrates the NN soil constitutive model whereby the influence of the PWP 
is included by adding the excess PWP as an input to the NN soil model. Path dependency is 
incorporated into the NN soil model by providing history points of stress-strain-PWP data as 
input.  
3.8.3 Implementation of NN constitutive model in site response analysis 
In nonlinear site response analysis, the stiffness (or modulus) is required in calculation as 
shown in Equation (2-21). The NN material model, however, only provides stress-strain history 
rather than stiffness (or modulus). Implementation of the NN material model in nonlinear site 
response analysis needs further elaboration. The tangent modulus (or stiffness) can be indirectly 
calculated based on two immediate history points using the following equation: 
     
       
       
 
(3-13) 
where   = shear stress,   = shear strain, and the subscripts i and i-1 denote the current and 
previous state respectively. 
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For nonlinear material response, an iterative solution scheme is required to arrive at a set 
of compatible stresses and strains in the soil column. For a given acceleration increment, 
Equation (2-21) is solved using the Newmark Beta method and an initial estimate of the stiffness 
matrix. A set of shear strains and shear stresses are computed and the stiffness matrix is then 
updated. Equation (2-21) is solved again using the updated stiffness matrix. The procedure is 
repeated until the maximum difference in computed shear strains for two consecutive iterations 
is less than a specified residual. 
For site response analysis under effective stress consideration, the state of shear stress in 
a given layer is dependent on the state of pore pressure in the same layer. The NN soil model 
includes the influence of excess pore pressures on the response of the soil in the computed shear 
stress. The stiffness of the soil as calculated in Equation (3-13) will transitively include the 
influence of the excess pore pressure. Thus, the calculation scheme of the force boundary 
condition analysis is applicable to site response analyses under both total stress and effective 
stress consideration. 
The Masing rules are not required because the NN material model has already learned 
loading-unloading rules. Those behaviors can be reflected by the change of stiffness at reversal 
points and the consecutive hysteresis loops. Therefore, implementing the NN material model in 
site response analysis only requires the stiffness obtained by two immediate history points.  
It is necessary to check the calculated stiffness at every time step to ensure that the NN 
material model is predicting a valid behavioral response. For example, it is possible that the NN 
material model prediction results in a stiffness that exceeds the initial stiffness of the soil or 
results in a negative stiffness. To ensure valid response, two behavioral constraints are imposed 
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in analysis: (1) a maximum stiffness constraint, and (2) a stiffness compatibility constraint. At 
every time step, the implied stiffness is calculated via Equation (3-13). The maximum stiffness 
constraint is imposed as:  
     
       
       
    
(3-14) 
If the NN material model prediction of i results in an implied stiffness that is greater than the 
initial stiffness, then i is set to the value which would provide the initial stiffness of the soil. The 
stiffness compatibility constraint ensures that the implied stiffness is always positive and is 
imposed as: 
     
       
       
   (3-15) 
If the NN material model prediction of i results in an implied stiffness that is negative, it is 
assumed that the stiffness can be approximated by the stiffness at the previous time step and i is 
updated accordingly.  
For the NN material model, soil damping is captured directly through hysteretic loading-
unloading cycles. The use of the damping matrix [C] in Equation (2-21) may become 
unnecessary. However, the damping matrix may still be used to include damping at very small 
shear strains where the response of the NN material model is nearly linear. Rayleigh damping is 
typically adopted to describe such viscous damping at small shear strains as described by 
Hashash and Park (2002). Recently, frequency independent damping has also been employed as 
described in detail by Phillips and Hashash (2009). 
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3.8.4 Training and testing of NN material constitutive models 
In effective stress site response analysis, the NN material models are called in sequence 
as shown in Figure 3-7b and Figure 3-7d. For a given time step, shear strain and excess PWP 
data are supplied as input to the NN PWP generation model which provides the change in excess 
pore pressure (u*) as output. The state of excess PWP is updated and the stress-strain-PWP 
dataset is supplied as input to the NN soil constitutive model which provides the state of shear 
stress (i+1) as output. 
To fully test how well the NN material models are trained, a recursive dynamic test is 
performed starting from a known initial condition to predict the next state, which in turn is used 
to predict the next state, and so on until the last stage. Therefore, a strain history and initial state 
of stress and pore pressure are given. The resulting pore pressures and stresses of each step are 
considered as input of the next step. 
The NN material models trained by different schemes described in Section 3.8.1 and 
3.8.2 are tested using synthetic data generated by DEEPSOIL. Before the training of the NN 
material model to capture soil constitutive behavior can be tested, the training of the NN material 
model to capture pore pressure response must first be accurate as the output of the pore pressure 
response NN material model is an input to the soil behavior NN material model.  
Results from the testing of the developed pore pressure NN material model are shown in 
Figure 3-8a. In this case, Figure 3-8a illustrates that the model has sufficiently learned both when 
excess pore pressure is generated as well as the magnitude generated in a given time step. Thus, 
the 3-point scheme is acceptable for capturing the pore pressure response. 
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With an accurate pore pressure response model developed, the training of the NN 
material model for soil behavior is tested. For this test, the output of the pore pressure response 
model is provided as the current state of pore pressure as input for the soil behavior model. The 
test result for the stress-strain model is shown in Figure 3-8b. The results correspond very well 
with the target stress-strain curves, suggesting that the modified Tsai and Hashash model is 
acceptable for modeling soil behavior in fully coupled analyses. 
Following the success of the recursive dynamic test, the trained NN material models were 
then implemented in site response analysis. In this analysis, the trained NN material models are 
used in lieu of a conventional constitutive model and pore pressure generation model. The results 
of the site response analysis are shown in Figure 3-9. Figure 3-9a shows the output of the NN 
pore water pressure model from the site response analysis. The NN pore water pressure model 
has accurately captured the initiation of generation of excess pore pressures, as well as their 
magnitude. Although there are slight deviations from the target response, the overall response is 
matched well. Figure 3-9b shows the output of the NN soil model from the site response 
analysis. The stress-strain behavior is matched very well, with only slight deviations from the 
target behavior. The results verify the successful implementation of the NN material models in 
site response analysis. 
With the modeling schemes of the separate NN material models identified and the 
implementation of the NN material models in site response analysis verified, the NN architecture 
of each material model could be firmly established. The proposed architectures were illustrated 
in Figure 3-7. 
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Figure 3-7b shows the NN architecture for the capture of pore pressure response. The 
architecture consists of an input layer containing four nodes, two hidden layers each containing 
19 nodes, and one output layer containing one node. The input layer consists of the most recent 
reversal shear strain, the next shear strain, the excess pore pressure at reversal, and the current 
excess pore pressure. The inclusion of the most recent reversal strain allows the model to “learn” 
the excess pore pressure response when the soil is experiencing a path of loading/reloading or 
unloading by providing a local point of reference strain. This plays a pivotal role in the excess 
pore pressure generation behavior in sands as the bulk of the excess pore pressure is generated 
during unloading. 
Figure 3-7d illustrates the NN architecture for the capture of dynamic soil constitutive 
behavior including the effect of excess pore pressures. The architecture is similar to that 
developed by Tsai and Hashash (2007), with the exception that the input layer consists of 11 
nodes, with an excess pore pressure history point (  ) added to each stress-strain pair, and also 
the next state of excess pore pressure (    
 ) as computed by the NN pore pressure model. The 
result is a NN material model for soil constitutive behavior which includes the effect of excess 
pore pressures. 
 
3.9 Summary 
The use of SelfSim represents a major departure from both general system identification 
methods from field observations, as well as the conventional methods for development of 
dynamic soil models using laboratory measurements. The extension of the SelfSim algorithm to 
effective stress consideration required a few components: 
58 
1. A NN material model architecture that is capable of representing pore pressure 
response, 
2. A NN material model architecture that is capable of representing cyclic soil behavior 
as affected by the pore pressure response, and 
3. A methodology for cases where measured motions and pore pressure response are co-
located in the soil profile. 
In this chapter, each component has been developed and carefully implemented in the 
SelfSim framework for effective stress consideration. The performance of the extended SelfSim 
algorithm is applied to synthetic downhole array measurements in the following chapter. 
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3.10 Tables and Figures 
 
 
Figure 3-1: SelfSim inverse analysis algorithm applied to vertical array with pore pressure 
measurements. O: represents acceleration measurements, : represents pore water 
pressure measurements 
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Figure 3-2: Nonlinear site response analysis model for Step 2a: acceleration is input at 
bedrock and converted to equivalent forces acting on lumped masses; excess pore pressures 
are imposed where field measurements are available 
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Figure 3-3: Composite boundary condition of 1D site response analysis for Step 2b. The 
force boundary from base acceleration is applied at the layers where no measurement 
(displacement) is available. For layers which contain both pore pressure and displacement 
measurements at the same location, the measured displacements are projected to the top of 
the modeled layer 
 
 
 
62 
 
Figure 3-4: Illustration of how displacements measured at mid-depth of a modeled layer 
are projected to the top of the modeled layer by assuming equivalent shear strains. This 
allows SelfSim analysis to be performed for cases where displacement and pore pressure 
measurements are available at depth 
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Figure 3-5: Soil profile used to verify the modified Step 2b analysis in SelfSim 
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Figure 3-6: Comparison of the modified Step 2b analysis with target response at the top of 
Layer 2 and Layer 4 
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Figure 3-7: Identification of NN material model parameters and architecture. (a) 3-point 
model demonstrated for pore pressures and (b) corresponding NN Pore Pressure Model 
architecture; (c) 3-point model demonstrated for stress-strain-pore pressure behavior and 
(d) corresponding NN Soil Model architecture. Output from the NN Pore Pressure Model is 
used as input to the NN Soil Model 
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Figure 3-8: Recursive test results for (a) NN pore pressure model using the 3-point scheme, 
and (b) for NN soil model using the modified 3-point scheme. Output from the NN material 
models are used as input for the next step 
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Figure 3-9: Seismic site response analysis results of (a) pore water pressure generation and 
(b) stress-strain behavior 
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CHAPTER 4 - SELFSIM APPLIED TO SYNTHETICALLY GENERATED 
DOWNHOLE ARRAY MEASUREMENTS 
 
4.1 Introduction  
This chapter describes the application of the extended SelfSim algorithm to synthetically 
generated downhole array measurements. SelfSim learning of global measured response while 
extracting the underlying soil behavior and pore pressure response is demonstrated for four 
cases. The advantage of using synthetically generated downhole array measurements is that soil 
behavior and pore pressure response are known in advance and can be used to evaluate the 
extracted NN material models. 
 
4.2 Generation of synthetic downhole array measurements 
For the cases considered in this chapter, a soil profile with known nonlinear soil behavior 
and pore pressure response is selected. The hyperbolic model, Equation (2-10), describes the 
dynamic soil behavior. The cyclic strain-based pore pressure generation model proposed by 
Dobry et al. (1985), Equation (2-16), describes the pore pressure response. The degradation 
models proposed by Matasovic (1993), Equation (2-12) and Equation (2-13), describe the 
coupling of soil behavior and pore pressure. The combination of the aforementioned cyclic 
strain-based pore pressure model and degradation models are hereafter referred to as the Dobry-
Matasovic model. Model parameters used in analysis are listed in Table 4-1. 
All tests follow the same procedure using the DEEPSOIL site response analysis program 
to generate synthetic downhole array data: 
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1. Use DEEPSOIL to propagate motions at bedrock through the modeled soil profile. 
2. The output displacement, velocity, acceleration, and pore pressure data of certain 
layers are used as synthetic downhole array data.  
Four profiles, illustrated in Figure 4-1, are employed to demonstrate how SelfSim can be 
applied to extract dynamic soil behavior and pore pressure response while capturing the 
measured site response from downhole array measurements. 
 
4.3 Profile 1, single soil layer, sinusoidal harmonic motion 
Profile 1, as illustrated in Figure 4-1a, is a single layer profile subjected to a sinusoidal 
ground motion (2 Hz). The fundamental frequency of the site is 3.125 Hz, which is larger than 
the frequency of the sinusoidal motion. Therefore, the sinusoidal wave will not be filtered out by 
the soil deposit. 
4.3.1 SelfSim learning of global response 
Prior to SelfSim learning, the NN PWP generation model is initialized to represent cyclic 
generation of excess pore pressures over a limited shear strain range. The NN soil material model 
is similarly initialized to represent linear elastic behavior over a limited shear strain range. The 
computed surface response and excess pore pressure response using the initialized models are 
different from the measurements (target) as shown in Figure 4-2a and Figure 4-2b respectively. 
In order to learn global behavior gradually, SelfSim learning is divided into three learning 
windows as illustrated in Figure 4-2a. Data extracted within the learning window is used to 
update the NN material models during SelfSim learning. Once SelfSim learning can match the 
measurements within a given window, learning is continued over the next window: 
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1. SelfSim Learning, Learning Window 1 (LW-1): Over this learning window the 
dynamic loading includes the first reversal of acceleration and the first cycle of excess pore 
pressure generation (up to 0.5 sec). After five SelfSim learning passes, calculated surface 
accelerations (Figure 4-2c) and excess pore pressure response (Figure 4-2d) approach the target 
measurements within this window. The period of oscillation has been learned reasonably well, 
but the learned behavior is not sufficient to correctly predict the response beyond the range of 
learning window because the range of shear strains and level of excess pore pressures extracted 
from LW-1 learning is limited. 
2. SelfSim Learning, Learning Window 2 (LW-2): Fifteen additional SelfSim learning 
passes are then performed using the target measurements in LW-2 (up to 1.0 sec). The computed 
response matches the measurements very well (Figure 4-2e) over the learning window and can 
approximately predict the response at later shaking stages. The excess pore pressure response 
(Figure 4-2f) better matches the target response within the learning window, but is still poor 
during later stages of shaking. 
3. SelfSim Learning, Learning Window 3 (LW-3): Twenty additional SelfSim learning 
passes are then performed using the measurements in LW-3 which encompasses the entire 
duration of shaking (2.0 sec). Figure 4-2g and Figure 4-2h show a very good match of SelfSim 
and target measurements of motion and pore pressure response after a complete SelfSim learning 
process. SelfSim has sufficiently learned both the dynamic soil behavior and pore pressure 
response of the soil deposit. 
4.3.2 Assessment of extracted nonlinear cyclic soil behavior 
Figure 4-3 shows the evolution of the extracted soil behavior due to SelfSim learning. 
Prior to SelfSim learning the soil behavior is nearly linear elastic. The pore pressures generated 
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prior to SelfSim learning (Figure 4-2b) are minor compared to the target pore pressure response. 
Through SelfSim learning from the synthetic downhole array measurements, the extracted soil 
behavior is very close to the target soil behavior and able to represent nonlinear hysteretic 
behavior as well as excess pore pressure response (Figure 4-2h). 
 
4.4 Profile 2, uniform soil profile with multiple layers, seismic motion 
A broadband input motion recorded during the Loma Prieta earthquake, Table 4-2, which 
covers a wide range of frequencies, is used to generate the synthetic downhole array 
measurements in Profile 2 at the ground surface, Figure 4-1b .The 40 ft soil column is subdivided 
into four layers so that the maximum propagated frequency is at least 25 Hz. Although soil 
properties are uniform at the site, soils within different sub-layers experience different loading 
paths. 
4.4.1 SelfSim learning of global response 
Prior to SelfSim learning, the NN material models are initialized to represent linear 
elastic behavior over a limited shear strain range. The same NN material models are used for all 
layers. The computed surface motion using the initialized models is different from the 
measurements (target) as shown in Figure 4-4a and Figure 4-5 which plots the surface response 
spectra. 
SelfSim learning is divided into two learning windows for this event based on the 
amplitude of the motion as shown in Figure 4-4a. Once SelfSim learning can match the 
measurement for a given learning window, then SelfSim learning is continued for the next 
learning window: 
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1. SelfSim Learning, Learning Window 1 (LW-1): After six SelfSim learning passes 
(Figure 4-4b), calculated surface accelerations match the target measurements fairly well within 
this learning window. During these six passes, the NN material models are learning significant 
information of the pore pressure response and the corresponding stress-strain behavior over the 
entire shear strain range experienced by the soil as well as the majority of excess pore pressure 
generation. 
2. SelfSim Learning, Learning Window 2 (LW-2): Four additional SelfSim learning 
passes are then performed using Learning Window 2 data which encompasses the entire duration 
of shaking. The computed response (Pass 10) shows a very good match with the target 
acceleration measurements (Figure 4-4c) and spectral acceleration (Figure 4-5). SelfSim is able 
to extract sufficient information about the soil behavior to accurately reproduce the field 
measurements.  
4.4.2 Assessment of extracted nonlinear cyclic soil behavior 
The extracted stress-strain history and pore pressure response is compared to the known 
target soil response of each layer in Figure 4-6. Although the extracted behavior does not exactly 
match the target behavior there is an overall good match with the target response particularly in 
regards to the magnitude of pore pressure response and shear strains reached in each layer. The 
observed discrepancies are due to insufficient information at larger shear strains - i.e. there are 
only a few stress-strain loops at larger shear strains which occur over limited levels of excess 
pore pressure. 
Aside from direct observation of extracted stress-strain behavior, Tsai (2007) noted that it 
is possible to construct shear modulus reduction and damping curves from the extracted dataset. 
Secant modulus and damping ratios are calculated from the extracted stress-strain data based on 
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the definitions provided by Kramer (1996). Figure 4-7 shows the extracted soil behavior in terms 
of modulus reduction (Figure 4-7a) and damping (Figure 4-7b) compared with target curves 
corresponding to zero excess pore pressure (u* = 0) and degraded curves corresponding to the 
maximum target excess pore pressure imposed in SelfSim analysis (u* = 0.5).  
At small shear strains, the shear modulus is underestimated and the damping is 
overestimated. The shear modulus extracted at small shear strains tends to fall closest to the 
degraded (u* = 0.5) curve. This is due to the prevalence of small shear strain data only at very 
low and very large levels of excess pore pressure. During the early stages of shaking, the applied 
and inertial forces acting on the soil column are relatively small such that large changes in the 
shear modulus of the material will have little effect on the soil response. During the later stages 
of shaking, the applied and inertial forces acting on the soil column are much larger such that 
large changes in the shear modulus will have a significant effect on the soil response. Thus, at 
small shear strains, the extracted behavior tends towards the anticipated behavior during the later 
stages of shaking. At larger shear strains, the shear modulus and damping better match the target 
curves.  
Over the entire range of shear strain the shear modulus generally falls between the non-
degraded (u* = 0) and degraded (u* = 0.5) target curves and it appears that the nonlinear 
response of the soil is captured. This is in stark contrast to the observations of Tsai (2007) in 
applying SelfSim to total stress consideration which showed that SelfSim extracted equivalent 
linear behavior from individual events. The enhanced capability of SelfSim to delineate 
nonlinear soil behavior is due to the differences between the current implementation and that 
used by Tsai (2007), chiefly (a) inclusion of pore pressure within the NN soil model, and (b) the 
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analytical rules implemented as described in Section 3.8.3. These factors work in conjunction to 
facilitate SelfSim learning of nonlinear soil behavior. 
The extracted pore pressure response can similarly be evaluated by comparison with the 
target pore pressure response curve of the Dobry-Matasovic model. Figure 4-8 shows the 
extracted pore pressure response in terms of the computed number of equivalent shear strain 
cycles (Section 2.4.2) compared with the target values of the Dobry-Matasovic model. The 
number of equivalent shear strain cycles is calculated as:  
               
         
  
 
   
          
(4-1) 
where n is the number of unloading half-cycles, i is the shear strain amplitude at the beginning 
of the unloading half-cycle, and i,f is the shear strain amplitude at the end of the unloading half-
cycle. The extracted response matches the target response very well even when learning from a 
limited database of excess pore pressure measurements. Only a few measurements of significant 
excess pore pressure response may be necessary to learn the pore pressure response of similar 
soil layers. 
Therefore, SelfSim learning from a single event under effective stress consideration 
captures the overall response and provides a reasonable approximation of the target behavior 
anticipated for the given event. However, the extracted small-strain behavior may not necessarily 
represent the true small-strain behavior of the soil. The resolution of the extracted nonlinear 
behavior and pore pressure response can be enhanced by using measurements from multiple 
events as demonstrated in a later section. 
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4.5 Profile 3, uniform soil profile with multiple layers, seismic motion, and pore pressure 
and displacement measurements at same location 
This analysis is similar to Profile 2 with the exception that measurements of pore pressure 
response and motion are co-located at the mid-depth of Layer 3. The same broadband input 
motion used for Profile 2 is used to generate the synthetic measurements in Profile 3 at the 
ground surface and mid-depth of Layer 3, Figure 4-1c.  
4.5.1 SelfSim learning of global response 
Prior to SelfSim learning, the NN material models are initialized to represent linear 
elastic behavior over a limited shear strain range. The same NN material models are used for all 
layers. The displacements measured at the mid-depth of Layer 3 are projected to the top of the 
modeled layer (Layer 3) as described in Section 3.5. This ensures that the displacements 
measured at the mid-depth of Layer 3 are imposed in the SelfSim analysis. 
A total of eight passes are required to complete this analysis. The computed surface 
acceleration and corresponding response spectrum using the developed model is shown to be in 
good agreement with the surface measurements (target) as shown in Figure 4-9a and Figure 4-9b 
which plot the surface acceleration time history and the surface response spectrum respectively. 
Figure 4-9c and Figure 4-9d compare the accelerations and response spectrum using the 
developed model with the measurements (target) at the mid-depth of Layer 3, showing that the 
response at depth has also been learned well. The learned pore pressure response is similarly 
compared to the target pore pressure response at the mid-depth of Layer 3 in Figure 4-9e, which 
shows excellent agreement with the target values. The successful performance of SelfSim for the 
case of co-located pore pressure and motion measurements verifies the method described in 
Section 3.5. 
76 
 
4.6 Profile 4, non-uniform soil profile, seismic motion 
A broadband motion recorded during the Loma Prieta earthquake, Table 4-2, is used to 
generate the synthetic downhole array measurements in a two-layer soil profile with recordings 
at the ground surface and at the two-layer interface, Figure 4-1d.  
4.6.1 SelfSim learning of global response 
The two soil layers are assigned two different sets of NN material models during SelfSim 
learning. Prior to SelfSim learning, the two sets of NN material models are initialized to 
represent linear elastic behavior. 
SelfSim learning is best accomplished by adding sensor information into the learning 
process one by one from bottom to top of the array, mimicking the wave propagation. 
Measurements at lower layers are imposed first. After three SelfSim passes all measurements are 
then imposed simultaneously. Figure 4-10 shows the computed accelerations and corresponding 
response spectra at the surface (Layer 1) and top of Soil 3 (Layer 5). After a total of six passes, 
the measurements are reproduced well.  
4.6.2 Assessment of extracted nonlinear cyclic soil behavior 
The extracted stress-strain history and pore pressure response of the sixth SelfSim pass is 
compared to the known target response of selected layers in Figure 4-11. Layers 1 and 3 
represent Soil 2, and Layers 5 and 7 represent Soil 3. The extracted NN material models have 
evolved sufficiently to represent nonlinear hysteretic behavior while reasonably approximating 
the pore pressure response. 
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Figure 4-12 shows the evaluation of the extracted soil behavior and pore pressure 
response for Soil 2 and Soil 3 according to modulus reduction curves, damping curves, and pore 
pressure response curves. At larger shear strains, soil behavior tends to fall between the target 
curves corresponding to zero excess pore pressure and the degraded curve corresponding to the 
maximum target excess pore pressure imposed in SelfSim analysis. At smaller shear strains, soil 
behavior is more degraded due to small shear strains occurring early in the motion at zero excess 
pore pressure and later in the motion when excess pore pressures have reached their maximum. 
The extracted pore pressure response matches the target curve very well up to the maximum 
level of excess pore pressure of the target measurements (u* = 0.3 for Soil 2, u* = 0.5 for Soil 3) 
even though there were a limited number of pore pressure recordings used in analysis. Therefore, 
SelfSim learning of an individual event captures soil behavior dependent on the level of excess 
pore pressure and shear strain experienced during the event while simultaneously capturing the 
pore pressure response up to the maximum level of the recordings. Learning from multiple 
events is required to learn soil behavior over a wider range of shear strains and pore pressure to 
fully learn the pore pressure response. 
 
4.7 Learning of multiple events at Profile 4 downhole array 
At most arrays recordings from multiple events are available for learning of soil behavior 
and pore pressure response. It is assumed that recordings from two additional events (Table 4-2) 
are available at the Profile 4 downhole array: (1) a recording from a weak motion (LY), and (2) a 
medium motion (KK). The SelfSim learning scheme using the multiple events is illustrated in 
Figure 4-13. Initial learning of individual events is conducted followed by combined learning of 
events. 
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4.7.1 Learning of individual events 
Figure 4-14 and Figure 4-15 show the results of SelfSim learning of individual events KK 
and LY. The SelfSim learning for the LG event was shown in Figure 4-10. SelfSim learning is 
able to capture the measured surface response and pore pressure response in Layer 5.  
In order to evaluate the predictive capability of the material models extracted from the 
individual events, site response analyses, using the material models extracted from a given event, 
are performed using input motions of the other two events, Figure 4-16a-c. For SelfSim 
application to effective stress consideration, the predicted response is only close to the measured 
response if the shear strain range experienced by the soil is within the shear strain range learned 
by the extracted constitutive model and the pore pressure response is similar to the response 
learned by the extracted pore pressure model. 
The models extracted from the LY analysis cannot predict the response for the KK or LG 
events because the LY event caused minor shear strains and no excess pore pressures were 
generated. The models extracted from the KK analysis can predict the response for the LY event 
because small-strain behavior was learned over a range of pore pressures. Similarly, the models 
extracted from the LG analysis can predict the response for the KK event since soil behavior was 
learned over a range of pore pressures, but not for the smaller LY event since small-strain 
behavior was limited to extreme values of pore pressure. Further SelfSim learning must be 
performed to accurately predict the response of soils over a range of shear strains and levels of 
excess pore pressure.  
4.7.2 Simultaneous learning of three events 
After SelfSim learning of individual events, the extracted stress-strain-PWP behavior is 
combined into a single database (DB) used to train a new set of NN material models (Figure 
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4-13, Stage 2). Figure 4-16d-f shows that the individual predictions of the three events using 
these combined NN material models (without additional SelfSim learning loops) have produced 
vastly improved results. 
Additional SelfSim learning which combines the three events, termed a SelfSim loop, is 
carried out to enhance and refine the results, Figure 4-13, Stage 3. A SelfSim loop includes 
sequential SelfSim passes. Each SelfSim pass is still performed separately for each event. The 
stress-strain and pore pressure data extracted from each individual event are used to update the 
behavioral database (DB) and combined with data from other events during each NN material 
model update. The updated NN material models from one event (pass) are then used for the next 
event (pass). After three loops, SelfSim learning can simultaneously predict the measured 
response of all three events very well (Figure 4-16d-f) as well as the pore pressure response in 
the soil. 
4.7.3 Evaluation of extracted soil behavior 
The extracted soil behavior, in the form of modulus reduction and damping curves as 
well as pore pressure response curves, is examined at several SelfSim learning stages for Soil 2 
(Figure 4-17) and Soil 3 (Figure 4-18). 
1. Stage 1, SelfSim learning (individual learning of events, Figure 4-17a,d,g and Figure 
4-18a,d,g): The learned behavior from the individual events provides reasonable estimates of the 
modulus reduction and damping over the shear strain range and levels of excess pore pressure 
experienced in each event, while also having learned the general degradation due to generation 
of excess pore pressures. The extracted behavior from the weak motion (LY) is approximately 
linear for Soil 2 and Soil 3. The extracted stress-strain behavior from the medium motion (KK) 
and strong motion (LG) are similar for Soil 2, but quite different for Soil 3 due to the gradual 
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generation of excess pore pressures in the KK event and rapid generation in the LG event. 
Despite the differences in rate of generation of excess pore pressures, the extracted pore pressure 
response from both the KK and LG events match the target response very well. 
2. Stage 2, combined NN material model, no SelfSim learning loops (Figure 4-17b,e,h 
and Figure 4-18b,e,h): The combined model shows that the learned behavior is apparently being 
averaged over the range of pore pressures experienced during the individual events. The 
extracted behavior from the weak motion (LY) is now nonlinear. The extracted behavior from 
the medium motion (KK) and strong motion (LG) are now very similar and at larger shear strains 
generally falls between the non-degraded (u* = 0) and degraded target curves (u* = 0.3, Soil 2; 
u* = 0.5, Soil 3). The extracted pore pressure response from both the KK and LG events still 
match the target response very well. 
3. Stage 3, three SelfSim learning loops (Figure 4-17c,f,i and Figure 4-18c,f,i): The 
extracted behavior after three SelfSim learning loops now entirely falls between the non-
degraded and degraded target curves. The extracted pore pressure response from both the KK 
and LG events match the target response most accurately. SelfSim learning has successfully 
extracted soil behavior over the entire shear strain range and level of excess pore pressures 
generated in the shaking events. 
 
4.7.4 Prediction of strong seismic event 
To evaluate the applicability of the developed NN material models to future events, a site 
response analysis is performed in which the soil profile characterized by Profile 4 (Figure 4-1d) 
is subjected to a strong seismic event. A recording from the 1994 Northridge earthquake is scaled 
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to reach peak ground accelerations (PGA) of 1.5 g to simulate the strong seismic event. A site 
response analysis is then performed using the NN material models developed through SelfSim 
learning of multiple events, SelfSim Loop 3. Figure 4-19 shows the predicted soil response due 
to the strong seismic event using the SelfSim Loop 3 NN material models. As can be seen in 
Figure 4-19, the predicted response is significantly larger than the target response. This is 
because the NN material models developed through SelfSim learning were based on recordings 
from weak to moderate events. Thus, the NN material models should only be used to predict the 
site response for motions which are of similar magnitude to those used in SelfSim learning. 
 
4.8 Summary 
The extension of SelfSim to effective stress consideration is successfully demonstrated 
using four synthetic downhole array cases. The results confirm that SelfSim is able to gradually 
capture the measured global response while simultaneously extracting the underlying soil 
behavior and pore pressure response. SelfSim learning from a single event may extract nonlinear 
behavior that captures the overall response but does not fully match the target behavior. 
Recordings from multiple events are needed to extract nonlinear soil behavior and pore pressure 
response over a wide range of shear strains and level of excess pore pressure. 
The analyses in this chapter reveal the flexibility and the potential of SelfSim. Once the 
algorithm is applied to field recordings from downhole arrays in the next chapter, it can provide 
an opportunity to enhance understanding of in situ dynamic soil behavior and pore pressure 
response and establish the validity of site response models. 
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4.9 Tables and Figures 
 
Table 4-1: Model parameters used to generate synthetic downhole array data 
  Soil 1 Soil 2 Soil 3 
Profiles 1 2,3,4 4 
Nonlinear Hyperbolic Model Parameters 
 0.8 0.8 1.25 
s 0.7 0.7 0.7 

ref
 (MPa) 0.18 0.18 0.18 

r
 (%) 0.03 0.03 0.06 
b 0 0 0 
c 0.5 2.5 2.5 
d 0 0 0 
Dobry-Matasovic  
Pore Pressure Generation Parameters 
f 2 2 2 
p 1 1 1 
F 0.73 0.73 0.4 
s 1 1 1 

tvp
 (%) 0.02 0.02 0.02 
 3.8 3.8 5 
 
 
Table 4-2: Summary of the recordings used to generate synthetic array measurements 
Symbol Earthquake Station PGA(g) 
LY Loma Prieta Yerba Buena 0.065 
KK Kobe KJMA 0.4 
LG Loma Prieta Gilroy 0.45 
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Figure 4-1: Four synthetic vertical arrays considered for SelfSim analysis 
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Figure 4-2: Learning of target surface accelerations, Profile 1, harmonic loading. Excess 
PWP Ratio is defined as u'/'v0 
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Figure 4-3: Extracted soil behavior, Profile 1, harmonic loading 
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Figure 4-4: SelfSim learning of surface accelerations, Profile 2, Loma Gilroy input motion 
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Figure 4-5: Evolution of surface response spectrum during SelfSim learning process at 
Profile 2 
 
 
0.01 0.1 1 10
Period [ sec ]
0
2
4
6
S
a 
[ 
g
 ]
Target
Initialized
SelfSim
(Pass 10)
88 
 
Figure 4-6: Comparison of target and extracted stress-strain and excess pore pressure 
response of each layer, Profile 2 
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Figure 4-7: Comparison of the extracted and target behavior of Profile 2 in the form of (a) 
modulus reduction curves and (b) damping curves corresponding to zero excess pore 
pressure and the maximum excess pore pressure (u* = 0.5) imposed in SelfSim analysis 
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Figure 4-8: Comparison of the extracted and target excess pore pressure response at 
Profile 2 in terms of u* and equivalent shear strain cycles 
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Figure 4-9: Learning of (a) target surface accelerations, (b) surface response, (c) target 
mid-depth accelerations, (d) mid-depth response, and (e) mid-depth pore pressure response 
for LG event, Profile 3 
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Figure 4-10: Learning of target accelerations (left column) and corresponding response 
spectra (right column) for LG event, Profile 4 
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Figure 4-11: Comparison of extracted and target stress-strain and pore pressure response 
of four layers, Profile 4 
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Figure 4-12: Comparison of the extracted and target soil behavior and excess pore pressure 
response for Soil 2 (left column) and Soil 3 (right column) in terms of modulus reduction 
curves (a & b), damping curves (c & d), and excess pore pressure response curves (e & f) 
0
0.2
0.4
0.6
0.8
1
G
/G
0
 [
 -
 ]
0.0001 0.001 0.01 0.1 1
Shear Strain,  [ % ]
0
10
20
30
40
D
am
p
in
g
 [
 %
 ]
Soil 2
Target (T) - u*=0
T - u* = 0.3
SelfSim
(Pass 6)
0.001 0.01 0.1 1 10 100
Equivalent Shear Strain Cycles
N(-tvp) [ cycles-% ]
0
0.2
0.4
0.6
0.8
1
E
x
ce
ss
 P
W
P
 R
at
io
Soil 2
Target
SelfSim 
(Pass 6)
0.0001 0.001 0.01 0.1 1
Shear Strain,  [ % ]
Soil 3
Target (T) - u*=0
T - u* = 0.5
SelfSim
(Pass 6)
0.001 0.01 0.1 1 10 100
Equivalent Shear Strain Cycles
N(-tvp) [ cycles-% ]
Soil 3
Target
SelfSim
(Pass 6)
(a) (b)
(c) (d)
(e) (f)
95 
  
Figure 4-13: SelfSim learning of multiple events to capture nonlinear behavior and pore 
pressure response. Stage 1: SelfSim learning of individual events. Stage 2: combine 
databases (DB) of extracted stress-strain behavior and pore pressure response to train new 
NN material models. Stage 3: SelfSim learning of individual events, and update of the 
combined databases used in retraining the NN material models 
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Figure 4-14: Comparison of (a & b) surface response and (c & d) response at the top of Soil 
3 (Layer 5) for KK event 
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Figure 4-15: Comparison of (a & b) surface response and (c & d) response at the top of Soil 
3 (Layer 5) for LY event 
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Figure 4-16: Predicted surface response spectra (a, b, c) of a given event using SelfSim 
extracted NN material models from other events. Comparison of surface response spectra 
of 3 events (d, e, f) predicted by using a combined NN material model trained with 
combined database (prior to SelfSim loop) and combined NN material model extracted 
from SelfSim learning (after SelfSim Loop 3) 
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Figure 4-17: Evolution of the extracted behavior of Soil 2 from Profile 4. (a, d, g) SelfSim learning of individual events, (b, e, h) 
combined soil model from individual event learning, and (c, f, i) Loop 3 of combined SelfSim learning of the three events 
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Figure 4-18: Evolution of the extracted behavior of Soil 3 from Profile 4. (a, d, g) SelfSim learning of individual events, (b, e, h) 
combined soil model from individual event learning, and (c, f, i) Loop 3 of combined SelfSim learning of the three events 
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Figure 4-19: Comparison of SelfSim Loop 3 prediction of (a & b) surface response and (c & 
d) response at the top of Soil 3 (Layer 5) for strong seismic event. The motion recorded 
during the 1994 Northridge earthquake was scaled to a PGA of 1.5 g and used as the input 
motion for base excitation 
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CHAPTER 5 - SELFSIM APPLIED TO REAL DOWNHOLE ARRAY 
MEASUREMENTS TO EXTRACT IN-SITU SOIL BEHAVIOR AND PORE PRESSURE 
RESPONSE 
5.1 Introduction 
This chapter applies the extended SelfSim algorithm to the 1987 recordings from the 
Imperial Valley Wildlife Liquefaction Array. The site geology, array instrumentation, and 
recorded earthquake events are summarized. Recordings from the 1987 Superstition Hills 
earthquake, which caused the site to reach liquefaction, are reviewed and interpreted. SelfSim is 
then employed to extract the in-situ soil behavior and pore pressure response from the downhole 
array measurements. The extracted soil behavior suggests a new functional form for modeling 
the degradation of the shear modulus with respect to excess pore pressures. The extracted pore 
pressure response is dependent on the number and amplitude of shear strain cycles and has a 
functional form similar to current strain-based pore pressure generation models. 
 
5.2 Wildlife Liquefaction Array, Imperial Valley, California, USA 
The Wildlife Liquefaction Array (WLA) was established in 1982 on a floodplain in the 
Imperial Valley of southern California (Figure 5-1) where sand boils developed during the 1981 
Westmorland earthquake. This site was selected and instrumented to study the liquefaction 
process during seismic events.  
5.2.1 Site geology and array instrumentation 
The geology of the WLA site is summarized by Holzer and Youd (2007). The area 
chiefly consists of relatively young saturated Holocene floodplain sediments approximately 7 m 
thick overlying denser sedimentary deposits (Figure 5-2b). The upper 2.5 m consists of lean clay 
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to silt with the water table typically located at depth of 1-2 m. From depths of 2.5 m to 6.8 m the 
deposits transition from sandy silt to silty sand which comprises the liquefiable layer. The 
liquefiable layer is underlain by approximately 5 m of denser silty clay followed by dense silt. 
Figure 5-3 shows the simplified soil profile with ground water table approximately 1.5 m below 
ground surface. The shear wave velocity profile is based on SASW results (Bierschwale and 
Stokoe 1984). The results of laboratory testing indicates that small-strain damping is 
approximately 1% (Matasovic 1993). 
Instrumentation of the site consists of accelerometers installed at the surface and beneath 
the liquefiable layer and piezometers installed throughout the soil profile radially located 
approximately 4.6 m from the accelerometers (Figure 5-2a,b). Two three-component force-
balanced accelerometers oriented in the east-west (EW), north-south (NS), and up-down (UD) 
directions were installed at the surface (SM2) and approximately 7.5 m below the surface (SM1), 
and are hereafter referred to as the surface and downhole accelerometers. Piezometers P1 
through P5 were installed in the liquefiable layer at respective depths of 5, 3, 6.6, 4, and 2.9 m.  
Piezometer P6 was installed in a layer of dense silt at a depth of 12 m. The P4 piezometer was no 
longer functioning by the time of the November 1987 earthquakes. 
5.2.2 Recorded earthquake events 
In November 1987 the WLA recorded the M = 6.2 Elmore Ranch earthquake followed 
approximately 10 hours later by the M = 6.6 Superstition Hills earthquake. Details of the 
recorded events are summarized in Table 5-1.  
The Elmore Ranch earthquake occurred along the then unknown Elmore Ranch fault at 
an epicentral distance of approximately 23 km. The surface accelerometer recorded peak ground 
acceleration (PGA) of 0.128 g for both the NS and EW components. The corresponding 
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downhole accelerometer recorded PGA of 0.078 g and 0.068 g for the NS and EW components 
respectively. No significant buildup of excess pore pressures was observed during the Elmore 
Ranch event. The lack of significant excess pore pressures makes this event unsuitable for 
SelfSim learning of pore pressure response, but suitable for purposes of prediction.  
The Superstition Hills earthquake occurred along the Superstition Hills fault at an 
epicentral distance of approximately 31 km. The surface accelerometer recorded PGA of 0.205 g 
and 0.183 g for the NS and EW components respectively. The corresponding downhole 
accelerometer recorded PGA of 0.172 g and 0.105 g for the NS and EW components 
respectively. During the Superstition Hills event, significant excess pore pressures were 
generated and the site eventually liquefied. The availability of surface and downhole acceleration 
recordings as well as significant excess pore pressure recordings make the Superstition Hills 
event a suitable candidate for SelfSim learning. The NS component is selected for SelfSim 
learning while the EW component is selected for prediction.  
 
5.3 Review of the 1987 Superstition Hills Earthquake  
The Superstition Hills recordings have been a subject of great interest over the past 25 
years due to the pore pressure recordings, liquefaction of the site, possible ground oscillation 
observed from the recordings, and confirmed nonlinear soil behavior interpreted from the 
recordings. Several researchers have investigated the Superstition Hills records and provided 
significant insight into the coupled nature of soil behavior and pore pressure response (Bonilla et 
al. 2005; Davis and Berrill 2000; Glaser 1996; Youd and Carter 2005; Zeghal and Elgamal 1994) 
and have also shown that surface waves may have significantly affected the site response (Holzer 
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and Youd 2007). To provide a general understanding of the Superstition Hills records and 
explore the possibility of surface wave action at the site, the following provides a brief review of 
the Superstition Hills earthquake. 
5.3.1 Rupture process of the Superstition Hills fault 
Several researchers have employed waveform modeling, teleseismic and strong-motion 
inversion techniques to investigate and characterize the rupture process of the Superstition Hills 
fault during the 1987 Superstition Hills earthquake (Bent et al. 1989; Frankel and Wennerberg 
1989; Hwang et al. 1990; Wald et al. 1990). The results of these investigations have provided the 
following general conclusions in regards to the rupture process of the Superstition Hills fault: 
1. The rupture process of the Superstition Hills fault consisted of at least two temporally and 
spatially separated sub-events, 
2. The first sub-event is constrained to the northern portion of the fault close to the 
epicenter, radiates high- and low-frequency energy, and accounts for approximately one-
third of the total energy released, 
3. The first sub-event may actually consist of two ruptures, with the second rupture 
initiating approximately 2-3 seconds after the first and accounting for one-fourth of the 
total energy released, 
4. The second sub-event occurs along the southern portion of the fault, radiates low-
frequency energy with little-to-no high-frequency energy, and accounts for approximately 
two-thirds of the total energy released, 
5. The second sub-event initiates approximately 8-10 seconds after initiation of the first sub-
event, and 
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6. Rupturing of the Superstition Hills fault ceases approximately 18-20 seconds after 
initiation of the first sub-event. 
The rupture process of the Superstition Hills fault was a complex event that consisted of 
multiple sub-events. What is generally understood about the rupture process should be 
considered when reviewing and interpreting the WLA recordings to identify what effects are 
caused by these separate sub-events. 
5.3.2 Evaluation of rupture process from acceleration time histories 
To verify the understanding of the rupture process of the Superstition Hills fault, Figure 
5-4 plots the surface and downhole acceleration time histories for the up-down (UD), north-south 
(NS), and east-west (EW) components. The geology of the Imperial Valley causes vertical 
accelerations from local events to primarily be due to P-waves (Wald et al. 1990). Thus, the 
arrival of P-waves to the site should be identifiable from the recorded UD accelerations. Figure 
5-4a and Figure 5-4b show the UD acceleration time histories at the surface and downhole, 
respectively. It is assumed that arrival of the first P-wave triggered the array instrumentation at 
time t = 0 seconds and corresponds with the initiation of the first sub-event. Two sharp peaks are 
observed at times of approximately t = 2.4 and t = 8.8 seconds which represent peak arrivals of 
P-waves. Thus, P-wave arrivals are approximated to occur at t = 0, t = 2.4, and t = 8.8 seconds. 
The timing of these arrivals corresponds with the estimated initiations of the second rupture of 
the first sub-event (t ~ 2-3 seconds) and the initiation of the second sub-event of the rupture 
process (t ~ 8-10 seconds). The acceleration time histories for the NS and EW components are 
shown in Figure 5-4c,d and Figure 5-4e,f respectively. The surface and downhole acceleration 
time histories indicate that the first S-wave arrival occurs at approximately t = 4.7 seconds. 
Assuming that the first P-wave triggered the array at t = 0 seconds, the corresponding S-P time 
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interval is approximately 4.7 seconds. Thus, S-wave arrivals are approximated to occur at t = 4.7, 
t = 7.1, and t = 13.5 seconds. 
Figure 5-5 plots the combined Arias (1969) Intensity Ratio of the NS and EW records to 
evaluate the arrival of shear waves to the site in regards to the rupture process. The Arias 
Intensity Ratio is defined as the ratio of the Arias Intensity of the downhole record to the Arias 
Intensity of the surface record. Since S-waves propagate from deeper layers to the surface, the 
arrival of S-waves results in a rise in the Arias Intensity Ratio while the arrival of P-waves has 
little effect. Figure 5-5a plots the Arias Intensity Ratio for the duration of the recording. S-wave 
arrival is prominent within the first 20 seconds of shaking, after which only slight changes in the 
ratio are observed. Figure 5-5b focuses on the first 20 seconds of shaking and marks the 
estimated arrivals of P-waves (PW) and S-waves (SW). The S-wave arrival times correspond 
well with the Arias Intensity Ratio time history indicating that the estimated S-P interval is 
approximately correct. Considering that rupturing of the Superstition Hills fault had ceased 
approximately 20 seconds after initiation, the excitation by body waves on the site response 
would be minimal approximately 25 seconds after the array was triggered. 
The acceleration time histories tend to support the understanding of the rupture process of 
the Superstition Hills fault that was developed from teleseismic and strong-motion inversion 
techniques. Interpreted P-wave arrivals correspond well with the estimated times of rupture, and 
estimated S-wave arrival times are close to those observed in the records.  
5.3.3 Evaluation of ground oscillation at WLA 
The occurrence of ground oscillation due to surface waves at WLA has previously been 
interpreted from the recordings by Holzer and Youd (2007). Surface waves are generally more 
destructive than body waves due to the large displacements these waves incur. Thus, it is 
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pertinent to evaluate ground oscillation at WLA through inspection of the displacement time 
histories.  
Figure 5-6 plots the surface and downhole displacement time histories for the up-down 
(UD), north-south (NS), and east-west (EW) components. Displacements were obtained by 
double integration of the acceleration time histories shown in Figure 5-4, and the time at 25 
seconds is marked as the estimated time for cessation of significant body wave arrival. Figure 
5-6a and Figure 5-6b show the displacement time histories for the UD component at the surface 
and downhole, respectively. In these records, large periodic displacements are observed after 30 
seconds when accelerations are minimal. This observation suggests that surface waves, 
specifically Rayleigh waves, would have dominated the site response after 30 seconds. The NS 
(Figure 5-6c,d) and EW (Figure 5-6e,f) displacement time histories similarly show continued 
periodic displacements well after 25 seconds. It is interesting to note that the NS downhole 
displacements (Figure 5-6d) are of a relatively uniform amplitude for a sustained duration of 
time between 15-35 seconds, and that the EW surface (Figure 5-6e) and downhole displacements 
(Figure 5-6f) both reach maximums at t = 25 seconds when body wave effects should be 
minimal. It is possible that surface waves may have arrived and affected the site response earlier 
than 30 seconds. 
The passage of surface waves at a site causes incremental displacements throughout the 
soil profile. Thus, it can be difficult to identify surface wave action from absolute displacement 
time histories if significant displacements have already occurred. To establish a fixed frame of 
reference, relative displacements and relative accelerations are plotted for the NS and EW in 
Figure 5-7 as the downhole records subtracted from the surface records. The time marked at 25 
seconds represents the estimated cessation of body wave arrival, and it can be seen that strong 
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motion is still occurring after this time in the relative acceleration time histories. Relative 
displacements in the NS direction (Figure 5-7a) show what appear to be two separate waveforms 
separated by the 25 second mark with the peak displacement in the first waveform observed at t 
= 20.6 seconds. Identification of two waveforms is less distinct in the EW direction (Figure 
5-7b), but the first peak displacement is observed at t = 26.2 seconds.  
In preparing Figure 5-7, it was observed that the displacement waveforms near the first 
peaks are actually quite similar in both the NS and EW components. This similarity is explored 
in Figure 5-8 which plots the first 25 seconds of the NS time histories along with the EW time 
histories superimposed 5.6 seconds earlier in time. The relative displacement time histories 
(Figure 5-8a) show that the shape of the displacement waveforms for both components share 
general characteristics beginning at t = 15 seconds, though the magnitudes of displacement 
differ. The relative acceleration time histories (Figure 5-8b) are remarkably similar from times of 
15 to 25 seconds. Possible similarities earlier than 15 seconds cannot be observed due to the 
arrival of the large shear wave at approximately 13.5 seconds in the NS component.  
It is exceptionally strange to see a characteristic pattern occurring first in the NS time 
history and then repeating 5.6 seconds later in the orthogonal EW time history and lasting for 
~10 seconds. The similarity between the relative accelerations of each component indicates that 
both waveforms originated from the same source and that they affect the surface motion in a 
similar manner. Correspondingly, the observed waveforms are interpreted to be arriving surface 
waves. Considering that the WLA is situated east northeast of the earthquake epicenter, the NS 
component would be approximately transverse to the direction of wave propagation. The 
waveform observed at t ~ 15 seconds in the NS component is interpreted to be the arrival of 
Love waves to the site. 
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Examination of the WLA acceleration and displacement time histories yields strong 
support for the interpretation of Holzer and Youd (2007) that the site was rocked by surface 
waves. A characteristic repeating pattern observed in the NS and EW time histories indicates that 
Love waves may have arrived to the site as early as 15 seconds after the array was triggered. 
Relatively uniform and periodic displacements were also observed in the UD displacement time 
histories after 30 seconds. These observations suggest that surface waves dominated the site 
response for the majority of the recording. 
5.3.4 Pore pressure response during the 1987 Superstition Hills earthquake 
The WLA site experienced liquefaction during the Superstition Hills earthquake as 
evidenced by sand boil ejecta observed at the site (Holzer et al. 1989a) and the pore pressure 
recordings. The performance of the piezometers has been tested and disputed (Scott and 
Hushmand 1995), chiefly in regards to only the P5 piezometer being deemed to exhibit 
reasonably correct performance and also the recorded slow nature of the buildup of excess pore 
pressures which seems uncharacteristic of earthquake shaking. The pore pressure recordings are 
examined in consideration of the rupture process of the Superstition Hills fault and the 
interpreted surface wave action previously discussed in this paper. 
Figure 5-9 plots the pore pressure recordings from the Superstition Hills earthquake of 
piezometers P5 (2.9 m), P2 (3.0 m), P1 (5.0 m), and P3 (6.6 m) which are located in the 
liquefiable layer. The recordings are plotted in the form of excess pore pressure ratio under the 
assumption that excess pore pressures had reached the effective overburden stress by the end of 
the record as per Holzer and Youd (2007). Figure 5-9 shows that the liquefaction process 
propagated sequentially downward through the soil profile. It is observed that excess pore 
pressures rise rapidly in all piezometers beginning at approximately 13.6 seconds in the record. 
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The timing of this rise corresponds with the arrival of the large shear wave associated with the 
second sub-event of the rupture process. Figure 5-8 indicates that surface waves arrived as early 
as 15 seconds in the record, and consideration of the rupture process suggests that excitation of 
the site due to body waves is minimal after 25 seconds. If these times are used to delineate the 
initiation and domination of surface wave effects, then surface waves caused 33-88, 38-98, 55-
88, and 55-78% of the excess pore pressure buildup at piezometers P5, P2, P1, and P3 
respectively. It can be concluded that surface waves significantly, if not dominantly, governed 
the site response and pore pressure response at WLA. 
 
5.4 SelfSim learning of WLA 
Four sets of NN material models are assigned to soil layers according to the geologic 
profile shown in Figure 5-3. Each set consists of a NN material model used to represent soil 
constitutive behavior (NN Soil) and another NN material model to represent pore pressure 
response (NN PWP). The NN Soil material models are initialized to represent linear elastic 
behavior over a limited range of shear strains and the NN PWP models are initialized to 
represent an arbitrary amount of excess pore pressure generation. 
5.4.1 SelfSim learning of Superstition Hills NS component 
Prior to SelfSim learning, the computed surface accelerations and surface response given 
the NS downhole motion using the initialized NN material models is different from the 
measurements as shown in Figure 5-10a and Figure 5-10b respectively. The computed pore 
pressure response time history at a depth of 3 m is shown along with the P5 recording in Figure 
5-10c, and the maximum computed excess pore pressures throughout the soil profile are 
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similarly shown in Figure 5-10d. SelfSim learning is required to improve both the surface 
response and the pore pressure response throughout the profile. 
After 13 passes (Figure 5-11) SelfSim learning has ceased, i.e. no additional behavioral 
response is learned by the NN material models. The results of SelfSim learning are plotted with 
available recordings and the results of site response simulations obtained from the 1D site 
response analysis program DEEPSOIL (Hashash et al. 2011). Two different pore pressure 
generation models were considered for the simulations - the Dobry-Matasovic (D/M) strain-
based pore pressure model (Matasovic 1993), and the Green, Mitchell, and Polito (GMP) energy-
based pore pressure model (Green et al. 2000). Additional details of the site response simulations 
performed can be found in Appendix A.  
Figure 5-11a shows that through SelfSim learning, the surface acceleration can be 
matched well for the first 20 seconds of motion. After 20 seconds, the recorded surface 
accelerations show several spikes indicative of dilative soil behavior. It appears that the NN Soil 
material models, having learned the initial contractive soil behavior to reproduce the initial 
surface response, were unable to further learn the dilative soil behavior. However, there is good 
agreement between the computed and recorded surface response (Figure 5-11b). While the 
simulations typically overestimate the surface response at smaller periods, SelfSim learning is 
able to approximate the surface response well up to periods of 0.5 seconds. The computed pore 
pressure time history within the sandy silt layer is shown in Figure 5-11c with the P5 recording 
and simulations. Figure 5-12a and Figure 5-12b show the computed pore pressure time histories 
in the silty sand layer with the P1 and P3 recordings, respectively. Although computed excess 
pore pressures are generated much earlier in the record, the NN PWP model still captures the 
sharp rise in excess pore pressures at 13.6 seconds and the degraded rate of generation in time. 
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The computed excess pore pressures are lesser in magnitude than the simulations, but the 
characteristics are similar to the strain-based D/M pore pressure model. The maximum excess 
pore pressure profile (Figure 5-11d) indicates that practical liquefaction was achieved throughout 
the liquefiable layer, while the simulations predicted liquefaction of only the sandy silt layer. 
Through SelfSim learning, a more accurate prediction of pore pressure generation throughout the 
profile has been attained while still being able to predict correct surface response. 
5.4.2 Site response prediction using extracted NN material models 
The four sets of NN material models extracted from the SelfSim learning of the 
Superstition Hills NS component are employed in site response analysis to predict the ground 
motion and pore pressure response for all events listed in Table 5-1. 
The predicted surface accelerations, surface response, and excess pore pressure profiles 
for the Superstition Hills EW component are shown in Figure 5-13. Simulation results are also 
shown where possible. For the Superstition Hills EW component, the surface accelerations 
(Figure 5-13a) are matched reasonably well up to 15 seconds. The computed surface response 
(Figure 5-13b) initially corresponds well with the measured response but the response is 
significantly overestimated at periods between 0.3 and 1 second; similar to the simulations. The 
excess pore pressure response in the sandy silt layer (Figure 5-13c) is similar to that obtained for 
the NS component, but is lesser in magnitude. The excess pore pressure profile (Figure 5-13d) is 
likewise similar to that obtained for the NS component, though lesser in magnitude. It is apparent 
that the key difference between SelfSim and the simulations is that SelfSim still predicts the 
generation of large excess pore pressures throughout the soil profile while the simulations 
indicate liquefaction only of the sandy silt layer. 
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The results for the Elmore Ranch NS and EW components are shown in the left and right 
columns of Figure 5-14, respectively, with available recordings and simulation results. For the 
NS component, surface accelerations (Figure 5-14a) are matched well for the duration of shaking 
and the surface response (Figure 5-14b) is close to the measured response for both SelfSim and 
simulations. Computed excess pore pressures using SelfSim (Figure 5-14c) reached 
approximately 10% of the effective overburden stress, while the measured excess pore pressures 
have repeatedly been reported to be negligible (Davis and Berrill 2000; Holzer et al. 1989b; 
Zeghal and Elgamal 1994). In this respect, the simulation using the D/M pore pressure model 
yields the most accurate representation of the soil response and the GMP pore pressure model is 
least accurate. For the EW component, surface accelerations (Figure 5-14d) are again matched 
reasonably well. Similar to the Superstition Hills EW prediction, surface response (Figure 5-14e) 
is significantly overestimated at periods between 0.3 and 1.0 seconds for all predictions. The 
computed excess pore pressures (Figure 5-14f) are significantly larger than those predicted for 
the Elmore Ranch NS component, even reaching liquefaction at a depth of 3 m. The simulation 
results of excess pore pressures are also larger than for the NS component, but do not predict 
liquefaction for any layers. Considering all SelfSim learning and prediction, it appears that the 
NN material models have learned behavior which is dependent on ground motion direction and 
generally favoring the NS direction in this case. Nonetheless, it appears that SelfSim has 
successfully extracted relevant soil behavior and pore pressure response corresponding to NS 
ground motions which provide more accurate representations of surface and pore pressure 
response than could be obtained with conventional site response analysis models. 
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5.5 Evaluation of extracted behavior and pore pressure response 
The extracted stress-strain histories from the Superstition Hills NS event are shown in 
Figure 5-15a and Figure 5-15b for selected layers of the sandy silt and silty sand, respectively, 
which comprise the liquefiable layers at WLA. After SelfSim learning, the extracted NN Soil 
models have evolved to represent nonlinear and hysteretic behavior. Tsai and Hashash (2009) 
showed that the behavior extracted by SelfSim under total stress conditions can be used to gain 
insights into soil behavior including the effects of number of cycles and loading rate. The 
extension of SelfSim to effective stress considerations further allows the effects of excess pore 
pressures to be explored. 
5.5.1 Modulus reduction and damping curves 
Nonlinear soil behavior is commonly represented by modulus reduction and damping 
curves (Kramer 1996). To interpret extracted behavior Tsai and Hashash (2009) proposed a 
method to develop modulus reduction and damping curves from extracted stress-strain loops 
illustrated in Figure 5-16 with the following steps: 
1. For loading paths containing more than three points, construct loops between two points 
of stress-strain reversal by adding a complementary, imaginary part of the stress-strain 
path between the two reversal points. Assume these loops are closed and symmetric. 
2. Compute the shear modulus and damping values from each extracted loop. 
Using the above procedure, Figure 5-17 compares the extracted soil behaviors of the 
sandy silt and silty sand with those from laboratory tests as presented by Matasovic (1993). The 
results show that a significant amount of nonlinear behavior has been learned over a wide range 
of shear strains. The upper limits of the extracted shear moduli tend to fall below the lab data, but 
generally show modulus reduction with increasing shear strain. The extracted damping is larger 
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than the lab data, but similarly shows damping increase with larger shear strain. SelfSim is able 
to extract soil behavior which is qualitatively similar to behavior observed from lab tests. The 
soil behavior is further explored using the extracted modulus reduction and damping values. 
5.5.2 Evaluation of effect of excess pore pressures on soil behavior 
Excess pore pressures develop in saturated soils when cyclically sheared under undrained 
conditions. To explore the effect of excess pore pressures on soil behavior, Figure 5-18 plots the 
extracted soil behavior in terms of level of excess pore pressure ratio. The results clearly show 
degradation of the shear modulus with increasing excess pore pressures, but the level of excess 
pore pressure has no discernible effect on the damping. As excess pore pressures increase, the 
soil behavior also tends to become more linear over a wider range of shear strains. 
The result of excess pore pressure generation is a reduction of effective stresses and 
corresponding degradation of the shear modulus and shear strength of the soil. In site response 
simulations, the degradation of these parameters is modeled in the form of the shear modulus 
degradation index, Equation (2-12), and the stress degradation index, Equation (2-13). 
The shear modulus degradation index can be determined from the extracted stress-strain 
data by computing the normalized shear modulus as shear strains approach zero. Figure 5-19 
shows the extracted shear modulus degradation index compared with the model shown in 
Equation (2-12) and employed in the site response simulations. The trend of the extracted 
degradation index is matched well by a sigmoid function and is in stark contrast to the simulation 
model. The trend suggests that more significant degradation of the shear modulus can occur even 
at low excess pore pressures, whereas the simulation model yields a gradual decrease in shear 
modulus until excess pore pressures reach ~80% of the initial effective overburden stress. At 
larger excess pore pressures, both the SelfSim extracted behavior and the simulation model 
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predict a rapid decrease in the shear modulus degradation index. The stress degradation index 
cannot be determined from the SelfSim extracted behavior because it requires knowledge of the 
shear stresses at failure, which is a task for which SelfSim is not well-suited. 
5.5.3 Evaluation of effect of number of cycles on soil behavior 
Cyclic degradation is the reduction of soil stiffness and strength parameters due to 
repeated cyclic loading. In order to explore modulus degradation with number of cycles, the 
accumulated number of cycles is counted while determining the secant modulus and damping 
from the extracted stress-strain loops. Following the method used by Tsai and Hashash (2009), 
each stress-strain reversal is treated as one-half of a cycle. Figure 5-20 presents the extracted 
behavior for the sandy silt and silty sand in terms of number of cycles. It is difficult to discern 
the effects of the number of cycles primarily due to the fact that these cycles correspond to 
irregular cyclic loading while those of laboratory tests are typically carried out at a constant 
stress or strain amplitude. Within the entire dataset, it can be generally observed that the shear 
modulus tends to degrade as the number of cycles increases, though there are no apparent trends 
observed. To more clearly examine the effect of the number of cycles, Figure 5-21 presents a 
subset of the data where the excess pore pressures have reach less than 33% of the initial 
effective overburden stress. Even within the subset the effects of the number of cycles is 
indiscernible from the effect of excess pore pressure on degradation of the shear modulus. This 
suggests that the effect of excess pore pressure outweighs the effect of the number of cycles, 
though the level of excess pore pressure is dependent on the number of cycles that have 
occurred. 
5.5.4 Evaluation of effect of strain rate on soil behavior 
For each extracted stress-strain loop, the corresponding strain rate is calculated as: 
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(5-1) 
where  is the total strain difference between two stress-strain reversals, and t is the time 
interval between reversals. Figure 5-22 presents the extracted behavior for the sandy silt and silty 
sand in terms of strain rate. Similar to evaluating the effect of the number of cycles, it is difficult 
to discern the effects of strain rate on soil behavior due to effects caused by the level of excess 
pore pressures. There either appears to be no observable effect of rate of shear strain on the shear 
modulus or damping or it is filtered out by the effect of the excess pore pressures. 
5.5.5 Evaluation of pore pressure response 
A number of methods for evaluating and modeling the generation of excess pore 
pressures in cohesionless soils have been proposed and developed over the past several decades. 
Two common methods used in site response analysis programs such as DEEPSOIL (Hashash et 
al. 2011) are the cyclic strain approach via the Dobry-Matasovic model (Matasovic 1993) and 
the energy dissipation approach via the GMP model (Green et al. 2000). Both models calculate 
excess pore pressures as a ratio in the form u* = u'/'v0. For the cyclic strain approach, u* is a 
function of the number of loading cycles N and shear strain amplitude  in excess of a threshold 
shear strain tvp lumped together as equivalent shear strain cycles N(-tvp). For the energy 
dissipation approach, u* is a function of dissipated unit energy determined from the integration 
of stress-strain hysteresis loops. Both the equivalent shear strain cycles and dissipated unit 
energy metrics can be thought of as general representations of the energy state of the soil.  
In SelfSim, the NN PWP models use values of shear strain and previous states of excess 
pore pressure to determine the pore pressure response of the soil. Hence, the extracted pore 
pressure response is best evaluated in terms of equivalent shear strain cycles N(-tvp). Figure 
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5-23 shows the excess pore pressure response of the sandy silt and silty sand at WLA in terms of 
equivalent shear strain cycles. The interpreted pore pressure response clearly indicates an 
increase in excess pore pressure with the accumulation of equivalent shear strain cycles, though 
the rate of generation tends to degrade when excess pore pressure ratio exceeds values of ~0.65-
0.70. The excess pore pressure response is well matched by a hyperbolic relationship similar to 
the Dobry-Matasovic (D/M) strain-based model (Section 2.4.2).  
Figure 5-24 compares the extracted pore pressure response of the sandy silt and silty sand 
with the prediction of the strain-based D/M pore pressure model used in site response simulation 
(see Appendix A). The same D/M model parameters were used for both the silty sand and sandy 
silt in the site response simulations. The D/M model prediction simulates 2D shaking by setting 
the multi-directional shaking parameter to a value of f = 2 (Section 2.4.2). However, the 
extracted pore pressure response shown in Figure 5-24 can be approximately matched by the 
D/M model if a value of f ~ 1 is used and assuming that all other parameters are correct. Thus, 
the extracted behavior verifies the validity of the hyperbolic strain-based D/M pore pressure 
response model, though the extracted behavior indicates that the model parameters may need to 
be adjusted for correct simulation. 
Figure 5-25 compares the extracted pore pressure response of the sandy silt and silty sand 
with the prediction of the energy-based GMP pore pressure model used in site response 
simulation (see Appendix A). Different GMP model parameters were used to model the response 
of the sandy silt and silty sand. The primary input of the GMP model is dissipated unit energy 
density which can be calculated from integration of the extracted stress-strain hysteresis loops 
(Section 2.4.3). The extracted pore pressure response shown in Figure 5-25 is very similar to the 
GMP model predictions. This observation suggests that the GMP model and model parameters 
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used in site response simulation are approximately correct. However, the GMP model provided 
the least accurate pore pressure response predictions in simulation. This is due in part to the fact 
that the majority of excess pore pressure generation occurs during cyclic stress loading and 
reloading for the GMP model, and the model does not require any threshold values to be 
exceeded before generating excess pore pressures.  
The extracted pore pressure response exhibits characteristics of both strain-based and 
energy-based pore pressure response models used in site response simulation. The extracted pore 
pressure response follows a hyperbolic trend when interpreted in terms of accumulated 
equivalent shear strain cycles and can be approximately matched by strain-based pore pressure 
response models. There is a good match between the extracted pore pressure response and 
energy-based pore pressure response models, though the latter yielded the least accurate results 
in site response simulation. This observation suggests that the energy-based models may require 
some adjustments in their implementation - i.e. inclusion of a threshold value to govern excess 
pore pressure generation, and possibly limiting generation of excess pore pressures to unloading 
of the soil.  
5.6 Summary 
The extended SelfSim framework integrates downhole array measurements of motion and 
pore pressure response with numerical modeling to extract in situ soil behavior and pore pressure 
response. In this chapter, the algorithm is successfully applied to recordings from the 1987 
Elmore Ranch and Superstition Hills events at the Wildlife Liquefaction Array. The results show 
that SelfSim is able to reproduce significant characteristics of the downhole measurements which 
could not be attained by use of conventional material models. Learned soil behavior from one 
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component of ground motion can be used in site response analysis to well predict measured 
response of other events in the same component of motion.  
The extracted soil behavior from downhole recordings can be used to interpret soil 
behavior and pore pressure response. Interpretation of the extracted data clearly shows modulus 
reduction and damping increase with increasing shear strain amplitude. The generation of excess 
pore pressures results in modulus degradation but has limited effect in damping. Contrary to 
current site response simulation models, significant modulus degradation is observed at low 
excess pore pressures. Excess pore pressures increase with the accumulation of equivalent shear 
strain cycles and tend to follow a hyperbolic trend, but the rate of generation tends to decrease as 
equivalent shear strain cycles are accumulated. The present work demonstrates the capabilities of 
SelfSim in integrating field measurements and numerical modeling to discover new behavior and 
to verify the applicability of site response simulation models. The results of this work clearly 
show SelfSim's potential for extracting soil behavior and pore pressure response from field 
measurements. 
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5.7 Tables and Figures 
 
 
Table 5-1: List of events recorded by Wildlife Liquefaction Array 
Earthquake 
Epicentral 
Distance 
(km) 
Component 
Measurement 
Depth (m) 
PGA (g) Purpose 
Superstition 
Hills  
(M = 6.6) 
31 
NS 
0 0.205 
SelfSim 
Learning 
7.5 0.172 
EW 
0 0.183 
Prediction 
7.5 0.105 
Elmore Ranch 
(M = 6.2) 
23 
NS 
0 0.128 
Prediction 
7.5 0.078 
EW 
0 0.128 
Prediction 
7.5 0.068 
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Figure 5-1: Location map of Wildlife Liquefaction Array and earthquake epicenters (after 
Youd and Holzer 1994). M = 5.9, M = 6.2, and M = 6.6 correspond respectively to the 1981 
Westmorland, 1987 Elmore Ranch, and 1987 Superstition Hills earthquakes 
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Figure 5-2: Schematic (a) plan view of instrumentation and (b) cross section of Wildlife 
Liquefaction Array (after Bennett et al. 1984) 
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Figure 5-3: Wildlife Liquefaction array geology and shear wave velocity profile. SASW 
results are from Bierschwale and Stokoe (1984). The profile at right shows the four NN 
material models used in SelfSim learning and the location of instrumentation 
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Figure 5-4: Acceleration time histories at the surface (left column) and downhole (right 
column) oriented in the (a, b) up-down, (c, d) north-south, and (e,f) east-west directions  
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Figure 5-5: Time histories of Arias Intensity Ratio for (a) the duration of the record and (b) 
the first 20 seconds of shaking. Arias Intensity Ratio is defined as the ratio of the Arias 
Intensity of the downhole recording to the Arias Intensity of the surface recording 
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Figure 5-6: Displacement time histories at the surface (left column) and downhole (right 
column) oriented in the (a, b) up-down, (c, d) north-south, and (e,f) east-west directions. 
Displacements were obtained from double integration of the acceleration time histories 
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Figure 5-7: Time histories of relative displacements (upper row) for the (a) north-south and 
(b) east-west direction, and relative accelerations (lower row) for the (c) north-south and 
(d) east-west directions. Relative values are obtained by subtracting the downhole record 
from the surface record 
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Figure 5-8: Time histories of relative displacements (a) and relative accelerations (b) for 
the north-south (NS) and east-west (EW) components. The east-west record is 
superimposed at a time 5.5 seconds earlier in the record 
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Figure 5-9: Time histories of excess pore pressure ratio for the 1987 Superstition Hills 
event 
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Figure 5-10: SelfSim predictions of (a) surface acceleration, (b) surface response, (c) pore 
pressure response at depth of 3 m, and (d) excess pore pressure profile for Superstition 
Hills NS using initialized NN material models 
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Figure 5-11: SelfSim - Pass 13 learning of (a) surface acceleration, (b) surface response, (c) 
pore pressure response in sandy silt layer, and (d) excess pore pressure profile for 
Superstition Hills NS. SelfSim learning is compared with the predictions of DEEPSOIL 
analyses using the D/M and GMP pore pressure generation models 
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Figure 5-12: SelfSim - Pass 13 learning of pore pressure response at locations of (a) P1 
piezometer and (b) P3 piezometer. SelfSim learning is compared with the predictions of 
DEEPSOIL analyses using the D/M and GMP pore pressure generation models 
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Figure 5-13: SelfSim - Pass 13 predictions of (a) surface acceleration, (b) surface response, 
(c) pore pressure response in sandy silt layer, and (d) excess pore pressure profile for 
Superstition Hills EW component. SelfSim prediction is compared with the predictions of 
DEEPSOIL analyses using the D/M and GMP pore pressure generation models 
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Figure 5-14: SelfSim - Pass 13 predictions for Elmore Ranch NS (left column) and EW 
(right column) event components of (a,d) surface acceleration, (b,e) surface response, and 
(c,f) excess pore pressure profile. SelfSim predictions are compared with the predictions of 
DEEPSOIL analyses using the D/M and GMP pore pressure generation models 
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Figure 5-15: Extracted stress-strain loops for (a) Sandy Silt and (b) Silty Sand at WLA 
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Figure 5-16: Illustration of methodology to extract soil behavior (Tsai and Hashash 2009) 
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Figure 5-17: Extracted behavior in the form of shear modulus reduction (top row) and 
damping ratio (bottom row) for the silty sand (left column) and sandy silt (right column) at 
WLA 
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Figure 5-18: Effect of excess pore pressures on soil behavior of the silty sand (left column) 
and sandy silt (right column) at WLA 
0
0.2
0.4
0.6
0.8
1
G
/G
0
 (
 -
 )
Lab Tests
u*<0.33
u*<0.67
u*<1.0
0.0001 0.001 0.01 0.1 1 10
Shear Strain (%)
0
10
20
30
40
D
am
p
in
g
 (
%
)
Lab Tests
u*<0.33
u*<0.67
u*<1.0
0.0001 0.001 0.01 0.1 1 10
Shear Strain (%)
Sandy Silt Silty Sand
141 
 
Figure 5-19: Effect of excess pore pressure on degradation of the shear modulus of the soil 
with respect to excess pore pressure ratio and compared with the degradation model, 
Equation (2-12) 
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Figure 5-20: Effect of number of accumulated cycles on soil behavior of the silty sand (left 
column) and sandy silt (right column) at WLA 
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Figure 5-21: Effect of number of accumulated cycles on soil behavior of the silty sand (left 
column) and sandy silt (right column) at WLA for excess pore pressures less than 33% of 
effective overburden stress 
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Figure 5-22: Effect of rate of shear strain on soil behavior of the silty sand (left column) 
and sandy silt (right column) at WLA 
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Figure 5-23: Excess pore pressure response plotted in the form of excess pore pressure 
ratio against the accumulated number of equivalent shear strain cycles in semi-log (top 
row) and arithmetic (bottom row) plots 
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Figure 5-24: Comparison of extracted excess pore pressure response with the Dobry-
Matasovic (D/M) strain-based model predictions  
 
 
 
 
Figure 5-25: Comparison of extracted excess pore pressure response with the Green, 
Mitchell, and Polito (GMP) energy-based model predictions 
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CHAPTER 6 - CONCLUSIONS AND RECOMMENDATIONS FOR FUTURE 
RESEARCH 
This thesis extends the application of the SelfSim inverse analysis framework to effective 
stress site response analysis consideration. SelfSim requires two complementary sets of 
measured boundary forces and displacements in two complementary numerical analyses of the 
boundary value problem. Available measurements of pore pressure response are imposed in 
analysis to include the effects of excess pore pressure generation. The analyses produce datasets 
of shear stresses, shear strains, and excess pore pressures that are used to develop NN-based 
material constitutive models to represent the cyclic soil behavior under the influence of excess 
pore pressures as well as the pore pressure response. The procedure is repeated until an 
acceptable match between the two sets of analyses is obtained. The extension of the SelfSim 
algorithm was attained by development and implementation of three primary components: 
1. A NN material model architecture that is capable of representing pore pressure 
response, 
2. A NN material model architecture that is capable of representing cyclic soil behavior 
as affected by the pore pressure response, and 
3. A methodology for cases where measured motions and pore pressure response are co-
located in the soil profile. 
Site response analyses for application of SelfSim under effective stress consideration are 
developed using a modified version of the 1D nonlinear time domain component of the 
DEEPSOIL site response analysis code. 
The extension of the SelfSim algorithm to effective stress considerations is successfully 
demonstrated using four synthetic downhole array cases. The results show that SelfSim is able to 
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gradually learn the measured global response while extracting correct soil behavior and pore 
pressure response. Recordings from multiple events are required to extract nonlinear behavior 
over a wide range of shear strains and levels of excess pore pressure. However, correct learning 
of the pore pressure response may only require few recordings of significant excess pore pressure 
generation.  
The extended SelfSim algorithm is successfully applied to downhole array measurements 
from the Imperial Valley Wildlife Liquefaction Array. The results show that SelfSim is able to 
improve prediction of site response over current site response analysis models. The extracted NN 
material models can then be used to predict future events. The extracted soil behavior and 
extracted pore pressure response provide additional information to explore true soil behavior and 
pore pressure response and assess the accuracy of current site response analysis models. 
Downhole arrays record three components of motion simultaneously. This thesis 
simplifies what is truly a 3D response as a 1D model, which is a common procedure in site 
response analysis. This simplification results in the loss of information on 3D dynamic soil 
behavior and pore pressure response. Therefore, further steps are required to extend this 
methodology to 2D and 3D problems. 
SelfSim has successfully extracted soil stress-strain history and pore pressure response 
under seismic excitation, but the extracted stress-strain loops are quite irregular and complex. 
Also, the extracted pore pressure response may show trends across a number of cumulative 
parameters. Thus, interpretation of the extracted data is a difficult issue and further research is 
required to find better means of interpreting the data. Nevertheless, the extracted soil behavior 
and pore pressure response can be utilized in two ways to improve nonlinear site response 
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analysis procedures: (1) The NN material models can be used directly in site response analysis 
after developing a library of material models from downhole array measurements; and (2) 
Observed characteristics of the extracted soil behavior and pore pressure response can be used to 
develop generalized models that are similar to existing soil constitutive and pore pressure 
response models.  
In its current state, the duration of the SelfSim learning process and its rapidity of 
converging to a solution are primarily dependent on: (1) The complexity of the modeled soil 
profile (i.e. the number of modeled soil layers); (2) The number of NN material models used in 
SelfSim learning; (3) The number of data points in the input motion, and (4) The number of 
available recordings. The first three items are related to the state of computational processing and 
to the inherent limitations of a time-domain analysis. Further research should be conducted to 
explore whether these factors can be reduced while still achieving an acceptable solution. In 
regards to the last item, there are currently only a limited number of downhole arrays and array 
recordings with substantial generation of excess pore pressures. Significant investments in 
downhole arrays should continue to be made to improve the database of available recordings to 
further investigate dynamic soil behavior and pore pressure response. 
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APPENDIX ASITE RESPONSE ANALYSIS OF WILDLIFE LIQUEFACTION 
ARRAY RECORDINGS 
A.1Introduction 
In this section, the capabilities of the soil constitutive models and pore pressure response 
models discussed in Chapter 2 are evaluated by how well these models can predict the site 
response recorded during seismic events at the Wildlife Liquefaction Array. Recordings from the 
November 1987 Elmore Ranch and Superstition Hills earthquakes are used in this study. 
Recordings from the Elmore Ranch earthquake indicate that there was no significant generation 
of excess pore pressures during this seismic event. Hence, the Elmore Ranch recordings can be 
used to evaluate how well the soil constitutive models describe the nonlinear soil behavior at the 
site. During the Superstition Hills earthquake, recordings indicate the generation of large excess 
pore pressure and the site liquefied. The Superstition Hills earthquake recordings are used to 
evaluate how well the pore pressure response models describe the pore pressure response. All 
analyses are performed using the DEEPSOIL site response analysis program under effective 
stress consideration. 
 
A.2Material models and analytical profile 
Two soil constitutive models are considered for evaluation purposes in this study: (1) the 
Pressure-Dependent Hyperbolic Model (PDHM), and (2) the Modulus Reduction and Damping 
Factor Model (MRDF) proposed by Phillips and Hashash (2009). For the purposes of this study, 
the PDHM parameters are selected to provide a form functionally equivalent to the nonlinear 
cyclic simple shear model discussed in Section 2.3.3. The PDHM model follows the Masing 
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criteria governing unloading-reloading behavior. The MRDF is similar to PDHM with the 
exception that MRDF does not follow the Masing criteria. 
To simulate the generation of excess pore pressures, two pore pressure response models 
are used in this study: (1) the cyclic strain-based model developed by Dobry et al. (1985) and 
Matasovic (1993) which is referred to as the D/M model and is discussed in Section 2.4.2, and 
(2) the energy-based model developed by Green et al. (2000) which is referred to as the GMP 
model and is discussed in Section 2.4.3. 
Various combinations of the soil constitutive models and pore pressure response models 
are utilized to determine which models provide the most accurate prediction of site response. 
Additionally, two discretizations of the analytical profile are used for each model combination, a 
coarse discretization and a refined discretization, which are capable of propagating different 
frequencies of motion. Six characteristic analyses are performed for each component of the 
Elmore Ranch and Superstition Hills events. The analyses are denoted in the form of [Soil 
Constitutive Model]-[Pore Pressure Response Model]-[Analytical Profile Discretization]. The 
soil constitutive model is represented by P for PDHM and M for MRDF. The pore pressure 
response model is represented by D for the D/M model and G for the GMP model. The analytical 
profile discretization is represented by the number of layers used in analysis, which are 7 and 21. 
For example, the case denoted as P-D-7 utilizes the PDHM and D/M models for a 7-layer 
analytical profile. The considered cases are summarized in Table A-1. The same model 
parameters are used for each respective model. PDHM parameters and MRDF parameters are 
summarized in Table A-2 and Table A-3 respectively. D/M and GMP parameters are similarly 
summarized in Table A-4 and Table A-5 respectively. 
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The nonlinear soil behavior modeled by the PDHM and MRDF models are shown in 
Figure A-1 and are compared to laboratory measurements of the cyclic soil behavior 
corresponding to the silty sand and sandy silt present at the Wildlife site (Matasovic 1993). 
Figure A-1 shows that both the PDHM and MRDF models can well match the normalized shear 
modulus reduction curves. However, PDHM significantly overestimates the damping for both 
soils. The MRDF model provides a much better match of the exhibited damping characteristics 
of the soils. 
Figure A-2 compares the implied soil behavior of the PDHM and MRDF models for the 
7-layer and 21-layer discretizations throughout the soil profile. Both models share the same shear 
wave velocity profile (Figure A-2a) which corresponds well with SASW results (Bierschwale 
and Stokoe 1984). However, the 21-layer discretization is capable of propagating much higher 
frequencies (Figure A-2b). The maximum propagated frequency can be calculated as: 
     
  
  
 
(A-1) 
where H is the thickness of the soil layer. Hence, a refined discretization can propagate greater 
frequencies of motion. Figure A-2c and Figure A-2d plot the implied friction angle and implied 
shear strength of the soil respectively, and are compared with average profiles determined from 
cone penetration tests (CPT). The implied shear strength is calculated directly from the soil 
constitutive model. The implied friction angle can then be calculated by: 
      
 
    
 (A-2) 
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The implied friction angle and shear strength of the soil is much larger than those interpreted 
from the CPT profile for both the PDHM and MRDF models with 7-layer and 21-layer 
discretizations. 
 
A.3Site response analysis for Elmore Ranch event 
Site response analysis results are presented for the Elmore Ranch north-south component 
in Figure A-3 through Figure A-8, and for the east-west component in Figure A-9 through Figure 
A-14. All figures plot the results of surface acceleration, surface response, Arias intensity ratio, 
and maximum excess pore pressure profile and are compared with recordings where they are 
available. No significant excess pore pressures were recorded during the Elmore Ranch 
earthquake.  
The site response for the north-south component of motion is best matched by the P-D-21 
and M-D-21 analyses. The P-D-21 analysis is able to well match the peak acceleration. Both P-
D-21 and M-D-21 both underestimate the peak surface response, but the Arias intensity ratios are 
closest to the recordings. Additionally, both analyses predict only a small amount of excess pore 
pressure generation. The GMP model predicted significant generation of excess pore pressures. 
For the east-west component of motion, all analyses over-predict the surface response from 
periods of 0.2 to 1.0 seconds and predict more significant generation of excess pore pressures. 
The site response for the east-west component of motion is best matched by the P-D-21 and M-
D-21 analyses. The GMP model again predicts significant generation of excess pore pressures. 
Thus, the site response analyses indicate that the D/M model is more suitable in representing the 
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pore pressure response for this analysis. A refined profile discretization provides similar soil 
response for both the PDHM and MRDF models. 
 
A.4Site response analysis for Superstition Hills event 
Site response analysis results are presented for the Superstition Hills north-south 
component in Figure A-15 through Figure A-26, and for the east-west component in Figure A-27 
through Figure A-38. For the Superstition Hills event, additional cases were considered whereby 
the PDHM and MRDF model parameters were slightly modified in an attempt to improve the 
modeled soil behavior. These cases are denoted with the * symbol. All figures plot the results of 
surface acceleration, surface response, Arias intensity ratio, maximum excess pore pressure 
profile, and the pore pressure response within the sandy silt layer of the site. Significant excess 
pore pressures were recorded during the Superstition Hills earthquake causing liquefaction of the 
site.  
For the Superstition Hills event, none of the considered site response analyses can match 
both the recorded surface response and recorded pore pressure response. In all cases, liquefaction 
is only predicted in the upper portion of the liquefiable layer (i.e. the sandy silt deposit and 
significant excess pore pressures are generated early in the record. Additionally, the surface 
response can only be matched well up to a time of 13.6 seconds for all analyses, which 
corresponds to the time when significant excess pore pressures were generated in the record. 
This is due in part to the fact that the PDHM and MRDF models cannot model dilative soil 
behavior which is observed during the later stages of shaking. 
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In general, the results obtained by the 21-layer analyses are better than the 7-layer 
counterparts. The surface response is best matched by the M-G-21* analysis, but this analysis 
also generated the largest excess pore pressures earliest in the record. The Arias intensity ratio is 
matched well by the M-D-21* analysis indicating that this analysis may provide the best 
modeling of wave propagation at the site. With the exception of the M-G-21* analysis, all 
analyses over-predict the surface response between periods of 0.2 to 1.0 seconds for both the 
north-south and east-west components of motion. Similar to the Elmore Ranch study, the GMP 
model again predicts greater generation of excess pore pressures compared to the D/M model. 
Thus, the site response analyses for the Superstition Hills event indicate that the MRDF and D/M 
models are more suitable in representing the nonlinear soil behavior and pore pressure response 
for this event, though the event recordings could not be matched. 
 
A.5Summary 
The site response analyses performed in this study highlight the capabilities and 
deficiencies of current soil constitutive models and pore pressure response models in accurate 
prediction of site response. Site response analysis of the Elmore Ranch event indicate that the 
nonlinear soil behavior at low excess pore pressures can be well represented by PDHM and 
MRDF soil constitutive models, but dilative soil behavior cannot be described by either model. 
Still, the MRDF model is able to better match the damping curves obtained from laboratory 
testing. Pore pressure response appears to be better modeled by the D/M model, as the GMP 
model over-predicted the pore pressure response in all analyses. Finally, site response analysis 
predictions generally improve when a refined profile discretization is employed in analysis.  
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A.6Tables and Figures 
 
Table A-1: Analyses considered for Wildlife Liquefaction Array 
Case ID  
# of 
Layers  
Hyp. 
Model  
PWP 
Model  
Small-Strain 
Damping  
P-D-7  7  PDHM  D/M  
Simple 
Rayleigh  
M-D-7  7  MRDF  D/M  Freq. Indep.  
M-G-7  7  MRDF  GMP  Freq. Indep. 
P-D-21  21  PDHM  D/M 
Simple 
Rayleigh 
M-D-21  21  MRDF  D/M  Freq. Indep. 
M-G-21  21  MRDF  GMP  Freq. Indep. 
 
 
Table A-2: Pressure-Dependent Hyperbolic Model (PDHM) parameters 
Layer Soil Type 
Thickness 
(m)  
G
0
 (kPa) c (%) ref (%)  s 
1 (1-3)  Silt 1.5 15657 1 0.128 1.9 0.67 
2 (4-6)  Silt 1 22791 1 0.128 1.9 0.67 
3 (7-9)  Sandy Silt 1 22791 1 0.128 1.9 0.67 
4 (10-12)  Silty Sand 1 24132 1 0.163 1.4 0.68 
5 (13-15)  Silty Sand 1 26861 1 0.163 1.4 0.68 
6 (16-18)  Silty Sand 1.3 31266 1 0.163 1.4 0.68 
7 (19-21)  Clay 0.7 46492 1 0.163 1.4 0.68 
 
 
Table A-3: Modulus Reduction and Damping Factor (MRDF) model parameters 
 
 
Layer
Thickness 
(m)
G0 (kPa) c (%) ref (%)  s P1 P2 P3
1 (1-3) 1.5 15657 1 0.0886 1.47 0.675 0.666 0.1 3.1
2 (4-6) 1 22791 1 0.0886 1.47 0.675 0.666 0.1 3.1
3 (7-9) 1 22791 1 0.0886 1.47 0.675 0.666 0.1 3.1
4 (10-12) 1 24132 1 0.1722 1.515 0.75 0.678 0.098 3.25
5 (13-15) 1 26861 1 0.1722 1.515 0.75 0.678 0.098 3.25
6 (16-18) 1.3 31266 1 0.1722 1.515 0.75 0.678 0.098 3.25
7 (19-21) 0.7 46492 1 0.1722 1.515 0.75 0.678 0.098 3.25
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Table A-4: Dobry-Matasovic (D/M) pore pressure model parameters 
Layer f p F s tvp (%)  
1 (1-3)  - - - - - - 
2 (4-6)  2 1.04 2.6 1.7 0.02 3.5 
3 (7-9)  2 1.04 2.6 1.7 0.02 3.5 
4 (10-12)  2 1.04 2.6 1.7 0.02 5 
5 (13-15)  2 1.04 2.6 1.7 0.02 5 
6 (16-18)  2 1.04 2.6 1.7 0.02 5 
7 (19-21)  2 1.04 2.6 1.7 0.02 5 
 
 
 
Table A-5: Green, Mitchell, and Polito (GMP) pore pressure model parameters 
Layer Dr (%)  FC (%)   
1 (1-3)  - - - 
2 (4-6)  30  93  3.5 
3 (7-9)  30  78  3.5 
4 (10-12)  30  36  5 
5 (13-15)  30  36  5 
6 (16-18)  30  36  5 
7 (19-21)  Uses D/M  5 
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Figure A-1: Shear modulus reduction and damping curves from PDHM and MRDF 
parameters compared to laboratory measurements from Matasovic (1993) for the sandy 
silt (left column) and silty sand (right column) present at Wildlife Liquefaction Array 
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Figure A-2: Wildlife Liquefaction Array profiles of (a) shear wave velocity, (b) maximum 
propagated frequency, (c) implied friction angle, and (d) implied shear strength. SASW 
results are from Bierschwale and Stokoe (1984) 
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Figure A-3: Site response analysis results of Case P-D-7 for the Elmore Ranch event, 
North-South component at Wildlife Liquefaction Array  
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Figure A-4: Site response analysis results of Case M-D-7 for the Elmore Ranch event, 
North-South component at Wildlife Liquefaction Array  
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Figure A-5: Site response analysis results of Case M-G-7 for the Elmore Ranch event, 
North-South component at Wildlife Liquefaction Array  
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Figure A-6: Site response analysis results of Case P-D-21 for the Elmore Ranch event, 
North-South component at Wildlife Liquefaction Array  
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Figure A-7: Site response analysis results of Case M-D-21 for the Elmore Ranch event, 
North-South component at Wildlife Liquefaction Array  
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Figure A-8: Site response analysis results of Case M-G-21 for the Elmore Ranch event, 
North-South component at Wildlife Liquefaction Array  
 
-0.2
-0.1
0
0.1
0.2
A
cc
el
er
at
io
n
 (
g
)
0.01 0.1 1 10
Period (sec)
0
0.2
0.4
0.6
0.8
1
P
S
A
 (
g
)
ER-NS
Measurement
M-G-21
0 10 20 30
Time (sec)
0
0.2
0.4
0.6
0.8
1
A
ri
as
 I
n
te
n
si
ty
 R
at
io
0 0.2 0.4 0.6 0.8 1
Max. Excess Pore Pressure Ratio
8
6
4
2
0
D
ep
th
 (
m
)
(a) (b)
(d)(c)
166 
 
Figure A-9: Site response analysis results of Case P-D-7 for the Elmore Ranch event, East-
West component at Wildlife Liquefaction Array  
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Figure A-10: Site response analysis results of Case M-D-7 for the Elmore Ranch event, 
East-West component at Wildlife Liquefaction Array  
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Figure A-11: Site response analysis results of Case M-G-7 for the Elmore Ranch event, 
East-West component at Wildlife Liquefaction Array  
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Figure A-12: Site response analysis results of Case P-D-21 for the Elmore Ranch event, 
East-West component at Wildlife Liquefaction Array 
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Figure A-13: Site response analysis results of Case M-D-21 for the Elmore Ranch event, 
East-West component at Wildlife Liquefaction Array  
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Figure A-14: Site response analysis results of Case M-G-7 for the Elmore Ranch event, 
East-West component at Wildlife Liquefaction Array  
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Figure A-15: Site response analysis results of Case P-D-7 for the Superstition Hills event, 
North-South component at Wildlife Liquefaction Array  
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Figure A-16: Site response analysis results of Case M-D-7 for the Superstition Hills event, 
North-South component at Wildlife Liquefaction Array  
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Figure A-17: Site response analysis results of Case M-G-7 for the Superstition Hills event, 
North-South component at Wildlife Liquefaction Array  
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Figure A-18: Site response analysis results of Case P-D-21 for the Superstition Hills event, 
North-South component at Wildlife Liquefaction Array  
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Figure A-19: Site response analysis results of Case M-D-21 for the Superstition Hills event, 
North-South component at Wildlife Liquefaction Array  
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Figure A-20: Site response analysis results of Case M-G-21 for the Superstition Hills event, 
North-South component at Wildlife Liquefaction Array  
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Figure A-21: Site response analysis results of Case P-D-7* for the Superstition Hills event, 
North-South component at Wildlife Liquefaction Array  
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Figure A-22: Site response analysis results of Case M-D-7* for the Superstition Hills event, 
North-South component at Wildlife Liquefaction Array  
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Figure A-23: Site response analysis results of Case M-G-7* for the Superstition Hills event, 
North-South component at Wildlife Liquefaction Array  
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Figure A-24: Site response analysis results of Case P-D-21* for the Superstition Hills event, 
North-South component at Wildlife Liquefaction Array  
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Figure A-25: Site response analysis results of Case M-D-21* for the Superstition Hills 
event, North-South component at Wildlife Liquefaction Array  
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Figure A-26: Site response analysis results of Case M-G-21* for the Superstition Hills 
event, North-South component at Wildlife Liquefaction Array 
 
-0.4
-0.2
0
0.2
0.4
A
cc
el
er
at
io
n
 (
g
)
0.01 0.1 1 10
Period (sec)
0
0.4
0.8
1.2
1.6
2
P
S
A
 (
g
)
SH-NS
Measurement
M-G-21*
P5 (2.9 m)
0
0.2
0.4
0.6
0.8
1
E
x
ce
ss
 P
o
re
 P
re
ss
u
re
 R
at
io
0 0.2 0.4 0.6 0.8 1
Max. Excess Pore Pressure Ratio
8
6
4
2
0
D
ep
th
 (
m
)
(a) (b)
(d)
P5
P1
P3
0 10 20 30 40 50 60 70 80 90 100
Time (sec)
0
0.2
0.4
0.6
0.8
1
A
ri
as
 I
n
te
n
si
ty
 R
at
io
(c)
(e)
184 
 
Figure A-27: Site response analysis results of Case P-D-7 for the Superstition Hills event, 
East-West component at Wildlife Liquefaction Array  
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Figure A-28: Site response analysis results of Case M-D-7 for the Superstition Hills event, 
East-West component at Wildlife Liquefaction Array  
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Figure A-29: Site response analysis results of Case M-G-7 for the Superstition Hills event, 
East-West component at Wildlife Liquefaction Array  
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Figure A-30: Site response analysis results of Case P-D-21 for the Superstition Hills event, 
East-West component at Wildlife Liquefaction Array  
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Figure A-31: Site response analysis results of Case M-D-21 for the Superstition Hills event, 
East-West component at Wildlife Liquefaction Array  
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Figure A-32: Site response analysis results of Case M-G-21 for the Superstition Hills event, 
East-West component at Wildlife Liquefaction Array  
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Figure A-33: Site response analysis results of Case P-D-7* for the Superstition Hills event, 
East-West component at Wildlife Liquefaction Array  
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Figure A-34: Site response analysis results of Case M-D-7* for the Superstition Hills event, 
East-West component at Wildlife Liquefaction Array  
 
-0.4
-0.2
0
0.2
0.4
A
cc
el
er
at
io
n
 (
g
)
0.01 0.1 1 10
Period (sec)
0
0.4
0.8
1.2
1.6
2
P
S
A
 (
g
)
SH-EW
Measurement
M-D-7*
P5 (2.9 m)
0
0.2
0.4
0.6
0.8
1
E
x
ce
ss
 P
o
re
 P
re
ss
u
re
 R
at
io
0 0.2 0.4 0.6 0.8 1
Max. Excess Pore Pressure Ratio
8
6
4
2
0
D
ep
th
 (
m
)
(a) (b)
(d)
P5
P1
P3
0 10 20 30 40 50 60 70 80 90 100
Time (sec)
0
0.2
0.4
0.6
0.8
1
A
ri
as
 I
n
te
n
si
ty
 R
at
io
(c)
(e)
192 
 
Figure A-35: Site response analysis results of Case M-G-7* for the Superstition Hills event, 
East-West component at Wildlife Liquefaction Array  
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Figure A-36: Site response analysis results of Case P-D-21* for the Superstition Hills event, 
East-West component at Wildlife Liquefaction Array  
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Figure A-37: Site response analysis results of Case M-D-21* for the Superstition Hills 
event, East-West component at Wildlife Liquefaction Array  
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Figure A-38: Site response analysis results of Case M-G-21* for the Superstition Hills 
event, East-West component at Wildlife Liquefaction Array  
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