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Following a paper published by E. Boje[1], this thesis discusses the design
and off-line testing of different types of Kalman filters to estimate the atti-
tude, position and velocity of a robotic platform moving along a power line.
The nature of this problem limits the use of magnetometers. Magnetic field
interference from the steel pylons and steel cored conductors will affect the
local magnetic field. Moreover, high frequency signals from on-board power
electronic drives and induced magnetic fields due to ferromagnetic compo-
nents of the robot along with aliasing, quantization effects and a low signal
to noise ratio make notch filtering at 50 Hz impractical. Thus, a GPS/IMU
filter solution, which uses the power line curvature and horizontal direction
in measurements, to constrain the robot to the line was designed. Different
types of filters were implemented; The Extended Kalman filter (EKF), the
Unscented Kalman filter (UKF) and the Error State Kalman filter (ErKF).
Measurements were recorded and the filters were tested offline.
While all the filters tracked properly, it was found that the EKF was better in
computational speed completing an iteration in 87 µs, the ErKF was second
best with an average time of 120 µs for one iteration and the UKF was last
with an average time of 1040 µs for one iteration. Errors between the true
state and estimated state for the simulation were quantified using root mean
square values (RMS). The RMS values were almost the same for the EKF
and ErKF with the error for the x position at 0.81 m and z position at 0.038
m. The UKF produced RMS errors of 0.79 m for x position and 0.11 m for
z position. It can be seen that the UKF is slightly better for the x position
but is much worse for the z position. Overall, the GPS measurement RMS
values used were 4 m and 20 m for the horizontal and vertical positions
respectively. Thus, the filters brought a big improvement. However, the
recommended filter is the EKF as is produced comparable or better results
as compared to other filters and expends the least computational effort.
A state estimator was also developed for a J.Patel’s PLIR project [2], where
a brachiating version of a power line robot was modeled. The brachiation
mechanism was approximated to a double pendulum and kinematics based
Kalman filter was designed. Simulations of EKF and UKF were made. The
EKF is still recommended as its estimates are closer to the true values and
its computation time is about five times faster.
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Well maintained power lines are one of the cornerstones to provide sustain-
able electricity supply to customers; hence regular power line inspections
need to be conducted by the electricity providers. These inspections are
currently being performed manually at ESKOM. However this method is
both costly and time consuming. Thus, as a more cost effective and time
efficient solution, the use of power line inspection robots was proposed [10].
This dissertation’s focus is on the state estimation strategy required by a
robotic platform to manoeuvre along power lines. A GPS and IMU Kalman
filter solution will be used to track the position and attitude of the robot
in motion. Unfortunately, due to the interference created by the power
line magnetic field, the use of a magnetometer for this application is not
suitable. Magnetic field interference from the steel pylons and steel cored
conductors will affect the local magnetic field. Additionally high frequency
electromagnetic signals from on-board power electronic drives and induced
magnetic fields due to ferromagnetic components of the robot along with
aliasing, quantization effects and a low signal to noise ratio making notch
filtering at 50 Hz impractical [1]. Thus, extra information such as the sag
parameter of the power line and the power line direction will be used to
compensate for the above [1].
Depending on the type of robot used, different system models may be
needed. For instance, the brachiating robot [2], consists of a rolling mo-
tion (when moving along the line) and a swinging motion (when swinging
between line segments and past obstacles such as spacers, dampers and sus-
pension clamps). Hence, different strategies will be required to track the




Developed by Gauss in the early 1800s, least squares estimation (LSE) is one
of the earliest forms of optimal approximation [11]. It is based on the min-
imization of mean squared errors that many modern estimation techniques
use.
In the LSE, a measurement vector, z (∈ Rn) with error e (∈ Rn) is expressed
as a linear combination of states x (∈ Rm) and a matrix M (∈ of Rn×m),
equation (1.1). The error square (eeT ) is then minimized by equating its first
derivative, with respect to x, to zero. The error can also be weighted (using
matrix Q, which is positive definite and usually contains inverse variance
values of the error) to provide an unbiased estimate. This results in equation
(1.2) [11].
Mx = z + e (1.1)
x = (MTQM)−1MTQz (1.2)
As shown in [11], equation (1.2) can be transformed into a recursive algo-
rithm (recursive linear least squares filter) as measurements are obtained at
every point in time.
In the 1940’s Wiener proposed a weighting function approach to minimize
the mean square error, and this is considered to be the starting point of mod-
ern optimal filtering theory. While Weiner’s filter is a steady-state version
of the Kalman-Bucy filter for stationary, linear continuous time processes.
Kalman developed a filter which considered noise as a discrete process and
was posed in the form of a state-space equation [8].
The Kalman filter is the best unbiased linear estimator that reduces the
errors introduced in the states of a system, under a set of conditions (i.e.
all errors follow a Gaussian distribution). The Kalman filter is an elegant
solution to the state estimation problem, due to the fact that it is mathe-
matically well formulated and makes use of the well understood state-space
model. This simplifies the treatment of noisy signals when present in the
system.
2
Algorithms, such as the Extended Kalman Filter (EKF) and Unscented
Kalman Filter (UKF) have been developed to deal with nonlinear systems.
These are used in many tracking applications involving GPS/IMU fusion,
especially in car and marine vessel navigation systems. The high frequency
IMU measurements are used in a dead reckoning approach when GPS signals
are not available. States are corrected as soon as the low frequency GPS
signal is obtained. Such a filter is also called the multi-rate Kalman filter.
Kalman filtering is discussed in greater detail in Chapter 2.
A similar similar scheme as in GPS/IMU solutions used in land vehicle
navigation can be used [3]. This is shown in figure 1.1.
Figure 1.1: GPS/IMU filtering scheme [3].
The GPS, accelerometer and gyroscope measurements are fused using a
loosely coupled Kalman filter. The IMU measurements are used to form the
state matrix and the GPS measurements are used to form the output matrix.
Also, biases are estimated and used to correct the IMU measurements. The
above approach can be used and restrictions applied to the robot to lie on




A convenient method of attitude representation may decrease the complexity
of the system model equations. Traditionally, Euler angles have been used
for attitude representation, but have been superseded in various applications
by quaternions.
The attitude of a system is characterized by 3 angles; namely roll, pitch and
yaw. Converting from the inertial frame to body frame requires the rotation
of the x, y and z axes by the roll, pitch and yaw angles, respectively, as shown
in figure 1.2. Thus, the sequence of pitch, roll and yaw rotation characterize
Euler angles.
Other attitude representations such as the Rodrigues parameters, the Cayley
Klein parameters or modified parameters, have been developed, using Euler
angles as a base, to suit various applications [12].
Figure 1.2: Roll Pitch and Yaw angles [4]
.
While being easy to use and visualize, Euler angles come with a major disad-
vantage. Singularities can be encountered, especially when the body makes
full 3D rotations. This effect is also commonly known as gimbal-lock. In the
case of a brachiating robot, it is something that must be carefully considered
as two full rotations are required when swinging to another line segment.
4
Therefore, quaternions can be used as an alternative in the estimation algo-
rithm.
The quaternion, first proposed by Sir William Rowan Hamilton, is a four el-
ement vector representing 3D attitude. It is convenient to group the quater-
nion q̄ into a 3 element vector q and a scalar part q4. There are two no-
tations of the quaternion commonly used, namely, the JPL (Jet Propulsion
Laboratory) and the Hamiltonian convention. The JPL convention uses the
scalar part of the quaternion as its fourth element while the Hamiltonian












Throughout this dissertation the JPL notation will be used to represent
quaternions. Hence, a quaternion rotation can be described by equation
(1.4), where the Kronecker symbol denotes quaternion multiplication and o
is a vector. Also, the inverse of a quaternion is simply its conjugate (i.e.
changing the sign of its vector part) [14].
o
′
= q̄ ⊗ o⊗ q̄−1 (1.4)
The quaternion can also be defined using imaginary numbers i, j and k
(equation (1.5)).
q̄ = q1i+ q2j + q3k + q4 (1.5)
These imaginary numbers satisfy equation (1.6).
i2 = −1 j2 = −1 k2 = −1 (1.6)
−ij = ji = k − jk = kj = i − ki = ik = j
Multiplying two quaternions requires one to perform the operation in equa-
tion (1.7).
q̄ ⊗ p̄ = (q1i+ q2j + q3k + q4)(p1i+ p2j + p3k + p4) (1.7)
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The above can be simplified, and can be written in vector form in equation
(1.8) [14]. It is seen that the quaternion multiplication operation is different
from matrix multiplication.
q̄ ⊗ p̄ =
[




Quaternion rotations can be visualized as rotating the reference axes about
a vector rather than rotating each axis individually by a pitch roll and yaw
angle as shown in figure 1.3. Equation (1.9) shows the quaternion required
to rotate the axes by an angle ϕ about the normal vector ê. Therefore, the
vector component of the quaternion contains information on the unit vector












Figure 1.3: Quaternion rotation
Quaternions can be converted to Euler angles and vice versa by using Euler’s
direction cosine matrix (DCM) formula (see Appendix A). The DCM is the
matrix used to rotate a vector from one frame to the other.
6
Throughout this project, the inertial frame will be assumed to be an Earth
fixed frame which is stationary during the robot’s motion. In the inertial
frame, the y axis is assumed to lie along the true north, x axis along the east
and z axis vertically up. Also, a convenient reference frame will be defined
so that some equations can be simplified. In this reference frame, the x axis
lies in the direction of the power line, the z axis is vertically up and y axis
perpendicular to the line, with the origin starting at the first pylon position,
figure 1.4. (i.e The reference frame is the inertial frame rotated about the z
axis).
Figure 1.4: Reference frame with x axis along the line and z axis up [1].
1.1.3 Global Positioning System
The GPS has been developed by the US military in the 1970’s and can
provide a user with the current position and speed [15]. This system is now
available to civilians and is used in a myriad of applications, although there
are restrictions imposed on public use (such as a 18 km altitude and 515
m/s cap)[15]. The GPS consists of three segments: the space segment, the
control segment and the user segment. The space segment further consists of
32 GPS satellites orbiting the Earth to ensure that there are enough satellites
in view at any point on the Earth’s surface. The control segment refers to
the worldwide network of GPS tracking stations and the user segment would
be the GPS receiver on the user end [15].
The data received from each satellite is called the almanac which contains
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information such as the satellite’s position, velocity and time. From this in-
formation, the distance between the satellite and receiver can be computed.
Usually, a minimum of four satellites are used to get the receiver’s position
by a trilateration process. This process works by using the intersection of
satellite loci to produce a point or two points where the receiver must lie
as in figure 1.5 (i.e. the intersection of at least three spheres is needed to
obtain the point/points where the receiver could be at). Finally, a fourth
satellite is required to synchronize time and obtain the final GPS receiver
position [16][15].
Figure 1.5: GPS trilateration [5].
The set of measurements x, y, z and t which are obtained from satellites are
called pseudorange measurements. The uncertainty in the pseudorange mea-
surements can be due to atmospheric effects, multipath effects or ephemeris,
and clock bias [16]. As the GPS signal passes through the atmosphere it gets
refracted, therefore causing delays. Multipath errors occur when signals are
reflected over surfaces before reaching the receiver while ephemeris errors
are caused by imperfections in the satellite dynamical model.
GPS accuracy is determined by the position of the satellites and the num-
ber of satellites in view. This accuracy is usually given in the form of DOP
(Dilution of Precision) values. With satellites further apart, higher accura-
cies are obtained [16]. Similarly, with more satellites, a greater resolution is
obtained. Horizontal dilution of precision (HDOP) and positional dilution
of presicion (PDOP) are described in [16] by equation (1.10) and equation
(1.11), where σuere is the user equivalent range error, and σx, σy and σz are
8






















To further increase the reliability of the GPS signal, differential GPS can
be used. The differential GPS uses another receiver which can be a ground
based station to compensate for the delay created by the Earth’s atmosphere.
When using the GPS along with other sensors such as IMUs and magne-
tometers, either a tight coupling or a loose coupling approach can be used
to fuse them. The difference between the two is that the tightly coupled ap-
proach uses the pseudorange data directly, while the loosely coupled system
uses the position and velocity readings obtained from the receiver as mea-
surements [17]. The advantage of tight coupling is that individual satellite
measurements can still contribute to the Kalman filter, in case there are not
enough satellites to produce position and velocity estimates. Also, the state
vector will need to be augmented to accomodate for the clock states. Thus,
despite being less accurate, the loosely coupled systems are often preferred
due to their simplicity [8].
1.1.4 Power Line Inspection Robot
A power line inspection robot, designed at UKZN, has been successfully
tested in the field and is shown in figure 1.6 [18]. The robot rolls along
the power line by means of wheels, and consists of a platform with all the
on-board electronics.
The brachiating robot (figure 1.7) is a prototype that has been developed
at the University of Cape Town. It is an under actuated system as it re-
quires less actuator torque to get around obstacles because of swinging. The
dynamics of brachiation, required for modelling, has been described in [2].
The brachiating robot can be modeled as a double pendulum acting in a ver-
tical plane through the power line. Using Lagrangian dynamics, an expres-
sion for the torque (equation (1.12)) was derived, [2] where MB,CB,GB,FB
9
Figure 1.6: UKZN’s power line robot [6].
Figure 1.7: The brachiating robot [2].
and τ represent the Inertia, Coriolis effects, gravity, friction and torque. The
robot was assumed to be a double pendulum rotating in a plane and whose
generalized coordinates qg was chosen to be a vector formed from angles θ1
and θ2.







This chapter introduces the problem, which essentially entails estimating the
position, velocity and attitude of a power line inspection robot. A literature
review follows, which includes some of the information needed to produce
a solution to the problem. Four main sections are covered, which are as
follows:
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• An introduction to optimal state estimation, which describes the back-
ground of the subject. This includes the least square estimation and
Kalman filtering techniques.
• Spatial attitude representations in terms of Euler angles and quater-
nions.
• The basics of the global positioning systems (GPS).
• The power line inspection robot, where two types of robots are de-
scribed.
In the next chapter, the different types of Kalman filters, which form an




2.1 Linear Kalman Filter
Kalman filtering is fundamental to modern optimal state estimation. The
Kalman filter is a linear unbiased least squares optimal estimator of the state
vector of a linear dynamic system. Properly designing one, requires a well
defined state-space system model, a measurement model, and knowledge of
the magnitude of noise signals affecting the state variables and measure-
ments.
The Kalman filter assumes that all state variables are random with a mean
value and an uncertainty given by its variance. The state variables can be
correlated or uncorrelated. In the case of uncorrelated state variables, a state
variable gives no information about other state variables and is therefore not
very useful. However, in the case of correlated state variables, one state can
be used to predict the value of other states. For example, velocity is used
in estimating position. Correlation in Kalman filtering is captured by the
error covariance matrix P , where the off diagonal elements give the amount
of correlation between states and the diagonal elements give the variance of
the states. The error covariance matrix is expressed in equation (2.1) and
is a measure of the error between the estimated states and the real states,
where x is the true value and x̂ is the estimated value.
P = E < (x− x̂)(x− x̂)T > where E < . > is the expectation operation.
(2.1)
Once a system has been modeled (equation (2.2), where w(t) and v(t) rep-
resent uncorrelated noise terms), it is possible to use the previous estimated
states to predict what the next states should be. This is achieved using
equation (2.6). The new covariance due to state propagation is given by
the term APAT , of equation (2.38) where A is the state matrix. However,
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there might be other external factors (uncertainties), acting on the system
that need to be taken into account during this prediction step. This is mod-
eled by using a process noise covariance matrix Q (equation (2.3)). The full
error covariance is then propagated using equation (2.38) where both of the
above covariances are added.
xt+1 = Axt +But +wt
yt = Cxt + vt (2.2)
Q = E < wkw
T
k > and R = E < vkv
T
k > (2.3)
The state estimates can then be refined using measurements. Measurements
are related to the states by a measurement matrix C. Also, the uncertain-
ties in these measurements are captured by the measurement covariance
matrix R (equation (2.3)). An estimate of the measurement can be found
by applying the state estimates to the measurement equation (Cx̂) which
will have a covariance given by CPCT . The above measurement estimate
and actual measurement can be blended, using a blending factor, such that
the mean square estimation error is minimized. Minimizing the state error
covariance P , results in the Ricatti difference equation (equation (2.4)) [11].
The update and propagation steps for the error covariance in table 2.1 re-
sult in the Ricatti equation when combined. The optimal blending factor,
or Kalman gain, for which the Ricatti equation is minimized is given by
equation (2.8). The states are then corrected using the Kalman gain and
measurement residual (equation (2.9)).
P t+1 = AtP tA
T
t −AtP tCTt (CtP tCTt +Rt)−1CtP tATt +GtQtGTt (2.4)
In Kalman filtering, it is assumed that all noises are white with zero mean.
If in addition noises are Gaussian, the Kalman filter is the best filter even
without the restriction of requiring a linear filter.
During the initialization step, the initial error state covariance matrix P0,
must be chosen to be equal to E < (x0 − x̂0)(x0 − x̂0)T >. When an
accurate value of the initial state x̂0 is known, the value of P 0 needs to be
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Linear Kalman Filter
Initialization x̂0 and P 0 (2.5)
Propagation x̂t+1|t = Atx̂t|t +Btut (2.6)












x̂t+1|t+1 = x̂t+1|t +Kt+1(yt+1 −Cx̂t+1|t) (2.9)
P t+1|t+1 = (I −Kt+1Ct)P t+1|t (2.10)
Table 2.1: Linear Kalman Filter algorithm [8]
very small. On the other hand, if x̂0 is uncertain, then P 0 must be high.
If the initial state was known with high accuracy but the initial covariance
is chosen to be too high, the filter will take more time than necessary to
converge. To sum it up, P 0 must be chosen to reflect the accuracy with
which x̂0 is known.
The Kalman filter is an optimal estimator in linear cases. However, most
real world systems are nonlinear. Thus, different algorithms, such as the
EKF (Extended Kalman Filter) and UKF (Unscented Kalman Filter), have
been devised to deal with nonlinearities. The EKF uses local derivatives
(Jacobians) while the UKF uses sigma points and the unscented transform
to propagate the system variances [8].
2.2 The Extended Kalman Filter
The extended Kalman filter linearizes the system around the current esti-
mates by using partial derivatives (or Jacobians). Assuming additive noise,
the state-space model is given in equation (2.11).
xt+1 = f(xt,ut) +wt
yt = h(xt) + vt (2.11)
The variables of a discrete nonlinear differential equation are separated into a
nominal value and an error (equation (2.12)) where the latest state estimate
is used as the nominal value. The differential equation can then be re-written
using a Taylor series expansion (equation (2.13))
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xt = x̂t + δxt (2.12)

















δx2 + ... (2.13)
By substituting equation (2.12) and equation (2.13) into equation (2.11)
and rearranging, a linearized differential equation in terms of error states
is obtained. Equation (2.14) is linearized up to first order terms assuming













δx̂t + vt (2.14)
The above dynamics and measurement equations are linearized and can be
applied in the Kalman filter algorithm. However, it is to be noted that the
estimated states are incremental quantities or error states. These need to
be added to the nominal state, according to equation (2.15), to obtain the
total estimate.
x̂t+1|t+1 = x̂t+1|t + δx̂t+1|t+1 (2.15)
Matrices A and C of the Kalman filter algorithm given by table 2.2 are












Such a filter is sometimes referred to as the indirect Kalman filter or the
error state Kalman filter [8].
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Extended Kalman Filter
Initialization x̂0 and P 0 (2.16)
Propagation x̂t+1|t = f(xt,ut) (2.17)












x̂t+1|t+1 = x̂t+1|t +Kt+1(yt+1 −Cx̂t+1|t) (2.20)
P t+1|t+1 = (I −Kt+1Ct)P t+1|t (2.21)
Table 2.2: Extended Kalman Filter algorithm [8]
It is often more convenient to estimate total states rather than error states.
Using equation (2.14),an updated equation of the error state Kalman filter
can be derived as follows (equation(2.23)).
δx̂t+1|t+1 = δx̂t+1|t +Kt+1(yt − h(x̂t+1|t)−Ctδx̂t+1|t) (2.23)
Applying equation (2.15) to the above and using the fact that the predicted
error state estimate δx̂t+1|t is zero [19], an equivalent equation for the total
state estimate can be formed (equation(2.24))
x̂t+1|t+1 = x̂t+1|t +Kt+1(yt −Ctx̂t+1|t) (2.24)
The above is the standard extended Kalman filter. Both of the approaches
described above lead to the same results [19]. However, the ErKF estimates
the error in the states and the EKF estimates the full state. As a result, the
same problem requires different state and measurement equations for each
filter although the end result is the same. The filtering method that can
lead to simpler equations can be chosen to solve a particular problem.
2.3 The Unscented Kalman Filter
Another method of dealing with nonlinearities is the Unscented Kalman fil-
ter. Here, a deterministic sampling approach is used. The state distribution
is represented by sample points which are calculated taking the state co-
variance into account. These sample points, called sigma points, are then
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propagated through the nonlinear equations to obtain a new set of sample
points. Each of these new sample points are given a weight from which the
new mean with its corresponding covariance is calculated. This method orig-
inates from the Unscented Transform, which is commonly used to estimate
the statistics of a random variable subject to nonlinearities [20].
When constructing sigma points the following constraints apply; the original
mean and covariance values must be obtained if reconstructed from the
sigma points.
Sigma points are formed from points around the a priori state estimate. The
spread of samples from the mean can be varied using scaling factors, but
is generally kept at one sigma. Also, to estimate the covariance and mean,
sigma points need to be weighed using appropriate factors as described below
in equation (2.25) [8].














In the above; L is the dimension of the state vector, λ is a scaling factor
computed from the combination of other scaling factors giving the spread
of the sigma points about the mean value, αu gives the spread of the sigma
points about the mean value, κu is a secondary scaling parameter which
usually set to zero [20], βu gives knowledge of the type of distributon (β = 2
for Gaussaian distributions) and η represents weights for the sigma points.
Increasing either α or κ will increase the spread of the sigma points from
the mean value.
The mean is set as the first sigma point. Then, two sigma points are chosen
for each dimension, creating 2L + 1 sigma points. The sigma points, other
than the mean, are chosen so that they are symmetrically distributed about
the mean value, such that if all sigma points are added, the original mean
value is obtained. The state covariance for sigma points is weighted using
the (L + λ) term. Cholesky decomposition can then be used to find the
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square root of the covariance matrix (i.e. finding the standard deviation),
which is then added to and subtracted from the mean to form two sets of










The sigma points, χ, are then propagated through the nonlinear state equa-
tion, forming the next set of sigma points (equation (2.27)).
χik|k−1 = f(χ
i
k−1,uk−1), i = 0, 1, ..., 2L (2.27)
The newly found sigma points are then summed using the appropriate weight







Propagating through the nonlinear equation also changes the covariance of
the state variables. Using the standard covariance definition the propagated
error covariance is estimated for each sigma point. These covariances are
blended by summing them using the appropriate weighting factor. External
influences on the states during this propagation step is captured by the
process noise covariance matrix Q (equation (2.29)) [8].









The above equations (2.26) to (2.29) are similar to the update step of the
Kalman filter.
The sigma points are then projected through the nonlinear measurement
equations as shown in equation (3.122).
Ψik|k−1 = h(χ
i
k−1,uk−1), i = 0, 1, ..., 2L (2.30)
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An estimate of the measurements based on the states is then computed








The Kalman filter works by correcting the propagated states by using mea-
surements. The difference between the actual measurements and the mea-
surements estimated from the state (i.e. the residual) is related to the error
in the states. The Kalman gain which is the optimal gain is used to blend
the residual with the state variables, while weighting which of the state
model or measurement is more accurate, based on their covariances. In the
process, the error covariance is minimized.
Computing the Kalman gain in the UKF requires the computation of the
cross covariance between the state and measurement (equation (2.32)) and
the measurement covariance (equation (2.33)) [8]. Weighted sums are used
in the computation of both the cross covariance and measurement covari-
ance. Also, errors due to measurement sensors are captured by measurement
covariance matrix R.


















The Kalman gain is then calculated based on the covariances as shown in
equation (2.34) [20]. This is equivalent to the way the Kalman gain is







The remaining propagation equations are similar to the linear Kalman filter
as shown below.
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x̂k = x̂k|k−1 +Kk(yk − ŷk|k−1) (2.35)





Equations (3.122) to (2.36) form the update stage of the Kalman filter. The
recursive cycle can now be repeated by going back to equation (2.26). Table
2.3 summarizes the UKF algorithm.
2.4 Summary
In this chapter, various Kalman filtering techniques are reviewed. First,
the most basic Kalman filter, the linear Kalman filter, is described. The
linear Kalman filter is then adapted to suit nonlinear problems by the use of
partial derivatives (Jacobians), which results in the extended Kalman filter.
The extended Kalman filter is described in both total and error state forms.
Finally, the unscented Kalman filter, which linearizes the system using a
deterministic sampling approach, is described.
The next chapter will deal with system modeling and the application of
Kalman filtering for state estimation.
20
Linear Kalman Filter
Initialization x̂0 and P 0 (2.37)












































































x̂k = x̂k|k−1 +Kk(yk − ŷk|k−1) (2.51)









In this section the mathematical model of the robot traveling along a span
will be formulated so that the attitude, position and velocity of the robot
can be estimated. The position and velocity estimates will be used to per-
form feedback control of the robot. Moreover, from the position estimates,
the shape of the power line can essentially be recreated to find the curva-
ture of the power line. The attitude estimates will be used by the filter
algorithm itself, to rotate IMU measurements to the body frame. More-
over, attitude estimates will be used to determine the pose of an on-board
inspection camera.
Thus, the robot will be approximated as a point mass moving along a cate-
nary, with an IMU and GPS on board. The attitude and translation equa-
tions will be enough to model the system.
The attitude model is constructed using the quaternion differential equation
(3.1), where q̄ is the quaternion and ω is the angular velocity. Here the
quaternion defines a rotation from the inertial to body frame and the angular




ω ⊗ q̄ (3.1)
The angular velocity from the above can be written in terms of quater-
nions, with the scalar part equal to zero. This is obtained when deriving
an equation for the quaternion derivative as shown in Appendix B. Thus,
equation 3.1 which contains quaternion multiplication, is substituted by an




[ω×]q̄ where [ω×] =

0 ωz −ωy ωx
−ωz 0 ωx ωy
ωy −ωx 0 ωz
−ωx −ωy −ωz 0
 (3.2)
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To complete the attitude model, noise terms affecting any measurements
fed to the system must be added. Since angular velocity is obtained from a
gyroscope, white noise or sensor drift in the sensor would affect the measure-
ment. These noise parameters are usually given by gyroscope manufacturers
in datasheets. The noise terms must be subtracted from the measurement
to obtain the actual angular rate equation (3.3) as shown in equation (3.4)
where bω is the bias in the angular velocity measurement and ηω is white
noise term in the angular velocity.




[(ωm − bω − ηω)×]q̄ (3.4)
It will be convenient to write equation (3.4) in terms of system states and
noise. In the filter the bias will be a state which will be estimated. A new
matrix Λ(q̄) will be introduced so that the above equation can more easily
be written in terms of its states q̄ and bω and noise ηω as shown in equation
(3.5). It should be noted that multiplying Λ(q̄) by a vector is equivalent to
multiplying a skew symmetric matrix formed by the same vector by q̄ [14].
It is possible to use the above matrix since the last dimension (scalar part)













The translational motion equations are constructed from velocity and ac-
celeration equations. The acceleration will be obtained from a body frame
accelerometer, and will be rotated into the reference frame. The reference
frame is the inertial frame rotated about the z axis to lie along the line
direction. Equations (3.6) and (3.7) describe the above, where s is the posi-
tion, v is the velocity, a is the acceleration measured by the accelerometer
and R(q̄)T is the rotation matrix rotating from body to reference frame as
shown in Appendix A.
ṡ = v (3.6)
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v̇ = R(q̄)Ta+ g (3.7)
Similar to the attitude model, random white noise and drift bias from the
accelerometer must be included (equations (3.8) and (3.9)).
am = a+ ba + na (3.8)
v̇ = R(q̄)T (am − ba − ηa) + g (3.9)
Drift or bias noise in IMUs is caused mainly due to temperature while fac-
tors such as unmodeled vibrations and rotation errors may introduce large
errors. Even with temperature compensation it is important to estimate
bias noise and deduct it after each iteration. However, bias noise is coloured
in nature and therefore very difficult to estimate. It is common practice to
approximate the rate of change of bias to random white noise(equation 3.10).
This model usually provides a decent drift compensation.
ḃa = ηba and ḃω = ηbω (3.10)
3.1 Linearization Using Jacobians
It can be seen above that equation (3.9) is nonlinear. This means that an








Implementing the EKF requires forming matrices A and C of equation (2.16)
in the previous chapter.
Among the various differential equations, equation (3.9) requires special
attention. The derivative of the rotation matrix needs to be found with
respect to the quaternions. This Jacobian matrix will be denoted by sub
matrix A41 and will be constructed by using the equation (3.12), as this
will simplify the problem. (The computation of ω̂ and â can be found in















































 0 2q3 −2q2−2q3 0 2q1
2q2 −2q1 0
 (3.13)







Λ(ˆ̄q) 04×3 04×3 04×3
03×4 03×3 03×3 03×3 03×3
03×4 03×3 03×3 I3×3 03×3
A41 03×3 03×3 03×3 R(ˆ̄q)
T
03×4 03×3 03×3 03×3 03×3
 (3.14)
Non-additive noise is also linearized using partial derivatives or Jacobians.
For a nonlinear differential equation of the form shown in equation (3.15),
the covariance can be obtained using equation (3.16). In equation (3.16)
matrix G represents the Jacobian matrix and Qc represents the diagonal
matrix with variances of the noisy signals in the continuous time domain
assuming the noises are uncorrelated. [20]
























Applying the above to the system, matrices G and Qc can be found (See
equations (3.17) and (3.18)).
Qc =
















Λ(ˆ̄q) 04×3 04×3 04×3
03×3 I3×3 03×3 03×3
03×3 03×3 03×3 03×3
03×3 03×3 −R(ˆ̄q)T 03×3
03×3 03×3 03×3 I3×3
 (3.18)
3.2 Discretization
The continuous domain equations need to be discretized before applying
them to the discrete Kalman filter. The state transition matrix used in
the Kalman filter is given in equation (3.19), where T is the sampling time
applied to the system [11].
Φ = eAT (3.19)
The covariance matrix also needs to be discretized. This is achieved using








Evaluating Qd numerically is tedious, when it comes to systems with large
dimensionality, due to the integral and matrix exponential involved. How-
ever, this can be evaluated using Van Loan’s method, which is fairly easy
to implement using MATLAB. First a matrix L, with dimensions 2n × 2n









The matrix exponential of L from the above, which is denoted by matrix
M in the equation (3.22) below, is then found. The upper left corner of this
matrix is is not used, since all the required matrices can be obtained using
the second column of matrix L. The state transition matrix can be found
by transposing the lower right corner matrix of M [8].






The above can easily be implemented in MATLAB using the expm() func-
tion.
3.3 Propagation
Closed form integration methods, such as equation (3.23) with T being the
sampling time, can be used to obtain higher degrees of accuracy when prop-
agating discrete equations [8].
xk+1 = e




The above Taylor series expansion, can be truncated up to the first order
terms. This results in Euler integration which is used in equations (3.24),
(3.25) and (3.26) below. It must be noted that equation (3.24) only holds
true if angular acceleration is close to zero or the sampling frequency is high
[1]. Also, bias differential equations do not need to be propagated as they
have zero expectation (i.e only consist of white noise)
q̄k+1 = (I4×4 +
1
2
[(ωm − bω)×]T )q̄k (3.24)
sk+1 = sk + T (vk) (3.25)
vk+1 = vk + (R(q̄)
Tam − ba + g)T (3.26)
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The biases are propagated using equation (3.27).
bk+1 = bk (3.27)
The error state covariance matrix is computed following equation (2.7) of
the previous chapter (equation (3.28)).
P k+1 = ΦP kΦ
T +Qd (3.28)
3.4 Error State Model
The extended Kalman filter can be used to estimate full states or error
states. An error state filter will be implemented and compared to the full
state version of the EKF. Hence, an error state system model needs to be
formulated.
In this application, an error state filter can be advantageous due to the fact
that small angle approximation can be used to convert quaternions and the
DCM into error states.

















Both δθ and ~δq can be used as states (the states are interchangeable using
a factor of half as shown in the equation above). In this project ~δq will be
used. It is important to note that the fourth element of the quaternion q4
will be omitted, to avoid singularity issues with the associated covariance
matrix. In fact, it is difficult to maintain the unit norm constraint on the
quaternion because of round-off errors, which leads to instability. Reducing
the dimension of the quaternion solves this problem [21].
Usually, the error state is added to the nominal value. However, a mul-
tiplicative relationship (equation (3.30)) will be used for quaternion error
states since it makes the quaternion unit norm constraint easier to keep.
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q̄ = δq̄ ⊗ ˆ̄q (3.30)
By taking the derivative of equation (3.30) a differential equation for the
quaternion error can be found (equation 3.31).
˙̄q = ˙δq̄ ⊗ ˆ̄q + δq̄ ⊗ ˙̄̂q (3.31)
Using the quaternion rate definition of equation (3.1), expressions for ˙̄q and
˙̄̂q are substituted in the above equation, thus giving equation (3.32). In
the equation below, the angular velocity vector has been written in terms




















From, equation (3.30) an expression for the quaternion error can be obtained
by post multiplying both sides by ˆ̄q−1. This is shown below in equation
(3.33).
δq̄ = q̄ ⊗ ˆ̄q−1 (3.33)
Rearranging equation (3.32), and performing quaternion multiplication on















Now, noise and drift terms need to be added to complete the equation. The
term ω is the true angular velocity value and can be written in terms of the
measured angular velocity, a bias and Gaussian noise (equation (3.35)).
ω = ω̂m − bω − nω (3.35)
Next, the estimated angular velocity is written as the following (equation
(3.36)).
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ω̂ = ωm − b̂ω (3.36)
Using the fact that the true bias is the sum of the estimated bias and the
error bias (equation (3.37)), and by combining equations (3.35) and (3.36),
the true angular velocity equation is obtained (equation (3.38)).
bω = b̂ω + δbω (3.37)
ω = ω̂ − δbω − nω (3.38)
Substituting the above expression in equation (3.34), and rearranging the
equation such that the deterministic and stochastic parts are separated,




















The above is then manipulated [14] by replacing the quaternion multipli-
cation operators by their respective skew matrices and eliminating some of
the infinitesimal second order terms (i.e. the terms where the noises δbω
and nω, are multiplied with δq̄ are eliminated). Thus, equation (3.40) for
the error state quaternion is obtained. As discussed previously, the fourth
element (scalar part) of the quaternion is omitted.
δ̇q = −[ω̂×]δq − 1
2
(δbω + nω) (3.40)
The rate of change of the bias error remains equal to a white noise term
describing the gyroscope’s drift.
Velocity and Acceleration Error State Equations
The position, velocity and bias error states are additive errors . Therefore,
the true value is equal to the sum of the actual estimates and the error.
(equations in (3.41))
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s = ŝ+ δs
v = v̂ + δv (3.41)
(3.42)
The error state differential equations (3.43) are formed by adding the above
to equations (3.6) and (3.7). However, the quaternion multiplicative error
must be added to the rotation matrix of equation (3.7).
δṡ = ṡ− ˙̂s
δv̇ = v̇ − ˙̂v (3.43)
When forming the error state velocity equation, the rotation matrix in equa-
tion (3.6) is assumed to be a constant and is factorized leaving out the v− v̂
term which is then replaced by the velocity error state (equation(3.44)).
δṡ = δv (3.44)
When constructing the error state acceleration equation, a DCM containing
the true quaternions is obtained (equation (3.45)), while the gravity term
is eliminated. This matrix must be converted in terms of either estimated
quaternions or error quaternions and is achieved by using Euler’s equation
for DCMs (equation (3.46)).
δv̇ = R(q̄)Ta−R(ˆ̄q)T â (3.45)
R(q) = (2q24 − 1)I3×3 − 2q4[q×] + 2qqT (3.46)
Using small angle approximation (equation (3.29)) in the above gives equa-
tion (3.47). [13]
R(δq) ≈ I3×3 − 2[δq×] =




The DCM in terms of true quaternions can be broken down using quater-
nion multiplication. This can then be simplified using matrix multiplication
(equation (3.48)).
R(q̄)T = R(δq̄ ⊗ ˆ̄q)T = R(ˆ̄q)TR(δq̄)T (3.48)
Next, white noise and drift in the accelerometer signal need to be added.
The accelerometer noise treatment is similar to that of the gyroscope, and
is given by the set of equations in (3.49).
am = a+ ba + na
ba = b̂a + δba
â = am − b̂a
a = â− δba − na (3.49)
Now, substituting equations (3.48), (3.47) and (3.49) in equation (3.45)
forms equation (3.50).
δ̇vned = 2R(q̂)
T [δq×]â+R(q̂)T (−δb− na)
+ [2δq×]R(q̂)T (−δb− na)
(3.50)
The last term of the above equation can be approximated to zero since the
error quaternion is multiplied by noise states. Then, using the identity,
[a×]b = −[b×]a, the equation can be rearranged to give the final state
equation (3.51).
δ̇vned = −2R(q̂)T [â×]δq +R(q̂)T (−δb− na) (3.51)







Using equations (3.40), (3.44) and (3.51), it is possible to write an expression
for the state matrix A (equation (3.53)). There is no need for linearization






I3×3 03×3 03×3 03×3
03×3 03×3 03×3 03×3 03×3
03×3 03×3 03×3 I3×3 03×3
−2R(q̂)T [â×] 03×3 03×3 03×3 −R(q̂)T
03×3 03×3 03×3 03×3 03×3
 (3.53)
The covariance matrix for the sensors used is given by equation(3.17)). Ma-






I3×3 03×3 03×3 03×3
03×3 I3×3 03×3 03×3
03×3 03×3 03×3 03×3
03×3 03×3 −R(¯̂q)T 03×3
03×3 03×3 03×3 I3×3
 (3.54)
The state transition matrix and the discrete process noise covariance matrix
can be found using Van Loan’s method from section 1.2. Equations (3.24)
to (3.27), which use full states (i.e x), are used for propagation. However,
after each iteration, the filter estimates the error states which are injected
into the full states using equations (3.30) and (3.41).
3.5 The Measurement Model
Most INS/GPS estimation solutions use GPS position, GPS velocity and
magnetometers or cameras for attitude, as measurements. Considering the
nature of this project it is not practical to use magnetometers as the 50 Hz
magnetic field of the power line (for instance, 1 kA current gives a value of
100 µT at a distance of one meter from the line conductor) is comparable to
the Earth’s magnetic field (24-65 µT) [1]. Thus, the direction of the power
line in the horizontal plane, known from GIS survey information, and the
shape it makes in the vertical plane can be used as measurements.
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NMEA Option Data Output
GGA Time, Latitude, Longitude, Fix quality, Number of
satellites, HDOP, Altitude
GSA Type of fix, PDOP, HDOP, VDOP
RMC Time, Latitude, Longitude, Speed over ground, Track
angle, Date, magnetic variation
Table 3.1: NMEA strings descriptions [9].
3.5.1 GPS Measurements
Either tight or loose coupling approaches could be used to integrate GPS
measurements in the Kalman filter. The complexity of the tight coupling
approach outweighs its benefits in this application. Therefore loose coupling
will be used since it provides reasonable accuracy with relatively little effort.
A GPS module usually provides the user with NMEA data [9]. NMEA
strings contain a lot of information, which need to be parsed to extract the
position, velocity and DOP values. The only NMEA sentences needed are
the GGA, GSA and RMC strings (as seen in Table 3.1).
The reference frame will be constructed by choosing the starting tower of
the robot as the origin, and the distances moved along the x and y axes
of the reference frame will be calculated from the longitudes and latitudes
obtained from the GPS module.
The Haversine formula is commonly used to measure the distance between
two points given in latitude and longitude. It is one of the most accurate
methods but requires a lot of computation. However, there are less cumber-
some methods that can be used with good accuracy over short distances.
The earth is assumed to be spherical with a radius of Re = 6371 kilome-
ters, and flat for movement over short distances. Thus, the equirectangular
approximation can be used as shown in the equations (3.55) below.
∆λL = λL2 − λL1 and ∆ΦL = ΦL2 − ΦL1 (3.55)
In the above λ represents the latitude and Φ the longitude in degrees. If λ1
and Φ1 is the starting coordinate, then the distances in x and y directions
about the point is given by equations (3.56) and (3.57).
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x = Re.∆λ. cos((ΦL2 + ΦL1)/2) (3.56)
y = Re.∆ΦL (3.57)
Assuming the Earth’s surface is flat, the distance between the two coordi-
nates can easily be calculated using Pythagoras’s theorem. Altitude in me-
ters (i.e the z measurement) and velocity in knots (which can be converted
to m/s) are obtained as direct measurements from the RMC sentence.
The measurement equations for GPS signals, with η representing measure-
ment noise signals, can be written as follows (equations (3.58) and (3.59)),





vm = vgps + ηvgps (3.59)
The measured velocity in the above equation represents the velocity along
the line in the horizontal plane, and is therefore the velocity along the x axis
in the reference frame.
Since tower positions are surveyed, they can be used to obtain the direction
of the power line and therefore the yaw angle (shown in equation (3.60),
(x1, y1) and (x2, y2) are the first and second tower coordinates respectively).
The yaw angle remains almost constant throughout the motion. If there
are two grippers that grip the line, the robot is restricted to follow the line
direction as most swinging is related to the roll angle. Also, the towers are






The GPS horizontal measurements can be projected on the power line as a
way of enhancing the measurement. First, the initial and final positions (A
and B) of the robot will be translated such that, the initial position will be
35
moved to the origin of the inertial frame, forming new points A′ and B′, as
shown in figure 3.1. The equations in (3.61), show the vector subtraction
required.
Figure 3.1: Translation of power line beginning and end points.
A′ = A−A = 0
B′ = B −A (3.61)
Naturally, all the GPS x and y measurements, will undergo a similar vector











−A = C −A (3.62)
The new GPS measurements will then be perpendicularly projected on the






The coordinates of the projected point D′ are denoted by xp and yp respec-
tively and the coordinates of point B′ by x2 and y2. Also, for convenience
C′ coordinates will be represented by xg and yg.
Thus, the projected x and y coordinates can be written in terms of the
translated end point of the line and the translated GPS measurements using
equation (3.63) (as shown below in (3.64) and (3.65)).
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Using equation (3.16), an expression for the variances of the above can be
found. It should be noted that in this equation, it is assumed that only the































GPS accuracy is normally expressed in 2D accuracy. This can be in the form
of DRMS (Distance root mean square) or CEP (Circular error probability).
Any measured point can lie around a circle about the real position with
radius given by CEP or DRMS. The probability of a measured point lying
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in the circle is 50% for CEP, 65% for DRMS and 99% for 2DRMS. Thus,
DRMS represents the noise in the Gaussian sense and is to be used in the







DRMS accuracy is the averaged accuracy of the GPS module over a period
of time. In practice, the variance changes regularly with the satellite constel-
lation geometry. This is resolved by using the DOP (Dilution of Precision)
values (equations (1.10) and (1.11)).
The covariance matrix of GPS measurements is usually given by the equation
below, which forms an ellipsoid geometrically. To obtain the cross covariance
terms, the correlation coefficient between the different variables is required.
However, this information is not readily available in GPS module datasheets.
Hence the cross covariance terms will be assumed to be zero, further on.
Qgps =





For the Kalman filter measurement equations, the GPS σx and σy values are
required instead of DRMS. It will be assumed that the longitude and latitude
measurements have the same standard deviation, σx and σy respectively.










Using the above assumption, equations (3.64) and (3.65) can be simplified














The measurement equations for xp and yp are given in terms of the distance
moved along the line s1 and the known yaw angle (equations in (3.73)).
xp = x cos(ψ)
yp = x sin(ψ) (3.73)
The vertical position will directly be used as measurement with the appro-
priate variance (as in equation (3.58)). Hence, VDOP (Vertical Dilution of
Precision) will be used instead of HDOP to calculate the height variance
(equation (3.74)). VDOP is usually always higher than HDOP, resulting in
much larger errors for vertical measurements.
σ2zv = σz ∗ V DOP (3.74)
3.6 The Power Line Shape and Direction
When the powerline is hung between two points it takes the shape of a
catenary due to its own weight. The sag of a transmission line conductor
depends on its catenary constant which is shown in equation (3.75) (where ζ
is the catenary constant, H is the horizontal component of tension along the
conductor in Newtons and w is the weight per unit length of the conductor in
Newtons per meter). In South Africa, transmission lines are usually designed





Assuming that the weight of the cable is spread uniformly over its length
the power line is modeled as a catenary (as shown in figure 3.3) with origin












Figure 3.3: Typical power line shape with height difference between supports
As the sag of the conductor is much less than the span, its shape can be
approximated by a parabolic function to simplify the model. Suspension
towers usually have conductors hanging on insulators that support the ver-
tical forces only. Thus, the forces (tension) acting along each of the spans
in a transmission line must be equal, so that the system remains in equi-
librium. Therefore, the catenary constant should also be equal along the
different spans[23].
It is possible to obtain a relation for a parabolic model of the line in terms
of the catenary constant. For a level span the minimum point lies at the
midspan as illustrated in figure 3.4.
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Figure 3.4: Forces acting on the power line
For a distance xl from point B to a general point p on the line, the weight
will act half the distance if the weight is uniformly distributed (figure 3.4).
The resulting moment equation about point B is equation (3.77), which is











Hence for a wire span L, the maximum sag S occuring at the midspan (L/2)





For modelling, it will be convenient if the origin is moved at point A of
figure (3.4) rather than being at point B, so that it matches the reference
frame coordinate system. Thus, an equation for the vertical displacement z


















The above relationship takes the form of a quadratic function and can be
proven as follows.







point A is the origin then parameter c = 0 and parameter b is written in
terms of parameter a in equation (3.80).
b = −aL (3.80)
Then, the y coordinate of the minimum point is equated to the sag of the
power line (equation (3.81)).
−b2
4a




An expression for parameter a is then formed after substituting (3.80) in





In reality, the end points may be at different heights as in figure 3.3. This
can also be modeled using equation (3.79) provided that the length L of
figure 3.3 is known. L can be calculated if x1 and x2 are known.
For a known ζ value, sags S1 and S2 (of figure 3.3) can be determined from









The total span s of figure 3.3 is also equal to the sum of the two distances
from x1 and x2.
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s = x2 + x1 (3.85)
Equation (3.86) is formed for the height difference between the two end
points denoted by h, and can be solved simultaneously with the above to
yield (3.87).



















Then, length L can be obtained as shown in equation (3.88). If point C is
at a lower height than A, h will be negative and L longer than the span s.
L = 2x1 (3.88)
Applying the value of L obtained from the above and the known ζ value
in equation (3.79), a model for the power line with end points at different
heights can be obtained.
Figure 3.5: Effect of ζ on the line.
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The catenary constant ζ varies as temperature changes. This is because,
as temperature increases the conductor expands, causing an increase in
its length thus increasing sag and decreasing the tension. Typical sag-
temperature data for heavy loading is tabulated in Appendix C [7]. The
data was converted to SI units and plotted against temperature in figure
3.6. As it can be seen, larger spans have greater sag, and the sag increases
with temperature. The sags in the different spans show a similar trend with
respect to a change in temperature.
Figure 3.6: Sag against temperature.
Using equation (3.78), the catenary constant ζ was found and plotted against
temperature in figure 3.7. The catenary constants for the different spans are
similar, and decrease as temperature increases. It must be noted that the
catenary constant is related to the sag parameter of a catenary and changes
with temperature.
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Figure 3.7: ζ against temperature.
It is more convenient to use ζ−1, since it reduces the complexity of the
covariance equations later on. An average for the zeta values for the three
curves in figure 3.7 was calculated, inverted to find ζ−1 and plotted against
temperature in figure 3.8. Since the plot is almost linear, the spread of the
data is found by dividing the difference between maximum and minimum
values of ζ−1 by two. Thus, an approximation for the standard deviation





In the reference frame the yaw angle, which is denoted as ψ, is zero, as
in this frame, the x-axis lies in the direction of the power line. However,
there may be some uncertainty in the yaw angle due to mechanization errors
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between the line, the robot grippers and the robot platform. This error will
be approximated to one degree when both grippers are attached and five
degrees when only one gripper is attached.
The roll angle φ, is zero under perfect conditions. However, due to various
effects such as wind, vibrations and the movement of joints, the robot tends
to oscillate.
There are two types of oscillations, that of the robot and that of the line. The
line usually oscillates due to wind, with two main types of effects, namely;
the aeolian effect and wake induced vibrations [22].
According to ESKOM guidelines [22] the line vibrational peak to peak am-
plitude due to aeolian effects varies between 0.01 to 1 conductor diameter
with a frequency between 3 and 150 Hz. However, wake induced vibra-
tions can cause an oscillation amplitude 0.5 to 80 conductor diameter peak
to peak at frequencies between 0.15-10 Hz. Aeolian vibrations are usually
in the vertical direction and is negligible when compared to wake induced
vibrations.
Using the typical value for the catenary constant of 1800 m given in ESKOM
literature and equation (3.78), the maximum sag for the cable used for wind
testing is determined to be 14 m. Figure 3.9 shows a section at the midspan
of the cable swinging to its maximum position of 0.9 m (An Aluminium
ACSR wire with a cross sectional area of 240 mm2 has a diameter of about
23 mm). Angle α is calculated to be 3.7 degrees and the roll of the robot
about the gripper mean position β is assumed to be 5 degrees. The roll
standard deviation will therefore be assumed to be 10 degrees.
3.7 Kalman Filtering with State Constraints
The robot is constrained to lie on the power line at all times. This fact
can be used to provide better estimates by constraining the states for this
tracking application. Many methods of integrating constraints in Kalman
filters have been described [24]. Model reduction, where the number of
states are reduced based on the constraint, and perfect measurement, where
the constraints are used as measurements, are two such methods. Equality
constraints such as in equation (3.89) satisfy the requirements of this system
and will be used with the perfect measurements method.
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Figure 3.9: Section through cable at midspan showing the cable swinging
from its mean position to its maximum position
Dxk = d (3.89)
Applying the method above, requires the measurement equation to be aug-
mented. This is shown in equation (3.90), where C is the measurement
















Constraints may be nonlinear, with the form of equation (3.91)
g(xk) = b (3.91)
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Using a Taylor series approximation, the above can be written in a form
equivalent to equation (3.89). Equations (3.92) and (3.93) show approxima-
tions of matrix D and vector d.
D = g′(x̂k) (3.92)
d = b− g(x̂k) + g′(x̂k)x̂k (3.93)
The constraint in equation (3.89) is also known as a hard constraint, i.e. it
needs to be exactly satisfied. However, in the real world, there might be
uncertainty in the constraints. Constraints which only need to be approxi-
mately satisfied are called soft constraints. Such constraints have a nominal
value which can vary. Therefore soft constraints can be implemented as
a mean with some noise associated to it, i.e. a perfect measurement with
Gaussian noise. If the noise is non additive, the covariance can be found
using equation (3.16) [24].
The robot can be constrained to the line in several ways. The velocity of
the robot along the x and y reference axes can be constrained based on the
value of known yaw angles. This is shown in equation (3.94).
vy
vx
= tanψ =⇒ vy − vxtanψ = 0 (3.94)
Since the reference x axis lies along the line the yaw angle is zero. Thus,
the above contrains the y axis velocity preventing large values from being
estimated, and therefore ensuring the robot lies on the line. The variance of
the above equation denoted by σ2d1 can be found using equation (3.16) and





Similarly, the position of the robot in the horizontal plane of the reference
frame can also be constrained using the yaw angle (equation (3.96)) with
variance of the constraint σ2d2 given by equation (3.97). The gradient of
the line in the horizontal plane is equal to tanψ, which is also equal to the









Since the shape of the line can be deduced from its known catenary constant,
the vertical position of the robot can be restrained based on the distance
moved along the line, assuming a parabolic shape as discussed in the pre-
vious section. This constraint is given in equation (3.98) and the variance



























Constraint equations are also formed for the quaternions. The yaw angle is
constrained to lie along the line direction and the roll angle is constrained
to its mean value, zero, with associated noise to cater for swinging of the
line and robot. The relationship between quaternions and Euler angles is
used to form the constraint equations. The roll angle is constrained as
in equation (3.100) with variance σ2d4 given in equation (3.101). The yaw
angle is constrained as in equation (3.102), with variance given by equation
(3.103).
2(q1q4 + q2q3)
1− 2(q21 + q22)
= tanφ
=⇒ 2q1q4 + 2q2q3 − tanφ+ 2tanφ(q21 + q22) = 0 = d4 (3.100)























1− 2(q22 + q23)
= tanψ
=⇒ 2q3q4 + 2q1q2 − tanψ + 2tanψ(q22 + q23) = 0 = d5 (3.102)
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The yaw angle, roll angle and catenary constant are modeled as variables
with zero mean and noise. The yaw angle has zero mean with an assumed
noise standard deviation, σψ, of one degree, and the roll angle has zero
mean with an assumed noise standard deviation, σφ, of ten degrees. The
ζ−1 value has a mean of 1/1800 m−1, and a standard deviation of (0.000252)
m−1. These have been discussed in detail in the previous section.
3.8 Kalman Filter Update
Updating the Kalman filter equations according to table 2.1, requires one to
form the measurement matrix. The measurements are the GPS horizontal
position projected onto the line, the GPS vertical position and the GPS
ground velocity. Thus, using equations (3.73), (3.58) and (3.59), matrix H
























Similarly, for the constraint equations (3.94) to (3.102), matrix D is formed
(equation (3.105), where ψ = 0 and φ = 0 ). Matrix C in table 2.1 used for























2q4 2q3 2q2 2q1
]
01×3 01×3 01×3 01×3[
2q2 2q1 2q4 2q3
]
01×3 01×3 01×3 01×3

(3.105)
Following equation (3.93), the measurements for the constraints are con-















The covariance matrix for measurements is formed from the variances in
section 1.5 and is given by equation (3.107).
RH =

σ2xp 0 0 0
0 σ2yp 0 0
0 0 σ2zv 0
0 0 0 σ2vm
 (3.107)







. . . 0
0 0 σ2dn
 (3.108)








The usage of quaternions to represent attitude requires it to always have a
norm of unity. Therefore, after each iteration of the EKF and UKF, equation










For the ErKF, the unity norm constraint is used to calculate the scalar







1− δq21 + δq22 + δq23
 (3.111)
Since the error state has been used, error measurements must also be used.
The chain rule (equation (3.112)) can be used to obtain the required mea-
surement Jacobian matrix, where h(x) represents the measurement equation
[13]. The standard EKF measurement Jacobian matrix is calculated and















Λ(ˆ̄q) 04×3 04×3 04×3 04×3
03×4 I3×3 03×3 03×3 03×3
03×4 03×3 I3×3 03×3 03×3
03×4 03×3 03×3 I3×3 03×3
03×4 03×3 03×3 03×3 I3×3
 (3.113)
As matrices A and C have been defined, the observabilitv matrix can be
constructed. This was done using the obsv() function in MATLAB. The
observability matrix had full rank when all measurements are used and hence
is fully observable. However during GPS signal outages, when the system
is allowed to run with reduced states,the measurement matrix C is formed
using only constraint equations. The observability matrix for this case is 14,
implying that there two unobservabe states.
3.9 The UKF with Non-Additive Noise
The UKF equations from chapter 2 need to be modified to handle non-
additive noise. Thus an augmented state vector and error covariance are
defined [20].






Similarly, this requires the error covariance matrix to be augmented (equa-
tion (3.115))
P ak =
P k 0 00 Qk 0
0 0 Rk
 (3.115)
Due to the above modifications, equations (2.23) and (2.26) need to be
modified as the Q and R terms are cancelled since they are already taken
into account in the augmented covariance (equations (3.116) and (3.117)).
The noise terms are directly added to the state and measurement equations,
as they are now defined as states. The overall structure remains the same



















First, sigma points are created using mean values of the states and the error
covariance according to equation (2.20).
χik|k−1 = f(χ
i
k−1,uk−1,ηk−1), i = 0, 1, ..., 2L (3.118)
The sigma points are propagated through the state equations producing an
updated set of sigma points as in equation (3.118) above. Noises (which are
now part of the states) are directly added to the propagation equations as
shown in equations (3.119), (3.120) and (3.121). Equation (3.25) is used to
propagate position.
q̄k+1 = (I4×4 +
1
2
[(ωm − bω − ηω)×]T )q̄k (3.119)
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vk+1 = vk + (R(q̄)
Tam − ba − ηa + g)T (3.120)
bk+1 = bk − ηb (3.121)
The propagated sigma points are then used to calculate an updated mean
of the states and covariance using appropriate weighting factors according
to equations (2.22) and (3.116).
Similarly, the sigma points are passed through the nonlinear measurement
equations ((3.59) and (3.73)) and constraint equations ((3.94), (3.96), (3.98),




k−1,uk−1,vk−1), i = 0, 1, ..., 2L (3.122)
The measurement covariance is found using equation (3.117) and the rest of
the update step uses equations (2.270 to (2.30) to implement the UKF.
3.10 Summary
In this chapter, a mathematical model of the power line inspection robot is
derived. Here, the robot is treated as a point mass moving along the power
line.
First, the state vector is defined to estimate the robot’s attitude (quaternion
vector), the gyroscope sensor bias, the robot’s position, the robot’s velocity,
and the accelerometer sensor bias. The continuous-time state propagation
model is then constructed using the differential equations for the quaternion
attitude kinematics, the gyroscope sensor model (with bias and sensor noise),
the position kinematics, the velocity kinematics and the accelerometer sensor
model (with bias and sensor noise).
Also, the linearized system matrix is derived using the Jacobian of the non-
linear state equations, and the process noise covariance matrix is derived
from the system model as a function of the IMU sensor noise variances.
Next, the continuous-time system model and the process noise covariance
matrix are discretized so that they can be used in the discrete-time Kalman
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filter. Closed-form difference equations are derived to propagate both the
system state and the state error covariance matrix. The above is performed
for both the extended Kalman filter and the error state Kalman filter.
The measurement model is then derived. The measurements include the
GPS position, the GPS velocity and state constraints imposed by the shape
and direction of the power line. The state constraints are treated as virtual
measurements. For the GPS position and velocity measurements, output
equations and measurement noise their corresponding variances are derived.
The geometry of the power line is then modeled so that the robot can be
constrained to he power line. ”Measurement noise” is added to each of
the constraint equations due to uncertainties in the constraints. Linearized
equations for the measurements are derived using Jacobians and the mea-
surement covariance matrix is constructed. Finally, a version of the UKF
with non-additive noise is discussed.
In the next chapter, the three filters will first be run in a simulation envi-





The system needs to be simulated before attempting to test it. This is done
using MATLAB, where models for the accelerometer, gyroscope and GPS
signals are created. Firstly, equations for the X-Y-Z accelerations in the
inertial frame and the pitch angular rate are formed using the right hand
rule convention for directions.
For the simulation, the robot is approximated as a point mass moving along
a catenary, approximated by a quadratic function. Both the yaw and the
roll angles areassumed to be zero in the reference frame. The pitch angle
changes as the robot moves along the span. The velocity tangential to the
power line, v, is also assumed to be constant at 1 m/s (shown in figure 4.1).
The tangential velocity is resolved into the inertial axes (equation (4.1)) and
differentiated to give the inertial accelerations (equation (4.2)), so that the











−v sin θθ̇ cosψ−v sin θθ̇ sinψ
−v cos θθ̇
 (4.2)
Next, the reference frame pitch angle is formed from the power line’s shape.
It is assumed that the robot’s pitch direction is tangential to the line at any
point. Thus, the pitch angle is calculated from the derivative of the power
line (ax2l + bxl + c, where c = 0) as in equation (4.3).
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Figure 4.1: Black line: power line seqment, Orange axes: inertial frame with
U(Up), N(North) and E(East), ψ is the yaw angle lying in the horizontal
plane, θ is the pitch angle lying in the vertical frame, v is the velocity which
is tangential to the power line.
θ = arctan(2axl + b) (4.3)
The above is then differentiated to give the pitch rate (equation 4.4).
θ̇ =
−2aẋl
(2axl + b)2 + 1
=
−2av cos θ
(2axl + b)2 + 1
(4.4)
The accelerations in equation (4.2) are integrated twice using the MATLAB
integrator block, producing the inertial velocity and position signals. In
the integrator blocks the positions are initialized as zero and velocities are
initialized with calculated values as per equation (4.1), where the known
β and an initial value of θ are used. The horizontal component of the
resultant of the inertial velocities in the horizontal plane is calculated so
that it canbe used as GPS velocity measurement when noise is added. The
positional inertial signals are directly used as GPS position measurements
after Gaussian noise is added to them.
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White noise is simulated using the band limited white noise block in Simulink.
Typically, white noise has a PSD (Power Spectral Density) with total en-
ergy of infinity and correlation time zero. Thus, the best theoretical model
is band limited noise. Simulink uses a random sequence with a correlation
time less than the shortest time constant to produce an approximation. To
obtain good results the correlation time, tc, is specified as equation (4.5),
where fmax is the maximum bandwidth of the system. The noise intensity
is defined using the height of the PSD. To obtain the correct noise intensity
from the continuous PSD to the discrete noise covariance, the covariance
is scaled by 1/tc. The noise power is therefore defined as the covariance





The accelerometer signals are generated by rotating the acceleration vector
of equation (4.2) plus the gravity vector to the body frame. This is achieved
by first rotating about the z axis by angle β, and then the y axis by angle θ
(roll angle is zero). The gyroscope’s x and z signals are assumed to be zero
and the gyroscope y signal is equivalent to θ̇ (equation (4.4)). Bias noise and
white noise are also added to the gyroscope signals. All measurements are
passed to each of the three filters (EKF, UKF and ErKF) which are coded
in MATLAB function blocks (Appendix G). Each noise signal is then added
to its respective state signal, and passed through a zero order hold block to
digitize the system.
4.2 Simulation Results
Using the model described in chapter 3, the three filters are simulated. The
span of the power line used is 200 m with a catenary constant of 1800 m.
The robot is allowed to move at a constant velocity of 2 m/s along the line.
The initial quaternion (representing a rotation from the body frame to the
reference frame) values are calculated using the known initial yaw angle, roll
angle (both zero) and the initial pitch angle, obtained from the power line
known parameters (θi = − arctan(b)). Thus, a small error (0.001 radians) is
used for the initial error covariance of the quaternions. The initial position
is also known with centimeter accuracy, and the initial position variance is
set at (0.01)2 (m2).
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Noise variance values used for simulations are obtained from the MPU6050
IMU datasheet. The datasheet specifies gyroscope noise at 0.05 degrees per
second and accelerometer noise at 0.004 meters per second square. However
to account for vibrations, the noise variance values used for the gyroscope
and accelerometer are increased to 0.0042(rad/s)2 and 0.042(m/s2)2 respec-
tively. Drift noise for the gyroscope is assumed to be 0.00012(rad/s)2. It is
to be noted that these noises are continuous time noises and are digitized
by passing the signals through a zero order hold block. The process noise
covariance matrix is formed using the above variance values. The sampling
frequency used is allowed to run with reduced measurement equations while
the GPS data was not available.
To form the measurement covariance matrixR according to equation (3.109),
the standard deviations required are the GPS position variance, (the hori-
zontal positional standard deviation is set to four meters, the vertical posi-
tional standard deviation is set to 20 meters and both HDOP and VDOP
were assumed to be unity), the GPS velocity (the GPS elocity standard de-
viation is set to 0.1 meters per second, the catenary constant (the catenary
constant standard deviation is set to 0.000252 m), the roll angle ( the roll
angle standard deviation is set to 0.174 radian, i.e. 10 degrees standard de-
viation as discussed in the previous chapter) and yaw angle (the yaw angle
standard deviation is set to 0.0174 radian, i.e. one degree standard devia-
tion assuming both grippers grip the power line). The GPS measurement
variances are set according to the GTPA013 datasheet.
4.2.1 Euler Angles
The estimated quaternions are converted to Euler angles and plotted against
time for each filter as shown below.
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Figure 4.2: Simulation of Euler angles for the EKF - EKF(Blue), True Value
(Orange).
The EKF does well in estimating the Euler angles. The yaw and roll angles
are close to zero at all times due to the constraints applied to the filter. The
estimated pitch angle follows the true value with an uncertainty standard
deviation of 0.02 radians (figure D.4).
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Figure 4.3: Simulation of Euler angles for the ErKF - ErKF(Blue), True
Value (Orange).
The results of ErKF is very similar to the result of the EKF, which is to
be expected, since the filters are equivalent. Both the EKF and ErKF have
similar error bounds, as shown in Appendix D.
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Figure 4.4: Simulation of Euler angles for the UKF - UKF(Blue), True Value
(Orange).
The scaling parameters for the UKF are set as follows; α = 1, β = 2 and
κ = 0. Both α and κ are used to set the spread of the data about the
mean. Here, only α defines the spread of the sigma points (κ is set to zero),
from which λ is calculated. The parameter β = 2 is optimal for Gaussian
distributions.
The UKF tracks the pitch angle with comparable accuracy with a 1σ error
of 0.02 radian as shown in figure D.12. Differences between the two filters
are expected, as the EKF uses computed Jacobians to linearize the system
about the a priori estimate and the UKF propagates a sample of points
chosen around the a priori estimate to obtain an updated mean while using
the new spread of sigma points to obtain the new covariance.
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As it can be seen in the figures, all three filters tend to converge towards
similar results.
4.2.2 Position
























Figure 4.5: Simulation of positions for the EKF - EKF(Blue), True Value
(Orange).
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Figure 4.6: Simulation of positions for the ErKF - ErKF(Blue), True Value
(Orange).
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Figure 4.7: Simulation of positions for the UKF - UKF(Blue), True Value
(Orange).
During GPS outage the filters run with a reduced set of measurements. This
causes a growth in error covariance during GPS outage followed by a rapid
fall in the error covariance as GPS signals were obtained, accounting for
jagged state error covariances shown in appendix D.
All the filters produce similar results. However, the EKF and ErKF results
are very similar. The x position error is zero in the beginning and increases
until it settles at 44 cm for the EKF and ErKF (figures D.2 and D.6 show
the 1 σ bounds for position). The UKF x position error settles at 42 cm
(figure D.10 shows the 3 σ bounds for UKF estimated position).
The error variance of the z position increases as it approaches the midspan
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(reaching a 1 σ, of 0.9 m at the midspan for the EKF/ErKF and 0.5 m for
the UKF). This is expected, since a change in sag would mean there is more
displacement in the middle. The UKF predicts lower error values for the z
position.
4.2.3 Velocity






























Figure 4.8: Simulation of velocity for the EKF - EKF(Blue), True Value
(Orange).
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Figure 4.9: Simulation of velocity for the ErKF - ErKF(Blue), True Value
(Orange).
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Figure 4.10: Simulation of velocity for the UKF - UKF(Blue), True Value
(Orange).
The velocity estimates are propagated using the quaternion estimates. Ro-
tation from the body to the inertial frame with 0.1 radian errors result in 1g
acceleration errors, implying that small errors in the quaternions can cause
big errors in the velocity during propagation. However, if the gyroscope
noise is small, the quaternion error is also small, leading to better velocity
estimates.
The bias simulations are shown in figures D.13 and D.14 for angular veloc-
ity and acceleration bias respectively. The EKF and ErKF showed similar
results. The UKF tracked the angular velocity bias better but was worse in
tacking acceleration bias.
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A simulation study for the state estimation of a brachiating power line robot
is also made for a robot developed by J.Patel at the University of Cape Town.
This system model, the EKF simulation and UKF Simulation can be found
in Appendix E.
4.3 Testing
The testing is performed by tying a rope between two known GPS coor-
dinates, and dragging a platform along the rope by means of a pulley, to
emulate a robot moving along a power line. The rope is tied in such a way
that the platform’s weight causes the rope to adopt the shape shown in fig-
ure 4.11 as it moved along points 1, 2 and 3 (the rope was in tension). The
points through which the platform passed would still make a curved shape
(shown in dotted line in the figure below) that can be fitted to a quadratic
function.
Figure 4.11: Test setup, platform moves from point 1-2-3 creating a curved
path in the process.
It is possible to geometrically find the shape that the arrangement makes. A
relationship for z, the vertical distance, in terms of x, the horizontal distance
moved along, can be found. These are shown in figure ??, where s is the
span.
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Figure 4.12: Sketch of the true shape of the line used for testing.
With known span and length of the cord l, two equations are formed using
Pythagoras theorem (equations (4.6) and (4.7)).
z2 = w2 − x2 (4.6)
z2 = (l − w)2 − (s− x)2 (4.7)
Solving the simultaneous equations, the required equation (4.8) is formed as
parameter w is eliminated.
z =
√
l2 − (s− x)2 + x2
4l2
− x2 (4.8)
A quadratic function is produced with known maximum sag and span ac-
cording to the equations derived in the previous section. The values obtained
for a function ax2 + bx are 0.0723 and −0.379 for a and b respectively (these
values correspond to a catenary constant of 6.917). This quadratic function
is plotted along with the true shape given by equation (4.8) in figure 4.13.
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Figure 4.13: Plot of the true shape (blue), quadratic fit (red) and error
bounds (dotted)
Although the quadratic shape does not exactly match the true shape, it is
close enough, such that a parabolic model can be used. Error bounds are
also added (dotted lines in the above figure). These error bounds can be
converted to a standard deviation of 0.04m−1 in the inverse of the catenary
constant.
4.3.1 Hardware
The prototype hardware used for testing was set up as shown in figure 4.14.
The following are used; IMU - MPU6050, GPS - GTPA013 from Adafruit
and an OpenLog module for data logging. These are all interfaced via an
Arduino Mega.
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Figure 4.14: Connection of micro controller to sensors
The MPU6050 is a 6-DOF (Gyroscope and accelerometer) MEMS chip that
can be sampled at 100 Hz. It uses an I2C bus for communication with 16 bit
ADC hardware. The chip is set up to output acceleration values between the
range ±2g and an angular rate between the range of ±2500/s. The smallest
range is used to obtain more precise measurements. Before starting the tests,
all offsets are removed from the chip by calibrating it using a spirit level.
The noise variance values at 100 Hz are calculated from the chip’s datasheet
to be (0.04)2(m/s2)2 for the accelerometer and (8.73e−4)2(rad/s)2 for the
gyroscope.
The adafruit ultimate GPS breakout board uses a GTPA013 GPS module.
It is capable of tracking up to 22 satellites and outputting GPS NMEA
strings (GSA, RMC, VTG and GGA) at a frequency of 1 Hz. The chip
is very easy to use as it communicates via USART. A parser is used to
obtain the required data from the NMEA strings. The horizontal positional
noise standard deviation associated with the chip is specified to be 3 m
DRMS and the ground velocity noise standard deviation to be 0.1 m/s. The
vertical position’s standard deviation noise is not given in the datasheet
and is estimated to be at about 20 m, after testing the module at a known
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altitude over several experiments.
The OpenLog module is used to log all the various measurements to an SD
card. It works over serial communication (USART) and can be used at a
speed of 115200 bps.
An Arduino Mega is chosen for the project. It is very easy to use and and
has a fast enough processor (16 MHz). Also, enough pins are available for
the hardware to be used. The main reason to use the Arduino Mega is
because it has libraries that can easily parse GPS data.
The GPS coordinates for the initial and final positions are obtained from
Google maps. Therefore, a larger initial position error covariance was used
(10 cm). Also a greater standard deviation of 5 degrees was used for the
yaw angle.
All the measurements were collected in the SD Card and passed through




Unlike the simulation, the velocity of the platform is not constant along
the line. Also, the noise values given in datasheets could not be used, since
when testing there are vibrations causing increased noise in the sensors. The
noise variances for the IMU are then increased accordingly (0.012(rad/s)2
and 0.212(m/s2)2 for the gyroscope and accelerometer respectively).
The Euler angles are shown below. As in the simulation the EKF and ErKF
estimates are similar, while the UKF produces slightly different results. The
general trend of the angles is satisfactory as it follows the same trend as the
simulation results.









Estimated Euler angles of the filters












































Figure 4.16: Simulation of x and z positions for the three filters - EKF(Blue),
ErKF(Red) and UKF(Orange).
During the first second, as the GPS signals are not available, the x position
diverges as the filter goes into dead reckoning with only the noisy accelerom-
eter and gyroscope signals as guides. However as the GPS signal is obtained,
the position estimate goes back on track. This is why in figure 4.17, the z
position is greater than zero and the x position is less than zero for the
filters.
The covariance for the z measurement is different from that in the simu-
lation. The covariance in the z measurement is dictated by the error in
the catenary constant and the error due to the x measurement (equation
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(3.99)). If the catenary constant is very small, σx is the dominant part of
the covariance which is the case with the test result. Otherwise, the variance
associated with the catenary constant dominates the vertical displacement
variance, which results in a parabolic shape with the maximum at the mid-
point.
All the filters converge and the z values are similar to the true z value ob-
tained from the geometry of the arrangement (figure 4.17). The EKF/ErKF
match the true value better than the UKF, which is seen to diverge a bit
at the end. The velocities cannot be compared to anything as there is no
available data to compare to. Velocity graphs, shown in appendix D, agree
with the simulations as vx and vy follow a constant trend and vz increases
from a negative value.
x (m)












Estimated shape (x vs z)
Figure 4.17: Comparison of the three filters with the true shape -
EKF(Blue), ErKF(Red), UKF(Orange) and calculated value from geome-
try (Purle).
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The Kalman filter estimates obtained are plotted against GPS measurements
in figure D.28. the figure shows that the state estimates are indeed restricted
to the power line.
4.5 Filter Performance
The performance of the filters in terms of the average amount of time re-
quired for one iteration, for GPS/IMU test and brachiation simulation of
Appendix E, is tabulated in table 4.1. The time iss calculated using MAT-
LAB’s ’tic’ and ’toc’ functions and averaged over 50 loops. The numbers in
the table are also rounded off. The computer used for the simulation has 8
gigabytes of RAM and a 2.2 Ghz core i7 processor. The GPS/IMU simula-
tion took longer than the brachiation simulation to complete a loop as the
system consists of more state variables, and hence higher order matrices.
Filter performance comparison




Table 4.1: Time taken for filters to complete one iteration.
It is clear from the data in the table that the EKF is the fastest filter.
However, the ErKF is not much slower. On the other hand, the UKF is
ten times slower than the EKF for the GPS filtering problem and about 5
times slower for the brachiation filtering problem. This is because, the UKF
algorithm needs to propagate a lot of sigma points, while the EKF only
propagates the mean. However, the UKF has the advantage of being much
easier to implement as the Jacobians do not need to be computed.
To compare the filters, the difference between the true state and estimated
state is found. The Root Mean Square Error (RMSE)is then calculated as
shown in table 4.2.
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States EKF (RMS) ErKF (RMS) UKF (RMS)
φ(rad) 3.1× 10−4 2.9× 10−4 6.7× 10−4
θ(rad) 0.0063 0.0063 0.003
ψ(rad) 4.9× 10−4 4.7× 10−4 0.0014
x(m) 0.81 0.81 0.79
y(m) 3.1× 10−4 3.0× 10−4 7.7× 10−4
z(m) 0.038 0.038 0.11
vx(m/s) 0.13 0.13 0.09
vy(m/s) 0.0021 0.0021 0.0069
vz(m/s) 0.020 0.020 0.028
Table 4.2: RMSE for simulated system states.
From the above, it cab be seen that comparable results are obtained for the
EKF and ErKF. Overall, the ErKF is only slightly better than the EKF.
The UKF produces better results (almost twice as good) for the pitch angle
but is a lot worst in estimat9ing the roll and yaw angles. Also, the UKF is
only slightly better in estimating the x position, but is not as good as the
other two filters in estimating the y and z positions. Similarly, the UKF is
better at estimating the velocity aong the x directions and worse than the
EKF and ErKF for other velocities.
For the test results, no ground proof data is available for comparison. Thus,
the residuals are used to measure performance. The RMS values of the
residuals are used as metric and are shown in table 4.3.
Residuals EKF (RMS) ErKF (RMS) UKF (RMS)
xp(m) 0.26 0.26 0.27
yp(m) 0.57 0.58 0.59
z(m) 0.67 0.67 0.67
vx(m/s) 0.16 0.15 0.13
d1(m/s) 0.0069 0.0065 0.0051
d2(m) 0.018 0.018 0.002
d3(m) 0.0044 0.0049 0.0187
d4 0.026 0.025 0.057
d5 0.0066 0.0066 0.0153
Table 4.3: RMS values of residuals.
The residual RMS values are similar for the EKF and ErKF. The UKF shows
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better results for the velocity residual vx, constraints d1 and d2, and shows
equivalent results for the z measurement residual. However, it is worse for
the five other measurement residuals. Thus, the UKF is worse than the EKF
and UKF.
In both the simulation and test result, the EKF and ErKF errors are com-
parable. This is expected as these filters are equivalent in nature. The UKF
does not perform better than the EKF and ErKF. Also, the EKF produces
better results in terms of the time taken for completing an iteration. Thus,
according to these results, the EKF is the best filter.
4.6 Summary
In this chapter, a simulation of the power line inspection robot is created
in MATLAB, with the robot approximated as a point mass moving along a
power line. Sensor models for the accelerometer, gyroscope and GPS are also
devised. Three filters (EKF, ErKF and UKF) are the implemented following
the methods described in chapter three. Estimated states are plotted against
true values and the performance of each is evaluated and compared.
Practical testing was carried out by tying a rope between two known GPS
points. A test platform is manually dragged by means of a pulley to em-
ulate the robot moving along a power line. The test hardware consists of
a microcontroller, a GPS sensor, an IMU and a data logger, which are all
mounted on the platform. The measurements obtained are processed offline
and the estimated true shape of the robot trajectory is compared to its true
shape, verifying the proof of concept.
Finally, the performances of the filters are compared. The next chapter will




The aim of the research was to develop a low cost GPS/IMU system for
the optimal state estimation of a power line inspection robot. The robot
was modelled as a point mass moving along the power line. Three Kalman
filtering techniques, the EKF, ErKF and UKF were designed for estimating
the attitude and position of the robot. The state estimates were further
improved by constraining the robot to lie on the power line, using constraint
equations as pseudo measurements.
Simulations were carried out for each of the filters and the system was tested
tand implemented offline as a proof of concept. The simulation and the test
result look similar. However, the only ground truth data available for the
test results was the shape of the line, which matched well with the estimates.
The EKF and ErKF produced comparable results in terms of covariances
and RMS errors as shown by the results in chapter 4. On the other hand, the
UKF produced lower error variances, but has lower tracking performance for
many states when looking at the estimates with respect to the true values.
Moreover, the UKF was by far the most computationally expensive and
the EKF required the least computations. Thus, the EKF is the best filter
according to the results obtained.
There are several limitations to this project. The first is the inability to use
magnetometers. This reduces the amount of available measurements, which
would potentially enhance the attitude estimates.
The second limitation was that the GPS sensor only had a 1 Hz refresh rate.
The filters are allowed to run in dead reckoning mode when GPS signals are
not available. Thus, it is only when GPS signals are received that there
are major corrections to the states. A GPS with higher refresh rate would
increase the performances of the filters considerably.
The third limitation is that no ground truth data was available for the test.
Thus, the performance of the of the filters for the test could only be evaluated
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using residuals.
Finally, the test rig was manually actuated and was not tested on an actual
robot.
It is recommended to keep sensors aligned with body axes and position
them at the center of mass of the platform when performing the tests for
best results. Also, the EKF has the best performance in terms of the time
taken to execute one loop, with good tracking performance and error bounds
when compared to the other filters. Thus, the recommended optimal state
estimator for this project is the EKF.
Future work should involve the online implementation of the filters on an
actual robot on a power line. However, to compare the filters ground truth
data must be obtained. Triangulation with cameras can be used to obtain
real time positions, attitude and velocities forming the ground truth data.
Further, when considering a brachiating robot, the filters designed for the
swinging motion can be integrated with the GPS/IMU filter, to reduce the
amount of sensors used.
Finally, the use of magnetometers in an environment with magnetic inter-
ference can be investigated. A method of filtering out magnetometer sensor
measurements from the power line’s magnetic field will then be needed. If
this is acheived, state estimates can be further enhanced.
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Relation Between DCM and
Quaternions
Following the derivation in [14], the DCM can be written in terms of Euler
angles as follows.
R =
 cos θ cosψ cosφ sinψ + sinφ sin θ cosψ sinφ− cosφ sin θ cosψ− cos θ sinψ cos θ cosψ − sinφ sin θ sinψ sin θ cosψ + cosφ sin θ sinψ
sin θ − sinφ cos θ cosφ cos θ

(A.1)
Euler’s formula for the DCM is shown in equation A.2.
R = cos θI3×3 − sin θ[k×] + (1− cos θ)kkT (A.2)
Using half angle formulae in the above yields equation A.3.
R = (2 cos2(θ/2)− 1)− 2 cos(θ/2) sin(θ/2)[k×] + (2 sin2(θ/2)kkT (A.3)
After substituting the elements of equation 1.9 the above can be converted
into equation A.4,
R(q̄) = (2q24 − 1)I3×3 − 2q4[q×] + 2qqT (A.4)
In equation A.5, the above is written explicitly.
R(q̄) =
1− 2q22 − 2q23 2(q1q2 + q3q4) 2(q1q3 − q2q4)2(q1q2 − q3q4) 1− 2q21 − 2q23 2(q2q3 + q1q4)
2(q1q3 + q2q4) 2(q2q3 − q1q4) 1− 2q21 − 2q22
 (A.5)
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Following [14], the quaternion time derivative will be derived. L is the local
frame and G is the global frame. The term q̄
L(t)
G represents quaternion











In the equatin below the term q̄
L(t+∆t)










G − q̄I ⊗ q̄
L(t)
G ) (B.2)




























Table of Sag vs Temperature
Figure C.1: Sag vs temperature for a 600 ft span [7].
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Figure C.2: Sag vs temperature for a 700 ft span [7].















Error bounds for quaternions (1 σ)






















Figure D.1: EKF Quaternion error bounds
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Error bounds for Position (1 σ)


















Figure D.2: EKF Position error bounds










Error bounds for Velocity (1 σ)





















Figure D.3: EKF Velocity error bounds
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Figure D.4: EKF pitch angle error bounds
ErKF Error Bounds







Error bounds for quaternions (1 σ)























Figure D.5: ErKF Quaternion error bounds
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Error bounds for Position (1 σ)


















Figure D.6: ErKF Position error bounds










Error bounds for Velocity (1 σ)





















Figure D.7: ErKF Velocity error bounds
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Figure D.8: ErKF pitch angle error bounds
UKF Error Bounds







Error bounds for quaternions (1 σ)






















Figure D.9: UKF Quaternion error bounds
95









Error bounds for Position (1 σ)


















Figure D.10: UKF Position error bounds










Error bounds for Velocity (1 σ)





















Figure D.11: UKF Velocity error bounds
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Figure D.12: UKF pitch angle error bounds
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Simulation Results for Biases













Estimated Bias in Angular Velocity



























Figure D.13: Simulation of angular velocity bias for the three filters -
EKF(Red), ErKF(Orange) and UKF(Purple)and true Value (Blue).
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Estimated Bias in Acceleration



























Figure D.14: Simulation of acceleration bias for the three filters - EKF(Red),
ErKF(Orange) and UKF(Purple)and true Value (Blue).
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Test Results Error Bounds
Velocity

































Error bounds for quaternions (1 σ)






















Figure D.16: EKF Quaternion error bounds









Error bounds for Position (1 σ)


















Figure D.17: EKF Position error bounds
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Error bounds for Velocity (1 σ)





















Figure D.18: EKF Velocity error bounds
Figure D.19: EKF pitch angle error bounds
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ErKF Error Bounds







Error bounds for quaternions (1 σ)






















Figure D.20: ErKF Quaternion error bounds









Error bounds for Position (1 σ)


















Figure D.21: ErKF Position error bounds
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Error bounds for Velocity (1 σ)





















Figure D.22: ErKF Velocity error bounds
Figure D.23: ErKF pitch angle error bounds
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UKF Error Bounds







Error bounds for quaternions (1 σ)






















Figure D.24: UKF Quaternion error bounds









Error bounds for Position (1 σ)


















Figure D.25: UKF Position error bounds
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Error bounds for Velocity (1 σ)





















Figure D.26: UKF Velocity error bounds
Figure D.27: UKF pitch angle error bounds
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x (m)











GPS measurements compared to filter estimates
Figure D.28: Comparing GPS measurements to filter estimates - GPS
(Blue), EKF (Orange), ErKF (Yellow) and UKF (Purple)
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Appendix E
Simulation Study of State
Estimation for a Brachiating
Power Line Robot
E.1 Brachiation Model
A brachiating robot was developed by J.Patel at the University of Cape
Town. When brachiating, the system can be approximated to a two dimen-
sional system, since most of the accelerations occur along the vertical plane
in which the power line lies (i.e. it is assumed that there is no rolling and
yaw associated with the motion). Each arm of the robot will have an IMU
(accelerometer and gyroscope) attached at its center of mass. [27]
The state-space model is derived from the kinematics of the system (deriva-
tion shown in appendix E). The accelerations in the x and y directions at
the center of mass of each link are given by equations (??) and (??) (where
subscript 1 denotes the upper link and subscript 2 denotes the lower link).
To facilitate the derivation, two new angles, α and β, will be defined using
θ1 and θ2 which are shown in figure E.1 (equations (E.1) and (E.2)).
α = 90− θ1 (E.1)
β = 180 + θ2 − α = θ1 + θ2 + 90 (E.2)
Finding the displacement of the center of mass of the upper link (link 1) in












Figure E.1: The Brachiating robot [2].
Taking the derivative of the above to find the inertial frame velocities of the









Taking the derivative of the above to find the inertial frame acceleration of






−lc1α̈ sinα− lc1α̇2 cosα
−lc1α̈ cosα+ lc1α̇2 sinα
]
(E.5)
Finding the displacement of the center of mass of the lower link (link 2) in






l cosα− lc2 cosβ
−l sinα− lc2 sinβ
]
(E.6)
Taking the derivative of the above to find the inertial frame velocities of the




−lα̇ sinα+ lc2β̇ sinβ




Taking the derivative of the above to find the inertial frame acceleration of







−lα̈ sinα− lα̇2 cosα+ lc1β̈ cosβ + lc1β̇2 sinβ
−lα̈ cosα+ lα̇2 sinα− lc2β̈ cosβ + lc2β̇2 sinβ
]
(E.8)
The above equations are in the inertial frame, and need to be rotated to
the body frame. This is acheived by using a rotation matrix as shown in
equation (E.9). Vectors in the first link are rotated by angle 900 − α and





























−lc1α̇2 + g sinα
]
(E.11)
Finding the acceleration of the lower link in terms of angular velocity and























ÿ1 sinβ + lc2β̇
2 + g sinβ
 (E.13)
By rearranging the above, expressions for α̈ and β̈ are obtained. These are
then used to create the state-space equation as shown in equation (E.14)
(The full derivations are shown in the appendix F). The rate of change of
α and β are denoted ω1 and ω2 respectively, which are also the measured





























The angular velocities obtained from the gyroscopes are to be used as mea-
surements. The noise from these measurements can be quantified, by using
the datasheet standard deviations. On the other hand, the process noise co-
variance will need to be constructed from the datasheet standard deviation
and the state equations.
The process noise will only affect states ω1 and ω2 . The covariances for
these will be derived independently to simplify the process.
The process noise of α̇ is given in equation (E.15).














The process noise of β̇ is given in equation E.16.













It is assumed that both accelerometers have the same standard deviations





ax2 = σ (E.17)

































The measurement model for the brachiation system will consist of the gy-
roscope measurements provided by each IMU (equation(E.20)). Since, an-
gular velocity is a state of the system, the noise measurement covariance is
therefore a 2x2 matrix with the gyroscope noise variances (obtained from
datasheets, equation E.21) on the main diagonal.
ωm = ω + vω + bω (E.20)
V ar(ωi) = σ
2
i where i = 1, 2 (E.21)
E.2 Brachiation Simulation
A dynamic model and optimal torque trajectory for the brachiating robot
was obtained from J.Patel [27]. These were used to generate angular rates, to
which Gaussian noise was added to obtain a model of the gyroscope signals.
The angular rate was integrated using the integrator block of MATLAB
to get the angles α and β of section 3.4.The EKF and UKF were then
simulated, producing the figures 5.2 to 5.6. Variances of 0.32(m/s2)2 and
0.12(rad/s)2 were used for the accelerometer and gyroscope respectively to
account for vibrations that may occur in the robot during swinging. The
sampling frequency used was 100 Hz.
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Time (s)
















































































Figure E.5: Simulation of ω2 - EKF(Blue), UKF(Red) and True
Value(Yellow).
The tracking performances of both filters are similar for the angle estimates.
However, the EKF angular rate estimates seemed to be closer to the true
values as seen in figures 5.3 and 5.5, although they might appear to take
longer to settle and have larger predicted error covariances (error states with
3 σ error bounds are shown in the figures below. The error states for the
UKF exceed the error bounds, and become greater than the errors in the
EKF for both ω1 and ω2. Thus, for this problem the EKF is the better
solution.
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E.3 Brachiation Simulation Error Bounds
Time (s)











EKF α  1σ  error bounds
Time (s)











UKF α  1σ  error bounds
Figure E.6: 3 σ error bounds for angle α
Time (s)














 1σ  error bounds
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 1σ  error bounds
Figure E.7: 3 σ error bounds for ω1
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Time (s)











EKF β  1σ  error bounds
Time (s)











UKF β  1σ  error bounds
Figure E.8: 3 σ error bounds for angle β
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 1σ  error bounds
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The MATLAB code used for simulation and testing, the Arduino code and
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