In finite mixture of location-scale distributions maximum likelihood estimator does not exist because of the unboundedness of the likelihood function when the scale parameter of some mixture component approaches zero. In order to study the strong consistency of maximum likelihood estimator, we consider the case that the scale parameters of the component distributions are restricted from below by c n , where {c n } is a sequence of positive real numbers which tends to zero as the sample size n increases. We prove that under mild regularity conditions maximum likelihood estimator is strongly consistent if the scale parameters are restricted from below by c n = exp(−n d ), 0 < d < 1.
Introduction
In some finite mixture distributions maximum likelihood estimator does not exist. Let us consider the following example. Denote a normal mixture distribution with M components and parameter θ = (α 1 , µ 1 
where α m (m = 1, . . . , M ) are nonnegative real numbers that sum to one and φ m (x; µ m , σ 2 m ) are normal densities. Let x 1 , . . . , x n denote a random sample of size n ≥ 2 from the density f (x; θ 0 ), where θ 0 is the true parameter. The log likelihood function is
If we set µ 1 = x 1 , then the likelihood tends to infinity as σ 2 1 → 0. Thus maximum likelihood estimator does not exist.
But when we restrict σ m ≥ c (m = 1, . . . , M ) by some positive real constant c, we can avoid the divergence of the likelihood. Furthermore, it can be shown that the maximum likelihood estimator is strongly consistent under the restriction.
On the other hand, the smaller σ 2 1 is, the less contribution φ 1 (x; µ 1 , σ 2 1 ) makes to the likelihood at x 2 , . . . , x n . Therefore an interesting question here is whether we can decrease the bound c = c n to zero with the sample size n and yet guarantee the strong consistency of the maximum likelihood estimator. If this is possible, the further question is how fast c n can decrease to zero. This question is similar to the (so far open) problem stated in Hathaway(1985) [1] , which treats mixtures of normal distributions with constraints imposed on the ratios of variances while our restriction is imposed on variances themselves. See also a discussion in section 3.8.1 of McLachlan and Peel(2000) [3] .
In the above example, the normality of the component distributions is not essential and the same difficulty exists for finite mixture of general location-scale distributions such as mixtures of uniform distributions. Let b m (m = 1, . . . , M ) denote the scale parameters of the component distributions and consider the restriction b m ≥ c n (m = 1, . . . , M ). Then a question of interest here is whether we can decrease the bound c n to zero.
For the case of mixture of uniform distributions, in Tanaka and Takemura [2] we proved the the maximum likelihood estimator is strongly consistent if c n = exp(−n d ), 0 < d < 1. Here d can be arbitrarily close to 1 but fixed. In this paper, we prove that the same result holds for general finite mixture of location-scale distributions under very mild regularity conditions (assumptions 1-4 below) on the component densities. As discussed in section 5 the normal density satisfies the regularity conditions and our result implies that MLE is strongly consistent for the normal mixture if σ m ≥ c n = exp(−n d ), 0 < d < 1, m = 1, . . . , M .
After establishing some relevant lemmas, the proof of this paper follows the same line of arguments as in Tanaka and Takemura [2] . However compared to the case of uniform mixtures, the proof for the general case in this paper is much longer and more subtle with many additional constants we have to keep track of. Therefore in this paper we repeat the arguments in Tanaka and Takemura [2] and give a self-contained proof of the strong consistency of MLE for the general case.
The organization of the paper is as follows. In section 2 we summarize some preliminary results. In section 3 we state our main results in theorems 4 and 5. Section 4 is devoted to the proof of theorems and lemmas. Finally in section 5 we give some discussions.
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This assumption means that f m (m = 1, . . . , M ) are bounded and their tails decrease to zero faster than or equal to |x| −β , which is a very mild condition.
The following three regularity conditions are standard conditions assumed in discussing strong consistency of MLE. Let Γ denote any compact subset of Θ.
Assumption 2. For θ ∈ Θ and any positive real number r, let
For each θ ∈ Γ and sufficiently small r, f (x; θ, r) is measurable. 
The next theorem can be proved in the same way as in Wald(1949) [6] , Redner(1981) [5] . 
The following theorem has been proved by Wald(1949) [6] .
Theorem 2. (Wald(1949) [6] ) Letθ n be any function of the observations x 1 , . . . , x n such that
thenθ n is strongly consistent in the sense of definition 1.
Assume that Γ contains the true parameter. If assumptions 2, 3 and 4 are satisfied, then it is readily verified by theorems 1 and 2 that the maximum likelihood estimator restricted to Γ is strongly consistent.
We also state Okamoto's inequality, which will be used in our proof in section 4.3.
Theorem 3. (Okamoto(1958) [4] ) Let Z be a random variable following a binomial distribution Bin(n, p). Then for δ > 0
Main results
Let I (K) = {i 1 , i 2 , . . . , i K } be a subset of {1, 2, . . . , M } with K elements. Let
which is a set of subprobability measures consisting of less than or equal to K components. Because f m (x; a m , b m ), (m = 1, . . . , K), may belong to different families each other, G I (K) is not necessarily equal to G {1,2,...,K} . However for notational simplicity and without essential loss of generality, in the following we consider only {1, 2, . . . , K} as a subset of {1, 2, . . . , M } with K elements by replacing i 1 = 1, i 2 = 2, . . . , and write G {1,2,...,K} simply as G K . Let
and let Ω m be the parameter space of the m-th component. Then the parameter space of subprobability measures consisting of less than or equal to K components can be written as
denote the expectation under θ 0 . The following theorem is essential to our argument and it is of some independent interest. 
for all g ∈ G L , (L ≤ M − 1).
We now state the main theorem of this paper. If c n = c 0 · exp(−n d ) and
then the maximum likelihood estimator restricted to Θ n is strongly consistent.
Proofs
In this section, we prove theorems stated in section 3. The organization of this section is as follows. First in subsection 4.1 we prove theorem 4 which is used to prove theorem 5.
Next we prove two lemmas in subsection 4.2. Those two lemmas are also used to prove theorem 5 and can be described separately from the proof of theorem 5. Finally we prove theorem 5 in subsection 4.3.
Proof of the theorem 4
We prove theorem 4 by contradiction. Suppose that (4) does not hold. Then for any λ, κ > 0, there exists g ∈ G L such that
Here, let {λ n }, {κ n } be positive sequences which decrease to zero. Then for each λ n , κ n > 0, there exists g n ∈ G L such that
It follows that
Now g n can be written as
Then {α
are regarded as a sequence in the following compact set.
Therefore there exists a subsequence of {α
L } ∞ n=1 that converges to a point in the set (6) . For notational simplicity and without loss of generality, we replace the original sequence with this subsequence, because (5) holds for this subsequence as well. Furthermore we reorder components by asymptotic behavior of their parameters. First, we choose components such that b (n) m → 0 , and order them as {1, . . . , K 0 b } for simplicity. Second, from the remainder, we choose components such that b (n) m → 1/2, and order them as
Third, from the remainder, we choose components such that |a (n) m | → 1/2, and order them as
Finally, we order the components that remain after this procedure as {K ∞ a + 1, . . . , L}. Let
where n 0 is sufficiently large, and replacing n by n − n 0 if necessary, we can assume without loss of generality that there exist sufficiently small real constants κ 0 > 0 and c 0 > 0 such that
From
See figure 1. Hence, from (7), following inequality holds.
Then for x ∈ J(θ (n) ) the terms on the right hand side of (8) can be written as
for each J t (θ (n) ). Note that the total number T (θ (n) ) of J t (θ (n) )'s satisfies T (θ (n) ) ≤ 2M , because the change of the height can only occur at a
). For convenience we determine the order of
From the considerations above we have
Now we evaluate the first term on the right hand side of (10). From (7) we have
In (9) at any x ∈ J t (θ (n) ), H(J t (θ (n) )) − κ 0 /4 consists of at most M components. Thus there exists at least one component such that
Therefore we obtain
Then we have
Next we evaluate the second term on the right hand side of (10). Let
Then the following inequality holds.
By bounded convergence theorem, we obtain
and
From (10), (11), (12), (13), (14), we have
This is a contradiction to (7). This completes the proof of theorem 4.
Some lemmas
Here we present two lemmas which are used to prove the main theorem. Before stating the lemmas we bound the true density f (x; θ 0 ) from above. Write
Now we state and prove two lemmas. Forθ ∈ Θ (K) , g(x;θ) ∈ G K \G K−1 and any positive real number ρ, let 
Let x 1 , . . . , x n denote a random sample of size n from f (x; θ 0 ) and let
Then Prob (x n,1 < −A n or x n,n > A n i.o.) = 0 .
Prob (x n,1 < −A n or x n,n > A n ) < ∞, then by Borel-Cantelli lemma, lemma 2 follows. Since
Prob (x n,n > A n ) < ∞.
Let F 0 (x) denotes the distribution function of f (x; θ 0 ). Then we have
By replacing n by n − n 0 with a sufficiently large n 0 if necessary, we can assume without loss of generality that
Hence there exists a sufficiently large N and u 3 > 0 such that
Hence by 1 − e −y ≤ y, we have for n > N
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The case of Prob(x n,n > A n ) is also proved by the same argument.
From the proof of the lemma 2 we obtain the following property
for all sufficiently large n.
Proof of the main theorem
From now on we follow the line of the proof in Tanaka and Takemura [2] , although the details of the proof here is much more complicated. For κ, λ satisfying (4), let κ 0 , λ 0 be real constants such that 0
Note that κ 0 , λ 0 also satisfy (4). Because {c n } is decreasing to zero, by replacing c 0 by some c n if necessary, we can assume without loss of generality that c 0 is sufficiently small to satisfy the following conditions. v(c 0 )
where
For any set V ⊂ R, let P 0 (V ) denote the probability of V under the true density
Let A 0 > 0 be a positive constant which satisfy
Note that Θ 0 ⊂ Γ 0 . In view of theorems 1, 2, for the strong consistency of MLE on Θ n , it suffices to prove that
for all closed S ⊂ Γ 0 not intersecting Θ 0 . Note that for all S and
holds by theorem 1. Therefore it suffices to prove
Let θ ∈ Θ n . Let K ≡ K(θ) ≥ 1 be the number of components which satisfy b m ≤ c 0 and L ≡ L(θ) ≥ K(θ) + 1 be the number of components which satisfy b m ≤ B. Without loss of generality, we can set b 1 
and K = K (K, L) = {K + 1, . . . , L}\K .
Let |K |, |K | denote the number of element in K , K . Let
As above, it suffices to prove that for each K
We fix K, L and K = K (K, L) from now on. DefineΘ K bȳ
Note thatf (x;θ) is a subprobability measure. B(θ, ρ(θ) ) denote the open ball with centerθ and radius ρ(θ). ThenΘ K can be covered by a finite number of balls B(θ (1) , ρ(θ (1) )), . . . , B(θ (S) , ρ(θ (S) )) such that
Lemma 3. Let
.
Proof: From lemma 1 we have
holds. Therefore for eachθ ∈Θ K , there exists a radius ρ(θ) > 0 such that
SinceΘ
and the compactness ofΘ K , there exists a finite number of balls B(θ (1) , ρ(θ (1) )), . . . ,
We now cover Θ n,K by Θ n ,K ,1 , . . . , Θ n,K ,S :
Again it suffices to prove that for each s , (s = 1, . . . , S) ,
We fix s in addition to K from now on. Because
(29) is implied by lim sup
Therefore it suffices to prove (30), which is a new intermediate goal of our proof hereafter. As discussed in subsection 4.1, from assumption 1, each component is bounded above by a step function
. We now prove the following lemma. Lemma 4. Let R n (V ) denote the number of observations which belong to a set V ⊂ R. Then for θ ∈ Θ n,K ,s
We want to bound the terms on the right hand side of (32) from above. The first term and the second term are easy. In fact by lemma 3 and the strong law of large numbers we have
for the first term. Furthermore by (21) and the strong law of large numbers we have
for the second term. Next we consider the third term. We prove the following lemma. 
Note that any interval in J (n) 0 of length 2ν(c 0 ) is covered by at most 3 small intervals from {I
) , (m = 1, . . . , K) , are intervals of length less than or equal to 2ν(c 0 ), J(θ) is covered by at most 3M short intervals. Then sup θ∈Θ n,K ,s
By lemma 2, n Prob(x n,1 < −A n or x n,n > A n ) < ∞ and the first event on the right hand side of (36) can be ignored. We only need to consider the second event. We will use the same logic in the proofs of lemmas 6 and 7 below. Then Prob sup
Since
R n (V ) ∼ Bin(n, P 0 (V )) and from (3), we obtain
Therefore Prob sup θ∈Θ n,K ,s
When we sum this over n, the resulting series on the right converges. Hence by Borel-Cantelli, we have Prob sup
Because > 0 was arbitrary, we obtain lim sup n→∞ sup θ∈Θ n,K ,s 1 n R n (J(θ)) ≤ 3M · u 0 · 2ν(c 0 ), a.e.
By this lemma and (18) This bounds the third term on the right hand side of (32) from above. Finally we bound the fourth term on the right hand side of (32) from above. This is the most difficult part of our proof.
We reuse the same argument as in section 4.1. From (31) we have , (x ∈ J t (θ)).
Note that T (θ) ≤ 2M . Let W (J t (θ)) denote the length of J t (θ). For convenience we determine the order of t such that H(J 1 (θ)) ≤ H(J 2 (θ)) ≤ . . . ≤ H(J T (θ) (θ)) .
We now classify the intervals J t (θ), t = 1, . . . , T (θ), by the height H(J t (θ)). Define c n by c n = c 0 · exp (−n 1/4 ) and define τ n (θ) τ n (θ) ≡ max{t ∈ {1, . . . , T } | H(J t (θ)) ≤ M v(c n )}
where v(c n ) ≡ v 0 /c n . Then the fourth term on the right hand side of (32) is written as
R n (J t (θ)) · log H(J t (θ))
R n (J t (θ)) · log H(J t (θ)).
From (20) we have
At any point on J t (θ (n) ), H(J t (θ (n) )) − κ 0 /4 consists of only at most M components. Therefore there exists at least one component such that
and we obtain
From W (J t (θ)) ≤ 2ν(b m ), it follows that
(41)
