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Numerous networks, such as transportation, distribution and delivery networks optimize their de-
signs in order to increase efficiency and lower costs, improving the stability of its intended functions,
etc. Networks that distribute goods, such as electricity, water, gas, telephone and data (Internet),
or services as mail, railways and roads are examples of transportation networks. The optimal design
fixes network architecture, including clustering, degree distribution, hierarchy, community structures
and other structural metrics. These networks are specifically designed for efficient transportation,
minimizing transit times and costs. All sorts of transportation networks face the same problem:
traffic congestion among their channels. In this work we considered a transportation network model
in which we optimize/minimize a cost function for the flux/current at each channel/link of the net-
work. We performed simulations and an analytical study of this problem, focusing on the fraction
of used channels and the flow distribution through these channels. Our results show that, after the
initial transient, the fraction of used channels stays constant and, remarkably, this result does not
depend on the lattice structure (2D, 3D, or long-range connections). For the case of high flow, all
channels in the network are used. On the other hand, in the small flow limit, we observe a novel
behavior that the fraction of used channels depends on the square root of the flow.
PACS numbers: 02.60.Pn, 02.50.Ey, 07.05.Tp
I. INTRODUCTION
Network efficiency is a topic of great importance in net-
work research, especially for distribution, delivery and
transportation networks. Its main goal is the develop-
ment of optimal designs, in order to build more effective
connections, besides lower costs and transit time. The
network’s requirements determine its architecture, which
is reflected in its clustering, degree distribution, hierar-
chic and community structures and other structural met-
rics. In our article, we consider transportation networks
in which generalized flows are running on it. The op-
timization of these flows can be directly applied to any
network-distributed goods, such as electricity, water, gas,
telephone, data and traffic.
All sorts of transportation networks face the same is-
sue: traffic congestion in their channels. The traffic
and its dynamics have been extensively studied in differ-
ent areas, such as information routing [1, 2] and water
drainage in river basins [3–5]. It also has been studied
by physicists [6–9] and, increasingly, by theoretical re-
searchers [10–15].
Let us consider a transportation network with N chan-
nels. The current j flows through the network channels
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(links, bonds), between the intersections in the network
(in other words, through the nodes), satisfying the flow
conservation rule at each intersection, with ji ≥ 0. The
transportation cost through the channels is usually re-
lated to the time required to transport goods to their
destination. Considering that, one can write the total
transportation cost C as
C =
∑
i
ei
(
a · ji + b · j
2
i
)
, (1)
where ei is a positive coefficient associated with each
channel of the network and A and B are coefficients.
Here we have neglected the higher order terms in the
Eq. 1 and, for convenience, we considered a = 1 and
b = 1/2.
When the input current is small, the optimal flow runs
through a single chain of links with lower costs. When
the input current increases, the optimal flow splits and
the channels with higher costs are used. The resulting
distribution of flows over links has the minimal value of
C. One can determine the optimal current configuration
among the channels by minimizing the cost function.
Considering the simplest case, a single node with an in-
put current J is connected with two outgoing channels,
j1 and j2, see Fig. 1. Here, we consider a local optimiza-
tion, with independent nodes, and the current flows in
just one direction. For this simple case, one can write
the cost function as
2FIG. 1. Distribution of currents within two outgoing channels
of a node. The input current J is divided in two, j1 and j2,
associated with costs e1 and e2. When two channels meet at
the same node their currents are simply summed into J.
C = e1
(
j1 +
1
2
j21
)
+ e2
(
j2 +
1
2
j22
)
. (2)
By using the current flow conservation rule, j1+j2 = J ,
we can minimize the cost function, ∂C∂ji = 0. The current
flow is
j1 =
e2(J + 1)− e1
e1 + e2
(3)
and
j2 =
e1(J + 1)− e2
e1 + e2
. (4)
These solutions permit negative current flows. Since
we consider only positive currents, we must discard neg-
ative solutions. We can write the minimum input current
Ic as Ic = e2/e1−1. We can see that, for small input cur-
rents J < Ic, only one outgoing channel will be used (the
one with minimal cost). On the other hand, for J > Ic,
both outgoing channels will be used, minimizing the cost
function.
II. MEAN-FIELD APPROACH
For a infinite system one should considered a mean-
field version of this model. For that case, the nodes are
also organized by layers and each node has two outgoing
channels but the channels are randomly selected in pairs
from the next layer, suppressing local correlations and
changing the systems dimension to 1 +∞. The structure
is composed by an infinite number of consecutive layers
of nodes, through which the current passes only once,
without any loops on the network. In our model this
dynamics is equivalent to the multilayer structure.
The flow distribution in the first layer depends on the
initial distribution P (j, t = 0) and in the second layer de-
pends on previously layer, and consequently on the initial
distribution as well, and so on for the next layers. For the
case when t → ∞ the stationary current distribution is
independent of initial conditions, with exception for the
initial average current.
Simulations were supported by a mean-field theory [16,
17] which gives
1−B = 2
√
〈j〉, (5)
and
P (j) = 4e
−2j√
〈j〉 (6)
for small 〈j〉, as it is shown in Fig 6. Our simulations
demonstrate that these laws work also in 2D and 3D and
for large 〈j〉, beyond the limits of the applicability of any
MF theory.
The minimal cost condition (eqs. 3 and 4) imposes a
conditional probability F(j|J, Ic) for the output current
j given an input flow J and the minimum value Ic,
F(j|J, Ic) =
[
1
2
δ(j) +
1
2
δ(j − J)
]
Θ(Ic − J) +
+
[
1
2
δ
(
j −
J − Ic
2
)
+
+
1
2
δ
(
j −
J + Ic
2
)]
Θ(J − Ic) (7)
where δ(j) and Θ(j) are the delta and step distributions
respectively.
Since Pt(j) and Qt(j) are the current distributions
on the channels and the vertexes respectively at dis-
crete time t, we can write a set of recursive integral
equations (see appendix) for these distributions and the
empty channels probability Bt, straightly defined by the
Pt(j) distribution
Bt = 1−
∫ ∞
0
Pt(j)dj. (8)
The cost distribution – or the critical current distribu-
tion v(Ic) – is an important factor on the final form of
the above distributions. We propose a simple shape for
that distribution to perform the mean field approach,
v(Ic) =
1
β2
Θ(β − Ic) (9)
is the uniform case, where the critical flow are uniformly
distributed on the net, therefore, β is the maximum crit-
ical current found.
The solution of the recurrence equations set can be an
exhaustive task even for computers, each point in the
next distribution depends on the integration of thousand
3points in the previous distribution. But that set of equa-
tions allows some limit approaches for steady terms like
the empty channel probability B for small currents, the
coefficient P(0) for the current channel distribution, still
on the small current limit and the large current limit
distribution.
On the small current limit, the uniform case gives a
steady equation for the B probability in the form
B(〈j〉, 〈j2〉Q) = 1− 2
√
〈j〉 −
〈j2〉Q
4
, (10)
where we choose β = 1 and the 〈〉 denotes a moment
performed by the P(j) distribution and the 〈〉Q for the
Q(j) one. The numerical integration of the A.1 equations
with tmax = 250 time steps, allow us the strong assump-
tion for the second moment 〈j2〉Q, it decays to zero faster
than the average current 〈j〉. So the probability of active
channels is 1−B ∼ 〈j〉1/2 on this limit.
By an analog way, the steady coefficient P(0) can be
evaluated with the posteriori current distribution on the
A.1 equations,
P(0) = 2(1 +B)− 4
〈j〉
1−B
. (11)
Since B → 1 for the small current limit and 1−B goes to
zero slower than the average current, according the pre-
vious assumption, thus the steady coefficient P (0) = 4.
For the large currents limit 〈j〉 > β, we can employ
Laplace transform technique [18] on recurrence equa-
tions A.1 and A.2. Since Π(z) and K(z) are the trans-
forms for P(j) and Q(j) distributions respectively, the
Laplace recurrence equations become
Πt+1(z) =
[
4
βz
sinh
(
βz
4
)
Πt
(z
2
)]2
. (12)
If an initial distribution for channels is proposed, there
will be a final form for the limit of infinite iterations on
the above equation 12. After n iterations it can be able to
invert analytically that equation an perform numerically
the inset plot on figure 5.
The shape of the above distribution is close to a nor-
mal one, but by evaluation of each moment generating
function derivatives, equation 12, on the z → 0 limit, we
conclude that the steady distribution has just three mo-
ments equal to the normal distribution ones: the mean,
the variance and the third moment. Table I compares
first five non null central moments between the steady
distribution and the normal one.
TABLE I. Top six non-null moments of normal (A) and the
steady distribution for large currents from this paper (B).
Variance σ2 = β
2
/12.
Order 2nd 4th 6th 8th 10th
A σ2 3σ4 15σ6 105σ6 945σ6
B σ2 99
35
σ4 2745
217
σ6 10409283
137795
σ8 12298729365
22129877
σ10
FIG. 2. The “lattices” for the simulations in the flow opti-
mization model. Each node is connected with four directed
channels (links), two from the top and two from the bottom
layer, both for the simulations with two dimension (a) and
three dimensions (b). We used periodic boundary conditions
in our simulations.
III. SIMULATIONS AND RESULTS
Depending on the input flow, a smaller or greater
fraction of the network is used, so the quantity of in-
terest on this problem is the number of used channels,
i.e. with current running through them. One can per-
form computer simulations and measure the number of
empty channels B. We consider a directed network, with
four channels (two incoming and two outgoing) for each
node. In our simulations we considered three different
situations: two-dimensional lattices, three-dimensional
lattices and mean-field (infinite long-range connections)
cases. For all cases the current flows from top to bottom
(Fig. 2). For the mean-field case simulations, we have
considered randomly connected sites in the neighboring
that are also connected uniformly at random, so each
site is connected to two randomly chosen sites from the
previous layer.
In our simulations we locally optimize the current flow.
At each node, the currents from two incoming channels
are summed. This new current J is then divided into
the two outgoing currents j1 and j2, as shown in Fig. 1.
If J < Ic, the current will flow through just one outgo-
ing channel. Otherwise, if J > Ic, the current will flow
through both outgoing channels. At first, the current
flow for the entire layer is optimized, so time corresponds
to the tth layer. Note that the total current N × 〈j〉 is
conserved, i.e., it is the same for every layer.
40 2×105 4×105 6×105 8×105 1×106
time
0
0.01
0.02
0.03
0.04
0.05
1-
B
all channels with flow <j>
one channel with flow N*<j>
FIG. 3. Two different initial configurations for the current
flow in 2D. Using the same total current flow, in the first case
(red line) the total current is equally divided for all channels.
For the second case (black line), the total current is initially
introduced in only one channel. For both cases the results are
for 1000 channels, 〈j〉 = 10−4 and averaged over 100 samples.
One can see that, despite having different relaxation times,
both situations reach the same steady state with the same
fraction of used channels.
We start our simulations by injecting a total current
N × 〈j〉 in the first layer, when the costs of each channel
are uniformly distributed in the interval 0 ≤ ei ≤ 1. The
fraction of used channels 1 − B as a function of time,
i.e., the number of the current layer, is shown in Fig. 3,
for the two dimensional simulations, using N = 1000,
〈j〉 = 10−4 and averaged over 100 samples.
In our simulations we have used two different initial
configurations. In the first one, we set the total input
current equally divided between all channels. In the sec-
ond one, we set the total current only in one channel. As
one can see, the initial configuration is not important for
the stationary regime, since after relaxation both config-
urations display the same result.
After the initial transient, the fraction of used channels
1−B on the network stays constant. One can plot (1−
B) at steady state as function of 〈j〉. Remarkably, this
result does not depend on the lattice (2D, 3D, or long-
range connections), as one can see in Fig. 4. All the
configurations show the same result, for a wide range of
〈j〉 in the small currents limit.
For the case of the high current limit, where 〈j〉 →
1, all channels on the network are used. In the small
current limit, 〈j〉 ≪ 1, we observe that the fraction of
used channels depends on (1−B) ∼ 2j
1
2 .
From our simulations, we obtained the distribution of
the currents, P (j). For large input currents, 〈j〉 ∼ 1,
P (j) follows a Gaussian distribution, as in Fig. 5. The
best fit with the Gaussian distribution is obtained for the
values of µ = 1.01 and σ2 = 0.0872 ≃ 1
12
. On the other
hand, when we consider the limit of the small current
flows, 〈j〉 ≪ 1, we found that the current distribution
has an exponential dependence with 〈j〉−
1
2 , as shown in
10-8 10-6 10-4 10-2 100
<j>
10-3
10-2
10-1
100
1-
B
2*j1/2
3D results
2D results
MF results
FIG. 4. Fraction of used channels as function of 〈j〉 for mean-
field, two- and three-dimensional results. One can see that
2D, 3D and mean-field networks provide the same stationary
results, following the 2〈j〉
1
2 law in the limit of small current
(red straight line).
0 0.5 1 1.5 2j
0
0.5
1
1.5
P(
j)
99,5 100 100,5
j
0
0,5
1
1,5
P(
j)
FIG. 5. The current distribution for currents on channels
in the limit of large input currents, in this case, 〈j〉 = 1.
The points are the result of our simulations and the red
straight line is a Gaussian fit with µ = 1.01 (mean) and
σ2 = 0.0872 ≃ 1
12
(variance). Inset is the numerical calcu-
lation from analytical solution for 〈j〉 = 100, again the red
straight line corresponds to a Gaussian curve with µ = 100
and σ2 = 1
12
.
Fig. 6.
IV. CONCLUSION AND REMARKS
We studied a general transportation network in which
current flows through the network’s channels, with ran-
domness introduced by a random cost function in the
channels. In our flow optimization model, in which the
current flows through a random network that is actually
a lattice, the randomness is due to random coefficients
of a cost function defined at the lattice bonds. We find
that the stationary flow distribution strongly depends on
510-3
10-2
10-1
100
101
 0.01  0.02  0.03  0.04
P(
j)
j
(a)
10-3
10-2
10-1
100
101
 0.0025  0.005  0.0075  0.01
P(
j)
j
(b)
10-2
10-1
100
101
 0  0.0005  0.001  0.0015  0.002  0.0025
P(
j)
j
(c)
FIG. 6. The current distribution in the limit of small current flows for different values of the 〈j〉. The straight line is the
asymptotic value P (j) = 4e
−2j√
〈j〉 and the points are the results from our simulations for 〈j〉 = 5× 10−5 (a), 〈j〉 = 5× 10−6 (b),
and 〈j〉 = 5× 10−7 (c).
the amount of flow initially injected in the system and it
is independent of the topological structure. The average
current per node is the only independent parameter of
the model. We obtained the exponential current distri-
bution for small currents limits. For the large ones, the
distribution is different from a Gaussian distribution but
equally centered on the mean and with the same variance,
i.e., fluctuations on large flows limit depends on the dis-
tribution of critical flows (or costs) not on the average
flow. We found that if 〈j〉 is small, all the currents flow
through a tiny fraction of the channels by a power-law
dependence (with mean-field exponent 1/2) of the frac-
tion of used channels with the mean input current 〈j〉,
and that MF describes even 2D and 3D cases.
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Appendix: Mean field recurrence equations
The integral recurrence equations of the current dis-
tributions on vertexes Qt(j), on channels Pt(j) and the
fraction of empty vertexes Bt are given by
Qt(j) = 2BtPt(j) +
∫ j
0
Pt(j)Pt(j − J)dJ (A.1)
Pt+1(j) =
V(j)
2
Qt(j) + 2
∫ ∞
0
v(J)Qt(2j + J)dJ + 2
∫ j
0
v(J)Qt(2j − J)dJ (A.2)
Bt+1 = B
2
t +
1
2
∫ ∞
0
V(j)Qt(j)dj (A.3)
where V(j) is two times the complementary cumulative
distribution of critical currents distribution v(j) defined
by the channel costs, the 2 factor is due the costs values
degenerescence by two channels.
The set of equations above follow the current split rule
on a bifurcation: (i) in time t, Qt has two terms, the first
one is the empty channel plus filled one by a current j
and the second term is the coalescence of two filled chan-
nels; (ii) next step (t+1) one random channel receives a
current j if this one is bellow the critical current defined
by the v(j) distribution, first term or one channel prob-
ability, otherwise the j value will depend on the current
split probability, second and third terms; (iii) finally the
empty channel probability on the next step depends on
two empty channels, first term, and one filled channel
joins to a empty one, second term.
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