Agricultural production studies are usually conducted using classical econometrics that make it difficult, if not impossible, to impose conditions derived from economic theory on flexible functional forms. Therefore, such conditions need not hold in estimation. We apply Bayesian econometrics to estimate a flexible production function using U.S. agricultural data under alternative restrictions dictated by theory, including a fully theoretically consistent model that satisfies all restrictions at each point of the data. The probability density functions of parameters, output elasticities, scale elasticity, and productivity gains vary substantially across models. Output elasticities from the fully theoretically consistent model suggest that agricultural production in the United States has typically been more responsive to land than to other factors of production. However, output became more responsive over time to changes in materials, and less responsive to changes in land and labor. By the early 2000s, the elasticity of output to materials was very similar to the elasticity of output to land. The elasticity of output to capital remained relatively stable over the entire sample. The estimates from the fully theoretically consistent model also show a slight increase in the average rate of productivity gains between the 1960s and the 1970s, a relative slowdown in the 1980s and 1990s, and a relative stabilization afterwards. All inputs are substitutes in production; all the elasticities of substitution have increased through the decades, though at different rates.
Ever since the work of Cobb and Douglas (1928) was published, applied economists have estimated production functions to understand the technical relationship between inputs and outputs, measure technical change, study sources of endogenous growth, and estimate the returns to investment in research and development, extension, and infrastructure, among other things.
A critical issue in applied production economics is the choice of the functional form to represent the underlying technology. The work of Diewert (1971) spurred interest in flexible functional forms as a way to overcome the limitations in the characterization of the technology imposed by the structure of simpler functional forms. 1 The added flexibility in estimation of more complex functional forms usually comes at the expense of violating the theoretical properties of production functions: monotonicity, concavity, or weak essentiality. In practice, those violations tend to be reported in a footnote, and the analyses continue to be conducted using theory-based technological relations as if the violations were non-existent. There is a noticeable gap in the literature when it comes to analyzing the effects of violating concavity and monotonicity conditions in the estimation of flexible functional forms, mainly due to the lack of counterfactuals.
Although several studies have analyzed ways to incorporate regularity conditions into Alejandro Plastina is an assistant professor, and Sergio H. Lence is a professor and Marlin Cole Chair in International Agricultural Economics, both in the Department of Economics at Iowa State University. Correspondence may be sent to: shlence@iastate.edu.flexible functional forms (Chalfant, Gray, and White 1991; Terrell 1996; O'Donnell, Shumway, and Ball 1999; O'Donnell and Coelli 2005) , recent influential pieces of research on agricultural productivity fail to address this issue. One example is the work of Andersen, Alston, and Pardey (2012) , which reports a small and statistically insignificant production elasticity for labor in U.S. agriculture from Cobb-Douglas models, but a negative and statistically significant production elasticity for labor from translog models. The latter result implies that increasing labor use in U.S. agriculture reduces the level of agricultural output, thus violating the monotonicity condition of the production function with respect to labor.
2 Another example is the work of Preciado Arreola and Johnson (2015) , who develop a new Bayesian algorithm to endogenously estimate the number of states in a state-contingent stochastic production frontier with monotonicity of inputs imposed in estimation, but conclude that "by using a simple accept-reject method, it is not possible to estimate a convexity-constrained version" of their models (Preciado Arreola and Johnson 2015) . An obvious question that arises in these cases is this: If the parameter estimates that constitute the basis of an applied analysis violate the theoretical properties of production functions, then how good can the conclusions be that are obtained from the application of production economic theory to the estimated model?
The main objective of this study is to investigate the consequences of failing to impose concavity and monotonicity in estimation of a flexible functional form of U.S. agricultural production. In particular, this study shows how the probability density functions (PDFs) of the parameter estimates change when restrictions to guarantee that the theoretical properties of production functions are imposed in estimation and the resulting change in the characterization of the production technology. To the best of our knowledge, this is the first study to provide counterfactuals of the effects of violating theoretical restrictions in estimation of the technical relationships in U.S. agriculture.
We extend the seminal work of O'Donnell and Coelli (2005) on using Bayesian econometrics to impose theoretical-consistent restrictions on distance functions by showing how to apply cutting-edge Bayesian methods to estimate a flexible production function. Importantly, the advocated procedure makes it straightforward to impose concavity and monotonicity-either at the sample means of the input levels, or at all input observations in the sample-and to compute PDFs for the parameters of interest and for functions of parameters such as elasticities of scale and productivity gains.
Finally, this article contributes to the discussion of the role of productivity gains as a driver of agricultural production in the United States by providing a unique set of theory-consistent estimates of average annual productivity gains, and highlighting the observed slowdown in the 1980s and 1990s, and the relative stabilization in the early 2000s. The USDA's Economic Research Service (USDA/ERS), using nonparametric productivity indexes that do not require direct estimates of the production technology, reported that total factor productivity (TFP) explained 97% of the annual growth in the level of U.S. farm output between 1948 and 2013 (USDA 2017). Capalbo (1988) , Morrison Paul and Nehring (2005) , Andersen, Alston, and Pardey (2012) , O'Donnell (2014) , and Plastina and Lence (2018) estimated stochastic frontiers of the U.S. agricultural technology and provided additional information on the components of TFP (such as technical change, technical efficiency, scale effects, etc.). O'Donnell (2012) developed a non-parametric measure of TFP using Data Envelopment Analysis. The stochastic frontier approach allows one to distinguish noise from inefficiency, but it is unable to distinguish inefficiency from the effects of using inappropriate functional forms. Contrastingly, the nonparametric approach does not require the choice of a functional form, but it cannot distinguish noise from inefficiency. Our measure of agricultural productivity gains differs from the cited TFP measures in that ours is a nonfrontier (and therefore, "average") estimate.
The remainder of the article is organized into a section introducing the theoretical model, followed by a description of the data and the econometric methods used for the estimation, a section presenting and discussing the results, and a final section with concluding remarks.
Theoretical Model
The production function, y ¼ f X ð Þ, is a purely technical relationship that shows the maximum output, y, attainable from an arbitrary vector X ½x 1 ; Á Á Á ; x n comprising the levels of n inputs. This function contributes to the study of economic phenomena insofar as those relationships impinge restrictions upon the behavior of economic agents (Chambers 1994) . If the underlying technology is smooth (lack of discontinuous jumps in technology), a twice-continuously differentiable production function must exhibit the following properties. First, it must be concave in inputs: this condition is equivalent to assuming diminishing marginal productivity in all inputs. It requires that the Hessian matrix of the production function, r 2 f X ð Þ, be negative definite. Second, it must be monotonic in inputs: this property means that additional units of any input can never reduce the level of output, that is, all marginal productivities are non-negative. Third, it must be weakly essential in inputs: this property implies that no output is produced if no inputs are used, that is, f 0 n ð Þ ¼ 0, where 0 n is the null n-vector. Concavity and monotonicity in inputs only hold simultaneously where the marginal productivities are diminishing and non-negative.
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The econometric estimation of the production function requires selecting a specific functional form for the latter. In the present study, the following generalized quadratic production function is used to represent the aggregate technology:
where b ij ¼ b ji by Young's theorem. To allow for changes in the shape of the production function through time, expression (1) incorporates a time trend, t, that enters the function in levels, interacted with inputs, and squared. There are good reasons for employing the generalized quadratic function (1) for estimation purposes. Most importantly, it is a flexible functional form, both in the sense of being a second-order Taylor series (numerical) approximation to an arbitrary non-linear function, and in the sense of being a secondorder differential approximation (with its function value, gradient, and Hessian equal to the corresponding magnitudes for any arbitrary general non-linear function evaluated at a certain level of its underlying arguments). In addition, the generalized quadratic is selfdual, and allows for imposition of monotonicity and concavity restrictions in estimation. 4 Furthermore, the concavity restriction can be imposed globally.
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In terms of the generalized quadratic, the aforementioned properties of the production function can be expressed as a set of parametric restrictions as follows. First, concavity requires the maximum eigenvalue of the Hessian, to be non-positive. Second, monotonicity requires that the marginal products (MPs) be non-negative
for all inputs i ¼ 1,. . ., n. Finally, weak essentiality of inputs requires that
Clearly, weak essentially cannot be satisfied globally in the presence of a time trend; 3 As noted by an anonymous reviewer, neither concavity nor monotonicity may be globally satisfied across all farms and ranches. For example, one may find evidence of increasing marginal productivity of fertilizer when very little fertilizer is used (which would be inconsistent with concavity), or evidence of negative marginal productivity of fertilizer when large amounts of fertilizer are applied (which would be inconsistent with monotonicity). However, those specific situations at the farm/ranch level are unlikely to transfer to state-level aggregate data, simply because most farms/ranches should be using inputs in such a way that their marginal productivities are positive but growing at a declining rate in order to secure their long-term survival. 4 Self-duality should prove useful to expand the present analysis to include cost and profit functions in future research.
5 Alternative flexible functional forms, such as the translog, do not allow for the global imposition of concavity in estimation. Using filters, concavity can only be imposed locally in estimation (for a particular point in time, or at the means of the data).
hence, only conditions (2) and (3) are considered in the econometric estimation.
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To analyze the effects of imposing production function restrictions in the estimation of equation (1), we consider the following six models: Model 1, unrestricted estimation; model 2, concavity imposed in estimation; model 3, monotonicity at data means imposed in estimation, model 4, both monotonicity at data means and concavity imposed in estimation; model 5, monotonicity at all data points imposed in estimation; model 6, both monotonicity at all data points and concavity imposed in estimation.
More specifically, under monotonicity at data means, condition (3) is satisfied when evaluated at the sample averages of the input levels and the time variable. Monotonicity at all data points is a far more stringent constraint, as it involves satisfying restriction (3) at each combination of input levels and time values contained in the data set.
For each model, output elasticities and the elasticity of scale are calculated using expressions (5) and (6), respectively:
In addition, we compute the rate of productivity gain corresponding to each model by means of
The proposed formulation for PG is a joint measure of productivity gains linked to shifts in the fitted output level and shifts in the input mix through time. As such, it can be interpreted as a rough measure of the joint effect of technical change (shifts in the production frontier) and technical efficiency change (shifts in the gap between observed input-output combinations and optimal input-output combinations over the production frontier), plus changes in mix efficiency (the optimal combination of inputs in the production frontier). Plastina and Lence (2018) provide a detailed decomposition of TFP change in U.S. agriculture into technical change, technical efficiency change, allocative efficiency change, returns to scale, mark up, and input price effects.
Substitutability between inputs i and j is evaluated using the short-term direct elasticity of substitution (r 
where F is the bordered Hessian determinant
and F ij is the determinant of the cofactor associated with @ 2 f X; t ð Þ=@x i @x j (Chambers 1994) . If the elasticity of substitution is positive (negative), then inputs i and j are substitutes (complements) in production; r D ij measures the percentage change in the 6 In any case, the econometric estimate of the intercept b 0 on the right-hand side of the essentiality condition (4) should not be expected to be particularly accurate. The reason for this assertion is that estimated flexible functions provide approximations at the input levels contained in the data set, but the latter does not contain zero values for any input.
marginal rate of technical substitution between inputs i and j due to a small change in the input ratio x i =x j when other inputs and the level of output remain unchanged (along an isoquant in the x i ; x j space), and is symmetric by definition (r
We analyze the differences in the estimated output elasticities, the elasticity of scale, and the rate of productivity gain across models to examine the implications of imposing production function restrictions in the estimation of equation (1). Then we evaluate the evolution of the elasticities of substitution by decades using the parameter estimates from Model 6.
Data
Models 1 through 6 are estimated by employing the official USDA panel dataset on agricultural production for the United States (USDA 2017a). The dataset is described in Ball, Hallahan, and Nehring (2004) and USDA (2017b) , and its main use is the calculation of TFP as the ratio of an index of output quantities to an index of input quantities. The panel was specifically developed to measure agricultural productivity; therefore, it seems natural to use it in the estimation of the U.S. agricultural production function. Earlier versions of the data were used to evaluate agricultural productivity by means of a dual (cost function) representation of the production technology (Morrison Paul et al. 2001; Huffman et al. 2002; Wang et al. 2012; Wang et al. 2017) , as well as primal (output and input distance functions) representations of the production technology (O'Donnell 2014; Plastina and Lence 2018) . The present study is the first one to use the USDA panel dataset to calibrate a stochastic production function representation of U.S. agricultural technology.
The dataset contains one aggregate agricultural output and n ¼ 4 variable inputs (capital, labor, materials, and land) for each of the S ¼ 48 contiguous states over the period , that is, T ¼ 45 annual observations. All quantities are measured as transitive implicit Fisher quantity indexes, calculated with price indexes with bases equal to unity in Alabama in 1996 (USDA 2017b). The transitivity of the quantity indexes ensures that they are comparable across states and years.
The output quantity, y, measures the aggregate production of livestock, dairy, poultry, eggs, grains, oilseeds, cotton, tobacco, fruit, vegetables, nuts, and other miscellaneous outputs. The output quantity is measured in terms of the gross production leaving the farm, as opposed to real value added (USDA 2017b). Capital, K x 1 , represents the service flows of durable equipment, and stocks of inventories. Labor, L x 2 , measures the quality-adjusted amount of hired and self-employed labor. Materials, M x 3 , include fertilizers, pesticides, energy, and other miscellaneous inputs. Finally, land, A x 4 , measures the service flows of real estate inventories. Intermediate goods produced and consumed within the farm are not included as either inputs or outputs since they are considered self-cancelling transactions in the USDA's input-output accounts (USDA 2017b). Summary statistics for output quantity, and input prices (w i ; i ¼ K; L; M; A) and quantities are reported in table 1. Since the USDA's variables are all indexes whose units are of no particular interest, we standardize them to facilitate the numerical computations involved in the estimation. The standardization consists of dividing the original indexes by their respective standard deviations (i.e., the output quantity, input quantity, and input price indexes employed in the estimation have standard deviations equal to one).
Econometric Estimation Method
Estimation is conducted by assuming fixed state effects, so that state-specific intercepts and a residual term are added to the production function (1). In addition, given the time series nature of the data, residuals are allowed to be autocorrelated. Hence, the empirical version of the production function (1) is
where subscript s indicates the s th state. The term e s;t represents autocorrelated residuals ð11Þ e s;t ¼ q s e s;tÀ1 þ u s;t with state-specific autocorrelation coefficients q s and normal i.i.d. shocks u s;t $ Nð0; r 2 Þ. The actual regression used for estimation is (12), which is obtained by straightforward manipulation of equations (10)- (11):
where a 0;s b 0;s À q s b 0;s . Similar to Plastina and Lence (2018) , to control for the potential endogeneity problem associated with having input quantities as regressors in the production function, we estimate equation (12) 
In this equation, lnw i;s;t is the natural logarithm of the price corresponding to input x i;s;t , {f, /, 1} are coefficients, and # j s;t is a residual. In this system, significant correlation between residuals (u s;t ) and (# j s;t ) provides evidence of endogeneity. That is, if at least one of the J correlations between residuals u s;t and # j st is significant, the appropriate estimation consists of the system (12)-(13) rather than the single regression (12). 7 System (12)- (13) is estimated by means of Bayesian methods. As demonstrated by O'Donnell and Coelli (2005) , Bayesian techniques are quite useful for the present type of application because they allow us to impose the desired concavity and monotonicity restrictions (2) and (3), respectively, and conduct corresponding inferences in a straightforward manner. In particular, to the best of our knowledge, it is not possible to impose restrictions (2) and (3) using classical statistical methods, and sampling theory inference under inequality constraints may be problematic (O'Donnell, Shumway, and Ball 1999) . The advantages of the Bayesian methods are even more evident in the present application because in regression (12) all of the original slopes (b) are multiplied by the state-specific autocorrelation coefficient (q s ).
Another advantage of the Bayesian approach is that it yields full posterior distributions for the estimated parameters and functions of such parameters. This feature is especially useful here because we are interested in the output elasticities (5), the elasticity of scale (6), the rate of productivity gains (7), and the elasticities of substitution (8), rather than the original production function parameters. In this case, the Bayesian approach not only allows us to compute their posteriors in a straightforward manner (i.e., it is not necessary to use approximations like the delta method), but also ensures that all points on the posterior PDFs satisfy the restrictions imposed in estimation. For all models, estimation is conditioned on the initial set of observations (i.e., the initial condition consists of the observed values in the year 1960). In the case of the unrestricted estimation of the system of equations (12)- (13), that is, Model 1, the priors for the {a, b, f, /, 1} coefficients are Normal(0, 5 2 ), and the priors for the autocorrelation coefficients are q s $ Uniform(À1, 1). The covariance matrix of residuals u st and # j st is computed as the product 7 The observed input quantities are producers' choices (presumably to maximize their expected utility), rather than outcomes of a randomized experiment. Following Chapter 8 in Lancaster (2004) , in the present setup, this scenario can be represented as the system of equations Q ¼ h X X þ e Q and X ¼ h W W þ e X where Q, X, and W represent respectively input quantities, output quantity, and input prices, h X denotes the set of parameters in the equation of interest, h W are the parameters in the "selection" equation, and e Q and e X are stochastically independent error terms. Lancaster (2004) states that "A variable (like X) that appears on the right hand side of an econometric equation system (so it is a causal variable in the theorist's underlying deterministic model), and that is presumed to be correlated with the errors in the model is called endogenous." If the error terms e X and e Q are correlated, the input quantities (X) will be correlated with the error e Q . As a result, estimation of the equation of interest by means of ordinary least squares yields a biased estimate of h X . In the context of agricultural production, one reason why errors e X and e Q may be correlated is the existence of determinants of production observable by the producer which are unobservable to the econometrician. For example, for any given fertilizer price, producers may apply more fertilizer to high-quality parcels (which would translate into e X > 0), and in turn those parcels will have higher yield for any given amount of fertilizer applied (in which case, e Q > 0).
Using classical methods, unbiased estimates of h X can be obtained using an instrumental variable approach with valid instruments. According to Lancaster (2004) :
"A variable that is uncorrelated with the errors in the model but correlated with the endogenous covariate is called a (valid) instrument." Greene (2003) discusses a variety of frequentist instrumental variable methods. Here, we assume that input prices are valid instruments, and proceed to estimate a recursive system like the one above by means of SUR (Lopes and Polson 2014) . Savage (2017) provides a simulation example using RStan. This is the Bayesian analog of full-information maximum likelihood under a frequentist approach (Greene 2003) . 8 In contrast, segments of the confidence intervals computed by means of the delta method may violate such restrictions. 9 The priors are chosen so as to provide very little information without causing numerical issues. The proposed priors conform to the recommendations by Gelman (https://github.com/standev/stan/wiki/Prior-Choice-Recommendations; Accessed Nov. 19, 2018) , in that for all of the parameters the posterior standard deviations are much smaller than 10% of the corresponding prior standard deviations. Lewandowski, Kurowicka, and Joe 2009) . The proposed prior for the Cholesky factor matrix guarantees that the product (KK T ) is a positive definite correlation matrix.
To impose concavity (i.e., Models 2, 4, and 6), the symmetric Hessian matrix r 2 f X ð Þ is estimated analogously to the negative of a covariance matrix.
10 That is, the matrix of b ij coefficients in regression (12) is obtained as the product
where U is a (4 Â 4) diagonal matrix, and c is the Cholesky factor of a (4 Â 4) correlation matrix. The priors for the parameters in matrix U's diagonal (u K , u L , u M , and u A ) are Normal(0, 5 2 ), whereas the prior for the ðJ Â JÞ matrix c consists of a Cholesky LKJ Correlation Distribution with shape parameter J (Lewandowski, Kurowicka, and Joe 2009) . This prior for the Cholesky factor matrix ensures that expression (15) yields a negative definite matrix (and therefore concavity).
To impose the restriction that the production function be monotonically increasing in inputs at the data means (i.e., Models 3 and 4), the b i coefficients are estimated as
where overbars denote data means, and parameters w K , w L , w M , and w A are assumed to have Normal(0, 5 2 ) priors. Finally, the more restrictive case where the production function is forced to be monotonically increasing in inputs at all observed points (i.e., Models 5 and 6), is estimated by computing the b i coefficients as
with Normal(0, 5 2 ) priors for parameters w K , w L , w M , and w A .
For each model, the HMC procedure is performed using four chains, each of them consisting of 5,000 iterations. The first 2,500 iterations of each chain are discarded as a burn-in period. The Gelman and Rubin (1992) test is then applied to check the convergence of the remaining part of the chains for each of the parameters. The Gelman and Rubin test checks the convergence of a parameter's Markov chain to its posterior distribution, that is, whether the parameter estimates are stationary, by comparing the variances of both within the chains and between the chains. The Gelman-Rubin test statistics are smaller than 1.001 for all parameters in all of the estimated models, providing strong evidence of convergence. Upon convergence, the 10,000 simulated values for each parameter are taken to be draws from the parameter's posterior marginal distribution. The 10,000 sets of simulated parameters are also used to obtain the posterior distributions for the output elasticities (5), the elasticity of scale (6), the rate of productivity gains (7), and the elasticities of substitution (8). 10 The functional form of the generalized quadratic equation (10) implies that either concavity holds globally or it does not hold at all. For alternative flexible functional forms, such as the translog, concavity is defined locally rather than globally (see footnote 5).
Results and Discussion
Estimation results for Models 1 through 6 are reported in table 2. For each model, this table shows the means of the parameters of interest, as well as their standard deviations, medians, and 95% credible intervals.
11 For example, the unrestricted (i.e., Model 1) mean of parameter b K equals 0.032, with a standard deviation of 0.042, a median equal to 0.032, and a 95% credible interval ranging from -0.050 to 0.114.
Since the estimated correlation coefficients between the residuals from the output equation (12) and the input equations (13) for materials and land are statistically significantly different from zero across all models, the instrumental variables strategy is deemed superior to the single estimation of regression (12).
The point estimates of the autocorrelation coefficients, q s , average between 0.4 and 0.5 across states for each of the six models.
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However, the autocorrelation coefficients show great variability across states: 18 states have positive and statistically significant coefficients (the lower bound of the 95% credible interval is greater than zero) across all models; 2 states have negative and statistically significant coefficients (the upper bound of the 95% credible interval is smaller than zero) across all models; 18 states have no statistically significant coefficients (the 95% credible interval includes zero) in any of the models; and 10 states have positive coefficients that are statistically significant for some models and not statistically significant for other models. 13 In all instances, credible intervals exclude the extreme values À1 and 1, providing a strong indication that residuals are autocorrelated but do not exhibit unit roots.
It is evident from the figures in table 2 (compare, e.g., the estimates of parameter b LL and the likelihood values across models) that the choice of model has direct implications for the characterization of the production technology, and therefore for the policy recommendations stemming from it. This is the first study to provide a counterfactual analysis of the effects of violations of regularity conditions on the characterization of the U.S. agricultural production function.
As expected, imposing restrictions in estimation reduces the goodness of fit of the models. According to table 2, the mean likelihood estimate of Model 1 is the highest, followed (in order from highest to lowest) by those of Models 3, 5, 2, 4, and 6. However, the goodness of fit of the output equation (12) is high across all models, as suggested by the fact that the lower bounds of the credible intervals for the R 2 s are consistently higher than 0.98.
Concavity is evaluated by means of the maximum eigenvalue of the Hessian in equation (2), with the corresponding results shown in table 3. In order to illustrate the implications of using an unrestricted model on the technological characterization of U.S. agriculture, the MPs are computed using equation (3) at the means of the data and reported in table 4.
14 From tables 3 and 4, it is clear that the technology recovered from Model 1 is neither monotonic nor concave because the median MP of labor is negative (although not statistically significant because its 95% credible interval includes zero), and the maximum eigenvalue is positive and statistically significant. Therefore, conditions must be imposed in estimation to perform economic analyses consistent with production theory on the estimated parameters.
If only concavity is imposed in estimation (Model 2), the resulting recovered technology is not monotonic, as the median MP of labor is negative (although not statistically significant; see table 4). Conversely, if only monotonicity is imposed in estimation, either at data means (Model 3) or at all data points (Model 5), then the recovered technology is not concave because the maximum 11 Credible intervals are the Bayesian analogs of confidence intervals. The upper and lower bound of the 95% credible intervals reported here are the 2.5% and 97.5% quantiles of the corresponding posterior distributions.
12 To save space, the correlation coefficients for each state are presented in appendix 1 of the online supplementary materials.
13 These four sets of states consist of, respectively: 14 The Bayesian approach greatly facilitates the computation of the posterior distributions of the MPs at the means of the input values. The reason for this assertion is that simulated draws from the posterior PDF of a particular MP are obtained by simply plugging the set of simulated parameters from each HMC draw into the respective MP formula along with the input means. Note: Asterisk * denotes variables whose 95% credible interval excludes zero. CorrYX: correlation between the residuals from the output equation and the residuals from the instrumented level of input X. Mon. Mean: monotonicity imposed at the mean of the data. Mon. All: monotonicity imposed at all data points. Conc.: concavity. Concavity refers to global concavity of the estimated generalized quadratic production function.
eigenvalue is positive and statistically significant (table 3) . Therefore, the recovered technology satisfies the desired properties of production functions only when both conditions are imposed in estimation (see results for Models 4 and 6 in tables 2 through 4). In order to highlight the implications of not imposing the proper set of restrictions in estimation, the next sub-sections focus on comparing the elasticities and productivity gains obtained with parameters estimates from Models 1, 4, and 6.
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Output Elasticities Figure 1 shows the calculated trajectories of the four output elasticities for U.S. agriculture over the sample period using equation (3) and parameter estimates from Models 1, 4, and 6. It is apparent that the distributions of the elasticities of output to land (panel d) are similar across models, and that they followed a declining trend over time. However, the elasticity of output to land has been the highest output elasticity (compare panel d against panels a-c). It is also apparent that Models 1, 4, and 6 produce different output elasticities to capital (panel a), labor (panel b), and materials (panel c). Finally, only the output elasticities derived from Model 6 are consistently positive for all years, as required by production theory. Such a property of Model 6 becomes more evident upon examination of the trajectories of the output elasticities to capital and land (panels a and d, respectively). In particular, the average annual output elasticity to capital calculated using parameter estimates consistent with concavity and monotonicity at data means (Model 4) is negative until 1975, suggesting that the 1.6% average annual increase in capital use observed across the 48 states between 1960 and 1975 actually hindered total agricultural output growth. This result is inconsistent with production economic theory.
Based on the results from Model 6 (the only ones fully consistent with production economic theory), agricultural output in the United States has become less responsive to changes in the usage of labor and land (as indicated by the declining point estimates with shrinking credible intervals); and more responsive to the use of materials; however, its elasticity to capital has remained relatively stable at low levels throughout the entire sample.
Figures 2 and 3 reinforce the relevance of imposing monotonicity at each data point and concavity in estimation by showing the variability of results across Models 1, 4, and 6 in selected states. 16 In particular, it is important to highlight that although the production function is well behaved at the mean of the data across the 48 states in Model 4, the resulting elasticities of output to capital in all four states are negative for a large portion of Note: Asterisk * denotes variables whose 95% credible interval excludes zero. Mon. Mean: monotonicity imposed at the mean of the data. Mon. All: monotonicity imposed at all data points. Conc.: concavity. Concavity refers to global concavity of the estimated generalized quadratic production function.
the sample period (figure 2); and substantial portions of the distributions of the elasticities of output to labor are negative over the entire period for the selected states (figure 3), although this is not the case for the U.S. average ( figure 1, panel d) .
Elasticity of Scale
The trajectories of the elasticity of scale for the United States calculated according to equation (4) across the 48 states are shown in figure 4 . This graph suggests that constant returns to scale were mostly prevalent until the 1980s (i.e., the 95% credible interval included the unit value), and that slightly decreasing returns to scale became prevalent in the 1990s and 2000s (i.e., the upper bound of the 95% credible interval was smaller than one).
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However, the U.S. average hides substantial variability across states. Examination of figure 5 suggests that while constant returns to scale were prevalent in Texas agriculture, decreasing returns to scale characterized agricultural production in California, Iowa, and New York over the entire sample.
Productivity Gains
Productivity gains calculated according to equation (7) followed an increasing trend in the 1960s, then started a declining trend that expanded until the mid-1990s, and stabilized afterwards (figure 6, panel a), providing support for the hypothesis of a slowdown in productivity growth. In particular, the kernel estimates of the posterior PDFs for productivity gains in the United States calculated with parameter estimates from Model 6 for the 1980s, 1990s, and 2000s have a larger mass to the left of the corresponding density functions for the 1970s and 1960s (figure 6, panel b). The economic literature provides a number of competing interpretations for the causes of the slowdown in U.S. agricultural productivity. Such interpretations include, for example, a previous sustained slowdown in investments in public productivity-enhancing R&D, rising energy prices and a rapid obsolescence of capital, and the combination of several factors that made the first half of the Note: Asterisk * denotes variables whose 95% credible interval excludes zero. Mon. Mean: monotonicity imposed at the mean of the data. Mon. All: monotonicity imposed at all data points. Conc.: concavity. Concavity refers to global concavity of the estimated generalized quadratic production function.
17 Imposing concavity rules out increasing marginal productivity (Chambers 1994) and precludes increasing returns to scale (Chambers 1994 ), but it does not preclude constant returns to scale.
twentieth century an anomaly in a sector characterized by slow productivity growth. Ball, Schimmelpfennig, and Wang (2013) , Alston (2018) , and Andersen et al. (2018) provide comprehensive discussions about the competing hypotheses behind the slowdown in U.S. agricultural productivity.
Input Substitutability
In the interest of space, the rest of the analysis focuses on the evolution of input substitutability through time according to the results from Model 6. Figure 7 illustrates the evolution of the kernel estimates of the posterior PDFs of the annual direct elasticities of substitution (r D ij ) for the 48 states across decades, calculated using equation (8). This figure shows that all pairs of inputs are substitutes in production in the short run (when other inputs and output remain fixed), and that the degrees of substitutability between pairs of inputs have consistently increased through the decades (the PDFs shifted to the right, away from zero). However, while the substitutability between capital and labor, capital and materials, and capital and land increased consistently through all decades (figure 7), most of the increase in substitutability between labor and materials, labor and land, and materials and land occurred from the 1960s to the 1970s. The highest degree of substitution between inputs is observed between materials and land.
Sensitivity of Results to the Choice of States
In order to test the sensitivity of the results for the U.S. aggregate to the choice of states included in the analysis, equations (12) and (13) were estimated using a subset of 32 states, each accounting for 1% or more of the U.S. total value of agricultural production over the sample period. 18 In the interest of space, the results including parameter estimates, MP, concavity results, output and scale elasticities, productivity gains, and elasticities of substitution between inputs are presented in supplementary appendix 5 of the online supplementary materials.
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While monotonicity is less of a concern using 32 states than 48 states across Models 1-6 (compare supplementary table A5.3 to table 4), concavity does not hold unless imposed in estimation (supplementary table  A5 .2). Using Model 6 to compare the estimated results for the U.S. aggregate technology obtained using the full data set against the corresponding results obtained using the subset of 32 states (restricted), we note that the estimated output elasticities do not change much across datasets (compare supplementary figure A5.1 to figure 1) . However, the estimated elasticity of scale is somewhat sensitive to the choice of dataset because a much larger portion of the credible interval is above 1 using the smaller dataset (supplementary figure A5.6), indicating more prevalent constant returns to scale over the entire period than when using the full dataset (figure 4). In addition, the estimated productivity gains are highly sensitive to the choice of dataset because productivity gains among the most agriculture-oriented states (supplementary figure A5.8) were typically higher than productivity gains estimated across the 48 states (figure 6), but the slowdown in productivity gains is more pronounced among the most agriculture-oriented states. Finally, although both datasets generate estimates of the direct elasticities of substitution between inputs for the U.S. aggregate that increase through time, the change in elasticities between the 1960s and the 1980s seems to be less pronounced among the most agricultureoriented states (supplementary figure A5.9.) than across the full dataset (figure 7). Massachusetts, Maryland, Maine, New Hampshire, New Jersey, New Mexico, Nevada, Rhode Island, South Carolina, Utah, Vermont, West Virginia, and Wyoming). We thank an anonymous reviewer for suggesting this sensitivity analysis. 19 To complement our analysis, the results from Models 1-6 estimated for 32 states using state-specific autocorrelation coefficients, and a single regression equation (12), are reported in appendix 6 of the online supplementary materials.
Concluding Remarks
The economic theory of producer behavior requires certain conditions to hold for a functional form to be representative of a production technology. Agricultural production studies are usually conducted using classical econometric methods that make it difficult, if not impossible, to impose such restrictions in flexible functional forms. Therefore, conditions required by economic theory need not hold in estimation. Using state-level panel data on U.S. agricultural production to fit a generalized quadratic production function, we estimate six models characterized by different restrictions. More specifically, Model 1 is unrestricted, whereas Models 2 through 6 impose, respectively, the following restrictions in estimation: concavity, monotonicity at data means, both concavity and monotonicity at data means, monotonicity at all data points, and both concavity and monotonicity at all data points.
Each model is estimated using Bayesian methods allowing for state-specific autocorrelation in the residuals. Endogeneity concerns are addressed by using instrumental variables to estimate input use in a simultaneous system of equations with the production function. A desirable feature of the proposed Bayesian procedure is that it greatly facilitates imposing concavity and monotonicity conditions. In addition, the procedure yields simulated parameter values from their posterior PDFs, which can be used to compute simulated PDFs for functions of such parameters, such as marginal productivities, output elasticities, elasticities of scale, and productivity gains. In the current study, the technology recovered from the unrestricted model is neither concave nor monotonic in primal space. Therefore, both conditions must be imposed in estimation to perform meaningful economic analyses with the resulting parameter estimates. Imposing monotonicity at data means is shown to be insufficient to secure theory-consistent estimates of the output elasticities for a substantial portion of the sample (at both the individual state and the Figure 3 . Elasticity of output to labor for selected states from Models 1, 4, and 6, evaluated at annual data means (medians and 95% credible intervals) national average levels). Output elasticities from the preferred model, that is, the one imposing concavity and monotonicity at all data points, suggest that changes in the use of materials had a bigger proportional impact on agricultural output than changes in the use of labor or capital. The analysis of output elasticities through time indicates that productivity gains have not been Hicksneutral: output became more responsive to changes in materials, and less responsive to changes in labor and land over time, while its responsiveness to capital has remained relatively stable over the entire period.
Productivity gains were highly variable through time. However, the theory-consistent Figure 4 . Elasticity of scale for the United States from Models 1, 4, and 6, evaluated at annual data means across the 48 states (medians and 95% credible intervals) Figure 5 . Elasticity of scale for selected states from Models 1, 4, and 6, evaluated at annual data means (medians and 95% credible intervals) model results support the hypothesis of a slowdown in the average rate of productivity gains in U.S. agriculture between the 1960s and the 1980s, and a relative stabilization afterwards. While our measure of productivity gains does not explicitly incorporate production risk, it does not neglect it either. First, the choice of inputs observed through time in the database, along with the time trend (in levels and in quadratic terms), and the statespecific autocorrelation coefficients should account for changes in long-term average production risk faced by producers in each state over the sample period. Second, shortterm changes in production risks due to, for example, catastrophic weather events (such as extreme heat for livestock, or long spells of dry weather during the grain-filling period for corn) are reflected in the residuals of the production function. Hence, unless a strong argument can be made about the temporal pattern of short-term production risks (i.e., being consistently higher in the second half than in the first half of our sample), it does not seem reasonable to relate short-term production risk to the estimated slowdown in productivity gains. Furthermore, since our model was estimated with state-specific autocorrelation coefficients and time trends that account for inertia in production, small but consistent annual changes in production risk (due to, e.g., slowly-changing climatic conditions between 1960 and 2004) would be captured in the autocorrelation coefficients and the time trends. Along these lines, Njuki, Bravo-Ureta, and O'Donnell (2018) estimated the effect of weather (probably the major source of production risk) on TFP in U.S. agriculture using the same USDA database that we use in our study, and found that, on average, weather effects had only a negligible impact on TFP growth.
The sensitivity of the technological characterization of U.S. agricultural production to the choice of states included in the econometric estimation was evaluated using the 32 most agriculture-oriented states (instead of all 48 contiguous states), with varying results depending on the specific aspect of the technology under analysis. In particular, estimated productivity gains were very sensitive to the choice of states.
There are two important caveats stemming from the aggregate nature of the data that apply. First, as suggested by an anonymous reviewer, the index number methodology used by the USDA to construct the production variables might induce an averaging-out of Figure 6 . Productivity gains for the United States from Models 1, 4, and 6, evaluated at annual data means across the 48 states concavity for some combinations of prices and quantities (Theil 1954) . If that is the case, the imposition of concavity conditions might not be warranted for all states and all years. However, this effect is unlikely to be prevalent in this database when most farms and ranches pursue long-term financial success as a goal.
20 Second, the capital input variable in the USDA official dataset is suspected of being measured with cyclical errors (Andersen, Alston, and Pardey 2012) , but no other similar data set is currently publicly available.
If the results obtained with data from 1960 to 2004 for the 48 states serve as a reasonable proxy for the current state of agricultural technology, then the present findings could be used to inform important policy debates.
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For example, given the similar levels of output elasticities to land and materials in the early 2000s, incentivizing producers to take land out of production through federal-or state-sponsored programs might result in an increase in the use of materials if producers intend to maintain their production levels unchanged. Depending on the environmental externalities of the additional materials used, the overall environmental impact of wellintended conservation programs might be negative. As another example, if the output Figure 7 . Kernel estimates of the posterior PDFs of the direct elasticity of substitution of inputs in the United States from Model 6, by decades Note: The elasticities are calculated using the annual means of the data across all 48 states and 10,000 parameter sets 20 See footnote 4. 21 The major structural change in agricultural production after 2004 has been the large-scale adoption of genetically modified seeds, which might have changed the composition of the input Materials (less chemicals expenditures and higher expenditures in seeds), but not the overall trend in inputs use. elasticity to labor can be extrapolated to current days, a wave of retirements associated with the natural aging of farmers and ranchers (or other form of exit from agricultural production) is unlikely to substantially affect the level of agricultural production.
A major limitation of our results for policy discussions is that they rely on the assumption that general trends in U.S. agriculture continued after 2004 (the last year in the sample). In line with Shumway et al. (2016) , we believe that efforts by the USDA/ERS to collect and publish state-level agricultural productivity accounts should be supported to inform the policy debates not only on the evolution of productivity, but also conservation programs and other structural aspects of the agricultural sector by state, region, and nationally. It must be noted that the technological relations obtained with state-level data could not have been obtained with national accounts due to dimensionality issues (the degrees of freedom required to estimate the model parameters are insufficient when the cross-section of 48 states collapses to a national aggregate).
Interesting extensions of the present study include, among others, the application of the advocated approach to a stochastic production frontier model of U.S. agriculture, the analysis of the effects of failing to impose theoretical restrictions on multi-output technologies, and the study of the utilization bias under the assumption that capital input is measured with cyclical errors (Andersen, Alston, and Pardey 2012) . These issues are beyond the scope of the present study but they provide a glimpse of the potential important applications of the proposed framework.
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