The Propp Machine is a deterministic process that simulates a random walk. Instead of distributing chips randomly, each position makes the chips move according to the walk's possible steps in a fixed order. A random walk is called Proppian if at each time at each position the number of chips differs from the expected value by at most a constant, independent of time or the initial configuration of chips.
Introduction
Consider a random walk W t on Z such that in each time step there are possible moves with different probabilities Pr[W t+1 − W t = a k ] = p k for k = 1 to , such that i=1 a i p i = 0. Let σ 2 denote the variance of W t+1 − W t . For convenience, we further assume without loss of generality that |a 1 | ≥ |a 2 | ≥ ... ≥ |a |. Assume that all the p i in the random walk are rational numbers. Also assume that gcd({a k − a 1 } k=2 ) = 1. This makes the walk aperiodic: for every position x, there is a time t x so that for every t > t x , position x is reachable from the origin in t steps.
Consider an arbitrary number of chips independently following the same random walk. Let L(x, t) denote the expected number of chips at position x at time t. For t = 0, there is some initial configuration L(·, 0). For t > 0, L(x, t) is given by the recursive formula L(x, t) = k=1 L(x − a k , t − 1)p k . The Linear Machine is a simulation of this random walk. Definition 1.1. E(x, t) is the number of chips at position x after running the Linear Machine for t time units from a given initial configuration.
We can think of E(y, t) as some number of chips that are in position y. In the Linear Machine, critically, the number of chips at a given position need not be integral. At each time unit, this machine sends a proportion of E(y, t)
to each of the y + a k with their corresponding probabilities p k . At any given time, the number of chips in a given position represents the expected number of chips at that position if each chip in the initial configuration were following the random walk independently, that is, E ≡ L.
For example, if = 2 and a 1 = −2, a 2 = 1, then p 1 = 1/3 and p 2 = 2/3. If there are 3 chips at a given position, one will go to the left and two will go to the right. But if there is only one chip, then one third of that chip will go to the left and two thirds will go to the right. We use this example to describe the machine for simplicity, but it is not aperiodic. One aperiodic example would be = 3, a 1 = −2, a 2 = −1, a 3 = 1, p 1 = 1/9, p 2 = 1/3, p 3 = 5/9.
The Propp Machine is another way to simulate the random walk, but in such a way that the number of chips in position y at time t is always an integer. In other words, it is not possible for a portion of a chip to move to each of the different positions. One of the y + a k will be chosen to receive the whole chip.
Informally, the Propp Machine will work as follows: beginning from an initial configuration of some chips in given positions, each position will distribute those chips in numbers proportional to the probabilities of the different steps whenever the number of chips in that position makes that possible. For example, if = 2 and a 1 = −2, a 2 = 1, then p 1 = 1/3 and p 2 = 2/3. If there are 3 chips at a given position, one will go to the left and two will go to the right. But if there are four chips, three of them will be treated as in the previous case, and there is an extra chip. That chip will be sent to one of the y + a k chosen by the Propp Machine according to a fixed, pre-defined sequence S j . Each position will follow this sequence independently, keeping track of what the next choice will be by means of an "arrow" A(y, t) which is updated every time the Propp Machine sends an extra chip somewhere. The initial arrow A(y, 0) can be arbitrary. The sequence S j contains step a k a number of times that is proportional to its probability in the random walk. In this example it would be −2, 1, 1, −2, 1, 1, ...
The Propp Machine cannot cut chips in half, so at any single time, the chips at a given y may move to new positions in a ratio that does not accurately reflect the probabilities p j . Critically, the arrow at y "remembers" this uneven distribution and rebalances at later times, by sending the next extra chip to the next S j .
In this example, start with, say, A(0, 0) = 0. If there are 4 chips at y = 0, t = 0, the extra one will be sent to the left and A(0, 1) = 1. Then at t = 1 if there is an extra chip it will be sent to the right and A(0, 2) = 2. At time t = 2, if there are two extra chips, one will go to the right and one to the left, and A(0, 3) = 4.
The set of elements of S j used by each position at each time will be called POS [x, t] . More formally, we write f (x, t) for the number of chips at location x at time t on the Propp Machine, and define the initial configuration and initial arrow as follows:
Definition 1.4. S j , 0 ≤ j < r, is any sequence such that for n i = p i r values of j, S j = a i . Extend the sequence S j periodically to all j ≥ 0, setting S rq+j = S j for all 0 ≤ j < r, q ≥ 1.
The restriction that the p i are rational guarantees that we can make such a finite sequence S j .
For each t, we now define the Propp Machine recursively:
The Propp Machine is also known as the rotor-router model, and has been explored extensively. See, for example, the survey in [7] . For another recent description of the rotor-router model, see [8] .
From the description of the Linear Machine and the Propp Machine above, it is clear that the integer f (x, t) cannot always equal E(x, t). Definition 1.8. A random walk is Proppian if the difference between f (x, t) and E(x, t) is bounded by a constant not depending on the number of chips, the initial configuration, the initial arrows, x, or t. Remark 1.9. For an initial configuration with just one chip, |E(x, t)−f (x, t)| ≤ 1. For any initial configuration, at time t = 1, |E(x, 1) − f (x, 1)| ≤ as errors at x have come from the roundoffs. The strength of the definition of Proppian is that the constant is independent of both the number of chips and the time t.
Our result for Z can be stated as follows: Theorem 1.10. For a random walk with steps a 1 , ..., a and respective probabilities p 1 , ..., p satisfying i=1 a i p i = 0 (no drift) and gcd({a k − a 1 } k=2 ) = 1 (aperiodic), there is a constant C depending on the steps a 1 , ..., a and the probabilities p 1 , ..., p , but not depending on t nor on the initial configuration or arrows, such that |f (0, t) − E(0, t)| < C.
Cooper, Doerr, Spencer and Tardos [1] showed among other results that this is true for the case l = 2, a 1 = 1, a 2 = −1, with constant C = 2.29, when the starting configuration has chips only on even positions. Here, we allow any starting configuration by restricting our attention to aperiodic walks, but a similar result would hold for periodic walks as long as we were careful with the initial configuration.
The notion of the Propp Machine and of Proppian naturally extend to any graph for which all vertices have finite degree and any random walk with rational probabilities on that graph. Cooper and Spencer [2] also showed that the simple random walk in Z d is Proppian. However, there are random walks on other graphs which are not Proppian, as shown by Cooper, Doerr, Friedrich and Spencer [3] . A full characterization of Proppian random walks remains elusive.
2 Outline Of The Proof Definition 2.1. H(x, t) is the probability that a chip at position x is at the origin in t steps when following a random walk with the given probabilities. Definition 2.2. E(x, t 1 , t 2 ) is the number of chips at position x after running the Propp Machine for t 1 steps, and then running the Linear Machine for t 2 − t 1 steps.
is the difference in the expected final number of chips at the origin when we move a single chip at time t from position x to x + S j in a step of the Propp Machine instead of sending portions of that chip to the various x + a k by a step of the Linear Machine.
The difference in Theorem 1.10 can be split into a sum of terms
For each time s, the difference E(0, s + 1, t) − E(0, s, t) between the Propp step and the linear step can be further split into a sum of this difference for each chip that acts as an "extra" chip at that time.
INFL(j; y, t − s), which adds the correct influence for each extra chip, since for each y, one INFL(j; ·, ·) is added for each j ∈ POS[y, s], which are the steps that were chosen for those extra chips. Now we have
Changing the order of the sums, we get
To prove Theorem 1.10, we show Theorem 2.4. For a fixed y,
The constant implicit in O y −2 depends only on the a i and p i .
We shall show Theorem 2.4 by first proving the equivalent statement for an approximation of INFL(j; y, t) (Theorem 3.1). We shall then show that the errors in the approximation do not accumulate (Theorems 4.2 and 5.7).
Definition 2.5.
G(y, t) provides a natural approximation for H(x, t), as a walk of t steps is nearly Gaussian. We write
It is valuable to write INFL(j; y, t) in this way as all the terms are now referring to the same time t − 1.
Definition 2.6.
We can also make use of an approximation by Taylor series,
where
for some z ∈ (y, y + a j ) . This means that
Combining (2) and (4) we get
The approach used in [1] is to show that for a fixed y, the influence function is unimodal as a function of t. But with > 2, in general H(x, t) cannot be written in closed form. Instead of analyzing the unimodality of the influence function, in section 3 we will use the fact that d dy G(y, t) is unimodal as a function of t to bound the approximation (5) by
where C a depends only on a i and p i .
In section 4 we show that y∈Z s ERROR T (y, s) < C t , where ERROR T can be any of the ERROR T (j; ·, ·) and C t depends only on a i and p i . On line (6), we can split the sum into parts, each one with fixed j:
On line (7),
In (7) and (6), lines (8) and (9) can be rearranged. By usingỹ = y + a k orỹ = y + a j , we can use the same upper bound of C g for each of the new sums.
The proof is then completed by setting C = C a + 2 C t + 2 C g .
Approximation by Gaussian
In this section we are going to show 
for a sequence of positive terms t i+1 ≥ t i .
Because we allow t i+1 = t i , this theorem will imply that
We will have t i = s for a number of i that is the same as the size of the set POS[y, s], and one S j appears for each of the j ∈ POS[y, s].
Proof. We start by looking at
for t > 0. For a fixed y, this is unimodal as a function of t, as it has only one maximum at d dy G y, y
Now we look again at i≥A(y,0)
for a fixed y. It is important that the S i were chosen to have the right proportions of each a k .
Lemma 3.2. Let α j be a sequence of integers with period r such that
be a unimodal function such that F (t) → 0 as t → ∞ and such that the sum
Proof. The first r terms of the sum are
which is a sum of r−1 j=0 |α j | terms ±F (t j ), with exactly r−1 j=0 |α j |/2 being positive and r−1 j=0 |α j |/2 being negative. Since F (t j ) is unimodal, a sum with alternating signs is bounded by the maximum of its absolute value. The sequence of signs in the sum can be broken down into at most r−1 j=0 |α j |/2 alternating sequences. Therefore,
We know that
because n k = p k r, so we can set α j = S j . Since d dy G(y, t) is unimodal in t and goes to zero as t → ∞, we can set F (t) = d dy G(y, t) for a fixed y. The sequence t j will be the times t for which POS[y, t] is not empty, repeated as many times as there are elements in POS[y, t]. Therefore, t j is either a finite sequence or a sequence with t j → ∞, and the sum in Lemma 3.2 is absolutely convergent.
For example, take = 2, a 1 = −1, a 2 = 2, p 1 = 2/3 and p 2 = 1/3. The arrow sequence S j will be S 0 = −1, S 1 = −1, S 2 = 2. The sequence of signs will be --+ + --+ + ... which is two alternating sequences.
The choice of S j is relevant to the final constant in the bound, as shown (for Z 2 ) in [6] . In our work, however, we do not attempt to find the best constants. Returning to Theorem 3.1, we now have the upper bound y∈Z i≥A(y,0)
Notice that we ignored the term y = 0 in the sum, which would be an infinite term. The case y = 0 can be treated separately. The quantity INFL(y, t) is only defined for t ≥ 1. For t = 0, G(0, t) = 
Error From Taylor Series
The function H(y, t) represents the probability that the walk gets to the origin from y at time t. We have approximated H(y, t) by G(y, t). There is a question of how good this approximation is, which we will deal with in the next section. For now, consider the approximation. 
This error appears in the approximation (3), where a can be any of the a j .
Theorem 4.2.
y∈Z i≥0
where the constant C t depends only on a i and p i .
Proof. For convenience, we will use
, where z may vary for each term. This will be justified shortly. The error term is
For a fixed y, this is zero for t = t 0 = y 2 /σ 2 and for t = 0, and it goes to zero when t → ∞. There are two maxima in absolute value, at
We have
and
One possible approach would be to bound the sum by an integral. For a given y,
but this is not small enough, because of the term c3 y . This term came from the integration close to t 0 . In this range, however, we will see that INFL G is itself unimodal, so that the approximation by d dy G(y, t) and the sum of the errors are not necessary. Putting (10) and (11) and (12) together with (4), we find that
This changes the value of the constant C a , but it still depends only on the a j and p j . To find out in what ranges of t INFL G (y, t) is unimodal, we must look at
and since
The first term,
. If the error in the approximation of ∆ INFL G (y, t) is smaller in absolute value than the approximation itself, then we can say that the approximation has the right sign. If that is the case, then INFL g (y, t) and d dy G(y, t) are both increasing or decreasing together, so if one is unimodal, the other one is also unimodal. The sum of the three error terms in (13) needs to be less than the approximation. It is sufficient that the absolute value of each error term be less than one third of the approximation. For the first of the error terms, we need the ratio
Figure 1 is a picture of the absolute value of the ratio, for y = 20 and σ = 3. It goes to infinity when t = 0 and t = y 2 /3σ 2 , which is the point of maximum of INFL G (y, t). In the first of these ranges, choosing t = ω(y) makes the ratio go to zero as y → ∞. Take, for specificity, t = y log(y), though a wide range of t = t(y) would work. There is a y 0 such that the ratio is < 1 for all y > y 0 and t > y log(y). This range also solves the problem for the other two error terms.
The sum of ERROR T from t = 0 to y log(y) is still needed. This is bounded by
where z ∈ (y, y + a) maximizes d dt G(z, t) in that interval for a given t. In principle, it could be a different z for each t in the sum, but d dt G(y, t) is increasing with y only for y < √ 3σ 2 t. For t ∈ [0, y log(y)], d dt G(y, t) is decreasing with y, so the maximizing z is actually z = y. Now
The other bad range is at t = y 2 /3σ 2 . The value of the first ratio at t = y 2 /3σ 2 ± ay/σ 2 is Θ(1), and less than 1 if a > 4. There is a y 0 such that this ratio is < 1 for all y > y 0 . The same thing is true for the other two ratios.
Summing the errors in this range, we get, setting a = 5,
Error From Approximation By Gaussian
We begin this section with a lemma stating that no approximations, not even by a Gaussian, are necessary for t ≤ y.
Lemma 5.1. For INFL(y, t) the influence of one step of type a 1 ,
for constants α < 0 and β that depend only on the a i and p i . In particular, they do not depend on y.
Proof. For t ≤ y,
by applying Markov's inequality to the quantity e
Xi and using the fact that the X i are independent.
Since X 1 takes on a finite number of values, there is an M such that |X 1 | < M . We can therefore bound |X 2 e λM − λ < 0, so that H(y, t) is exponentially decreasing in y. Also, 
where the constant C g depends only on the a i and p i .
Proof. The error in the approximation APPROX(y, t) is
Now i:ti>y
and the sum of the errors is
However, from (14), (15) and (17), we see that
where | ERROR A (y, t)| < c 4 /t 7/2 as above. Now we have to show that the terms g k,m (y, t) make small contributions to the sum. Namely, we want to show that
We can write
which means that DIFF k,m (y, t), like APPROX(y, t), is also a sum of terms of the form
To show (18), we need to show
To show (21), notice that for each of the terms T A,B (y, t),
which is zero only when t = y 2 /2Bσ 2 , making T A,B (y, t) a unimodal function of t with maximum Θ y A /y 2B . In (19), the first term has A = k + 2 and B = 2 + m + k/2. The second term has A = k and B = m + k/2 + 1. In both cases, 2B − A ≥ 4. In (20), there is a term with A = k + 1 and B = m + k/2 + 1, and another term with A = k − 1 and B = m + k/2. In both cases, 2B − A ≥ 3. So, the maxima of all terms T A,B (y, t) are O y −3 . The last step is to show (22). These error terms are the second derivatives of g k,m (y, t) taken at some point (ỹ,t). These are also a sum of terms T A,B (y, t): 
We summarize these terms in the table in Figure 2 . The last two columns are filled in with the values for m = 1, which maximizes the terms. We can split the sum in i into two ranges ("big" and "small"). Let the big range start at t = y d , for some d to be determined. We have
This is o y Bigger d would also make this sum finite, but we need d < 2 for the small range, as we will see later. For the last three lines when m = 1, we can get β > 1 because (1 + A)/(B − 1) < 2, and in fact we can get β = 2 − for > 0 as small as we want. Although this is enough for this term to be summable in y, its contribution would be bigger than the 1/y 2 from the main term. To get to the desired o y −2 , we can use a better approximation for DIFF k,1 (y, t)
by using more terms in the Taylor series. The next approximation is 1 (y, t) , where ERROR k,1 (y, t) are now the third derivatives.
For the terms of the second derivative we have 2B − A ≥ 4, which can be seen in the table in Figure 2 , so that
by using the fact that these functions are unimodal in t. Now we look at the third derivatives, which make up the new ERROR k,1 term. We summarize the terms in the table in Figure 3 . We still have to sum the errors in the small range. Notice in the table in Figure 3 that for m = 1 and k = 0 we would have B = 1 on the fourth line. This line came from a term in 
