A novel algorithm for image super-resolution with class-specific predictors is proposed in this paper. In our algorithm, the training example images are classified into several classes, and each patch of a lowresolution image is classified into one of these classes. Each class has its high-frequency information inferred using a class-specific predictor, which is trained via the training samples from the same class. In this paper, two different types of training sets are employed to investigate the impact of the training database to be used. Experimental results have shown the superior performance of our method.
INTRODUCTION
Image super-resolution plays an important role in many multimedia applications. This term refers to the reconstruction of a high-resolution (HR) image from a single or a set of low-resolution (LR) images [1] . In this paper, we consider image super-resolution based on a single image. This is also called image magnification or image interpolation. A number of super-resolution algorithms [2] [3] [4] [5] have employed regularization terms to solve the ill-posed image upsampling problem. However, using smoothness priors that are defined artificially has been found to lead to overly smoothed results [6, 7] . Example-based or learning-based super-resolution algorithms [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] have been proposed recently as a very attractive approach for image super-resolution. Instead of defining a prior intuitively, this approach exploits the prior knowledge between the high-resolution and the corresponding low-resolution examples by learning algorithms.
Most example-based super-resolution algorithms [8] [9] [10] [11] [12] involve a training set, which is usually composed of a large number of HR patches and their corresponding LR patches. The input LR image is split into either overlapping or non-overlapping patches. Then, for each LR patch from the input image, either one best-matched patch or a set of the best-matched LR patches is selected from the training set. The corresponding HR patches are used to reconstruct the output HR image. Freeman et al. [8, 9] embedded two matching conditions into a Markov network. One is that the LR patch from the training set should be similar to the input observed patch, while the other condition is that the contents of the corresponding HR patch should be consistent with its neighbors. Wang et al. [10] extended the Markov network to handle the estimation of PSF parameters. Stephenson and Chen [11] presented a method in which the symmetry of a cropped human face is considered in the Markov network. Qiu [12] proposed an alternative method, based on vector quantization, to organize example patches. A survey of example-based super-resolution methods is available in [13] .
The above-mentioned work has made significant contributions to the way we now exploit learningbased image super-resolution. However, most of these existing algorithms are only a kind of "searching and pasting" approach, and are therefore computationally intensive when searching for a LR-HR patch from a huge training set. Furthermore, best-matched but incorrect patches will seriously degrade the reconstruction results.
In this paper, we propose a new example-based super-resolution algorithm with a class-specific predictor so as to solve the above-mentioned problems in the existing algorithms. The main contributions of this paper are: (1) a class-specific predictor is designed for each class in our example-based super-resolution algorithm -this can improve the performance in terms of visual quality and computational cost; and (2) different types of training set are investigated so that a more effective training set can be obtained.
OUR PROPOSED ALGORITHM
Although a scene from the real world contains an abundance of varied content, a small local block in an image can be classified into just a few categories, such as flat, edge, corner, and so on. In our algorithm, the classification is performed based on vector quantization (VQ), and then a simple and accurate predictor for each category, i.e. a class-specific predictor, can be trained easily using the example patch-pairs of that particular category. These classspecific predictors are used to estimate, and then to reconstruct, the high-frequency components of a HR image. Hence, having classified a LR patch into one of the categories, the high-frequency content can be predicted without searching a large set of LR-HR patch-pairs. The details of our algorithm are described in the following.
Generation of Training Databases
The training set selected for use is important to the performance of the example-based super-resolution methods. Each record in the training set is an example patch-pair, viz. a HR image block and the corresponding LR block. Similar to the method proposed by Qiu [12] , a multi-resolution representation of an input image is formed using a three-level Laplacian Pyramid. Let I 0 represent a HR example image, which is blurred and down-sampled to produce I 1 by a zooming factor of z. Similarly, I 2 is generated from I 1 using the same zooming factor z. The upsampled images from I 1 and I 2 are generated using bilinear interpolation with a factor z, and then subtracted from I 0 and I 1 , respectively, to compute the difference images L 0 and L 1 . The example patch-pairs are extracted from L 0 and L 1 , which will then be used to train up the corresponding class-specific predictor.
For each block in L 0 , there is a corresponding small block in the LR difference image L 1 . If z = 2, each 4×4 HR block in L 0 has a corresponding 2×2 LR block in L 1 . In order to maintain the continuity of a HR block with its neighbors, we extend the boundary of its corresponding LR block by 1 pixel to form a LR sampling block. This HR block and the corresponding LR sampling block thus form a patch-pair. By considering all the possible HR blocks in L 0 and the corresponding LR sampling blocks in L 1 , a training set of patch-pairs is generated.
In this paper, we will consider two types of training set for example-based image super-resolution: (A) Self-example training set (Set A): An input LR image is taken as the training image in the extraction of examples. The contents obtained from selfexamples should be more relevant to the input image itself, and so the number of required training examples should be much smaller than that based on other images. (B) Domain-specific training set (Set B): Images from a specific domain can be used to construct the training set. In this paper, we particularly consider facial images. Hence, the super-resolution of facial images based on our proposed algorithm will be evaluated. The training can be done off-line.
Content-Based Encoding/Classification
To infer the high-frequency information of an estimated HR image effectively, the original LR image is divided into patches, which are classified into different categories. Those patches belonging to the same category have similar texture characteristics. A predictor can be designed for each category in order to estimate the high-frequency content of the patches.
In our algorithm, VQ is used to encode an input patch. The number of levels or codevectors in the codebook is the number of categories to be used. In other words, each category is represented by a codevector. Hence, a codebook must first be trained based on either the input image for self-example training or a number of training images. Each training image I 0 is converted into images I 1 and I 2 by means of Laplacian decomposition, as follows:
where g( ) and s z ( ) represent the Guassian operation and the sub-sampling operation with a factor of z, respectively. Then, the difference image L 1 , which is the difference between I 1 and I 2 , is constructed. This difference image is divided into a number of overlapping or non-overlapping blocks, and the corresponding HR blocks are then predicted. Following the work in [14] , the block size is set at 4×4 in our implementation. The 16 elements of a block in
, which is transformed to have zero mean and unit variance, as follows: 
Vector quantization is employed for implementing content-based encoding, whereby the LBG algorithm [17] can be used for constructing the codebook. This codebook can be determined in advance or off-line, except in the case of training based on self-examples. In the encoding process, the best-matched codevector c j to an input LR block is determined, and the index j represents the category of the input block. The corresponding j-th class-specific predictor will then be used to infer the high-frequency information.
All the training examples are encoded using the codebook. With the codebook for content-based encoding, each example patch-pair can be classified into one of the N categories. In other words, given a LR block of an example patch-pair after demeaning and normalization by (2), the closest vector is searched in the codebook. Then, the corresponding codevector is assigned to this patch-pair, where each codevector represents a category. Consequently, the training set is well structured with example pairs.
The Class-Specific Predictors
As described in Section 2.1, different training sets are generated, which are in the form of HR-LR patch pairs. Based on the LR part of the patch pairs, a codebook is trained so that each patch from a LR image can be encoded, and hence identified to belong to one of the N categories. In other words, with a given training set, the LR part of each training patch is classified by content-based encoding. Hence, each category contains a number of HR-LR training patches. Now, the remaining question is how to learn from these training patches to help the reconstruction of high-frequency information? In our algorithm, a class-specific predictor will be trained for each category. Upon training up the predictor for a category, the prior knowledge of HR-LR relations is stored in the weights of the predictor. This scheme achieves the goal of "learning" from the training examples, rather than just performing "search and pasting". Figure 1 shows the implementation of our algorithm, which is composed of a content-based encoder to classify the input LR patches, and a set of N classspecific predictors. The well-known least-meansquares (LMS) algorithm is used [18] to train up the predictors. The input to a predictor is the 4×4 blocks of the difference images L 1 , while the output is the corresponding predicted HR blocks of the central 2×2 patches of the input blocks, as described in Section 2.1.
Note that the N class-specific predictors can be trained simultaneously. In the case of using the selfexample training set, the training must be performed on-line. Using the multi-threading programming technique can improve the efficiency of the training. 
High-Resolution Image Reconstruction
Having trained the content-based encoder and the class-specific predictors, the HR version of a LR image can be constructed. The input LR image is first magnified using the bilinear interpolation to form an initial estimation of its HR version, denoted as 0 I . The high-frequency layer L 0 is estimated using one of the N class-specific predictors, and is then added to the initial estimated image to construct a HR image with high visual quality, i.e. . 0 0 0
Each 4×4 block B h in the HR image has a corresponding 4×4 LR block B l in the difference image L 1 of the input LR image. The central 2×2 patch of B l is the low-resolution version of B h . In our implementation, in order to handle those blocks at the boundary of L 1 , all of the pixels at the boundary are extended and duplicated by one pixel. The block B l is then encoded and classified to one of the categories, and the corresponding class-specific classifier is employed to infer the high-frequency information about B h . Note that the reconstructed HR blocks are demeaned and have unit variance, so they are transformed to have the original means and variances. In our algorithm, the HR block B h is shifted by a step of 2 in the horizontal and vertical directions, and the corresponding LR block B l is shifted by a step of 1 accordingly. At each position of the blocks, the highfrequency information is predicted using an appropriate class-specific predictor. Then, the overlapped high-frequency information is averaged to produce an estimation of the high-frequency layer.
Finally, the high-frequency layer is added to the initial estimated image, as in (4), and a LR constraint is also applied to the resulting image. We assume that the reconstructed HR image can produce the input LR image by smoothing and sub-sampling. The image I 0 is blurred and down-sampled to form the LR image I 1 . The average of a z × z block in I 0 will correspond to a single pixel in I 1 . Suppose that the average value in I 0 and the corresponding single pixel values in I 1 are p i and q i , respectively. Then, the error is computed as follows:
This error value is added to each pixel in the z × z block to reconstruct the final HR image.
EXPERIMENTS AND DISCUSSIONS
We will evaluate the performance of our proposed algorithm with the use of two different training sets that mentioned in Section 2.1. Two different types of images will be considered in our experiments: face images and natural-scene images. For each type of training set, the optimal number of categories for content-based encoding determined based on experiments is used, viz. 28 for face images and 68 for natural images. The visual qualities and the computational complexities of our algorithm in combination with each of the different training sets will be measured. For the self-example training set, the images themselves are used for training as well as for testing. For domain-specific applications, we consider the super-resolution of face images. Therefore, a number of face images and natural-scene images are used in the experiments. For the face images, the ORL database [19] is employed, which contains 40 distinct subjects, and each subject has 10 different images of size 92×112 pixels. In addition, to evaluate the performance of our algorithm for different types of images, a set of natural-scene images is used. The images have very different appearances to each other. Concerning the domain-specific training set and the general-purpose training set, 50 % of the face images and the natural-scene images, respectively, is selected for training, while the remainder will be used for testing. Figure 2 shows some training images in the ORL database. Figure 3 and Figure 4 illustrate some of the images using different image super-resolution algorithms. The first one, i.e. Fig. 2(a) and Fig. 3(a) show the input LR images of size 46×56 for the face images and 128×128 for the natural-scene images, which are down-sampled from the original HR images shown in Fig. 2(b) and Fig. 3(b) . The images in Fig 2(c) and Fig. 3(c) are the results generated by bilinear (#1) interpolation. The results shown in Fig. 2(d) and Fig.  3(d) are based on Chen [14] (#2), which is a "searching and pasting" method. We can see that the visual quality of these images is improved to a certain extent when compared to those achieved by bilinear interpolation. The mouth region and the eye regions contain more high-frequency details. However, the unmatched patches for these regions will greatly degrade the reconstruction quality. The last images, i.e. Fig. 2 (e) and Fig. 3(e) , are produced using our algorithm (#3) with the self-example training set. Because of the use of class-specific predictors in our algorithm, the unmatched problem can be avoided, and the image quality is improved.
The PSNR and MSE are objective measurements of image quality, and they need not be consistent with subjective human visual perception. Table 1 tabulates the average PSNR, MSE, and runtime of the different algorithms. The results obtained using our algorithms are based on the use of the optimal number of levels. We can see that, with the self-example training set, our algorithm can achieve a smaller MSE, and therefore, a higher PSNR as compared to the other two algorithms. The average PSNR, MSE, and runtime of our algorithm using the Set B for face images is also tabulated in the Table 1 .
The experiments were executed on an Inter® Core™ 2 CPU 6600 @2.40GHz with 2 GB RAM system. Our algorithm can achieve a shorter runtime than other example-based algorithms for two reasons: the self-example training set is of a small size, with its content correlated; and the class-specific predictors can be designed in parallel by using multi-thread programming. As for the "searching and pasting" method, it requires searching a huge training set for each block of an input image, so it is more computationally intensive. 
CONCLUTIONS
The example-based approach is a promising way to solve the image super-resolution problem, which can provide the high-frequency contents of a reconstructed HR image by learning. However, most of the existing algorithms interpret the "learning" as just a kind of "searching" the best-matched LR patch, and then "pasting" the corresponding HR component. In our algorithm, we improve the learning by using a set of class-specific predictors, where the prior highresolution information is stored as the weights of the predictors. The content of a training set is more important than its size. In order to exploit the efficiency and effectiveness of training sets, a selfexample set, a domain-specific training set, and a combined set have each been investigated in experiments. Experimental results show that our algorithm can achieve an excellent performance in terms of both quality and computational complexity.
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