We show how three-dimensional structures can be formed in polymer blends from pre-existing structures. "Tape" of one polymer is inserted into a matrix of an alternative polymer to form an array of parallelepipeds. We subject this regular structure to partial dissolution in the one-phase region, before quenching the system into the two-phase region. The interplay between dissolution and phase separation can result in complex hierarchic structures. In particular, arrays of microchannels of one polymer species can be formed inside the other polymer.
I. INTRODUCTION
The connectivity and complexity inherent to polymer chains can lead to materials with unique, and highly desirable, physical properties. Furthermore, blending two different polymers during processing can result in a solid polymeric material that possesses key properties associated with the individual polymer constituents ͓1,2͔. This offers material scientists the ability to tailor the specific properties of a macroscopic polymer and create optimized compositions. However, different polymer species are generally immiscible and tend to phase separate when mixed. This leads to morphologies where either domains of one polymeric phase are dispersed inside a matrix of the other polymer, or both polymers form bicontinuous domains ͑an interconnected morphology where both polymeric phases percolate͒.
The macroscopic properties of polymer blends are often found to be dependent on both the relative concentrations of the different constituents and the morphologies of the blends. Naturally, it is highly desirable to exhibit some control over the morphology of a polymer blend during processing. For example, the application of a shear flow profile during processing can result in highly anisotropic domain structures which lead to anisotropic material properties in the resultant solid polymer ͓3-5͔. The morphologies can also be influenced through in situ chemical reactions, where a third polymeric phase is often formed which compatibilizes the different polymeric species ͓6,7͔. Surface wetting phenomena ͓8-10͔ or the selective interaction between one of the polymer phases and inclusions ͑or fillers͒ ͓11-13͔ can also affect a polymer blend morphology. In particular, surface-directed phase separation ͑where there is a selective affinity between one of the polymers and a solid surface͒ can result in concentration fluctuations. These fluctuations, or concentration waves, emanate from the solid surface. It should be noted, however, that the patterns formed from surface-directed phase separation are different from those reported here as our initial structures are not impenetrable and phase separation ͑and, hence, pattern formation͒ occurs throughout the system including regions inside the original structure. Recently, a method for controlling polymer blend morphologies has emerged where the thermodynamic parameters which drive phase separation ͑temperature, pressure, etc͒ are varied with time ͓14-23͔. For example, Onuki et al. ͓14,15͔ elucidated the competition between phase separation and dissolution in systems which are alternatively brought below and above the phase-separation point via periodic temperature variations. However, the simplest and most popular example of phase separation under time-dependent thermodynamic conditions involves "double-quench" conditions. Double quench generally refers to a transition from a one-phase to a two-phase region and a subsequent second quench within the two-phase region. Typically, the second quench is performed such that the driving force for phase separation is increased. The first ͑shallower͒ quench results in the formation of separate domains rich in each of the two polymer species. Subsequent to the second ͑deeper͒ quench, the shallow domains become unstable and further phase separation occurs inside the domains formed during the first quench. Therefore, through the application of double-quench conditions, hierarchic structures consisting of larger domains containing dispersed microdomains can occur ͓16,17,22,23͔.
Alternatively, structures can be first dissolved and then quenched by transferring the system from a two-phase region to a one-phase region and, subsequently, back again into a two-phase region. For example, Graca et al. ͓20͔ considered a three-step process where a PMPS-PS blend was allowed to phase separate in the two-phase region. Once the domain structure was well established, the system was annealed into a one-phase region such that the structure began to dissolve. Prior to complete dissolution the system was brought back into the two-phase region and morphologies similar to that obtained under double-quenched conditions were obtained. Recently, Clarke ͓21͔ introduced pre-existing particles of one type of polymer into a matrix of a dissimilar polymer. These particles were then allowed to partially dissolve in the onephase region before the blends were quenched into the twophase region, such that further phase separation occurred. This provided an alternative method for creating hierarchic structures from prefabricated geometries. Here, we extend this notion by investigating the formation of structures from the annealing and subsequent quenching of threedimensional structures formed from inserting "tape" of one polymer into the bulk of a dissimilar polymer. These preexisting structures are assumed to consist of periodic arrays of tape ͑rectangular parallelepipeds, or cuboids͒ which extend infinitely in one direction. Through the dissolution ͑in the one-phase region͒ and subsequent quenching ͑in the two-phase region͒ of these initial morphologies, we show how three-dimensional hierarchic structures can be obtained.
In order to model the kinetics of the polymer blend dissolution and phase separation, we employ the Cahn-Hilliard method ͓24,25͔, modified for polymer blends. The CahnHilliard technique provides an efficient method for capturing the diffusive nature of spinodal decomposition in binary mixtures. This makes the technique particularly applicable to high-viscosity fluids like polymer blends where hydrodynamic interactions can play a negligible role in the evolution of the system. This method has been modified to model the evolution of polymer blends described by the Flory-Huggins free energy of mixing ͓26͔. Furthermore, De Gennes extended the Flory-Huggins theory to include an entropic contribution to the square gradient coefficient which accounts for the chain connectivity of polymer molecules ͓27͔. This modified Cahn-Hilliard method is, therefore, ideal for simulating the phase-separating kinetics of polymer blends.
We use the finite-difference method to computationally evolve the kinetics of the coarse-grained Cahn-Hilliard model; details of this methodology are given in Sec. II. In Sec. III we present our results, and relevant discussions, concerning the construction of three-dimensional structures in polymer blends. We summarize our results and draw conclusions in Sec. IV.
II. METHODOLOGY
We simulate the phase-separation kinetics of an incompressible binary polymer blend using a method which is based on the Cahn-Hilliard model, modified to take into consideration the chain connectivity of polymers. Unless otherwise stated, the three-dimensional systems considered here are of size L 3 = 200ϫ 60ϫ 200, and the systems possess periodic boundary conditions in all three directions ͓28͔. The polymer melt is characterized by the scalar order parameter, , which represents the concentration of the A-like polymer; the concentration of the B-like polymer is represented by ͑1−͒, due to incompressibility constraints. For simplicity, we restrict the current study to symmetric polymer blends in which the degree of polymerization is the same for both the A and B polymers ͑N A = N B = N͒. The kinetic equation describing the evolution of the order parameter is given as ͓24-26͔
where M͑͒ is the kinetic coefficient ͑or mobility͒ of the order parameter and F ϵ F͕͑r , t͖͒ is the free-energy functional which consists of both local and gradient contributions ͓29͔. The mobility of a polymer species is assumed to be proportional to the concentration of the species. This results in a concentration-dependent mobility of the form, M͑͒ = D͑1−͒ ͓27,30͔.
As mentioned earlier, the free-energy functional is composed of both a local and gradient term; the former dictates the energy of mixing and local equilibria, while the latter introduces a surface tension which drives domain growth.
The local contribution to the free energy is given by the Flory-Huggins theory to be
where k B is the Boltzmann constant, T is the temperature, and is the Flory-Huggins enthalpic interaction parameter ͓31,32͔. The integration is over the volume of the system. The critical value of the parameter at which phase separation occurs in Eq. ͑2͒ is given by ͓26,27͔
where 0 is the average concentration of A-like polymer in the system.
The square gradient term in the free energy is given as ͓26,27͔
where l i is the Kuhn length of species i, which we currently assume to be the same for both A and B polymers ͑l A = l B = l͒. Substituting Eqs. ͑2͒ and ͑4͒ into Eq. ͑1͒ can give the following dimensionless ͑and appropriately scaled͒ evolution equation ͓21,26͔:
where = D͑ m − s ͒ 2 t / l 2 is the dimensionless time scale and x = ͱ ͉ m − s ͉r / l is the dimensionless length scale. m is the maximum value used during the simulation ͑the deepest quench͒. It is straightforward to solve the above equation using the finite difference method ͑full details are given by Glotzer ͓26͔͒. In the current study we update the system using a time step of ⌬ = 0.02 and a spatial discretization of ⌬x =1/ ͱ 8. Different step sizes were also studied to ensure that the results were not an artifact of the discretization. The degree of polymerization, N = 2000, is assumed to be the same for both the A and B polymers. In all the systems considered here, the average concentration is maintained at 0 = 0.25 and spinodal decomposition, therefore, occurs at Ͼ s = 0.0013 . The above model allows us to simulate the kinetics of both the dissolution of the pre-existing structure ͑at Ͻ s ͒ and the subsequent spinodal decomposition from the partially dissolved structure ͑at Ͼ s ͒. Next, we describe results from our three-dimensional investigations into the dissolution and quenching of pre-existing structures and the morphologies that can emerge.
III. RESULTS AND DISCUSSION
Initially we consider a tape of size 10 m ϫ 3 m ϫϱ ͑or 100⌬x ϫ 30⌬x ϫϱ in lattice units͒. An order parameter of 0.99 is assigned in regions inside the tape volume, while outside the order parameter is 0.01. This order parameter distribution is then perturbed by a Gaussian noise of variance 0.001 and smoothed using a moving average ͑over nearest neighbors͒ in order to widen the interfacial width. This preexisting structure is then partially dissolved by evolving the system at = 0.0001, which is less than s = 0.0013 . At some stage during the dissolution the system is brought within the two-phase region by increasing the parameter to m , which is greater than s . Figure 1 shows a snapshot ͑at time = 2400⌬͒ of a system which has been evolved for 1300⌬ at = 0.0001 prior to the parameter being increased to m = 0.002. Figure 1͑a͒ shows orthogonal contour slices, depicting the concentration of A-like polymers, through the three-dimensional system, while Fig. 1͑b͒ shows a red isosurface at = 0.5 and grayscaled isocaps ͑regions where A domains cross the system boundaries are shaded between black for = 0.5 and white for =1͒. Plotting the data in this manner allows us to gain additional insight into the complex three-dimensional morphologies generated in this study. The tape is initially infinitely extended in the z direction and rectangular in the x -y plane ͑such that 50Ͻ x Ͻ 150 and 15Ͻ y Ͻ 45͒. Upon the two-step dissolution and quenching process, the system maintains the general aspect ratio of the original structure in the x -y plane. However, the shape of the region has become curved and the sharp rectangular corners are no longer present. Furthermore, during the quenching stage of the twostep process instabilities have arisen both inside the structure and in the neighboring bulk material. This is initially seen as a ring of intermixed ͑ Ϸ 0.5͒ material in the structure and a slight halo of intermixed material around the structure. The intermixed regions coagulate to form a ring of B-polymer channels inside the A-polymer structure and a series of A-polymer channels in the B-polymer matrix. In order to quantify this observation we plot the average order parameter ͑averaged over the z direction͒ for fixed y = 37, as a function of x ͑see Fig. 2͒ . Therefore, this one-dimensional averaged concentration profile runs through the channels within the polymer structure ͑see y = 37 in Fig. 1͒ . We plot the concentration profiles at different times. At time = 1300 we see the partially dissolved structure prior to quenching the system inside the two-phase region. Quenching the system initially causes strong phase separation to occur at the boundaries of the structure ͑regions where strong curvature occurs͒. However, in the center of the system where the channels form, the concentration drops to an intermixed value ͑ = 2100⌬͒ before phase separating into a well-defined and regular periodic pattern ͑ = 2500⌬͒.
A snapshot ͑at time = 3100⌬͒ of a system which has been evolved for 1800⌬ at = 0.0001 prior to the parameter being increased to m = 0.002 is shown in Fig. 3 . Here, we display orthogonal contour slices through the threedimensional system. The system was allowed to dissolve for longer than the system shown in Fig. 1 . As a consequence of FIG. 1. ͑Color online͒ Snapshot ͑at time = 2400⌬͒ of a system which has been evolved for 1300⌬ at = 0.0001 prior to the parameter being increased to m = 0.002. We show both ͑a͒ orthogonal contour slices, depicting the concentration of A-like polymers, through the three-dimensional system, and ͑b͒ a red isosurface at = 0.5 with gray-scaled isocaps ͑regions where A domains cross the system boundaries are shaded between black for = 0.5 and white for =1͒. Units are dimensionless: see Sec. II for more details.
FIG. 2. Average order parameter ͑averaged over the z direction͒ for fixed y = 37, as a function of x. The system shown in Fig. 1 is represented at different times during its evolution. Units are dimensionless: see Sec. II for more details.
this greater dissolution, a ring of intermixed material again appears in the structure, but now phase separates to form a band of continuous B-rich polymer. This essentially results in a region of A-like polymer, much smaller than the original tape size, surrounded by a band of B-like polymer, which is itself enclosed in a band of A-like polymer. The size of this outer band is closer to the original size of the tape structure. Furthermore, the channels of A-like polymer which form in neighboring regions of the bulk B-like polymer appear to coagulate slightly around the central regions ͑x Ϸ 100͒.
A further increase in the time at which the original tape structure is allowed to dissolve, before the system is quenched into the two-phase region, is shown in Fig. 4 . We depict a system at time = 3000⌬ which has been evolved for 2000⌬ at = 0.0001 prior to the parameter being increased to m = 0.002. There are several effects of this further dissolution, in particular the formation of a series of channels in the center of the structure. To highlight this particular feature we represent the data as an isosurface which depicts the interface between A-rich and B-rich domains. Dissolving and quenching the system now leads not only to a band of intermixed material forming within the confines of the original structure, but also intermixed material forming in the center of the structure. These intermixed regions phase separate to form not only a band of B-like polymer inside the structure, but also an array of B-like polymer microchannels in the center of the structure. Figure 5 elucidates the formation of the central microchannels shown in Fig. 4 . The average order parameter ͑av-eraged over the z direction͒ for fixed y = 30 is plotted as a function of distance in the x direction. The one-dimensional profiles run through the center of the simulation and reveal the formation of the central channels. We see that the phaseseparation process is initially instigated at the boundaries ͑where the system is curved͒ and proceeds through the system towards the center. At time = 3000⌬ we see that a regular array of several microchannels forms within the center of the structure.
We can also obtain additional insight into the complexity of these systems by considering the interfacial area, A I , as a function of time ͑calculated using the "broken bond method" ͓33͔͒. See Fig. 6 . The interfacial area is inversely proportional to the domain size, and we shift the time scale by Q , the time at which quenching occurs. For the system which is allowed to evolve for 700⌬ prior to quenching ͑ Q FIG. 3. ͑Color online͒ Snapshot ͑at time = 3100⌬͒ of a system which has been evolved for 1800⌬ at = 0.0001 prior to the parameter being increased to m = 0.002. We show orthogonal contour slices, depicting the concentration of A-like polymers, through the three-dimensional system. Units are dimensionless: see methodology for more details ͓34͔.
FIG. 4. ͑Color online͒ Snapshot ͑at time = 3000⌬͒ of a system which has been evolved for 2000⌬ at = 0.0001 prior to the parameter being increased to m = 0.002. We show a red isosurface at = 0.5 with gray-scaled isocaps ͑regions where A domains cross the system boundaries are shaded between black for = 0.5 and white for =1͒. Units are dimensionless: see Sec. II for more details ͓34͔.
FIG. 5. Average order parameter ͑averaged over the z direction͒ for fixed y = 37, as a function of x. The system shown in Fig. 4 is represented at different times during its evolution. Units are dimensionless: see Sec. II for more details. = 700⌬͒, the system possesses little variation as a function of time. The structure that forms after quenching resembles the original tape structure, although the "corners" of the rectangular structure become smoothed and slight phase separation occurs in the tape structure towards the edges. As the time prior to quenching, Q , is increased, the systems are allowed to dissolve for longer and, hence, more interesting structures emerge. As can be seen from Figs. 1-5, the effect of increasing Q causes a ring of B-like channels to be formed in the A-like structure and eventually, at Q Ͼ 2000⌬, a band of B-like material with a central region of microchannels. This increasing complexity can be seen to result in the formation of greater interfacial area.
We next turn our attention from the effects of varying the duration of dissolution to the effects of varying the quench depth. The system is allowed to dissolve for 2000⌬ before the system is brought within the two-phase region ͑ → 2 ͒. During the course of these runs ͉ m − s ͉ ͓see Eq. ͑5͔͒ is maintained at ͉0.0024-0.0013 ͉, where m is the maximum value used during these runs, thus maintaining the same spatial and temporal scales and discretization. The effects of varying m is depicted in Fig. 7 . Figure 7͑a͒ shows an isosurface plot of the concentration fluctuations in the system with 2 = 0.0015, at time = 5000⌬. If this system is contrasted with Fig. 7͑b͒ , which shows the same system but with 2 = 0.0024, we see a difference in the complexity of the patterns formed. The driving force for phase separation is reduced for lower values and, therefore, systems which undergo a shallower second quench are allowed to diffuse more prior to phase separation and the formation of complex structures. The instabilities in the A-rich and B-rich regions of the system ͑subsequent to thrusting the system into the two-phase region͒ are allowed to diffuse prior to phase separation. In the systems presented in Fig. 7͑b͒ , the quench is deeper and, therefore, phase separation occurs faster and structures of greater complexity are formed.
Further insight into this phenomenon is given in Fig. 8 , which depicts the interfacial area as a function of time for systems quenched to different depths. The level of interfacial area is dramatically increased as the complexity of the patterns formed increases. The system of 2 = 0.0015 maintains a structure similar to that of the dissolved tape as the system gradually comes out of solution. Hence, the interfacial area shows little variation. As the parameter is increased the amount of time prior to the formation of a structure is shorter and the complexity of the structures ͑magnitude of the interfacial area͒ is increased.
Finally, we turn our attention to the effects of aspect ratio. In all the systems considered so far we assumed that the tape was 10 m ϫ 3 m ϫϱ in size, in a system of size 20 m ϫ 6 m ϫϱ ͑such that 0 = 0.25͒. Here, we vary the aspect ratio of the initial tape structure by varying the size in the x direction, maintaining, however, a ratio between system length and tape length of 2. In this manner, 0 is maintained at 0.25. We evolve the systems for 2000⌬ at = 0.0001 prior to increasing the parameter to m = 0.002. A snapshot, at a time = 3000⌬, of the structure obtained for an initial tape of size 6 m ϫ 6 m ϫϱ is shown in Fig. 9 , which shows an isosurface plot which depicts the interface between A-rich and B-rich domains. The system evolves into a structure consisting of a central column of A-like polymer surrounded by rings of both B-like and A-like polymer, respectively. Also present are isolated columns of A-like polymer in the neighboring bulk material. We quantify the evolution of this structure in Fig. 10 , which depicts the average order parameter ͑averaged over the z direction and considering y = 30, through the center of the simulation͒ as a function of x at various times during the simulation. Initially the concentration of A-like polymer is diffuse and spreads out over a wide region. Upon quenching, the system evolves to reveal the structure depicted in Fig. 9 at time = 3000⌬. The central region of A-like polymer in the center of the column at time = 3000⌬ diffuses out to the surrounding A-like polymer ring to form a central channel of B-like polymer and a "sheath" of A-like polymer ͑e.g., at time = 4000⌬͒. Figure 11 shows orthogonal contour slices through a system with an initial tape of size 15 m ϫ 3 m ϫϱ at time = 3000⌬. The morphologies obtained are similar to that shown in Fig. 4 ͑which shows a system initially containing a tape of size 10 m ϫ 3 m ϫϱ͒. Morphologies emerge which consist of an array of channels rich in B-like polymer in the center of the structure. The evolution of this system is further examined in Fig. 12 , which considers the average order parameter as a function of distance in the x direction ͑averaged over the z direction and considering y = 30, through the center of the simulation͒. The formation of the complex structure is again seen to initiate at the edges of the structure and results in an array of microchannels throughout the sample. The fine array of microchannels diffuses out with time, as the domains grow and coarsen, and at time = 4000⌬ this internal structure is no longer present. FIG. 9. ͑Color online͒ Snapshot ͑at time = 3000⌬͒ of a system initially containing a tape of size 6 m ϫ 6 m ϫϱ which has been evolved for 2000⌬ at = 0.0001 prior to the parameter being increased to m = 0.002. We show a red isosurface at = 0.5 with gray-scaled isocaps ͑regions where A domains cross the system boundaries are shaded between black for = 0.5 and white for =1͒. Units are dimensionless: see Sec. II for more details ͓34͔.
FIG. 10. Average order parameter ͑averaged over the z direction͒ for fixed y = 30, as a function of x. The system shown in Fig. 9 is represented at different times during its evolution. Units are dimensionless: see Sec. II for more details.
IV. SUMMARY AND CONCLUSIONS
We have demonstrated that the dissolution and quenching of pre-existing morphologies can lead to various structures. These structures are formed from inserting a regular array of A-like polymer tape structures into a matrix of B-like polymer. These initial structures are then allowed to dissolve in the one-phase region ͑ Ͻ s ͒. Prior to complete dissolution the system is brought into the two-phase region ͑ Ͼ s ͒. This process is shown to produce interesting structures. In particular, the complexity of the structures is found to increase with increasing duration of dissolution and increasing quench depth.
The structures presented here are not only of scientific interest, but could also have technological importance. For example, if the A-like polymer phase shown in Fig. 9͑b͒ was conductive ͑or reinforced with conducting nanoparticles͒, then the structure might well resemble a coaxial cable, with the central A-like polymer column, comprising the inner wire, being separated by the B-like polymer ring from the outer A-like polymer ring, which would act as the screening wire. It is, therefore, highly desirable to control the formation of hierarchical structures in polymer blends and, thereby, isolate potential technologically important morphologies. FIG. 11 . ͑Color online͒ Snapshot ͑at time = 3000⌬͒ of a system initially containing a tape of size 15 m ϫ 6 m ϫϱ which has been evolved for 2000⌬ at = 0.0001 prior to the parameter being increased to m = 0.002. We show orthogonal contour slices, depicting the concentration of A-like polymers, through the threedimensional system. Units are dimensionless: see Sec. II for more details ͓34͔.
FIG. 12. Average order parameter ͑averaged over the z direction͒ for fixed y = 30, as a function of x. The system shown in Fig.  11 is represented at different times during its evolution. Units are dimensionless: see Sec. II for more details.
