Abstract-Data Mining extracts the knowledge or interesting information from large set of structured data that are from different sources. Data mining applications are used in a range of areas; they are financial data analysis, retail and telecommunication industries, banking, health care and medicine. In health care, the data mining is mainly used for disease prediction. In data mining, there are several techniques have been developed and used for predicting the diseases that includes data preprocessing, classification, clustering, association rules and sequential patterns. This paper analyses the performance of two classification techniques such as Bayesian and Lazy classifiers for hepatitis and thyroiddataset.This classification task helps to classify the hepatitis dataset into two classes namely live and die and also to classify the thyroid dataset into two classes hyperthyroid or hypothyroid. In Bayesian classifier, two algorithms namely Bayes Net and Naive Bayes are considered. In Lazy classifier we used two algorithms namely IBK and KStar. Comparative analysis is done by using the WEKA tool. It is open source software which consists of the collection of machine learning algorithms for data mining tasks.
INTRODUCTION
Data mining refers to extracting knowledge from massive amount of information. It is the set of activities used to find new, hidden or unexpected patterns or unusual patterns in data. Compared with other data mining application fields, medical data mining plays an important role and it has some unique characteristics. The medical data processing has the high potential in medical domain for extracting the hidden patterns within the dataset [15] . These patterns are used for clinical diagnosis and prognosis. The medical data are generally distributed, heterogeneous and voluminous in nature. An important problem in medical analysis is to achieve the correct diagnosis of certain important information. This paper describes classification algorithms and it is used to analyze the performance of these algorithms. The accuracy measures are True Positive (TP) rate, F Measure, Receiver Operating Characteristics (ROC) area and Kappa Statistics.
The error measures are Mean Absolute Error (M.A.E), Root Mean Squared Error (R.M.S.E), Relative Absolute Error (R.A.E) and Relative Root Squared Error (R.R.S.E) [5] .Section 2 explains the literature review; Section 3 describes the classification algorithms. Experimental results are analyzed in section 4 and section 5 illustrates the conclusion of this paper.
II. LITERATURE REVIEW
S.Vijayarani et al., [11] determined the performance of various classification techniques in data mining for predicting the heart disease from the heart disease dataset. The classification algorithms are used and tested in this work. The performance factors evaluate the efficiency of algorithms, clustering accuracy and error rate. The result illustratedtheLOGISTICS classification function efficiency is better than multilayer perceptron and sequential minimal optimization.Kaushik H. Raviya et al., [3] characterize the comparison on three classification techniques such as K-nearest neighbour, Bayesian network and Decision tree. The main purpose of this analysis is to enumerate the best technique from all the three techniques. This paper describes the direct relationship between execution time and the quantity of data records. It also determines an indirect relationship between execution time and attribute size of the data sets.G.RaviKumaret.al, [16] have examined the comparative study between J48, Naivebayes, KNN, SVM, MLP, and Logistic and finds the performance, accuracy, progression of error, execution time and the effective algorithm. In this research work breast cancer data set has been collected from the UCI repository dataset and result has been produced in WEKA.AnshulGoyal et al., [17] determined a performance evaluation of naïve bayes and J48 classification algorithms. The experimental results illustrated classification accuracy and cost analysis. Comparison is made on both the algorithms and J48 gives more classification accuracy for class gender in bank dataset which has two values male and female. The result shows the efficiency, cost and the accuracy of j48 algorithm isgood compared to naïve bayes algorithm.
III. RESEARCH METHODOLOGY
Classification is used to classify the data into predefined class labels. The main objective of this paper is to find the best classification algorithm among Bayesian and Lazy classifiers for classifying hepatitisand thyroid data set. Figure 1 shows the proposed methodology.
A. Dataset
In order to compare the data mining classification techniques, the hepatitis and thyroid data is collected from the UCI repository. The term Missing Completely at Random refers to data where the missingness mechanism does not rely upon the variable of interest, or the any other variable, which is examined within the dataset [10] . It is possibility of missing data on any attribute does not depend on any value of attribute.  MAR: Sometimes data may not be missing at random but may be named as missing at Random. We consider an entry V is missing at random, if the data meets the requirements that missingness should not depend on the variable of V after controlling for another variable [9] .  NAMR: If the data is not missing at random or instructively missing it is termed as Not Missing at Random. This situation occurs once the missingness mechanism depends on the actual value of missing data.
Modeling such a condition could be a terribly tough task to achieve [2] . [3] . Every node is annotated with a contingent probability distribution (CPD) that represents P ( | Pa ( )) where Pa ( ) denotes the parentsof in G. the pair (G, CPD) encodes the joint distribution P ( …. ). A unique joint probability distribution over X from G is factorized as: c) NaiveBayes NaiveBayes implements the probabilistic NaiveBayes classifier. It uses the normal distribution to model numeric attributes. It can use kernel density estimators, which develop performance if the normality assumptionis correct; it can also handle numeric attributes using supervised discretization. The NaiveBayes algorithm is based on conditional probabilities. NaiveBayes uses Bayes theorem that is a formula that calculates a probability by counting the frequency of values and mixtures of values within the historical data [15] .
 P (c|x) is the posterior probability of class (target) given predictor (attribute).  P(c) is the prior probability of class.  P (x|c) is the chance which is the probability of predictor given category.  P(x) is the previous probability of predictor.
d) Lazy Classifier
Lazy learners store the training instances and no real work until classification time. Lazy learning is a learning method within which generalization beyond the training data is delayed until a query is created to the system wherever the system tries to generalize the training data before receiving the queries [13] . The main advantage gained in using a lazy learning method is that the target function will be approximated regionally such as in KNN algorithm. Because the objective function is approximated regionally for each query for the system, this Lazy learning systems will concurrently solve multiple issues and deal successfully with changes in the problem field [1] [3] . The disadvantages with this method include the massive space requirement to store the entire training dataset. Mostly noisy training data increases the case support unnecessarily, as s result of no concept is made during the training phase. e) IBK (K-Nearest Neighbour) IBK is a k-nearest neighbor classifier that uses the same distance metric. The number of nearestneighbours will be specified explicitly in the object editor or determined automatically using leave-on-out cross-validation focus to an upper limit given by the specific value. There are different search algorithms will be used to speed up the task to find the nearest neighbours [1] [3] .
Predictions from more than one neighbor are often weighted according to their distance from the test instance and two different formulas are implemented for changing the distance into a weight. The number of training instances kept by the classifier will be restricted by setting the window size option. As new training instances are added, the old one is removed to maintain the amount of training instances at this size [5] . f) Kstar K* algorithm can be defined as a methodology of cluster analysis that mainly aims at the partition of 'n observations into k' clusters in which each observation belongs to the cluster with the nearest mean. K* is a simple, instance based classifier, similar to K-Nearest Neighbour (KNN). We can describe the K* algorithm as an instance based learner that uses entropy as a distance measure [7] . The advantages are it provides a consistent approach for handling the real value attribute, symbolic attributes and missing values. The K* function can be calculated as follows, Where P* is the probability of all transformational ways from instance x to y. It may be helpful to understand this as a probability that x will arrive at y via a random walk in IC feature space [1] .
IV. EXPERIMENTAL RESULTS

A. Accuracy Measure
In this paper wehave used 10-fold cross-validation method to estimate the performance of these different classification methods.The following tables 1and 2 shows the accuracy measuresfor the classification techniques. The term accuracy refers the correctly classified instances by the total number of instances present in the dataset. .
ROC Area is a traditional to plot this same information in a normalized form with false negative rate plotted against the false positive rate. From the graph, we observed that, In Bayes Classifier Naïve Bayes attains highest error rate and KStar attains highest error rate in Lazy Classifier. Therefore the Bayes Net and IBK classification algorithms perform well because it contains least error rate when compared to other algorithm.
V. CONCLUSION
Data mining is the extraction of useful information or knowledge from huge data repositories. In this paper, two classification techniques in data mining are compared to find the better classification algorithm. The classification algorithms namely Bayesian and Lazy classifier are used for classifying the hepatitis and thyroid dataset. The Bayesian Algorithm includes two techniques namely BayesNet and NaiveBayes, the Lazy algorithms includes two techniques namely IBK (K-Nearest Neighbour) and KStar.By analysing the experimental results it is observed that the Bayesian classifier's NaiveBayes classification technique has earns better result than other techniques for hepatitis dataset and BayesNet classification technique gives the best accuracy for thyroid dataset. Generally, the overall results specify that the performance of the classifier based on the dataset.
