We study the behavior of the Quillen metric for the family of Riemann surfaces with cusps when the additional cusps are created by degeneration.
Introduction
We study the behavior of the Quillen metric for the family of Riemann surfaces with cusps when the additional cusps are created by degeneration.
Let X and S be complex manifolds, and let π : X → S be a proper holomorphic map. The construction of Grothendick-Knudsen-Mumford [27] (cf. also [10, §3] ) associates for every holomorphic vector bundle ξ over X the "determinant of the direct image of ξ" -the holomorphic line bundle over S, which we denote (cf. (2.37)) λ(j * ξ) −1 := det(R • π * ξ).
(1.1)
Let's fix a holomorphic, proper, surjective map π : X → S of complex manifolds, such that for every t ∈ S, the space X t := π −1 (t) is a complex curve whose singularities are at most ordinary double points (in the terminology of [7] , [19] , a f.s.o.). In other words, we are considering a family of Riemann surfaces with double-point singularities.
We denote by Σ X/S ⊂ X the submanifold of singular points of the fibers (see Corollary 2.5). We denote by ∆ = π * (Σ X/S ) the divisor formed by the locus of the singular fibers π.
In this article we only consider π for which the associated divisor ∆ has normal crossings. Let σ 1 , . . . , σ m : S → X \ Σ X/S be disjoint holomorphic sections of π. We denote by D X/S the divisor on X, given by D X/S = Im(σ 1 ) + · · · + Im(σ m ).
(1.2)
Let the norm · ω X/S on the canonical line bundle ω X/S (see (2.33) ) over X \(π −1 (|∆|)∪|D X/S |) be such that its restriction over each nonsingular fiber X t := π −1 (t), t ∈ S \ |∆| of π induces the Kähler metric g T Xt on X t \{σ 1 (t), . . . , σ m (t)} such that the triple (X t , {σ 1 (t), . . . , σ m (t)}, g T Xt ) is a surface with cusps in the sense of [18] , [28] , [21] (see Section 2.1). In other words, we suppose that the norm · ω X/S induces complete Kähler metric over X t \ {σ 1 (t), . . . , σ m (t)} so that the scalar curvature is equal to −1 away from a compact subset on X t . Thus, the sections σ 1 , . . . , σ m are essentially parameterizing the positions of cusps in the fibers. with the canonical norm · X/S over X \ (π −1 (|∆|) ∪ |D X/S |), induced by · ω X/S and · div D X/S . One should think of the norm · X/S as some norm which has logarithmic singularities in the neighborhood of |D X/S |. Let (ξ, h ξ ) be a holomorphic Hermitian vector bundle over X. Let h det ξ be the induced Hermitian metric on det ξ := Λ max ξ. In [18, Definition 2.16] , we defined the analytic torsion T (g T Xt , h ξ ⊗ · 2n M ) of the fiber (X t , g T Xt ) associated with a singular Hermitian vector bundle (ξ ⊗ ω X/S (D) n , h ξ ⊗ · 2n M ) through the regularized trace of the heat kernel, obtained by subtraction of a universal contribution coming from cusp. See Section 2.1 for a more detailed discussion on this.
In [18, §2.1] , we've also seen that for n ≤ 0, the L 2 -scalar product 1 α, α L 2 := 1 2π Xt α(x), α (x) h dv Xt (x), α, α ∈ C ∞ (X t , ξ ⊗ ω X/S (D) n ), (1.5) where ·, · h is the pointwise scalar product, dv Xt is the induced Riemannian volume form on (X t , g T Xt ), induces the natural L 2 -norm on the determinant line bundle λ(j * (ξ ⊗ ω X/S (D) n )), n ≤ 0 over S \ |∆|.
In [18] , [19] (cf. Definition 2.7), we've defined the Quillen norm · Q (g T Xt , h ξ ⊗ · 2n X/S ) on the determinant line bundle λ(j * (ξ ⊗ ω X/S (D) n )), n ≤ 0 over S \ |∆| as the product of the analytic torsion of the fiber T (g T Xt , h ξ ⊗ · 2n M ) from [18] , and the L 2 -norm of the fiber, see Section 2.1. As we explained in [19] , this definition gives a non-compact 1-dimensional version of the definition of the Quillen norm of Bismut-Gillet-Soulé [10] and generalizes the definition of Quillen [31] , which was given for n, m = 0 and π, (ξ, h ξ ) trivial.
Let's denote by · W X/S the Wolpert norm on ⊗ m i=1 σ * i (ω X/S ) induced by · ω X/S (see Definition 2.2). This norm tracks the change of Poincaré-compatible coordinates near the cusp. The necessary definitions for the following passage are given in Definitions 2.11, 2.12, 2.14.
We suppose that the Hermitian norm · X/S on ω X/S (D) extends continuously over X \ (Σ X/S ∪ |D X/S |), has log-log growth with singularities along Σ X/S ∪ |D X/S |, is good in the sense of Mumford on X with singularities along π −1 (∆) ∪ D X/S , and the coupling of c 1 (ω X/S (D), · 2 X/S ) with two continuous vertical vector fields over X \ (Σ X/S ∪ |D X/S |) is continuous over X \ (Σ X/S ∪ |D X/S |).
(1. 6) Then in [19, Theorem C3] (cf. Theorem 2.8) we proved that under assumption (1.6), the norm · Ln := · Q (g T Xt , h ξ ⊗ · 2n X/S ) 12 
on the line bundle
extends continuously over S. The main goal of this article is to give the precise value of this continuous extension, and give a geometric interpretation of it as the Quillen norm of the normalization of a singular fiber. More precisely, as ∆ has normal crossings, for any t ∈ S, by shrinking the base S, we may always suppose that for some l ∈ N, the divisor ∆ decomposes in the neighborhood of t as ∆ = k · ∆ 0 + k 1 · ∆ 1 + · · · + k l · ∆ l , (1.9) where ∆ i , i = 0, . . . , l are divisors induced by the submanifolds |∆ i | and k, k j ∈ N * , j = 1, . . . , l. Let ∆ 0 j := ∆ j ∩ ∆ 0 be the induced divisor on S := |∆ 0 |, and let ∆ be the divisor on S given by ∆ := k 1 · ∆ 0 1 + · · · + k l · ∆ 0 l .
(1.10)
Let ι : S → S be the obvious inclusion. We denote Z := π −1 (S ), Z t := π −1 (t), t ∈ S , and let ρ : Y → Z be the normalization of Z. We denote by π : Y → S the family of surfaces, induced by the following commutative square Y
The restriction of the holomorphic sections σ 1 , . . . , σ m on S induce the holomorphic sections, which we denote by σ 1 , . . . , σ m : S → Y . See Figure 1 for an example.
X t X 0 Y 0 t 0 ρ Figure 1 : A degenerating familiy. Our goal is to relate a norm on the line bundle at the singular fiber with a norm on the line bundle on its normalization. Points represent the elements in D X/S | Xt , D X/S | X 0 and D Y /S | Y 0 . Notice the added marked points on the normalization.
Let Σ Z/S be the locus of points, which get normalized in ρ. The manifold Σ Z/S is a union of some connected components of Σ X/S , thus, it has codimension 2 in X (see Corollary 2.5). Let
the obvious inclusion. Then the restriction of π to ρ −1 (κ(Σ Z/S )) is the covering of degree 2k, see (1.9). By shrinking the base, we may suppose that it is a trivial cover, so there are holomoprhic sections σ m+1 , . . . , σ m+2k :
(1.13)
We also define the twisted canonical line bundle of π as follows
Then, classically (cf. Section 2.1), we have the canonical isomorphism 
We suppose that
is such that its restriction over each nonsingular fiber Y t := π −1 (t), t ∈ S \ |∆ | of π induces the Kähler metric g T Yt , for which the triple (Y t , {σ 1 (t), . . . , σ m+2k (t)}, g T Yt ) is a surface with cusps.
(1.17)
Essentially the assumption (1.17) says that the cusps on the normalization of the singular fibers are produced either by the extension of the existing cusps or by degeneration.
We denote by · W Y /S the Wolpert norm on ⊗ m+2k i=1 (σ i ) * ω Y /S , induced by · ω Y /S (which is well-defined by the assumption 1.17). Now, similarly to (1.7), (1.8), we define the norm
We will now relate the restriction of L n to S with L n . For this, we denote by N Σ Z/S /X (resp. N S /S ) the normal vector bundle of Σ Z/S in X (resp. of S in S). Since the fibers of X have only double-point singularities, the projection π induces the canonical isomorphism (see (2.29) , cf. also [6, (2.9) 
Also, for the relative tangent bundle T Y /S of π and for any i = 1, . . . , k, the normalization map ρ induces the canonical isomorphism
We denote by ω S and ω S the canonical line bundles over S and S . By combining the duals of the isomorphisms (1.20), (1.21), for i = 1, . . . , k, we get the canonical isomorphism
The following isomorphism is given by Poincaré residue morphism (cf. [24, p. 147] )
By combining the isomoprhism (1.22), applied for each i = 1, . . . , k, the isomorphism (1.23) and by multiplying by
For t ∈ S , we have the following exact sequence of sheaves (cf. [6, (5.53 
where the first map is induced by the pull-back and (1.15), and the second map is the difference of residue morphism at ρ −1 (Σ Z/S ). The short exact sequence (1.25) of the line bundles over S induces the canonical isomorphism (cf. [6, (5.55 
We note that the square of det((π • ρ) * O ρ −1 Σ Z/S ) is canonically trivialized, so from now on, we don't mention those powers explicitly. Trivially, we have an isomorphism
The composition of the isomorphisms (1.24), (1.26) and (1.27) induce the canonical isomorphism
which is the protagonist of this paper. For k ∈ N * , we define C 0 = −6 log(π), C k = −6(1 + k) log(2) − 6(1 + 2k) log(π) − 6 log((2k)!).
(1.29)
Now we can state the main result of this article, which describes the continuous extension of the norm (1.7) in terms of the same objects that we've used in the definition of (1.7). Theorem 1.2 (Restriction theorem). Let π : X → S be a proper, holomorphic, surjective map of complex manifolds, such that for every t ∈ S, the space X t := π −1 (t) is a complex curve whose singularities are at most ordinary double points. We suppose that the divisor of singular curves ∆ decomposes as in (1.9). We use the notation as in (1.10) for k ∈ N and S .
Let σ 1 , . . . , σ m : S → X be disjoint holomorphic sections of π, which do not pass through singular points of the fibers. We denote by D X/S the divisor (1.2).
Let · ω X/S be a Hermitian norm on the canonical line bundle ω X/S (see (2.33) ) over X \ (π −1 (|∆|) ∪ |D X/S |) such that its restriction over each X t := π −1 (t), t ∈ S \ |∆| induces the Kähler metric g T Xt on X t \ {σ 1 (t), . . . , σ m (t)} such that the triple (X t , {σ 1 (t), . . . , σ m (t)}, g T Xt ) is a surface with cusps in the sense of [18] , [28] , [21] (see Section 2.1).
Let (ξ, h ξ ) be a holomorphic Hermitian vector bundle over X. We define · Ln , L n as in (1.7) and (1.8) . Let let family of complex curves π : Y → S be constructed as in (1.11) . We suppose that assumptions (1.6) and (1.17) hold. We define · L n , L n as in (1.18) and (1.19) .
Then the norm · Ln extends continuously over S and under the isomorphism (1.28), we have First of all, Theorem 1.2 is for codimension 1 family, where fibers are endowed with metric with cusps singularities, and the result [6, Theorems 0.2] works for families of any codimension but with smooth metric. Also, the way we endow singular fibers with the metric is crucially different. In our case even when the general fiber has no cusps, the metric on the normalization of the singular fiber acquires at least two cusps. This is different from [6, Theorems 0.2, 0.3], where author induce smooth metric on the normalization of the singular fiber. In particular, Theorem 1.2 doesn't follow directly from [6, Theorems 0.2, 0.3] and anomaly formula. Now, let's describe our second result. We fix a compact Riemann surface M and a set of points 
is well-defined in this case. Alternatively, we denote by Z (M ,D M ) (s), s ∈ C the Selberg zeta-function, which is given for Re(s) > 1 by the absolutely converging product:
where γ runs over the set of all simple non-oriented closed geodesics on (M, g T M hyp ), and l(γ) is the length of γ. The function Z (M ,D M ) (s) admits a meromorphic extension to the whole complex s-plane with a simple zero at s = 1 (see for example [15, (5. 3)]).
Let ζ(s) := ∞ k=1 k −s be the Riemann zeta function. For k ∈ N * , we put
(1.33)
For k ∈ N, we denote by B k : N 2 → R, E : N 2 → R the following functions
(1.34)
In particular, we see that for any k ∈ N, (g, m) ∈ N 2 , we have
Then, in case for hyperbolic surfaces and (ξ, h ξ ) trivial, for l ∈ Z, l < 0, Takhtajan-Zograf in [34, (6) ] proposed 2 the analogue of the analytic torsion defined via Selbrerg zeta function as
(1.36) has constant scalar curvature −1, the following identity holds
Thus, our definition of the analytic torsion is compatible with the definition of Takhtajan-Zograf.
Remark 1.5. For m = 0, i.e. when surfaces have no cusps, Theorem 1.4 was shown by Phong-D'Hoker [15, (7.30) ], [16, (3.6) ] (see also [33] , [12, (50) ] and [30, (9) ]). Our proof is based on their result. We note that Albin-Rochon in [1] proved (1.37) up to a universal constant (see also [19, (2. 43)]). Our approach to (1.37) is based on degenerating families, which is different from the one of Albin-Rochon. Now let's describe the applications of Theorems 1.2, 1.4 in the study of the moduli space M g,m of m-pointed Riemann surfaces of genus g ∈ N, 2g − 2 + m > 0. We denote by M g,m the Deligne-Mumford compactification of M g,m , by ∂M g,m := M g,m \ M g,m the compactifying divisor, by C g,m and C g,m the universal curves over M g,m and M g,m respectively. We denote by Π : C g,m → M g,m the universal projection. We denote by D g,m the divisor on C g,m , formed by m fixed points. We denote by ω g,m the relative canonical line bundle of Π, by ⊗ m i=1 σ * i ω g,m the determinant of the restriction of ω g,m to the divisor D g,m , and by ω g,m (D) the twisted relative canonical line bundle, [4] ), we endow ω g,m (D) with the Hermitian norm · hyp g,m , such that its restriction over each fiber induces the canonical hyperbolic metric of constant scalar curvature −1 by Construction 1.1. This endows the determinant line bundle λ(j * (ω g,m (D) n )), n ≤ 0, (2.10), which is usually called the Hodge line bundle, with the induced Quillen metric · Q,n g,m . We endow the line bundle 
extends continuously over M g,m . Also, the norm · H,n g,m is smooth over M g,m , as it can be seen, for example, from the curvature theorem (cf. [19, Theorem D] ) and the smoothness of the Weil-Petersson metric.
For the definition of the clutching morphisms
. . , m}, |I| = m 1 , |J| = m 2 }, see Knudsen [25] . We recall that the compactifying divisor ∂M g,m can be described in terms of (1.41) by (cf. [2, p.262])
.
(1.42)
From now on and till the end of this article, for brevity, we drop the subscripts from α, β.
After an application of adjunction formula, which asserts the canonical triviality of the line bundle Π * (ω g,m (D)| |Dg,m| ), the isomorphism (1.28) specifies in this case to the isomoprhisms
which also remarkably respect the natural Z-structure of the line bundles (1.40), coming from the arithmetic structure of the M g,m , as it was proved by Knudsen in [26, Theorem 4.2] (cf. [21] ).
Theorem 1.6 (Restriction theorem on M g,m ). a) The isomorphism (1.43) is an isometry if the left-hand side is endowed with · H,n g,m , and the right-hand side with exp(m · C −n ) · · H,n g−1,m+2 . b) Similarly, the isomorphism (1.44) is an isometry if the left-hand side is endowed with · H,n g,m , and the right-hand side is endowed with the norm exp(m · C −n ) · ( · H,n g 1 ,m 1 +1 · H,n g 2 ,m 2 +1 ). Remark 1.7. For a special family of curves from Section 2.3, which is less general than Theorem 1.6b), Freixas proved Theorem 1.6 for n = 0 in [21, Corollary 5.8] and extended it for n ≤ 0 in [21, Theorem 5.3] .
Instead of the usual definition Quillen norm, Freixas used its version, defined as a product of (1.36) and the L 2 -norm. By Theorem 1.4, our results are compatible. Note that to calculate the constant C −n from Theorem 1.2 we use those results of Freixas. Now let's state our final result which describes an explicit relation between the Quillen metric associated with a cusped metric and the Quillen metric associated with a metric on the compactified Riemann surface. This theorem should be regarded as a refinement of the relative compact perturbation theorem, [18, Theorem A].
To state it precisely, let's define the regularized integral on a surface with cusps. Let (M , D M , g T M ) be a surface with cusps. Let α ∈ C ∞ (M, ∧ 2 T M ). We suppose that for any P i ∈ D M , there are coordinates z i around P i ∈ D M , such that for some > 0 small enough, there are C ∈ C, l ∈ N such that the following estimate holds
(1.45)
We define r M α ∈ C by the following limit
In other words, r M α is the finite part of M \(∪{|z i |< }) α, as → 0. It is an easy verification that r M α doesn't depend on the choice of the coordinates z i . Let's recall that by [8, Theorem 1.27] , the Bott-Chern classes of a vector bundle ξ with Hermitian metrics h ξ 1 , h ξ 2 are natural differential forms, defined modulo Im(∂) + Im(∂), so that
where Td, ch are Todd and Chern forms. By [8, Theorem 1.27], we have the following identities
(1.51)
Finally, we note that Theorem 1.2 suggest that the renormalization Let's describe the structure of this paper. In Section 2, we recall the definition of the Quillen norm on the family of Riemann surfaces with cusps, the definition of Wolpert norm, and some results from [18] , [19] , which study those norms. Then we recall an analogue of Theorem 1.2 due to Freixas about convergence of the Quillen norm for a special family of hyperbolic Riemann surfaces, where the Quillen norm is defined using (1.36) . In Section 3 we extend a result of Bismut [6, Theorem 0.3] to families endowed with non-Kähler metric and give a proof of Theorems 1.2, 1.4, 1.6, 1.8.
Notation. For a complex manifold X, we denote by Ω X the sheaf of holomorphic sections of the vector bundle T * (1,0) X, and by ω X the canonical line bundle det(T * (1,0) X) of X. For a divisor D in X, we denote by s D the canonical meromorphic section of O X (D).
For > 0, we define
Families of nodal curves and hyperbolic metric on them
In this section we recall the relevant notations. More precisely, in Section 2.1, we recall the notion of the Quillen norm from [18] , [8] , [9] , [10] , the basic notions for families of Riemann surfaces with cusps from [7] , [19] and relevant results from [18] , [19] . In Section 2.2, we recall several notions of singularities of Hermitian metrics on holomorphic line bundles and a useful regularity result for push-forward of differential form in a family of curves with double-point singularities, which we proved in [19] .
Determinant line bundles, Serre duality and Quillen norms
Let M be a compact Riemann surface, and let
We say that g T M is a metric with cusps if it is Poincaré-compatible with some holomorphic coordinates of D M . A triple (M , D M , g T M ) of a Riemann surface M , a set of punctures D M and a metric with cusps g T M is called a surface with cusps (cf. [28] ). From now on, we fix a surface with cusps (M , D M , g T M ) and a Hermitian vector bundle (ξ, h ξ ) over it. We denote by
(2.
3)
The metric g T M endows by Construction 1.1 the line bundle ω M (D) with the induced Hermitian metric · M over M .
We recall here briefly the definition of the analytic torsion
Assume first m = 0, then the analytic torsion was defined by Ray-Singer [32, Definition 1.2] as the regularized determinant of the Kodaira Laplacian ξ⊗ω M (D) n associated with (M, g T M ) and
is defined for s ∈ C, Re(s) > 1 and it is holomorphic in this region. Moreover, we have
is the spectral projection onto the eigenspace corresponding to nonzero eigenvalues. Also, as it can be seen by the small-time expansion of the heat kernel and the usual properties of the Mellin transform, ζ M (s) extends meromorphically to the entire s-plane. This extension is holomorphic at 0, and the analytic torsion is defined by
By (2.4) and (2.6), we may interpret the analytic torsion as
Now, assume m > 0. Then M is non-compact, and the heat operator associated to ξ⊗ω M (D) n is no longer of trace class. Also the spectrum of ξ⊗ω M (D) n is not discrete in general. Thus, neither the definition (2.6), nor the interpretation (2.7) are applicable.
In [18, Definition 2.10], for n ≤ 0, we defined the regularized heat trace Tr r [exp ⊥ (−t ξ⊗ω M (D) n ] as a "difference" of the heat trace of ξ⊗ω M (D) n and the heat trace of the Kodaira Laplacian ω P (D) n corresponding to the 3-punctured projective plane P := P \ {0, 1, ∞}, P := CP 1 , endowed with the hyperbolic metric g T P of constant scalar curvature −1 and the induced metric · P on ω P (D) := ω P ⊗ O P (0 + 1 + ∞). Then in [18, Definition 2.16], we defined the regularized spectral zeta function ζ M (s) for s ∈ C, Re(s) > 1 by
And we concluded in [18, p. 17] , similarly to the case m = 0, the function ζ M (s) extends meromorphically to C and 0 is a holomorphic point. Then in [18, Definition 2.17], we defined the regularized analytic torsion as
In other words, we defined the analytic torsion by subtracting the universal contribution of the cusp from the heat trace and by normalizing it in sch a way that it coincides with the analytic torsion of Takhtajan-Zograf for CP 1 \ {0, 1, ∞}, endowed with the complete metric of constant scalar curvature −1.
Then for n ≤ 0, in [18, §2.1], we explain how to endow the complex line
In the compact case it coincides with the L 2 -norm induced on the harmonic forms.
The Quillen norm on the complex line is defined by
To motivate, when m = 0, this coincides with the usual definition of the Quillen norm from Quillen [31] , Bismut-Gillet-Soulé [8, (1.64)] and [10, Definition 1.5].
Following [18] , we say that a (smooth) metric
Similarly, we defined a flattening · f M of the norm · M .
depends only on the integer n ∈ Z, n ≤ 0, the functions 
on ω M (D), and by · W M , · W,0 M the associated Wolpert norms. Let h ξ 0 be a Hermitian metric on ξ over M . Then the right-hand side of the following equation is finite, and
Now let's pass tot the study of "singular Riemann surfaces". By a curve in this article we mean (cf. [2, Definition of nodal curve on p. 79]) an analytic space such that every one of its points is either smooth or is locally complex-analytically isomorphic to a neighborhood of the origin in
Let C be a curve with singularities Σ C ⊂ C. Let ρ : N → C be the normalization of C. For brevity, we denote the twisted relative canonical bundle on N by
(2.16)
We recall that for a point p ∈ ρ −1 (Σ C ), and a local holomorphic coordinate z of p, the Poincaré residue morphism Res p : We denote by C ∞ Res (N, ω N (D) n ) the set of smooth sections υ of ω N (D) n over N such that for any x, y ∈ N , x = y, ρ(x) = ρ(y), we have Res x (υ) = (−1) n Res y (υ).
(2.20)
By definition, we have the short exact sequence of sheaves
where the last isomorphism is given by the map
where x p , y p ∈ N are distinct points satisfying ρ(x p ) = ρ(y p ) = p. Then (2.21) and the resolution of the sheaf ω N (D) by the sheaves of germs of holomorphic forms with values in ω N (D) n induce, for any n ∈ Z, the natural isomorphisms
given by the following pairing:
(2.25)
The integration (2.25) is well-defined since only the poles of first order appear under the integral. By (2.20), Stokes and Residue theorems, (2.25) defines a pairing of H 1 (C, ω n C ) with H 0 (C, ω 1−n C ). Now, when X is non-singular and ω X is endowed with a Hermitian norm · X , by (1.5), the left-hand side and the right-hand side of (2.24) are endowed with the induced L 2 -norm · L 2 . By using the description of Serre duality through the Hodge star operator (cf. [14, p. 310 ]), we observe that for any υ ∈ H 1 C, ω n C ), we have
Thus, under the isomorphism (2.24), we have the isometry
Now let's pass to the study of curves in families. We fix a holomorphic, proper, surjective map π : X → S of complex manifolds, such that for every t ∈ S, the space X t := π −1 (t) is a curve (in the terminology of [7] , [19] , a f.s.o.). For every x ∈ X, there are local holomorphic coordinates (z 0 , . . . , z q ) of x ∈ X and (w 1 , . . . , w q ) of π(x) ∈ S, such that π is locally defined either by one of the following identities
). Let Σ X/S ⊂ X be the locus of double points of the fibers of π. Then: a) Σ X/S is a submanifold of X of codimension 2; b) the map π| Σ X/S : Σ X/S → S is a closed immersion; c) the map π| X\Σ X/S : X \ Σ X/S → S is a submersion. In particular, the direct image ∆ = π * (Σ X/S ) is a divisor in S. Notation 2.6. We use the notation ∆, Σ X/S for the divisor and the submanifold from Corrolary 2.5.
Let's recall the construction of the relative canonical line bundle ω X/S of a f.s.o. π : X → S. Define the sheaf Ω X/S by the exact sequence:
(2.30) By Corollary 2.5, the exact sequence (2.30) becomes exact to the left when restricted to X \ Σ X/S :
By taking determinants of (2.31), we deduce the isomorphism
Then ω X/S is the unique extension of the line bundle Ω X/S | X\Σ X/S over X. This line bundle is called the relative canonical line bundle of π : X → S. Let x ∈ Σ X/S . Take local coordinates (z 0 , . . . , z q ) on an open neighborhood V of x ∈ X and local coordinates (w 1 , . . . , w q ) of π(x) ∈ S, as in (2.29) . Then the manifold Σ X/S ∩ V is given by {z 0 = 0 and z 1 = 0}.
(2.34)
Consider the sections dz 0 /z 0 and dz 1 /z 1 of Π X , defined over the sets {z 0 = 0} and {z 1 = 0} respectively. The images of dz 0 /z 0 and −dz 1 /z 1 in ω X/S coincide over {z 0 z 1 = 0}, since
Thus, they define a nowhere vanishing section σ of ω X/S over V \ Σ X/S . Since Σ X/S is of codimension 2, the section σ extends to a nowhere vanishing section over V of the line bundle ω X/S . Now, let s 0 := π(x) ∈ ∆, x ∈ Σ X/S , and let ρ : Y s 0 → X s 0 be the normalization of X s 0 at x. Then by the discussion above, there is the canonical isomorphism
which induces the isomorphism (1.15). The identity (2.35) implies that for the natural inclusion i s 0 : X s 0 → X, the pull-back (i s 0 ) * ω X/S is canonically isomorphic to ω Xs 0 . Now let's fix disjoint sections σ 1 , . . . , σ m : S → X \ Σ X/S and a Hermitian metric · ω X/S on ω X/S over π −1 (S \ |∆|) \ (∪ i Im(σ i )), such that for any t ∈ S \ |∆|, the restriction of · ω X/S over π −1 (t) \ (∪ i σ i (t)) induces the Kähler metric g T Xt over X t \ (∪ i σ i (t)) such that the associated triple (X t , {σ 1 (t), . . . , σ m (t)}, g T Xt ) becomes a surface with cusps. As a short-cut, we call (π; σ 1 , . . . , σ m ; · ω X/S ) a f.s.c. (family of surfaces with cusps). Now, let (ξ, h ξ ) be a Hermitian vector bundle over X. For t ∈ S, we denote
By Grothendick-Knudsen-Mumford [27] (cf. [7, Proposition 4.1]), the family of complex lines (det(R • π * (ξ ⊗ ω X/S (D) n )) t ) t∈S is endowed with a natural structure of holomorphic line bundle det(R • π * (ξ ⊗ ω X/S (D) n )) over S. We denote
Following [19] , the pointwise Quillen norms induce the Quillen norm · Q g T Xt , h ξ ⊗ · 2n X/S on the line bundle λ(j * (ξ ⊗ ω X/S (D) n )). Similarly, the pointwise Wolpert norms glue into the
Of course, one has to motivate Definition 2.7. One of the motivations might look as follows: one can easily see that the jumps in the cohomology of the fibers, which might occur when one moves over the base space, would cause singularities in the L 2 norm. However, a special case of continuity theorem says 
Singular Hermitian vector bundles
In this section we recall several notions of singularities for Hermitian vector bundles.
We work with a complex manifold Y of dimension q + 1, a normal crossing divisor D 0 ⊂ Y and a submanifold F ⊂ Y .
Notation 2.10. Let (U ; z 0 , . . . , z q ; l) be an adapted chart for D 0 . We denote We fix a holomorphic, proper, surjective map π : X → S of complex manifolds, such that for every t ∈ S, the space X t := π −1 (t) is a curve. Suppose that the divisor of singular curves ∆ has normal crossings. Let D be a divisor on X such that π| D : D → S is a local isomorphism. Proposition 2.15. Let α be a differential (1, 1)-form over X\(Σ X/S ∪|D|), such that it has Poincaré growth on X \ |D| ∪ |π −1 (∆)| with singularities along D ∪ π −1 (∆), and the coupling of α with continuous vertical vector fields over X \(Σ X/S ∪|D|) is continuous. Let f : X \(Σ X/S ∪|D|) → R be a continuous function, with log-log growth along Σ X/S ∪ |D|.
Then for the normalization ρ : Y t → X t of X t , t ∈ |∆|, the form ρ * (f α) is integrable over Y t . Moreover, the function π * [f α] extends continuously over S, and the value of this extension is π * [f α](t) = Yt ρ * (f α).
(2.42)
Proof. The first part of the statement was proved in [19, Proposition 3.1c)]. The second statement follows directly from the proof of [19, Proposition 3.1c)].
Families of hyperbolic surfaces and Quillen metric
In this section we recall the results of Freixas from [21] and [22] , which describe how the Quillen metric, defined using the version of analytic torsion due to Takhtajan-Zograf (see (1.36)) on stable surfaces endowed with constant scalar curvature −1, behaves in a degenerating family. The family he considers is a special case of plumbing family construction, which is originally due to Wolpert 2. Similarly, a neighborhood V of P T ∈ T , and a holomorphic coordinate mapping G : V → C satisfying G(P T ) = 0;
3. A small complex parameter t ∈ C.
We suppose that U i are pairwise disjoint. Let c > 0 be such that D(c) ⊂ C is contained in Im(F i ), i = 1, . . . , m and Im(G). We take m copies G 1 , . . . , G m of G, and regard them as functions acting on T 1 , . . . , T m respectively. Let |t| < c 2 . For d ∈ D(c), we note
Consider the equivalence relation on points of R t/c, * generated by:
Trivially, we see that a set X := ∪ t∈D(c 2 ) X t can be endowed with a structure of a complex manifold, for which π : X → S := D(c 2 ) is a proper holomorphic map of codimension 1. This construction is also called the Bers trick for M (cf. [5] , [20, Construction 4.3.2]). .2)). Similarly, we make the choice for G i = z T . The plumbing family associated to this plumbing data is called the canonical plumbing family.
From now on, we fix the canonical plumbing family π : X → S := D(c 2 ). Then the divisor of singular curves is given by ∆ = m · {0}. We denote by
the normalization of the singular fiber. We denote by
46)
the set of singular points in X 0 . Let g T Xt hyp , t = 0 be the canonical hyperbolic metric of constant scalar curvature −1 on X t \D Xt with cusps at D Xt . We denote by Z Xt (s) the Selberg zeta-function associated with X t , given by the formula (1.32). Let · hyp X/S be the Hermitian norm on ω X/S (D) over X \ (π −1 (|∆|) ∪ |D X/S |), induced from g T Xt hyp by Construction 1.1.
We consider the determinant line bundle λ(j * (ω X/S (D) n )), n ≤ 0, and we endow it over S \ ∆ with the Takhtajan-Zograf version of Quillen norm (cf. [20, §6] ), given by (compare with (2.39))
We construct the norm (compare with (1.7)) 
Then the isomorphism (1.28) gives in our case the canonical isomorphism
(2.52)
We recall that C k , k ∈ N were defined in (1.29 
Remark 2.17. Theorem 2.16 corresponds exactly to Theorem 1.2 for a special choice of a family of curves, a special choice of the metric and different choice of the definition of the analytic torsion.
Model grafting and pinching expansion
The goal of this section is to recall model grafting construction and the pinching expansion of the hyperbolic metric due to Wolpert [35] . For simplicity, we state his results only for the plumbing family considered in Section 2.3. We conserve the notation from Section 2.3.
To be compatible with further notation, we denote
By the definition of plumbing family, the coordinates (z i 0 , z i 1 ) serve as local holomorphic charts in the neighborhood Q i ∈ X. We denote
Again, by the definition of plumbing family, in t-coordinates on S, we have
The canonical hyperbolic metric on M (resp. T ) with cusps at D M (resp. D T ) induces a metric g T R hyp on R (see (2.43) for the definition of R ). Let be so small, so that g T R hyp is induced by
(2.57)
We choose c = 2 in the plumbing construction from Section 2.3. Now, since the manifold
. The model grafted metric is built from the metric g T Xt and the hyperbolic metric on a cylinder, see (2.60). It is meant to be a simplified model of degeneration of metric, appearing in the degeneration of hyperbolic surfaces. More precisely, let ν : X → [0, 1] be smooth function, satisfying
(2.58)
For t ∈ D( 2 ), we denote by g Cyl i,t the metric over the set
59)
induced by the Kähler form
We remark that due to the fact that over X t , we have z i 0 z i 1 = t, the expression (2.60) is symmetric with respect to the change of variables z i 0 ↔ z i 1 . Following Wolpert [35] , we define the model grafted metric g T Xt gft as follows: 2 ) ), g T Xt gft coincides with g T Xt , and over U (Q i , 2 ), it is given by
This metric has the following nice properties Proposition 2.18. The metric · gft X/S induced by g T Xt gft over X \ π −1 (|∆|) extends continuously over X \ Σ X/S . Moreover, it is good in the sense of Mumford on X \ π −1 (|∆|) with singularities along π −1 (∆) and has log-log growth with singularities along Σ X/S . Figure 3 : The model grafting. Over the regions D ∪ A, D ∪ A , the metric g T Xt gft is isometric to g T Xt . Over the regions A, A it is Poincaré-compatible (see (2.2)) with coordinates z i 0 , z i 1 . Over the regions B, B the metric g T Xt gft is a geometric interpolation between g T Xt and (2.60). Over the region C, the metric g T Xt gft is given by (2.60).
Proof. This is an easy verification, see for example Wolpert [ Finally, in Section 3.3 by using this result, we prove the universality statement, which we used in Section 3.1. From the proof of this statement we will also deduce Theorem 1.8.
Quillen metric on the singular locus, proof of Theorems 1.2, 1.4, 1.6
In this section we will prove Theorems 1.2, 1.4, 1.6 modulo a certain universality statement, which will be established in Section 3.3. To state it, we conserve the notation from the statement of Theorem 1.2. Proof of Theorems 1.2, 1.4. The proof consists of 3 steps, and we start with a short résumé of them. In Steps 1, 2, we prove that in fact it is enough to establish Theorem 1.2 for m = 0. More precisely, in Step 1 we see that by Theorem 2.3, we can trivialize the Poincaré-compatible coordinates associated to g T Xt (thus, the associated Wolpert norm). And in Step 2, by Theorem 2.1, we will see that one can delete the cusps from the metric obtained in Step 1, so that the statements of Theorem 1.2 for the two metrics are equivalent.
In the first two steps the reduction is done by modifying norms · ω X/S , · X/S only in the neighborhood of |D X/S | and our technique is the same as in the proofs of [19, Theorems C, D] .
Finally, in Step 3, by applying Theorem 2.16 two times and using the fact that for the 3punctured hyperbolic sphere, endowed with constant scalar curvature −1 complete metric, our analytic torsion coincides with the version of the analytic torsion (1.36) of Takhtajan-Zograf (see [18, Remark 2. 18a)]), we will see that the constant A −n from Theorem 3.1 actually coincides with C −n from Theorem 1.2. This with the first two steps finishes the proof of Theorem 1.2.
We also note that by Theorem 2.3, we may suppose that near the singular locus, the Hermitian vector bundle (ξ, h ξ ) is trivial over a small neighborhood of |D X/S | ∪ Σ X/S . Finally, we note that by Theorem 2.8, it is enough to prove Theorem 1.2 only in the case dim S = 1, S = D(1), |∆| = {0}. From now on we make those assumptions, and we conserve the relevant notations from Section 3.2.
Step We denote by · ω,0 X/S the norm on ω X/S over X \(π −1 (|∆|)∪|D X/S |) such that · ω,0 X/S coincides with · ω X/S away from
Let · 0 X/S be the norm on ω X/S (D) induced from · ω,0 X/S as in Construction 1.1, and let g T Xt 0 , t ∈ S be the induced Kähler metric X t \ D X/S with cusps at D X/S ∩ X t . We denote by · W,0,i X/S , i = 1, . . . , m, the Wolpert norms (see Definition 2.2) on σ * i ω X/S induced by g T Xt
0
, and by · W,0 X/S the induced Wolpert norm on ⊗ m i=1 σ * i ω X/S . Then by Construction 1.1 and (3.2) , we see that if · X/S satisfies assumptions (1.6) and (1.17), then · 0 X/S satisfies assumptions (1.6) and (1.17) as well. In fact, this property along with the fact that · ω,0 X/S doesn't vary in the horizontal direction around the cusps are the only facts we need from the construction (3.2).
We denote by g T Y 0 0 the Kähler metric on Y 0 \ D Y 0 , constructed from · 0 Y 0 := ρ * ( · 0 X/S ) as in Construction 1.1. We denote by · W,0 Y 0 the Wolpert norm on ⊗ m+2k i=1 (σ i ) * ω Y 0 induced by g T Y 0 0 . As we supposed that (ξ, h ξ ) is trivial in a neighborhood of |D X/S |, and the metrics · X/S , · 0 X/S differ only in the neighborhood of |D X/S |, by Theorem 2.3, applied pointwise for the line bundle λ(j * (ξ ⊗ ω X/S (D) n )) 12 ⊗ (⊗ m i=1 σ * i ω X/S ) −rk(ξ) , for any t ∈ S \ |∆|, we see that we have
We note that the conformal factor corresponding to the change of the metric from · ω X/S to · ω,0 X/S is non-trivial in the neighborhood of the cusp. Thus, we use Theorem 2.3 with the conformal factor which doesn't have compact support in the punctured surface. By applying Theorem 2.3, where instead of flattening, we choose a "partial flattening" applied for the m points, coming from σ 1 , . . . , σ m , we get
(3.4) By Proposition 2.15, we see that the right-hand-side of (3.3) extends continuously over S, moreover, as t → 0, by (2.42), the right-hand side of (3.3) tends to the right-hand side of (3.4). Thus, we see that it is enough to prove Theorem 1.2 for the metrics · 0 X/S , · ω,0 X/S , · W,0 X/S instead of · X/S , · ω X/S , · W X/S . We also note, that by (3.2), for i = 1, . . . , m, the following identity holds
Step 2. We denote by
. . , m. Let · ω,cmp X/S be the Hermitian norm on ω X/S over X \ π −1 (|∆|) such that · ω,cmp X/S coincides with · ω,0 X/S away from ∪ m i=1 V i , and for ν 0 : R → [0, 1] from (3.1), it is given over V i by dz 0 ω,cmp X/S = |z 0 log |z 0 || ν 0 (2|z 0 |) .
(3.6)
We denote by g T Xt cmp the induced Kähler metric on X t . By (3.6) , we see that if · ω,0 X/S satisfies assumptions (1.6) and (1.17), then · ω,cmp X/S satisfies assumptions (1.6) and (1.17) as well, but for D X/S = ∅, i.e. without the cusps. In fact, this property along with the fact that · ω,cmp X/S doesn't vary in the horizontal direction around the cusps are the only facts we need from the construction (3.6).
We denote by g T Y 0 cmp the Kähler metric over Y 0 \ ρ −1 (Σ X/S ) induced from · ω,cmp X/S as in Section 1 for D X/S = ∅. We denote by · cmp X/S the norm on ω X/S (D) over X \ π −1 (|∆|), such that · cmp X/S coincides with · 0 X/S away from ∪ m i=1 V i , and over V i we have
We denote by · cmp Y 0 := ρ * ( · cmp X/S ) the induced Hermitian norm on ω Y 0 (D) over Y 0 \ ρ −1 (Σ X/S ). Now, since in g T Xt 0 , the Poincaré-compatible coordinates of the cusps are trivialized, by Theorem 2.1, we see that for t ∈ S \ |∆|, the following holds
where we didn't mention the last term of (2.13) since (ξ, h ξ ) is trivial in the neighborhood of |D X/S |, and the norms · cmp X/S , · 0 X/S differ only in the neighborhood of |D X/S |. We denote by · cmp D X/S the norm on O X (D X/S ), given by · cmp X/S / · ω,cmp X/S . Then the norm · cmp D X/S is trivial away from ∪ m i=1 V i and smooth over X. By (1.24), (3.5) and (3.8) , we see that it is enough to prove Theorem 1.2 for the Hermitian vector bundles (ξ ⊗ O X (D X/S ) n , h ξ ⊗ ( · cmp D X/S ) 2n ), (ω X/S , · ω,cmp X/S ) and D X/S = ∅, instead of (ξ, h ξ ), (ω X/S , · ω,0 X/S ) and D X/S , given by (1.2). But as the Hermitian norm · cmp D X/S is smooth over X, such a statement would follow from Theorem 1.2 for m = 0. Thus, we conclude that to prove Theorem 1.2 in its full generality, it is enough to prove it only for m = 0. From now on, we suppose m = 0.
Step 3. The goal of this step is to show that the constant A −n from Theorem 3.1 actually coincides with the constant C −n from Theorem 1.2. This would finish the proof of Theorem 1.2 by Steps 1,2. During the proof we will also establish Theorem 1.4.
We consider a stable pointed Riemann surface (M , D M ) and the associated canonical plumbing family π : X → S with the canonical hyperbolic norm · hyp X/S on ω X/S from Section 2.3. Then, in the notations of Section 2.3, by a theorem of Phong-d'Hooker (cf. Remark 1.5), the following identity of norms over S \ |∆| holds
We apply this construction for (M , D M ) := (T , D T ), where (T , D T ) is a 1-pointed torus, considered in Section 2.3. Then by Theorems 2.16, 3.1 and (3.9), we get · Q (g T P hyp , ( · hyp P ) 2n ) = · T Z Q (g T P hyp , ( · hyp P ) 2n ).
(3.12)
By combining (3.11) and (3.12), we get A −n = C −n , which finishes the proof of Theorem 1.2 for m = 0. By this and Steps 1,2, we see that Theorem 1.2 holds for any m ∈ N. From this, by (2.11), (2.48) and (3.11), we deduce Theorem 1.4.
Proof of Theorem 1.6. By [19, Proposition 5.6] , the norm · hyp g,m satisfies assumptions (1.6) and (1.17). Thus, Theorem 1.6 is a direct consequence of Theorem 1.2 and [19, Proposition 5.6] . The fact that the underlying spaces are orbifolds doesn't pose any problem, as our methods are local, and thus, can be applied on an orbifold chart.
Family of Riemann surfaces with smooth metric and Quillen metric
In this section we describe a generalization of the result of Bismut [6, Theorem 0.3] for nonnecessarily Kähler manifolds. This theorem describes the behavior of the Quillen norm in a family of degenerating Riemann surfaces endowed with compact Riemann metric, which comes from the metric on the total space of the family. It will be used in Section 4.3, but it is also of some independent interest.
Let's fix a holomorphic, proper, surjective map π : X → S of complex manifolds, such that for every t ∈ S, the space X t := π −1 (t) is a curve (see Section 2.1). Let (ξ, h ξ ) be a Hermitian vector bundle over X. Let g T X be a Riemannian metric over X, which is compatible with the complex structure of X. By h T X we note the Hermitian metric on T (1,0) X induced by g T X by the natural identification T X Y → 1 2 (Y − JY ) ∈ T (1,0) X, where J is the complex structure of X. We denote by g T Xt the restriction of the metric g T X on X t , t ∈ S \ |∆|. Since g T X is compatible with the complex structure, the metric g T Xt is Kähler on X t . We denote by · Q (g T Xt , h ξ ) the Quillen norm on the line bundle λ(j * ξ) over S \ |∆| (see (2.11) ).
For simplicity, assume that dim S = 1, S = D(1) and |∆| = {0}. We write Σ X/S = {Q 1 , . . . , Q k }. Let ρ : Y 0 → X 0 be the normalization of X 0 . We denote ρ −1 (Σ X/S ) = {P 1 , . . . , P 2k }, (3.13) where P i are enumerated in such a way that ρ(P 2j−1 ) = ρ(P 2j ) = Q j for j = 1, . . . , k. We denote by g T Y 0 := ρ * (g T X ) the induced Riemannian metric on Y 0 and by · ω Y 0 the induced Hermitian norm on ω Y 0 . Since g T X is compatible with the complex structure, we see that g T Y 0 is Kähler on Y 0 . We denote by · Q (g T Y 0 , ρ * (h ξ )) the induced Quillen norm on the complex line λ(ρ * ξ).
Let · i Σ X/S /X be the Hermitian norm induced by the natural isomorphism (1.21) on the complex lines ω Y 0 | P 2i−1 ⊗ ω Y 0 | P 2i , i = 1, . . . , k. More explicitly, let local holomorphic coordinates z i 0 , z i 1 around Q i ∈ X and t around 0 ∈ S be as in (2.56). We denote
Then, by definition, we have
We denote by · Σ X/S /X the induced norm on the complex line
. Over S, we introduce the holomorphic line bundle
(3.16)
We endow it with a norm
We bring the attention of the reader to the fact that the power of the divisor line bundle O S (∆) in L is different from the construction (1.8) (cf. (1.7) ). This is due to the fact that the geometric setting in this section is different from Section 1, as here, for example, the assumption (1.17) is not satisfied for the metric induced by g T Xt , thus, the Wolpert norm is not well-defined and the analogue of the norm (1.18), doesn't make any sense. We introduce the complex line
We denote by · L the norm on the complex line L which is induced by · Q (g T Y 0 , ρ * (h ξ )), h ξ and · Σ X/S /X . Analogically to (1.28), one has the following canonical isomorphism 
Proof. First of all, let's assume that g T X is Kähler. Then we argue that Theorem 3.2 is just a restatement of [6, Theorem 0.3] due to Bismut. To see this, let's fix a holomorphic coordinate t on S such that |∆| = {t = 0}. We denote by · ∆ the Hermitian norm on O S (∆), characterized by
As div(s ∆ ) = k{0}, we deduce that · ∆ is smooth over S. By the definition of the singular norm · div ∆ from (1.3), by (3.21), we have
By (2.56), the isomorphism (1.24) specifies in our case to
We denote by dπ 2 the norm of the isomorphism (3.23). By (3.21), we have
(3.24)
We note that due to our normalization of the L 2 -norm, (1.5) , the difference between our definition of the Quillen norm, and the one from [9] , [10] , [6] , which we denote by · BGS Q , is
where χ(X t , ξ| Xt ) is the Euler characteristic, given by
By Riemann-Roch theorem, the value χ(X t , ξ| Xt ) is topological, and thus, by Ehresmann theorem, it is constant over S \ |∆|. We denote by · ξ Q (g T Y 0 , ρ * (h ξ )) the norm on the complex line λ(j * ξ) ⊗ (⊗ 2k i=1 det ξ| P i ) 6 induced by · Q (g T Y 0 , ρ * (h ξ )) and h ξ . Similarly, due to our normalization of the L 2 -norm, (1.5) , the difference between our definition of the norm · ξ Q (g T Y 0 , ρ * (h ξ )), and the one from [9] , [10] , [6] , which we denote by · ξ,BGS
We fix a smooth frame υ of λ(j * ξ) over S. Then by [6, Theorem 0.3, (0.5), the fact that the genus E is additive], under the isomorphisms (1.26), (1.27) , the following identity holds
Now, by (1.25) and the induced long exact sequence, we deduce χ(X t , ξ| Xt ) = χ(Y 0 , ρ * (ξ)) − k · rk(ξ). (3.30) which means, in particular, that the norm · L extends continuously over S. Moreover, as by (3.23), the isomorphism (3.19) is given in our situation by
the continuous extension satisfies (3.20) by (3.48 ). Now let's prove (3.20) for metric g T X 0 , which is not necessarily Kähler. We note that π is locally projective (cf. Bismut-Bost [7, Proposition 3.4]), thus for some small neighborhood U of 0 ∈ S, we may find a Kähler metric g T X over π −1 (U ). As the statement of Theorem 3.2 is local over the base, without losing the generality, we suppose from now on that g T X is defined over X. We denote by · 0 L the norm on L , induced by g T X 0 . The idea of the proof is to use the statement (3.48) and the anomaly formula of Bismut-Gillet-Soulé [10] (cf. Theorem 2.3 for m = 0) to relate the norms · 0 L and · L , and to study the limit of the right-hand side of this formula near the locus of singular curves.
We denote by · 0 Σ X/S /X the norm on the line bundle
as in (3.15) . Similarly to (3.14) , we denote by a 0 i , b 0 i , c 0 i the analogical functions associated with g T X 0 . We argue that without losing the generality, we may suppose that a 0 i , c 0 i = 1, b 0 i = 0. This is true since we could fix a Riemannian metric g T X * which is compatible with the complex structure satisfying this assumption and then simply apply Theorem 3.2 twice for g T X * and g T X and for g T X * and g T X 0 . By combining the two results, we would get the original statement. Now, by (3.15), we trivially have
(3.32)
Let the differential form F on X be given by
where T X/S is the vertical tangent bundle of π, and g T X/S , g T X/S 0 are the Hermitian norms on T X/S induced by g T X , g T X 0 . By the anomaly formula of Bismut-Gillet-Soulé [10] (cf. Theorem 2.3 for m = 0), over X \ Σ X/S , we have
Now, as the map π is a submersion away from Σ X/S , and the metrics g T X , g T X 0 are smooth over X, by (3.48), (3.32) and (3.34) , to prove Theorem 3.2, it is enough to prove that for any i = 1, . . . , k, the following holds
For brevity, we fix 1 ≤ i ≤ k, and denote z 0 := z i 0 , z 1 := z i 1 . As z 0 ∂ ∂z 0 − z 1 ∂ ∂z 1 is a local holomoprhic frame of T X/S, locally around Q i , we have
By using the fact that z 0 z 1 = t over X t , we deduce that locally around Q i , we have
As we are only interested in the limit (3.35) , the calculation localizes around Q i , and only the highest order terms matter. Thus, in the calculations, we may suppose that a i , b i , c i are constants equal to a i (Q i ), b i (Q i ), c i (Q i ) respectively, and we may suppress the o-term.
By making the change of variables y 0 = z 0 |t| −1/2 and using (1.48), (1.49), we deduce that as t → 0 and → 0, we have
We make the change of variables x 0 := y 2 0 . The variable x 0 "turns around" C twice, which kills one of the two additional factors 2 appearing in the denominator in the following identity
By making the change of variables x 0 := x 0 ·exp(arg(b i )), we see that the right-hand side of (3.39) depends only on |b 0 | ∈ R. Thus, without losing the generality, we may assume that b 0 ∈ R. By writing x 0 = x + √ −1y, from (3.39), we see
Now, we remark that by switching to polar coordinates, changing the integration over radius by the integration over its square and applying tedious derivation by parts, for a, c > 0, b ∈ R, ac−b 2 > 0, we get the following identity The goal of this section is to prove Theorems 1.8, 3.1.
In fact, during the proof of Theorem 3.1, we will establish Theorem 1.8 for some metric constructed in a very special way. After this, to prove Theorem 1.8 we will only need to prove that its statement doesn't depend on the choice of the metric. To see this, we use the anomaly formula, Theorem 2.3, and relative compact perturbation theorem, Theorem 2.1.
The proof of Theorem 3.1 is based on Theorem 3.2.
1 of X and t of S, and for any a ∈ C, we may change the coordinates by a · z j 0 , a · z j 1 and a 2 · t, and the identity (2.56) would be preserved. We specify the function ν from (2.58) as follows
(3.42) By (3.1), the function (3.42) satisfies (2.58) for = 1/2. We note that π is locally projective (cf. Bismut-Bost [7, Proposition 3.4]), thus, there is a neighborhood U of 0 ∈ S such that there is a Kähler metric g T X 0 over π −1 (U ). As the statement of Theorem 3.2 is local over the base, without losing the generality, we may suppose from now on that g T X 0 is defined over X. We define the Riemannian metric g T X ∼ over X so that it coincides with g T X 1) ), and over U (Q i , 1) it is given by
We note that g T X ∼ is not necessarily Kähler, but it is trivially compatible with the complex structure of X. We denote by g T Xt ∼ the induced Riemannian metric on X t , t ∈ S \ |∆|, and by g T Y 0 ∼ the induced Riemannian metric on Y 0 , constructed as in Section 3.2, i.e. by g T Y 0 ∼ = ρ * (g T X ∼ ), where ρ : Y 0 → X 0 is the normalization map. Since g T X ∼ is compatible with the complex structure of X, we see that the metrics g T Xt ∼ , g T Y 0 ∼ are Kähler. We endow ω X/S with the Hermitian norm · ∼,ind X/S induced by g T X ∼ over X \ Σ X/S . Let ν : X → [0, 1] be defined as ν in (3.42) , where in place of ν 0 (·), we put ν 0 (4·). Then ν(x) = 1 for 1/2) ). We define the Hermitian norm · ∼ X/S on ω X/S over X as follows. Over X \ (∪ k i=1 U (Q i , 1/2)), we demand it to be equal to · ∼,ind X/S , and over U (Q i , 1/2), we define it by
Trivially, the Hermitian norm · ∼ X/S on ω X/S is smooth over X. Moreover, it is trivial on
∼ as in Construction 1.1, over {|z i j | < 1/2}, j = 0, 1, i = 1, . . . , k, it is given by and |dz 0 | 2 + |dz 1 | 2 , and over the region Z, it is given by
We endow L n with the metric · ∼ Ln , induced by the Quillen norm · Q (g T Xt ∼ , h ξ ⊗ ( · ∼ X/S ) 2n ) and the singular norm (1.3). We endow L n with the norm · ∼ L n , induced by the Quillen norm
. By (3.43), the norm · ∼ Σ X/S /X is characterized by the identity
The metrics g T Xt 
Let's now modify the metric g T Xt ∼ to g T Xt κ so that it would satisfy the assumptions of the Theorem 1.2. We define the metrics g T Xt κ on X t , t ∈ S \ |∆|, as follows: over X t \ (∪ k i=1 U (Q i , 1/2)) it coincides with g T Xt ∼ , and over U (Q i , 1/2) it is given by g T Xt
where the metric g Cyl j,t was defined in (2.60). We also define the metric g T Y 0 κ as follows: over
where the metrics g Poinc
are the metrics induced by the Poincaré metric (2.2) with respect to the coordinates z i 0 and z i 1 . We denote by · κ X/S the Hermitian norm on ω X/S induced by g T Xt κ . By (3.49) (cf. Proposition 2.18), we see that the Hermitian norm · κ X/S extends continuously over X \ Σ X/S , and the assumptions (1.6) are satisfied. We define the norm · κ Y 0 on ω Y 0 (D) as follows
Then we see trivially that · κ X/S satisfies assumptions (1.17), and by (3.49), (3.50), the associated metric on Y 0 \ D Y 0 , constructed as in Section 1, coincides with g T Y 0 κ . Let's pause and explain this construction. The metrics g T Xt κ degenerate near the singular fibers to a metric with cusps in the similar way as the hyperbolic metrics (see Theorem 2.19) . The advantage of the metrics g T Xt κ over the hyperbolic one is that over the region ∪ k i=1 U (Q i , 1/2), it is independent of any exterior data (as π : X → S), and over X t \ (∪ k i=1 U (Q i , 1/2)), the metric g T Xt κ coincides with a metric g T Xt ∼ , for which Theorem 3.2 holds. This means that to get the asymptotic near the singular fibers of the Hermitian norm · κ Ln on the holomorphic line bundle L n , induced by the Quillen norm · Q (g T Xt κ , h ξ ⊗ ( · κ X/S ) 2n ) and the singular norm (1.3), it is enough to apply the anomaly formula (the contribution of which is local near the set of singular points) and use (3.48 ). Let's make it more precise. . Over the regions X, Y, Z, Z , Y , X it coincides with g T Xt ∼ . Over the regions U, U , it is an interpolation between g T Xt ∼ and the hyperbolic cylinder metric, (2.60), and over the region V , it coincides with the hyperbolic cylinder metric, (2.60). 
We endow the complex line L n with the Hermitian norm · κ L n , induced by the Quillen norm · Q (g T Y 0 κ , ρ * (h ξ ) ⊗ ( · κ Y 0 ) 2n ) and the Wolpert norm · W,κ Y 0 . Recall that the regularized integral was defined in (1.46). For n ∈ N we define A −n ∈ R as follows
As we will see further, A −n depends only on n ∈ N and the choice of ν 0 , and does not depend on any exterior data as π : X → S . . . We would like to prove that the following holds lim t→0 log · κ Ln / · ∼ Ln (t) + k · rk(ξ) · log |t| = k · rk(ξ) · A −n .
(3.54) Assume we have accomplished proving (3.54). Then, by Theorem 2.1, (3.46), (3.50), (3.51) and (3.52), we deduce that the quantity (k · rk(ξ)) −1 log · κ L n / · ∼ L n =: A −n (3.55) depends only the choice of the function ν 0 . Thus, by (3.48), (3.54) and (3.55), we deduce that under the isomorphism (1.28), the following holds · κ Ln | |∆| = exp(k · rk(ξ) · A −n ) · · κ L n with A −n := A −n + A −n − A −n .
(3.56)
The essential difference between (3.48) and (3.56) is that (3.48) is a statement in realms of Theorem 3.2, and (3.56) is a statement in realms of Theorem 1.2, which is exactly what we need. Now, let · X/S , · Y 0 be any norms which satisfy the assumptions of Theorem 1.2. We denote by · Ln , · L n the Hermitian norms on L n , L n , defined as in Theorem 1.2. By Proposition 2.15 and the anomaly formula of Bismut-Gillet-Soulé [10] (cf. Theorem 2.3 for m = 0), applied for the line bundles L n and L n , we get lim t→0 log · κ Ln / · Ln (t) = log · κ L n / · L n . (3.57) From (3.56) and (3.57), we deduce that the norm · Ln extends continuously over S and under the isomorphism (1.28), the following holds · Ln | ∆ = exp(k · rk(ξ) · A −n ) · · L n , (3.58) in other words Theorem 1.2 holds, but instead of C n , we have an undetermined constant A −n . Now, to prove (3.54), we apply the anomaly formula of Bismut-Gillet-Soulé [10] (cf. Theorem 2.3 for m = 0), and by the triviality of (ξ, h ξ ) in the neighborhood of Σ X/S , we deduce that for any t ∈ S \ |∆|, we have log · κ Ln / · ∼ Ln (t) = 6 · rk(ξ) · Xt G, (3.59)
where the differential form G is given by G = Td ω −1 X/S , ( · ∼,ind X/S ) −2 , ( · κ X/S ) −2 ch ω n X/S , ( · ∼ X/S ) 2n + Td ω −1 X/S , ( · κ X/S ) −2 ch ω n X/S , ( · ∼ X/S ) 2n , ( · κ X/S ) 2n [2] . (3.60)
We decompose G = G 1 + G 2 , where G 1 = Td ω −1 X/S , ( · ∼,ind X/S ) −2 , ( · κ X/S ) −2 [2] , (3.61) G 2 = Td ω −1 X/S , ( · ∼,ind X/S ) −2 , ( · κ X/S ) −2 [0] ch ω n X/S , ( · ∼ X/S ) 2n + Td ω −1 X/S , ( · κ X/S ) −2 ch ω n X/S , ( · ∼ X/S ) 2n , ( · κ X/S ) 2n [2] .
(3.62) By (3.61), (3.62) and the fact that the norms · ∼,ind X/S , · ∼ X/S , · κ X/S coincide over X\(∪ k i=1 U (Q i , 1/2)), we conclude that G i , i = 1, 2 have support over ∪ k i=1 U (Q i , 1/2). Moreover, over U (Q i , 1), by (3.43), (3.44), (3.49), the following identities hold
(3.63) Now, as the norm · ∼ X/S is smooth over X, the norm · κ X/S is good on X \ π −1 (|∆|) with singularities along π −1 (∆) and it has log-log growth along Σ X/S , by Propositions 2.15, 2.18 and (1.48), (1.49), (3.62), (3.63), we conclude that lim t→0 Xt
64)
where the constant A II −n ∈ R is defined by
By (3.63), the discussion before and (3.65), we see that A II −n depends only on n ∈ N and not on π : X → S . . .
For n ∈ N, we note
Similarly to (3.65), by (3.63), we see that A I −n depends only on n ∈ N and not on π : X → S . . . We would like to prove that lim t→0 Xt
Clearly, the statements (3.64), (3.65) and (3.66), (3.67) imply (3.54) for A −n = A I −n + A II −n . To show (3.67), we remark that by (3.37) and (3.63), for t ∈ S \ |∆|, we have
(3.68) By the fact that the norm · ∼,ind X/S coincides with · κ X/S away from U (Q i , 1/2), by Green identities and (1.48), (1.49), (3.68), we see that the following identity holds
By making change of variables y := z i 0 · |t| −1/2 , we see that 
(3.72) However, over the set |z i 0 | < 1/2, by (3.63), we have
(3.73) Similar identity holds over the set |z i 1 | < 1/2. Thus, by (3.73) and the fact that c 1 (ω −1 Y 0 , g T Y 0 ∼ ) = 0 over {|z i 0 | < 1/2}, we deduce
However, by (3.63) and Green identities one deduces that for a standard Laplacian ∆ = ∂ 2 ∂x 2 + ∂ 2 ∂y 2 over C, we have
Thus, we deduce by (3.75) that
