Key pre-distribution is an important area of research in Distributed Sensor Networks (DSN). Two sensor nodes are considered connected for secure communication if they share one or more common secret key(s). It is important to analyse the largest subset of nodes in a DSN where each node is connected to every other node in that subset (i.e., the largest clique). This parameter (largest clique size) is important in terms of resiliency and capability towards efficient distributed computing in a DSN. In this paper, we concentrate on the schemes where the key pre-distribution strategies are based on transversal design and study the largest clique sizes. We show that merging of blocks to construct a node provides larger clique sizes than considering a block itself as a node in a transversal design.
Introduction
A sensor node is a small, inexpensive and resource constrained device that operates in RF (radio frequency) range. It has limitations in different aspects such as communication, computation, power, and storage. A DSN (distributed sensor network) is an ad-hoc network consisting of sensor nodes. The sensor nodes are often deployed in an uncontrolled environment where they are expected to operate unattended. In many situations, the DSN is also very large. In either case, though one might try to control the density of deployment, the only deployment option is to randomly scatter the nodes to cover the target area. The consequence is that the location or topology is not available prior to deployment.
Given the various limitations, the security of the DSN hinges on efficient key distribution techniques. Even with the present day technology, public key cryptosystems are considered too computation intensive for DSNs and typically a DSN establishes a secure network by the use of pre-distributed keys. The following four metrics are often used to evaluate key pre-distribution solutions.
1. Scalability: The distribution must allow post-deployment increase in the size of network.
Efficiency:
(a) storage: Amount of memory required to store the keys. (b) computation: Number of cycles needed for key establishment 1. Probabilistic: The keys are randomly chosen from a given collection of keys and distributed to the sensor nodes.
Deterministic:
The key distribution is obtained as the output of some deterministic algorithm. 3. Hybrid: A combination of deterministic and probabilistic approaches.
A trivial (and obvious) deterministic solution to the problem is to put the same key in all the nodes. However, the moment a single node is compromised, the network fails. To guard against such a possibility, one can think of using distinct keys for all possible pair of nodes in the DSN. The very good resilience notwithstanding, the solution is not viable for even networks of moderate size due to the limited storage capacity of the nodes. If there are N nodes, then there will be keys in total and each node must have N − 1 many keys. It is not possible to accommodate N − 1 many keys in a node given the current memory capacity of sensor hardware when N is moderately large, say ≥ 500. Let us now briefly refer a few state of the art key pre-distribution schemes. The well known Blom's scheme [1] has been extended in recent works for key pre-distribution in wireless sensor networks [5, 7] . The problem with these kinds of schemes is the use of several multiplication operations (as example see [5, Section 5.2] ) for key exchange. The randomized key pre-distribution is another strategy in this area [6] . However, the main motivation is to maintain a connectivity (possibly with several hops) in the network. As an example [6, Section 3.2], a sensor network with 10000 nodes has been considered and to maintain the connectivity, it has been calculated that it is enough if one node can communicate with only 20 other nodes. Note that the communication between any two nodes may require a large number of hops. However, only the connectivity criterion (with too many hops) may not suffice in an adversarial condition. Further in such a scenario, the key agreement between two nodes requires exchange of the key indices. The use of combinatorial and probabilistic design (also a combination of bothtermed as hybrid design) in the context of key distribution has been proposed in [2] . In this case also, the main motivation was to have low number of common keys.
In [8] transversal design (see Subsection 2.1 for more details) has been used where the blocks correspond to the sensor nodes. In our recent works [3, 4] , we have proposed to start from a combinatorial design and then apply a probabilistic extension in the form of random merging of blocks to form the sensor nodes and in this case there is good flexibility in adjusting the number of common keys between any two nodes. In our earlier works [3, 4] , we dealt with the cases of (i) unconstrained random merging of blocks and (ii) random merging of blocks with the restriction that the nodes are composed of disjoint blocks (do not share common keys among themselves). The computation to find out a shared key under this framework is of very low time complexity [8, 3, 4] , which ( ) N basically requires calculation of the inverse of an element in a finite field. That is the reason this kind of design becomes popular for application in key pre-distribution.
In the domain of distributed computing, the nodes forming a complete graph is an "ideal situation". As mentioned earlier, one gains a lot in terms of resilience. Moreover, the communication complexity decreases because fewer messages are exchanged between the nodes in order to generate/agree upon a key. In such a scenario, there is no question of "multi-hop" paths and since there is a unique key shared between any two nodes, the computational complexity decreases as well.
Thus, in a DSN, it is important to study the subset of nodes (clique, in graph theoretic terminology) that are connected to each other. By connectivity of two nodes we mean that the nodes share one or more common secret key(s) for secure communication. In this paper we study the basic combinatorial designs [8] and their extensions in terms of merging [3, 4] to estimate the cliques of maximum size. We show that if one uses a (v = rk, b = r 2 , r, k) configuration, where each block corresponds to a node [8] , then the maximum clique size is . We also study the extension of the basic design where a few blocks are merged to get a node [3, 4] and show that in such a strategy the clique size becomes considerably larger than what is available in the basic design [8] .
Preliminaries

Basics of Transversal Design
Let A be a finite set of subsets (also known as blocks) of a set X. A set system or design is a pair (X, A). The degree of a point x ∈ X is the number of subsets containing the point x. If all subsets/blocks have the same degree k, then (X, A) is said to be uniform of rank k. If all points have the same degree r, (X, A) is said to be regular of degree r. A regular and uniform set system is called a (v,b,r,k) − 1 design, where |X| = v, |A| = b, r is the degree and k is the rank. The condition bk = vr is necessary and sufficient for existence of such a set system. A (v,b,r,k) − 1 design is called a (v,b,r,k) configuration if any two distinct blocks intersect in zero or one point.
A (v,b,r,k, λ) BIBD is a (v,b,r,k) − 1 design in which every pair of points occurs in exactly λ many blocks. A (v,b,r,k) configuration having deficiency d = v − 1 − r (k − 1) = 0 exists if and only if a (v,b,r,k, 1) BIBD exists.
Let g, u, k be positive integers such that 2 ≤ k ≤ u. A group-divisible design of type g u and block size k is a triple , where X is a finite set of cardinality gu, is a partition of X into u parts/groups of size g, and is a set of subsets/blocks of X. The following conditions are satisfied in this case:
1.
2.every pair of elements of X from different groups occurs in exactly one block in . 
In this case, . It can be shown that is a TD(k, p).
Now let us relate a (v = kr, b = r 2 , r, k) configuration with sensor nodes and keys. X is the set of v = kr number of keys distributed among b = r 2 number of sensor nodes. The nodes are indexed by and the keys are indexed by .
Consider a particular block A α,β . It will contain k number of keys {(x, (xα + β) mod r) :
Here |X| = kr = v, | x | = r, the number of blocks in which the key (x, y) appears for , the number of keys in a block. For more details on combinatorial design refer to [9, 8] .
Note that if r is a prime power, we will not get an inverse of when x is not a unit of i.e., gcd(x, r) > 1. This is required for key exchange protocol. So basically we should consider the field GF(r) instead of the ring . However, there is no problem when r is a prime by itself. In this paper we generally use since in our examples we consider r to be prime.
Lee-Stinson Approach
Consider a (v = rk, b = r 2 , r, k) configuration. There are b = r 2 many sensor nodes, each containing k distinct keys. Each key is repeated in r many nodes. Also v gives the total number of distinct keys in the design. One should note that bk = vr and v − 1 > r (k − 1). The design provides 0 or 1 common key between two nodes. The design (v = 1470, b = 2401, r = 49, k = 30) has been used as an example in [8] . The important parameters of the design are as follows.
The expected number of common keys between any two nodes is . In the given example, .
There is a good proportion of pairs (40%) with no common key, and two such nodes will communicate through an intermediate node. Assuming a random geometric deployment, the example shows that the expected proportion such that two nodes are able to communicate either directly or through an intermediate node is as high as 0.99995.
Under adversarial situation, one or more sensor nodes may get compromised. In that case, all the keys present in those nodes cannot be used for secret communication any longer, i.e., given the number of compromised nodes, one needs to calculate the proportion of links that cannot be used further. The expression for this proportion is , where is the number of nodes compromised. In this particular example, fail(10) ≈ 0.17951. That is, given a large network comprising as many as 2401 nodes, if 10 nodes are compromised, almost 18% of the links become unusable.
Analysis of Clique Sizes
First we study the maximum clique size where the (v = rk, b = r 2 , r, k) configuration is used and each block in the design corresponds to a sensor node, which is the idea proposed in [8] . Proof . First we prove that there is a clique of size r. It is known that a key is repeated in r many different blocks. Fix a key. Thus, there are r many distinct blocks which are connected to each other by the fixed key. Hence there is a clique of size r.
Now we prove that there is no clique of size r + 1, because that will rule out the possibility of cliques of larger size. Let there be a clique of size r + 1. Note that the (v, b, r, k) configuration results from TD(k, r) (see Subsection 2.1). In this case each block is identified by two indices (i, j), 0 ≤ i, j ≤ r − 1. Further two blocks having same value of i (i.e., in the same row) can't have a common key. The moment one chooses r + 1 blocks, at least two of the blocks must be from the same row (by pigeon hole principle as there are at most r many rows) and are disjoint, which is a contradiction to the basic assumption of a clique having size r + 1.
It should be observed that the clique size r is exactly the square-root of the number of nodes b = r 2 . Note that in such a case two nodes/blocks either share a common secret key or not. Consider the graph with b 2 many nodes/vertices where each block corresponds to a node. Now two vertices are connected by an edge if they share a common secret key, otherwise they are not connected. Now a block contains k many distinct keys. For each key, a clique of size r is formed. Thus a vertex/node in this graph participates in k many cliques each of size exactly r.
Given two keys, which never occur together in the same block, will form cliques which are completely disjoint. On the other hand, two keys may occur together at most in a single block. In such a case, the two different cliques generated by them can intersect on a single node/vertex corresponding to the block that contains both the keys.
The Merging Approach
To overcome certain restrictions in the strategy provided in [8] (explained in the previous subsection), we have provided a strategy to merge certain blocks to construct a sensor node [3, 4] . The basic idea is to start from a (v = rk, b = r 2 , r, k) configuration. Then we merge z many blocks to form a single sensor node. Thus the maximum number of sensor nodes available in such a strategy is . We have studied a random merging strategy in [3] , where randomly chosen z many blocks are merged to get a sensor node. In such a scenario, we found that the number of common keys among any two nodes approximately follows the binomial distribution . The expected number of common secret keys among any two nodes is (see [3, Theorem 1] for more details). It has been shown that this strategy provides favorable results compared to [8] . Note that in [3] , the blocks are merged randomly. So it may happen that the blocks being merged may have common secret key(s) among themselves. This is actually a loss, since we really do not need a common key among the blocks that are merged to get a single node. Hence, in [4] , we improved the strategy such that only disjoint blocks are merged to construct node. This provides little better parameters compared to [3] . In this paper we will show that our strategy [3, 4] provides better clique size than that of the design presented in [8] . Now we concentrate on the cliques where blocks are merged to get a node [3, 4] . It is worth mentioning that the number of blocks is (1) We like to highlight that the value of z is much less than r (as example, r = 101, z = 4) though it is not a serious restriction in the proof of our results in the following discussion.
Thus we like to point out the following improvement in the merging strategy over the basic technique.
1. In the basic design, there are r 2 many nodes (each block corresponds to a sensor node) and the maximum clique size is r.
2. Using the merging strategy, there are many nodes (z many blocks are merged to get a sensor node) and the maximum clique size is ≈ r. Thus there is an improvement by a factor of in the size of clique.
Let us present some examples to illustrate the comparison. The design (v = 1470, b = 2401, r = 49, k = 30) has been used as an example in [8] . Hence there are 2401 nodes and the largest clique size is 49. Now consider a (v = 101 . 7, b = 101 2 , r = 101, k = 7) configuration and merging of z = 4 blocks to get a node. Thus there will be 2550 (we take this value as it is comparable to 2401) many nodes. We have cliques of size ≈ 101 on an average, which shows the improvement. Next we provide a more improved result by increasing the clique size beyond r. We present a merging strategy where one can get a clique of size r + z − 1 ≥ r for z ≥ 1. The result is as follows.
Theorem 2. Consider a (v,b,r,k) configuration with b = r 2 . We merge z many blocks to
form each node in achieving a DSN having many sensor nodes. Then there exists an initial merging strategy which will always provide a clique of size r + z − 1. Proof. Let's denote the nodes by v 1 , v 2 ,.... Initially choose the first column of the TD(k, r) and place the r blocks (indexed by (i, 0) for 0 ≤ i ≤ r − 1) successively to fill up the first slot (out of the z slots) of the first r nodes v 1 , v 2 ,...,v r . That will obviously yield a clique of size r as any two blocks in a specific column always share a common key.
The rest of the available blocks will always be traversed in column-wise manner. That is the next available block is now the one indexed by (0, 1). Let us refer to the next available block by (i, j) for the rest of the present discussion. Once a block is used, we apply the update function on its index to get the next available node. Update (i, j) to ((i + 1) mod r, j + δ), where δ = 0, if i < r − 1 and δ = 1 when i = r − 1.
We go on adding new nodes for t = 1 to z − 1 to generate a clique of size r + z − 1 at the end.
To add a new node v r + t , proceed as follows. Choose the first available block (i, j) and put it in v r + t . Place the next available blocks in v 1 , v 2 ,...,v k as long as i ≤ r − 1. After using the last element of current column, the update function provides the first block of the next column. In that case, we add this new block (0, j) to the node v r + l . Then again the next available blocks are put into the nodes v k + 1 , v k + 2 ,..., in the similar manner. Once the blocks in that column gets exhausted, we again add the first block of the next column to v r + l and the following blocks to the nodes as long as we
Thus it is clear that all the nodes v 1 ,…,v r + l − 1 are connected to v r + t increasing the size of the clique by 1.
In this strategy, the value of t is bounded above by z − 1 as otherwise the number of blocks in a node will increase beyond z. The remaining blocks will be arranged randomly to have z blocks in each node to get many nodes in completing the merging strategy. Now we present an example corresponding to the strategy presented in Theorem 2. Example 1. Consider the TD(k,r = 25). Let z = 2. Consider the 5 2 blocks of the TD arranged in the form of a 5 × 5 matrix. If we adopt the strategy outlined in the proof of Theorem 2, initially, the following clique is obtained: Next (0,1) is put in the new node v 6 and then (1,1) is added to v 1 , (2,1) is added to v 2 , (3,1) is added to v 3 , (4,1) is added to v 4 . As the second column gets exhausted, (0,2) is added to the new node v 6 and then (1,2) is added to v 5 . Thus (1, 2) }, v 6 → {(0,1),(0,2)} and they form a clique of size 6.
Next we observe that the clique size we present in Theorem 2 is not the maximum achievable one. One can indeed find a different merging strategy that provides a clique of larger size. Here is an example. Example 2. Taking a different arrangement compared to Example 1, we get a clique of size 7 as follows:
Thus it will be interesting to devise a merging strategy which will provide the largest clique size when the (v,b,r,k) configuration and z are fixed.
Theorem 3. Consider a (v,b,r,k) configuration with b = r 2 . We merge z many blocks to form each node in achieving a DSN having many sensor nodes. Then there exists an initial merging strategy which will always provide a clique of size Proof. Let the nodes forming the clique be . Each node has z number of empty slots. These slots are to be filed up by the properly chosen blocks. The TD may be considered as a r × r matrix filled with the values 0 to r 2 − 1. The value at the (i,j)-th position of the matrix is i ⋅ r+j and that entry is used as an identification of the corresponding block in the TD. We try to form a clique with r + t nodes, t < r. The value of t will be clearer as we go through the proof.
A column in the matrix (corresponding to the TD) is chosen first and the r blocks are placed one by one in r blank nodes viz.,
. As all the blocks in the same column share the same secret key, the nodes form a clique. Then another column is chosen and the blocks are placed in the next t nodes, one each. In other words, the blocks are put in the nodes and they form a clique among themselves. The rest r − t blocks are added in the first r − t nodes, viz., (in the second slot). Thus each of gets connected to each of . In a similar fashion, the third column is chosen, and the blocks are placed in , one each (in the second slot). The rest r − t blocks are placed in (in the second slot). Thus each of gets connected to each of .
We will continue the above process as long as the second slots of the first r nodes are eventually filled up. However, the continuation can be performed at most z many times as a node may accommodate at most z blocks. Each time r − t new nodes are connected out of a target of r nodes. Thus, in order to complete the above process, we must have . Example 3. The technique in Theorem 3 outputs cliques of size r + t where . Let us consider r = 5 and z = 2 as in the previous examples. This technique outputs a clique of size 5 + t where , i.e., we get a clique of size 7. The technique constructs the clique as follows:
Note that in the basic (v,b,r,k) configuration or after our merging strategy, the size of cliques are not dependent on the number of keys in each block/node. It is clear that the connectivity of the DSN increases with the increasing number of keys in each node. However, increasing the number of keys is constrained by the limited memory capacity of a sensor node. It is a nice property that the clique size does not increase with the number of keys in each node (using our strategy) as otherwise one may be tempted to obtain cliques of larger sizes by increasing the number of keys in each node (i.e., by increasing the edges in the graph).
Configurations Having Complete Block Graphs: Projective Planes
Since we are talking about cliques, we should also revisit the designs where the entire DSN forms a clique. In [8, Theorem 11, 12] , it has been pointed out that the block graph of a set system is a complete graph if and only if the set system is the dual design of a BIBD and in particular, there exists a key pre-distribution scheme for a DSN having q 2 + q + 1 nodes, in which every node receives exactly q + 1 keys and in which any two nodes share exactly one key. It is also stated that such designs are not recommendable as a key predistribution scheme in large DSNs because of storage limitation in each sensor node. We like to point out that even if the storage space is not a limitation, then also this scheme is not suitable. The reason is as follows.
In this design any two nodes share a common key. However, for better resiliency one may like to have more common keys among any two nodes (this is one important motivation for our merging strategy [3, 4] ). Even if one maintains multiple keys against each identifier, the projective planes do not help because compromise of a single node results in discarding the identifiers contained in each node (block) and all the corresponding keys for each identifier also get discarded. Thus the resiliency measure fail(s), (the probability that a given link is affected due to the compromise of s number of randomly chosen nodes) does not improve (i.e., does not reduce).
Conclusion
In this paper we consider the DSNs where the key pre-distribution mechanism evolves from combinatorial design. Such schemes provide the advantage of very low complexity key exchange facility (only inverse calculation in finite fields). In terms of distributed computing and communication among the sensor nodes, it is important to study the subset of nodes that are securely connected to each other (clique). In this paper we have studied that in details. We studied the cliques corresponding to the (v,b,r,k) configuration where each block corresponds to a node. Further we study the scenario when more than one blocks are merged to generate a node. We show that the clique size gets improved in such a scenario. An interesting future work in this area is to implement a merging strategy such that one can get cliques of maximum size after the merging.
