We introduce poly-Bergman type spaces on the Siegel domain D n ⊂ C n , and we prove that they are isomorphic to tensorial products of one-dimensional spaces generated by orthogonal polynomials of two kinds: Laguerre polynomials and Hermite type polynomials. The linear span of all poly-Bergman type spaces is dense in the
Introduction
In this paper we generalized the concept of polyanalytic function on the Siegel domain D n ⊂ C n , which is the unbounded realisation of the unit ball B n ⊂ C n .
The spaces of polyanalytic functions on the unit disc D, or the upper half-plane as its unbounded realisation, were introduced and studied in Balk (1997) , Balk and Zuev (1970) , Dzhuraev (1985) and Dzhuraev (1992) . Recall some preliminaries known facts. Let Π ⊂ C be the upper half-plane and let l ∈ N. We denote by A Ã 2 l−1 (Π) be the spaces of true-l-analytic functions and true-lanti-analytic functions, respectively. Let χ ± stand for the characteristic function of R ± = R ±1 = {x ∈ R : ±x ≥ 0}. The main result of Vasilevski (1999) says that the space L 2 (Π) admits the decomposition
and that there exists an unitary operator W : L 2 (Π) → L 2 (Π) such that the restriction mappings
are isometric isomorphisms, where L l is the one-dimensional space generated by For the Bergman space A 2 λ (D n ) of the Siegel domain D n , the analogues of the classical Bargmann transform and its inverse for five different types of commutative subgroups of biholomorphisms of D n were constructed in Quiroga- Barranco and Vasilevski (2007) . In particular, for the parabolic case they found an isometric isomorphisms
which is the Bargmann type transform, where Z + = {0} ∪ N and Z − = Z \ N.
In this work polyanalytic function spaces are defined via the complex structure of C n induced by the tangential Cauchy-Riemann equations given for the Heisenberg group Boggess (1991) 
consisting of all L-analytic functions, i.e., functions that satisfy the equations
where, as usual,
In particular, a function f is analytic in the Siegel domain if it satisfies
Functions in A 2 λL will be also called polyanalytic functions. Anti-polyanalytic functions are just complex conjugation of polyanalytic functions, but they constitute a linearly independent space. For L = (l 1 , ..., l n ) ∈ N n , we define the anti-poly-Bergman type spaceÃ
consisting of all L-anti-analytic functions, i.e., functions satisfying the equations
We define the spaces of true-L-analytic and true-L-anti-analytic functions as
stand for the canonical basis of R n .
The main results obtained in this work go as follows:
2) There exists an unitary operator
where L l n −1 is the one-dimensional space generated by the Laguerre function of degree l n − 1 and order λ, and K
is the subspace of l 
This space is sometimes called the holomorphic tangent space. Using the Euclidian inner product on T p (R 2n ), denote by X p (M) the totally real part of the tangent space of M which is the orthogonal complement of (M) . It also provides an expression for the generators of H p (M). We refer to Boggess (1991) for its proof. 
of the origin is given by
We refer to Example 7.3-1 of Boggess (1991) for the details on the following construction of the Heisenberg group, which use the Equation (1). For the real hypersurface in C n defined by
the generators for H 1,0 (M) are given by
and the generators for H 0,1 (M) are given by
Cauchy-Riemann Equations for the Siegel Domain
Let dμ(z) = dx 1 dy 1 · · · dx n dy n stand for the usual Lebesgue measure in C n , where z = (z 1 , ..., z n ) ∈ C n and z k = x k + iy k . We often rewrite z as (z , z n ), where z = (z 1 , ..., z n−1 ). On the other hand, the usual norm in C n is denoted by | · |. In the Siegel domain
we consider the weighted Lebesgue measure
Recall now the well known weighted Bergman space
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where
Our aim is to introduce poly-Bergman type spaces in the Siegel domain, and then realize them in the space L 2 (D, dη λ ) in order to apply Fourier transform techniques for their study. We start with the image space
For functions satisfying this last equation, the first type equation in (4) can be rewritten as
These kind of equations were used in Quiroga-Barranco and Vasilevski (2007) , and without any restriction on ϕ, they proved to be more usefull than the first type of equations in (4), as explained right now. At first stage, our aim was to introduce poly-Bergman type spaces such that they densely fill the space L 2 (D n , dμ λ ), we additionaly required that such poly-Bergman type spaces be isomorphic to tensorial products of L 2 -spaces. Thus, following the techniques given in Quiroga-Barranco and Vasilevski (2007) , equations (5) gave positive results for our porpuse. In this way the differential operators given in (3) were found, and they certainly satisfy
Obviously, a continuous function f is holomorphic in D n if and only if
We will use the operators Λ k 's to define the first class of poly-Bergman type spaces, i.e., a certain class of polyanalytic function spaces.
On the other hand, the differential operators ∂/∂z k (k = 1, ..., n − 1) are used to define anti-analytic function spaces, but they can be replaced by the operators given in (2). By the way,
In addition we must consider
As expected, we use the operators Λ k 's to define anti-polyanalytic function spaces.
Orthogonal Polynomials Required
We will prove that poly-Bergman type spaces are isomorphic to tensorial products of one-dimensional spaces generated by orthogonal polynomials of two kinds. The first one is the set of Laguerre polynomials of order λ: Vol. 4, No. 6; 2012 Laguerre polynomials constitute an orthogonal basis for the space L 2 (R + , y λ e −y dy), thus the set of functions
is an orthonormal basis of L 2 (R + , y λ dy), where c j = j!/Γ( j + λ + 1) and Γ is the gamma function. Consider the one-dimensional space
On the other hand, for each ν ≥ −1/2, the second kind of polynomials consists of an orthonormal family of Hermite type polynomials in the space L 2 (R + , τ 2ν+1 e −τ 2 dτ). These polynomials are denoted by Q ν j (τ), j = 0, 1, 2, ..., and they are defined via the Gram-Schmidt procedure using the linearly independent set {1, τ, τ 2 , ...}. Thus, deg Q ν j (τ) = j and
2 /2 belongs to L 2 (R + ), and h(τ) = τ ν+1/2 e −(τ 2 −τ)/2 is bounded. Therefore gh ∈ L 2 (R + ) and is orthogonal to the orthonormal basis { λ j (y)}. Thus gh = 0, i.e., f = 0. We have proved that the Hermite type functions
form an orthonormal basis for L 2 (R + , τdτ). We will refer to τ ν as the potential weight of both the polynomials and Hermite type functions.
All the polynomials Q ν j (τ) come out in our computations but we can work instead with the polynomials Q
Let rdr denote the product measure 
For each m ∈ Z n−1
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Z N . We say that 0 ≤ J ≤ L if 0 ≤ j k ≤ l k for k = 1, ..., N, where J = ( j 1 , ..., j N ), L = (l 1 , ..., l N ).
Poly-Bergman Type Spaces
For L = (l 1 , ..., l n ) ∈ N n , we define the poly-Bergman type space A 2 λL as the subspace of L 2 (D n , dμ λ ) consisting of all functions f satisfying the equations
Let {e j } n j=1 be the canonical basis of R n . We define the space of true-L-analytic functions as
It is much more convenient to deal with
in order to apply Fourier techniques in the study of the poly-Bergman type space. For ϕ = U 0 f ∈ A 0,λL (D) we have then
Once and for all we introduce all the operators to be considered. Fourier transforms on L 2 (R) and L 2 (T) play a very important role in this work, where T = S 1 is the unit circumference. We begin with the tensorial decomposition
We use now polar coordinates for the first tensorial factor space. For z = (z 1 , ..., z n−1 ) ∈ C n−1 , we write z k = r k t k with r k ≥ 0 and t k ∈ T. For t = (t 1 , ..., t n−1 ) and r = (r 1 , ..., r n−1 ), we often write rt to mean z , and we identify z with (t, r).
Let F denote the Fourier transform on L 2 (R), and let F be the discrete Fourier transform on L 2 (T, dt/(it)):
Let F (n−1) be the tensorial product of F with itself taken n − 1 times. Now, according to the decomposition (8) we introduce the unitary operators
Of course, the operator U 2 acts from L 2 (D, dη λ ) onto the Hilbert space
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We introduce the unitary operator
where T ± is the operator on l
with T m given by (7), m ± = (m 
where e = (1, ..., 1) ∈ Z n−1 .
Theorem 5.1 The unitary operator W
The poly-Bergman type space A 2 λL is isomorphic to the subspace
is an isomorphisms. Furthermore
www.ccsenet.org/jmr Vol. 4, No. 6; 2012 Thus {d m j n } m∈Z n−1 , as in (13), belongs to A 2,λL if and only if
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Let R denote the left hand side of this equation for the particular case l k = 1, and let G(x, y) be the function χ + (x) λ j n (y). We have
that is,
Thus, the function {d m j n } m∈Z n−1 = U 2 Ψ j n belongs to A 2,λL if and only if for each m and k = 1, ..., n − 1:
Fixed m ∈ Z n−1 + , the general solution of this system of equations has the form
where J = ( j 1 , ..., j n−1 ) and J = (J , j n ). Alternately, the general solution is given by
For arbitrary m ∈ Z n−1 , the general solution of the system of differential equations (15) can also be written as
where p k (ρ k ) is a polynomial of degree at most l k − 1 and whose coeficients are functions in x. Suppose that m = (m 1 , ..., m n−1 ) Z n−1 (18), and the set of solutions is reduced by the L 2 -condition. We have non-trivial solutions for L + m − e ≥ 0, they are given by
Then the function U 2 Ψ j n belongs to A 2,λL if and only if Anti-polyanalytic functions are just complex conjugation of polyanalytic functions, but they constitute a linearly independent space. For L = (l 1 , ..., l n ) ∈ N n , we define the anti-poly-Bergman type spaceÃ The following theorem is the main result of this work. 
