Abstract-A wide variety of methods have been proposed for system modeling and identification. To date, the most successful of these methods have been time domain procedures such as least squares analysis, or linear prediction (ARMA models). Although spectral techniques have been proposed for spectral estimation and system identification, the resulting spectral and system estimates have always been strongly affected by the analysis window (biased estimates), thereby reducing the potential applications of this class of techniques. In this paper we propose a novel short-time Fourier transform analysis technique in which the influences of the window on a spectral estimate can essentially be removed entirely (an unbiased estimator) by linearly combining biased estimates. As a result, section (FFT) lengths for analysis can be made as small as possible, thereby increasing the speed of the algorithm without sacrificing accuracy. The proposed algorithm has the important property that as the number of samples used in the estimate increases, the solution quickly approaches the least squares (theoretically optimum) solution. The method also uses a fixed Fourier transform length independent of the amount of data being analyzed, allowing the estimate to be recursively updated as more data is made available. The method assumes that the system is a finite impulse response (FIR) system.
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LIsT OF SYMBOLS
x(n) = input to system y(n) = output from system X(e" [10] , no simple, robust procedure has been proposed which operates entirely in the frequency domain. Classical spectral analysis methods are generally inadequate for all but the simplest cases because of their unsatisfactory properties [8] . Recent results on the theory of short-time spectral analysis have suggested a framework for an "efficient" and accurate frequency-domain procedure for spectral estimation and system identification [11], [12] . It is the purpose of this paper to describe this new algorithm and present several examples demonstrating its improved effectiveness. Fig. 1 shows a block diagram of the general system identification model. The input signal x(n) is assumed to be a white Gaussian noise with variance a and zero mean. The linear system h(n) is assumed to be a finite impulse response (FIR) system of duration M samples, h(n)0 n<0, n>M-l. 
accurately (.6?n i03 points), and 2) FFT methods are numerically very efficient. Furthermore, with the advent of high-
speed array processors, algorithmic procedures which use FFT's are frequently easily programmed. In Section H we review the ideas of short-time spectral analysis, and show how they can be applied to the problem at At the output of the linear system, an independent white hand to give a frequency-domain solution to the problem. In
Gaussian noise e(n) is added to v(n) to give the output signal Section III we show results of simulations using the algorithm y(n). Thus, obtained in Section II. In Section IV we discuss the properties of the algorithm and point to areas in which subsequent hivesy(n) = x(n) * h(n) + e(n) (2a) tigations would appear to be fruitful.
A. Short-Time Fourier Transform Relations The signal-to-noise ratio (SNR) at the output of the system is defined as When the signals have finite energy we may define the Fourier transform (on an infinite time interval) of (2a) to give /E(u2(n))\ _________ the relation SNR = 10 log0 E(€2(fl))) = 10 log10 (--) (3) Y(e) = X(e') H(e') + e(e-") (6) The system identification problem is one of finding an esti-where e(ejw)F[e(n)1. For noise signals, however, the mate uI(n) of h(n), given only N' samples of the input x(n) and Fourier transform does not exist. The classical method for obthe output y(n). In general, N' >>A?. It is assumed that the duration of (n) (call this ]) satisfies the relation taming a realizable Fourier transform from a noise signal is to Fourier transform a rectangular window of length L, divide by (4) the window length L, and then take the limit as L goes to oo.
The alternative that we propose here is to utilize the theory of i.e., that we have knowledge of, or can accurately bound the short-time Fourier analysis [11] , [121 to provide insights on duration of the system impulse response. If (4) is not satisfied, how to deal with noise-like (constant power) signals in the frethe estimation errors are strongly dependent on h(n) and it quency domain. becomes very difficult to assess system performance. We will
We recall that X(eJW), the short-time Fourier transform of not be concerned with such cases. Therefore, assuming that the signal x(n), at time mR, is defined as the constraint of (4) is obeyed, one reasonable measure of system performance is the quantity [6] mR Xm(e)
where R is the period (in samples) between adjacent estimates
The quantity Q is called the "misadjustment" or "misalign-of the short-time transform of the signal, w(n) is a causal (i.e., ment" between h(n) and h'(n), expressed in decibels. It has w(n) = 0 for n <0) low-pass FIR filter of duration L samples been shown that for white input signals the measure of (5) which determines both the temporal and spectral resolution of provides a good description of the performance of a system the transform and F[] denotes the operation of taking a identification method [7] . Fourier transform of the sequence within the brackets. If we Several classes of "optimal" techniques in the time domain express the windowed signal at time mR as have been developed for solving the system identification XmR (n) = x(n) w(mR -n) (8a) problem. Included among them are the classical least squares analysis (LSA), and the least mean squares (LMS) adaptation
algorithm. In the frequency domain, however, only very where F' [1 denotes the inverse Fourier transform of the simple, suboptimal techniques have been proposed for solving function within the brackets, then it has been shown [11] the system identification problem, and even these techniques that for any "bandlimited" window w(n), if the short-time have proven not to be entirely adequate for any reasonable transform is obtained at a sufficiently high rate (i.e., at or class of problems [7] . In this paper we drive a new frequency-above the "Nyquist" decimation rate of the window), then the domain approach to the system identification problem which original signal x(n) can be recovered within a negligible aliasing alleviates many of the problems encountered using previously error by "overlap adding" the windowed signal XmR(fl), i.e., proposed frequency-domain methods. High quality frequencydomain techniques are interesting for many reasons, but two x(n) = -X,j(n) By way of example consider an L-point Hamming window, as shown in Fig. 2 , with L = 100. The bandwidth of this window (for a 10 kHz sampling rate) is approximately 200 Hz, i.e., for frequencies above 200 Hz the log magnitude response of the window falls below -42 dB and never rises above this level. The Nyquist rate of the window is 400 Hz, i.e., samples of the short-time transform must be taken at least 400 times per second, or at least once every 25 samples. Thus R, for the Hamming window, is an integer in the range 1 R 25.
Typically, a value of R = 25, i.e., one quarter of the window duration, is used for short-time spectral analysis with a Hamming window.
In a similar manner, the short-time transform of the output Ym(e') is defmed as
Again, defining a windowed output signal YmR (n) as
then, as in (9),y(n) can be expressed as Xm(e)H(e) Ym(W).
( 15) m=-oo
It should be emphasized that it is not true that for any m Xm(e')H(e) Ym(e).
(16) (10) Equation (16) has been the basis of some spectral estimation procedures where it is assumed (without formal justification [8] ) that the results on an infinite time basis (6) can be extended to the short-time (windowed) case.
Equation (15), although theoretically exact, is only valid when the summation is for all m. When a finite range on m is used, however, the result is still approximately true. (In the time domain it can be shown that (n) = 2(n) * h(n), where 2 and j are obtained by truncating the sum on m, except for a small number of points at the beginning and the end of the analysis interval. Thus, it is anticipated that as the number of analysis intervals (range of m) increases, the quality of the approximation improves.) Thus, if we define the error signal e(n) as
or in frequency as
then we have a quantity (E(e)) which has the following (lib) components.
1) A component due to the difference between h(n) and (1 ic) i(n) (or H(e') and H(e"')) (misalignment error).
2) An aliasing component due to the imperfect bandlimiting ability of the window (aliasing error). (12a)
In any practical implementation of estimates for H, corn-(12b) ponent 1) will consist of two misalignment components: a) an error due to the finite range on m (end misalignment), and b) an error due to the effects of the noise e on our estimate of (noise misalignment). Note that these components are essentially independent.1 1The noise error depends on the signal to noise ratio SNR, the end effect on the ratio of the number of points in the estimate N' to the length of the window L, and the aliasing error on the window quality and sampling rateR. 
TIME IN SAMPLES
If we temporarily consider the case where e(n) is 0 (i.e., no (13) and (14) we get transform. The sampling frequency is 10 kHz.
(ha)
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We begin by minimizing a functional I with respect to 0nM-l,definedas I=e2(n) (19) giving a smallest value of I(call this Imjn), defined as 1minifl e2(n).
(20)
h fl-oo A solution to (20) may be obtained using standard least squares t techniques as reviewed in Appendix A.
-L + I mR4t-L+1
B. Solution for H(e")
To implement the procedure given in the preceding section, we first find the solution to (20) in the time domain and then transform the result to the short-time Fourier transform domain by the use of relations (8), (9), (12) , and (13). We then study some important properties of the resulting equation.
The solution to (20) Since a typical element of 0 is
Xi.,R(fl')XmR(fl'
the sum on n' is finite and depends on nR and 1 + mR due to (24) the time truncation of the window w(n). For a causal window L points long (Fig. 2) , the lower limit N1 and the upper limit N2 of then' sum are given by
N2 'min(l+mR,nR).
(32b) This may be seen by studying Fig. 3 . If N2 is less than N1, the windows do not overlap and Oflm is identically zero. We (26) may determine the matrix elements Onm, which are identically equal to zero (because of the no overlap condition), if we examine the limits on the range of 1 which is determined by the length ofh, i.e., For the lower diagonals will be identically zero when N1 >N2,or -1+nR>mR+L-1 which for 1 (ill -1) becomes (the worst case)
For the upper diagonals, cbnm will be identically zero for N1 >N2 or 1÷ 1 -L + mR > nR which, for 1= 0, gives
By way of example, suppose that M is chosen equal to the window length L and that the window is a Hamming window so that L = 4R. Then the matrix 0 is an eleven diagonal band matrix We would like to point out that the matrix elements at the beginning and end of each row are very small relative to those in the center because the window is small at its ends and because N2 -N1 becomes small. The ratio of a typical center term Omm to an end term Om,m ÷q2 is on the order of where we have assumed x(n) = 1, all n, and q2 is such that the mth and the (m + q2 )th windows overlap at a single point.
When q1 = q2 0, (29) reduces to the classical method well known in the literature [8] . The sums along,9ff diagonal rows of the matrix correspond to estimates of h with somewhat different window properties. That this is true may be demonstrated by isolating the qth diagonal sum of h for the case of white noise input (0(l) a6(l)), namely we look at a modi. fled version of (36) which is defined by ignoring the summation on q and considering a single value of q, i.e., Combining (43) with (42) we find R(l+qR) Equation (44) tells us that a sum along the qth diagonal would give us an estimate h of h which is modified by the autocorrelation of the window R shifted by qR.
By summing over q, the bias effect of the window as seen in (44) is removed because, for any low-pass function, R in this case, and for a properly chosen decimation period R, R,(l + qR) = DW(e'°)
which is independent of!, as shown in [11] .
(37a)
To illustrate the implications of the above discussion, Fig. 4 37b caricaturizes an impulse response sequence h(n) which is nonzero for M 10 terms, and a window autocorrelation for a 16-point window. For values of q near 0 (i.e., q = 0, ±1) the overlap between h(n) and R(n ÷ qR) is substantial. However, for q < -4 and for q > 3, there is no overlap between h(n) and R(n + qR). Thus, using such terms in the summations of (36) leads to adding no information to the spectral estimate. In fact, even the q = ±3, -4 terms tend to have more noise than signal since the impulse response is multiplied by the tails of the autocorrelation of the window, as seen from (44).
(38) Equation (36), or its Fourier transform, tells us that the value of the spectral estimate, in the case of white noise, is exactly the true impulse response when a sufficient number of sums of off diagonal matrix elements (values of q) are included in the summation.
Based on the above discussion, our proposed spectral estimate of H(e") is found by Fourier transforming (36) and is of the form =
where, after truncating the sum on m toP terms, gives Algorithmically, the procedure for implementing the spectral estimate of (46) using discrete Fourier transforms to give the spectral estimates of (47) and (48) is as follows. 1) Choose a section (window) length L. The section length should beat least as large as the estimated impulse response duration M of the system being estimated.
2) Choose the sampling period R for computation of the short-time spectra. As discussed previously, the value of R is chosen based on the window characteristics. For a Hamming window, R L/4. We assume R = L/4 for illustrative purposes.
3) Choose the total number of data samples N' used in the analysis. Previously published data provide a reasonable estimate of the required length N' for a given performance criterion Q at a given signal-to-noise ratio (3) [7] . The number of analysis sections P is then given as
P= [(NL÷R)]
where [x] is the greatest integer less than or equal to x. If we number the samples as n = l, , N', then the mth frame is defined from
)4nRiL(mR -n)y(mR +L -n)w(n), 0nL -1 0'mP-1. f-'.
--
UkJ JL
1.
-v-- In the next section we present results which illustrate the operation of the above algorithm for a range of values of L andN'.
III. EXPERIMENTAL RESULTS
To investigate the performance of this new spectral technique for system identification by specific examples, we implemented the system of Fig. 1 . The input (x(n)) was a Gaussian white noise signal, and the impulse response (h(n)) was one of two systems. The first system is shown in Fig. 5 . Fig. 5(a) shows the impulse response of a filter which was of the form h(n)l n0,l,3,7,15,31 = 0 otherwise and Fig. 5(b) shows the frequency response of the filter. For this exampleM 32. (N) used in the spectral analysis. In all the experimental studies we used q2 q and q1 = -q0. Fig. 5(c) shows the results obtained with a section size of L 32 samples, with N' = 512 data points, q0 0 (i.e., the "classical" way of doing spectral estimation), and an FF1 size of 512.2 The resulting estimate of the impulse response h(n) shown in Fig. 5(c) displays the problem associated with the classical analysis procedure, i.e., the true impulse response is weighted by the autocorrelation of the analysis window, leading to a very poor estimate of h(n) (bias in the frequency estimate). The impulse at n = 15 is strongly attenuated, and the impulse at n = 31 is hidden in the noise. We can alleviate these problems with a larger value of q0. Fig. 5(d) shows the results for L = 32, N' = 512, q0 = 3 (e.g., q1 = -3, q2 3), and an FFT size of 64 points. It can be seen that a section size L, comparable to the impulse response duration M, is entirely adequate as shown in this figure. The impulses in this figure are all essentially of equal amplitude (the bias has been eliminated). However, it can be seen that there is a considerable amount of noise throughout h(n) due to the spectral division in (46). This noise can be reduced by (52) using a larger FFT size, as shown in cause the amount of coherent spectral information is increased, relative to the fixed noise component. The preceding example showed that when a sufficient number of matrix diagonals were used in the computation, it was possible to obtain a good estimate of the system impulse response that was independent of the analysis window. We now examine the individual terms that go into the summations of (47), (48). To do this we use the system with impulse response shown in Fig. 6(a) and frequency response shown in Fig. 6(b) . The impulse response duration in this case is M = 7 samples [7] .
Figs. 7 and 8 show sequences of plots of the time functions gi(n) and g2(n) defined as g1(n) F1ES(e)] where we have set -q1 = q2 = q in (47), (48). g1 and g2 are then the inverse transforms of sums along the qth diagonal alone, as discussed in (39)-(44). Fig. 7(a)-(d) shows plots of g1(n) for q = 0, 1, 2, and 3, respectively. As shown earlier [left-hand side of (42)] the expected value of g1 (n) is an impulse (for the white noise case) weighted by the autocorrelation function of the window shifted by qR samples. The examples of Fig. 7 were computed using a section length of L = 64 samples, and a total number of samples N' = 128 using a 128-point FFT. A Hamming window was used throughout with a shift of R L/4 = 16 samples. Fig. 7(a)-(d) shows that as q increases, the effective noise level of the computation increases due to the decrease in amplitude of the impulse at n = 0. For q = 3, the peak noise level is almost three times the level of the impulse at n = 0. Fig. 8(a) -(h) shows plots ofg2 (ii) for q = 0, +1, 1, +2, 2, +3, -3, and -4, respectively. It is clear that the weighting effect of the window has its greatest effect for q = +2, ±3, and -4 as the window autocorrelation tails align with h(n). It can also be seen that the worst noise in the estimate occurs for large n for q negative, and for small n for q positive. This is due to the window autocorrelation function which is centered on large n for q negative, and small n for q positive, and thus increases the noise level at these points. For q 0, the auto- 
B. Performance with White Noise Input
To quantitatively investigate the performance of the spectral estimation algorithm of (46) as a function of q0 (the number of off-diagonal spectral terms included in the summation), and P (the number of short-time spectra which are used in the computation), we used the system of Fig. 6 as the linear system, and excited it with zero-mean, white Gaussian noise. For the case where e(n) = 0 the system impulse response was estimated as the inverse Fourier transform of the frequency response estimate of (46). As a performance measure, we used the Q measure of (5) which is a good performance measure for system identification methods when the input is white noise [6] , [7] . Fig. 10 shows a plot of Q versus log N' (the total number of samples of x(n) and y(n) used in the analysis) for a section length of L = 32 samples3 and for several values of q0 (q2 = -q1 = q0). The value q0 = 0 corresponds to the "standard" spectral estimation technique, whereas the values q0 = 3 and 4 are in the range of the generalized spectral estimates according to the analysis of the preceding section. It is readily seen that for q0 = 0, 1, and 2, the values of Q flatten off as N' increases, since in those cases the theoretical value of Qis limited by the window bias, as shown previously. However, for q0 = 3 and 4, the value of Q monotonically decreases to about -52 dB for N' = 2048. For these cases the limiting effect is the contribution of the first and last analysis sections (end effect error) to the overall spectral estimate, since for these sections of data the analysis leading to (46) is not entirely correct, namely, since the sum on m has been truncated to the interval [0, P -1]. The samples for the first and last (L/R -1) sections (3 for a Hamming window) of the truncated interval rely on samples outside the analysis interval in order for the relation 3The section length was chosen larger than M (7) since the estimated value of M (M) was chosen as 25 for this example. correlation is symmetric around n = 0, as seen by the noise terms in Fig. 8(a) .
A. Effect of Denominator Term S, Before presenting quantitative data on the performance of our method (46), we show one final interesting example of how the procedure worked without and with the denominator term S(e") of (46). The issue here is whether or not the denominator terms are required, especially for a white input signal, since in that case the expectation of the denominator is known exactly and is just a for all frequencies k. Without the denominator term, (46) is essentially the Fourier transform of a cross correlation. Fig. 9(a)-(d) illustrates this point. Fig. 9(a) is a plot of the log magnitude response of th system of Fig. 6 , estimated using only the numerator term S(e") of (46). (The value of q0 was 3, namely, q2 3, q1 = -3.) Fig. 9(b) shows the resulting impulse response estimate. A large amount of noise is seen in both the log spectrum and in the impulse response estimate. Fig. 9(c) and (d) shows similar plots when the denominator of (46) was included in the estimate. The dramatic improvements in the responses for this example are striking. (The scale difference is, of course, due to the necessity of dividing the estimate of part a by a.) As in other system identification procedures (e.g., least squares), the input correlation (or input spectral estimate) provides significant information on the short-time correlation (or spec- doubles. The dotted line shows the curve of the expected value of Q for a white noise signal input using the least squares method of system identification [7] . Values of Q from our spectral estimation method are clearly comparable to the expected values from the least squares method when N' is sufficiently large (i.e., N' 300).
N. DISCUSSION
The major significance of the results presented in the preceding section is that they showed that a spectral method may be implemented for system identification with the following properties.
1) The section (window) length L can be comparable to the duration of the unknown impulse response being estimated.
2) The effects of the analysis window used in making the short-time spectral estimate may be entirely compensated in the spectral estimate for a white noise input signal.
3) The spectral esthnate is related (and is superior) to previous methods of spectral estimation.
4) The size of the FFT used in the analysis is required to be on the order of the impulse response duration plus the window length. However, as the FFT size increased further, the error monotonically decreases.
5) For the case of a white input signal with no additive noise, the estimate of h(n) improved monotonically as the number of samples of x(n) and y(n) used in the estimate increased. This effect was shown, experimentally, to be due to the "endpoint" problems created by performing a finite size analysis (finite N'). It was shown, experimentally, that when the analysis size became sufficiently large, the magnitude of the error in the estimate of h(n) due to this effect could be made arbitrarily small (at a rate of about 6 dB per octave N'). Thus, the estimate is ultimately limited by the poorly understood aliasing error of the window.
6) For the case of a white input signal with additive, uncorrelated white noise, the estimate of h(n) using the spectral method was comparable to the estimate of h(n) obtained from the classical least squares analysis method (i.e., the end effect is negligible for large N' and the crossover point is SNR dependent).
7) The denominator term S(e'°) of our estimate greatly improved the quality of the estimate of H(e""). Therefore, (46) for H(e") is far superior to a simple cross-correlation method (i.e., H(eJ)Sxy(eIL)) with white noise input (55) (where S(e'") = 1 is a priori knowledge).
Thus, based on the above results, it is seen that the proposed spectral estimation procedure for system identification does indeed have some useful capabilities under some conditions. However, our analysis is not yet complete in that we have not yet developed a theory (nor performed experimentation) for the important cases when the following is true.
1) The input is a noise signal which is not white, i.e., it has some spectral shaping. Of greatest interest are bandpass signals where both a low frequency and a high frequency band are greatly attenuated. For such cases special attention must be paid to those frequencies where the denominator of (46) gets small, as discussed for example in [7] .
2) The input is a nonnoise signal (e.g., speech) with a given spectral shape or a nonstationary noise signal. For these cases it is generally quite difficult to analytically describe the spectral shape of the input signal, except in some parametric form (e.g., as a linear prediction spectrum). Thus, problems in handling such cases are somewhat more difficult than those discussed above.
Other issues related to the current algorithm which warrant further consideration include the following.
1) An estimate of the expected variation of the spectral estimate H(k) around the mean value, i.e., some insight into the statistical variation of H(k) given N' points of a random input signal.
2) A theoretical model to analytically account for the "endpoint" noise due to finite analysis intervals.
3) A theoretical model to account for the effects of aliasing due to "imperfect windows" on the resulting spectral estimate.
Thus, although the algorithm presented here is promising, a great deal of work must be performed before it can be considered a candidate for system identification spanning a broad range of applications.
V. SUMMARY
We have presented in this paper a new algorithm for system identification based on short-time unbiased spectral estimation and Fourier transform methodology. We have shown how this 
