In this paper we identify the common building blocks that enable some networks to provide better than best-e ort transfer guarantees to the tra c they carry. We consider the role signaling plays in such a network and argue in favor of: pinned routes, with a highly e cient pinning process, to improve network stability and to ease the task of maintaining Quality of Service (QoS) guarantees in the face of changing network characteristics, including failures. the use of broad QoS classes to determine the path that a particular ow should follow through the network. providing the exibility of specifying the detailed QoS for the ow, if needed, at any arbitrary time during the life of the ow. We conclude that a exible signaling architecture is an essential enabling component of any QoS aware network. We present an overview of the design and implementation of UNITE, as an example of a signaling architecture that embodies these attributes. More generally, we consider the relationship between QoS related signaling and other protocols and mechanisms that may form part of a an overall QoS enabled network and service infrastructure.
Introduction
Data communication networks have seen tremendous growth and are becoming ubiquitous. As a part of this, there is a great desire to support all forms of real-time and interactive communication on a common infrastructure. Signi cant e ort has been expended on adaptive applications that can dynamically adjust to the changing conditions in a best-e ort network. There appears to be growing consensus that there is a need for explicit support for Quality of Service (QoS) in the networking technology used, particularly at the network layer.
A number of networking technologies have emerged that are capable of providing a variety of di erent service guarantees to the tra c they carry. The evolution of each of these technologies to support QoS has been di erent. Networks based on the internet protocol (IP) suite start by having the minimum support at the network layer for QoS, and to then evolve by adding functionality for QoS support. The premise for asynchronous transfer mode (ATM) networks has been to design in the exibility for QoS support, so that it is capable of supporting a wide range of future applications.
Thus, the di erent networking technologies di er in the exact nature of the service guarantees they provide, and indeed in the direction to achieve QoS enabled networks. However, we recognize that in all of this evolution, a common set of components are needed to achieve QoS and the associated service guarantees in a network. Some of the important functions include:
Forwarding: In the data path, there is the need for di erentiated treatment of the di erent groupings of tra c. These groupings may vary from broad tra c classes to individual ows between applications. Routing: QoS support in routing involves two sub-components: { Route dissemination that may be based on link capacities and the actual load on the links in the network.
{ A decision process that determines which subset of links are suitable to be part of a route that has adequate residual capacity. Signaling: Signaling is involved in choosing a path that is capable of providing the necessary guarantees; setting up a classi er in the intermediate systems to treat di erent classes of tra c in distinct ways (from the perspective of scheduling and bu er management); and nally setting up boundaries for resource usage across the classes of tra c, so that limits are placed on how much resources each class may use. As part of signaling, some of the sub-components include: { Admission Control. When an individual ow or an aggregation of ows requests service, a set of algorithms are executed to determine whether or not the ow can be accommodated. This is the role of admission control.
{ QoS negotiation. This involves further customization of the data path beyond the coarse grained de nition of a tra c class. For example, a connection that supports a voice conversation may require a reservation of a speci c bandwidth end-to-end.
One distinction between the approach IP has taken to QoS support (in particular in the Di erentiated Services approaches) and the approach of ATM involves the need for methods to further enhance and customize the data path for the treatment of a ow. In ATM, this is embodied in the process of QoS negotiation. The question that is currently in front of the industry is whether QoS negotiation is needed for individual (or aggregations of) ows or can we live with di erentiation between classes?
We argue in favor of a solution that is rooted in di erentiated treatment based on coarse grained tra c classes, yet is exible enough to allow QoS negotiation for individual ows when that is required.
The use of QoS routing protocols does not imply that detailed QoS speci cations are used (or required) to route a ow requiring QoS through the network. Instead, a coarse grained QoS class, possibly signifying the dominant QoS constraint of the application, could be used to determine the best route for a particular ow. For example, a telephony application might be mainly concerned with latency, while the dominant requirement for the delivery of a high quality video stream might be bandwidth. If required, the resources used by a route that is pinned based on this broad QoS class can subsequently be re ned. For example, detailed resource requirements for a ow might need to be speci ed in a resource restricted access part of the network, while in the backbone the broad QoS class may su ce. However, in both the access and the backbone, the initial route chosen can be based on the QoS class.
The two functions previously identi ed for routing, namely information dissemination and decision making, is present in conventional best e ort networks, such as current IP networks. There are, however, some critical di erences in the way these functions are performed in a QoS enabled network. In a best-e ort network the routing information distributed is limited to topology information, while in a QoS enabled network it would likely also contain information regarding the current utilization of the network. In most networks that primarily support best-e ort tra c, topology information is fairly static, and changes in the topology are often associated with failure events such as node or link failure.
In contrast, in a QoS enabled network, the utilization might change much more dynamically, but such information might be "less critical" than in the case of pure topology change information. In QoS enabled networks, the routing decision making process should naturally be in uenced by the utilization information distributed. This calls for an enhancement of the decision process found in best-e ort networks. The best route to a speci c destination for a speci c QoS might change without any topological change. In order to prevent network instability because of tra c continually switching between two alternative routes, it is crucial that a newly advertised "better" route only be used for new tra c destined for that destination, while existing tra c continue using the earlier best route. This implies the need for connections or some form of route pinning to be used in QoS enabled networks. (This appears to be the underlying assumption in QoS routing work although it is not always stated explicitly 1, 2].)
When routes for ows are not "pinned", assurances of QoS are more di cult to provide. When one path for a ow changes to another, due to changes in the load, not only do we need to ensure that the new path can provide the QoS needed for this ow, but the ows that already exist on that path also see the impact of the change in the route. Without route pinning, advanced planning and provisioning of paths is needed to support the potential of ows using alternative paths. Concomitant with pinning routes, the network needs to support admission control functions that ensure that the path is not overcommitted. Maintaining the same route, unless there is a compelling reason to modify it, minimizes the frequency of changes in the path of ows, and helps in the provisioning and admission control functions.
We recognize the need to have the capability to recover from link failures. Pinned routes will also lessen the impact of topology change on ows that are not directly in uenced by the topology change. Exercising the admission control function when a ow is re-routed on a topology change allows us to continue to maintain the QoS of those ows that should, in principle, not be impacted by the topology change, while allowing re-routing and recovery from failures for the impacted ows in a graceful manner.
We believe an explicit signaling protocol used in conjunction with a QoS-aware routing protocol is the appropriate means for both determining and \pinning" the route for a ow.
Signaling Functionality
In order to forward a stream or ow of packets through a QoS enabled network a number of functions have to be performed:
Determine an appropriate path on which to forward the ow. Establish mechanisms in the nodes along the path, such as scheduling and queueing, so that packets belonging to this ow will receive appropriate treatment. Establish appropriate state in the network to identify packets belonging to this ow, so that only such packets will be subject to di erentiated treatment. When we consider the conventional ATM call establishment 2, 3], using source routing, all of the functions listed above are done together -at the time when the call is established through signaling. With hop-by-hop routing and forwarding in IP, the functions of path selection and the choice of forwarding mechanisms are combined into one, all operating on the time-scale of forwarding a packet.
We believe that a QoS enabled network will require a more exible approach than what is o ered by either of the above (conventional) extremes. Such functionality is provided by the UNITE signaling protocol. The details of UNITE are placed in the context of a QoS-capable framework, which is the well-understood connection-oriented ATM paradigm. In Section 2, we use UNITE as an example to better explain and demonstrate the feasibility of our ideas. However, we believe that there is a broad applicability of these principles in developing any QoS-enabled communication network.
The way UNITE chooses the path is closer to the way IP chooses a path for a ow -based on hopby-hop routing. However, the way UNITE uses the path is closer to the way ATM uses a path -in a connection-oriented manner. Further, UNITE avoids loops when determining the path. This allows us to take advantage of the nice scaling properties of hop-by-hop routing, while achieving the requirement for loop-free pinned routes.
UNITE o ers additional exibility by allowing applications to communicate requirements for scheduling and queueing at arbitrary times. With ATM, this is typically done only at the call-establishment time. We believe that the freedom o ered by the approach taken by UNITE is, in fact, critical for QoS aware applications. It is often the case that the detailed QoS requirements are not needed or are unknown at the time the path is chosen. It may also be desirable for applications to change the treatment of the ow during the lifetime of the ow. For example, an application such as packet telephony requires an end-to-end path between the communicating end-systems for initial application-level negotiation before the QoS requirements are known. It is only after this point that the end-systems (whether source or destination) can request appropriate di erentiated treatment from the network. Restricting the signaling protocol to the detailed QoS negotiation only at the beginning of the ow is likely to be ine cient because the end-points may have to be overly conservative in stating their bandwidth requirements.
In the next section, we present the UNITE protocol in more detail. Much of QoS research, and the details of the UNITE protocol in particular, is grounded in a connection oriented networking environment such as ATM. In recognition of a broad industry move to connectionless IP networks, the nal section of this paper attempts to look at QoS issues for this di erent context. In particular the evolving role of RSVP in ful lling many diverse signaling needs is identi ed. We also consider the role and interaction between QoS enabled networks and services (and related protocols) that might make use of such networks. The paper ends with a conclusion.
UNITE
UNITE is an example of a signaling protocol that achieves the objectives stated above within the context of ATM as the QoS enabled network. (More in depth coverage of the protocol details can be found in 4, 5] .) The fundamental philosophy of UNITE is the separation of connectivity from QoS control. This eliminates the round-trip connection setup delay, before initiating data transmission. Using a single cell with proper encoding, we avoid the overhead of reassembly and segmentation on the signaling channel, and enable hardware implementation of the signaling protocol. Performing QoS negotiation in-band allows switches in the path to process QoS-requests in parallel, facilitates connection speci c control policies, supports both sender and receiver initiated QoS, and allows for uniform treatment of unicast and multicast connections.
Unicast call setup
The principal idea behind UNITE is a complete separation of connectivity from quality-of-service, or more generally, service attributes. Each message involved with connectivity establishment is reduced to a single ATM cell, with xed eld sizes and positions, avoiding the overhead of reassembly and segmentation on the signaling channel, as well as type-length-value (TLV) encoding of the signaling messages, allowing for hardware processing. UNITE eliminates the round-trip delay which is required in conventional ATM signaling before data transmission can be initiated. Exploiting per-virtual connection (VC) queueing, data can be forwarded immediately after a one-hop exchange, rather than su ering a full round-trip latency. For switches without per-VC queuing support, or if desired to perform the setup processing in software, an additional message is used. All QoS and service attribute messages in UNITE are sent in-band. This allows us to build on the extensive work done for QoS elsewhere both in ATM and IP networks. Because the QoS messages are sent on the established VC, we can exploit parallelism in QoS (attribute) processing, improving throughput and latency for QoS establishment. UNITE allows for uniform treatment of unicast and multicast connections. In part due to its simplicity, UNITE supports both source and destination initiated QoS, supports multipoint-to-multipoint connections and recognizes the possible need for variable QoS to di erent participants (variegated multicast trees).
To establish connectivity, the connection originator (the calling station) issues a \micro-setup", a single cell, on the signaling channel. The micro-setup includes all the information necessary to establish a best-e ort connection to the remote destination (called station), most notably the destination address, a QoS class, and a globally unique ow identi er. A switch receiving a micro-setup determines the route based on the destination address and the QoS class and forwards the micro-setup. After allocating a VC and forwarding the micro-setup, the switch returns a single cell acknowledgment (\micro-ack"). In the case of downstream VC allocation, the micro-ack will contain the VC allocated by the downstream switch. On receiving the micro-ack, the upstream node opens the channel by transmitting a single cell \marker" on the established VC (in-band). This marker serves as the 3rd step of a three-way handshake, and opens the channel for use on a best-e ort basis. It also acknowledges the micro-ACK message and demarcates the onset of the new data ow. The marker includes the ow identi er and the source address. The marker is the rst cell sent in-band by the upstream node. Subsequent cells are valid data cells of the new ow. Virtual circuits are bi-directional. The latency to establish a best-e ort ow is therefore only a single hop round-trip propagation delay, plus nodal processing.
To ensure that no persistent loops form, UNITE uses a combination of the ow identi er and an end-to-end acknowledgement. When the destination receives the micro-setup, it sends a reply message on the established VC to the source. This message is repeated periodically to reassert end-to-end connectivity and facilitate state cleanup. The rst keep-alive indicates that a loop-free path has been established. The source will only release the connection after receiving an end-to-end acknowledgement, or after giving up on waiting for it (timeout). The above description applies for switches that support per-VC queueing. In addition, cells immediately following (too close to) the marker may be lost unless the marker is processed online in the (hardware) data-path. To cope with these cases an additional message, marker acknowledgement, is needed to con rm (upstream) the processing of the marker and thereby the opening of the channel. This extra message, which introduces an additional hop round-trip, is su cient to accommodate software implementations and FIFO switches. The UNITE QoS class (1 byte) allows for coarse grained class based service di erentiation and is a hint to improve the likelihood of success for subsequent QoS requests. We envisage the need to identify a small number of classes as being su cient, for example classifying into: i) best e ort, ii) delay sensitive, and iii) high bandwidth. The UNITE QoS class can also be used to encode the Di erentiated Services eld (DS eld) being de ned within the Di serv working group of the Internet Engineering Task Force (IETF). UNITE uses hop-by-hop routing of the micro-setup, in contrast to the traditional ATM source-routing.
Soft state and garbage collection
The destination periodically sends a end-to-end state message in-band on the established VC. This serves two purposes. The rst end-to-end message con rms that a loop free connection has been successfully established. Subsequent refreshes assert the liveliness of the connection. Each refresh message is marked as an operations and maintenance (OAM) cell that may is also delivered to every switch in the path. The messages contain the ow identi er and an expiration time (a function of the frequency with which the end-to-end refresh message is sent). A switch that does not receive a refresh message for some time (based on the expiration time) should release the connection in both directions and follow normal release procedures to recover local resources.
The end-to-end state refresh provides two major bene ts. The rst bene t is that the network may clear up state to recover from failures. State is cleaned up simply by a local decision at a switch in the path. This allows us to have a simple means for handling exception cases such as failures, implementation errors and lost protocol messages (see below on release). A second bene t is that the initial end-to-end con rm message avoids the possibility of an in nitely looping connection request. Such looping would be possible, for example during a routing transient, if and only if the originating station sends a release before an end-to-end connectivity is established. In this case, the looping micro-setup may not be detected if the release clears the ow state before the micro-setup completes the loop. By waiting for an end-to-end con rmation before issuing a release this exception case is avoided. The overhead of the state refresh is also negligible, because an end-system that transmits the end-to-end \keep alive" may control the frequency of the transmission possibly through some form of an exponential backo (with a maximum interval), based upon knowledge of the behavior of the channel. The speci cation of the expiration time enables the end-systems to communicate the appropriate interval for switches to use for timing out state.
Restoration
One of the attractive features of IP is its ability to recover from node and link failures. This is simply performed by the routing system providing nodes the connectivity information, and re-routing packets around failures. Currently, the state of the art in ATM signaling allows for recovery during the process of setting up a connection. The means for recovering from a failure to set up an end-to-end virtual circuit is to crankback and attempt to set up a VC from an upstream node. It would be preferable if a connection-oriented network could also recover from failures, without impacting the end-systems. The multiprotocol label switching (MPLS) framework allows for restoration by pre-provisioning a label switched path to accommodate failures. This allows very rapid switch over to a backup path. However, the di culty with the pre-provisioned approach is that resources may need to be committed on the back up path, even when it is unused. We believe that the separation between connectivity and resource reservation in UNITE can be very useful to manage restoration of paths, especially when this restoration has to be performed dynamically. While many details have to be worked out, our initial approach to UNITE recovering from link failures is to have a switch that identi es the failure to regenerate a microsetup towards the destination. A switch already retains the information required for generating this micro-setup once the end-to-end connection has been setup. The primary identi er of interest is the Flow-ID. When the micro-setup reaches a switch that has context associated with this Flow-ID, the micro-setup is not forwarded any further, and thus the connection is restored around a failure. As we described earlier, the Flow-ID is used at a switch to recognize loops. To enable the restoration around a failure, it is important to detect the switch generated micro-setup as being distinct from the original micro-setup using a ag.
There are several issues of concern that we do not address here in detail due to limited space. For example we need to ensure that the cells that were still in ight beyond the failed link do not arrive at the downstream switch and get re-ordered. This requires policy at the downstream switch to ensure that cells arriving on the old input port are not forwarded. We realize that some data may inevitably be lost, and believe that it is a function of a higher layer protocol to recover lost data. Quality of service will not be assured during the transition to the new path. To reserve resources on the new path, it may be desirable for the end-systems to refresh their reservation requests to enable the network to re-establish the QoS over the new segment of the connection that was established. This is similar to the approach used by resource reservation setup protocol (RSVP) in using a refresh mechanism for recovery from failures. However, this refresh mechanism does not need to be tied strictly to the soft-state approach where reservations are timed out on an existing path. We believe that this approach for restoration holds promise. By exploiting the separation between connectivity and resource reservation, we can route around failures e ectively, without committing resources on alternate paths unduly for the purposes of restoration.
Call setup for multicast
UNITE incorporates the functionality of having multipoint-to-multipoint communication as an integral part of the signaling architecture. The simpler cases of point-to-multipoint multicast calls are simple sub-cases of this overall multicast architecture. The simple di erence between a unicast call and a multicast call is that the micro-setup issued indicates that the call is potentially a multicast call. For the purposes of this discussion we assume that the underlying switch forwarding mechanism can manage issues such as cell interleaving. Therefore, we describe procedures that are applicable for core-initiated joins (for core based trees), which are similar for source-initiated join for a source-based tree. We then describe leaf-initiated joins for other participants that join subsequent to the call being setup. Core initiated joins (or source initiated joins) are relevant when the set of participants is known initially. The core issues a micro-setup knowing the address of each individual participant. Since there is no way to package more than one address in the micro-setup, an individual micro-setup is issued for each of the participants. We think this is not as important, because: (a) the micro-setup is relatively cheap and (b) the number of participants that subsequently join using the leaf-initiated joins may dominate. The rst micro-setup issued to a participant includes a label (in the Type eld) to indicate that it is a multicast-capable call setup. The rest of the micro-setup is similar to that described for a unicast call. The Flow-id is determined by the originator (the core or sender). The Flow-id acts as a call-reference identi er for the multicast call. The micro-setup issued for joining subsequent participants uses the same Flow-id, again labeled as a multicast. The micro-ACK that comes back from the downstream hop returns a VC id as with unicast calls. The Marker transmitted by the core (or source) is sent in-band, on the VC id returned in the ACK. The Flow-id used in the micro-setup is retained at the switch, as a means of identifying the multicast call. During joins, the switch sending the micro-setup maintains state in the switch, which includes the Flow-id and the destination address to which the setup was issued (the new leaf). This way, ACKs that return for the individual setups issued may be matched up by the switch, for purposes of managing their retransmission.
Core/source initiated joins
The initiator of the micro-setup (core or source) sends the Marker when it receives the rst micro-ACK. Upon receiving subsequent micro-ACKs, the source/core knows that the VC is already open (operational) and therefore, doesn't generate a further Marker. At a new branch point on the multicast tree, however, a Marker is required to the new destination: this is because that branch of the tree needs to be ushed of any old data that is in existence for that VC identi er. The controller is responsible for generating and sending this in-band Marker. Subsequently, data may be forwarded on that VC id, as a result of a proper 3-way handshake. Figure 2 illustrates this scenario.
Leaf initiated joins
The mechanisms for Leaf Initiated Joins (LIJ) are similar to those suggested in the conventional ATM Forum UNI 4.0 3]. However, instead of having a separate LIJ and Add-Party mechanism, UNITE uses the same mechanisms of the micro-setup for performing a LIJ. Consider Figure 3 , where two participants A and B wish to join the multicast tree, that currently ends at Switch 4. The LIJ is a micro-setup (the Type indicator indicates that this is a LIJ for a multicast call) from one of the participants, that is directed towards the core/source, using the address corresponding to the core/source. The Flow ID used in the micro-setup is the multicast call reference identi er, and is stored at the switches as the micro-setup is forwarded upstream towards the core. We assume that the underlying call routing mechanisms direct the micro-setup towards the source/core in accordance with the appropriate criterion (e.g., shortest-path or least cost). When a LIJ arrives at a switch from another participant, such as B, the Flow ID is recognized as already existing at the switch, and the forwarding of B's micro-setup is suppressed. This may be done only if the core does not wish to be noti ed of the address of an individual leaf joining. Note that this happens even though the LIJ of the rst participant added on this branch has not yet reached the tree at Switch 4. When the micro-setup from A is issued, the 3-way handshake results in the Marker being forwarded by the switches upstream. This e ectively opens up the VC from the node A up to the branching point, at Switch 4. Along with the suppression of the micro-setups, subsequent Markers are also suppressed at the switches.
Coexisting with UNI
There are at least two ways for UNITE can coexist with UNI signaling, one by deploying UNITE parallel to UNI, the other by translating the signaling messages at the UNITE to UNI boundaries. In the former case, UNITE will use a di erent default VC for signaling messages. This leaves the UNI signaling is unaware and una ected by the presence of UNITE. In addition the switch must dispatch the QoS and attribute messages sent on UNITE VC's to the UNITE control processor. This is depicted in Figure 4 . The latter case is achieved using a conventional signaling gateway. A switch going from the UNITE to UNI domain maps the micro-setup to a UBR connection request. In the reverse direction, when a UNI setup is received, that is appropriate for a UBR connection, the border switch can return the connect back to the UNI switch while forwarding a micro-setup into the UNITE cloud. For other connections that require assurances, the border switch creates both the micro-setup as well as a QoS request. The connect is returned only when the commit for the QoS request is received back from the UNITE end-system.
QoS
UNITE uses in-band messages for QoS establishment. This way UNITE can exploit existing QoS signaling, including an ATM UNI type of QoS service model and processing, an RSVP type of QoS model, and a coarse grained QoS mechanism as de ned by di erentiated services. QoS messages are sent on the established VC exploiting parallelism to improve the throughput and latency for QoS establishment. In part due to its simplicity, UNITE supports both source and destination initiated QoS, supports multipoint-to-multipoint connections and recognizes the possible need for variable QoS to different participants 6], (variegated multicast trees). Performing QoS negotiation in-band allows switches in the path to process QoS-requests in parallel, facilitates connection-speci c control policies, supports both sender and receiver initiated QoS, and allows for uniform treatment of unicast and multicast connections. However, UNITE's framework provides a more exible and e cient QoS management in the following dimensions: UNITE QoS requests may be initiated by the source or the destination of the original best effort connection setup. In the more general case of multicast connections, QoS requests may be Figure 5 : Establishing QoS in UNITE source/core initiated or leaf initiated. UNITE QoS in-band signaling allows QoS renegotiation originating from any of the connection end points. UNITE QoS in-band signaling enables potentially di erent QoS negotiation modalities and implementations taking advantage of parallelism in the processing of the QoS setup across multiple switches in the end-to-end path. For those ows that require a detailed QoS negotiation, we use the process of QoS setup described in Figure 5 . The QoS request may immediately follow the marker, as shown in Figure 5 , or may be submitted after the call is established. The receiver, after processing the request, sends a QoS Commit, that commits the reservation. To adjust over-committed reservations, and to con rm the QoS reservation to the receiver, the originator sends a QoS Ack. The delay until a QoS ow begins on the forward path is an end-to-end round-trip plus the processing at the destination. On the reverse path, a con rmed QoS ow begins one round-trip after the QoS Commit is issued from the destination. For compatibility with existing ATM, we anticipate that the QoS request, Commit and Ack, would be encoded as in the UNI connection setup and connect messages, as far as the QoS information is concerned. For our purposes in this section, we treat the end-system that initiates the QoS setup request as the QoS source. The end-system that responds to the QoS setup request at the other end is the QoS destination. During the QoS negotiation, data may still ow on the connection on a best-e ort basis. Cells that belong to the QoS negotiation message are marked with a Payload-Type Indicator (PTI), possibly as resource management (RM) cells, so that it may ow to the controller on the switch. Thus, in fact, QoS signaling and data cells (or messages) may be interleaved because of the PTI value being distinct from one another. Various alternatives for detailed QoS negotiation can be considered here, including the conventional three way setup depicted in Figure 6 , and one which is consistent with the RSVP-like signaling proposed for IP networks. With reference to Figure 6 , the QoS request is multicast (locally within the switch) to all switch controllers in the path and to the next link at each switch , facilitating parallel processing in the controllers (1). The Commit message traverses the reverse path, slaloming to every controller, collecting the commitments (2). The QoS Ack. multicasts (again locally) the commitment to all controllers (3). In UNITE a QoS request may be initiated by any participant of a multicast, the core (if present), source or a leaf. Moreover, unless otherwise dictated by higher level policies, core/source and leaf initiated QoS may all be used at di erent times for the same multicast. As an illustration of the potential of UNITE, we describe the case of Leaf Initiated QoS request by referring to Figure 7 .
The leaf initiated QoS requests carry the demand from the receivers upstream. When the QoS request arrives at a switch, the demand is noted at the switch. The switch conveys upstream, the maximum of all the demands observed from the di erent branches (a leaf node or a switch may be at the end of the branch). Note that di erent leaves may issue their QoS requests at di erent times. The switch examines each QoS request and transmits a request upstream only if the QoS request is higher than the current maximum. When the demands arrive at the core/sender, the permit returned is the minimum of the o ered capacity, the demands received from the leaves and the available link capacity.
Dealing with aggregation
One of the major issues that has been raised with state in a connection-oriented network is that of scalability. Since there is per-ow state (both in terms of connectivity and quality of service) in the intermediate switches for every conversation between end-systems, the concern is the ability of network switches to support a large number of ows simultaneously. This is particularly relevant when we consider the growth of IP tra c in the Internet currently, where the number of ows that may have to be supported in a provider's backbone may range in the several tens or hundreds of thousands.
This has caused the Internet to seek other means of supporting QoS than with the simple per-ow state approach of RSVP, or with individual VCs in an ATM network. Furthermore, with the very short-lived ows we observe in the current tra c, supporting even best-e ort tra c may require us to support aggregation of simple connection state. In the ATM framework, one step in the aggregation process is to consider the use of virtual paths.
One of the ways that signaling load on the network is reduced is through the use of Virtual Paths. A substantial number of these ows (in the worst case up to a full 64K of the ows between the ingress and egress of a VP) may be aggregated into a virtual path (VP). The signaling load on the switches internal to the VP is dramatically reduced, since these are carried transparently through the VP. UNITE mechanisms for signaling will also operate in a similar fashion: the micro setup sent on the signaling VC arrives at the entry point of a VP, and is processed at this ingress switch. But, the micro-setup is forwarded to the exit point of the VP, transparent to the switches internal to the VP. After the exit point of the VP, the micro setup is now sent on a hop-by-hop basis to the destination, just as before. For all intents and purposes, the VP appears as a single link for UNITE signaling between the entry and exit switches. The bene ts of UNITE overcoming the end-end (source to destination) propagation delay is however still derived. The source may start transmitting as soon as the very rst hop processing is completed, rather than a request going from the source going through a set of switches, the VP and then nally another set of switches before reaching the destination and back. Also, the lightweight nature of UNITE's micro setup is still bene cial to the set of switches that are not part of the VP (and the number of these may in fact be larger than the number of switches in the VP). Further, the QoS processing at the switches within the VP are avoided with UNITE, just as it is in the UNI environment. In terms of details, let us assume that the VP is set up a priori between the ingress and egress switches, either by con guration or through a provider speci c policy to set up the VC when the switches come up. Let there be a speci c signaling VCI on the VP. When the micro-setup from an end-system arrives at the ingress switch, based on the destination address and QoS class, the VPI is determined. The micro-setup, since it is sent on the signaling VC for the end-systems, is not looked at by the VP switches. Note that the particular VP on which the micro-setup is transmitted is a local policy decision at the ingress switch. When the micro-setup arrives at the egress switch, the VCI for the micro-setup indicates that this is a signaling cell, and causes a connection to then be set up from the egress switch to the destination. The OAM and RM cells on the VCs transmitted by the end-systems would not be processed by the switches within the VP.
Networking evolution and related work
The perceived needs of applications for ne grained guarantees has led to the development of ne grained QoS models such as those de ned by for ATM networks. Part of the motivation to provide strict QoS has been to support real-time interactive communication even with relatively simple endpoints. More inteligent endpoints that are capable of adjusting to a variety of network conditions have less stringent needs for guarantees (especially in terms of jitter). However, application demand for QoS support from the network remains, ranging from the fundamental need to support real-time communication to provide compatability with existing equipment and protocols. A further demand for networks capable of providing QoS comes from the network providers, because of the need to provide di erentiation and to avoid the \tragedy of the commons". It is also a means for network providers to introduce a variety of revenue models to support the investment in better infrastructure. The model for providing QoS support considered in this paper is in part based on the experience gained from the protocol development for connection oriented networks such as ATM. In this model, utilization information is distributed together with topology information by a QoS aware routing protocol. This utilization information is used to set up connections along paths through the network. Some of these solutions might not be directly applicable within a connectionless IP network. However, we see many of the ideas developed in connection oriented frameworks, including some rst introduced by UNITE, being adopted in various ways by connectionless IP networks seeking to provide QoS guarantees.
Consider for example recent developments in RSVP. While originally conceived as a resource reservation protocol 6], RSVP has now evolved to be a generic signaling protocol for the Internet. Recent additions and developments to RSVP include the following:
An explicit route object allows RSVP messages to following a particular route through the network.
Together with an extention to carry label information these extentions allow RSVP to be used in an MPLS network 7] . A major application of this combination of technologies appears to be tra c engineering. Allowing label switched paths (LSPs) to be established based on information received from a QoS enabled routing protocol, o ers an equivalent solution to ATM. Aggregating per ow RSVP requests in both the data and the control path is dealt with in 8]. In the data path, aggregation is done by mapping individual ows into coarse QoS classes either by means of tunneling or by appropriate marking of the type of service (TOS) eld in the packet header. The means for aggregating control path information depends on the data path strategy used. In the case of tunnels, individual per ow RSVP requests are invisible while being tunneled. The tunnel endpoints are responsible for maintaining an RSVP session between them which re ects the QoS requirements of the individual ows being carried in the tunnel. One scheme for aggregating control messages in the case of TOS eld aggregation in the data path involves perow RSVP messages being sent through the backbone, in the traditional manner, until the ingress and the egress routers are aware of each other. At this point, RSVP messages for aggregated ows can be sent directly between the backbone edge routers and various mechanisms are proposed to allow per ow RSVP messages to go through the backbone without being processed. An alternative method which completely eliminates the processing of per ow RSVP messages in the backbone is also proposed. In 9] a framework for providing end-to-end QoS in a network with Integrated Services in the access or stub network and Di erentiated Services in the backbone or transit network is proposed. While not proposing any speci c enhancements to RSVP, the proposed scheme also assumes that per ow RSVP messages in the stub network will be carried transparently through the backbone network. The assumption is that the Di serv network will be capable of providing some \well-understood" service to ensure end-to-end QoS. The proposal assumes that per ow RSVP messages will trigger admission control functions in the Di serv network, on some aggregate basis. While not explored in any detail the possibility of using RSVP to dynamically set Di serv codepoints in the network is mentioned. A broad indication of tolerance to delay is proposed to be added to to Intserv RSVP messages to aid the mapping of intserv RSVP requests to Di serv per-hop-behaviours (PHBs). The exact nature of the QoS guarantees that a Di serv network will be capable of providing has not yet been fully de ned. Indeed, initial Di serv networks are expected to make use of static provisioning and to set up PHBs at fairly slow timescales 10]. In such an environment any QoS commitment that the network can provide will apply as long as there is enough capacity to carry a speci c class and all classes of higher priority. The use of a QoS aware routing protocol would appear to add little if any value in such an environment. If however additional capacity is required to carry tra c of a certain class and require determination of a suitable route for that class, it might involve the use of a QoS routing protocol in addition to a signaling protocol to dynamically change capacity allocated (e.g., by changing weights or thresholds) for a class in the network.
Early work on QoS enabled networks treated admission control mainly as a resource availability issue. There is an increasing realization though that admission control in QoS enabled networks will also heavily depend on policy issues. Such policy issues deal with the question of whether a client should be allowed to make use of resources given that such resources are available. Policy based admission control is normally coupled to the revenue model espoused by the service provider. In general we expect there to be a (signaling) protocol selecting and pinning a QoS aware route through the network and performing the reservation for a ow or its aggregate (the subject matter of this paper), as well as a service speci c protocol to deal with policy decisions. The coupling between these di erent signaling functions requires careful consideration:
First, the coupling should be loose as there is expected to be many more ways to decide policy than to decide resource availability. Di erent service providers might use di erent policies. In particular when di erent service providers use the same physical network infrastructure, they might use di erent policies and use di erent (service speci c) protocols between policy servers in the network. Although a policy decision may in part be based on coarse grained information about resource availability, a policy decision to authorize the use of a resource does not imply that the (subsequent) request for resources will be admitted. Care should be taken to ensure that protocols that invoke service speci c policies can make use of QoS information without requiring them to duplicate information about the current state of the network themselves. (Such information is maintained by QoS routing protocols.) Furthermore, it is desirable, that service speci c protocols remain unaware of the speci cs of the current network layer topology. This separation of information and function is desirable to enable the network infrastructure to be able to both operate at a di erent time scale than service speci c protocols as well as support multiple services.
These issues are probably best explained by means of an example. In 11] a signaling protocol, called DOSA (for Distributed Open Signaling Architecture), is presented for telephony in an IP network. The underlying assumption in DOSA is that telephony is an application that will require QoS guarantees from the network. Resources to provide such guarantees are expected to be limited, at least in some segments of the network, thus requiring QoS aware protocols for routing and signaling. The DOSA architecture deals with the policy issues concerning access to these resources as well as functions speci c to the telephony service. In particular DOSA can operate in a fashion reminiscent of today's telephone service where charging only commences when a called party picks up the phone. At the same time, having picked up a ringing phone, a user should be able to depend on the fact that resources have already been assured to sustain the established call.
The DOSA architecture represents what has been called a \service speci c control architecture" in 12]. Di erent services can be expected to provide di erent control architectures, each of which will be responsible for managing some resources in the underlying network infrastructure. The switchlet abstraction 13], showed that this is a safe way of achieving the needed exibility without jeopardizing the intergrity of the network as a whole. Also, service speci c architectures such as DOSA, should be able to interact with QoS management protocols to enable e cient use of QoS enabled networks, without requiring them to maintain QoS information themselves.
The switchlet ideas are complementary to those of UNITE 14, 13] . The putting together of the network is provided by the connectivity abstraction provided by UNITE. The connectivity of UNITE could be provided among a set of switchlets that is a subset of the switches in the network. Layered on top is the QOS abstractions and protocols of UNITE and other signaling frameworks including service speci c protocols. These could be local to each switchlet at a switch. We could customize the processing of a particular VPN's connection by using the QoS protocol of UNITE to communicate to the switchlets in the path, establish customized state and processing and thus achieve the customization of the path that a particular VPN desires.
Summary
Supporting quality of qervice in networks has been an area of active research for a long time. However, there has been a renewed interest in QoS for networks because of the introduction of the Di erentiated Services framework for IP networks, the active use of packet networks for carrying multimedia information and for providing telephony services. Although not all of the frameworks for QoS currently incorporate a signaling protocol, there is acceptance of the need for such a protocol. In this paper we identi ed the common underlying components of a signaling protocol that are needed for e ective support of QoS in networks. These include:
Stitching together an end-to-end path for communication between end-systems. This involves the determination of the path and requires some information (e.g., utilization) about the path.
In some cases, we may need to pin the route followed by a sequence of packets, and may want to achieve this very e ciently. Customization of the characteristics of this path. This requires the end-systems to convey information to the network about the requirements of the ow (in some cases, this is implicit). The primary di erences between the various approaches to QoS support are in terms of the timescales at which the path selection is done: in connection oriented networks nding a path is done at connection setup timescales, whereas in a connectionless Di erentiated services type network this is done on a packets by packet basis. Customization of the QoS of the path is performed through explicit signaling, dynamically, on a per-ow basis in a connection-oriented network (especially when using the UNITE protocol) or somewhat more statically (provisioning timescales), on an aggregate basis with a connectionless Di serv network.
We discussed a signaling protocol, UNITE. The primary characteristic of UNITE is to recognize and exploit the separation of connectivity from Quality of Service for a connection. Thus, UNITE achieves much of the fundamental functions needed in a signaling protocol in an e cient yet exible manner. UNITE has been prototyped on two switch platforms. Performance of a UNITE prototype implementation is described in 5].
We nally made the observation that QoS at the network layer by itself is not enough. There is a need to enable its use, by means of service speci c protocols. The design of service speci c protocols needs to recognize and take advantage of the underlying QoS mechanisms of the network. This is exempli ed by DOSA, an architecture for packet telephony. We also identi ed the role of switchlets in supporting the overall approach to QoS in networks.
