McDuff and Schlenk have recently determined exactly when a fourdimensional symplectic ellipsoid symplectically embeds into a symplectic ball. Similarly, Frenkel and Müller have recently determined exactly when a symplectic ellipsoid symplectically embeds into a symplectic cube. Symplectic embeddings of more complicated structures, however, remain mostly unexplored. We study when a symplectic ellipsoid E(a, b) symplectically embeds into a polydisc P (c, d). We prove that there exists a constant C depending only on d/c (here, d is assumed greater than c) such that if b/a is greater than C, then the only obstruction to symplectically embedding E(a, b) into P (c, d) is the volume obstruction. We also conjecture exactly when an ellipsoid embeds into a scaling of P (1, b) for b greater than or equal to 6, and conjecture about the set of (a, b) such that the only obstruction to embedding E(1, a) into a scaling of P (1, b) is the classical volume. Finally, we verify our conjecture for b = 13 2 .
Introduction

Statement of Results
Let (X 0 , ω 0 ) and (X 1 , ω 1 ) be symplectic manifolds. A symplectic embedding of (X 0 , ω 0 ) into (X 1 , ω 1 ) is a smooth embedding ϕ such that ϕ * (ω 1 ) = ω 0 . It is interesting to ask when one symplectic manifold embeds into another. For example, define the (open) four-dimensional symplectic ellipsoid 1) and define the (open) symplectic ball B(a) := E(a, a). These inherit symplectic forms by restricting the standard form ω = 2 k=1 dx k dy k on R 4 = C 2 . In [11] , McDuff and Schlenk determined exactly when a four-dimensional symplectic ellipsoid E(a, b) embeds symplectically into a symplectic ball, and found that if b a is small, then the answer involves an "infinite staircase" determined by the odd index Fibonacci numbers, while if b a is large then all obstructions vanish except for the volume obstruction.
To give another example, define the (open) four-dimensional polydisc P (a, b) = (z 1 , z 2 ) ∈ C 2 π|z 1 | 2 < a, π|z 2 | 2 < b , (1.2) where a, b ≥ 1 are real numbers and the symplectic form is again given by restricting the standard symplectic form on R 4 . Frenkel and Müller determined in [5] exactly when a four-dimensional symplectic ellipsoid symplectically embeds into a cube C(a) := P (a, a) and found that part of the expression involves the Pell numbers. Cristofaro-Gardiner and Kleinman [4] studied embeddings of four-dimensional ellipsoids into scalings of E(1, where, a and b are real numbers that are both greater than or equal to 1.
The function d(a, b) always has a lower bound, a 2b , the volume obstruction. Our first theorem states that for fixed b, if a is sufficiently large then this lower bound is sharp, i.e. all embedding obstructions vanish aside from the volume obstruction:
This is an analogue of a result of concerning symplectic embeddings of one symplectic ellipsoid into another.
From the previously mentioned work of McDuff-Schlenk, Frenkel-Müller, and Cristofaro-Gardiner-Kleinman, one expects that if a is small then the function d(a, b) should be more rich. Our results suggest that this is indeed the case. For example, we completely determine the graph of d(a, 13 2 ) (see 2 ) has only finitely many nonsmooth points, in contrast to the infinite staircases in [11, 5, 4 ]. This appears to be Our proofs rely on the following remarkable theorem of Frenkel and Müller [5] . Let N (a, b) be the sequence (indexed starting at 0) of all nonnegative integer linear combinations of a and b, arranged with repetitions in non-decreasing order, and let M (a, b) be the sequence whose k th term is
is less than or equal to the corresponding term in M (c, d). Frenkel and Müller show that embeddings of an ellipsoid into a polydisc are completely determined by the sequences M and N :
To motivate the sequences M and N , note that N is the sequence of ECH capacities of the symplectic ellipsoid E(a, b) while M is the sequence of ECH capacities of the symplectic polydisc P (c, d). The ECH capacities are a sequence of nonnegative (possibly infinite) real numbers, defined for any symplectic four-manifold, that obstruct symplectic embeddings. We will not discuss ECH capacities here; see [7] for a survey. Theorem 1.3 is equivalent to the statement that the ECH capacities give sharp obstructions to embeddings of an ellipsoid into a polydisc.
2 Proof of Theorem 1.1
Weight sequences and the # operation
We begin by describing the machinery that will be used to prove Theorem 1.1.
Let a 2 be a rational number. In [9] , McDuff shows that there is a finite sequence of numbers W (1, a 2 ) = (a 1 , ..., a n ), called the (normalized) weight sequence for a 2 , such that E(1, a 2 ) embeds into a symplectic ellipsoid if and only if the disjoint union B(W ) := B(a i ) embeds into that ellipsoid. To describe the weight sequence, let
where X 0 > X 1 > ... > X k and k ≥ 2. The i are the multiplicities of the entries X i and come from the continued fraction expansion
The entries of 2.1 are defined as follows:
Important results of the weight sequence include that
where for all i, a i ≤ 1 and a = p q .
We will also make use of a helpful operation, #, as in [9] . Suppose s 1 and s 2 are sequences indexed with k ∈ Z, starting at 0. Then,
A useful application of # is the following lemma:
This lemma together with the weight sequence and scaling implies that
..#N (a n , a n ). (2.4) Similar to McDuff [9] , this machinery allows us to reduce Theorem 1.1 to a ball-packing problem.
Proof of Theorem 1.1
We begin by noting that the ECH capacities for B(a) are , a, 2a, 2a, 2a, 3a, 3a, 3a, ...) .
where the terms N k (a, a) of this sequence are of the form da and for each d there are d + l entries occurring at
Similarly, for the sequence
By scaling and continuity, we can study d(a 2 , b) with a 2 rational. So, we can prove that the volume obstruction is the only obstruction when a ≥ 3(b + 1) √ 2b by showing that
for said a values. By 2.5 and 2.6, it is therefore sufficient to show that
are nonnegative integers such that
We do so by considering the following cases:
. In this case, the Cauchy-Schwartz Inequality along with 2.2 implies 2.8.
. This case along with 2.9 implies
So, we need
It follows that
Now let d = b + 1. We see that 2.6 is equivalent to
It is easy to see that
As such, we can apply d = b + 1 to 2.10 to get 11) hence the desired result.
Remark 2.2. We allow d = b+1 in the statement of Theorem 1.4. However,
then we can use this d in 2.10 to achieve a sharper bound for a. To prove the proposition, the main difficulty comes from the fact that that applying Theorem 1.3 in principle requires checking infinitely many ECH capacities. Our strategy for overcoming this difficulty is to study the growth rate of the terms in the sequences M and N . We will find that in every case needed to prove Proposition 3.1, one can bound these growth rates to conclude that only finitely many terms in the sequences need to be checked. This is then easily done by computer. The details are as follows:
, by Theorem 1.3, we just have to show that for all t, we have k(a, b, t) ≥ l(c, d, t).
Step 2. We can estimate k(a, b, t) by applying the following proposition:
If a, b, r, and t are all positive integers, then k(
Proof. The number of terms in N ( We will be most interested in this proposition in the case where a = r. Note that by the last two terms of the formula in Proposition 3.2, k( a r , b r , t) is a periodic polynomial with period ab.
We also need an argument to account for the fact that Proposition 3.2 is only for integer t, whereas the argument in step 1 involves real t. To account for this we use an asymptotic argument. Specifically, for E(1, a r ) , a, r ∈ Z ≥1 , we bound the right hand side of (3.1) from below by taking the floor function of t. It is convenient for our argument to further bound this expression from below by
where the c i are the coefficients of the right hand side of (3.1) that do not involve t or r. This is the lower bound that we will use for k(1, a r , t).
For cm + dn = t, we solve for m in terms of n and find:
Considering m, n ∈ R, we can take the derivative of the left side of the inequality with respect to n and then set the expression equal to 0 to maximize it. We do the same with m to obtain:
By simplifying, we get that an upper bound for l is:
Our strategy now is to check for each point in Proposition 3.1 that we have k(a, b, t) ≥ l(c, d, t) asymptotically in t for the corresponding (a, b, c, d) . From there, we can check that for a sufficient number of terms, N (1, a) ≤ M (λ, λb).
Step 4. Since the rest of the proof amounts to computation, it is best summarized by the chart below. In the chart, k t 2 and l t 2 denote the coefficients of the quadratic terms in the upper and lower bounds from steps 2 and 3, while k t and l t denote the corresponding coefficients of the linear terms.
The t column gives a sufficient number to check up to before the asymptotic bounds from the previous three steps are enough. Note that if the t 2 coefficients in any row are equal, then linear coefficients are used to make an asymptotic argument; this explains the appearance of the "N/A"s in the table. It is simple to check by computer that the relevant N and M sequences in each row satisfy N ≤ M once one knows that the problem only has to be checked up to the t in the t column. Code for this is contained in A.1.
The ECH obstruction column gives an ECH capacity that shows that one cannot shrink λ further, i.e. the claimed embeddings are actually sharp. 
The linear steps
Given the computations from the previous section, the computation of d(a, 2 ) for all the "linear steps", i.e. those portions of the graph of d for which d is linear, is straightforward. Indeed, we have the following two lemmas:
Proof. This follows from the fact that E(1, a)
Proof. This follows from the fact that E(1, λa)
By monotonicity, we know that d(a, 13 2 ) is constant on the intervals: We now explain why for 0 
Intervals on which d(a,
13 2
) is linear
We also know that:
for any l.
Here is a representative example of our method:
Example 3.5. To illustrate how this can give us a suitable lower bound, consider the case where x = 13:
: The general method is similar: given a ∈ [α k , 13 + 2k], we can find an l such that: .
Such obstructing values of l are given in the following . Thus, we have proven our claim for these intervals.
Proof of Theorem 1.2 Part II
To complete the proof of Theorem 1.2, we need to show that aside from the linear steps described in the previous section, the graph of d(a, 2 ) is equal to the graph of the volume obstruction. To do this, we adapt some of the ideas from [11] in a purely combinatorial way. This will be needed to complete the proof of Theorem 1.2. Our combinatorial perspective on the techniques from [11] borrows many ideas from [9] .
Preliminaries
This section collects the main combinatorial machinery that will be used to complete the proof. The basic idea behind our proof will be to reduce to a ball packing problem, as in the proof of Theorem 1.1. The machinery we develop here will be useful for approaching this ball packing problem.
We begin with two definitions:
We say Cr is the Cremona transform.
(iii) reduced if positive, ordered, and
Remark 4.3. It will be important to note that Cr(
We now define a product analogous to the intersection product in [11] :
We also define a vector −K ∈ R 1+n that is motivated by the the standard anti-canonical divisor in the M -fold blow up of CP 2 .
Definition 4.5. −K = (3, 1, 1, . . . , 1) The following is a combinatorial analogue of "intersection positivity" that will be useful:
we can assume without loss of generality that (d, d i ) is ordered. If x 3 = 0 then x i = 0 for i > 3 and
We know that this expression is greater than or equal to
as (x, x i ) is reduced, and this is greater than or equal to 0.
We now assume without loss of generality that x 3 = 1. Hence, x i ≤ 1 for i ≥ 3. Let e 1 = x 1 − 1, e 2 = x 2 − 1. Then xd ≥ (3 + e 1 + e 2 )d as (x, x i ) is reduced. This expression is equal to
We now have the following chain of inequalities:
In [11] , Cremona transformations preserve the intersection product. Here we prove an analogous result.
The following three sets will also be useful:
Also observe: Moreover, also define: Definition 4.13. Let C be the set of (x, x i ) such that x, x i ∈ Z and a) (x,
Both Li-Li [8] and have found that compositions of Cremona transformations and permutations can reduce certain classes. Here we prove a combinatorial version of those lemmas.
Lemma 4.14. If (x, x i ) ∈ C then by a sequence of Cremona transforms and permutations of x i s we can transform (x, x i ) to (x , x i ) where (x , x i ) is reduced.
Proof. We begin with some helpful results:
Proof. The fact that Cr preserves a) follows from the fact that Cr preserves the intersection product. To complete the sublemma, note that if
Sublemma 4.16. If P is some permutation, P (C) ⊂ C.
Let oCr denote the transformation Cr followed by ordering the
It suffices to show α(k) ≥ 0 for some k. Assume not. Then α(k) ≤ −1 for all k. By Sublemmas 4.15 and 4.16, oCr(C) ⊂ C. For k ≥ 1,
Thus, there exists k such that x k < 0. This contradicts Sublemma 4.17 completing the proof that we may reduce (x, x i )
We now prove a result analogous to [11, Proposition 1.2.12(i) ].
Proof. By Lemma 4.14 there exists A, a composition of Cr and permutations, such that A(x,
We note (e, e i ) ∈ F and
If (e, e i ) · (e, e i ) ≥ 0 then Cauchy-Schwarz shows (x , x i ) · (e, e i ) ≥ 0. Otherwise, (e, e i ) · −K ≥ 0. Then i e 2 i + e i ≤ e 2 + 3e implies e ≥ e i , so Lemma 4.6 shows (x , x i ) · (e, e i ) ≥ 0. This completes the proof. 
A key lemma
We now use the combinatorial machinery from the previous section, together with a reduction to the ball packing problem, to prove the key lemma needed to complete the proof of Theorem 1.2, see part (iii) of Lemma 4.24 below.
To reduce to a ball packing problem, note that proposition 1.4 in FrenkelMüller [5] states that for rational a,
where denotes disjoint union. Since, as explained in [7] , one can compute the ECH capacities of the disjoint union in terms of the # operation, we know that the embedding in (4.1) exists if and only if
For the rest of the proof of Theorem 1.2, we are looking at intervals for a on which the graph of d is equal to the volume obstruction; we therefore want to show that (4.2) holds with λ = a 2c (of course for our proof one can specify c = 13 2 , but we state things here in slightly greater generality). By an argument analogous to the argument used in the proof of Theorem 1.1 it is sufficient to show Proof. We adapt the proof of lemma 2.1.3 in [11] . For i ≥ 3, w i (a) is piecewise linear and is linear on open intervals that do not contain an element a with length l(a ) ≤ i. Therefore, if l(a) > l(m) for all a ∈ I, µ(d; m)(a) −
is linear on I. This is impossible as cλ(1 −
concave and I is bounded. Thus there exists a 0 ∈ I with l(
which is impossible for a ∈ I. The proof of uniqueness is the same as in [11, Lemma. 2.1.3] .
(i) One of the following holds:
(ii) There is at most one block of length s ≥ 2 on which the m i are not all equal.
(iii) If there is a block J of length s ≥ 2 on which the m i are not all equal then i∈J ε 2 i ≥ s−1 s .
Proof. See the proof of [11, Lemma. 2.1.7] . Here, McDuff and Schlenk are considering the case of an ellipsoid into a ball, but their proof generalizes without change to our situation. (i) If this block is not the last block, then
If this block is the last block, then
(ii) Always,
Proof. Similar to the proof of Lemma 4.22, see the proof of [11, Lemma. 2.1.8] where McDuff and Schlenk's proof generalizes without change to our situation. 
Proof. (i) follows from i ε 2 i < 1.
(ii) follows from the same argument as [11, Lemma. 5.1.2] . From [11, Sublemma. 5.1.1] 
This also shows d ≤ (1+c)λ δ ( q + a + 2 − 1). Thus, Lemma 4.24 shows
Hence, q ≤ 67.
We also note that for . Hence, q ≤ 6. We can then verify these cases directly using our code (see Appendix A.2) to check these cases and we find no obstructions.
[ 2548 121
, 27] which implies q < 8. We can then verify these cases directly using our code (see Appendix A.2) to check these cases and we find no obstructions.
[27, ∞)
We will apply Remark 2.2. As
Remark 2.2 implies we only need to verify , 6.5) . This completes the proof d(a, b) = a 13 for a ∈ [27, ∞).
Conjectures
We now present some conjectures concerning exactly when an ellipsoid embeds into a polydisc.
Extensions of Theorem 1.1
To consider an interesting refinement of Theorem 1.1, define V (b) = inf{A :
Proof.
This implies
Experimental evidence seems to suggest that for b > 1 this bound is sharp.
Generalizations of Theorem 1.2
The methods used to compute the graph of d(a, where α * = 1 2(2m 3 +2m 2 ε) (8m 3 + 4m 2 + 8m 2 ε + 4m 3 ε + ε 2 + 2mε 2 + b 2 ε 2 − (1 + m)(2m+ε) √ −4m 2 + 8m 3 + 4m 4 − 4mε + 8m 2 ε + 4m 3 ε + ε 2 + 2mε 2 + m 2 ε 2 ) and β * = 2(ε+m+8mε+8m 2 +20m 2 ε+16m 3 ε+16m 4 +4m 4 ε+4m 5 ) (1+m) 2 (2m+epsilon) 2 .
We note that Conjecture 6.3 implies Conjecture 6.2 for b ≥ 6. Furthermore, we prove that the conjecture is a lower bound for d(a, b). where α * = 1 2(2m 3 +2m 2 ε) (8m 3 + 4m 2 + 8m 2 ε + 4m 3 ε + ε 2 + 2mε 2 + b 2 ε 2 − (1 + m)(2m+ε) √ −4m 2 + 8m 3 + 4m 4 − 4mε + 8m 2 ε + 4m 3 ε + ε 2 + 2mε 2 + m 2 ε 2 ) and β * = We also have for a ∈ [2( b + k) + 1, ∞) This completes the proof.
