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1. Introduction
The classical theory of symmetries for differential equations is due to Lie [1–4], which has been universally used and
proved to be very effective in symmetry reductions and group classiﬁcations. However, there exist very important equations
with very poor Lie symmetry. For example, the Fisher equation and Fitzhugh–Nagumo equation, which are widely used in
mathematical biology, are invariant only under the time and space translations. Various generalizations to Lie’s classical
method have been proposed, including the nonclassical symmetry method [5], the nonlocal symmetry method [6], the
conditional Lie–Bäcklund symmetry (CLBS) method [7–9], the direct method [10], the differential constraint method [11,12],
the truncated Painlevé approach [13,14], the sign-invariant method [15–17] and the invariant subspace method [18,19].
CLBS can be regarded as a natural generalization of the nonclassical symmetry in a similar way to how the Lie–Bäcklund
symmetry is a generalization of the classical symmetry. Therefore the procedure for computing the CLBSs is about the same
as for the nonclassical method. For nonlinear diffusion equations, CLBS has been proved to be very powerful to classify
equations or specify the functions appeared in the equations and construct the corresponding group invariant solutions of
the considered equations [20–24]. The functional separable solutions
g(u) = φ(x) + ψ(t)
and the derivative-dependent functional separable solutions
g(u, ux) = φ(x) + ψ(t)
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invariants of the nonlinear diffusion equations can also be derived from the CLBS of the considered diffusion equations
[27,28]. In addition, CLBS can provide symmetry interpretations to the so-called nonlinear separation of variables, intro-
duced ﬁrstly by Galaktionov [29] and the anti-reduction method proposed by Fuschych [30]. This approach can also be used
to study symmetry reductions to initial value problem of nonlinear partial differential equations [31–33].
In this paper, we will consider the functionally generalized separable solutions (FGSSs)
g(u) = C1(t) f1(x) + C2(t) f2(x) + · · · + Cn(t) fn(x) (1.1)
to the generalized porous medium equation
ut =
[
D(u)umx
]
x + Q (u), m = 1 (1.2)
with power law and exponential diffusivity by using the CLBS method. Eq. (1.2) has a wide range of applications in physics,
diffusion process and engineering sciences and has been applied to describe several situations such as heat conduction by
electrons in a plasma, heat conduction by radiation in a fully ionized gas, axi-symmetric ﬂow of a very viscous ﬂuid and
turbulent diffusion [34–36].
If Eq. (1.2) admits the FGSSs (1.1), then the equation
vt = A(v)vm−1x vxx + B(v)vm+1x + C(v) (1.3)
will admit the generalized separable solutions (GSSs)
v = C1(t) f1(x) + C2(t) f2(x) + · · · + Cn(t) fn(x). (1.4)
Eqs. (1.2) and (1.3) are related by
A(v) =mD[ f (v)][ f ′(v)]m−1,
B(v) = 1
m
[
f ′′(v)
f ′(v)
A(v) + A′(v)
]
,
C(v) = Q [ f (v)]
f ′(v)
(1.5)
and u = f (v) denotes the inverse function of v = g(u). So, it is suﬃcient to study the GSSs to Eq. (1.3) in order to study
the GFSSs (1.1) of Eq. (1.2).
The outline of this article is given as follows. In Section 2, we will classify Eq. (1.3) which admits GSSs (1.4). FGSSs of
Eq. (1.2) are constructed in Section 3. Section 4 is a concluding remarks on this work.
2. Eq. (1.3) admitting GSSs (1.4)
The following theorem is useful for further study.
Theorem 1. Eq. (1.3) admits the GSSs (1.4) if and only if it admits the CLBS with the characteristic
η ≡ P [v] = vnx + a1(x)v(n−1)x + · · · + an(x)v, (2.1)
where vix = ∂ i v/∂xi, i = 1,2, . . . ,n and n ∈ N.
The proof of this theorem is similar as what for Theorem 1 in [25], which we omit here. To proceed, we need the
following deﬁnition [7,8].
Deﬁnition 1. Eq. (1.3) admits the CLBS (2.1) if and only if
η′K |M = 0, (2.2)
where M denotes the set of all differential consequences of η = 0 with respect to x, the prime denotes the Frechét derivative,
that is, η′K = dd |=0P [v + K ] and K ≡ A(v)vm−1x vxx + B(v)vm+1x + C(v).
Eq. (2.2) is right the invariance condition of the subspace
Wn = W
{
f1(x), f2(x), . . . , fn(x)
}≡
{
n∑
Ci f i(x),Ci ∈ R
}
, (2.3)i=1
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operator K [37]. The coeﬃcient functions Ci(t) in the corresponding GSSs (1.4) of Eq. (1.3) are determined from the ﬁnite-
dimensional dynamic system obtained by substituting (1.4) into (1.3) and subsequently equating the coeﬃcients of f i(x)
on the left- and right-hand sides of the obtained equality. The following result about the estimate for dimensions of the
invariant subspace admitted by the operator K is important.
Theorem 2. (See [37,38].) If a linear space Wn is invariant with respect to the nonlinear operator K of order j, then
n 2 j + 1.
This theorem makes it possible, while searching for invariant subspaces, to conﬁne oneself to dimensions not greater
than 2 j + 1. Thus, we consider CLBS (2.1) with n 5 for the second-order Eq. (1.3).
Firstly, let’s consider the case of n = 2. A direct computation gives
η′K [v]|M = B ′′vm+3x −
[
A′′ + 2(m + 1)B ′]a1vm+2x
− {[2A′ + (m + 1)B]a′1 + [v A′′ + 2A′ + (2m + 3)vB ′ +mB]a2 −m[2A′ + (m + 1)B]a21}vm+1x
− {Aa′′1 − (3m − 1)Aa′1a1 + [2v A′ + 2A + (m + 1)vB]a′2
− [(4m − 1)v A′ + 3(m − 1)A + 2m(m + 1)vB]a1a2 +m(m − 1)Aa31}vmx
+ {[(2m − 1)A′ +m(m + 1)B]v2a22 − v A[a′′2 − 3(m − 1)a1a′2 − (3m − 1)a′1a2 − 3(m − 1)a22
+ (3m − 2)(m − 1)a21a2
]}
vm−1x + (m − 1)
[
3a′2 − (3m − 4)a1a2
]
a2v
2Avm−2x
− (m − 1)(m − 2) ∗ a32v3Avm−3x + C ′′v2x +
(
C − vC ′)a2
≡ 0, (2.4)
where the prime denotes the derivatives with respect to the indicated variables. It follows from (2.4) that the coeﬃcients
in (1.3) and (1.4) satisfy the following over-determined system for a general value of m.
B ′′ = 0, [A′′ + 2(m + 1)B ′]a1 = 0,[
2A′ + (m + 1)B]a′1 + [v A′′ + 2A′ + (2m + 3)vB ′ +mB]a2 −m[2A′ + (m + 1)B]a21 = 0,
Aa′′1 − (3m − 1)Aa′1a1 +
[
2v A′ + 2A + (m + 1)vB]a′2
− [(4m − 1)v A′ + 3(m − 1)A + 2m(m + 1)vB]a1a2 +m(m − 1)Aa31 = 0,[
(2m − 1)A′ +m(m + 1)B]v2a22 − v A[a′′2 − 3(m − 1)a1a′2
− (3m − 1)a′1a2 − 3(m − 1)a22 + (3m − 2)(m − 1)a21a2
]= 0,
(m − 1)[3a′2 − (3m − 4)a1a2]a2A = 0,
(m − 1)(m − 2)a32A = 0, C ′′ = 0,
(
C − vC ′)a2 = 0. (2.5)
The seventh one of (2.5) implies a2(x) = 0 and the eighth one gives C(v) = p1v + q1, where p1 and q1 are both arbitrary
constants, and so does for a,b, c,d, p,q and s appeared below. Thus, (2.5) can be simpliﬁed as
B ′′ = 0,[
A′′ + 2(m + 1)B ′]a1 = 0,[
2A′ + (m + 1)B](a′1 −ma21)= 0,
a′′1 + (1− 3m)a′1a1 +m(m − 1)a31 = 0.
Solving this ordinary differential system, we can give
(1) A(v) arbitrary, B(v) = cv + d, a1(x) = 0;
(2) A(v) = av2 + bv + c, B(v) = − a
m + 1 v + d, a1(x) = −
1
mx
;
(3) A(v) = bv + c, B(v) = − 2b
m + 1 and a1(x) satisﬁes a
′′
1 + (1− 3m)a′1a1 +m(m − 1)a31 = 0. (2.6)
It is noted that translations with respect to x are used in order to simplify the results. We are not able to obtain the general
solution of (2.6). However, we can readily write down two special solutions, which are
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CLBSs (2.1) and ISs (2.3) with n = 2 of Eq. (1.3) for general m.
No. Eq. (1.3) CLBS (2.1) IS (2.3)
1 vt =mv
(− 2mm+1 vx)m−1vxx − m+12m (− 2mm+1 vx)m+1 − m+12m (pv + q) η = vxx − 2(m−1)x vx W {x m+1m−1 , 1}
2 vt =mvm−1x vxx + pv + q η = vxx − 2(m−1)x vx W {x
m+1
m−1 , 1}
3 vt =mv2
(− 2m+1m+1 vx)m−1vxx − m(m+1)(2m+1)2 v(− 2m+1m+1 vx)m+1 − m+12m+1 (pv + q) η = vxx − 1mx vx W {x m+1m , 1}
4 vt =mvvm−1x vxx + pv + q η = vxx − 1mx vx W {x
m+1
m , 1}
5 vt =mv
( m
m+k−1 vx
)m−1
vxx + m+k−1m
( m
m+k−1 vx
)m+1 + m+k−1m (pv + q) η = vxx − 1mx vx W {x m+1m , 1}
6 vt =mvm−1x vxx + vm+1x + pv + q η = vxx − 1mx vx W {x
m+1
m , 1}
7 vt =mv2
( m+1
m+k−1 vx
)m−1
vxx + (2m+k)(m+k−1)(m+1)2 v
( m+1
m+k−1 vx
)m+1 + m+k−1m+1 (pv + q) η = vxx W {x, 1}
8 vt =mv2vm−1x vxx + vvm+1x + pv + q η = vxx W {x, 1}
9 vt =mv
( m
m+k−1 vx
)m−1
vxx + m+k−1m
( m
m+k−1 vx
)m+1 + m+k−1m (pv + q) η = vxx W {x, 1}
10 vt = A(v)vm−1x vxx + pv + q η = vxx W {x, 1}
Table 2
CLBSs (2.1) and ISs (2.3) with n = 2 of Eq. (1.3) for some special m.
No. Eq. (1.3) CLBS (2.1) IS (2.3)
1 vt = 754 v2v2x vxx − 758 vv4x − 758 s2v5 + pv η = vxx + sv W { f (1)1 (x), f (1)2 (x)}
2 vt = 3v2x vxx − 3s2v3 + pv η = vxx + sv W { f (1)1 (x), f (1)2 (x)}
3 vt = 4v vxvxx + pv η = vxx + sv W { f (1)1 (x), f (1)2 (x)}
4 vt = −4vvxvxx + 4v3x + pv η = vxx + sv W { f (1)1 (x), f (1)2 (x)}
5 vt = − 83 vvxvxx + 169 v3x − 89 s3v3 + pv + q η = vxx + svx W {exp(−sx), 1}
6 vt = 2vxvxx + 2s3v2 + pv + q η = vxx + svx W {exp(−sx), 1}
a1(x) = − 2
(m − 1)x , a1(x) = −
1
mx
.
The case of a1(x) = −1/(mx) has been included in case 2, so we choose a1(x) = −2/(m − 1)/x in order to simplify the
following calculation.
The second one of (1.5) gives
f ′′(v)
f ′(v)
= mB(v) − A
′(v)
A(v)
.
Substituting A(v) = bv + c and B(v) = − 2bm+1 , we have
f ′′(v)
f ′(v)
= −
3m+1
m+1 b
bv + c . (2.7)
Setting c = 0 without generality for b = 0, we can obtain u = f (v) = v−2m/(m+1) . It’s noted that the integration constants
are skipped. The ﬁrst one of (1.5) yields
bv =mD(v− 2mm+1 )(− 2m
m + 1 v
− 3m+1m+1
)m−1
.
It is easy to see that b = m(−2m/(m + 1))m−1 and D(u) is of power law form, that is, D(u) = uk . So we can obtain
k = (1− 3m)/2 from
1 = − 2mk
m + 1 −
(3m + 1)(m − 1)
m + 1 ,
which gives D(u) = u−(3m−1)/2. Similarly, we derive f (v) = v, A(v) = m, B(v) = 0 and D(u) = 1 for b = 0. Eq. (1.3) with
CLBS (1.4) can be determined due to the similar calculation procedure as above for cases 1 and 2.
The linear CLBS can yield the invariant subspace (IS) (2.3) admitted by the operator K . All the results are listed in
Table 1. For some special m, the terms in (2.4) can be put together. For example, the terms vm−1x and v2x can be combined
when m = 3. The determining systems about the coeﬃcient functions in (1.3) and (2.1) are different from (2.5) for these
special m. Consequently, there exist CLBSs (2.1) of Eq. (1.3), which are not included in Table 1. We list these new results in
Table 2. It is noted that f (1)1 (x) = cos(
√
sx), f (1)2 (x) = sin(
√
sx) for s > 0, and f (1)1 (x) = cosh(
√−sx), f (1)2 (x) = sinh(
√−sx)
for s < 0 in Table 2. Similarly, we can obtain CLBSs (2.1) and ISs (2.3) with n = 3, 4 of Eq. (1.3). The corresponding results
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CLBSs (2.1) and ISs (2.3) with n = 3, 4 of Eq. (1.3).
No. Eq. (1.3) CLBS (2.1) IS (2.3)
1 vt = 2vxvxx + pv + q η = vxxx − 32x vxx + 1x2 vx W {x3, x
3
2 , 1}
2 vt = 2vxvxx + pv + q η = vxxx − 1x vxx W {x3, x, 1}
3 vt = 2vxvxx + pv + q η = vxxx W {x2, x, 1}
4 vt = −2vvxvxx + v3x + pv + q η = vxxx W {x2, x, 1}
5 vt = 3v2x vxx + pv + q η = vxxx W {x2, x, 1}
6 vt = 274 vv2x vxx − 278 v4x + pv + q η = vxxx W {x2, x, 1}
7 vt = 2vxvxx + pv + q η = vxxxx W {x3, x2, x, 1}
are presented in Table 3. The determining system with n = 5 is inconsistent, so there are no CLBSs (2.1) and ISs (2.3) with
n = 5 of Eq. (1.3).
3. Exact solutions of Eqs. (1.2) and (1.3)
In this section, we will construct exact solutions of the equations obtained in Section 2 and give a detailed prescription
for the structure of the exact solutions. We just give several examples to illustrate the method here.
Example 1. The equation
vt =mv
(
− 2m
m + 1 vx
)m−1
vxx − m + 1
2m
(
− 2m
m + 1 vx
)m+1
− m + 1
2m
(pv + q) (3.1)
admits the CLBS
η = vxx − 2
(m − 1)x vx.
The corresponding GSS deﬁned on the IS W {xm+1m−1 , 1} is given by
v(x, t) = −m − 1
2m
α(t)x
m+1
m−1 − m + 1
2m
β(t),
where α(t) and β(t) satisfy the following two-dimensional system
α′ = − (m + 1)
2
(m − 1)2α
mβ − m + 1
2m
pα, β ′ = −m + 1
2m
pβ + q.
Due to the transformation u = v− 2mm+1 , we can ﬁnd that the equation
ut =
(
u−
3m−1
2 umx
)
x + pu + qu
3m+1
2m
has the FGSS
u(x, t) =
[
−m − 1
2m
α(t)x
m+1
m−1 − m + 1
2m
β(t)
]− 2mm+1
,
where α(t) and β(t) satisfy the above two-dimensional system. The solutions are the extended instantaneous source type
solutions of the porous medium equation, which blow up along the curves x = [−(m + 1)β/((m − 1)α)](m−1)/(m+1)+ when
m(m + 1) > 0 and extinguish along the curves when m(m + 1) < 0.
Example 2. The equation
vt =mv
(
m
m + k − 1 vx
)m−1
vxx + m + k − 1
m
(
m
m + k − 1 vx
)m+1
+ m + k − 1
m
(pv + q) (3.2)
admits the CLBS
η = vxx − 1
mx
vx.
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v(x, t) = k +m − 1
m + 1 α(t)x
m+1
m + k +m − 1
m
β(t),
where α(t) and β(t) satisfy the following two-dimensional system
α′ = 2m + k
m
αm+1 + k +m − 1
m
pα,
β ′ = k +m − 1
m
αmβ + k +m − 1
m
pβ + q.
Due to the transformation u = v mk+m−1 , it’s easy to obtain the FGSS of the equation
ut =
(
ukumx
)
x + pu + qu
1−k
m
from the above GSS of Eq. (3.2).
Example 3. The equation
vt =mv2
(
m + 1
m + k − 1 vx
)m−1
vxx + (2m + k)(m + k − 1)
(m + 1)2
(
m + 1
m + k − 1 vx
)m+1
+ m + k − 1
m + 1 (pv + q) (3.3)
admits the CLBS
η = vxx.
The corresponding GSS is given by
v(x, t) = k +m − 1
m + 1 α(t)x+
k +m − 1
m
β(t),
where α(t) and β(t) satisfy the following two-dimensional system
α′ = (2m + k)(k +m − 1)
(m + 1)2 α
m+2 + k +m − 1
m + 1 pα,
β ′ = (2m + k)(k +m − 1)
(m + 1)2 α
m+1β + k +m − 1
m + 1 pβ +
mq
m + 1 .
We can obtain the FGSS of the equation
ut =
(
ukumx
)
x + pu + qu
2−k
m+1
from the above GSS of Eq. (3.3) due to the transformation u = v m+1k+m−1 .
Example 4. The equation
vt = 75
4
v2v2x vxx −
75
8
vv4x −
75
8
s2v5 + pv (3.4)
admits the CLBS
η = vxx + sv.
The corresponding GSS is listed as below.
(i) For s > 0,
v(x, t) = α(t) sin (√sx) + β(t) cos (√sx),
where α(t) and β(t) satisfy the following two-dimensional system
α′ = −75
8
s2α
(
α2 + β2)2 + pα, β ′ = −75
8
s2β
(
α2 + β2)2 + pβ.
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v(x, t) = α(t) sinh (√−sx) + β(t) cosh (√−sx),
where α(t) and β(t) satisfy the following two-dimensional system
α′ = −75
8
s2α
(
β2 − α2)2 + pα, β ′ = −75
8
s2β
(
β2 − α2)2 + pβ.
The FGSS of the equation
ut =
(
u−
18
5 u3x
)
x +
375
16
s2u−
3
5 − 5
2
pu
can be obtained from the above GSS of Eq. (3.4) and the transformation u = v− 52 , which are the periodic function of x with
the period 2π/
√
s for s > 0.
Example 5. The equation
vt = −8
3
vvxvxx + 16
9
v3x −
8
9
s3v3 + pv + q (3.5)
admits the CLBS
η = vxx + svx.
The corresponding GSS is given by
v(x, t) = α(t)exp(−sx) + β(t),
where α(t) and β(t) satisfy the following two-dimensional system
α′ = −8
3
s3αβ2 + pα, β ′ = −8
3
s3β3 + pβ + q.
Due to this GSS of Eq. (3.5), we can obtain the FGSS of the equation
ut =
(
u−
5
2 u2x
)
x +
32
27
s3u−
1
2 − 4
3
pu − 4
3
qu
7
4
from the transformation u = v− 43 , which has the asymptotical behavior u → 0 when t → +∞ for s < 0.
Example 6. The equation
vt =
(
v2x
)
x + pv + q (3.6)
admits the CLBS
η = vxxx − 3
2x
vxx + 1
x2
vx.
The corresponding GSS is given by
v(x, t) = α(t)x3 + β(t)x 32 + γ (t),
where α(t), β(t) and γ (t) satisfy the following three-dimensional system
α′ = 36α2 + pα, β ′ = 45
2
αβ + pβ, γ ′ = 9
4
β2 + pγ + q.
Example 7. The equation
vt = −2vvxvxx + v3x + pv + q (3.7)
admits the CLBS
η = vxxx.
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v(x, t) = α(t)x2 + β(t)x+ γ (t),
where α(t), β(t) and γ (t) satisfy the following three-dimensional system
α′ = pα, β ′ = 2αβ2 − 8α2γ + pβ, γ ′ = −4αβγ + β3 + pγ + q.
Due to the transformation u = 1/v , we can obtain the FGSS of the equation
ut =
(
u−3u2x
)
x − pu − qu2
from the above GSS of Eq. (3.7).
Example 8. The equation
vt = 27
4
vv2x vxx −
27
8
v4x + pv + q (3.8)
admits the CLBS
η = vxxx.
The corresponding GSS is given by
v(x, t) = α(t)x2 + β(t)x+ γ (t),
where α(t), β(t) and γ (t) satisfy the following three-dimensional system
α′ = −27
2
α2β2 + 54α3γ + pα,
β ′ = −27
2
αβ3 + 54α2βγ + pβ,
γ ′ = −27
8
β4 + 27
2
αβ2γ + pγ + q.
Due to the transformation u = v− 32 , we can obtain the FGSS of the equation
ut =
(
u−4u3x
)
x −
3
2
pu − 3
2
qu
5
3
from the above GSS of Eq. (3.8).
Example 9. The equation
vt =
(
v2x
)
x + pv + q (3.9)
admits the CLBS
η = vxxxx.
The corresponding GSS is given by
v(x, t) = α(t)x3 + β(t)x2 + γ (t)x+ φ(t),
where α(t), β(t), γ (t) and φ(t) satisfy the following four-dimensional system
α′ = 36α2 + pα, β ′ = 36αβ + pβ, γ ′ = 12αγ + 8β2 + pγ , φ′ = 4βγ + pφ + q.
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In this paper, we have applied the CLBS method to study the FGSSs (1.1) of the generalized porous medium equations
(1.2) with power law and exponential diffusivity. Due to the transformation g(u) = v , it is equivalent to consider the GSSs
(1.4) of Eq. (1.3). Eq. (1.3) admitting the linear CLBSs (2.1) are presented. GSSs of Eq. (1.3) are constructed in terms of the
compatibility of the linear CLBSs and the considered equations. These GSSs are deﬁned on the invariant subspaces deﬁned
by the linear ODE η = 0, including the polynomial subspace, trigonometric subspace and exponential subspace. We also
obtain the FGSSs of Eq. (1.2) due to the GSSs of Eq. (1.3) from the transformation g(u) = v .
CLBS can also be used to study the separation of variables for higher-dimensional diffusion equations and other evolution
equations. It is also of interest to study more general forms for separation of variables by using the CLBS method. For
instance, how to construct derivative-dependent functionally generalized separable solution
g(u, ux) = C1(t) f1(x) + C2(t) f2(x) + · · · + Cn(t) fn(x).
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