Abstract. A first order affine scaling method and two mth order affine scaling methods for solving monotone linear complementarity problems (LCP) are presented. All three methods produce iterates in a wide neighborhood of the central path. The first order method has O(nL 2 (log nL 2 )(log log nL 2 )) iteration complexity. If the LCP admits a strict complementary solution then both the duality gap and the iteration sequence converge superlinearly with Q-order two. If m = Ω(log( √ nL)), then both higher order methods have O( √ n)L iteration complexity. The Q-order of convergence of one of the methods is (m + 1) for problems that admit a strict complementarity solution while the Q-order of convergence of the other method is (m + 1)/2 for general monotone LCPs.
1. Introduction. The primal-dual affine scaling direction plays a special role in the theory and practice of interior point methods. It turns out that the search direction used by most primal-dual interior point methods is a convex combination (1 − γ)w + γw of the primal-dual affine scaling method w and the centering direction w (see the monographs [35, 48, 49] ). Optimality is improved along the affine scaling direction, while centrality is improved on the centering direction. The first interior point method of this type was proposed, in the context of linear programming (LP), by Kojima, Mizuno and Yoshise [15] . They proved that the algorithm had O(nL) iteration complexity, the same as Karmarkar's algorithm [12] . Shortly after that, they improved the algorithm, and generalized it for monotone linear complementarity problems (LCP) [14] . The improved algorithm has O( √ nL) iteration complexity. This iteration complexity was first obtained by Renegar [34] for an interior point method that follows the primal central path of LP and remains the best iteration complexity known to date. The algorithm of [14] follows the primal-dual central path. Starting with a point z 0 ∈ N 2 (α) in a (small) neighborhood of the primal-dual central path, the algorithm takes at each iteration a unit step along the direction (1 − γ)w + γw, where γ = 1 − α/ ((1 − α) √ n ), producing a sequence of iterates z k that remains in N 2 (α). A similar algorithm was independently proposed and investigated by Monteiro and Adler for LP [21] , and for quadratic programming (QP) [22] .
While the algorithms mentioned above attain the best known iteration complexity, their practical performance is not satisfactory because they generate points in a small neighborhood of the central path and use a fixed stepsize (of one) along a direction that is dominated by the centering direction. In order to alleviate some of these problems, Kojima, Mizuno and Yoshise [16] , proposed a potential reduction algorithm for LCP with O( √ nL) iteration complexity. The search direction is of the same type with γ = 1/ (1 + √ n ). However, instead of taking a fixed stepsize along this direction, a line search is performed in order to ensure that the iterates remain strictly feasible, and that the Tanabe-Todd-Ye potential function [43, 44] is reduced by a fixed constant at each iteration.
Although the potential reduction method of [16] is more flexible than the short step path following methods of [14, 21, 22] , it cannot attain superlinear convergence since its search direction has a fixed centering component. There are basically three ways to obtain superlinear convergence: to take γ = 0 every second step, to use a sequence of γ's that converges to zero, or to take γ = 0 at every step. The methods from the first category are called predictor-corrector method, while the methods from the last category are called affine scaling methods and they form the subject of the present paper.
Zhang, Tapia and Dennis [52] gave sufficient conditions for a class of interior point methods to produce at sequence of iterates with duality gap converging superlinearly to zero. However, no example of an algorithm satisfying those conditions and having polynomial complexity was given. The results of [52] were generalized for LCP in [53] . The first interior point method having both polynomial complexity and superlinear convergence was the predictor-corrector method of Mizuno, Todd and Ye (MTY). This method was proposed for LP in [20] , where it was shown to have O( √ nL) iteration complexity. Shortly after that, Ye et al. [51] proved that the duality gap of the iterates produced by MTY converges quadratically to zero. MTY was generalized to LCP in [11] , and the resulting algorithm was proved to have O( √ nL) iteration complexity under general conditions, and superlinear convergence under the assumption that the LCP has a (perhaps not unique) strictly complementary condition (i.e., the LCP is nondegenerate) and the iteration sequence converges. From [3] it follows that the latter assumption always holds. Subsequently, Ye and Anstreicher [50] proved that MTY converges quadratically assuming only that the LCP is nondegenerate. The nondegeneracy assumption is not restrictive, since according to [24] a large class of interior point methods, which contains MTY, can have only linear convergence if this assumption is violated.
The largest step path-following method (LSPF) determines γ at each iteration such that the duality gap is minimized under the constraint that the point obtained by taking a unit step along the search direction (1 − γ)w + γw remains in N 2 (α). McShane [17] proved that LSPF has O( √ nL) iteration complexity for general (monotone) LCP's and superlinear convergence under the assumption that the LCP is nondegenerate and the iteration sequence converges. The superlinear convergence is a consequence of the fact that the γ's converge to zero. Gonzaga [6] proved superlinear convergence assuming only nondegeneracy, and showed that with the addition of a computationally trivial safeguard LSPF achieves Q-quadratic convergence. We mention that the convergence of the iteration sequence generated by LSPF follows from the general results of Bonnans and Gonzaga [3] .
It took considerable effort to obtain superlinear convergence results for potential reduction algorithms. One of the first results of this type was obtained for LP by Tunçel [46] . His algorithm uses a direction of the form (1 − γ)w + γw where γ converges to zero at the same rate as the duality gap. The stepsize along this direction is obtained by minimizing a special, nonsmooth, potential function. The algorithm has O(nL) iteration complexity for general LP's and Q-quadratic convergence of the duality gap under the assumption that the LP is nondegenerate. This assumption is rather strong since it implies that the Jacobian of the corresponding LCP is nonsingular at the solution. This strong restriction was removed by Tütüncü [47] , who proposed a potential reduction method with O(nL) iteration complexity and Q-quadratic conver-gence of both the duality gap and the iteration sequence for general LP's. The search direction is the reduced Newton direction of a multiplicative variant of the TanabeTodd-Ye potential function, which is not exactly of the form (1 − γ)w + γw, but it is shown that it asymptotically approaches the affine scaling direction thus ensuring superlinear convergence. The algorithm uses the largest stepsize along this direction such that the feasibility of the iterates is maintained and the original Tanabe-Todd-Ye potential function is reduced by a fixed quantity at each iteration.
All the superlinear convergence results mentioned above are obtained either for LP, which always has a strictly complementary solution, or for LCP's that admit such a solution. As mentioned before a large class of first order interior point methods cannot have superlinear convergence without this assumption [24] . In order to obtain superlinear convergence for degenerate LCP's one has to either use nonstandard interior point methods or to consider higher order methods. The first approach was first taken by Mizuno [18] , who used the so called step variant of the Tapia indicator [5] to identify the variables that are not strictly complementary, and modified the MTY algorithm in order to accelerate the convergence to zero of those variables. Mizuno's result was refined in [33, 32] . The drawback of this approach is that it needs the estimation of the partition of the optimal face in order to achieve superlinear convergence. The second approach was taken by Sturm [42] who constructed a second order MTY type algorithm that has O( √ nL) iteration complexity and Q-superlinear convergence of order 1.5 for degenerate LCP's. By using m'th order derivatives, Stoer, Wechs and Mizuno [40] constructed higher order MTY type algorithms with Q-order m + 1 for nondegenerate LCP's and (m + 1)/2 for degenerate LCP's. The complexity of the predictor-corrector algorithm for degenerate LCP's from [40] is analyzed in [37] . If follows that for monotone LCP's with feasible starting points the algorithm has O( √ nL) iteration complexity.
The path-following interior point algorithms described in the paragraph above use a small neighborhood of the central path. However, extensive numerical experiments show convincingly that predictor-corrector methods perform better when using large neighborhoods of the central path. Predictor-corrector methods of MTY type are more difficult to develop and analyze in such neighborhoods, since the correctors are rather inefficient there. For example, it is known that one needs O(n) corrector steps in order to reduce the δ ∞ proximity measure by a factor of .5 (see [2] ). Therefore a straightforward generalization of the MTY algorithm would have O(n 1.5 L) iteration complexity. Gonzaga [7] proposed an interior point method in the N ∞ (α) neighborhood of the central path, where a predictor is followed by an apriori unknown number of correctors, with O(nL)-iteration complexity [7] . No superlinear convergence results are known for this algorithm. An interior point method for LP, acting in a large neighborhood of the central path defined by a self-regular proximity measure, with O( √ nL log n) iteration complexity and superlinear convergence, was proposed in [26] . The first order predictor-corrector method from [30] uses the wide N − ∞ (α) neighborhood, takes one predictor followed by exactly one corrector at each iteration, and has O(nL) iteration complexity for general monotone LCP's and Q-quadratic convergence for nondegenerate LCP's. The m'th order predictor-corrector methods of [30] also use the N − ∞ (α) neighborhood, and their Q-order of convergence is m + 1 for nondegenerate LCP's and (m + 1)/2 for degenerate LCP's. If m = n ω , for some ω > 0, then they have O( √ nL) iteration complexity. We note that the m'th order method uses two matrix factorizations and m backsolves per iteration, so that if ω < 1 then the computational cost per iteration is dominated by the cost of the two matrix factorizations. The results of [30] were generalized for sufficient LCP's in [31] . An m-th order interior point algorithm for sufficient linear complementarity problems in the N − ∞ (α) neighborhood, that requires only one matrix factorization and m backsolves per iteration was proposed by Stoer [41] . The Q-order of convergence is m for nondegenerate problems. The algorithm is modified in [36] so that its asymptotic Q-order of convergence is m+1 for nondegenerate LCP's and (m+1)/2 for degenerate LCP's. No complexity results have been proved for the algorithms in [36, 41] .
Primal-dual affine scaling methods use the pure primal-dual affine scaling method at each iteration. The first method of this type was proposed by Monteiro, Adler and Resende [23] . Their algorithm takes a small fixed step (of length 1/(nL)) along this direction, and has O(nL 2 ) iteration complexity. Because of the fixed stepsize, the duality gap is reduced only by a factor of (1 − 1/(nL)) at each iteration and therefore the algorithm cannot be superlinearly convergent. Moreover, only the first nL 2 iterates are guaranteed to be feasible, so that the algorithm may not produce an infinite sequence. In the same paper, Monteiro, Adler and Resende [23] propose an mth order affine scaling method for QP with O(n m+1 2m L m+1 2m ) iteration complexity. They use again a small fixed stepsize (depending on n, m and L) so that the algorithm cannot have superlinear convergence. In order to overcome the inherent inefficiency caused by the use of a fixed stepsize, Mizuno and Nagasawa [19] proposed an affine scaling method for LP, where at each iteration the stepsize is determined by a line search that ensures the feasibility of the iterates and the fact that the Tanabe-Todd-Ye potential function remains bounded. By choosing the parameter defining the potential function equal to 1/L they obtain O(nL 2 ) iteration complexity. However, no superlinear convergence results are obtained. Tunçel [45] analyzes a variant of this affine scaling where Tunçel's potential function [46] is used instead of the Tanabe-Todd-Ye potential function. The iteration complexity of the resulting algorithm is again O(nL 2 ) when the parameter δ defining this potential function is equal to 1/(2L). The first affine scaling method with polynomial complexity and superlinear convergence was obtained, to our knowledge, by Monteiro and Wright [25] for LCPs. The stepsize along the affine scaling direction is obtained in such a way that the iterates are feasible and remain in neighborhood of the central path depending on two parameters η and δ. This neighborhood, which is closely related to Tunçel's potential function, is relatively narrow for large values of the duality gap, but it widens considerably as the duality gap approaches zero. It is shown that by choosing δ = Θ(1/L) one obtains O(nL 2 ) iteration complexity. for monotone LCPs. It is shown that if the LCP has a strictly complementary solution then the Q-order of convergence of the duality gap is 2 − δξ, where ξ = 1 for skew symmetric problems and ξ = 2 otherwise. As a byproduct Monteiro and Wright show that Tunçel's affine scaling method [45] for LP has Q-order 2 − δ.
We note that the primal-dual affine scaling direction considered in this paper is sometime called the classical primal-dual affine scaling direction, in order to distinguish it from the so-called Dikin primal-dual affine scaling direction considered by Jansen, Roos and Terlaky [8] for LP and generalized for LCP in [9] . The corresponding Dikin type primal-dual affine scaling algorithms have O(nL) iteration complexity. By using an mth order Dikin primal-dual affine scaling direction Jansen et al. [10] have obtained an algorithm with O(n m+1 2m L) iteration complexity. Unlike the algorithms from [8, 9] which used a small fixed step size, the algorithm from [10] may take a larger step size which is determined at each iteration such that the new point remains in the N ∞ (α) neighborhood of the central path. No superlinear results have been proved for Dikin type primal-dual affine scaling algorithms. In fact, since the Dikin primal-dual affine scaling direction contains an important centering component, so superlinear convergence is expected for such algorithms.
In the present paper we present an affine scaling algorithm that uses the N − ∞ (α) neighborhood of the central path. It has O nL 2 φ nL 2 iteration complexity for general monotone LCP's, where φ(t) = (log t)(log log t). If the LCP admits a strictly complementary solution, then the duality gap converges Q-superlinearly to zero and the iteration sequence converges Q-superlinearly to a strictly complementary solution. The Q-orders of convergence of both sequences are equal to two. We also present two mth order affine scaling methods having O((
iteration complexity for monotone LCPs. By taking m = Ω (log ( √ nL)) we obtain O( √ nL) iteration complexity, the best iteration complexity known so far for LP, QP, and monotone LCP. We note that both algorithms use one matrix factorization and m backsolves per iteration. This requires O(n 3 + mn 2 ) arithmetic operations per iteration. Therefore if log ( √ nL) << n, then the cost of an iteration is dominated by the cost of the matrix factorization.
If the LCP admits a strictly complementary solution, then the iterates produced by the first algorithm converges Q-superlinearly to a strictly complementary solution and the corresponding duality gaps converge Q-superlinearly to zero. The Q-orders of convergence of both sequences are equal to m + 1. If m ≥ 2 then the second algorithm produces a sequence of iterates that converges Q-superlinearly to a maximal complementarity solution, even for degenerate LCPs, with Q-order (m + 1)/2. The sequence of duality gaps converges Q-superlinearly to zero with the same Q-order. To our knowledge this is the first affine scaling method acting in the N − ∞ (α) neighborhood of the central path that has O( √ nL) iteration complexity and Q-superlinear convergence in the absence of strict complementarity.
Conventions. We denote by IN the set of all nonnegative integers. IR, IR + , IR ++ denote the set of real, nonnegative real, and positive real numbers respectively. For any real number κ, κ denotes the smallest integer greater or equal to κ. Given a vector x, the corresponding upper case symbol denotes, as usual, the diagonal matrix X defined by the vector. The symbol e represents the vector of all ones, with dimension given by the context.
We denote component-wise operations on vectors by the usual notations for real numbers. Thus, given two vectors u, v of the same dimension, uv, u/v, etc. will denote the vectors with components Traditionally the vector λ − v is written as λe − v, where e is the vector of all ones. Inequalities are to be understood in a similar fashion. For example if v ∈ IR n , then v ≥ 3 means that v i ≥ 3, i = 1, . . . , n. Traditionally this is written as v ≥ 3 e. If . is a vector norm on IR n and A is a matrix, then the operator norm induced by . is defined by A = max{ Ax ; x = 1}. As a particular case we note that if U is the diagonal matrix defined by the vector u, then U 2 = u ∞ .
We frequently use the O(·) and Ω(·) notation to express asymptotic relationships between functions. The most common usage will be associated with a sequence {x k } of vectors and a sequence {τ k } of positive real numbers. In this case x k = O(τ k ) means that there is a constant K (dependent on problem data) such that for every
n , then the vector z ∈ IR 2n obtained by concatenating x and s is denoted by z = x, s = x T , s T T , and the mean value of xs is denoted by µ(z) =
2. The linear complementarity problem and its central path.
2.1. The horizontal linear complementarity problem. Given two matrices Q, R ∈ IR n×n , and a vector b ∈ IR n , the horizontal linear complementarity problem (HLCP) consists in finding a pair of vectors z = x, s such that
The standard (monotone) linear complementarity problem is obtained by taking R = −I, and Q positive semidefinite. There are other formulations of the linear complementarity problems as well but, as shown in [1] , all popular formulations are equivalent, and the behavior of a large class of interior point methods is identical on those formulations, so that it is sufficient to prove results only for one of the formulations. We have chosen HLCP because of its symmetry. The linear programming problem, and the quadratic programming problem, can be formulated as an HLCP. Therefore, HLCP provides a convenient general framework for studying interior point methods.
Throughout this paper we assume that the HLCP is monotone, in the sense that:
This condition is satisfied if the HLCP is a reformulation of a QP [4] . If the HLCP is a reformulation of an LP then the following stronger condition holds
and HLCP is called skew-symmetric in this case. The following proposition contains two simple properties of a monotone HLCP. Proposition 2.1. If HLCP is monotone then the n × 2n-matrix (Q, R) has full rank, and
Proof. The full rank property follows from [3] . If
Since the right hand side above is a nonnegative quadratic function in λ, its discriminant must be nonpositive, which proves the second part of the proposition.
In the skew-symmetric case we can often obtain sharper estimates, due to the following consequence of Proposition 2.1.
Let us denote the set of all feasible points of HLCP by
and the solution set (or the optimal face) of HLCP by
The structure of F * is very important in the analysis of interior point methods. Let us define three subsets B, N and J of the index set {1, · · · , n} by
One can prove that B, N , and J form a partition of {1, · · · , n} and that there exists a solution x * , s * ∈ F * such that x * B > 0 and s * N > 0. Such a solution is called a maximal complementarity solution, since one can prove that for any x * , s
If the solution of the HLCP is unique, then it is a maximal complementarity solution. Otherwise it can be shown that the relative interior of F * is composed of maximal complementarity solutions. If the set J is empty then a maximal complementarity solution is called a strictly complementary solution. Let us denote by F c the set of all such solutions, i.e.,
We say that the HLCP is nondegenerate if it has a strictly complementary solution.
If the set J is nonempty, then we say that the HLCP is degenerate. The set
is called the set of strictly feasible points, or the set of interior points.
The central path and its analyticity.
It is known (see [13] ) that if F 0 is nonempty, then, for any vector p ∈ IR n ++ and any parameter τ > 0 the nonlinear system,
has a unique positive solution z(τ, p) = x(τ, p), s(τ, p) . For a fixed p, the curve
is called the weighted central path of the HLCP with weight vector p. It turns out that if the HLCP is nondegenerate, then z(τ, p) is an analytic function in τ > 0 and p > 0, that has an analytic continuation at τ = 0. In case the HLCP is degenerate then z(τ, p) is analytic in ρ = √ τ which also has an analytic continuation at ρ = 0. Moreover all the derivatives of z are bounded on any compact set contained in the domain of analyticity of z. More precisely the following results follow from the more general results of [38, 39] . and any integer i ∈ IN there are constants c(K, i) such that 
If p = e, the vector of all ones, then C = C(e) is simply called the central path of the HLCP. The distance of a point z ∈ F to the central path C can be quantified by different proximity measures. The following proximity measures have been extensively used in the interior point literature:
where [v]
− denotes the negative part of the vector v, i.e.
[v] − = − max{−v, 0}. By using the above proximity measures we can define the following neighborhoods of the central path
where 0 < η < 1 is a given parameter. We have
3. The first order affine scaling method.
3.1. The algorithm. In the remainder of this paper we will work with N − ∞ (η). We note that this neighborhood can be written under the form:
At each step of our algorithm we are given a point z = x, s ∈ D(β) and we compute the affine scaling direction w = u, v by solving the following linear system
This search direction coincides, up to a scalar factor, with the first derivative to central path z(τ, p) that passes through p = xs/µ at τ = µ. Indeed, by differentiating (2.2) we obtain
Given that x(µ, p) = x and s(µ, p) = s, we obtain
It turns out that the duality gap has the fastest local decrease along this direction. Indeed if we denote by
a point along this direction we have
In the skew-symmetric case we have u T v = 0, while in the monotone case, according to Lemma 3.1, we have 0 ≤ u T v ≤ .25nµ, so that we can write
Given that µ(θ) is decreasing on the interval [0, 2] we compute the steplength θ as
where
We obtain thus a new point satisfying
and the process can be repeated. The initial value for β is β and the α's are chosen as the terms of the series
where 0 < ν ≤ 1 is a given parameter. Since
it follows that all the points produced by the following algorithm will stay in D(β). Summing up we can formulate the following iterative procedure:
Algorithm 1
Given real parameters 0 < β < β < 1, 0 < ν ≤ 1, and a vector z 0 ∈ D(β ) : Set k ← 0 , β 0 ← β and consider the sequence (3.10) ;
By using the notation
this system can be written as ;
. The proof of global convergence of Algorithm 1 requires explicit lower bounds for the series
it remains to find an explicit lower bound depending on K of the integral appearing on the right-hand-side of the above inequality. To this effect we will use the following results.
Lemma 3.2. Let f and g be two continuous, nonnegative, and nonincreasing real functions defined on the interval
Proof. Let us denote ζ = (γ + δ)/2. From the convexity of f it follows that f has lateral derivatives f (ζ − 0) ≤ f (ζ + 0) ≤ 0 at ζ and that
Since g is nonnegative and nonincreasing we deduce that
and the statement of our lemma follows by fixing m and taking the integral with respect to t of both sides of the above inequality.
Corollary 3.3. If 0 < ω < 1, η > 0, and ς ≥ 2γ > 2, then
Given that the function t → log −η (t) is convex for t > 1, we can apply Lemma 3.2 to obtain
Therefore it remains to prove that
Dividing both sides of the above inequality by ς 1−ω and denoting σ = γ/ς, τ = 1 − ω, this reduces to proving that
we deduce that
We have
The positivity of ψ implies that ψ has a unique zero τ 2 ∈ [0, 1], which in turn shows that ψ is decreasing on [0, Using this corollary together with the following lemma we will be able to obtain explicit upper bounds on the number of steps required by Algorithm 1 to reduce the duality gap below any desired tolerance.
Lemma 3.4. The function h : [exp(1), ∞) → [exp(1), ∞), given by h(t) = t/ log t is increasing and bijective and its inverse h −1 : [exp(1), ∞) → [exp(1), ∞) satisfies the inequalities t log t < h −1 (t) < t 1 + log log t log t − 1 log t < 2t log t , ∀t ∈ (e, ∞) .
Proof. The first part of the lemma follows immediately from the fact that h (t) = log t − 1 log 2 t > 0 , ∀t ∈ (e, ∞) .
In order to prove the second part we denote by l and u the lower and upper bounds above and show that h(l) < t < h(u). We have obviously h(l) = t log t log(t log t) = t log t log t + log log t < t , which proves the first inequality. Finally, by using the inequality log(1 + α) < α we obtain h(u) = t 1 + log log t log t−1 log t log(t log t) + log 1 + log log t log t−1 > t 1 + log log t log t−1 log t log t + log log t + log log t log t−1 = t . (1)), ∞), given by g(t) = t/ log log t is increasing and bijective and its inverse satisfies t log log t < g −1 (t) < t 1 + log log log t (log log t) log t − 1 log log t < 2.072 t log log t .
Proof. The first part of the lemma follows immediately from the fact that g (t) = −1 + (log log t) log t (log log t) 2 log t > 0 , ∀t ∈ (5.8313, ∞) .
In order to prove the second part we denote by l and u the lower and upper bounds above and show that g(l) < t < g(u). We have obviously g(l) = t log log t log log(t log log t) = t log log t log log t + log log log t < t , which proves the first inequality. By using the inequality log(1 + α) < α we obtain g(u) = t 1 + log log log t (log log t) log t−1 log log t log log t + log log log t + log 1 + log log log t (log log t) log t−1 > t 1 + log log log t (log log t) log t−1 log log t log log t + (log log log t) 1 + 1 (log log t) log t−1 > t 1 + log log log t (log log t) log t−1 log log t log log t + log log log t log t (log log t) log t (log log t) log t−1 = t .
Finally, it is easily checked that max t≥exp(exp(1)) log log log t (log log t) log t − 1 < 0.072 .
Polynomial complexity.
In the next theorem we show that Algorithm 1 is well defined and we give bounds on the decrease of the duality gap at each iteration.
Theorem 3.7. If HLCP is monotone, then Algorithm 1 is well defined and produces a sequence of points z
If n ≥ 5 then the following relations hold:
Proof. The relation z k ∈ D(β k ) is ensured by the line search (3.7). Let now z ∈ D(β) be given, and denote
From our hypothesis and from Lemma 3.1 it follows that
Using (3.5) and (3.6) we deduce that
for any values of the parameters defining our algorithm, and in this case we can easily verify that
It follows that θ ≥ 2α/n, and therefore
Hence we have proved that
By repeatedly applying the above inequality we deduce that
Using the inequality log(1 − t) < −t, (3.14), k ≥ 8 > 2(exp(1) + 1), and Corollary 3.3, we obtain
which completes the proof of our theorem.
In the following corollary we give an explicit upper bound for the number of iterations required by Algorithm 1 to obtain a solution of the HLCP with prescribed accuracy. More precisely given any > 0 we have to find an upper bound for the number
The upper bound will depend on n and
Proof. From Theorem 3.2 we deduce that x k T s k ≤ for any K with the property
Since σ > exp(1), we can use Corollary 3.5 to show that
and the statement of our corollary follows by noticing that 4 (1 + log 2) log σ = 2 (1 + log 2) log nL 2 − log ν(β − β) ≤ 4 (1 + log 2) log nL 2 − 1 < 4 (1 + log 2) log nL 2 < 7 log nL 2 .
If ν is a positive constant independent of n and L , then Algorithm 1 is independent of the dimension of the problem and the stopping criterium x k T s k ≤ . However, by letting ν depend on n and L , we can slightly improve the computational complexity.
Corollary 3.9. If nL 2 ≥ max exp (exp (1)) , 2.072 exp(2) β − β log log exp(2) β − β , and take ν = (log log(nL 2 )) −1 in Algorithm 1. Then
Proof. From Lemma 3.6 we deduce that nL 2 ≥ exp(2)/ ν(β − β) and Corollary 3.8 can be applied. The desired result follows immediately by noticing that log ν (nL 2 ) = exp(1) and 7 1+ν exp(1) ≤ 49 exp(1) < 134. We note that although for ν = (log log(nL )) −1 Algorithm 1 depends on , it will produce an (infinite) sequence z k ∈ D(β) with lim k→∞ µ k = 0. As we mentioned in the introduction, this is not the case with the primal-dual affine-scaling algorithm of Monteiro, Adler and Resende [23] . Given a starting point z 0 ∈ C on the central path and a tolerance > 0, their algorithm produces a finite sequence of points z k by taking at each iteration a fixed stepsize θ = 1/ (n log L ), i.e.,
It is shown that z k ∈ N ∞ (α k ), with α k < nK θ 2 = 1 , k = 0, 1, ..., K , which implies the feasibility of z k for k ≤ K . However the positivity of z k is no longer guaranteed for k > K , so that the algorithm is not defined for k > K . Since the algorithm of [23] uses a fixed (and small) steplength it cannot have superlinearly convergence. Moreover since this algorithm produces only a finite sequence, we cannot even talk about its order of convergence. By contrast, in the next subsection we will show that the Q-order of convergence of Algorithm 1 is two.
Superlinear convergence.
The main ingredient in the proof of superlinear convergence is provided by the following lemma which is easily obtained by applying Theorem 2.3 with
and equation (3.3) .
Lemma 3.10. If HLCP 2.1 is monotone and has a strictly complementary solution then for any β ∈ (0, 1) and any µ > 0 there is constant c = c(β, µ ) such that the affine-scaling direction given by (3.1) satisfies
In the next theorem we prove that under the strict complementarity assumption the sequence (µ k ) converges to zero with Q-order 2. We recall that the Q-order of a sequence of positive numbers (η k ) that converges to zero is defined as
It is known (see [27] ) that for ω > 1, we have ω = Q (η k ) if and only if ω = lim inf log η k+1 log η k .
Theorem 3.11. If HLCP is monotone and has a strictly complementary solution, then the sequence z k produced by Algorithm 1 converges Q-superlinearly to a strictly complementary solution z * ∈ F c , and the sequence of the corresponding complementarity gaps (µ k ) converges Q-superlinearly to zero. Moreover, the Q-orders of convergence of these sequences satisfy
so that by using Lemma 3.10 we deduce that there is a constant c = c β, µ 0 such that
For k sufficiently large we have µ = µ k < 1, so that log µ k < 0, and by using Theorem 3.7 we obtain
It follows that lim k→∞ log α k log µ k = 0 , which implies lim k→∞ µ k α k = 0 , so that for k sufficiently large we have µ = µ k < α k c −2 = αc −2 . By using (3.15) and the notation from the proof of Theorem 3.7, 0 < θ < 1 and
Given that
α , and therefore
By taking logarithms we obtain log µ + log µ ≥ 2 + log 2c
Since the right-hand-side of the above inequality tends to zero as k → ∞, we deduce that lim inf
On the other hand, we have
≤ √ 2cµ k , and by applying Theorem 2 of [28] we deduce the convergence of the sequence z k to a strictly complementary solution z * ∈ F c and the fact that Q z k = Q (µ k ).
4. Higher order affine scaling methods.
4.1. The higher order affine scaling directions. The higher order affine scaling directions to be considered in this section are related to the higher order derivatives to the central path. As we have seen in Section 2, the central path z(τ, p) = x(τ, p), s(τ, p) passing through a positive vector p ∈ IR n ++ is analytic in τ if HLCP has a strictly complementary solution, and in ρ = √ τ in the general case. By repeatedly differentiating the equations of the central path
with respect to τ we obtain
If we re-parameterize the central path equations in terms of ρ = √ τ , then the derivatives with respect to ρ of z(ρ, p) = x (ρ, p), s (ρ, p) := z(ρ 2 , p) are given by
If HLCP is a reformulation of a linear programming problem then it is known that it has a strictly complementary solution. In general it is very difficult to establish whether HLCP has a strictly complementary solution. However, if this is the case the algorithm should take advantage of this information. In order to treat the two cases in a unified manner we define ϑ = 0 , if HLCP is known to be nondegenerate 1 , otherwise
At each step of our higher order affine-scaling interior point method we have a point z = x, s ∈ D(β) and we consider the vectors
4.2. The higher order algorithm. It is easily seen that the vectors (4.3) can be obtained by solving the following m systems of linear equations:
The m linear systems above have the same matrix, so that their numerical solution requires only one matrix factorization and m backsolves. This involves O(n 3 ) + m O(n 2 ) arithmetic operations. We note that for ϑ = 0, w 1 = u 1 , v 1 is just the affine scaling direction considered in Section 3.
Given the vectors w i = u i , v i defined by (4.4), we consider the polynomial
which represents the m'th order Taylor expansion around θ = 0 of the function θ → z ((1 − θ)µ, xs/µ) in case ϑ = 0, and of the function θ → z (1 − θ)µ, xs/µ in case ϑ = 1.
We have z(0) = z ∈ D(β) and we defině
where β + is given by (3.8) . From (4.4)-(4.5) we deduce that
Therefore the computation of (4.6) involves the solution of a system of polynomial inequalities of order 2m in θ. Good lower bounds of the exact solution can be obtained by a line search procedure. In what follows we will give simple lower bounds that will be used in the proof of global convergence.
Givenθ, or a suitable convenient lower bound, we compute
and obtain a new point
We have z + ∈ D((β + ) by construction, and the process can be repeated. Our higher order affine-scaling method is thus defined by the following iterative procedure:
Algorithm 2
Given real parameters 0 < β < β < 1, 0 < ν ≤ 1, integer m ≥ 2, boolean variable ϑ ∈ {0, 1}, and a vector z 0 ∈ D(β ) : Set k ← 0 , β 0 ← β and consider the sequence (3.10) ;
. . , w m by solving (4.4); Set β + = β − α; Compute steplength θ from (4.6), (4.8 
Proof. First let us prove that the quantities
where the sequence
satisfies the following recurrence scheme
The first part of the inequality follows immediately, since by using (4.4) and the monotony of the HLCP we deduce that u i T v i ≥ 0. Hence
By multiplying the first equations of (4.4) with (xs) −1/2 we obtain
Because z ∈ D(β) we have (xs) −1/2 ≤ 1/ √ βµ, and, using Lemma 3.1, we deduce that
we obtain
The required inequalities are then proved by mathematical induction (see [55, 54] , i = m + 1, m + 2, . . . , 2m can be obtained by writing
Finally by using Proposition 2.1 and Lemma 3.1 iv) we have
Hence,
On the other hand if n ≥ 5, then
By taking t = (α/(2β)) 1/(m+1) we deduce that if n ≥ 5, then
, so that we can write
Using the definition of t, n ≥ 5, 0 < ν ≤ 1, and the fact that
µ , which completes the proof. , with z k ∈ D(β k ) ⊂ D(β). If n ≥ 5 then the following relations hold:
, k = 8, 9, . . . .
Proof.
We have z k ∈ D(β k ) by construction and µ k+1 ≤ 1 − θ k /2 µ k by virtue of Lemma 4.2. It follows that
and by using inequality log(1 − t) < −t, (3.14), k ≥ 8, and Corollary 3.3, we obtain
In the next corollary we give an upper bound for the maximum number of iterations, K required by Algorithm 2 to obtain an approximate solution of the HLCP with duality gap (see (3.16) ). The upper bound is given in terms of the constants ν, β , β, m defining Algorithm 2, the dimension n and the quantity L from (3.17) which depends on and the starting point. If ν is a positive constant independent of n and L , then Algorithm 1 is independent of the dimension of the problem and the stopping criterium x k T s k ≤ . However, by letting ν depend on n and L , we can slightly improve the computational complexity. 4.4. Higher order convergence. As seen in the previous subsection the computational complexity of Algorithm 2 is basically the same for ϑ = 1 and ϑ = 0. By contrast its asymptotic convergence properties depend on ϑ. In what follows we show that Algorithm 2 with ϑ = 1 is superlinearly convergent for general problems. However, if the problem is known to have a strictly complementary solution it is advantageous to take ϑ = 0 in order to obtain a higher order of convergence. Proof. Use (4.3) and apply Theorem 2.3 with K given by (3.18). Theorem 4.8. Assume HLCP is monotone and consider Algorithm 2 where we take ϑ = 1 for general problems, and ϑ = 0 for problems that are known to have a strictly complementary solution. Then the sequence z k produced by this algorithm converges Q-superlinearly to a maximal complementary solution z * ∈ F c , and the sequence of the corresponding complementarity gaps (µ k ) converge Q-superlinearly to zero. Moreover, the Q-orders of convergence of these sequences satisfy
Proof. Since we are analyzing asymptotic properties we may assume µ k < 1. By using Theorem 4.3 we obtain 0 ≤ log α k log µ k ≤ log ν β − β − log (k + exp(1) + 1) log 1+ν (k + exp ( According to (4.6) and (4.10) we haveθ ≥θ , so that by using (4.8) we obtain
By taking logarithms we obtain log µ + log µ ≥ m + 1 1 + ϑ + log (2c ) log µ − log α log µ .
Since the right-hand-side of the above inequality tends to zero as k → ∞, we deduce that Q (µ k ) = lim inf log µ k+1 log µ k ≥ m + 1 1 + ϑ .
For k sufficiently large we have (cµ) 1 1+ϑ < 1 − √ 2 so that by using Lemma 4.7 obtain
Finally, by applying Theorem 2 of [28] we deduce the convergence of the sequence z k to a maximal complementary solution z * ∈ F * and the fact that Q z k = Q (µ k ).
