In this paper we consider the bifurcation of limit cycles of the systemẋ = y(
Introduction and statement of results
One of the main problems in the qualitative theory of real planar differential systems is the study of their limit cycles. Probably the more classical way to produce limit cycles is by perturbing a system which has a center, in such a way that limit cycles bifurcate in the perturbed system from some of the periodic orbits of the period annulus of the unperturbed system(see [1, 2] ). From [3] we know that by perturbing the linear centerẋ = −y,ẏ = x using arbitrary polynomials P and Q of degree n, we obtain at most [(n − 1)/2] bifurcated limit cycles up to first order in ε, from the period annulus, where [.] denotes the integer part function. Also the authors of [4] obtained at most n limit cycles up to first order in ε by perturbing systemẋ = −y(1 + x),ẏ = x(1 + x) inside the polynomial differential systems of degree n. It is known that if we perturb the cubic centerẋ = −y(1 + x)(2 + x),ẏ = x(1 + x)(2 + x) inside the polynomial differential systems of degree n, we can obtain at most 2n + 2 − (−1) n limit cycles up to first order in ε [5] . In [6] the authors perturbing the Hamiltonian center given by H = y 2 /2 + x n+1 /(n + 1) inside the polynomial differential systems of degree n odd, obtained (n + 1)(n + 3)/8 − 1 limit cycles in the perturbed system. This number of limit cycles was again obtained later on, perturbing other centers [7] . Also in [8] the authors, perturbing a convenient Hamiltonian center inside the polynomial differential systems of degree n even, obtained n(n + 2)/8 − 1 limit cycles in the perturbed system. Later on, this number was improved for n even in [7] obtaining n(n + 6)/8 limit cycles. In [9] the authors studied the perturbation of the vector fieldẋ = −yR(x, y),ẏ = xR(x, y), where R(x, y) = (a + 1)x 2 + ay 2 + b, with a and b reals and ab = 0. They obtained (n + 1)(n + 7)/8 − 1, for n odd, and n(n + 6)/8 − 1, for n even, as a lower bound for the maximum number of limit cycles surrounding a unique singular point. Llibre and Buică [10] investigated the perturbed system of cubic polynomial differential systemẋ = −y(x + a)(y + b) + εP(x, y),ẏ = x(x + a)(y + b) + εQ (x, y), where P(x, y), Q (x, y) are polynomials with degree n, and a, b ∈ R−{0}, and proved that upper bound for the number of isolated zeros of the Abelian integral is 3[(n−1)/2]+4 if a = b and, respectively, 2[(n − 1)/2] + 2 if a = b, up to first order in ε, from the period annulus.
In this paper we are interested in determining an upper bound for the number of limit cycles oḟ
which bifurcated from the period annulus of system (1)| ε=0 up to first order in ε. 
. The period annulus of (1)| ε=0 can be described by
be the first-order Melnikov function or Abelian integral of (1) 
1) has precisely n − 1 limit cycles in V .
Some lemmas
Notice that hereafter we just use x, y for convenience. To prove our main theorems we first give some lemmas. Lemma 2.1. We have
Proof. Results follow easily by using residue theorem.
Proof. Since along L h , y
, by partial fractions, (3) becomes
Hence (3) follows. Formula (4) can be proved in the same way. Also by symmetry of L h with respect to x-axis it is easy to see that
Lemma 2.3.
Proof. Formula (5) can be followed easily from Lemmas 2.1 and 2.2. (6) also is obtained using
Lemma 2.4.
where X = x/a, Y = y/b and
Proof. Let X = x/a, Y = y/b. Then we have
dt. Hence for k > 1, P = P o if i = 2k − 1, and P = P e , if i = 2k.
Lemma 2.5. The integrals
where a
Proof. We have
where α 1 , α 2 are complex or real numbers and
in (11), the conclusions of lemma are immediate.
Hereafter we denote any polynomial in R[x] of degree j by p j (x) or P j (h) although its coefficients may vary from one expression to another. If it is necessary, we will also use indistinctly Q j (x). Remark 2.6. It follows from Lemma 2.5 that for r = 2k, k > 1 we have
Corollary 2.7.
Proof. Results can be followed by Lemmas 2.4 and 2.5 and Remark 2.6.
Lemma 2.8.
Also I 2k,0 = 0 at h = 0 and
Proof. By Lemma 2.4, formulas (4) and (13) when i is an odd number greater than 1, we have
2 I 0,0 + P o = 0. Formula (16) can be obtained in a similar way. Also it is easy to see that I 2k (0) = 0, ∀k > 1. Moreover from (1) and (2) we have
Lemma 2.9. For k > 0 we have
i+j=2k−1
Proof. By (2) and Lemma 2.2, we have
By formula (6) the above relation becomes 
Proof of main Theorems
In this section using the results of Section 2, we prove Theorems 1.1 and 1.2.
Proof of Theorem 1.1
Proof. Without loss of generality assume that a 2 ≤ b 2 . Let n = 2s, in this case we have (neglecting the minus sign)
By (19) and the fact that Φ 0,0 = 0 we conclude that Φ(h) = s k=1 i+j=2k−1 Φ i,j . Now using formulas (18), (4), (5) and (16) we get i+j=2k−1
Here we used
whereã 2k−1,j is given in Lemma 2.9 and
of them has a different set of coefficients. So the coefficients of the functions
can be taken as polynomials with arbitrary coefficients. Hence we get the following formula for the Abelian integral Φ(h)
Where
are new polynomials with arbitrary coefficients, as above.
in which P s , Q s , P s−1 are new, but with the same qualities as before. Now we can say:
Lemma 3.1. The following set of 3s + 2 linearly independent functions
is a basis of the linear space {ψ : ψgiven by (23)}. Also there exists a function ψ of the form (23) such that ψ has at least 3s + 1 simple zeros for z ∈ (0, a 2 ).
Proof. In order to prove that (24) is a basis, since they are linearly independent, it is sufficient to show that ψ is a linear combination with arbitrary coefficient of (24) whereby (23) and the properties of P s , Q s , P s−1 , mentioned above, we get this. Now applying Lemma 4 in [10] with U = (0, a 2 ), the second part of lemma can be proved.
Let G = G ρ,ε be a simple connected region with ∂G = C , where C = C ρ,ε := C ε ∪L ± (ρ, ε)∪C ρ ; C ε := {|z −a We use the notation {z ∈ D|f (z) = 0} to indicate the number of zeros of the function f in the set D taking into account their multiplicities, and {z ∈ ∂D|f (z)} to indicate the number of the complete turns of the vector f (z) around the path ∂D in the counterclockwise direction. One of the standard tools to give an upper bound for the number of zeros of ψ(z) is to extend this function to a suitable subset of the complex plane, and afterwards applying the Argument Principle to the extended function. To best of our knowledge Petrov ([11-13] was the first to use this method which was then adopted by others (e.g [10, 14] ). In this case, from (23) it is easy to see that the zeros of the function ψ are among the zeros of some polynomial of degree 4s+2. Therefore there will be a disk large enough so that it includes all zeros of ψ. Therefore we may apply the Argument Principle to G = G ρ,ε for ρ and 1/ε positive and large enough.
First we have {z ∈ C ε |ψ(z)} ≤ ν(ε), where ν(ε) tends to zero as ε → 0. Noting (23), we obtain {z ∈ C ρ |ψ(z)} ≤ s + 1 2 + µ(ρ), where µ(ρ) tends to zero as ρ → +∞, since ψ(z) = O(|z|
Noting (25) 
Putting all the results together we obtain that {z ∈ G|ψ (z) = 0} ≤ 3s + 2. Hence the number of zeros of Φ(h) are not larger than 3s + 2. For the case of n = 2s − 1, similarly we can prove that the number of zeros of Φ(h) are not larger than 3s + 2. On the other hand from Lemma 2.8 we have that Φ(0) = 0. From Remark 2.10 and (20), we know that
. Now from Lemma 1.3 in [5] we know that there exists an ε 0 > 0 such that for 0 < |ε| < ε 0 , c = (a ij , b ij ) with |a ij | ≤ k, |b ij | ≤ k, the system (1) has at most 3 2 (n + sin 2 nπ 2 ) + 1 limit cycles. 
Proof of
2k,0
