For linear functional difference equations, we obtain some results on the asymptotic behavior of solutions, which correspond to a Perron-type theorem for linear ordinary difference equations. We also apply our results to Volterra difference equations with infinite delay.  2005 Elsevier Inc. All rights reserved.
Introduction
Let Z, Z + and Z − be the set of all integers, the set of all nonnegative integers and the set of all nonpositive integers, respectively. Denote by C k the k-dimensional complex Euclidean space with any convenient norm | · |. For any function x : (−∞, m] → C k and any n ∈ Z with n m, we define a function x n : Z − → C k by x n (s) = x(n + s) for s ∈ Z − .
In this paper we are concerned with the linear functional difference equation
any function x : Z → C k and any n ∈ Z, the segment x n : Z − → C k is a function defined by x n (s) = x(n + s) for s ∈ Z − . It is easy to see that if x 0 ∈ B → C k , we need the characteristic matrix and the characteristic equation of Eq. (1.1) defined by
respectively, where I denotes the k × k identity matrix and ω z is defined as ω z (s) = z s for s ∈ Z − . The following theorems are our main results. where λ is a root of det ∆(λ) = 0 with |λ| > 1/γ .
In the following, we will state some remarks concerning Theorems 2.1 and 2.2. Let us consider the ordinary difference equation Proof. Assume that A is nonsingular, and choose an n 0 ∈ Z + so that |x(n 0 )| = 0 and that B(n) < 1/(2 A −1 ) for n n 0 . Let n n 0 . One can easily check that (I + A −1 B(n)) is nonsingular with (I + A −1 B(n)) −1 < 2, and hence |x(n)| = |(I + A −1 B(n)) −1 A −1 x(n + 1)| 2 A −1 |x(n + 1)|. It follows that |x(n)| = 0 and
We also remark that the "lim sup" in the relation (2.1) of Theorem 2.2 cannot always be replaced with the limit. To see this, let us consider the scalar equation
which is a modification of the equation given in [10, p. 205 
where Q(n − s) and g(n, s) are k × k complex matrices defined for n ∈ Z + , s ∈ Z with n s, and satisfy 
Observe that G(n) Theorem 2.2 is applicable also to the Volterra difference equation with unbounded delay 
Notice that condition (1.3) is satisfied, because
by (2.4) and (2.5). Thus, we can get the following result. 
Some auxiliary results
In this section we summarize some auxiliary results which are essentially used in the proof of our main results.
We consider the nonhomogeneous functional difference equation 
T (n) is called the solution operator of the homogeneous difference equation (1.1). One can easily see that the operator T (n) is bounded and linear, and it satisfies the following semigroup property:
Therefore, we get the relation
where
where O is the k × k zero matrix. It can easily be verified that if
The following proposition yields a representation formula for solutions of Eq. 
In fact, the above representation formula has been established in [8, In particular, we get
Hence there exists uniquely an operatorT (n) on the quotient spaceB γ J l which satisfies the relation
is the canonical mapping. We callT (n) the induced operator of T (n).
It is easy to see thatT (n) is a bounded linear operator onB γ J l , and it satisfies the semigroup property. In the following, as in [7] , we will focus our attention to the quotient spaceB 
Then Σ ρ is a finite set because Σ ρ does not intersect with the essential spectrum ofT , and therefore, the spaceB 
where r(T ) is the spectral radius ofT . 
→Û denote the projection operators which correspond to the above decomposition. By virtue of (3.2) and the formula for the spectral radius
Then it follows that forφ ∈B
which imply that
3)
. Then we have
that is,
Similarly, we get
This completes the proof. 2
Proof of main results
In the following, we will restrict our consideration to the case B , the induced operatorT (n) and so on which were introduced in Section 3; so, we will omit a treatment for the case of B γ J l with l ∈ Z + .
The following proposition plays an essential role in the development of this section. To prove Proposition 4.1, we need the following lemma. 
that is, |x(n 0 + 1)| = 0, and therefore, by (3.3),
namely, |x n 0 +1 | B γ = 0. By induction, |x n | B γ = 0 for all n n 0 . From now on, we will exclude this case. Thus, we may assume that 0
for n 0. Then, by virtue of Proposition 3.1, it follows that
This yields
and hence, by Lemma 3.1, we have
namely,
because of (1.3) and the equivalence of the norms · B γ and | · | B γ (Lemma 3.1). Also, by (4.2), we get
which, together with the above relation, implies
does not hold. Then there exists ε 0 ∈ (0, 1) such that
M(n) M(n) + N(n)
ε 0 for infinitely many n, that is,
By (4.4), there exists n 1 0 such that for n n 1 ,
In fact, the second inequality of (4.8) is equivalent to β(n) < ε 0 (1 − ε 0 )(µ − ν), so the above assertion is valid. By (4.7), there exists n 2 n 1 such that
Claim 1.
(
Suppose for induction that this inequality holds for some n n 2 . Then it follows from (4.3) and (4.5) that
These relations, together with (4.8), imply that
and hence, the claim is verified. From Claim 1, we have for n n 2 ,
which yields that M(n) > 0 for n n 2 . Define
Then, by Claim 1 again, we get
Moreover, (4.3) and (4.9) imply for n n 2 ,
Taking the lim sup on the both sides of the last inequality and using (4.4), we obtain (ν/µ) . Since ν < µ, we have = 0 and thus lim n→∞ w(n) exists and is zero. We therefore conclude that if (4.6) does not hold, then
This completes the proof of the lemma. Also, using (3.3), we have
which yields
where M(n) and N(n) are defined as (4.1). Hence, if we show that
then the proof will be complete.
Suppose that the claim is not true. Since the limit lim n→∞ M(n)/(M(n) + N(n)) exists by Lemma 4.1, we must get
Then there exists a sufficiently large integer
and hence, the inequality (4.3), together with ν < ρ, yields
Let θ be a positive constant satisfying
From this and (4.4), there exists n 2 n 1 such that β(n) < (θ − ρ)/2 for n n 2 , that is,
Since N(n + 1) θN(n) for n n 2 , we get
which implies that
which contradicts the definition of θ and so the claim is verified. By virtue of Lemma 4.1 and Claim 2, we have
and thus
We therefore obtain (4.10) and the proof of Proposition 4.1 is complete. 
By virtue of Proposition 4.1, we obtain
and hence,
Consequently, to prove Theorem 2.1, we have only to show that
where λ is a root of det ∆(λ) = 0 with |λ| > 1/γ . To this end, we will consider the asymptotic behavior of the solution x on U . Recall that dim U =: d < ∞ because the set 
Let y(n) be a function defined by
for n 0. Then, from (4.2) and the above relations, it follows that
Hence, the function y is a solution of the ordinary difference equation
In the following, we will investigate the asymptotic behavior of solutions of Eq. (4.12) by modifying a method employed in the second proof of [10, Theorem 1] . Since all norms on a finite dimensional vector space are equivalent, the existence and the value of the limit of n √ |y(n)| as n → ∞ are independent of the norm used and are invariant under a constant invertible linear transformation. Consequently, we can assume that A is in Jordan's canonical form. For any α > 0, set
). Later, we will consider a limit of some quantity as α → 0. In what follows, in order to proceed with our arguments precisely, we will use the notation such as P (α) , indicating the dependence on α explicitly. Eq. (4.12) can be transformed into
namely, 
By virtue of Proposition 4.1, there exists a sufficiently large integer n 0 0 such that
and hence, we have for n n 0 ,
14)
where 
If z (α) (n 1 ) = 0 for some n 1 n 0 , then z (α) (n) = 0 for all n n 1 . From now on, we exclude this case. Thus we may assume that
m (n) > 0 for n n 0 . Now, using the inequalities (4.16) and (4.17) instead of (4.3) and (4.5), we can obtain the following lemma in a similar way to Lemma 4.1 (we here omit the proof). For any m = 1, . . . , h and n n 0 , define
m−1 (n), it follows from Lemma 4.2 and the definition of g (α) that
.
From (1.3) and (4.18), there exists n (α) 2 n 0 such that
which implies
is a constant for infinitely many α with α → +0. Since α > 0 is sufficiently small, we have
for n n 0 , which, together with (4.20), yields
where C (α)
2 )(ρ g − 2α)
−n We thus obtain (4.11) and the proof of Theorem 2.1 is now complete. 
