Abstract-We present a way to achieve positioning tasks hy model-free visual servoing in the case of planar and motionless objects whose shape is unknown. Emphasize is made on the algorithm of 3d reconstruction which allows to synthetize easily the control law. More precisely, the mnstruction phase is based on the measurement of the 2D displacements in a region of intemt and on the measurement of the camera velocity. However, we will show that the proposed algorithm is rohust with respect to nonaccurate values of this velocity. 2D displacements rather than 2D motions are used to remove the assumption that the acquisition rate has to he high. In addition, a particular attention is paid lo the complex case of large displacements tu access high camera velocities. Once the parameters of the plane are sufficiently stable, a visual servoing scheme is used to cantmi the orientation of the camera with mpect to the object and lo ensure that it remains in the camera field of new for any desired orientation. The 3D reconstruction phase is maintained active during the servoing lo improve the accuracy of the parameters and, consequently, to obtain a small positioning error. Experimental mults validate the proposed approach.
I. INTRODUCTION
This paper addresses the problem of synthetizing robotic tasks by visual servoing when the observed object is not known. Indeed, except rigid manufactured goods for which a model often exists, we rarely have a precise description of the object or of the desired visual features, either because these objects can be subject to deformations or simply because of their natural variability. Such cases can appear for example in surgical domain, agrifood industry, agriculture or in unknown environments (underwater, space) . Few authors relate such cases. In [l] , the authors use a specific motion to perform an alignment task without a precise description of the desired visual features. Unfortunately, their study is restricted to planar motions. In [2], thanks to dynamic visual features, a positioning task consisting in moving the camera to a position parallel to a planar object of unknown shape is achieved. However, such an approach needs an estimation of the parameters of a model of the 2D motion [3] currently leading to a high computation duration and, consequently, to a low control scheme rate. In addition, this approach cannot be used for any specified orientation of the camera. This case has been taken into account in [4] , where geometric features are used. However, three tasks have to be performed sequentially yielding, in some cases, to excessive durations of the task.
An approach based on robust tracking is proposed in [5] to obtain a projective reconstruction required for a hybrid visual servoing, unfortunately no result concerning robotic tasks is provided.
The approach described in this paper proposes to treat the same problem, that is the realization of positioning tasks with respect to a planar and motionless object of unknown shape for any specified orientation of the camera. Since the shape of the object is considered as unknown, a 3D reconsuuction phase by dynamic vision is first performed. This computation is based, contrary to a previous approach [6], on a discrete appmach. We will see the benefit of using such an approach. In particular, it does not require the assumption of a high acquisition rate and provides consequently better results. In addition, higher camera velocities can be reached. On the other hand, as in [6] , the use of a reconstruction phase allows more flexibility to synthetize the control law, in.particular to ensure that the object remains in the camera field of view.
The paper is organized as follows: first, we present in Section U a brief review on previous works relevant to 3D reconstruction by dynamic vision. We show how to recover the structure of the object in Section III and describe how to obtain the 2D displacement in Section N. Section V details the way we synthetize the control law. Experimental results concerning objects of unknown shape are presented in Section VI, next we show in Section W that, under some conditions, a simpler version of the approach can be used. Section WI is devoted to the study of the influence of the camera velocity to the final orientation error. Finally, Section M presents a comparative study with our previous approach [6].
PREVIOUS WORKS
Let us consider a point P of the object described by = (X, Y, Z)= in the camera frame, with the Z axis the camera optical axis. Assuming without loss of generality a unit focal length, this point projects in p, described by p -= (I, y, 1)=.
according to
which yields to the well-known relation [7] -1jz 0 x/z xy -1 -2 y ) T c (2) (;)=( 0 1/z y/z 1+yz -zy --z where T, = (KT,QT)* is the camera velocity and V = (Vz, Vy,Vz)T and Q = (R,,R,; of 1/Z in function of the chosen parameterization, which can be used in (2) to exhibit a parametric model of the 2D motion. On the other hand, these parameters can be obtained by a method of computation of the 2D motion. Finally, an expression of the structure of the object can be extracted [ 11 ] (here too, by considering a second point, the case where T, is unknown is treated). These approaches are known as indirect approaches since they require an intermediate computation of the 2D motion. More precisely, they are relevant to continuous approaches since they use the 2D velocity. Such works, including our previous one [6], implicitly assume that the acquisition rate is high (or the camera velocity low) enough so that the parameters of the model of the motion can he considered as constant between two frames.
The main benefit of the present approach is to remove this assumption as well as for the computation of the structure of the object as for the computation of the 2D displacement. Therefore, higher camera velocities can be reached. The approach is now relevant to discrere approaches. Moreover, using explicitly parameters obtained by 3D reconstruction allows us to synthetize easily the control law, in particular to take into account any desired orientation of the camera.
STRUCTURE OF THE OBJECT
Let us assume that the observed object is planar, unless in On the other hand, let us assume that the camera is subjected to the velocity Tc, therefore 2 can be expressed as
Thereafter, by integrating this relation with respect to the time we obtain
where Rk is a rotation matrix depending on Q and L a translation vector depending on T,. Finally, by using ( 5 ) and (7) in ( I ) we recover the well-known result that an homographic model describes exactly the frame-to-frame displacement of a point P belonging to a planar surface [ 121:
that we will write under a more compact form as a parametric model
with & = (A413,Af23,A411. A421.A4~2.A12~.A431.A432). We will see how to compute this vector in the next Section.
Furthermore, by using explicitely & in function of Rk and L, one can show that e, satisfies the following linear system
Finally, using a measure of the displacement betweer frames k and k + 1 modeled as an homographic deformation and the measure of the camera velocity, one can easily obtain ek by solving (10)
Let us note that it is usually possible to obtain from (8) both the structure 8 and the motion (R,T) [13] , but in OUT case of small displacements (because of frame-twframe displacements) the results will be not accurate enough to ensure correctly the realization of the task.
Iv. ESTIMATION OF THE FRAME-TO-FRAME

DISPLACEMENT
Let us consider two consecutive frames f and g and assume that the brightness ofpk remains unchanged during the motion, so we can write
Because of the noise, (13) Here, since T, can be approximately known it can be used to provide an estimation of p according to (9) (note that once 6 is known, it can Go beintroduced in (9) to improve -E, otherwise a coarse approximation of e is used). This way to proceed can be used in applications involving controlled motion, i.e. visual servoing or active vision. Thereafter, it is now possible to perform a first order Taylor expansion of 9(6(g;p) ) -in a neighborhood of i; -such that E = --p + 5: s(&E)) = g(6(2.e)) + VgT(6(z.p)).JaC.5 (15) where Js' represents the Jacobian matrix of 6 with respect to -P.
Therefore, using (15) in (14) and derivating with respect to 5 leads to a linear system in 5. As usually, this system is inverted by using an iterative Newton-Raphson style algorithm to take into account the error introduced by the Taylor expansion. After some manipulations we obtain
where 7 is a positive scalar and 9 the vector given by
In the case of a homographic model, one can show that 9 can be expressed as follows
V. CONTROL LAW
First, let us remember the task to achieve. The goal is to ensure a given final orientation of the camera with respect to plane ?r described by (4) and, also to ensure that P will still remain in the camera field of view. 
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Once Q is estimated, the unit normal 3 of plane li in P in the camera frame can be derived. However, in the case of any orientation we rather have to consider %* = 'Ra where R is the rotation matrix computed from the desired orientation (see Figure I) . Therefore, we have to move the camera so that -Z = 11, with Z the unit vector carried by the optical axis and 11, = -3'. This rotation to perform can be expressed under the form g6 where g represents the rotation axis and 6 the rotation angle around this axis and
The camera orientation being known, it is possible to compute the control law. We used the one described in [6] . Indeed, it ensures that P remains in the camera field of view since the trajectory of p is a straight line between the current position p and the desired position p' (which has been chosen as the principal point of the image). We describe here briefly this approach known as hybrid visual servoing [18] .
First, p, is defined as follows Let us note that the value of Z required for the computation
VI. EXPERIMENTAL RESULTS In order to validate the proposed algorithm, we present here experimental results for two different desired orientations. The experimental system is described in [4], except the PC is now a Pentium at 2 Ghz.
The object consists of a photograph of a raw ham fixed on a planar support. To evaluate the positioning accuracy of our method, this support makes possible to express precisely Furthermore, since the object is motionless, one can improve the accurac on 8 Indeed, in a fixed frame, one can express be obtained. Thereafter, this value is expressed in the camera frame to be used in the control law. Moreover, proceeding this way allows to know when e' is stable enough to be used in the control law (typically five acquisitions are sufficient).
Thus, a preliminary phase is required. The same comments can be made, in particular concerning the convergence of the control law and the benefit of using an estimation of pk 1. The initial orientation of the camera was the same as for &e first experiment, the final orientation was QX = 13.1' and Q y = -21.9". Here again the orientation error is around 3'.
VII. A SIMPLER VERSION OF THE ALGORITHM
In the case of a planar object and when the desired values for Qx and Q y are small, the parameters Af31 and Af32 involved in (8) are very close to zero. In this case. we rather have to consider them direclty as zero in (8) WF performed an experiment consisting in moving the camera in front of the object. The behavior of the algorithm is depicted on figure 4 where the same variables as previously are used.
For this experiment we used the same parameters as for the previous experiments except W is now 101 xlOl pixels. The acquisition rate varies now from 120 ms to 200 ms. The initial orientation was Qx = 8.8' and & = -14.6O. Here again, the final ori.entation error is small, since we have Qx = 1.5" and Qy = -1.3".
To 
X. CONCLUSION AND FUTURE WORKS
Since M and r given by (11) depend on R and I which both depend on the camera velocity T,, Q also depends on the camera velocity. To measure the influence of T, on the estimation of the structure of the object we have to compute aefaT,. However, it leads to very complicated expressions in the case of any values for the components of T,. Nevertheless, since in practice 8 is filtered (see VI and VU), the perturbations due to the noise introduced by an error of T, will be also filtered. We have presented a way to achieve positioning tasks by visual servoing when the desired image of the object cannot be precisely described and for any desired orientation of the camera assuming the object to be planar and motionless. The approach is based on a 3D reconstruction allowing the estimation of the current orientation of the object with respect to the camera, and thereafter on the elaboration of the control law. The special case of high camera velocities has been studied. Experimental results validated our algorithm, low onentation errors were observed (s 3'). We also showed the robustness of the approach with respect to a coarse estimation of the camera velocity.
Future works will concern the realization of positioning tasks in the case of unknown and nonplanar objects. On the other hand, once (29) has been integrated, we obtain an affine relation between p s + i and pr that can be used to express the ai's by substituting x = ( Z k + l -X k ) / & and y = (~k +~ -yk)/At in (29). Here again, these relations hold only for small values of At.
Note that the discrete approaches presented in Sections [I71 G. 
