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Sonnenwald et al. (2014), and Sonnenwald (2014).
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compared to the recorded profile using a variation of the R 2 t function (Young et al. 1980 ).
88
L is the Lagrangian function. λ is the Lagrange multiplier, which is determined at each 89 iteration by a gradient descent method as part of fmincon (The MathWorks Inc. 2011).
90
The deconvolution problem is computationally simplified by solving only for a sub- 
107
Where synthetic trace data has been generated from a known RTD, a third evaluation of 108 a deconvolved RTD is possible: a direct comparison between the original and deconvolved
Introduction
115
Raw data is the information collected directly from instrumentation and recorded as-is 116 during experimental laboratory and field work, e.g. voltage readings from a fluorometer.
117
In most cases raw data must be pre-processed before it can be analysed. Results: Impact of pre-processing on deconvolution
205
The combinations of data extension, noise, background (sloped and constant), and un-
206
calibration resulted in 1,728 synthetic raw traces being deconvolved.
207
Predictive capability of RTDs deconvolved from synthetic raw data does not appear to be systematic.
221
Background slope and extension have relatively little impact on predictive capability, but tematic impact on the deconvolved RTD, suggesting no pre-processing is necessary for these.
268
However, increased noise and background concentration level both degrade predictive capa-
269
bility and RTD quality in a similar fashion. As a result, 10% noise and 10% background 270 have been suggested as input data quality limits for successfully deconvolving an RTD.
271
These values are applicable to most types of input data since, as the RTD is non-parametric,
272
the deconvolution process is independent of system scales and instead dependent on data 273 characteristics.
274
Background concentration is a common occurrence. It has a high impact on both pre-275 dictive capability and RTD quality, and is therefore important to address. Background con- used functions in GIS applications (Zimmerman et al. 1999 ). In IDW the point being inter-323 polated is defined to be more closely related to nearby points and less so to further points.
324
In the KEM, the point being interpolated is derived as the result of a statistical model that
325
estimates the relative importance of nearby points.
326
In cubic interpolation (Fritsch and Carlson 1980), the sample points are used to estimate 327 the derivatives of a cubic function that passes between them. The derivatives are then used 328 to estimate the values at points being interpolated. Splines can also be used for interpolation.
329
They are considered a subset of polynomial interpolation that are specified to have continuous 
358
In other words, the value E M A (x) is the mean of values of E from E(x − α) to E(x + α).
In terms of the deconvolved RTD, a moving average can be considered a low-pass filter 
410
Cubic and linear interpolation both show greater entropy, indicating they are less smooth.
411
This suggests LAMA interpolation as the best choice for a smooth RTD.
412
Visual inspection of smoothed RTDs further by using fewer sample points. observations. Ideally multiple dye injections should be recorded and deconvolved at both 435 higher and lower numbers of sample points to reveal key system characteristics. across interpolation function and number of sample points.
444
The increased smoothness of the deconvolved RTDs is more consistent with expected 445 system dynamics, and the removal of over-sampling effects is desirable for similar reasons.
446
As the effects of turbulent mixing occur more rapidly than the system time-scale in most 447 cases, the system is expected to be well mixed and therefore have a smooth RTD. Additionally FIG. 2: Impact of raw data characteristics on (a) the predicted downstream profile generated using deconvolved RTD compared to the known downstream profile, evaluated using R 2 ; and on (b) the deconvolved RTD compared to the known RTD, evaluated using APE 
