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ROBBINS-MONRO CONDITIONS FOR PERSISTENT EXPLORATION
LEARNING STRATEGIES
DMITRY B. ROKHLIN
Abstract. We formulate simple assumptions, implying the Robbins-Monro conditions for
the Q-learning algorithm with the local learning rate, depending on the number of visits of
a particular state-action pair (local clock) and the number of iteration (global clock). It is
assumed that the Markov decision process is communicating and the learning policy ensures
the persistent exploration. The restrictions are imposed on the functional dependence of
the learning rate on the local and global clocks. The result partially confirms the conjecture
of Bradkte (1994).
1. Problem description
Reinforcement learning is aimed at the solution of the Markov decision problems without
the exact knowledge of an underlying model. In this paper we address only the case of
finite state-action Markov decision processes (MDP). Moreover, for concreteness we discuss
only the discounted optimality criterion and the Q-learning algorithm. However, this is not
essential since we consider only the Robbins-Monro conditions for the learning rates, and
not the convergence of the algorithms. So, the result is applicable to other reinforcement
learning algorithms, based on asynchronous stochastic approximation.
The Q-learning can be regarded as an asynchronous version of the classical value iteration
algorithm for the Q-function. Recall that a Q-function Q(x, a) is the optimal gain for
fixed initial state x and initial action a. The Q-learning algorithm updates the current
approximation Qt to Q along a trajectory (xt, at) of states xt and actions at, generated by
selected learning (or exploration) strategy.
A learning strategy is a sequence of probability distributions pit(a) on the action set A (we
assume that A does not depend on x). As e.g. in [12], we distinguish between persistent
exploration and decaying exploration learning strategies. Persistent exploration (in contrast
to the decaying one) means the existence of a uniform lower bound of the form pit(a) ≥ c > 0.
Besides the learning strategy, a particular instance of the Q-learning algorithm is deter-
mined by a learning rate γt(x, a) which controls the influence of the new information on the
update rule. Usually the learning rate is of the form
γt(x, a) = αtI{xt=x,at=a}. (1.1)
The sequence (αt) will be also called a learning rate. The standard results assert the pointwise
convergence Qt → Q with probability 1 under the Robbins-Monro conditions (see Theorem
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1):
∞∑
t=0
γt =∞,
∞∑
t=0
γ2t <∞. (1.2)
Clearly, it is required that each state-action pair (x, a) is visited infinitely often. Assuming
that this property is satisfied, it is easy to construct a sequence (αt) depending on a “local
clock” and verifying (1.2). By a local clock we mean the number of visits of a particular
point (x, a) by the sequence (xt, at). Indeed, consider a function ϕ : Z+ 7→ (0,∞) satisfying
the Robbins-Monro conditions, that is,
∞∑
t=1
1
ϕ(t)
=∞,
∞∑
t=1
1
ϕ2(t)
<∞.
Put αt = 1/ϕ(nt(x, a)), where
nt(x, a) =
t∑
k=0
I{xk=x,ak=a} (1.3)
is the number of visits of (x, a) by the sequence (xk, ak)
t
k=0, and denote by tj(x, a) the time
of j-th visit, j ≥ 1. Then ntj (x, a) = j and
∞∑
t=0
γt =
∞∑
j=1
αtj =
∞∑
j=1
1
ϕ(ntj (x, a))
=
∞∑
j=1
1
ϕ(j)
=∞.
Similarly,
∞∑
t=0
γt =
∞∑
j=1
1
ϕ2(j)
<∞.
If the learning rate αt explicitly depends on the “global clock”, that is, the iteration
number t, then the situation becomes more difficult. Let αt be a deterministic sequence. In
his PhD thesis Bradtke ([3], see also [4]) in somewhat different situation, involving function
approximation, conjectured that if (αt) satisfies the Robbins-Monro conditions:
∞∑
t=0
αt =∞,
∞∑
t=0
α2t <∞,
then the same is true for γt. In [13] it was mentioned that this conjecture is true if the
inter-arrival times tj+1− tj have a common upper bound or, more specifically, are eventually
exponentially distributed with common parameters. However, these conditions are difficult
to verify and they depend on the learning strategy.
In this note we show that the Bradtke conjecture holds true for persistent exploration
learning strategies. This assertion follows from the main result: Theorem 2.
2. Markov decision processes and Q-learning
Let X and A be finite state and action spaces. Consider the canonical space Ω = (X×A)∞
with the σ-algebra F generated by projections
(x0, a0, x1, a1, . . . ) 7→ (xt, at).
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Denote by Ft = σ(x0, a0, . . . , st, at) the natural filtration of the coordinate process. The
probabilistic structure of the process (xt, at) is determined by a fixed transition kernel
q(y|x, a): ∑
y∈X
q(y|x, a) = 1, q(y|x, a) ≥ 0
and a control (or learning) strategy, which is a sequence pi = (pit) of probability distributions
on the action set A. These objects uniquely determine a unique probability measure Pz,pi on
Ω such that
Pz,pi(xt+1 = y|Ft, at) = q(y|xt, at), Pz,pi(at = a|Ft−1, xt) = pit(a),
Pz,pi(x0 = z) = 1
(see, e.g., [7]). Note, that pit(a) is σ(Ft−1, xt)-measurable.
Given a reward function r(x, a, y) and a discounting factor β ∈ [0, 1), the total discounted
gain is defined by the value function
V (z) = sup
pi
Ez,pi
∞∑
t=0
βtr(xt, at, xt+1),
where Ez,pi is the expectation with respect to Pz,pi. As is well known, this function is a unique
solution of the Bellman (or dynamic programming) equation:
V (x) = max
a∈A
∑
y∈X
q(y|x, a)(r(x, a, y) + βV (y)).
The Q-function is the total discounted gain for fixed initial state and initial action:
Q(x, a) =
∑
y∈X
q(y|x, a)(r(x, a, y) + βV (y)).
This function is a unique solution of the equation
Q(x, a) =
∑
y∈X
q(y|x, a)(r(x, a, y) + βmax
a∈A
Q(y, a)).
The Q-learning algorithm proposed in [15] recursively defines the sequence Qt:
Qt+1(x, a) = (1− αtI{xt=x,at=a})Qt(x, a)
+ αtI{xt=x,at=a}(r(xt, at, xt+1) + βmax
a′∈A
Qt(xt+1, a
′))
for a strictly positive Ft-measurable random variables αt and an arbitrary initial guess
Q0(x, a).
Let us recall a basic result on the convergence of Qt to Q with probability 1: see [9, 14].
Theorem 1. Assume that the learning rate αt satisfies the Robbins-Monro conditions
∞∑
t=0
αtI{xt=x,at=a} =∞,
∞∑
t=0
α2t I{xt=x,at=a} <∞ Pz,pi-a.s. (2.4)
for all (x, a) ∈ X × A. Then
lim
t→∞
Qt(x, a) = Q(x, a) Pz,pi-a.s.
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In this paper we study only conditions (2.4) and not the proof of Theorem 1. Under the
assumption that each pair (x, a) is visited infinitely often, one simple construction of the
learning rate αt, depending on the local clock (1.3) and satisfying (2.4), was given is Section
1. In the sequel we solely consider another version of a local clock, defined as the number of
visits of a particular state x:
Nt(x) =
t∑
k=0
I{xk=x}. (2.5)
Assume that all states are visited infinitely often Pz,pi-a.s., the learning strategy satisfies
the lower bound pit(a) ≥ c(Nt) > 0, the learning rate is of the form αt = 1/ϕ(Nt) and
∞∑
t=1
c(t)
ϕ(t)
=∞,
∞∑
t=1
1
ϕ2(t)
<∞, (2.6)
then the Robbins-Monro conditions (2.4) are satisfied.
Indeed, by the conditional Borel-Cantelli lemma [10] (Chapter 1, Theorem 21), the first
condition (2.4) is satisfied if and only if
∞∑
t=0
Ez,pi(αtI{xt=x,at=a}|Ft−1, xt) =
∞∑
t=0
1
ϕ(Nt)
I{xt=x}Ez,pi(I{at=a}|Ft−1, xt)
=
∞∑
t=0
1
ϕ(Nt)
I{xt=x}pit(a) ≥
∞∑
t=0
1
ϕ(Nt)
I{xt=x}c(Nt) =
∞∑
j=1
c(j)
ϕ(j)
=∞ (2.7)
Pz,pi-a.s. For the second condition (2.4) the argumentation is even easier:
∞∑
t=0
α2t I{xt=x,at=a} ≤
∞∑
t=0
1
ϕ2(Nt)
I{xt=x} =
∞∑
j=1
1
ϕ2(j)
<∞ Pz,pi-a.s.
Note, that the decaying exploration is allowed, but the learning strategy should ensure
infinitely many visits of every state and the lower bounds c(t) should be consistent with
learning rate: see the first condition (2.6).
In the next section we allow an explicit dependence of αt on the global clock t, but consider
only persistent exploration learning strategies. Two main examples of persistent exploration
learning strategies are
• the Boltzmann exploration:
pit(a) =
exp(Qt(xt, a)/τ)∑
a′ exp(Qt(xt, a
′)/τ)
, τ > 0.
The required inequality pit(a) ≥ c > 0 follows from the boundedness of the sequence
(Qt): see [6] for a simple proof.
• ε-greedy exploration which takes a “greedy” action at ∈ argmaxQt(xt, at) with prob-
ability 1− ε and a random action with probability ε.
3. Robbins-Monro conditions for persistent exploration learning
strategies
A distribution a 7→ g(a|x) on A, defined for all x ∈ X , is called a stationary randomized
strategy. If g(b(x)|x) = 1 for some function b : X 7→ A, then the strategy is called determin-
istic. Such strategy can be identified with the function b. A stationary randomized strategy
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is called completely mixed if g(a|x) > 0 for all x ∈ X , a ∈ A. Any stationary randomized
strategy g induces a Markov chain with the transition matrix
P (g)(x, y) =
∑
a∈A
q(y|x, a)g(a|x).
An MDP is called communicating (see [1, 5, 8]), if for any x, y ∈ X there exists a stationary
deterministic strategy g such that y is accessible from x in the Markov chain P (g). In other
words, there exists n ∈ N, depending on x, y, such that P n(g)(x, y) > 0. We will use the fact
that an MDP is communicating if and only P (g) is irreducible for every completely mixed
stationary randomized strategy: see [5, Theorem 2.1].
Define the completely mixed strategy g(a|x) = 1/|A|, where |A| is the cardinality of A.
Let us recall (see [2, Lemma 7.3(i)]) that a Markov chain P (g) is irreducible if and only if
there exist n ∈ N such that the matrix
∑n
j=1 P
j(g) is strictly positive. Let δ > 0 be the
minimal element of this matrix. Then
n∑
j=1
P j(g)(x, y) ≥ δ. (3.8)
Lemma 1. Assume that an MDP is communicating and the learning strategy pi ensures the
persistent exploration: pit(a) ≥ c > 0. Then for any function f : X 7→ [0,∞) we have
n∑
j=1
Ez,pi(f(xt+j+1)|Ft) ≥ c
n|A|nδ
∑
y∈X
f(y), (3.9)
where the constants n, δ satisfy (3.8).
Proof. Put
P n(g)f(x) =
∑
y∈X
P n(g)(x, y)f(y), n ≥ 1.
Let k ≥ 2, f ≥ 0. Then
Ez,pi(f(xt+k)|Ft) =
∑
x
f(x)Pz,pi(xt+k = x|Ft)
=
∑
x
f(x)Ez,pi(Pz,pi(xt+k = x|Ft+k−1)|Ft)
=
∑
x
f(x)Ez,pi(q(x|xt+k−1, at+k−1)|Ft)
=
∑
x
f(x)Ez,pi(Ez,pi(q(x|xt+k−1, at+k−1)|Ft+k−2, xt+k−1)|Ft)
=
∑
x
f(x)Ez,pi
(∑
a
q(x|xt+k−1, a)pit+k−1(a)|Ft
)
≥ c
∑
x
f(x)Ez,pi
(∑
a
q(x|xt+k−1, a)|Ft
)
= c|A|
∑
x
f(x)Ez,pi (P (g)(xt+k−1, x)|Ft)
= c|A|Ez,pi (P (g)f(xt+k−1)|Ft) ≥ c
k−1|A|k−1Ez,pi
(
P k−1(g)f(xt+1)|Ft
)
.
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It follows that
n∑
j=1
Ez,pi(f(xt+j+1)|Ft) ≥
n∑
j=1
cj|A|jEz,pi
(
P j(g)f(xt+1)|Ft
)
=
n∑
j=1
cj|A|j
∑
z
P j(g)f(z)q(z|xt, at) ≥ c
n|A|n
∑
z
n∑
j=1
P j(g)f(z)q(z|xt, at)
≥ cn|A|nmin
z
n∑
j=1
P j(g)f(z) = cn|A|nmin
z
∑
y
n∑
j=1
P j(g)(z, y)f(y)
≥ cn|A|nδ
∑
y
f(y),
where we used the fact that c ≤ 1/|A|. 
Under the assumptions of Lemma 1 every state x ∈ X is visited infinitely often. It is even
possible to give a lower bound for the growth rate of the local clock Nt. Namely, we claim
that
lim inf
t→∞
Nt(x)
t
≥
cn|A|nδ
n
Pz,pi-a.s. (3.10)
To prove (3.10) let us represent Nkn+1, k ≥ 1 in the form
Nkn+1(x) = I{x0=x} + I{x1=x} +
k∑
j=1
ξj, ξj =
jn+1∑
l=(j−1)n+2
I{xl=x}.
Furthermore, consider the Doob decomposition
k∑
j=1
ξj = Ak +Mk, k ≥ 1
with respect to the filtration F k = Fkn, k ≥ 0. Here (Ak) is a predictable process (compen-
sator):
Ak =
k∑
j=1
Ez,pi(ξj|F j−1)
and (Mk) is a martingale. By Lemma 1 we have
Ez,pi(ξj|F j−1) =
jn+1∑
l=(j−1)n+2
Ez,pi
(
I{xl=x}|F(j−1)n
)
=
n∑
r=1
Ez,pi
(
I{x(j−1)n+r+1=x}|F(j−1)n
)
≥ cn|A|nδ.
It follows that Ak ≥ c
n|A|nδk. Furthermore,
Mk
k
→ 0, k →∞ Pz,pi-a.s.
by the law of large numbers for martingales: [11, Chapter 7, §3, Corollary 2]. Thus,
lim inf
k→∞
Nkn+1(x)
k
≥ cn|A|nδ Pz,pi-a.s. (3.11)
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For any t ∈ N there exists a unique k ∈ N such that t ∈ [kn, (k + 1)n). So, the inequality
(3.10) easily follows from (3.11):
lim inf
t→∞
Nt(x)
t
≥ lim inf
k→∞
Nkn(x)
(k + 1)n
= lim inf
k→∞
N(k+2)n(x)
(k + 3)n
≥ lim inf
k→∞
N(k+1)n+1(x)
k(1 + 3/k)n
≥
cn|A|nδ
n
Pz,pi-a.s.
In Theorem 2, which is the main result of this note, the learning rate will be determined
by a function ϕ : N× N 7→ (0,∞). Assume that
(i) the functions t 7→ ϕ(t, j), j 7→ ϕ(t, j) are non-decreasing;
(ii) the function ϕ satisfies the Robbins-Monro conditions on the diagonal:
∞∑
t=1
1
ϕ(t, t)
=∞,
∞∑
t=1
1
ϕ2(t, t)
<∞. (3.12)
Theorem 2. Assume that the MDP is communicating and ϕ satisfies conditions (i), (ii)
above. Then the learning rate αt = ϕ(t, Nt) satisfies the Robbins-Monro conditions (2.4) for
a persistent exploration learning strategy: pit(a) ≥ c > 0.
Proof. (a) Let us check the first property (2.4). We will use the notation (1.1). By the
conditional Borel-Cantelli lemma the series
γ0 + γ1 +
k∑
j=1
ζj, ζj =
jn+1∑
l=(j−1)n+2
γl
diverges Pz,pi-a.s. if and only if
∞∑
j=1
Ez,pi(ζj|F j−1) =∞ Pz,pi-a.s., (3.13)
where F j = Fjn. Using the monotonicity properties of ϕ and the inequality (3.9), we get
Ez,pi(ζj|F j−1) =
jn+1∑
l=(j−1)n+2
Ez,pi
(
γl|F(j−1)n
)
=
jn+1∑
l=(j−1)n+2
Ez,pi
(
1
ϕ(l, Nl)
I{xl=x}Ez,pi(I{al=a}|Fl−1, xl)|F(j−1)n
)
≥ c
jn+1∑
l=(j−1)n+2
Ez,pi
(
1
ϕ(l, l)
I{xl=x}|F(j−1)n
)
≥
c
ϕ(jn + 1, jn+ 1)
jn+1∑
l=(j−1)n+2
Ez,pi
(
I{xl=x}|F(j−1)n
)
≥
c
ϕ(jn + 1, jn+ 1)
n∑
r=1
Ez,pi
(
I{x(j−1)n+r+1=x}|F(j−1)n
)
≥
cn+1|A|nδ
ϕ(jn + 1, jn+ 1)
.
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So, to proof (3.13), and hence the first relation (2.4), it is enough to show that
∞∑
j=1
1
ϕ(jn + 1, jn+ 1)
=∞.
But it is clear, since ϕ(jn + 1, jn+ 1) ≤ ϕ(jn+ k, jn+ k), k = 1, . . . , n and
∞ =
∞∑
t=1
1
ϕ(t, t)
≤
∞∑
j=0
n
ϕ(jn+ 1, jn+ 1)
.
(b) Denote by τj(x) the time of j-th visit, j ≥ 1 of the point x by the sequence (xt). Then
Nτj (x) = j and
∞∑
t=0
1
ϕ2(t, Nt)
I{xt=x,at=a} ≤
∞∑
t=0
1
ϕ2(t, Nt)
I{xt=x}
=
∞∑
j=1
1
ϕ2(τj(x), j)
≤
∞∑
j=1
1
ϕ2(j, j)
since τj(x) ≥ j and the function t 7→ ϕ(t, j) is non-decreasing. Thus, the second condition
(2.4) is implied by the second condition (3.12). 
For instance, the learning rates
ϕ(t, Nt) =
a1
(b1 + t)α
a2
(b2 +Nt)β
, α + β ∈ (1/2, 1], ai, bi, α, β > 0,
ϕ(t, Nt) =
a1
(b1 + ln t)α
a2
(b2 +Nt)β
, α ∈ (1/2, 1], β ∈ [1/2, 1], ai, bi > 0
satisfy the conditions of Theorem 2.
For the learning rate depending only on the global clock:
γt =
1
ϕ(t)
I{xt=x,at=a}
Theorem 2 partially confirms the mentioned conjecture of Bradtke:
∞∑
t=1
1
ϕ(t)
=∞ =⇒
∞∑
t=1
1
ϕ(t)
I{xt=x,at=a} =∞
for finite state-action communicating MDP, persistent exploration learning strategies and
non-decreasing functions ϕ.
It would be interesting to investigate the case of decaying exploration learning strategies.
It is clear that the Robbins-Monro conditions (2.4) can be ensured only by joint conditions
on the learning rate and the randomized learning strategy (pit). A simple illustration was
given by (2.7).
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