We give a basis of Nichols braided Lie algebras L(V ) while B(V ) is Nichols algebra of diagonal type with dim V = n ≥ 2 and the generalized Dynkin diagram of V with p ii = 1 for all 1 ≤ i ≤ n. Furthermore, we obtain the dimensions of Nichols braided Lie algebras L(V ) if V is a connected finite Cartan type with Cartan matrix (a ij ) n×n .
Introduction
The question of finite-dimensionality of Nichols algebras dominates an important part of the recent developments in the theory of (pointed) Hopf algebras(see e.g. [AHS08, AS10, He05, He06a, He06b, WZZ15a, WZZ15b] . The interest in this problem comes from the lifting method by Andruskiewitsch and Schneider to classify finite dimensional (GelfandKirillov) pointed Hopf algebras, which are generalizations of quantized enveloping algebras of semi-simple Lie algebras.
The classification of arithmetic root systems is obtained in [He05] and [He06a] . It is proved in [WZZ15b] that Nichols algebra B(V ) is finite-dimensional if and only if Nichols braided Lie algebra L(V ) is finite-dimensional.
In this paper we focus on the Nichols algebra which are finite dimension. Such finitedimensional Nichols algebras play a fundamental role in various subjects such as pointed Hopf algebras and logarithmic quantum field theories.
Here are the main results of this paper. We give a basis of Nichols braided Lie algebras L(V ) while B(V ) is Nichols algebra of diagonal type with dim V = n ≥ 2 and the generalized Dynkin diagram of V with p ii = 1 for all 1 ≤ i ≤ n. Furthermore, we obtain the dimensions of Nichols braided Lie algebras L(V ) if V is a connected finite Cartan type with Cartan matrix (a ij ) n×n .
Preliminaries
Let B(V ) be the Nichols algebra generated by vector space V . Throughout this paper braided vector space V is of diagonal type with basis x 1 , x 2 , · · · , x n and C(x i ⊗ x j ) = p ij x j ⊗ x i , n > 1 without special announcement. Define linear map p from B(V ) ⊗ B(V ) to F such that p(u ⊗ v) = χ(deg(u), deg(v)), for any homogeneous element u, v ∈ B(V ). .u < y i , v > and < y i , < y j , u >>=< y i y j , u > for any u, v ∈ B(V ). Furthermore, for any u ∈ ⊕ ∞ i=1 B(V ) (i) , one has that u = 0 if and only if < y i , u >= 0 for any 1 ≤ i ≤ n.
We have the braided Jacobi identity as follows:
[u,
Throughout, Z =: {x | x is an integer}. R =: {x | x is a real number}. N 0 =: {x | x ∈ Z, x ≥ 0}. N =: {x | x ∈ Z, x > 0}. F denotes the base field, which is an algebraic closed field with characteristic zero. F * = F \{0}. S n denotes symmetric group, n ∈ N. For any set X, | X | is the cardinal of X. int(a) means the biggest integer not greater than a ∈ R.
Main results
For any homogeneous element u ∈ B(V ), we denote d(u) by the subset of {x 1 , x 2 , · · · , x n } which generates u. We say that d(u) is connected if for all i, j ∈ d(u) there exists s ∈ N and a sequence {i = i 0 , i 1 , · · · , i s = j} of elements of d(u) such that p ij satisfy the conditions p i l ,i l+1 p i l+1 ,i l = 1 for all l ∈ {0, 1, · · · , s − 1}. Let h i ∈ {x 1 , x 2 , · · · , x n }, ∀i ∈ N. If d(h 1 · · · h m ) = {x j 1 , · · · , x jt }, 1 ≤ j 1 < · · · < j t ≤ n. Set d j k (h 1 · · · h m ) := {i ∈ {1, · · · , m} | h i = x j k } for all k ∈ {1, . . . , t}. It is clear 
Proof. We show this by induction on
If t > 1, we need to prove < y
we show this by induction on l: 
..,ir the set which change all the subscript 1, 2, . . . , r of the elements of S r to (i 1 , . . . , i r ), for example, T 2,4,7 = {(2) = (4) = (7) = id, (24), (27), (47), (247), (274)}. It is clear |T i 1 ,...,ir | = |S r | and T 1,...,r = S r .
Assumed that u, v are homogeneous elements in B(V ). u, v is called generalized commutative if ∃p ∈ F * such that uv = pvu.
Proof. (i) We show this by induction on |h
(ii) and (iii) are clear by (i). ✷ Corollary 3.5. If u and v are homogeneous elements in
, then the following conditions are equivalent:
. . , m} and p ha,hc p hc,ha = 1 for some a ∈ {1, . . . , b}, c ∈ {b + 1, . . . , m}.
(
and p ha,hc p hc,ha = 1 for some a ∈ {1, . . . , b}, c ∈ {b + 1, . . . , m}, then there exist
We show (ii), (iii) and (iv) by induction on the length of 
(1) Assumed that h 1 · · · h b = 0, we proceed by induction over b.
and induction hypotheses of (iv).
(a) 1 . If there exists j 1 ∈ {b + 1, . . . , m} such thatp
On the other hand, we knowp h τ (k 1 ) ,hc = 1 for some
..,m , p 3 ∈ F * by the induction hypotheses of (ii) and (iii). We know there
, then we obtain
* by the induction hypotheses of (ii) and (iii). We know there exists
On the other hand, we knowp h τ (1) ,hc = 1 byp ha,hc = 1, then
(c) 1 . If there exists j 1 ∈ {b+1, . . . , m−1}, j 2 ∈ {1, . . . , b} such thatp h τ (j 1 ) ,h j 2 = 1, then
On the other hand, we knowp h τ (m) ,ha = 1 byp ha,hc = 1, then
On the other hand, we knowp h τ (l 1 ) ,ha = 1 for some l 1 ∈ {b+2, . . . , m} byp ha,hc = 1 , then
, p 10 ∈ F * by the induction hypotheses of (ii) and (iii). We know there exists
We prove this by induction on j − i.
Step 1. Assertion(m − 3) holds:
,h τ 1 (2) = 1 for some l ∈ {3, . . . , m} by induction hypotheses of (iv). We know
.12], we obtaiñ
Step 2. Assumed that Assertion(j − i) hold, we prove Assertion(j − i − 1) holds,
,h τ m−j+i−1 (i) = 1 for some l ∈ {i + 1, . . . , j} by induction hypotheses of (iv). We obtain
. . , m}. We know τ m−j+i−1 (t) = t for all t ∈ A ij by the definition of τ m−j+i−1 .
= 1 for all r ∈ {j + 1, . . . , m} by
If there exists r ∈ A ij such thatp h ′ α ,hr = 1 for all α ∈ {i+1, . . . , j}, thenp h ′ i ,hr = 1 by Assertion(j − i), we knowp h ′ i ···h ′ j ,hr = 1, it is a contradiction to Assertion(j − i). Thus exists α ∈ {i + 1, . . . , j} such thatp h ′ α ,hr = 1 for all r ∈ A ij , we obtain h
Step 3. We obtain Assertion(0) by Step 1 and 2. i.e.p h τ m−2 (i) ,hr = 1 andp h τ m−2 (i) ,hr = 1 for all r ∈ A ii . It is a contradiction.
Assumed there exists r ∈ {i, i + 1, . . . , j}, t ∈ {1, . . . , i − 1, j + 1, . . . , m − 1} such that p h τ 1 (r) ,h τ 1 (t) = 1.
If t ≤ i − 1, by i 1 we denote the largest integer t, thenp h τ 1 (r 1 ) ,h τ 1 (t 1 ) = 1 for all r 1 ∈ {i, i + 1, . . . , j}, i 1 < t 1 < i. We know
. It is a contradiction.
If t ≥ j + 1, by j 1 we denote the smallest integer t, thenp h τ 1 (r 2 ) ,h τ 1 (t 2 ) = 1 for all r 2 ∈ {i, i + 1, . . . , j}, j < t 2 < j 1 . We know
Step 2. Let the largest integer j 2 −i 2 + 1 such that
Step by step, we obtain
with all i = j ∈ {1, 2, . . . , r + 1}. We know there exists
= 1 for some l ∈ {2, . . . , m} by (ii). Then
Proof. The sufficiency is clear by Lemma 3.4. The necessity. We show this by induction on m.
by induction hypotheses. Similar to the proof of Proposition 3.6(iv), we obtain h τ
= 1 for some l ∈ {2, . . . , m}, where
. It is proved by Proposition 3.6(iii). ✷ Remark 3.9. u = 0 in Corollary 3.8 was necessary. If
Proof. The necessity. If 
ii) If the corresponding generalized Dynkin diagram (omit fixed parameter) is
Proof. (i) If u is a basis of B(V ) and d(u) is not connect, then u exists in some Nichols algebras corresponding to the following generalized Dynkin diagram(omit fixed parameter):
hold for all r, now we consider the case of r + 1.
On the other hand, 
