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Abstract
We study monic polynomials Qn(x) generated by a high order three-term recursion
xQn(x) = Qn+1(x)+an−pQn−p(x) with arbitrary p ≥ 1 and an > 0 for all n. The recursion
is encoded by a two-diagonal Hessenberg operator H . One of our main results is that,
for periodic coefficients an and under certain conditions, the Qn are multiple orthogonal
polynomials with respect to a Nikishin system of orthogonality measures supported on star-
like sets in the complex plane. This improves a recent result of Aptekarev-Kalyagin-Saff
where a formal connection with Nikishin systems was obtained in the case when
∑
∞
n=0
|an−
a| <∞ for some a > 0.
An important tool in this paper is the study of ‘Riemann-Hilbert minors’, or equivalently,
the ‘generalized eigenvalues’ of the Hessenberg matrix H . We prove interlacing relations for
the generalized eigenvalues by using totally positive matrices. In the case of asymptotically
periodic coefficients an, we find weak and ratio asymptotics for the Riemann-Hilbert minors
and we obtain a connection with a vector equilibrium problem. We anticipate that in the
future, the study of Riemann-Hilbert minors may prove useful for more general classes of
multiple orthogonal polynomials.
Keywords: Multiple orthogonal polynomial, Nikishin system, banded Hessenberg ma-
trix, block Toeplitz matrix, Riemann-Hilbert matrix, generalized Poincare´ theorem, ratio
asymptotics, vector equilibrium problem, interlacing, totally positive matrix.
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1 Introduction
Let (Qn)
∞
n=0 be the sequence of monic polynomials generated by the recurrence relation
xQn(x) = Qn+1(x) + an−pQn−p(x), n ≥ 0, (1.1)
for a fixed integer p ∈ N := {1, 2, 3, . . .}, with initial conditions
Q0(x) ≡ 1, Q−1(x) ≡ · · · ≡ Q−p(x) ≡ 0. (1.2)
The recurrence coefficients an are assumed to be positive real numbers:
an > 0, n ≥ 0. (1.3)
Note that for p = 1, (1.1) reduces to the standard three-term recurrence relation for orthogonal
polynomials on the real line, in the special case of an even orthogonality measure. We will be
interested in the case where p ≥ 2, which we refer to as a high order three-term recurrence [1].
The assumption (1.3) implies that the zeros of Qn are located on the star S+ := {x ∈ C |
xp+1 ∈ R+}, and that they satisfy certain interlacing relations. This was demonstrated by
Eiermann-Varga [12] and Romdhane [24]; see also Fig. 1 and 2 below for the case p = 2. In
the present paper we will obtain more general interlacing relations, in the context of so-called
Riemann-Hilbert minors.
The polynomials Qn are studied in the literature under various assumptions on the recur-
rence coefficients an. He and Saff [16] show that the Faber polynomials associated with the
closed domain bounded by a (p+1)-cusped hypocycloid satisfy the recursion (1.1) with constant
coefficients an = a = 1/p. Many properties of these Faber polynomials are obtained in [12, 16].
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More properties and applications for the polynomials Qn are obtained by Ben Cheikh-Douak
[3], Douak-Maroni [9], Maroni [20] and others [22, 24]. The polynomials Qn are often called
d-symmetric d-orthogonal polynomials in these references (with d := p). An application from the
normal matrix model is given in [5].
General considerations [10, 17] show that the polynomials Qn satisfy formal multiple orthogo-
nality relations with respect to certain linear functionals. Aptekarev, Kalyagin and Van Iseghem
[2] obtain a stronger version of this result:
Theorem 1.1. (See [1, Th. 1.1], [2, Cor. 2]:) Suppose that an > 0 for all n and the numbers
an are uniformly bounded. Then the polynomials Qn(x) are multiple orthogonal with respect to
the measures ν1, . . . , νp defined in (8.3) (see Section 8), in the sense that∫
Qn(x)x
m dνj(x) = 0, (1.4)
for any m ∈ [0 : ⌊n−jp ⌋] and j ∈ [1 : p].
Here x 7→ ⌊x⌋ denotes the ‘floor’ function and we abbreviate [i : j] := {i, i+ 1, . . . , j}. This
notation will be used throughout the paper.
The measures ν1, . . . , νp are supported on a compact subset of the star S+. We will call them
the orthogonality measures. Aptekarev, Kalyagin and Saff [1] study these measures in the case
where
∑∞
n=0 |an − a| <∞ for some a > 0. They obtain a formal link with Nikishin systems. In
the present paper we will extend this link to the case of periodic an. In particular, we will obtain
conditions guaranteeing that ν1, . . . , νp form a true, rather than a formal, Nikishin system.
For any j ∈ [1 : p], define the second kind function Ψ
(j)
n by
Ψ(j)n (z) :=
∫
Qn(t)
z − t
dνj(t), n ≥ 0. (1.5)
Define the Riemann-Hilbert matrix (briefly RH matrix ) Yn(z) by
Yn(z) =

Qn(z) Ψ
(1)
n (z) . . . Ψ
(p)
n (z)
Qn−1(z) Ψ
(1)
n−1(z) . . . Ψ
(p)
n−1(z)
...
...
...
Qn−p(z) Ψ
(1)
n−p(z) . . . Ψ
(p)
n−p(z)
 . (1.6)
This definition is a variant of the one in Van Assche, Geronimo and Kuijlaars [28], see also [13].
The matrix Yn(z) satisfies a certain Riemann-Hilbert problem; but we will not need this here.
Denote the principal (k + 1)× (k + 1) minor of Yn(z) by
Bk,n(z) = det

Qn(z) Ψ
(1)
n (z) . . . Ψ
(k)
n (z)
...
...
...
Qn−k(z) Ψ
(1)
n−k(z) . . . Ψ
(k)
n−k(z)
 , (1.7)
for k ∈ [0 : p]. We call this the kth principal Riemann-Hilbert minor of Yn. For n < k we set
Bk,n(z) ≡ 1. In this paper we will also work with the determinants of more general submatrices
of (1.6), whose rows are not necessarily consecutive; see Section 3 and following.
Lemma 1.2. For any k ∈ [0 : p], Bk,n(x) is a polynomial of degree
degBk,n ≤
p− k
p
(n− k).
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Proof. First we prove that Bk,n(x) is a polynomial. By the multi-linearity of the determinant,
Bk,n(z) =
∫
· · ·
∫
det
 Qn(z) Qn(y1) . . . Qn(yk)... ... ...
Qn−k(z) Qn−k(y1) . . . Qn−k(yk)
 dν1(y1) . . . dνk(yk)
(z − y1) · · · (z − yk)
.
The integrand is clearly a polynomial in z, hence Bk,n is a polynomial. Finally, the claim about
the degree of Bk,n(z) will be a consequence of Prop. 2.6 and Lemma 2.5 in what follows. (This
claim may be shown in a direct way as well.)
Note in particular that degBp,n = 0, i.e., the determinant of the full RH matrix Yn(z) is a
constant. Prop. 2.6 will imply that this constant is nonzero.
Define the two complementary ‘stars’
S± := {x ∈ C | x
p+1 ∈ R±}. (1.8)
In this paper we will prove that the zeros of Bk,n (and of more general RH minors) are all located
on the star S+ if k is even and on the star S− if k is odd. We will also obtain several kinds of
interlacing relations between the zeros of the different RH minors.
The main focus of this paper is on the case where the recurrence coefficients an are asymp-
totically periodic of period r ∈ N. This means that
lim
n→∞
arn+j =: bj > 0, j ∈ [0 : r − 1], (1.9)
for certain limiting values b0, . . . , br−1 > 0.
It turns out that in the asymptotically periodic case, the zeros of Qn for n→∞ are attracted
(in the sense of weak convergence) by a certain rotationally invariant subset Γ0 of the star S+.
Moreover, the zeros asymptotically distribute themselves according to a measure µ0 on Γ0, which
appears in the solution to a certain vector equilibrium problem. An example of the set Γ0 is
shown in the left picture of Fig. 1. Below we will also introduce a family of sets Γk and measures
µk, k ∈ [0 : p− 1], which will be the limiting zero distributions of the RH minors Bk,n.
Define the matrix
F (z, x) := Z−1 + Zp diag(b0, . . . , br−1)− xIr , (1.10)
and the algebraic curve
0 = f(z, x) := detF (z, x), (1.11)
where Z denotes the cyclic shift matrix
Z =
(
0 z
Ir−1 0
)
, (1.12)
and where Ik denotes the identity matrix of size k. If r = 1 then we put Z = z and b0 =: b. In
that case, (1.11) reduces to the algebraic curve z−1 + bzp − x = 0 in [1, 16]. The matrix F (z, x)
can be interpreted as the symbol of a block Toeplitz matrix. This is explained in Section 6.
The expression f(z, x) can be expanded as a Laurent polynomial in z:
f(z, x) = (−1)r−1z−1 + f0(x) + f1(x)z + · · ·+ fp(x)z
p, (1.13)
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Figure 1: Zeros of Q80 (left) and P1,80 (right) in the periodic case with p = 2 and period r = 8
and (a0, . . . , a7) = (3, 1, 5, 2, 2, 9, 6, 1). The zeros of Qn accumulate on a set Γ0 ⊂ S+ whose
intersection with R is [0, 0.85]∪ [1.52, 2.19]∪ [2.67, 2.89] (using two digits of precision). The zeros
of P1,n accumulate on a set Γ1 ⊂ S− whose intersection with R is [−3.72,−1.59] ∪ [−0.17, 0].
Note that Q80 has an isolated zero between some of the intervals.
where each fk(x), k ∈ [0 : p], is a polynomial in x, and
fp(x) ≡ fp = (−1)
p(r−p)
r−1∏
k=0
bk. (1.14)
The algebraic equation f(z, x) = 0 has precisely p+ 1 roots zk = zk(x), k ∈ [0 : p] (counting
multiplicities), and we order them by increasing modulus as
|z0(x)| ≤ |z1(x)| ≤ · · · ≤ |zp(x)| (1.15)
for all x ∈ C. If x ∈ C is such that two or more subsequent roots zk(x) in (1.15) have the same
modulus then we may arbitrarily label them so that (1.15) is satisfied. It is easy to see (see e.g.
[7, Sec. 4] or [29, p. 102]) that for x→∞,
z0(x) = x
−r +O(x−r−1), zk(x) = O(x
r/p), k ∈ [1 : p]. (1.16)
More precisely, for any x ∈ C there is a permutation (z˜k(x))
p
k=1 of the set (zk(x))
p
k=1 so that
z˜k(x)
p/d =
r/d−1∏
n=0
bdn+(k−1 mod d)
−1 xr/d(1 + o(1)), k ∈ [1 : p], (1.17)
as x→∞, where d := gcd{p, r}. See [29, p. 102].
Define the sets Γk by
Γk = {x ∈ C | |zk(x)| = |zk+1(x)|}, k ∈ [0 : p− 1]. (1.18)
It turns out that Γk is a finite union of line segments on the star S+ if k is even and S− if k is
odd: see Fig. 1 and Theorem 2.2. The next lemma shows that Γk is rotationally invariant.
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Lemma 1.3. (Rotational symmetry:) With ω := exp(2πi/(p+1)), we have f(z, ωx) = ωrf(ωrz, x).
Hence, for any x ∈ C the sets (zk(ωx))
p
k=0 and (ω
−rzk(x))
p
k=0 are equal up to permutation, and
each set Γk is invariant under rotations over 2π/(p+ 1).
Proof. Recalling (1.10)–(1.12), it is easy to see that D−1F (z, ωx)D = ωF (ωrz, x) where D :=
diag(1, ω, ω2, . . . , ωr−1). This implies the lemma.
For any k ∈ [0 : p− 1], define the measure
dµk(λ) =
1
2πi
1
r
k∑
j=0
(
z′j+(λ)
zj+(λ)
−
z′j−(λ)
zj−(λ)
)
dλ (1.19)
supported on Γk. Here the prime denotes the derivative with respect to λ, and dλ denotes
the complex line element on each line segment of Γk, according to some fixed orientation of
Γk. Moreover, zj+(λ) and zj−(λ) are the boundary values of zj(λ) obtained from the +-side
and −-side respectively of Γk, where the +-side (−-side) is the side that lies on the left (right)
when moving through Γk according to its orientation. It turns out that µk is a positive measure
(obviously independent of the orientation given to Γk) with total mass [7, Sec. 4]
µk(Γk) =
p− k
p
, k ∈ [0 : p− 1]. (1.20)
The measures (µk)k are the minimizers to an equilibrium problem that we now describe. For
any measures µ, ν on C define their mutual logarithmic energy as
I(µ, ν) =
∫ ∫
log
1
|x− y|
dµ(x) dν(y).
The logarithmic energy of the measure µ is defined as I(µ) = I(µ, µ).
We call a vector of positive measures ~ν = (ν0, . . . , νp−1) admissible if νk has finite logarithmic
energy, νk is supported on Γk, and νk has total mass νk(Γk) =
p−k
p , k ∈ [0 : p− 1]. The energy
functional J is defined by
J(~ν) =
p−1∑
k=0
I(νk)−
p−2∑
k=0
I(νk, νk+1). (1.21)
The (vector) equilibrium problem is to minimize the energy functional (1.21) over all admissible
vectors of positive measures ~ν. The equilibrium problem has a unique solution which is given by
the measures µk in (1.19), see [7].
2 Statement of results
2.1 Limiting zero distribution of Riemann-Hilbert minors
Denote the normalized zero counting measure of Bk,n, k ∈ [0 : p− 1], by
µk,n :=
1
n
∑
x|Bk,n(x)=0
δx, (2.1)
where δx is the Dirac measure at x and each zero is counted according to its multiplicity.
Lemma 1.2 shows that µk,n has total mass at most (p − k)/p. Now we state our first main
theorem.
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Theorem 2.1. Assume we have asymptotically periodic recurrence coefficients (1.9), and define
µk,n, µk as in (2.1) and (1.19). Then for any k ∈ [0 : p− 1], the measures µk,n weakly converge
to the measure µk on Γk as n→∞. This means that
lim
n→∞
∫
φ(x) dµk,n(x) =
∫
φ(x) dµk(x) (2.2)
for any bounded continuous function φ.
Theorem 2.1 will be proved in Section 7 with the help of a ‘normal family’ estimate for the
ratio of two RH minors (Section 5), and using the generalized Poincare´ theorem. In fact, we will
use a multi-column version of the generalized Poincare´ theorem (Lemma 7.2). This approach
yields not only weak asymptotics but also ratio asymptotics for the RH minors, as we explain in
Section 7, see e.g. (7.23) or (7.28). Moreover, we will see that Theorem 2.1 remains valid with
Bk,n replaced by more general RH minors (Remark 7.7).
We point out that Theorem 2.1 for k = 0 could also be obtained from the normal family
arguments in [4], taking into account the interlacing relations for the zeros of Qn.
Theorem 2.1 shows that the limiting zero distribution of each Riemann-Hilbert minor Bk,n
exists and that the limiting measures are the minimizers to a vector equilibrium problem. We
have reason to believe that a similar conclusion may hold for more general classes of multiple
orthogonal polynomials. This may be an interesting topic for further research.
2.2 Star-like structure of Γk
Theorem 2.2. Assume that (1.9) holds. Fix k ∈ [0 : p− 1] and define Γk (1.18) and also
Γ˜k = Γ
p+1
k := {x
p+1 | x ∈ Γk}. (2.3)
Then:
(a) Γ˜k is part of R+ (or R−) if k is even (or odd respectively).
(b) Γ˜k is the union of nk intervals Ij,k:
Γ˜k =
nk⋃
j=1
Ij,k, with nk =
⌈
k + 1
p+ 1
r
⌉
−
⌊
kr
p
⌋
, (2.4)
with x 7→ ⌈x⌉ and x 7→ ⌊x⌋ denoting the ‘ceiling’ and ‘floor’ functions. The intervals Ij,k,
j ∈ [1 : nk] are pairwise disjoint except maybe for common endpoints.
(c) The following conditions imply that Γ˜k contains 0 or ∞:
k + 1
p+ 1
r 6∈ N⇒ 0 ∈ Γ˜k,
kr
p
6∈ N ∪ {0} ⇒ (−1)k∞ ∈ Γ˜k. (2.5)
Theorem 2.2 was formulated for the sets Γ˜k in (2.3). In terms of the original sets Γk, it
implies that Γk lies on one of the two stars S+ and S− in (1.8), depending on whether k is even
or odd respectively. Recall that Γk is rotationally invariant (Lemma 1.3).
Theorem 2.2 will be proved in Section 7.3. In the case r = 1 it was already obtained by
Aptekarev-Kalyagin-Saff [1]; note that in that case we have n0 = · · · = np−1 = 1, Γ˜0 = [0, c] for
a certain c > 0, and Γ˜k = (−1)
k
R+ for k ∈ [1 : p− 1].
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Remark 2.3. As mentioned in the statement of the theorem, the intervals Ij,k, j ∈ [1 : nk] in
(2.4) are pairwise disjoint except possibly for common endpoints. We believe that such common
endpoints are rare, in the sense that for a sufficiently ‘generic’ choice of the parameters bk > 0,
k ∈ [0 : r − 1], all the endpoints of the intervals are distinct.
Remark 2.4. Suppose p = 2. Then we have two values k = 0 and k = 1, and (2.4) reduces to
n0 =
⌈r
3
⌉
, n1 =
⌈
2r
3
⌉
−
⌊r
2
⌋
.
For example, if the period r = 6 then we have n0 = 2 and n1 = 1. Note that this is the same
setting as in [19], but in the latter paper there is an additional structure on the bk > 0 which
implies that the two intervals of Γ˜0 are tangent (and contain the origin), so that Γ˜0 consists of a
single contiguous interval in that case. If the period r = 8 then we have n0 = 3 and n1 = 2: see
Fig. 1.
2.3 Generalized eigenvalues and interlacing
To obtain interlacing relations for the zeros of RH minors, we will use an alternative representa-
tion via generalized eigenvalue determinants that we now describe. To the recurrence (1.1) we
associate the Hessenberg operator H = (Hi,j)
∞
i,j=0 with entries
Hj−1,j = 1, j ≥ 1,
Hj+p,j = aj , j ≥ 0,
Hi,j = 0, otherwise.
(2.6)
We refer toH as a two-diagonal Hessenberg matrix. We denote with Hn its n×n leading principal
submatrix:
Hn = (Hi,j)
n−1
i,j=0 =

0 1 0
...
. . .
. . .
a0
. . .
. . .
. . .
. . . 1
0 an−p−1 . . . 0

n×n
. (2.7)
The recurrence relation (1.1) can be written in matrix-vector form as
x(Q0(x), Q1(x), . . .)
T = H(Q0(x), Q1(x), . . .)
T , (2.8)
where the superscript T denotes the transpose. This implies easily that Qn(x) = det(xIn −Hn).
So the eigenvalues of Hn are the zeros of Qn.
For k ∈ [0 : p] we define the polynomial Pk,n(x) as the determinant of the submatrix of
Hn − xIn obtained by skipping the first k rows and the last k columns. Thus
Pk,n(x) = det

0 . . . −x 1
...
. . .
. . .
. . .
a0
. . .
. . .
. . .
. . .
. . .
. . . 1
. . .
. . . −x
. . .
. . .
...
an−p−1 . . . 0

(n−k)×(n−k)
. (2.9)
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The kth generalized eigenvalues of Hn are the numbers x ∈ C such that Pk,n(x) = 0. For n ≤ k
we set Pk,n(x) ≡ 1. Note that for k = p we have Pp,n(x) ≡ a0 · · · an−p−1 > 0.
Lemma 2.5. For any k ∈ [0 : p], the polynomial Pk,n(x) has degree
degPk,n ≤
p− k
p
(n− k).
Proof. This follows by a simple combinatorial argument; see e.g. [11, Proof of Prop. 2.5].
Lemma 2.5 could be refined using the combinatorial formulas in Section 5. This leads to an
exact formula for degPk,n, depending on n mod p. We will not go into this issue here.
The fact of the matter is the following.
Proposition 2.6. (Generalized eigenvalues versus RH minors:) For any k ∈ [0 : p],
Bk,n(x) = (−1)
n(k+1)−(k+12 )ckPk,n(x), (2.10)
cf. (1.7), where the constant ck depends only on the first k moments of the measures ν1, . . . , νk:
ck = (−1)
k
(∫
dν1(t)
)(∫
Q1(t) dν2(t)
)
· · ·
(∫
Qk−1(t) dνk(t)
)
. (2.11)
Note that in (2.10) and (2.11), we should understand
(
1
2
)
= 0 and c0 = 1.
We point out that Prop. 2.6 remains valid for arbitrary banded Hessenberg operators, that
is, for matrices H = (Hi,j)
∞
i,j=0 defined by
Hj−1,j = 1, j ≥ 1,
Hj+k,j = a
(k)
j , j ≥ 0, k ∈ [0 : p], a
(k)
j ∈ C,
Hi,j = 0, otherwise,
(2.12)
so that
Hn = (Hi,j)
n−1
i,j=0 =

a
(0)
0 1 0
...
. . .
. . .
a
(p)
0
. . .
. . .
. . .
. . . 1
0 a
(p)
n−p−1 . . . a
(0)
n−1

n×n
. (2.13)
We will assume that a
(p)
j 6= 0, for all j, so the entries on the pth subdiagonal of (2.13) are non-
zero. We associate to H the sequence of monic polynomials (Qn)
∞
n=0 satisfying the (p+ 2)-term
recurrence relation (2.8), i.e.,
xQn(x) = Qn+1(x) + a
(0)
n Qn(x) + a
(1)
n−1Qn−1(x) + · · ·+ a
(p)
n−pQn−p(x), n ≥ 0, (2.14)
with initial conditions
Q−1 ≡ · · · ≡ Q−p = 0, Q0 ≡ 1. (2.15)
Prop. 2.6 will be a consequence of a result proved in Prop. 3.1 for the polynomials Qn satisfying
(2.14)–(2.15), assuming that these polynomials are multiple orthogonal with respect to a system
of p measures, see Section 3 for more details.
Prop. 2.6 shows that RH minors can be alternatively represented as generalized eigenvalue
determinants. We now state interlacing relations for the latter.
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Figure 2: Left picture: zeros of Q23 (circles) and Q24 (squares). Right picture: zeros of Q24
(squares) and Q27 (circles). In these pictures we have a two-diagonal Hessenberg matrix H
as in (2.6)–(2.7) with p = 2 and recurrence coefficients (a0, . . . , a5) = (3, 2, 3, 5, 4, 1) extended
periodically with periodicity r = 6.
Theorem 2.7. (Interlacing for generalized eigenvalues:) Let H be a two-diagonal Hessenberg
matrix (2.6) with aj > 0 for all j. Fix n ∈ N and k ∈ [0 : p− 1]. Then
(a) We have Pk,n(x) = x
mk,n P˜k,n(x
p+1), for a polynomial P˜k,n with P˜k,n(0) 6= 0 and with
mk,n =
{
(j − k)(k + 1), if n ≡ j mod (p+ 1), j ∈ [k : p],
(k − j)(p− k), if n ≡ j mod (p+ 1), j ∈ [−1 : k].
(2.16)
The zeros of P˜k,n all lie in R+ (R−) if k is even (odd).
(b) Denote the zeros of P˜k,n and P˜k,n+1 as (xi)i=1,2,... and (yi)i=1,2,... respectively, counting
multiplicities and ordered by increasing modulus. We have the weak interlacing relation
0 < |x1| ≤ |y1| ≤ |x2| ≤ |y2| ≤ . . .
if n ≡ j mod (p+ 1), j ∈ [k : p− 1], and
0 < |y1| ≤ |x1| ≤ |y2| ≤ |x2| ≤ . . .
if n ≡ j mod (p+ 1), j ∈ [−1 : k − 1].
(c) Let (xi)i=1,2,... be the zeros of P˜k,n, as in (b), and let (wi)i=1,2,... be the zeros of P˜k,n+p+1,
counting multiplicities and ordered by increasing modulus. We have
0 < |w1| ≤ |x1| ≤ |w2| ≤ |x2| ≤ . . . .
Note that the moduli can be removed if k is even and replaced by minus signs if k is odd.
Theorem 2.7 generalizes known results for the standard eigenvalues k = 0 [12, 24]. The
theorem will be proved in Section 4, by using the theory of totally positive matrices and extending
the approach of Eiermann-Varga [12]. See also Theorems 2.12 and 4.6 below for related results.
Theorem 2.7 is illustrated in Figures 2 and 3.
Generalized eigenvalues turn out to be deeply connected to the hierarchy of functions of the
(formal) Nikishin system generated by H . This will be the topic of Section 2.4.
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Figure 3: Left picture: zeros of P1,23 (circles) and P1,24 (squares). Right picture: zeros of P1,24
(squares) and P1,27 (circles). The matrix H is as in Figure 2.
2.4 Connection with Nikishin systems
Aptekarev-Kalyagin-Saff [1] show that, in the trace class
∑∞
k=0 |ak − a| < ∞ and with period
r = 1, the two-diagonal operator H generates a (formal) Nikishin system. These objects are only
formally defined however.
In this paper we will obtain a related result. It will apply to the exactly periodic case
arn+k = ak = bk, n ∈ N, k ∈ [0 : r − 1]. (2.17)
We assume without loss of generality that the period r is a multiple of p. We also assume that
r/p−1∏
n=0
apn >
r/p−1∏
n=0
apn+1 > · · · >
r/p−1∏
n=0
apn+(p−1). (2.18)
Under these conditions, we will show that the polynomials Qn are multiple orthogonal with
respect to a true Nikishin system generated by rotationally invariant measures on the stars S+
and S−, coming from measures on R+ or R− with constant sign. There can also be possible
point masses at each level of the Nikishin hierarchy.
Nikishin systems formed by measures supported on the real line were introduced by E.M.
Nikishin in [23]. The same definition can be easily adapted to our context of star-like sets, as we
now explain. Compare this definition with the one given in [1, Section 8.1].
Definition 2.8. Let ν1, . . . , νp be a collection of p complex measures supported on the set
Γ0 ∪ A0, where A0 ⊂ S+ \ Γ0 is a discrete set. We say that (ν1, . . . , νp) forms a Nikishin
system on (Γ0, . . . ,Γp−1) if for each k ∈ [0 : p− 1], there exists a collection of complex measures
(νl,k)
p
l=k+1 supported on Γk∪Ak, where Ak is a discrete subset of S+ \Γk (if k is even) or S− \Γk
(if k is odd), with the following properties:
(a) (ν1, . . . , νp) = (ν1,0, . . . , νp,0).
(b) If dνl,k(x) = gl,k(x) dx + dν
(s)
l,k (x), dν
(s)
l,k (x) ⊥ gl,k(x) dx, denotes the Lebesgue decompo-
sition of νl,k, l ∈ [k + 1 : p], then
gl,k(x)
gk+1,k(x)
=
∫
dνl,k+1(t)
x− t
, x ∈ Γk, l ∈ [k + 2 : p]. (2.19)
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(c) For every l ∈ [k+ 1 : p], there exists a real measure ν˜l,k with constant sign (either positive
or negative), supported on R+ (R−) if k is even (odd), such that
dνl,k(t) = t
k+1−l dν˜l,k(t
p+1). (2.20)
Remark 2.9. We observe that Nikishin systems possess a hierarchical structure, with the measures
(ν1, . . . , νp) forming level 0 of the hierarchy. The measure νl,k is said to be at the kth level of the
Nikishin hierarchy. Note that (2.20) implies that for any k ∈ [0 : p − 1], the measure νk+1,k is
rotationally invariant, and the induced measure ν˜k+1,k is real with constant sign. The measures
νk+1,k are usually referred to as the generating measures of the Nikishin system. We are implicitly
requiring in (2.19) that gk+1,k(x) 6= 0 for all but finitely many x ∈ Γk.
Our main result is the following.
Theorem 2.10. Let H be a two-diagonal Hessenberg matrix (2.6) with exactly periodic coeffi-
cients aj > 0 satisfying (2.17)–(2.18), where the period r is a multiple of p. Then the orthogonal-
ity measures (ν1, . . . , νp) in Theorem 1.1 form a Nikishin system on (Γ0, . . . ,Γp−1) (Def. 2.8).
Moreover, the star-like sets (Γk)
p−1
k=0 are compact and the discrete sets (Ak)
p−1
k=0 are finite.
Theorem 2.10 will be proved in Section 8.
Remark 2.11. Theorem 2.10 was stated under the condition (2.18). In general, consider the set
r/p−1∏
n=0
apn,
r/p−1∏
n=0
apn+1, · · · ,
r/p−1∏
n=0
apn+(p−1)
 . (2.21)
Eq. (1.17) (with d = p) shows that there exists a permutation Π of [1 : p] so that
zΠ(k)(x) =
r/p−1∏
n=0
apn+k−1
−1 xr/p(1 + o(1)), k ∈ [1 : p], (2.22)
for x→∞. This can also be seen from the derivation of (8.26) in Section 8. As a consequence,
if the p numbers in (2.21) are pairwise distinct then all the Γk are bounded. The converse of
the last statement is also true, due to [26, Lemma 3.3]. Now if the numbers (2.21) are pairwise
distinct but ordered in a different way than (2.18), then a variant to Theorem 2.10 holds. We
then have an additional constant or monomial term in the right hand side of (2.19). This is due
to the fact that the constant α in Eq. (8.19) in Section 8 can be nonzero in this case.
We see that the key to obtaining a true (rather than a formal) Nikishin system is to show
that the ratio between the densities (2.19) of the measures at the different levels of the Nikishin
hierarchy are Cauchy transforms of measures on S+ or S−, associated to real measures with
constant sign on R+ or R−. We will establish this requirement via a surprising connection with
RH minors. In particular we will use the interlacing relations between the zeros of RH minors.
Recall the generalized eigenvalue determinant Pk,n(x) from (2.9). We need a more general
definition. For any 1 ≤ k ≤ l ≤ p we define Pk,l,n(x) as the determinant of the submatrix
obtained by skipping rows 0, 1, . . . , k − 1 and columns n − l, n − k + 1, n − k + 2, . . . , n − 1 of
Hn − xIn. If l = k then we retrieve our previous definition: Pk,k,n(x) ≡ Pk,n(x).
In the proof of Theorem 2.10 we need the following result on the polynomials Pk,l,n(x).
Theorem 2.12. (Interlacing for Pk,l,n and Pk,n:) Let H be a two-diagonal Hessenberg ma-
trix (2.6) with aj > 0 for all j. Fix n ∈ N and 0 ≤ k < l ≤ p. Then
12
(a) We have Pk,l,n(x) = x
k−l+mk,n P˜k,l,n(x
p+1), with mk,n defined in (2.16) and with P˜k,l,n a
polynomial whose zeros all lie in R+ (R−) if k is even (odd).
(b) Denote the zeros of P˜k,n(x) and P˜k,l,n(x) as (xi)i=1,2,... and (yi)i=1,2,... respectively, ordered
by increasing modulus and counting multiplicities. We have the weak interlacing relation
0 ≤ |y1| ≤ |x1| ≤ |y2| ≤ |x2| ≤ . . . .
Theorem 2.12 is proved in Section 4. The precise way how Theorem 2.12 is used in the proof
of Theorem 2.10 will be explained in Section 8.
Remark 2.13. The polynomial P˜k,l,n could have one, and at most one, zero at the origin. This
happens precisely when n ≡ j mod (p+ 1) for some j ∈ [k : l − 1].
2.5 Widom-type formula
In this section we state an exact formula for the polynomialsQn in the exactly periodic case (2.17).
In fact, we prove the formula for general banded Hessenberg matrices H of the form (2.12). We
say that H is exactly periodic with period r if
a
(j)
rn+k = a
(j)
k = b
(j)
k , n ∈ N, k ∈ [0 : r − 1], j ∈ [0 : p]. (2.23)
Recall that we are assuming b
(p)
k 6= 0 for all k. Define the ‘block Toeplitz symbol’
F (z, x) = Z−1 +
p∑
k=0
Zk diag(b
(k)
0 , . . . , b
(k)
r−1)− xIr , (2.24)
with Z as in (1.12). In the case of a two-diagonal Hessenberg matrix (2.6) this reduces to (1.10).
Also define f(z, x) = detF (z, x), the roots zk(x) of the algebraic equation f(z, x) = 0 as in
(1.15), and the sets Γk as in (1.18). Prop. 1.1 in [7] shows that Γk is a finite union of analytic
arcs. Clearly, (1.13)–(1.14) remain valid in this setting (with bk replaced by b
(p)
k ).
Theorem 2.14. (Widom-type formula:) With the above notations, let x ∈ C be such that the
solutions zk(x) of the algebraic equation 0 = f(z, x) = detF (z, x) are pairwise distinct. Then
for each n ∈ N ∪ {0} and for each j ∈ [0 : r − 1],
Qrn+j(x) := det(xIrn+j −Hrn+j) =
(−1)r+j
fp
p∑
k=0
detF r−1,j(zk(x), x)∏p
i=0,i6=k(zk(x)− zi(x))
zk(x)
−n−1. (2.25)
Here fp is defined in (1.14) (with bk replaced by b
(p)
k ), and we use the notation F
i,j to denote the
submatrix of F in (2.24) that is obtained by skipping the ith row and the jth column, i, j ∈ [0 :
r − 1]. Moreover, for all i, j, k, detF i,j(zk(x), x) is zero for only finitely many x.
Theorem 2.14 will be proved in Section 6, as a consequence of Widom’s determinant identity
for block Toeplitz matrices [30, Section 6]. From (2.25) and (1.15)–(1.18) we also find:
Corollary 2.15. The strong asymptotic formula
lim
n→∞
Qrn+j(x)z0(x)
n+1 =
(−1)r+j
fp
detF r−1,j(z0(x), x)∏p
i=1(z0(x) − zi(x))
, j ∈ [0 : r − 1],
holds uniformly on compact subsets of C \ (Γ0 ∪ A) with A a finite set.
Incidentally, Aptekarev et al. [1] obtain strong asymptotics forQn in the trace class
∑∞
k=0 |ak−
a| <∞ (a > 0) with period r = 1. By using Theorem 2.14, it is possible to extend these results
to higher periods r. We will not go into this issue here.
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2.6 Outline of the paper
The rest of this paper is organized as follows. In Section 3 we prove the connection between RH
minors and generalized eigenvalue determinants and we introduce the concept of a general RH
minor B(n0,n1,...,nk)(z). In Section 4 we prove interlacing relations for generalized eigenvalues.
Section 5 contains normal family estimates for the ratio between two RH minors. The remaining
sections deal with asymptotically periodic coefficients an. The proof of the Widom-type formula
for Qn in the exactly periodic case is given in Section 6. In Section 7 we obtain weak and
ratio asymptotics for RH minors and we prove Theorem 2.2 on the star-like structure of Γk. In
Section 8 we prove Theorem 2.10 on the connection with Nikishin systems.
3 Riemann-Hilbert minors and generalized eigenvalues
In this section we prove Prop. 2.6 in the general context of banded Hessenberg operators H =
(Hi,j)
∞
i,j=0 defined in (2.12).
Let (Qn)
∞
n=0 be the sequence of monic polynomials associated to the operator H , i.e., the
sequence satisfying (2.14)–(2.15). We will assume in this section that the polynomials Qn are
multiple orthogonal with respect to a system of p complex measures ν1, . . . , νp supported on a
compact contour Σ ⊂ C. This means that for every j ∈ [1 : p],∫
Σ
Qn(t) t
m dνj(t) = 0, m ∈ [0 :
⌊
n− j
p
⌋
]. (3.1)
Define the second kind functions Ψ
(j)
n as in (1.5).
For later use, we need a more general definition of generalized eigenvalues. Let Hn =
(Hi,j)
n−1
i,j=0. As in (2.9), we denote by Pk,n(x) the determinant of the matrix obtained by skipping
the first k rows and the last k columns of the matrix Hn − xIn. Similarly we could skip any set
of k different columns, not necessarily consecutive.
Let k ∈ [0 : p] and let (n0, n1, . . . , nk) be a (k + 1)-tuple of positive integers such that
0 ≤ n0 < n1 < . . . < nk ≤ n0 + p. (3.2)
We define the generalized eigenvalue determinant associated to (n0, n1, . . . , nk) as
P (n0,n1,...,nk)(x) := det(Hnk − xInk)
(0,1,...,k−1;n0,n1,...,nk−1). (3.3)
That is, the polynomial P (n0,n1,...,nk)(x) is the determinant of the submatrix obtained by skipping
rows 0, 1, . . . , k − 1 and columns n0, n1, . . . , nk−1 of Hnk − xInk . The generalized eigenvalues
associated to (n0, n1, . . . , nk) are the numbers x ∈ C such that P (n0,n1,...,nk)(x) = 0. In the case
k = 0 we put n := n0 and we understand P
(n)(x) = det(Hn − xIn) = (−1)nQn(x).
By choosing (n0, n1, . . . , nk) to be a sequence of consecutive numbers:
(n0, n1, . . . , nk) = (n− k, . . . , n− 1, n),
we retrieve our earlier definition P (n−k,...,n−1,n)(x) ≡ Pk,n(x). Similarly we can retrieve Pk,l,n(x).
In this section we prove the following connection with Riemann-Hilbert minors.
Proposition 3.1. Let H = (Hi,j)
∞
i,j=0 be the banded Hessenberg matrix (2.12) with a
(p)
j 6= 0 for
all j ≥ 0. Assume that the monic polynomials (Qn)∞n=0 (2.14)–(2.15) associated with H satisfy
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the multiple orthogonality relations (3.1), for some complex measures ν1, . . . , νp supported on
Σ ⊂ C. Let Ψ
(j)
n be the second kind functions (1.5). For any k ∈ [0 : p], we have
ck(−1)
n0+...+nk P (n0,n1,...,nk)(z) = B(n0,n1,...,nk)(z), (3.4)
where
B(n0,n1,...,nk)(z) := det

Qnk(z) Ψ
(1)
nk (z) . . . Ψ
(k)
nk (z)
...
...
...
Qn1(z) Ψ
(1)
n1 (z) . . . Ψ
(k)
n1 (z)
Qn0(z) Ψ
(1)
n0 (z) . . . Ψ
(k)
n0 (z)

(k+1)×(k+1)
, (3.5)
and where the constant ck is given in (2.11).
The matrix in the right hand side of (3.5) is again a submatrix of the RH matrix in (1.6)
(with n = nk), although not necessarily a principal submatrix. This follows from (3.2).
Proof of Prop. 3.1. We prove (3.4) by verifying that both sides of the equation satisfy the same
recurrence relation. Assume that nk ≥ k + 1. If we apply the cofactor expansion formula to
P (n0,n1,...,nk)(z) along the last row, we obtain
P (n0,n1,...,nk)(z) =
p+1∑
j=1
(−1)σj (Hnk − zInk)nk−1,nk−j P˜
(n0,...,nk−1,nk−j)(z), (3.6)
where in the right hand side of (3.6), Ai,j denotes the (i, j) entry of a matrix A, the function P˜
is defined in the following way:
P˜ (n0,...,nk−1,nk−j)(z) :=
{
P (n˜0,n˜1,...,n˜k)(z) if nk − j 6∈ {n0, . . . , nk−1},
0 otherwise,
where (n˜0, n˜1, . . . , n˜k) is obtained by ordering the entries of (n0, . . . , nk−1, nk − j) increasingly,
and where σj is the sum of the row and column coordinates of the entry (Hnk − zInk)nk−1,nk−j
in the matrix (Hnk − zInk)
(0,1,...,k−1;n0,n1,...,nk−1) (the definition of σj is used only when nk− j 6∈
{n0, . . . , nk−1}). We also put (Hnk − zInk)i,j := 0 whenever j < 0.
To prove (3.6) we observe that the submatrix of (Hnk − zInk)
(0,1,...,k−1;n0,n1,...,nk−1) obtained
by skipping the row and column occupied by the entry (Hnk − zInk)nk−1,nk−j , takes the form(
(Hn˜k − zIn˜k)
(0,1,...,k−1;n˜0,n˜1,...,n˜k−1) 0
∗ L
)
,
where L is a lower triangular square matrix of size nk − 1 − n˜k with 1’s on the main diagonal.
Hence the determinant of this submatrix equals P (n˜0,n˜1,...,n˜k)(z), which yields (3.6).
Note that the recursion (3.6) is completely determined from its initial condition (determinant
of an empty matrix)
P (0,1,...,k)(z) ≡ 1. (3.7)
It is well-known (and easily checked) that the second kind functions Ψ
(k)
n satisfy exactly the
same recursion as the polynomials Qn, in the sense that
xΨ(k)n (z) = Ψ
(k)
n+1(z) + a
(0)
n Ψ
(k)
n (z) + a
(1)
n−1Ψ
(k)
n−1(z) + · · ·+ a
(p)
n−pΨ
(k)
n−p(z), n ≥ k, (3.8)
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for any k ∈ [1 : p]. The recursion for the functions Ψ
(k)
n (z) starts only from the index n = k.
Assume that nk ≥ k + 1. Applying (2.14) and (3.8) (with n := nk − 1) to the first row of (3.5)
and using the linearity of the determinant, we deduce that
B(n0,n1,...,nk)(z) =
p+1∑
j=1
(−1)1+τj (Hnk − zInk)nk−1,nk−j B˜
(n0,...,nk−1,nk−j)(z) (3.9)
where
B˜(n0,...,nk−1,nk−j)(z) :=
{
B(n˜0,n˜1,...,n˜k)(z) if nk − j 6∈ {n0, . . . , nk−1},
0 otherwise,
and τj is the number of adjacent transpositions that are necessary to order (n0, . . . , nk−1, nk− j)
increasingly, e.g. for (n0, n1, n2, n3 − j) = (1, 4, 5, 3) we have τj = 2.
If (n˜0, n˜1, . . . , n˜k) is obtained by ordering (n0, . . . , nk−1, nk − j) increasingly, then obviously
n0 + n1 + · · ·+ nk − (n˜0 + n˜1 + · · ·+ n˜k) = j. (3.10)
From (3.6) and (3.10) we have
ck(−1)
n0+n1+···+nk P (n0,n1,...,nk)(z)
=
p+1∑
j=1
(Hnk − zInk)nk−1,nk−j(−1)
σj (−1)j (−1)n˜0+n˜1+···+n˜k ck P˜
(n0,n1,...,nk−j)(z). (3.11)
We claim that
(−1)1+τj = (−1)σj+j . (3.12)
Let j ≥ 1 and assume that nk−1 < nk − j. Then τj = 0 so the left-hand side of (3.12) is −1.
Now, if j is even then σj is odd and vice-versa. So (3.12) holds in this case. Now let j1 be such
that (−1)1+τj1 = (−1)σj1+j1 and nk − j1 = nl + 1 for some l ∈ [0 : k − 1]. Assume further that
the next value of j greater than j1 for which nk − j 6= ni for all i is j = j1 + q + 2, q ≥ 0. These
assumptions imply that τj = τj1 + q + 1, σj = σj1 + 1, and therefore (−1)
1+τj1 = (−1)σj1+j1
implies that (3.12) is valid for j. This completes the justification of (3.12).
It follows from (3.9), (3.11) and (3.12) that for each k, the functions B(n0,n1,...,nk) and
ck(−1)n0+n1+···+nk P (n0,n1,...,nk) satisfy the same recurrence relations. The recursion (3.9) is
also completely determined from its initial condition B(0,1,...,k), which is
B(0,1,...,k)(z) = det

Qk(z) Ψ
(1)
k (z) . . . Ψ
(k)
k (z)
...
...
...
Q0(z) Ψ
(1)
0 (z) . . . Ψ
(k)
0 (z)

= det

zk +O(zk−1) O(z−2) O(z−2) . . . O(z−2)
O(zk−1) O(z−2) O(z−2) . . . Ckz
−1 +O(z−2)
...
...
...
...
O(z2) O(z−2) O(z−2) . . . O(z−1)
O(z) O(z−2) C2z
−1 +O(z−2) . . . O(z−1)
O(1) C1z
−1 +O(z−2) O(z−1) . . . O(z−1)

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with Cj :=
∫
Qj−1(t) dνj(t). Expanding this determinant as a signed sum over all permutations of
(0, 1, . . . , k), we see that all the terms in this sum are O(z−1) except for the one that corresponds
to the permutation (0, k, . . . , 2, 1):
B(0,1,...,k)(z) = (−1)(
k
2)C1C2 . . . Ck +O(z
−1).
Since we already know by Lemma 1.2 that the determinant in the left hand side is a polynomial
in z, the O(z−1) term in the right hand side vanishes. The value of ck was chosen so that
ck(−1)
0+1+···+k P (0,1,...,k)(z) = B(0,1,...,k)(z),
so the two initial conditions are the same and this concludes the proof of (3.4).
4 Interlacing of generalized eigenvalues
In this section we prove Theorems 2.7 and 2.12 on the interlacing of generalized eigenvalues. To
this end we use some results on totally positive matrices.
4.1 Generalized eigenvalues of totally positive matrices
A matrix A ∈ Cn×m is called totally positive (TP) if the determinant of any square submatrix
of A is positive, i.e.,
detA(K,L) > 0, (4.1)
for any index sets K ⊂ [0 : n− 1], L ⊂ [0 : m − 1] of the same cardinality |K| = |L|, where we
write A(K,L) for the submatrix of A with rows and columns indexed by K and L, respectively.
We emphasize that in the submatrix A(K,L) the rows and columns are positioned in the same
order given in A. Fekete’s criterion asserts that a sufficient condition for A to be TP is that (4.1)
holds for all index sets K and L formed by consecutive indices, i.e., K = {r, r− 1, . . . , r− q+1}
and L = {c, c− 1, . . . , c− q + 1} with q := |K| = |L| and for suitable integers r, c.
The matrix A is called totally nonnegative (TNN) if we have the inequality ≥ in (4.1):
detA(K,L) ≥ 0, (4.2)
for all index sets K ⊂ [0 : n − 1], L ⊂ [0 : m − 1] with |K| = |L|. It is well known that TP
matrices are dense in the class of TNN matrices. Moreover, the class of TP (or TNN) matrices
is closed under matrix multiplication.
The theory of eigenvalues for TP matrices was developed by Gantmacher-Krein [15]. They
showed that the eigenvalues of an n × n TP matrix are all positive and distinct and that they
strictly interlace with those of its principal (n − 1)× (n− 1) submatrix. We need the following
analogue for generalized eigenvalues of TP matrices, which are again defined as in Section 2.3.
Proposition 4.1. (Generalized eigenvalues of TP matrices:) Fix 0 ≤ k < n and let M ∈
C
(n+k)×(n+k) be a TP matrix. Then the kth generalized eigenvalues of M are simple, lie in
(0,∞) if k is even and lie in (−∞, 0) if k is odd. The number of kth generalized eigenvalues of
M is n− k. Moreover, the kth generalized eigenvalues of M and its principal leading submatrix
Q ∈ C(n+k−1)×(n+k−1) are strictly interlacing.
Proof. Let N be the submatrix of M obtained after skipping the first k rows and the last k
columns of M . Thus N is of size n× n. Partition
N =
(
A B
C D
)
(4.3)
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with C of size k× k. By definition, the kth generalized eigenvalues of M are the numbers x ∈ C
such that
det
(
A B − xIn−k
C D
)
= 0. (4.4)
The assumption that M is totally positive implies in particular that all the entries of N are
positive. We bring N to a simpler form by means of elementary row operations. Denote
Gj := In −
Nj,0
Nj+1,0
Ej,j+1,
where for j, l ∈ [0 : n − 1], Nj,l denotes the (j, l) entry of N , and where Ej,l is the elementary
matrix of size n × n whose (j, l) entry is 1 and which has all its other entries equal to zero.
Multiplying N on the left with the matrix Gj amounts to subtracting from row j, Nj,0/Nj+1,0
times row j + 1. This operation eliminates the (j, 0) entry of N .
We also define
G˜j :=
{
In +
Nj,0
Nj+1,0
Ej+k,j+k+1 , if j + k + 1 < n,
In, otherwise.
The matrices Gj and G˜j satisfy
Gj
(
0 In−k
0 0
)
G˜j =
(
0 In−k
0 0
)
, j ∈ [0 : n− 2], (4.5)
where we use the same decomposition in blocks as in (4.3).
Consider the transformed matrix
N˜ (1) := Gn−2 . . . G1G0NG˜0G˜1 . . . G˜n−2. (4.6)
The matrix N˜ (1) has all its entries in the first column equal to zero except for the last one, which
equals Nn−1,0. Let N
(1) be the matrix obtained by removing the first column and the last row
of N˜ (1). Using (4.5), we deduce that the kth generalized eigenvalues of M are the points x ∈ C
such that
det
(
A˜ B˜ − xIn−k
C˜ D˜
)
= 0, (4.7)
where
N (1) =
(
A˜ B˜
C˜ D˜
)
with C˜ of size (k − 1)× (k − 1). Observe that compared to (4.4), the diagonal of x’s in (4.7) is
closer to the main diagonal.
We claim that the matrix −N (1) is a TP matrix (note the minus sign). For convenience
we label the rows and columns of N (1) from 0 to n − 2 and from 1 to n − 1, respectively. Let
K = {r, r − 1, . . . , r − q + 1} ⊂ [0 : n − 2] and L = {c, c− 1, . . . , c − q + 1} ⊂ [1 : n− 1] be two
index sets. From the fact that N is TP we have that
detN(K ∪ {r + 1}, L ∪ {0}) > 0,
i.e., the determinant of the enlarged submatrix obtained by adjoining row r+1 and column 0 to
N(K,L) is positive.
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Define
N̂ := Gr . . . G1G0N.
It is clear that
0 < detN(K ∪ {r + 1}, L ∪ {0}) = det N̂(K ∪ {r + 1}, L ∪ {0}), (4.8)
where the last equality follows since the row operations G0, . . . , Gr applied to N leave the deter-
minant invariant.
From the definition of the row operations G0, . . . , Gr, the submatrix in the right hand side
of (4.8) is zero in its first column except for its last entry. Expanding the determinant along its
first column we therefore see that
det N̂(K ∪ {r + 1}, L ∪ {0}) = (−1)qNr+1,0 det N̂(K,L),
which combined with (4.8) and the TP property of N yields
(−1)q det N̂(K,L) > 0. (4.9)
The property (4.9) remains valid with N̂ replaced by the matrix
Gn−2 . . .Gr+1N̂ = Gn−2 . . . G1G0N,
since the row operations Gr+1, . . . , Gn−2 applied to N̂ leave the submatrix indexed by rows
K and columns L invariant. Since K and L are arbitrary index sets, this implies by Fekete’s
criterion that the matrix of size (n− 1)× (n− 1),
−(Gn−2 . . .G1G0N)([0 : n− 2], [1 : n− 1]),
is TP. This implies in turn that
−N˜ (1)([0 : n− 2], [1 : n− 1]) = −N (1)
is also TP, since (cf. (4.6)) each of the column operations G˜0, G˜1, . . . , G˜n−2 adds to a column
a positive multiple of the previous column; it is straightforward to verify that such operations
leave the total positivity of a matrix invariant.
By repeating the transformation N (0) := N 7→ N (1) k times, we get a series of matrices
N (0), N (1), N (2), . . . , N (k) so that the kth generalized eigenvalues ofM are the (usual) eigenvalues
of N (k). Moreover, the matrix (−1)kN (k) is TP. One of the assertions of the Gantmacher-Krein
theorem implies then the validity of the first statement of the Proposition.
Finally, if we apply to the leading principal submatrix Q of M the operations described
above, and denote the resulting series of matrices by Q(0), Q(1), Q(2), . . . , Q(k), then Q(j) will be
the leading principal submatrix of N (j) for each j ∈ [0 : k]. In particular, Q(k) is the leading
principal submatrix of N (k) and the Gantmacher-Krein theorem implies the interlacing property
we want.
Since TP matrices are dense in the class of TNN matrices, we obtain
Corollary 4.2. (Generalized eigenvalues of TNN matrices:) Fix 0 ≤ k < n and let M ∈
C(n+k)×(n+k) be a TNN matrix. Then the kth generalized eigenvalues of M lie in [0,∞) if k is
even and lie in (−∞, 0] if k is odd. Denoting the kth generalized eigenvalues of M by (yi)i=1,2,...
and those of its principal leading submatrix by (xi)i=1,2,..., both of them ordered by increasing
modulus and counting multiplicities, then we have the (weak) interlacing
0 ≤ |y1| ≤ |x1| ≤ |y2| ≤ |x2| ≤ . . . .
Note that the moduli can be removed if k is even and replaced by minus signs if k is odd.
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Remark 4.3. In the process of approximating a TNN matrix by a sequence of TP matrices, some
of the generalized eigenvalues may escape to infinity. This will always happen for the kind of
banded matrices we are interested in.
4.2 The approach of Eiermann-Varga revisited
In the proofs of Theorems 2.7 and 2.12, we will use some ideas from Eiermann-Varga [12], which
we now review.
Consider Qn(x) = (−1)n det(Hn − xIn) with Hn the n× n two-diagonal Hessenberg matrix
in (2.7). Let P : [0 : n− 1] 7→ [0 : n− 1] be the permutation that sorts the indices according to
their residue modulo p+ 1, in the natural way, that is,
(P (0), P (1), . . . , P (n− 1)) = (0, p+ 1, 2p+ 2, . . . ; 1, p+ 2, 2p+ 3, . . . ; . . . ; p, 2p+ 1, 3p+ 2, . . .).
Also denote with P the corresponding permutation matrix such that Pej = eP (j) for j ∈ [0 :
n− 1]. Thus P has in its jth column the value 1 at position P (j) and zero at all other positions.
We consider the permuted matrix P−1HnP − xIn. It has a block bidiagonal structure:
P−1HnP − xIn =

X0 Y0
0 X1 Y1
. . .
. . .
Xp−1 Yp−1
Yp Xp
 (4.10)
where Xj = −xInj with nj :=
⌊
n+p−j
p+1
⌋
, where Yj is the principal truncation of size nj × nj+1
of the semi-infinite bidiagonal matrix
Yj,∞ =

1
aj+1 1
ap+j+2 1
a2p+j+3 1
. . .
. . .
 (4.11)
for j ∈ [0 : p− 1], and where Yp is the principal truncation of size np × n0 of the matrix
Yp,∞ =

a0 1
ap+1 1
a2p+2 1
. . .
. . .
 . (4.12)
Lemma 4.4. (a) Let A be a matrix of size n × n as in the right hand side of (4.10), with
diagonal blocks Xj = −xInj , j ∈ [0 : p]. Then we have
detA = (−1)n−n0xn−(p+1)n0 det(Y0Y1 . . . Yp − x
p+1In0 ).
(b) Under the same hypotheses, if we replace X0 by an arbitrary square matrix of size n0×n0,
then we have
detA = (−1)n−n0xn−(p+1)n0 det(Y0Y1 . . . Yp + x
pX0).
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Proof. Use Gaussian elimination with the blocks X1, . . . , Xp as pivots to eliminate the blocks
above the main diagonal. After these operations, the block we obtain in the upper left corner is
the matrix X0 + x
−p Y0Y1 . . . Yp. The exponent of x is easily determined.
Note that the zeros of Qn are the points x where det(P
−1HnP − xIn) vanishes. Now we
apply Lemma 4.4(a) to this determinant. Each of the matrices Y0, Y1, . . . , Yp in (4.11)–(4.12)
is bidiagonal with positive entries and hence TNN. Thus also the matrix product Y0Y1 . . . Yp is
TNN (actually it is oscillatory [12]). This already shows that all the eigenvalues of Y0Y1 . . . Yp
are in [0,∞). Taking into account the factor xp+1 in Lemma 4.4(a), we then see that the zeros
of Qn are all located on the star S+.
Carrying on this approach a little further and using the Gantmacher-Krein theory, one obtains
the (strict) interlacing relations for the zeros of the polynomials Qn and Qn+1, and for Qn and
Qn+p+1. See Eiermann-Varga [12]. Alternative proofs of the interlacing are in [16] and [24].
4.3 Proofs of Theorems 2.7 and 2.12
In this section we prove Theorems 2.7 and 2.12. To this end we will rely on Cor. 4.2 and the
ideas in Section 4.2.
We always label rows and columns starting from 0. We will assume throughout the proof
that n is a fixed multiple of p + 1 and we fix k ∈ [0 : p − 1]. The modifications if n is not a
multiple of p+ 1 are discussed at the end of this section.
4.3.1 Proof of Theorem 2.7(a) (n a multiple of p+ 1)
Recall that Pk,n(x) is the determinant of the matrix obtained by skipping rows [0 : k − 1] and
columns [n − k : n − 1] of Hn − xIn. Applying the permutation P above, this is equivalent to
skipping certain rows and columns of the permuted matrix (4.10). More precisely, Pk,n(x) is, up
to its sign, equal to the determinant of the submatrix obtained by skipping the first row of each
of the blocks X0, Y0, X1, Y1, . . . , Xk−1, Yk−1 in (4.10), and skipping the last column of each of the
blocks Xp, Yp−1, Xp−1, Yp−2, . . . , Xp−k+1, Yp−k (here we are using the fact that n is a multiple
of p+ 1). This can be seen as follows: if we write the submatrix of Hn − xIn as L(Hn − xIn)R,
with L and R suitable submatrices of the identity matrix In (of size (n− k)×n and n× (n− k),
respectively), and similarly the submatrix of P−1(Hn − xIn)P as L˜P−1(Hn − xIn)PR˜, then
L˜ = P1LP and R˜ = P
−1RP2, for some permutation matrices P1 and P2 of size n− k.
Due to the above skipping of rows and columns, some of the diagonal blocks Xj in (4.10) will
become rectangular instead of square. Thus we cannot apply Lemma 4.4 anymore. Our goal is
therefore to make all the diagonal blocks square again. More precisely, our goal is to get a matrix
as in the right hand side of (4.10) with diagonal blocks X ′j = −xI, for the identity matrix of
certain size, j ∈ [1 : p], and with X ′0 =
(
0 −xI
0k×k 0
)
. (We write X ′j, Y
′
j to distinguish from the
blocks Xj , Yj in (4.10).) We will then be able to apply Lemma 4.4(b).
Recall that in the determinantal formula for Pk,n(x) we are skipping rows [0 : k−1] ofHn−xIn.
Then in the first k columns of this matrix there is only one non-zero entry left, being a0, . . . , ak−1
respectively. Expanding the determinant along the columns [1 : k − 1] (we do not touch column
0) we necessarily have to pick these entries. Then the determinant equals ±a1 · · ·ak−1 times
the determinant of the matrix obtained by skipping the rows and columns in which the entries
a1, . . . , ak−1 are standing. These are columns [1 : k − 1] and rows [p+ 1 : p+ k − 1].
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From the skipping of rows [p+1 : p+ k− 1], we see that in columns [p+2 : p+ k− 1] there is
only one non-zero entry left, being ap+2, . . . , ap+k−1 respectively. So again the determinant picks
up a factor ±ap+2 . . . ap+k−1, and we can proceed with the determinant of the matrix obtained
by skipping the rows and columns in which the entries ap+2, . . . , ap+k−1 are standing. These are
columns [p+ 2 : p+ k − 1] and rows [2p+ 2 : 2p+ k − 1].
From the skipping of rows [2p+ 2 : 2p+ k − 1], we now have only one non-zero entry left in
each of the columns [2p + 3 : 2p + k − 1], being a2p+3, . . . , a2p+k−1 respectively. We can then
make a reduction as in the previous paragraphs. Carrying on this scheme a few more steps, we
are left with the following submatrix of Hn − xIn: It is obtained by skipping the rows
[0 : k − 1] ∪ [p+ 1 : p+ k − 1] ∪ [2p+ 2 : 2p+ k − 1] ∪ . . . ∪ {(k − 1)p+ k − 1} (4.13)
and the columns
[1 : k − 1] ∪ [p+ 2 : p+ k − 1] ∪ [2p+ 3 : 2p+ k − 1] ∪ . . . ∪ {(k − 2)p+ k − 1} (4.14)
in the starting matrix Hn − xIn.
We can do similar operations with the last rows and columns of Hn−xIn. Indeed, recall that
in the definition of Pk,n(x) we are skipping columns [n−k : n− 1] of Hn−xIn. The determinant
can then be further reduced to the one obtained by skipping the rows
{n− (k− 1)p− k}∪ . . .∪ [n− 2p− k : n− 2p− 3]∪ [n− p− k : n− p− 2]∪ [n− k : n− 1] (4.15)
and the columns
{n− kp− k} ∪ . . . ∪ [n− 2p− k : n− 2p− 2] ∪ [n− p− k : n− p− 1] ∪ [n− k : n− 1] (4.16)
in the matrix Hn − xIn.
Summarizing, we see that Pk,n(x) is, up to a constant, equal to the determinant of the
submatrix of Hn − xIn obtained by skipping the rows (4.13) and (4.15) and the columns (4.14)
and (4.16).
The skipping of the indicated rows and columns of Hn−xIn is again equivalent (up to a sign)
to removing certain rows and columns of the permuted matrix P−1HnP − xIn in (4.10). This
leads to the formula
Pk,n(x) = c det

X ′0 Y
′
0
0 X ′1 Y
′
1
. . .
. . .
X ′p−1 Y
′
p−1
Y ′p X
′
p
 , (4.17)
c 6= 0, where X ′0 is obtained by skipping the first k rows and last k columns of X0; where
X ′j , j ∈ [1 : p], is obtained by skipping the first max{k − j, 0} rows and columns and the last
max{j − p+ k, 0} rows and columns of Xj ; where Y ′j , j ∈ [0 : p− 1], is obtained by skipping the
first max{k− j, 0} rows and max{k− j − 1, 0} columns and the last max{j − p+ k, 0} rows and
max{j − p+ k + 1, 0} columns of Yj ; and finally Y ′p is obtained by skipping the last k rows and
columns of Yp.
Note that each of the diagonal blocks X ′j , j ∈ [1 : p] in (4.17) is of the form −xI and moreover
X ′0 =
(
0 −xI
0k×k 0
)
(4.18)
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with k zero columns added at the left and k zero rows at the bottom. Hence we are in a position
to apply Lemma 4.4(b): this yields
Pk,n(x) = cx
k(p−k) det
(
Y ′0Y
′
1 . . . Y
′
p − x
p+1
(
0 I
0k×k 0
))
, (4.19)
c 6= 0. Note that each of the matrices Y ′0 , Y
′
1 , . . . , Y
′
p in (4.17) is bidiagonal with nonnegative
entries and hence TNN. Thus also the matrix product Y ′0Y
′
1 . . . Y
′
p is TNN. Cor. 4.2 and (4.19)
then imply that all the zeros of Pk,n lie on the star S+ (S−) if k is even (odd). Finally, if we
apply the Cauchy-Binet formula to det(Y ′0Y
′
1 . . . Y
′
p) then we see that this determinant is the sum
of a finite number of nonnegative terms with at least one term strictly positive (for instance,
the term obtained by multiplying the determinants of the principal leading submatrices of Y ′i ,
i ∈ [0 : p], is strictly positive). Noting that mk,n = k(p− k) if n is a multiple of p+ 1, we now
obtain Theorem 2.7(a).
4.3.2 Proof of Theorem 2.7(b) (n a multiple of p+ 1)
Now we will prove the interlacing between the zeros of Pk,n and Pk,n+1 in Theorem 2.7(b), still
assuming that n is a multiple of p+ 1.
Recall that in the determinantal formula for Pk,n+1(x) we are skipping the rows [0 : k − 1]
of Hn+1 − xIn+1. In exactly the same way as in Section 4.3.1, this leads to an iterated skipping
process, allowing us to skip the rows (4.13) and the columns (4.14) of Hn+1 − xIn+1.
In the definition of Pk,n+1(x) we are skipping the columns [n− k + 1 : n] of Hn+1 − xIn+1.
This leads again to an iterated skipping process, allowing us to skip the rows
{n−(k−2)p−k+1}∪. . .∪[n−2p−k+1 : n−2p−3]∪[n−p−k+1 : n−p−2]∪[n−k+1 : n−1] (4.20)
and the columns
{n−(k−1)p−k+1}∪. . .∪[n−2p−k+1 : n−2p−2]∪[n−p−k+1 : n−p−1]∪[n−k+1 : n] (4.21)
of Hn+1 − xIn+1. Note that we are not skipping the rows n, n − p − 1, n − 2p − 2, . . . and the
columns n − p, n − 2p − 1, n − 3p − 2, . . ., although we are allowed to do that. The reason for
not skipping these rows and columns, is because that would complicate the comparison to the
formulas (4.15)–(4.16) for Pk,n.
In terms of the permuted matrix (4.17) we obtain
Pk,n+1(x) = c det

X˜0 Y˜0
0 X˜1 Y˜1
. . .
. . .
X˜p−1 Y˜p−1
Y˜p X˜p
 , (4.22)
c 6= 0, where the blocks X˜j , Y˜j are obtained from the blocks X ′j , Y
′
j for Pk,n in (4.17) by the
formulas
X˜0 =
(
X ′0 −xe˜
0 0
)
,
X˜j = X
′
j , j ∈ [1 : p− k],
X˜j =
(
X ′j 0
0 −x
)
, j ∈ [p− k + 1 : p],
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with e˜ denoting the kth last column of the identity matrix, and
Y˜0 =
(
Y ′0
a∗e
T
)
, Y˜j = Y
′
j , j ∈ [1 : p− k − 1],
Y˜p−k =
(
Y ′p−k e
)
, Y˜j =
(
Y ′j e
0 a∗
)
, j ∈ [p− k + 1 : p],
with e denoting the last column of the identity matrix, and with the a∗ certain recurrence
coefficients. Lemma 4.4(b) yields
Pk,n+1(x) = cx
(k−1)(p−k) det
(
Y˜0Y˜1 . . . Y˜p − x
p+1
(
0 I
0k×k 0
))
, (4.23)
c 6= 0. But the cyclic product Y˜0Y˜1 . . . Y˜p has Y
′
0Y
′
1 . . . Y
′
p as its leading principal submatrix.
Hence Cor. 4.2 yields the required interlacing relation in Theorem 2.7(b). It is also easy to see,
as at the end of Section 4.3.1, that det(Y˜0Y˜1 . . . Y˜p) > 0.
4.3.3 Proof of Theorem 2.7(c) (n a multiple of p+ 1)
Next we prove the interlacing between the zeros of Pk,n and Pk,n+p+1 in Theorem 2.7(c), still
assuming that n is a multiple of p+1. Observe that n+p+1 is also a multiple of p+1. Applying
exactly the same approach as in Section 4.3.1, we find that Pk,n+p+1 can be written as in the
right hand side of (4.22), where the blocks X˜j , Y˜j are now obtained from the blocks X
′
j , Y
′
j for
Pk,n in (4.17) by the formulas
X˜0 =
(
X ′0 −xe˜
0 0
)
, X˜j =
(
X ′j 0
0 −x
)
, j ∈ [1 : p],
with again e˜ denoting the kth last column of the identity matrix, and
Y˜j =
(
Y ′j 0
a∗e
T 1
)
, j ∈ [0 : p− k − 1],
Y˜j =
(
Y ′j e
0 a∗
)
, j ∈ [p− k : p],
with e denoting the last column of the identity matrix and with a∗ certain recurrence coefficients.
We can again apply Lemma 4.4(b). But the cyclic product Y˜0Y˜1 . . . Y˜p has Y
′
0Y
′
1 . . . Y
′
p as its lead-
ing principal submatrix. Cor. 4.2 then yields the required interlacing relation in Theorem 2.7(c).
4.3.4 Proof of Theorem 2.12 (n a multiple of p+ 1)
Next we prove the interlacing relations between the zeros of Pk,n and Pk,l,n in Theorem 2.12,
assuming that 1 ≤ k < l ≤ p and n is a multiple of p+1. Recall that Pk,l,n is the determinant of
the submatrix obtained by skipping the rows [0 : k−1] and the columns {n− l}∪ [n−k+1 : n−1]
of Hn − xIn. This leads to an iterated skipping process, allowing us to skip the rows (4.13) and
{n−(k−2)p−(k−1)}∪. . .∪[n−2p−k+1 : n−2p−3]∪[n−p−k+1 : n−p−2]∪[n−k+1 : n−1],
and the columns (4.14) and
{n−(k−1)p−k+1}∪. . .∪[n−2p−k+1 : n−2p−2]∪[n−p−k+1 : n−p−1]∪{n−l}∪[n−k+1 : n−1]
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in the matrix Hn − xIn. Then Pk,l,n can be written as in the right hand side of (4.22), where
the blocks X˜j , Y˜j are now obtained from the blocks X
′
j , Y
′
j for Pk,n in (4.17) by the formulas
X˜0 =
(
X ′0 −xe˜
)
, X˜j = X
′
j , j ∈ [1 : p− k], j 6= p− l + 1,
X ′p−l+1 =
(
X˜p−l+1 −xe
)
, X˜j =
(
X ′j 0
0 −x
)
, j ∈ [p− k + 1 : p],
and
Y˜j = Y
′
j , j ∈ [0 : p− k − 1], j 6= p− l,
Y ′p−l =
(
Y˜p−l e
)
,
Y˜p−k =
(
Y ′p−k e
)
,
Y˜j =
(
Y ′j e
0 a∗
)
, j ∈ [p− k + 1 : p],
with the notations e, e˜, a∗ as defined before.
There is now a complication for the block X˜p−l+1: this is a scalar multiple of the identity
matrix but with the last column skipped. Moreover, Y˜p−l is a submatrix of Y
′
p−l rather than the
other way around. We will resolve both issues by appending an extra row and column at the
end of some of the blocks in the matrix in the right hand side of (4.22). These extra rows and
columns will have a triangular structure and therefore will not influence the determinant (except
for a scalar factor), as we will see below. Here is the definition: we put
X̂p−l+1 :=
(
X˜p−l+1 −xe
)
,
thereby making this block square again. We also put
X̂0 :=
(
X˜0
0
)
, X̂j :=
(
X˜j 0
0 −x
)
, j ∈ [1 : p− l],
with the zeros denoting a row or column vector,
Ŷj :=
(
Y˜j 0
0 1
)
, j ∈ [0 : p− l − 1], Ŷp−l :=
(
Y˜p−l e
0 a
)
,
for an arbitrary constant a 6= 0, and
X̂j := X˜j , j ∈ [p− l+ 2 : p],
Ŷj := Y˜j , j ∈ [p− l + 1 : p].
As mentioned, the triangular structure of the added rows and columns implies that
det

X̂0 Ŷ0
0 X̂1 Ŷ1
. . .
. . .
X̂p−1 Ŷp−1
Ŷp X̂p
 = ±a det

X˜0 Y˜0
0 X˜1 Y˜1
. . .
. . .
X˜p−1 Y˜p−1
Y˜p X˜p
 . (4.24)
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(To see this, expand the determinant on the left-hand side of (4.24) along the last row of X̂0
and Ŷ0. This row has only one nonzero entry. This allows to delete this row and also the last
column of Ŷ0 and X̂1. Next we expand the new determinant along the last row of X̂1 and Ŷ1,
and so on.) So we can work with X̂j , Ŷj instead of X˜j , Y˜j .
Summarizing, Pk,l,n can be written as a constant times the left hand side of (4.24). Combining
the above descriptions, we see that the blocks X̂j, Ŷj are obtained from the blocks X
′
j , Y
′
j for
Pk,n in (4.17) by the formulas
X̂0 =
(
X ′0 −xe˜
0 0
)
, X̂j =
(
X ′j 0
0 −x
)
, j ∈ [1 : p− l] ∪ [p− k + 1 : p],
X̂j = X
′
j , j ∈ [p− l + 1 : p− k],
and
Ŷj =
(
Y ′j 0
0 1
)
, j ∈ [0 : p− l − 1],
Ŷp−l =
(
Y ′p−l
aeT
)
,
Ŷj = Y
′
j , j ∈ [p− l + 1 : p− k − 1],
Ŷp−k =
(
Y ′p−k e
)
,
Ŷj =
(
Y ′j e
0 a∗
)
, j ∈ [p− k + 1 : p].
Lemma 4.4(b) can be applied and yields
Pk,l,n(x) = cx
k(p−k)+k−l det
(
Ŷ0Ŷ1 . . . Ŷp − x
p+1
(
0 I
0k×k 0
))
, (4.25)
c 6= 0. But the principal leading submatrix of Ŷ0Ŷ1 . . . Ŷp is precisely the matrix Y ′0Y
′
1 . . . Y
′
p.
Taking into account that mk,n = k(p−k) if n is a multiple of p+1, we then obtain Theorem 2.12.
4.3.5 Modifications if n is not a multiple of p+ 1
If n is not a multiple of p+1, we can use the same ideas but with a few modifications. We focus
on the construction for Pk,n in Section 4.3.1. We can again write Pk,n as in (4.17). But now the
description of the blocks X ′j , Y
′
j depends on the residue q of n modulo p + 1, q ∈ [1 : p]. More
precisely, the number of rows and columns to be skipped at the top and at the left of each block
X ′j , Y
′
j , is exactly the same as in Section 4.3.1. But for the rows and columns at the bottom and
at the right of each block, the description that was given for X ′j , Y
′
j in Section 4.3.1 should now
be applied to X ′j+q, Y
′
j+q (where we view the subscripts modulo p+ 1).
The above description implies in particular that X ′0 =
(
0 −xI
)
, with k zero columns added
at its left, and X ′q =
(
−xI
0
)
, with k zero rows added at its bottom. All the other Xj are of the
form −xI. Thus we are not able to apply Lemma 4.4.
To get around this issue, we append k extra rows and columns in the top and/or left part of
some of the blocks. We set
X˜0 =
(
−xEk
X ′0
)
, X˜j =
(
−xIk 0
0 X ′j
)
, j ∈ [1 : q − 1],
X˜q =
(
0 X ′q
)
, X˜j = X
′
j , j ∈ [q + 1 : p],
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where Ek is the submatrix formed by the first k rows of the identity matrix, and
Y˜j =
(
Ik 0
0 Y ′j
)
, j ∈ [0 : q − 1]
Y˜j = Y
′
j , j ∈ [q : p].
Due to the triangular structure of the added rows and columns, they leave the determinant
invariant up to its sign. So we can replace the X ′j , Y
′
j by the X˜j , Y˜j .
The blocks X˜j are now all of the form −xI, except for X˜q which is of the form X˜q =(
0 −xI
0k×k 0
)
. To bring the matrix to the form required by Lemma 4.4, it suffices to apply
a cyclic block permutation. More precisely, we move each of the blocks X˜j , Y˜j , q positions to
the top and to the left (in a cyclic way, thus reappearing at the bottom or right of the matrix
when crossing the top or left matrix border respectively). We relabel the blocks in the permuted
matrix asX ′j , Y
′
j in the usual way. ThusX
′
j := X˜j+q and Y
′
j := Y˜j+q where we view the subscripts
modulo p+ 1.
Summarizing, we can write Pk,n as in (4.17), where the blocks X
′
j , Y
′
j have the form described
in Lemma 4.4. The blocks X ′j , Y
′
j will play exactly the same role as in Sections 4.3.1–4.3.4.
The above construction for Pk,n, can also be used for the matrices associated to Pk,n+1,
Pk,n+p+1 and Pk,l,n. The blocks in these matrices differ from those for Pk,n only in their bottom
right matrix corner. So the above modifications, which only affect a fixed number of top and
left rows and columns in each block, are exactly the same for each of these matrices. Since
the interlacing relations are obtained by comparing the bottom and right rows and columns, the
proofs in Sections 4.3.2–4.3.4 then carry on in exactly the same way as before.
The only effect of adding rows and columns at the top or at the left, is that it changes the sizes
of some of the blocks X ′j, Y
′
j . The sizes depend explicitly on the residue q of n modulo p+1. The
same then holds for the exponents of x yielded by Lemma 4.4. The details are straightforward.
Remark 4.5. To obtain the values formk,n in (2.16) and the fact that P˜k,n(0) 6= 0 in Theorem 2.7
with the above approach, one has to do a careful bookkeeping. Another approach for checking
these statements is to use (5.6) below. It suffices there to find the patterns s that yield the lowest
exponent of x in (5.6), which is a combinatorial exercise.
4.4 Interlacing for arbitrary Riemann-Hilbert minors
The techniques in Sections 4.3.4 and 4.3.5 can be used to prove the following result for arbitrary
Riemann-Hilbert minors. It generalizes Theorem 2.12.
Theorem 4.6. Consider the two-diagonal Hessenberg matrix Hn in (2.7), where n is sufficiently
large. Let k ∈ [0 : p− 1] and κ ∈ [0 : k− 1] and consider the polynomials Pn1(x) and Pn2(x) (cf.
(3.3)), with
n1 = (n0, . . . , nκ, n− k + κ+ 1, . . . , n− 1, n), (4.26)
n2 = (n0, . . . , nκ−1, n− k + κ, . . . , n− 1, n),
where
n− p ≤ n0 < n1 < · · · < nκ < n− k + κ, (4.27)
and the last k − κ (k − κ+ 1) components of n1 (n2) are taken consecutively.
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(a) We have
Pn1(x) = xmP˜n1(xp+1), Pn2(x) = xm+nκ−(n−k+κ)P˜n2(xp+1),
for some explicit m depending only on the residues of the indices n0, . . . , nκ, n modulo p+1.
The zeros of the above polynomials P˜ lie in R+ (R−) if k is even (odd).
(b) Denote by (yi)i=1,2,... and (xi)i=1,2,... the roots of P˜
n1(x) and P˜n2(x) respectively, counting
multiplicities and ordered by increasing modulus. We have the weak interlacing relation
0 ≤ |y1| ≤ |x1| ≤ |y2| ≤ |x2| ≤ . . . .
5 Normal family estimates
The goal of this section is to prove the following result.
Lemma 5.1. (Normal family:) Let k ∈ [0 : p] be fixed, and assume there exists an absolute
constant R > 0 so that
R−1 < an < R, n ≥ 0. (5.1)
Then for any compact set K ⊂ C\S+ (if k is even) or K ⊂ C\S− (if k is odd) and for any fixed
set of indices ij ∈ Z, j ∈ [0 : k], with
i0 < i1 < . . . < ik ≤ i0 + p, (5.2)
there exists a constant M > 0 so that for all x ∈ K and for all n we have
M−1 <
∣∣∣P (n+i0,n+i1,...,n+ik)(x)/Pk,n(x)∣∣∣ < M. (5.3)
Lemma 5.1 is proved in Section 5.2. In the proof we will need a combinatorial expansion of
the generalized eigenvalue determinant P (n0,n1,...,nk), to which we turn now.
5.1 Combinatorial expansion of generalized eigenvalue determinants
We start with a definition.
Definition 5.2. Let p ∈ N, k ∈ [0 : p] and n − p ≤ n0 < n1 < . . . < nk = n be fixed numbers.
A pattern is a sequence s = (sj)
n−1
j=0 such that sj ∈ {0, 1} for all j, with boundary conditions
s0 = . . . = sk−1 = 1, (5.4)
sj =
{
1, j = n0, n1, . . . , nk−1,
0, j ∈ [n− p : n− 1] \ {n0, n1, . . . , nk−1},
(5.5)
and such that the following rule holds:
Pattern rule: For each j ∈ [0 : n − p − 1] with sj = 1, exactly k out of the p numbers
sj+1, . . . , sj+p are equal to 1.
We denote with S the set of all such patterns s.
For example, if p = 4, k = 2 and (n0, n1, n2 = n) = (14, 15, 16) then the following sequence
is a pattern: (sj)
15
j=0 = (1, 1, 0, 1, 0, 1, 1, 0, 0, 1, 1, 1, 0, 0, 1, 1). For instance, note that s3 = 1 and
exactly 2 out of the 4 numbers {s4, s5, s6, s7} are equal to 1, namely the numbers s5 and s6.
For a pattern s ∈ S, write |s| =
∑n−p−1
j=0 sj . Thus |s| is the number of indices j ∈ [0 : n−p−1]
for which sj = 1. In the example above we have |s| = 8.
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Remark 5.3. Let s be a pattern and consider a group of p consecutive numbers (sj)
m−1
j=m−p,
p ≤ m ≤ n. Def. 5.2 easily implies that #{j ∈ [m− p : m− 1] | sj = 1} ∈ {k, k + 1}.
Remark 5.4. In the case k = 0, we understand that there is no initial condition (5.4), and (5.5)
reduces to ask sj = 0 for all j ∈ [n− p : n− 1].
Proposition 5.5. The generalized eigenvalue determinant P (n0,n1,...,nk) can be written as a sum
over patterns:
P (n0,n1,...,nk)(x) =
∑
s∈S
(−1)(p−k)|s|
n−p−1∏
j=0
a
sj
j
 (−x)(k+1)(n−k)−(p+1)|s|−q , (5.6)
where q :=
∑k−1
j=0 (n+ j − k − nj) ≥ 0.
Proof. In the proof we assume that k ≥ 1. Simpler arguments can be applied to prove (5.6)
in the case k = 0. By definition, P (n0,n1,...,nk)(x) is the determinant of the matrix obtained by
skipping rows 0, . . . , k − 1 and columns n0, . . . , nk−1 of the matrix Hn − xI, with n = nk. We
write this determinant as a signed sum over all permutations σ of length n− k:
P (n0,n1,...,nk)(x) =
∑
σ∈Sn−k
(−1)sign(σ)
(
n−1∏
i=k
(Hn − xI)i,σ(i)
)
(5.7)
where (Hn − xI)i,j denotes the (i, j) entry of Hn − xI and we view σ as a map σ : [k : n− 1]→
[0 : n − 1] \ {n0, n1, . . . , nk−1}, in the natural way. We will often find it convenient to use the
inverse map σ−1.
Since Hn−xI has only three nonvanishing diagonals, most of the terms in the sum (5.7) will
be zero. To have a nonzero term we must have σ−1(i) ∈ {i − 1, i, i + p} for all i. For such a
σ, we define a sequence (sj)
n−p−1
j=0 by sj = 1 if σ
−1(j) = j + p (meaning that the permutation
σ selects the entry (Hn − xI)j+p,j = aj) and sj = 0 otherwise. We define the boundary values
(sj)
n−1
j=n−p as in (5.5). We claim that this sets up a bijection between the permutations σ leading
to a nonzero term in (5.7), and the patterns s ∈ S.
To prove this assertion, consider the matrix obtained by skipping rows 0, . . . , k−1 of Hn−xI.
Its leading principal submatrix of size 2p− k+1 by p+1 can be partitioned in blocks as follows:
k p− k + 1
p− k
k
p− k + 1
 0 XA Y
0 B
 , (5.8)
where A = diag(a0, . . . , ak−1), B = diag(ak, . . . , ap), X =
−x 1. . . . . .
−x 1
, and Y has its
top right entry equal to −x and all its other entries equal to zero.
Observe that in each of the first k columns of (5.8) there is only one nonzero entry, being of
the form aj , j ∈ [0 : k − 1] in the block A. The permutation σ has to pick these entries. Hence
s0 = . . . = sk−1 = 1, consistent with (5.4). In particular, since we have to pick a0, we are not
allowed to choose the entry −x in the top right corner of the block Y .
Now in each of the first p− k rows of (5.8), σ has to pick either the entry −x or the entry 1
from the corresponding row of the block X . Since X is rectangular with one more column than
row, there will be one of the chosen entries in each of the columns of X except one. This means
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in turn that σ has to pick exactly one of the entries ak, . . . , ap of the block B in (5.8). So exactly
one of the numbers sk, . . . , sp equals 1 and the others equal zero.
Now let 0 ≤ j < i < n − p be two integers with sj = si = 1 and sj+1 = . . . = si−1 = 0.
Assume (by induction) that exactly k out of the p numbers sj+1, . . . , sj+p equal 1. By the above
paragraphs, this holds if j = 0. We will prove that exactly k out of the p numbers si+1, . . . , si+p
equal 1. Applying this argument iteratively, we will then obtain that (sj)
n−1
j=0 satisfies the pattern
rule (Def. 5.2).
By assumption we have that exactly k of the numbers sj+1, . . . , sj+p equal 1. By the definition
of i, this implies that exactly k − 1 of the numbers si+1, . . . , sj+p equal 1. So it will be enough
to show that exactly one of the numbers sj+p+1, . . . , si+p equals 1.
Consider the submatrix of Hn − xI obtained by extracting rows j + p, . . . , i+ p:
aj −x 1
aj+1 −x 1
. . .
. . .
. . .
ai−1 −x 1
ai −x 1
 . (5.9)
Note that the entry −x in the topmost row lies either in the same column or in a column to the
right of ai. This follows from our assumptions that exactly k ≥ 1 of the numbers sj+1, . . . , sj+p
equal 1, and sj+1 = · · · = si−1 = 0. Now since σ picks the entries aj and ai, the entries −x and
1 in the first and last row of (5.9) cannot be chosen. On the other hand, σ has to choose one
of the entries −x or 1 from each of the rows containing aj+1, . . . , ai−1 in (5.9). Since the block
formed by the entries −x and 1 lying between the two horizontal lines in (5.9) is rectangular
with one more column than row, there will be one of the chosen entries in each of its columns
(i.e., the columns [j + p+ 1 : i+ p]), except one. This implies in turn that σ has to pick exactly
one of the entries aj+p+1, . . . , ai+p. Thus exactly one of the numbers sj+p+1, . . . , si+p equals 1,
proving the claim of the above paragraph.
In the above argument we were tacitly assuming that [j+p+1 : i+p] is disjoint from the set
of skipped columns {n0, n1, . . . , nk−1} in the definition of P (n0,n1,...,nk). If this disjointness fails,
then similar arguments as above show that [j + p + 1 : i + p] must contain exactly one of the
indices n0, n1, . . . , nk−1, and again, exactly one of the numbers sj+p+1, . . . , si+p equals 1 (recall
(5.5)).
Summarizing, we have proved that each permutation σ leading to a nonzero term in (5.7)
defines a pattern s ∈ S with
sj = 1 if and only if σ
−1(j) = j + p, j ∈ [0 : n− p− 1]. (5.10)
Conversely, we claim that each pattern s ∈ S leads to a unique permutation σ satisfying (5.10)
and associated to a nonzero term in (5.7). We call σ the permutation induced by s ∈ S. To prove
its existence and uniqueness, let again j < i be two numbers with sj = si = 1, sj+1 = . . . =
si−1 = 0. As observed before, exactly one of the numbers sj+p+1, . . . , si+p equals 1; denote this
number by sl+p, for suitable l. Skipping the corresponding column in (5.9), the block formed
by the entries −x and 1 lying between the two horizontal lines in (5.9) then takes the form
diag(C,D) with
C =

−x 1
. . .
. . .
. . . 1
−x

(l−j−1)×(l−j−1)
, D =

1
−x
. . .
. . .
. . .
−x 1

(i−l)×(i−l)
.
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Note that both matrices C and D are square and triangular with nonzero diagonal entries. Hence
if σ is a permutation induced by s, then we should have σ−1(m) = m, for m ∈ [j+p+1 : l+p−1]
(so that σ picks the diagonal entries of C), and σ−1(m) = m− 1, for m ∈ [l + p + 1 : i + p] (so
that σ picks the diagonal entries of D). If we follow this rule consequently for all j < i with
sj = si = 1 and sj+1 = . . . = si−1 = 0, and use a similar reasoning near the top left matrix
corner (5.8), and near the bottom right matrix corner, then we will end up with the unique
permutation σ induced by s ∈ S. This proves the existence and uniqueness of σ.
Now let s ∈ S be a pattern with induced permutation σ. We claim that sign(σ) = (−1)(p−k)|s|.
To see this, recall that sign(σ) = (−1)K whereK is the number of pairs of column indices (j, i) in
[0 : n−1]\{n0, . . . , nk−1} with j < i and σ−1(j) > σ−1(i). Since σ−1(i) ∈ {i−1, i, i+p} for all i,
in our case K is the number of pairs of column indices (j, i) with j ∈ [0 : n−p− 1], i ∈ [j : j+p],
σ−1(j) = j + p (i.e., sj = 1) and σ
−1(i) ∈ {i − 1, i} (i.e., si = 0). But if j ∈ [0 : n − p − 1]
is such that sj = 1 then exactly p − k of the numbers sj+1, . . . , sj+p are 0, by Def. 5.2. Thus
K = (p− k)|s| and sign(σ) = (−1)(p−k)|s|, proving our claim.
Let again s ∈ S be a pattern with induced permutation σ. Let a, b, c be the number of indices
i ∈ [k : n− 1] with σ(i) = i − p, σ(i) = i and σ(i) = i + 1, respectively. Thus a, b, c denote the
number of entries of Hn − xI of the form aj , −x and 1, respectively, that are picked by σ. We
have the two relations
a+ b+ c = n− k, pa− c+
k−1∑
i=0
(i − ni) = 0. (5.11)
The first relation is obvious. The second one follows from
∑n−1
i=k (i − σ(i)) +
∑k−1
i=0 (i − ni) =
0, due to the facts that σ is a permutation and we are skipping the rows 0, 1, . . . , k − 1 and
columns n0, n1, . . . , nk−1 of Hn − xI. Now by adding the two relations in (5.11), we obtain
b = (k + 1)(n− k)− (p+ 1)a− q with q as in the statement of the proposition. This yields the
exponent of −x in (5.6). Putting together all the above observations, we obtain (5.6).
Next we state a technical lemma on the existence of patterns with prescribed initial part.
Lemma 5.6. Let p, k, n and K ≥ (p+1)(k+1)+ pk be positive integers and let (sj)
n−K
j=0 satisfy
(5.4), with sj ∈ {0, 1} for all j, and such that the pattern rule holds for all j ∈ [0 : n−K − p].
Then for any indices (nj)
k
j=0 with n− p ≤ n0 < n1 < . . . < nk = n one can assign the numbers
(sj)
n−1
j=n−K+1 such that (sj)
n−1
j=0 is a pattern with respect to these indices (Def. 5.2).
Proof. We will assume that K = K˜ := (p + 1)(k + 1) + pk; the case where K > K˜ is discussed
at the end of the proof.
Consider the group of p consecutive numbers (sj)
m
m−p+1 with m = n − K. Remark 5.3
implies that it has exactly k or k+1 entries equal to 1. Assume these entries are at the positions
m − p + ij, j ∈ [l : k], with l ∈ {0, 1} and 1 ≤ il < . . . < ik ≤ p. We define the next group of
p consecutive numbers (sj)
m+p
m+1 such that it has precisely k entries equal to 1, standing at the
positions m+ ij, j ∈ [1 : k]. This definition is valid since it satisfies the pattern rule.
Next, we define (sj)
m+2p
m+p+1 such that it has 1’s precisely at the positions m + p + i˜j with
i˜1 = 1 and i˜j = ij for j ∈ [2 : k]. In the next group (sj)
m+3p
m+2p+1 we put 1’s at the indices
m+ 2p+ îj with î1 = 1, î2 = 2 and îj = ij , j ∈ [3 : k]. We repeat this procedure until we arrive
at (sj)
m+(k+1)p
m+kp+1 with 1’s at its first k positions and zeros elsewhere. We also define each of the
numbers (sj)
m+(k+1)p+k
m+(k+1)p+1 as 1. These definitions are compatible with the pattern rule.
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Next, we use a similar strategy to arrive at the prescribed boundary conditions (5.5). Setting
m˜ := m + (k + 1)(p + 1), we know from the last paragraph that the group (sj)
m˜−1
m˜−p has 1’s
at its last k positions and zeros elsewhere. Then we define (sj)
m˜+p−1
m˜ with 1’s at the position
m˜+p+n0−n and at its last k−1 positions. Next, we define (sj)
m˜+2p−1
m˜+p with 1’s at the positions
m˜ + 2p + n0 − n, m˜ + 2p + n1 − n and at its last k − 2 positions. Repeating this process, we
end up with (sj)
m˜+kp−1
m˜+(k−1)p having 1’s at the positions m˜+ kp+ nj − n, j ∈ [0 : k − 1], and zeros
elsewhere. These definitions are compatible with the pattern rule. Moreover, one checks that
m˜+ kp+ nj − n = nj , m˜+ kp− 1 = n− 1.
So we obtain the desired boundary condition (5.5).
Finally, if K > K˜ := (p+1)(k+1)+ pk then we arbitrarily assign the numbers (sj)
n−K˜
j=n−K+1
so that the pattern rule is satisfied. We then use the extended sequence (sj)
n−K˜
j=0 and proceed in
exactly the same way as before.
5.2 Proof of Lemma 5.1
We write (5.6) in the form
P (n0,n1,...,nk)(x) = (−x)(k+1)(n−k)−q
∑
s∈S
(−1)(k+1)|s|
n−p−1∏
j=0
a
sj
j
 y−|s|, (5.12)
with y := xp+1. Suppose that k is odd and y = xp+1 ∈ R+. Then in the above sum, each term
is real and positive and hence no cancelation can occur. The same happens if k is even and
y = xp+1 ∈ R−.
Consider the ratio of polynomials in (5.3). Both the numerator and denominator can be
written as in (5.12). Let s = (sj)
n+ik−1
j=0 be a pattern corresponding to the indices n+i0, . . . , n+ik.
Lemma 5.6 implies that there exists a pattern s˜ = (s˜j)
n−1
j=0 corresponding to the indices [n−k+1 :
n] such that s˜j = sj for all j ∈ [0 : n−K], with K = max{(k+ 1)(p+1)+ kp,−ik +1}. Clearly
there are only finitely many such patterns s˜ (or s) with prescribed initial part (s˜j)
n−K
j=0 (or
(sj)
n−K
j=0 ). Now for each fixed y ∈ C \ {0} there exists a constant M > 0 so that
M−1 <
∣∣∣∣∣∣
y−|s| n+ik−p−1∏
j=0
a
sj
j
 /
y−|s˜| n−p−1∏
j=0
a
s˜j
j
∣∣∣∣∣∣ < M, (5.13)
uniformly in n. This is because the products in the numerator and denominator are equal except
for at most a finite number (independent of n) of factors aj and y, and in view of (5.1). We
conclude that for each fixed x ∈ S+ \ {0} (if k is odd) or x ∈ S− \ {0} (if k is even) there is a
(new) constant M > 0 so that
M−1 <
∣∣∣P (n+i0,n+i1,...,n+ik)(x)/Pk,n(x)∣∣∣ < M, (5.14)
uniformly in n. This is due to the termwise estimate (5.13) and our earlier observation that the
terms in (5.12) are all real with fixed sign. This already gives us a normal family estimate on
compact sets of S+ \ {0} (if k is odd) or S− \ {0} (if k is even).
To obtain the full statement of Lemma 5.1, we recall the interlacing relation for the generalized
eigenvalues in Theorem 4.6. With the notations n1, n2 as in (4.26), Theorem 4.6 yields the partial
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fraction decomposition
P˜n2(x)/P˜n1(x) = α0 +
∑
i=1,2,3,...
αi/(x− yi), (5.15)
where the numbers α1, α2, . . . all have the same sign, which is also the sign of α0 if k is odd, or
minus the sign of α0 if k is even. For convenience we will assume that k is odd. In view of (5.14)
we already know that the left hand side of (5.15) is uniformly bounded in n for each fixed point
x ∈ R+ \ {0}. Fix such an x. In view of the above observations we have
|α0| < M,
∑
i=1,2,3,...
|αi|/dist(x, yi) < M,
uniformly in n, where dist is the Euclidean distance and we used that x > 0, yi ≤ 0 and all terms
in (5.15) have positive sign. But now for any compact set K′ ⊂ C\R− there exists R > 0 so that
R−1 < |dist(x, yi)/dist(t, yi)| < R, for all t ∈ K
′ and yi ∈ R−.
This now easily implies that ∣∣∣P˜n2(t)/P˜n1(t)∣∣∣ < M,
for a new M > 0 and for all t ∈ K′, uniformly in n. This already shows that the family of ratios
(5.15) is normal on C \R−. Applying (5.14) two times for appropriate indices, we know that for
each t > 0 there exists a constant M ′ > 0 such that∣∣∣P˜n2(t)/P˜n1(t)∣∣∣ > M ′,
for all n. This observation and Hurwitz’ theorem imply that for any compact set K′ ⊂ C \ R−,
the functions (5.15) are also uniformly bounded from below on K′ by a positive constant. This
proves (5.3) for the ratios Pn2(t)/Pn1(t). Similarly, using Theorem 2.7(b) we obtain
M−1 < |Pk,n(t)/Pk,n+1(t)| < M, (5.16)
for all t in a compact K ⊂ C \ S−, uniformly in n. But now the ratio of polynomials in (5.3)
can be written as a product of finitely many ratios of the form (5.16) or Pn2(t)/Pn1(t), or their
inverses, recall (4.26). This yields Lemma 5.1. 
Remark 5.7. The proof of Lemma 5.1 simplifies considerably when k = 0 or k = p. This is because
in the former case we deal with the polynomials Qn(x), whose zeros are uniformly bounded on
S+, while in the latter case the numerator and denominator in (5.3) are simply constants.
6 Proof of the Widom-type formula
In this section we prove Theorem 2.14. For ease of exposition let us assume for the moment that
the period r is sufficiently large: r ≥ p. The condition (2.23) implies that H is a tridiagonal
block Toeplitz operator
H =

B0 B−1
B1 B0 B−1
B1 B0
. . .
. . .
. . .
 , (6.1)
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where the blocks Bk are of size r × r and given by
B0 =

b
(0)
0 1 0
...
. . .
. . .
b
(p)
0
. . .
. . .
. . .
. . . 1
0 b
(p)
r−p−1 . . . b
(0)
r−1

, B1 =

0 . . . b
(p)
r−p . . . b
(1)
r−1
...
. . .
. . .
...
...
. . . b
(p)
r−1
...
. . .
...
0 . . . . . . . . . 0

, (6.2)
B−1 =
(
0 0
1 0
)
r×r
, (6.3)
where 0 denotes either a row or a column vector and the 0 in the top right corner is a square
matrix of size r − 1. The symbol F (z, x) of the block Toeplitz matrix (6.1) is defined as [6, 30]
F (z, x) = B−1z
−1 +B0 +B1z − xIr ,
where Ir is the identity matrix of size r. One checks that this definition coincides with (2.24).
In fact, a similar reasoning can be used also if r < p [7, Sec. 4].
The determinant of a banded block Toeplitz matrix is given by the next result.
Lemma 6.1. (Widom’s determinant identity:) Under the assumptions of Theorem 2.14, we
have for all n sufficiently large that
Qrn(x) := det(xIrn −Hrn) =
p∑
k=0
Ck(x)(zk(x))
−n−1, (6.4)
with
Ck(x) = det
(
1
2πi
∫
σ
F (z, x)−1
dz
z
)
, (6.5)
where F (z, x) is the symbol (2.24) and σ is an arbitrary, clockwise oriented, closed Jordan curve
enclosing z = 0 and the point zk(x), but none of the other points zj(x), j ∈ [0 : p], j 6= k.
Lemma. 6.1 follows by specializing Widom’s result [30, Theorem 6.2] to the present setting.
We now find a more explicit form for the coefficients Ck(x).
Lemma 6.2. Under the assumptions of Lemma. 6.1, we have
Ck(x) =
(−1)r
fp
detF r−1,0(zk(x), x)∏
j 6=k(zk(x) − zj(x))
, k ∈ [0 : p]. (6.6)
Proof. We start from formula (6.5). Note that this formula involves the matrix
F˜ (z, x) := F (z, x)−1,
which can be written in entrywise form as F˜ (z, x) = (F˜i,j(z, x))
r−1
i,j=0 with
F˜i,j(z, x) = (−1)
i+j detF
j,i(z, x)
detF (z, x)
, i, j ∈ [0 : r − 1], (6.7)
thanks to the well-known cofactor formula for the inverse of a matrix.
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Now we consider in more detail the numerator and denominator of (6.7). For the denominator
we have
detF (z, x) ≡ f(z, x) = (−1)r−1z−1 +O(1), z → 0,
by virtue of (1.11)–(1.13) and (2.24). For the numerator we have
(detF i,j(z, x))r−1i,j=0 =
(−1)r
z
(
0 R
0 0
)
+O(1), z → 0,
where each 0 is a row or column vector and where R is an upper triangular matrix with 1’s on
the diagonal. Indeed, this follows due to the particular form of (2.24), (1.12). Observe that in
the matrix F (z, x), the entries with index (i, j) with j ≥ i + 2 are of order O(z) as z → 0. This
explains the upper triangularity of R. Secondly, the presence of 1’s in the first super-diagonal
of F (z, x) and of 1/z in the bottom left corner of the same matrix implies that for j = i + 1,
detF i,j(z, x) = (−1)r/z +O(1) as z → 0.
Inserting the above expressions in (6.7), we obtain
F˜ (z, x) =
(
0 R˜
0 0
)T
+O(z), z → 0, (6.8)
for a new upper triangular matrix R˜ with 1’s on the diagonal, where T denotes the transpose.
We also need the behavior of F˜ (z, x) for z → zk(x). Note that
f(z, x) =
fp
z
p∏
t=0
(z − zt(x)),
see (1.13)–(1.14). Hence from (6.7) we have
F˜i,j(z, x) =
(−1)i+j
fp
z
z − zk(x)
detF j,i(z, x)∏
t6=k(z − zt(x))
, (6.9)
for i, j ∈ [0 : r − 1]. The factor z − zk(x) in the denominator of (6.9) shows that F˜i,j(z, x) can
have a simple pole at z = zk(x). Widom [30, Sec. 6] observed that the matrix with the residues,(
Resz=zk(x) F˜i,j(z, x)
)r−1
i,j=0
, (6.10)
is a rank-one matrix.
Now we can finish the proof of the lemma. With the contour σ as in the statement of
Lemma 6.1, we find from (6.8) and the residue theorem that
1
2πi
∫
σ
F˜ (z, x)
dz
z
= −
(
0 R˜
0 0
)T
−
1
zk(x)
(
Resz=zk(x) F˜i,j(z, x)
)r−1
i,j=0
.
Since (6.10) is a rank-one matrix, simple linear algebra then shows that
det
(
1
2πi
∫
σ
F˜ (z, x)
dz
z
)
= −
1
zk(x)
Resz=zk(x) F˜0,r−1(z, x).
Using (6.9), we conclude that
det
(
1
2πi
∫
σ
F˜ (z, x)
dz
z
)
=
(−1)r
fp
detF r−1,0(zk(x), x)∏
j 6=k(zk(x)− zj(x))
,
Comparing this with (6.5), we obtain the desired formula (6.6).
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Proof of Theorem 2.14. For ease of reference in the next section, we will give the proof for the
case of a two-diagonal Hessenberg matrix (2.6). It will be clear that the same proof also works
for a general Hessenberg matrix (2.12). From (2.8) we have
0 . . . 0 arn−1−p . . . −x 1
...
...
. . .
. . .
. . .
0 0 arn−1 . . . −x 1
...
...
. . .
. . .
. . .
0 . . . 0 arn+r−2−p . . . −x 1


Qrn−r(x)
...
Qrn−1(x)
...
Qrn+r−1(x)
 = 0,
(6.11)
where the matrix multiplying the column vector, which we call M(x), is of size r × 2r. Let us
denote by Bn(x) and Cn(x) the matrices formed by the first r columns and last r columns of
M(x), respectively, i.e.
Bn(x) =

arn−p−1 −x
0
. . .
arn−1
0 0
 , Cn(x) =

1
−x
. . .
. . .
. . .
arn
. . .
. . .
. . .
. . .
. . .
arn+r−p−2 −x 1

,
(6.12)
where 0 denotes zero blocks of appropriate sizes, such that the last r − p− 1 rows and the first
r − p− 1 columns of Bn(x) are zero. Here we are assuming that r ≥ p + 1; the case r ≤ p will
be discussed in Remark 6.4. Using the vectorial notation
Qn(x) := (Qrn(x), . . . , Qrn+r−1(x))
T
, (6.13)
we then write the recurrence (6.11) as
Qn(x) = An(x)Qn−1(x), with An(x) := −C
−1
n (x)Bn(x), (6.14)
for n ≥ 1. Now the periodicity assumption arn+j ≡ bj implies that Bn(x) =: B(x), Cn(x) =:
C(x) and An(x) =: A(x) are all independent of n. By repeatedly using (6.14), this yields
Qn(x) = A(x)
nQ0(x). (6.15)
Assume that λ is a non-zero eigenvalue of A(x). Then det(B(x) + λC(x)) = 0. But now
B + λC =

λ br−p−1 −x
−λx
. . .
. . .
. . .
. . . br−1
λb0
. . .
. . .
. . .
. . .
. . .
λbr−p−2 −λx λ

.
If we perform the following operations to B(x) + λC(x): divide rows 2 to r by λ, move row
1 to the bottom and move rows 2 to r one level up, the resulting matrix is exactly F (1/λ, x).
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Therefore detF (1/λ, x) = 0 and λ = 1/zk(x) for some k ∈ [0 : p]. In conclusion, the non-zero
eigenvalues of A(x) are given by 1/zk(x), k ∈ [0 : p]. Since the first r − p − 1 columns of A(x)
are zero, 0 is also an eigenvalue of A(x), with multiplicity r − p− 1.
The eigenspace of A(x) associated with the eigenvalue 1/zk(x) is one-dimensional and coin-
cides with the nullspace of F (zk(x), x). By Cramer’s rule it is easy to see that this subspace is
spanned by the vector
vk(x) =
(
detF r−1,0(zk(x), x),− detF
r−1,1(zk(x), x), . . . , (−1)
r−1 detF r−1,r−1(zk(x), x)
)T
,
(6.16)
for any k ∈ [0 : p], whenever the vector (6.16) is nonzero.
Let us show that the first component of vk(x) is zero for only finitely many x. Let R be
the compact Riemann surface associated to the algebraic equation f(z, x) = 0 whose roots are
the functions zk(x). The collection of functions detF
r−1,0(zk(x), x), k ∈ [0 : p], can be seen as
a single meromorphic function defined on R. (It has poles at infinity, see also [29]). Now [7,
Lemma 5.5] (see also [7, Lemma 5.6]) shows that R is connected. Hence the above meromorphic
function cannot be identically zero since this would imply by (6.4) and (6.6) that Qrn ≡ 0, clearly
contradictory. Hence, each function detF r−1,0(zk(x), x) has only finitely many zeros in C.
Now define the matrices
D(x) :=diag(z0(x)
−1, z1(x)
−1, . . . , zp(x)
−1, 0, . . . , 0)r×r,
V (x) := (v0(x),v1(x), . . . ,vp(x), e1, . . . , er−p−1)r×r ,
where ei denotes the standard column unit vector of index i. Then A(x) = V (x)D(x)V
−1(x),
and so (6.15) gives
Qn(x) = V (x)D(x)
nV −1(x)Q0(x). (6.17)
We already know the expression of Qrn, see (6.4) and (6.6). This allows us to find that the
first p+ 1 components of the vector V −1(x)Q0(x) are
(−1)r
fp
1∏
i6=0(z0(x)− zi(x))
z0(x)
−1, . . . ,
(−1)r
fp
1∏
i6=p(zp(x) − zi(x))
zp(x)
−1.
From this observation and (6.17), the desired formula (2.25) follows immediately.
We have actually shown that (2.25) is valid for all points x ∈ C satisfying two conditions,
namely that the roots zk(x), k ∈ [0 : p] are pairwise distinct, and the vectors vk(x), k ∈ [0 : p],
are all nonzero. The collection of points in C for which the first condition holds but the second
fails is finite, as we have already seen. By continuity it is clear that formula (2.25) is also valid
for the exceptional points in this finite set.
With (2.25) at our disposal, we can prove as before that the functions detF r−1,j(zk(x), x)
are zero for only a finite set of x ∈ C. Finally, to see that the same holds for each function
detF i,j(zk(x), x), apply formula (2.25) for the monic polynomials associated to the cyclically
permuted symbol Z−i−1F (z, x)Zi+1.
Remark 6.3. Let x ∈ C be such that the values zk(x), k ∈ [0 : p], are pairwise distinct. We
already observed that there are at most finitely many such x with the property that the vector
(6.16) is zero. For such x, vk(x) will always denote in the next section an eigenvector of A(x)
associated with the eigenvalue 1/zk(x).
Remark 6.4. To obtain (6.14) we assumed that r ≥ p + 1. If r ≤ p we proceed as follows. Let
m ∈ N be large enough so that r˜ := mr ≥ p+1. The matrix H , which is periodic of period r, can
also be viewed as a periodic matrix of period r˜. Let F˜ (z, x) be the associated symbol. Linear
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algebra shows that the roots z˜k(x) of det F˜ (z, x) = 0 are given by z˜k(x) := zk(x)
m, k ∈ [0 : p].
Moreover, the null space vector v˜k(x) such that F˜ (z˜k(x), x)v˜k(x) = 0 can be constructed as
follows. With vk denoting the vector of length r in (6.16), we define the vector v˜k of length r˜ by
v˜k(x) =
(
vk(x)
T , zk(x)
−1vk(x)
T , . . . , zk(x)
−m+1vk(x)
T
)T
. (6.18)
With this vector (6.18) playing the role that was played before by vk(x), the above proof goes
through in exactly the same way as before. This leads again to the same formula (2.25).
7 Ratio and weak asymptotics of Riemann-Hilbert minors
7.1 Generalized Poincare´ theorem
The following result is contained in [21], see also [27]. It is closely related to the theory of Krylov
subspaces and subspace iteration in numerical linear algebra.
Lemma 7.1. (Generalized Poincare´ theorem:) Assume that (An)
∞
n=1, A are nonsingular matrices
of size m×m, m ∈ N, and A = limn→∞An. Suppose that A is diagonalizable with eigenvalues
{λi}mi=1 satisfying
|λ1| > |λ2| > · · · > |λm| > 0.
Let v1, . . . ,vm be eigenvectors associated to the eigenvalues λ1, . . . , λm, respectively. Let (un)
∞
n=0
be a sequence of column vectors with u0 6= 0, generated by the recurrence
un = Anun−1, n ≥ 1.
Then there exists a sequence of complex numbers (cn)n such that cnun → vj, for some j ∈ [1 : m].
We need a multi-column version of Lemma 7.1.
Lemma 7.2. Under the same assumptions of Lemma 7.1, let (Un)
∞
n=0 be a sequence of matrices
of size m× l, l ∈ [1 : m], with U0 having linearly independent columns, such that
Un = AnUn−1, n ≥ 1.
Then there exists a sequence (Cn)
∞
n=0 of invertible, upper triangular matrices of size l × l such
that
lim
n→∞
UnCn = (vj1 ,vj2 , . . . ,vjl),
the matrix with columns vj1 , . . . ,vjl , where j1, . . . , jl are l distinct indices in [1 : m]. Here the
limit is defined entrywise.
Proof. We prove this lemma by induction on l. For l = 1 it reduces to Lemma 7.1. Let us assume
as induction hypothesis that the result holds for the index l− 1. Thus there exists a sequence of
upper triangular, invertible matrices Cn of size l− 1 such that, if we write
Mn := (u
(1)
n , . . . ,u
(l−1)
n )Cn, (7.1)
with u
(i)
n denoting the ith column of Un, then
lim
n→∞
Mn = (vj1 ,vj2 , . . . ,vjl−1), (7.2)
where j1, . . . , jl−1 are distinct indices in [1 : m].
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For n large enough, there exists a unique column vector dn such that the vector
wn := u
(l)
n +Mndn ∈ C
m (7.3)
does not have a contribution from the vectors vj1 ,vj2 , . . . ,vjl−1 , i.e., if we write wn in terms of
the basis {vi}mi=1 of C
m, then the coefficients multiplying vj1 , . . . ,vjl−1 are zero. To see this,
observe that finding the coefficients of dn amounts to solve a non-homogeneous linear system
whose coefficient matrix tends to the identity matrix, thanks to (7.2). Observe that wn 6= 0
for all n, because otherwise we would have a linear dependency between the columns of Un and
therefore (by the recursion Un = AnUn−1 with An nonsingular) between the columns of U0,
contrary to the assumptions of the lemma.
From (7.1), (7.3) and the recursion Un = AnUn−1 we have
Anwn−1 = u
(l)
n + (u
(1)
n , . . . ,u
(l−1)
n )Cn−1dn−1
= u(l)n +MnC
−1
n Cn−1dn−1
= wn +Mn
(
C−1n Cn−1dn−1 − dn
)
=: wn +Mnfn. (7.4)
Note that for n sufficiently large, fn is the unique column vector for which Anwn−1−Mnfn has no
contribution from the vectors vj1 ,vj2 , . . . ,vjl−1 . Equivalently, since the {vi}
m
i=1 are eigenvectors
for A, fn is the unique column vector for which (An −A)wn−1 −Mnfn has no contribution from
the vectors vj1 ,vj2 , . . . ,vjl−1 . This yields the estimate
|fn| ≤ c||An −A|| |wn−1| (7.5)
for a suitable constant c and for all n sufficiently large, on account of (7.2). Here we write | · |
for the Euclidean norm of a vector and || · || for the induced matrix norm.
Define
Bn := An −Mn
fnw
H
n−1
wHn−1wn−1
,
with wHn−1 denoting the conjugate transpose of wn−1. From (7.4) we get
Bnwn−1 = wn
while (7.2), (7.5) and the fact that An → A imply that
||Bn −An|| → 0, n→∞.
We can now apply Lemma 7.1 to the matrices (Bn)n and the vectors (wn)n. This yields a
sequence of nonzero constants (cn)n such that cnwn → vjl for a certain index jl ∈ [1 : m]. By
the very construction of wn we have that jl 6∈ {j1, . . . , jl−1}. The definition of the new sequence
of upper triangular matrices of size l × l is obvious.
7.2 Ratio and weak asymptotics of Riemann-Hilbert minors
We will apply Lemma 7.2 to the polynomials Qn generated by the three-term recurrence (1.1),
xQn(x) = Qn+1(x) + an−pQn−p(x), n ≥ p. (7.6)
We will assume that the recurrence coefficients an are asymptotically periodic with period r ∈ N,
where we may assume without loss of generality that r ≥ p+ 1. The case r ≤ p can be handled
by enlarging the period and/or by using Remark 6.4.
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We write the recurrence relation in matrix-vector form as (6.14), recalling (6.12)–(6.13). Since
the recurrence coefficients an are asymptotically periodic with period r, we have
lim
n→∞
(An(x), Bn(x), Cn(x)) = (A(x), B(x), C(x)), (7.7)
with A(x) := −C(x)−1B(x) and B(x), C(x) as in (6.12) but with arn+j replaced by bj, j ∈ [0 :
r − 1], and where the limits of the matrices are taken entrywise.
In the proof of Theorem 2.14 we observed that the matrix A(x) is closely related to the block
Toeplitz symbol F (z, x). More precisely, we showed that the non-zero eigenvalues of A(x) are the
inverted roots 1/zk(x), k ∈ [0 : p] and the corresponding eigenvectors vk(x) are given by (6.16)
(see also Remark 6.3). In addition the matrix A(x) has zero as an eigenvalue of multiplicity
r − p− 1.
The second kind functions Ψ
(k)
n are defined in (1.5). They satisfy the same recurrence relation
(7.6) for all n ≥ p. In analogy with (6.13) we set
Ψ(k)n (x) :=
(
Ψ(k)rn (x), . . . ,Ψ
(k)
rn+r−1(x)
)T
(7.8)
and we define the RH-type matrix
Un(x) :=
(
Qn(x) Ψ
(1)
n (x) . . . Ψ
(p)
n (x)
)
. (7.9)
Then the recurrence (6.14) extends to
Un(x) = An(x)Un−1(x), n ≥ 1. (7.10)
Note the similarity with Lemma 7.2. Hence the next result should not come as a surprise.
Proposition 7.3. Let Un(x) be the RH type matrix in (7.9). For any fixed x ∈ C \
⋃
j Γj, there
exists a sequence of invertible upper triangular matrices Cn(x) of size p+ 1 such that
lim
n→∞
(
Un−1(x)
Un(x)
)
Cn(x) =
(
vj0 (x) . . . vjp(x)
z−1j0 (x)vj0 (x) . . . z
−1
jp
(x)vjp(x)
)
(7.11)
where (j0, . . . , jp) is a permutation of [0 : p] (depending on x), and with vk(x) defined in (6.16),
see also Remark 6.3.
Proof. Throughout the proof we will drop the x-dependence for convenience. We want to apply
the generalized Poincare´ theorem (Lemma 7.2) to the recurrence (7.10). Recall that only the
last p + 1 columns of An are nonzero. So the matrix An could have zero as an eigenvalue (of
multiplicity r − p − 1), contrary to the assumptions of Lemma 7.2. To resolve this issue, we
partition
Un =:
(
U˜n
Ûn
)
, vj =:
(
v˜j
v̂j
)
,
with U˜n and Ûn having r − p− 1 and p + 1 rows respectively, and similarly for v˜j and v̂j . We
also partition
An =:
(
0 A˜n
0 Ân
)
, A =:
(
0 A˜
0 Â
)
,
with Ân and Â square matrices of size p+ 1.
Recall that the nonzero eigenvalues of A are z−1j , j ∈ [0 : p], and the corresponding eigenvec-
tors are vj . With the above partitions, this yields
0 = (A− z−1j I)vj =
(
−z−1j I A˜
0 Â− z−1j I
)(
v˜j
v̂j
)
, (7.12)
for all j ∈ [0 : p]. In particular, the matrix Â is diagonalizable with z−1j as eigenvalues, j ∈ [0 : p],
and the corresponding eigenvectors are v̂j (note also that (7.12) implies v̂j 6= 0).
The recursion (7.10) becomes(
U˜n
Ûn
)
=
(
0 A˜n
0 Ân
)(
U˜n−1
Ûn−1
)
. (7.13)
In particular,
Ûn = ÂnÛn−1, n ≥ 1. (7.14)
We can now apply Lemma 7.2 to the matrices (Ân)n and (Ûn)n. Observe that the matrices Ûn are
all nonsingular (and so the matrices Ân); in fact, det Ûn(x) is a nonzero constant (independent
of x), as it follows from Prop. 2.6. Lemma 7.2 yields a sequence of invertible upper triangular
matrices Cn such that
Ûn−1Cn →
(
v̂j0 . . . v̂jp
)
(7.15)
as n → ∞, for a certain permutation (j0, . . . , jp) of [0 : p]. (Note that we write Cn instead of
Cn−1.) Applying (7.14) and (7.15) we then get
ÛnCn = ÂnÛn−1Cn →
(
z−1j0 v̂j0 . . . z
−1
jp
v̂jp
)
,
as n → ∞, where we used that Ân → Â and v̂j is an eigenvector of Â for the eigenvalue z
−1
j .
On the other hand, from the first block row of (7.13) we have
U˜nCn = A˜nÛn−1Cn → A˜
(
v̂j0 . . . v̂jp
)
=
(
z−1j0 v˜j0 . . . z
−1
jp
v˜jp
)
,
as n→∞, where the equality follows from the first block row of (7.12). Finally,
U˜n−1Cn = A˜n−1Ûn−2Cn = A˜n−1(Ân−1)
−1Ûn−1Cn →
(
v˜j0 . . . v˜jp
)
.
Combining the above limits, the proposition is proved.
In principle, the indices j0, . . . , jp in Prop. 7.3 could depend on x. We will see further that
this is not the case; in fact we have j0 = 0, j1 = 1, and so on.
Fix k ∈ [0 : p]. Taking determinants of suitable (k + 1)× (k + 1) minors of (7.11) and using
the fact that Cn is upper triangular, we find that
lim
n→∞
Bk,rn−1(x) cn(x) = (−1)
k(k+1)/2 det
(
v′j0(x), . . . ,v
′
jk(x)
)
, (7.16)
lim
n→∞
Bk,rn+r−1(x) cn(x) = (−1)
k(k+1)/2
(
z−1j0 . . . z
−1
jk
)
det
(
v′j0 (x), . . . ,v
′
jk
(x)
)
, (7.17)
for any fixed x ∈ C \
⋃
j Γj , where cn denotes the determinant of the principal (k + 1)× (k + 1)
submatrix of Cn, and where the vector v
′
j consists of the last k+1 entries of vj . For convenience
we introduce the following notation:
Sk :=
{
S+, for k even, k ∈ [0 : p],
S−, for k odd, k ∈ [0 : p].
(7.18)
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Lemma 7.4. Let k ∈ [0 : p], and let x be a fixed point in C\ (
⋃
j Γj ∪Sk). Then in (7.16)–(7.17)
we have
det
(
v′j0(x), . . . ,v
′
jk
(x)
)
6= 0. (7.19)
Proof. Let v̂j consist of the last p+ 1 rows of vj , as in the proof of Prop. 7.3. Recall that the
columns of the matrix
(v̂j0(x), . . . , v̂jk(x)) (7.20)
are linearly independent, since they are eigenvectors corresponding to distinct eigenvalues of the
matrix Â (see the proof of Prop. 7.3). In particular, there exist k + 1 row indices such that the
minor obtained by selecting these rows in (7.20) is nonzero. Denoting the value of this minor
with κ(x) 6= 0 and taking the determinant of the corresponding (k+1)× (k+1) minor in (7.11),
we get
lim
n→∞
B(n0,n1,...,nk)(x) cn(x) = ±κ(x) 6= 0,
for suitable indices ni with rn − p − 1 ≤ n0 < n1 < . . . < nk ≤ rn − 1, with again cn the
determinant of the principal (k+1)× (k+1) submatrix of Cn. Comparing this to (7.16), we get
lim
n→∞
Bk,rn−1(x)/B
(n0,n1,...,nk)(x) = ± det
(
v′j0(x), . . . ,v
′
jk
(x)
)
/κ(x).
Now if (7.19) fails, then this limit would be zero, thereby contradicting Lemma 5.1 (see also
(3.4)).
Remark 7.5. The above proof shows that any (k + 1)× (k + 1) minor of(
vj0 (x) . . . vjk(x)
z−1j0 (x)vj0 (x) . . . z
−1
jk
(x)vjk (x)
)
,
obtained by selecting k + 1 rows with the difference between the smallest and largest row index
not exceeding p, is nonzero if x ∈ C \ (
⋃
j Γj ∪ Sk). Also recall Remark 6.3.
By Lemma 7.4, we can take the ratio of (7.16) and (7.17) and get the pointwise limit
lim
n→∞
Bk,rn−1(x)/Bk,rn+r−1(x) = zj0(x) . . . zjk(x), x ∈ C \
(⋃
j
Γj ∪ Sk
)
.
Similar arguments can be applied for the other residue classes modulo r, showing that
lim
n→∞
Bk,n(x)/Bk,n+r(x) = zj0(x) . . . zjk(x), x ∈ C \
(⋃
j
Γj ∪ Sk
)
. (7.21)
Proposition 7.6. In Prop. 7.3 we have for any fixed x ∈ C \ (S+ ∪ S−),
(j0, . . . , jp) = (0, . . . , p). (7.22)
Prop. 7.6 will be proved in Section 7.3. In the latter section we also prove Theorem 2.2, in
particular we show that Γk ⊂ Sk for all k ∈ [0 : p]. Note that we did not use Theorem 2.2 so far.
Lemma 5.1 and (7.21)–(7.22) imply that, uniformly on compact subsets of C \ Sk,
lim
n→∞
Bk,n(x)/Bk,n+r(x) = z0(x) . . . zk(x). (7.23)
We are now ready for the
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Proof of Theorem 2.1. For any measure µ in C denote its logarithmic potential Uµ(x) as
Uµ(x) = −
∫
log |x− s| dµ(s). (7.24)
We will prove formula (2.2) for each sequence µk,n with n of the form rm+ l, l ∈ [0 : r− 1] fixed.
Denote with κn the leading coefficient of the polynomial Bk,n(x). We have uniformly for x in
compact subsets of C \ Sk that
lim
n→∞
(
Uµk,n(x) −
1
n
log |κn|
)
= − lim
n→∞
1
n
log |Bk,n(x)|
= − lim
m→∞
1
rm+ l
m∑
j=1
log |Bk,rj+l(x)/Bk,r(j−1)+l(x)| =
1
r
log
k∏
j=0
|zj(x)| = U
µk(x) + c, (7.25)
with c a constant independent of x, and µk the measure in (1.19). Here the first equality is
obvious from the definitions (7.24) and (2.1), the second one follows by telescopic cancelation,
the third one follows by (7.23) and the fourth one by [7, Prop. 5.10]. It is easy to see that
log |κn|/n is bounded from below as a function of n, due to (5.1) and Prop. 5.5.
Let C0(Sk) denote the space of continuous functions on the star Sk that vanish at infinity.
Since ‖µk,n‖ ≤ (p− k)/p for all n (cf. Lemma 1.2), it follows from the Banach-Alaoglu theorem
that we can extract a subsequence from µk,n that converges in the weak-star topology to a finite
measure ν supported on Sk. Let x0 ∈ C \ Sk be a fixed point. From the weak-star convergence
and (7.25) we deduce that for every x ∈ C \ Sk,∫
log
∣∣∣∣x0 − sx− s
∣∣∣∣ dν(s) = Uµk(x)− Uµk(x0) = 1r Re( log
k∏
j=0
zj(x)
)
+ c˜, (7.26)
where log
∏k
j=0 zj(x) is a holomorphic branch of the logarithm of
∏k
j=0 zj(x) and c˜ is some
constant. Note that φ(s) := log
∣∣∣x0−sx−s ∣∣∣ ∈ C0(Sk), so the weak-star convergence indeed applies.
We claim that ∫
Sk
log(1 + |s|) dν(s) <∞. (7.27)
This will be justified at the end of the proof and now we complete the argument as follows.
From (7.27) we obtain that Uν is well-defined and superharmonic in C, and in particular we can
replace the first integral in (7.26) by Uν(x)− Uν(x0). Note also that the last relation in (7.25),
which is in fact valid for all x ∈ C, implies that Uµk is continuous everywhere in the complex
plane. This in turn implies, using (7.26) and the superharmonicity of Uν , that Uν is bounded
on every compact segment of Sk. Now we are in a position to apply Theorem II.1.4 from [25],
which gives µk = ν.
Now we justify (7.27). This is equivalent to say that Uν(x) > −∞ for any fixed x ∈ C \ Sk.
It is clear that we can construct a non-increasing sequence of functions (km(y))m∈N in C0(Sk)
satisfying km(y) = log (1/|x− y|) whenever log(1/|x− y|) ≥ −m and km(y) ≥ −m for all y ∈ Sk.
Applying a standard monotone convergence theorem argument to this sequence km together with
(7.25) and the weak-star convergence to ν, it is easy to deduce that Uν(x) ≥ Uµk(x) + c, for
some other constant c.
Summarizing, we obtain that (2.2) is valid for every φ ∈ C0(Sk). Since ‖µk,n‖ ≤ (p − k)/p
and ‖µk‖ = (p− k)/p, the convergence in the weak-star topology of µk,n to µk implies that the
sequence µk,n is tight. This implies again by a standard argument that (2.2) is also valid for
bounded continuous functions on Sk.
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Remark 7.7. Due to the interlacing properties described in Theorem 4.6, it is easy to see that
the conclusion of Theorem 2.1 remains valid for the zeros of general Riemann-Hilbert minors
P (n+i0,n+i1,...,n+ik), with ij ∈ Z, j ∈ [0 : k], a fixed set of indices satisfying (5.2).
For later use, we state the next lemma.
Lemma 7.8. Fix 0 ≤ k < l ≤ p. Uniformly for x in compact subsets of C \ Sk, we have
lim
n→∞
Bk,l,rn(x)
Bk,rn(x)
=
∣∣∣∣∣∣∣∣∣
f˜0(z0(x), x) . . . f˜0(zk(x), x)
...
...
f˜k−1(z0(x), x) . . . f˜k−1(zk(x), x)
f˜l(z0(x), x) . . . f˜l(zk(x), x)
∣∣∣∣∣∣∣∣∣
/
∣∣∣∣∣∣∣∣∣
f˜0(z0(x), x) . . . f˜0(zk(x), x)
...
...
f˜k−1(z0(x), x) . . . f˜k−1(zk(x), x)
f˜k(z0(x), x) . . . f˜k(zk(x), x)
∣∣∣∣∣∣∣∣∣
,
(7.28)
where the functions f˜j(z, x) are defined in (8.16), and Bk,l,n(x) := B
(n−l,n−k+1,...,n−1,n)(x).
Denoting with A˜k the set of x ∈ C for which the denominator in (7.28) is zero, then the set A˜k
is finite. For any x ∈ A˜k \ Sk the right hand side of (7.28) has a removable pole at x.
Proof. Remark 7.5 shows that the determinants in the numerator and denominator in (7.28) are
both nonzero if x ∈ C\ (S+∪S−). For any fixed such x, we obtain (7.28) by taking determinants
of suitable submatrices in Prop. 7.3 (with ji = i for all i). Lemma 5.1 shows the convergence
holds uniformly on compact subsets of C \ Sk.
Finally, let us prove that A˜k is finite. LetR be the compact Riemann surface with (k+1)!
(
p+1
k+1
)
sheets which are labeled by the ordered (k + 1)-tuples (i0, i1, . . . , ik) in [0 : p]. On the sheet
(i0, i1, . . . , ik) we cut away all the sets Γij and Γij−1, j ∈ [0 : k]. If we cross such a cut, then we
move to the sheet labeled by (˜i0, i˜1, . . . , i˜k) where z˜ij is the analytic continuation of zij through
the cut. Now in the denominator of (7.28) we can replace the role of z0, . . . , zk by zi0 , . . . , zik .
The collection of all these functions yields a meromorphic function on R. Since we already know
that this function is not identically zero on the sheet (0, 1, . . . , k), it can indeed have only finitely
many zeros on that sheet. (Note that R can be disconnected; in that case we restrict ourselves
to the connected component(s) involving the sheet (0, 1, . . . , k)).
7.3 Proofs of Proposition 7.6 and Theorem 2.2
In this section we prove Prop. 7.6 and Theorem 2.2. Note that we did not use Theorem 2.2
prior to the statement of Prop. 7.6. Moreover, it is a general fact [7, Prop. 1.1] that each set Γk
associated to a Hessenberg matrix H consists of a finite union of analytic arcs.
For each k ∈ [0 : p], the sequence (Bk,n(x)/Bk,n+r(x))n for n tending to infinity converges
pointwise for x ∈ C \ (
⋃
j Γj ∪ Sk), by (7.21), and it is a normal family in C \ Sk by Lemma 5.1,
recall the definition of Sk in (7.18). Therefore, the convergence in (7.21) is in fact uniform on
compact subsets of C\Sk and the limit function zj0(x) . . . zjk(x) is analytic there. Applying this
observation subsequently for k ∈ [0 : p], we see that for each x ∈ C, there exists a permutation
(z˜j(x))
p
j=0 of the set (zj(x))
p
j=0 so that z˜0 is analytic in C \S+, z˜0z˜1 is analytic in C \S−, z˜0z˜1z˜2
is analytic in C \ S+, z˜0z˜1z˜2z˜3 is analytic in C \ S−, and so on (alternatingly with S+ and S−).
In fact z˜i := zji , i ∈ [0 : p]. We also deduce from (1.16) that as x→∞, z˜0(x) = x
−r +O(x−r−1)
and z˜j(x) = O(x
r/p), j ∈ [1 : p], since it is clear that for x sufficiently large, z˜0(x) = z0(x).
7.3.1 Proofs of Prop. 7.6 and Theorem 2.2(a)
The proof will proceed in a very similar way to the one in [8, Section 4]. For convenience, we
will list the main highlights of the proof but we will sometimes refer to [8] for the details. We
will assume without loss of generality that r is a multiple of p+ 1, see also Remark 7.10 below.
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We already observed that for each k ∈ [0 : p],
lim
n→∞
Bk,n(x)/Bk,n+r(x) = ± lim
n→∞
Pk,n(x)/Pk,n+r(x) = z˜0(x) . . . z˜k(x), x ∈ C \ Sk. (7.29)
It follows from (7.29) and Theorem 2.7(a) that the functions z˜i satisfy the symmetry property
z˜i(ωx) = z˜i(x), where ω = exp(2πi/(p+1)); recall that r is a multiple of p+1. In accordance to
this symmetry property, we define the functions
y˜k(x) = z˜k(x
1/(p+1)), k ∈ [0 : p],
where we take the principal branch of x1/(p+1). (By the symmetry property, the choice of the
branch is irrelevant.) Note that y˜k(x) is analytic in C \ R.
Let us introduce the notation
Rk := (−1)
k
R+, k ∈ [0 : p].
We now define a measure sk on Rk with density
dsk(x) =
1
2πi
p+ 1
r
(
y˜′k,+(x)
y˜k,+(x)
−
y˜′k,−(x)
y˜k,−(x)
)
dx, x ∈ Rk, (7.30)
k ∈ [0 : p− 1], where the prime denotes the derivative with respect to x, and where the + and −
subscripts stand for the boundary values obtained from the upper or lower half of the complex
plane, respectively. Note that the measure (7.30) is well-defined except for finitely many x, and
its density is integrable near each endpoint of its support [11]. We claim that sk is a real-valued
(possibly signed) measure on Rk with total mass
sk(Rk) :=
∫
Rk
dsk(x) =
p− k
p
, k ∈ [0 : p− 1]. (7.31)
Indeed, since the polynomials Pk,n (2.9) have real coefficients, it follows from (7.29) that z˜i(x¯) =
z˜i(x), where the bar denotes complex conjugation. This shows that sk is a real-valued measure.
For x ∈ C \ Rk, we have∫
Rk
dsk(t)
x− t
=
1
2πi
p+ 1
r
k∑
j=0
∫
Rk
1
x− t
(
y˜′j,+(t)
y˜j,+(t)
−
y˜′j,−(t)
y˜j,−(t)
)
dt = −
p+ 1
r
k∑
j=0
y˜′j(x)
y˜j(x)
, (7.32)
where in the first equality we used the fact that
∑k−1
j=0 y˜
′
j(x)/y˜j(x) = (log
∏k−1
j=0 y˜j(x))
′ is analytic
across Rk, and the second equality follows by contour deformation and the residue theorem. From
the behavior of the functions y˜j(x) near infinity we see that the right hand side of (7.32) behaves
as p−kp x
−1 + o(x−1) as x→∞. This implies (7.31).
We then obtain from (7.30)–(7.31) that
1
π
p+ 1
r
∫
Rk
Im
(
y˜′k,+(x)
y˜k,+(x)
)
dx =
p− k
p
, k ∈ [0 : p− 1], (7.33)
with Im denoting the imaginary part of a complex number.
As in [8], we now turn to the construction of a second collection of auxiliary measures. The
functions zk(x) are unambiguously defined in the complement of
⋃p−1
k=0 Γk, which is a finite union
of analytic arcs. Consider the functions
yk(x) := zk(x
1/(p+1)), k ∈ [0 : p],
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where we take the principal branch of x1/(p+1). The ±-boundary values of yk and y′k are well-
defined at almost every point x ∈ Γ˜k := Γ
p+1
k . This allows us to introduce the measures
dσk(x) :=
1
2πi
p+ 1
r
k∑
j=0
(
y′j,+(x)
yj,+(x)
−
y′j,−(x)
yj,−(x)
)
dx, x ∈ Γ˜k. (7.34)
The measure σk is closely related to the measure µk in (1.19). In fact, for any Borel set B,
σk(B) = µk(h
−1(B)) (7.35)
where h is the map x 7→ xp+1. In particular, σk is a positive measure and
σk(Γ˜k) =
p− k
p
, k ∈ [0 : p− 1]. (7.36)
Alternatively, (7.36) could be proved directly by using the same argument as in (7.31).
Now let us take a fixed open interval J ⊂ R that does not contain any intersection points
or endpoints of the analytic arcs constituting Γ˜k, for every k. We also ask J not to contain
isolated intersection points of the sets Γ˜k with the real axis. Thus there exists an open connected
set U ⊂ C such that U ∩ R = J and moreover U ∩ Γ˜k is either empty or equal to J , for any
k ∈ [0 : p− 1]. The boundary values yk,+(x) for x ∈ J are then uniquely defined and they vary
analytically with x.
On the interval J , there exist indices 0 ≤ m1 < m2 < . . . < mL < p such that
|y0,+(x)| = . . . = |ym1,+(x)| < |ym1+1,+(x)| = . . . = |ym2,+(x)| < . . .
< |ymL+1,+(x)| = . . . = |yp,+(x)|, (7.37)
for all x ∈ J . We define m0 := −1 and mL+1 := p.
We will see later that mk+1 −mk ∈ {1, 2} for all k, i.e., each “cluster” |ymk+1,+(x)| = . . . =
|ymk+1,+(x)| in (7.37) can only have length 1 or 2. The Cauchy-Riemann equations imply [8]
Im
(
y′mk+1,+(x)
ymk+1,+(x)
)
≥ . . . ≥ Im
(
y′mk+1,+(x)
ymk+1,+(x)
)
, x ∈ J, k ∈ [0 : L], (7.38)
and the numbers in (7.38) satisfy the pairing
Im
(
y′mk+j,+(x)
ymk+j,+(x)
)
= −Im
(
y′mk+1+1−j,+(x)
ymk+1+1−j,+(x)
)
, j = 1, . . . ,mk+1 −mk. (7.39)
The underlying reason for (7.39) is that for any x ∈ R, the numbers yk,+(x), k ∈ [0 : p], are
either real or they come in complex conjugate pairs. This is trivial if x > 0. If x < 0 it can be
seen e.g. with the help of Lemma 1.3, taking into account that r is a multiple of p+ 1.
Now we get
p−1∑
k=0
p− k
p
≥
p−1∑
k=0
σk(R) ≥
1
2π
p+ 1
r
∫
R
p∑
k=0
∣∣∣∣Im (y′k,+(x)yk,+(x)
)∣∣∣∣ dx
=
1
2π
p+ 1
r
∫
R
p∑
k=0
∣∣∣∣Im ( y˜′k,+(x)y˜k,+(x)
)∣∣∣∣ dx
=
1
π
p+ 1
r
p−1∑
k=0
∫
Rk
∣∣∣∣Im ( y˜′k,+(x)y˜k,+(x)
)∣∣∣∣ dx ≥ p−1∑
k=0
p− k
p
,
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where the first relation uses (7.36) and the positivity of σk, the second relation follows exactly
like in [8, Sec. 4], the third one follows since the numbers y˜k form a permutation of the yk, and
the fifth relation is a consequence of (7.33). Finally, the fourth relation uses that on R+ we have
Im
(
y˜′2k,+(x)
y˜2k,+(x)
)
= −Im
(
y˜′2k+1,+(x)
y˜2k+1,+(x)
)
and on R− we have Im
(
y˜′2k,+(x)
y˜2k,+(x)
)
= −Im
(
y˜′2k−1,+(x)
y˜2k−1,+(x)
)
; for
R+ this follows since
2k+1∑
j=2k
Im
(
y˜′j,+(x)
y˜j,+(x)
)
=
1
2i
2k+1∑
j=2k
(
y˜′j,+(x)
y˜j,+(x)
−
y˜′j,−(x)
y˜j,−(x)
)
= 0, x ∈ R+,
due to the fact that (log y˜2ky˜2k+1)
′ is analytic on R+.
From the above chain of inequalities we obtain:
Lemma 7.9. (a) We have
Γ˜k ⊂ R, k ∈ [0 : p− 1]. (7.40)
(b) Clusters of length ≥ 3 in (7.37) cannot occur.
The proof is exactly as in [8].
From Lemma 7.9(a)–(b) we see that Γ˜k ∩ Γ˜k−1 contains at most finitely many points. We
also have that (log y0 . . . yk−1)
′ is analytic in C \ Γ˜k−1, so in particular this holds on the interior
of each interval of Γ˜k. Then (7.34)–(7.36) imply that
1
π
p+ 1
r
∫
Γ˜k
Im
(
y′k,+(x)
yk,+(x)
)
dx = σk(Γ˜k) =
p− k
p
, k ∈ [0 : p− 1]. (7.41)
The measure σk is non-trivial on each subarc of Γ˜k (see the proof of Lemma 7.9(a)). From the
positivity of σk we also have
Im
(
y′k,+(x)
yk,+(x)
) 
> 0, x ∈ int(Γ˜k),
= −Im
(
y′k−1,+(x)
yk−1,+(x)
)
≤ 0, x ∈ Γ˜k−1,
= 0, x ∈ R \
(
Γ˜k ∪ Γ˜k−1
)
,
(7.42)
where int(Γ˜k) denotes the interior of Γ˜k in the topology of R, where the first equality uses (7.39)
and Lemma 7.9(b).
Recall that y˜k(x) is analytic for x ∈ C \R. By Lemma 7.9(a) the same holds for the function
yk(x). Thus for each fixed k ∈ [0 : p] we have that y˜k(x) = yjk(x) for all x ∈ C \ R and for
a certain jk which is independent of x. From (7.41)–(7.42) and (7.33) we now easily find by
induction on k = 0, 1, . . . that jk = k and moreover Γ˜k ⊂ Rk. This proves Proposition 7.6 and
Theorem 2.2(a). 
Remark 7.10. In the above proof we assumed that r is a multiple of p + 1. For general r,
the symmetry properties take the form z˜k(ωx) = ω
−rz˜k(x) and zk(ωx) = ω
−rzk(x) (Recall
Lemma 1.3). Then the functions y˜k and yk have a jump on the whole of R−. But the logarithmic
derivatives do not have such a jump, therefore the proof goes through in exactly the same way
as above.
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7.3.2 Proof of Theorem 2.2(b)–(c)
Fix k ∈ [0 : p− 1] and let r be arbitrary. Let I be an interval of Γ˜k ⊂ Rk. We will assume that
Γ˜k is not the whole set R+ or R− since otherwise there is nothing to prove. We claim that
r
p+ 1
σk(I) =

∈ N, if I ∩ {0,∞} = ∅,
∈ N/(p+ 1), if 0 ∈ I,
∈ N/p, if ∞ ∈ I.
(7.43)
Let us assume this for the moment. By breaking each interval I of Γ˜k in smaller subintervals
if necessary, in such a way that (7.43) remains valid, we may assume that the left hand side of
(7.43) always lies in the range (0, 1]. Then we have from the total mass of σk in (7.36) that
a+
b
p+ 1
+
c
p
=
r
p+ 1
p− k
p
=
k + 1
p+ 1
r −
kr
p
, (7.44)
where a denotes the number of intervals I of Γ˜k for which the left hand side of (7.43) equals 1,
and where b ∈ [0 : p] and c ∈ [0 : p− 1] are nonzero only if there is an interval I ⊂ Γ˜k containing
0 or ∞ respectively and with the left hand side of (7.43) being < 1. Since p and p + 1 are
coprime, from (7.44) we deduce that
b
p+ 1
=
k + 1
p+ 1
r −
⌊
k + 1
p+ 1
r
⌋
, and
c
p
=
⌈
kr
p
⌉
−
kr
p
.
Inserting this in (7.44) we get
a =
⌊
k + 1
p+ 1
r
⌋
−
⌈
kr
p
⌉
.
We then find for the total number nk of intervals of Γ˜k that
nk =
⌊
k + 1
p+ 1
r
⌋
−
⌈
kr
p
⌉
+ 1b6=0 + 1c 6=0 =
⌈
k + 1
p+ 1
r
⌉
−
⌊
kr
p
⌋
,
where the indicator function 1x 6=0 equals 1 if x 6= 0 and zero otherwise, and where the second
equality uses that b 6= 0 if and only if (k + 1)r/(p + 1) 6∈ N and similarly c 6= 0 if and only if
kr/p 6∈ N ∪ {0}. This proves Theorem 2.2(b)–(c).
Finally we prove (7.43). Due to (7.35) it will be enough to prove that
rµk(J) =
{
∈ N, if J ∩ {∞} = ∅,
∈ N/p, if ∞ ∈ J,
(7.45)
for any connected component J of Γk ⊂ Sk. Thus J is either a line segment on Sk \ {0} (there
are p+ 1 rotations of such a segment), or it is a set of the form J = {x ∈ Sk | |x| ≤ a} for some
a > 0.
The first statement of (7.45) follows from [7, Prop 2.10]. Let us check it directly if J ⊂ Sk is
a line segment of the form [a, b] with a, b 6∈ {0,∞}. From the definition (1.19) of µk it is easy to
see that
rµk(J) =
1
2π
lim
x→b,x∈J
arg k∏
j=0
zj,+(x) − arg
k∏
j=0
zj,−(x)
 (7.46)
where we take the argument function arg so that arg
∏k
j=0 zj(x) is continuous in U \ J with U a
complex neighborhood of [a, b) (U excludes b). This is possible since
∏k
j=0 zj(x) is analytic and
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nonzero in C \ Γk. But then the expression between brackets in (7.46) is an integral multiple of
2π, yielding the first statement in (7.45).
To prove the second statement of (7.45), note that (7.46) remains valid if b lies at ∞. In
that case, the behavior of the functions zk(x) near infinity in (1.17) implies that the expression
between brackets in (7.46) is an integral multiple of 2π/p. This proves (7.45). 
8 Nikishin system
In this section we prove Theorem 2.10 on the connection with Nikishin systems. We start by
recalling some ideas in [2].
8.1 Multiple orthogonality relations
For any l ∈ [0 : p], we define the sequence of monic polynomials (Qn,l(x))∞n=l by the recurrence
relation
xQn,l(x) = Qn+1,l(x) + an−pQn−p,l(x), n ≥ l, (8.1)
with initial conditions
Ql,l(x) ≡ 1, Ql−1,l(x) ≡ · · · ≡ Ql−p,l(x) ≡ 0. (8.2)
Note that degQn,l = n−l and that Qn,0(x) ≡ Qn(x). Moreover, the p+1 sequences (Qn,l(x))∞n=0
form a basis for the space of all solutions (qn)
∞
n=0 to the difference equation
xqn = qn+1 + an−p qn−p, n ≥ p.
Lemma 8.1. (The measures ν1, . . . , νp; see [2]:) Suppose that an > 0 for all n and the numbers
an are uniformly bounded. There exists an increasing sequence of positive integers (nj)
∞
j=0 such
that for any fixed l ∈ [1 : p], we have
(a)
lim
j→∞
Q(p+1)nj ,l(x)
Q(p+1)nj (x)
=
∫
dνl(t)
x− t
, (8.3)
uniformly for x in compact subsets of C \ S+, where νl is a compactly supported measure
on S+.
(b) The moments of νl are uniquely determined from the condition (8.3), independently of the
choice of the sequence (nj)
∞
j=0.
(c) The measure νl can be written as
dνl(t) = t
1−l dν˜l(t
p+1), (8.4)
for a compactly supported, positive measure ν˜l supported on S
p+1
+ = R+. Thus for l = 1
the measure νl is rotationally invariant under rotations over 2π/(p+ 1) while for l > 1 it
is rotationally invariant up to a monomial factor.
Lemma 8.1 was shown by Aptekarev-Kalyagin-Van Iseghem [2]. The key fact for (8.3) is that
for any n ∈ N and l ∈ [1 : p] the zeros of Q(p+1)n,l(x) and Q(p+1)n(x) interlace (in a suitable
sense) on the star-like set S+. The existence of a sequence (nj)
∞
j=0 such that (8.3) holds then
follows from the Helly selection theorem, see [2].
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Recall from Theorem 1.1 that the polynomials Qn(x) are multiple orthogonal with respect
to the measures ν1, . . . , νp defined in (8.3), in the sense of (1.4).
We will assume throughout this section that we are in the exactly periodic case (2.17) and
that (2.18) holds. We can assume that the sequence nj in (8.3) is such that each (p+ 1)nj is a
multiple of r; this follows directly from the freedom in choosing a convergent subsequence in the
proof of Lemma 8.1 in [2]. For a fixed l ∈ [0 : p], let
Tn(x) := Qn+l,l(x), n ≥ 0.
By (8.1) and (8.2), this sequence satisfies
xTn(x) = Tn+1(x) + an+l−pTn−p(x), n ≥ 0, (8.5)
with initial conditions
T0(x) ≡ 1, T−1(x) ≡ · · · ≡ T−p(x) ≡ 0. (8.6)
It follows that the block Toeplitz symbol associated with (Tn)
∞
n=0 is Z
−lF (z, x)Z l, with Z and
F given by (1.12) and (1.10), respectively.
Using Theorem 2.14 and simple considerations, we deduce that for any index sequence (nj)
∞
j=0
as described above, we have
lim
j→∞
Q(p+1)nj ,l(x)
Q(p+1)nj (x)
= lim
j→∞
T(p+1)nj−l(x)
Q(p+1)nj (x)
=
fl(z0(x), x)
f0(z0(x), x)
, l ∈ [0 : p], (8.7)
uniformly on compact subsets of C \ S+, where the functions fl are the following minors of the
block Toeplitz symbol:
f0(z, x) = (−1)
rz−1 detF r−1,0(z, x),
fl(z, x) = (−1)
l detF l−1,0(z, x), l ∈ [1 : r].
(8.8)
Note that the functions fl(z0(x), x), l ∈ [0 : p], are analytic in C \ Γ0, and that f0(z, x) has an
extra factor z−1 in comparison to the other functions fl(z, x). Let
A0 := {x ∈ C \ Γ0 :
fl(z0(x), x)
f0(z0(x), x)
has a non-removable pole at x for some l ∈ [1 : p]}.
From the statement of Theorem 2.14 we know that the set A0 is finite. Moreover, since the
functions Qn,l(x)/Qn(x) are analytic on C \ S+, we deduce from (8.7) that A0 ⊂ S+.
8.2 Formal Nikishin system
In this section we will introduce a hierarchy of functions fl,k, 0 ≤ k < l ≤ p, which will be
identified later as the Cauchy transforms of certain measures that form the different layers of a
Nikishin system on (Γ0, . . . ,Γp−1).
From (8.3) and (8.7) we obtain∫
dνl(t)
x− t
=
fl(z0(x), x)
f0(z0(x), x)
=: fl,0(z0(x), x), l ∈ [1 : p], (8.9)
for x ∈ C \ (Γ0 ∪ A0). The measures νl and the functions fl,0 will form layer 0 of the Nikishin
hierarchy, as we will show later in this section. We also deduce that the measures νl are supported
on Γ0 ∪ A0.
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We consider the functions
fl,0(z0,+(x), x) − fl,0(z0,−(x), x)
f1,0(z0,+(x), x) − f1,0(z0,−(x), x)
, x ∈ Γ0,
l ∈ [2 : p]. (These expressions will be well-defined as we will show in the next section.) The
relations z0,± = z1,∓ on Γ0 imply that these functions can be meromorphically extended to
C \ Γ1; we denote the resulting functions by
fl,1(z0(x), z1(x), x) :=
fl,0(z1(x), x) − fl,0(z0(x), x)
f1,0(z1(x), x) − f1,0(z0(x), x)
, (8.10)
and we observe that fl,1 is a symmetric function of its two arguments z0 and z1. This will form
layer 1 of the Nikishin hierarchy.
Next we consider the functions
fl,1(z0(x), z1,+(x), x) − fl,1(z0(x), z1,−(x), x)
f2,1(z0(x), z1,+(x), x) − f2,1(z0(x), z1,−(x), x)
, x ∈ Γ1,
l ∈ [3 : p]. They can be extended to C \ Γ2 by the functions
fl,2(z0(x), z1(x), z2(x), x) :=
fl,1(z0(x), z2(x), x) − fl,1(z0(x), z1(x), x)
f2,1(z0(x), z2(x), x) − f2,1(z0(x), z1(x), x)
, (8.11)
and we observe that fl,2 is a symmetric function of its three arguments z0, z1, z2 (this is a bit
harder to see now). This will form layer 2 of the Nikishin hierarchy.
We can continue this procedure and set
fl,k(z0(x), . . . , zk(x), x)
=
fl,k−1(z0(x), . . . , zk−2(x), zk(x), x) − fl,k−1(z0(x), . . . , zk−2(x), zk−1(x), x)
fk,k−1(z0(x), . . . , zk−2(x), zk(x), x) − fk,k−1(z0(x), . . . , zk−2(x), zk−1(x), x)
,
for l ∈ [k + 1 : p] and k ∈ [1 : p− 1], using induction on k. It allows a determinantal formula:
Lemma 8.2. Consider the functions fl, l ∈ [0 : p] in (8.8). Define the hierarchy of functions
fl,k, 0 ≤ k < l ≤ p, as explained above. Abbreviating fl(zk(x)) := fl(zk(x), x) for each l, we have
fl,k(z0(x), . . . , zk(x), x) =
∣∣∣∣∣∣∣∣∣
f0(z0(x)) . . . f0(zk(x))
...
...
fk−1(z0(x)) . . . fk−1(zk(x))
fl(z0(x)) . . . fl(zk(x))
∣∣∣∣∣∣∣∣∣
/
∣∣∣∣∣∣∣∣∣
f0(z0(x)) . . . f0(zk(x))
...
...
fk−1(z0(x)) . . . fk−1(zk(x))
fk(z0(x)) . . . fk(zk(x))
∣∣∣∣∣∣∣∣∣
.
(8.12)
We also have
fl,k,+(z0(x), . . . , zk(x), x) − fl,k,−(z0(x), . . . , zk(x), x) =
−
∣∣∣∣∣∣∣
f0(z0(x)) . . . f0(zk−1(x))
...
...
fk−1(z0(x)) . . . fk−1(zk−1(x))
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣
f0(z0(x)) . . . f0(zk+1(x))
...
...
fk(z0(x)) . . . fk(zk+1(x))
fl(z0(x)) . . . fl(zk+1(x))
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
f0(z0(x)) . . . f0(zk(x))
...
...
fk(z0(x)) . . . fk(zk(x))
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
f0(z0(x)) . . . f0(zk−1(x)) f0(zk+1(x))
...
...
...
fk(z0(x)) . . . fk(zk−1(x)) fk(zk+1(x))
∣∣∣∣∣∣∣
, (8.13)
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for x ∈ Γk, where in the right hand side of (8.13) we define the values zj(x) as the limiting
values obtained from the +-side of Γk (picking another labeling of the zj(x) so that (1.15) holds
can only change the sign in (8.13)), and where we set the determinant of an empty matrix as 1.
Proof. The determinantal formulas follow by induction on k = 0, 1, 2, . . . by means of a basic
linear algebra calculation using Sylvester’s determinant identity [14]. See also [1, Sec. 8].
Remark 8.3. As in the proof of Lemma 7.8, we see that the denominator in the right-hand side
of (8.12) vanishes only for finitely many x ∈ C. Taking into account the relations zi,± = zi+1,∓
on Γi, i ∈ [0 : k− 1], we see that the ratio in (8.12) is in fact analytic in C \ (Γk ∪Ak), where Ak
is a finite set in C \ Γk.
Lemma 8.4. Let r be a multiple of p and assume the ordering (2.18). For any 0 ≤ k < l ≤ p
there exists C 6= 0 such that the following asymptotics hold for x→∞:∣∣∣∣∣∣∣∣∣
f0(z0(x)) . . . f0(zk(x))
...
...
fk−1(z0(x)) . . . fk−1(zk(x))
fl(z0(x)) . . . fl(zk(x))
∣∣∣∣∣∣∣∣∣ /
∣∣∣∣∣∣∣∣∣
f0(z0(x)) . . . f0(zk(x))
...
...
fk−1(z0(x)) . . . fk−1(zk(x))
fk(z0(x)) . . . fk(zk(x))
∣∣∣∣∣∣∣∣∣ = Cx
k−l(1 +O(x−p−1)).
The proof of Lemma 8.4 is postponed to Section 8.4.
For convenience, we define a new symbol:
F̂ (z, x) := PrF (z, x)
TPr, (8.14)
where Pr is the r × r permutation matrix that consists of 1’s in the main antidiagonal and 0’s
elsewhere, i.e., the (i, j) entry of Pr equals δi+j−r+1, for i, j ∈ [0 : r − 1]. Note that F̂ (z, x) is
the reflection of F (z, x) with respect to its main antidiagonal. We can rewrite (8.8) as
f0(z, x) = (−1)rz−1 det F̂ r−1,0(z, x),
fl(z, x) = (−1)l det F̂ r−1,r−l(z, x), l ∈ [1 : r].
(8.15)
We also define the functions
f˜0(z, x) = (−1)rz−1 detF r−1,0(z, x),
f˜l(z, x) = (−1)l detF r−1,r−l(z, x), l ∈ [1 : r].
(8.16)
8.3 Proof of Theorem 2.10
Lemma 8.2 asserts that the measures νj form a formal Nikishin system in the sense of [1]. To
prove Theorem 2.10, we will now show that they are a true Nikishin system.
Theorem 8.5. (Nikishin property.) Let H be the two-diagonal Hessenberg matrix (2.6), with
entries an > 0 that satisfy (2.17)–(2.18). For each pair of indices k, l with 0 ≤ k < l ≤ p,
fl,k(z0(x), . . . , zk(x), x) =
∫
dνl,k(t)
x− t
, (8.17)
for a measure νl,k supported on Γk ∪ Ak, where Ak is a finite subset of Sk \ Γk (S− \ Γk) if
k is even (odd). The measure νl,k takes the form (2.20), for a measure ν˜l,k with constant sign
supported on R+ (R−) if k is even (odd).
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Proof. By (8.9) we know that (8.17) is valid for k = 0 and l ∈ [1 : p]. We also know already that
the measures νl,0 are supported on Γ0 ∪ A0, with A0 a finite subset of S+ \ Γ0, and that (2.20)
holds for k = 0.
In what follows we are going to work with the polynomials associated with the symbol F̂
introduced in (8.14). That is, we consider now the two-diagonal Hessenberg operator Ĥ with
periodic structure whose first r coefficients are given in the following order:
ar−p−1, ar−p−2, . . . , a1, a0, ar−1, . . . , ar−p.
We associate with the new operator Ĥ the polynomials Pk,l,n as defined in Section 2.4. These
are the polynomials we will employ below.
Let 1 ≤ k < l ≤ p. Applying Theorem 2.12,
Pk,l,n(x)
Pk,n(x)
= xk−l
P˜k,l,n(x
p+1)
P˜k,n(xp+1)
,
where the zeros of P˜k,n and P˜k,l,n lie in R+ (R−) if k is even (odd), and are weakly interlacing.
Let us denote by dn the degree of P˜k,n. Thanks to the weak interlacing property, we know
that either deg P˜k,l,n = dn or deg P˜k,l,n = dn + 1. In any case, we can write
P˜k,l,n(z)
zP˜k,n(z)
= α−1,n +
dn∑
i=0
αi,n
z − xi,n
,
where x0,n := 0, {xi,n}
dn
i=1 denotes the zeros of P˜k,n, and for i ≥ 0, we set αi,n = 0 if z−xi,n is a
common factor of the numerator and denominator. It also follows from the interlacing property
that all the coefficients {αi,n}
dn
i=0 have the same sign.
Assume for the moment that k is even, so the zeros of P˜k,n lie in R+. Let νl,k,n be the discrete
measure supported on {xi,n}
dn
i=0 with mass αi,n at xi,n. Hence
P˜k,l,n(z)
zP˜k,n(z)
= α−1,n +
∫
dνl,k,n(t)
z − t
. (8.18)
It is easy to check that α−1,n ≤ 0 if νl,k,n ≥ 0, and α−1,n ≥ 0 if νl,k,n ≤ 0. Therefore the function
(8.18) maps (−∞, 0) into (−∞, 0) if νl,k,n is positive, and maps (−∞, 0) into (0,∞) if νl,k,n is
negative. Moreover, it maps the upper half plane into the lower half plane (upper half plane) if
νl,k,n is positive (negative).
An important ingredient in our proof is formula (7.28), which certainly applies in our situ-
ation. We should apply this formula for the B-polynomials associated with the operator Ĥ (or
the symbol F̂ ). Therefore, taking into account (8.15)–(8.16), the determinants in the right-hand
side of (7.28) are in this situation constructed with the functions fk(z, x).
We know by Lemma 7.8 that
lim
n→∞
P˜k,l,n(z)
zP˜k,n(z)
=: G(z),
uniformly on compact subsets of C \ [0,∞). Since G 6≡ 0, the measures νl,k,n are all positive for
n sufficiently large, or they are all negative for n sufficiently large. Therefore G is an analytic
function in C \ [0,∞) that satisfies one of the following properties:
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(a) G(x) < 0 for all x ∈ (−∞, 0) and G maps the upper half plane into the lower half plane,
(b) G(x) > 0 for all x ∈ (−∞, 0) and G maps the upper half plane into the upper half plane.
Applying Theorem A.4 from [18], we deduce that
G(z) = α+
∫
dνˆl,k(t)
z − t
, z ∈ C \ [0,∞),
where α ∈ R and νˆl,k is a measure with constant sign supported on R+.
In particular, applying the above equations together with (7.28), (3.4), and (8.12), we obtain
lim
n→∞
Pk,l,n(x)
Pk,n(x)
= xk−l+p+1
(
α+
∫
dνˆl,k(t)
xp+1 − t
)
= (−1)l−kfl,k(z0(x), . . . , zk(x), x), (8.19)
uniformly on compact subsets of C \ S+. Now, Lemma 8.4 implies that α = 0. Finally, using
xk−l+p+1
xp+1 − t
=
1
p+ 1
p∑
m=0
(e
2piim
p+1 s)k−l+1
x− e
2piim
p+1 s
, t = sp+1,
we deduce
xk−l+p+1
∫
R+
dνˆl,k(t)
xp+1 − t
=
1
p+ 1
∫
S+
sk−l+1
x− s
dνˆl,k(s
p+1).
This justifies (8.17) and (2.20) with ν˜l,k :=
(−1)l−k
p+1 νˆl,k. and we see from (8.19) that the function
fl,k(z0(x), . . . , zk(x), x) has no singularities outside S+. The proof is analogous for odd values of
k. It is clear from the analyticity of fl,k(z0(x), . . . , zk(x), x) on C \ (Γk ∪ Ak), see Remark 8.3,
that the measure νl,k is supported on Γk ∪Ak.
Proof of Theorem 2.10: We have precisely shown in Theorem 8.5 that if dνl,k(x) = gl,k(x) dx+
dν
(s)
l,k (x) denotes the Lebesgue decomposition of νl,k, then for l ∈ [k + 2 : p],
gl,k(x)
gk+1,k(x)
=
fl,k,+(z0(x), . . . , zk(x), x) − fl,k,−(z0(x), . . . , zk(x), x)
fk+1,k,+(z0(x), . . . , zk(x), x) − fk+1,k,−(z0(x), . . . , zk(x), x)
, x ∈ Γk,
is expressible as the Cauchy transform of a measure νl,k+1 supported on the star complementary
to Γk. 
8.4 Proof of Lemma 8.4
In this section we will prove Lemma 8.4. First we establish the following result.
Lemma 8.6. (Asymptotics of fj(zk, x):) Let r be a multiple of p and assume the ordering (2.18).
The functions fj(zk(x), x) in (8.8) behave for x→∞ as
f0(z0(x), x) = (−1)rxr +O(xr−p−1),
f0(zk(x), x) = O(x
r−p−1), k ∈ [1 : p],
(8.20)
and
fj(z0(x), x) = (−1)rxr−j +O(xr−j−p−1),
fj(zk(x), x) = Cj,k x
r−j +O(xr−j−p−1), k ∈ [1 : j],
fj(zk(x), x) = O(x
r−j−p−1), k ∈ [j + 1 : p],
(8.21)
for j ∈ [1 : p], for certain constants Cj,k 6= 0, k ≤ j.
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Note that the O-terms jump with powers of x−p−1 rather than x−1. This is due to the
rotational symmetry under rotations with exp(2πi/(p+ 1)).
Lemma 8.6 implies that for l ≥ k,
f0(z0(x)) . . . f0(zk(x))
...
...
fk−1(z0(x)) . . . fk−1(zk(x))
fl(z0(x)) . . . fl(zk(x))
 = diag(xr, xr−1, . . . , xr−k+1, xr−l)
×

1 O(x−p−1) O(x−p−1) . . . O(x−p−1) O(x−p−1)
1 C1,1 O(x
−p−1) . . . O(x−p−1) O(x−p−1)
1 C2,1 C2,2 . . . O(x
−p−1) O(x−p−1)
...
...
...
...
...
1 Ck−1,1 Ck−1,2 . . . Ck−1,k−1 O(x
−p−1)
1 Cl,1 Cl,2 . . . Cl,k−1 Cl,k

where each Cj,k is a non-zero constant. Therefore,∣∣∣∣∣∣∣∣∣
f0(z0(x)) . . . f0(zk(x))
...
...
fk−1(z0(x)) . . . fk−1(zk(x))
fl(z0(x)) . . . fl(zk(x))
∣∣∣∣∣∣∣∣∣
= Cxr+(r−1)+...+(r−k+1)+(r−l)(1 +O(x−p−1)), (8.22)
for some constant C 6= 0. Taking ratios of such determinants, we then get the desired Lemma 8.4.
In the rest of this section we prove (8.20)–(8.21). First of all, the statements involving z0(x)
follow easily from the Widom-type formula (2.25) (applied to the antidiagonal reflected symbol
(8.14)) taking into account that z0(x) ∼ x−r and z1(x), . . . , zp(x) = O(xr/p) for x → ∞, and
that z0(x) . . . zp(x) = (−1)r+p/fp.
Next, we prove (8.20)–(8.21) for the functions zk(x) with k ≥ 1. Let ej ∈ Cr be the standard
basis vector which has all its entries equal to zero except for the entry in position j, which is
equal to 1. Let P be the permutation matrix of size r × r which acts on the vectors ej by the
rule
Peap+b = ebr/p+a,
for any a ∈ [0 : r/p− 1] and b ∈ [0 : p− 1]. Let D be the r × r diagonal matrix
D := diag
(
Ip, z
p
r Ip, z
2p
r Ip, . . . , z
r−p
r Ip
)
. (8.23)
We conjugate the block Toeplitz symbol F (z, x) by the matrices D and P . This results in the
following matrix:
PDF (z, x)D−1P−1 =

A0 I 0 . . . 0 0
0 A1 I
. . . 0 0
...
. . .
. . .
. . .
. . .
...
0 0 0 Ap−3 I 0
0 0 0 0 Ap−2 I
Z 0 0 0 0 Ap−1

, (8.24)
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with Z := z−
p
r
(
0 Ir/p−1
1 0
)
, and
Aj =

−x 0 0 . . . 0 ar−p+jzp/r
ajz
p/r −x 0
. . . 0 0
0 ap+jz
p/r −x
. . .
. . . 0
...
. . .
. . .
. . .
. . .
...
0 0 0 ar−3p+jz
p/r −x 0
0 0 0 0 ar−2p+jz
p/r −x

, (8.25)
for j ∈ [0 : p− 1]. Note that each of the blocks in (8.24) is a square matrix of size r/p by r/p.
Fix k ∈ [1 : p]. We already know that zk(x) ∼ Ckxr/p as x → ∞. Hence z
p/r
k (x) ∼ C
p/r
k x.
From (8.24)–(8.25) and the fact that detF (zk(x), x) = 0 we see that (see also (2.22))
Ck ∈

r/p−1∏
n=0
a−1pn ,
r/p−1∏
n=0
a−1pn+1, . . . ,
r/p−1∏
n=0
a−1pn+(p−1)
 .
Combining this with (2.18) and (1.15), we obtain that for x→∞,
z1(x) =
(∏r/p−1
n=0 apn
)−1
xr/p(1 + O(x−p−1)),
...
zp(x) =
(∏r/p−1
n=0 apn+p−1
)−1
xr/p(1 +O(x−p−1)).
(8.26)
Now we consider detF j−1,0(z, x), i.e., the determinant obtained by skipping the jth row
and the first column of F (z, x), j ∈ [1 : p]. Clearly, this determinant is not influenced by
the conjugation with the diagonal matrix D in (8.23), in the sense that detF j−1,0(z, x) =
det(DFD−1)j−1,0(z, x). For a matrix A denote with A˜ the matrix obtained by skipping the
first row of A and with Â the matrix obtained by skipping the first column of A. Then from
(8.24) we obtain
detF j−1,0(z, x) = ± det

Â0 I
A1 I
. . .
. . .
A˜j−1 I˜
Aj I
. . .
. . .
Ap−2 I
Ẑ Ap−1

.
Now by repeated Gaussian elimination with the identity matrices I as pivots, the above deter-
minant can be brought to the form
detF j−1,0(z, x) = ± det
(
±A˜j−1 . . . A1Â0 I˜
Ẑ ±Ap−1Ap−2 . . . Aj
)
. (8.27)
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Fix k ∈ [1 : p]. To obtain the dominant behavior of (8.27) for z = zk(x) as x → ∞, we
should only use the (1, 1) and the (2, 2) blocks in (8.27). Note that both blocks are square. The
determinant of the (2, 2) block can be simply factored as (detAj)(detAj+1) . . . (detAp−1) with
detAi(z = zk(x)) =
{
Ci,k x
r/p +O(xr/p−p−1), if k 6= i+ 1,
O(xr/p−p−1), otherwise,
(8.28)
for some Ci,k 6= 0, thanks to (8.26). The determinant of the (1, 1) block can be expanded by
means of the Cauchy-Binet formula:
det
(
A˜j−1 . . . A1Â0
)
=
r/p−1∑
m1,...,mj−1=0
(detA
mj ,mj−1
j−1 ) . . . (detA
m2,m1
1 )(detA
m1,m0
0 ), (8.29)
where the sum runs over all (j − 1)-tuples of integers (m1, . . . ,mj−1), each of them ranging
between 0 and r/p − 1, with boundary conditions m0 = mj := 0. We remind the reader that
Ai,j denotes the submatrix of A obtained by deleting row i and column j. Clearly,
detA
mi+1,mi
i (z = zk(x)) = C˜i,k x
r/p−1 +O(xr/p−p−2), C˜i,k 6= 0,
for all i ∈ [0 : j − 1]. Using this in (8.29) we get
det
(
A˜j−1 . . . A1Â0
)
(z = zk(x)) = Cj,k x
jr
p
−j(1 +O(x−p−1)), (8.30)
as x → ∞, for a new constant Cj,k. This constant Cj,k is nonzero, since cancelation of the
leading order terms in the sum in (8.29) cannot occur. This is due to Lemma 8.7 below.
By combining (8.27), (8.28) and (8.30), we obtain the desired asymptotics in (8.21) for z =
zk(x) with k ∈ [1 : p].
The asymptotics in (8.20) can be proved by a similar argument. We now have the relation
z−1 detF r−1,0(z, x) = z−p/r det(DFD−1)r−1,0(z, x). For a matrix A denote now with A˜ the
matrix obtained by skipping the last (rather than the first) row of A and denote again with Â
the matrix obtained by skipping the first column of A. Then by Gaussian elimination we get the
following analogue of (8.27):
z−1 detF r−1,0(z, x) = ±z−p/r det(z−p/rI ± A˜p−1 . . . A1Â0),
where z−p/rI arises as the submatrix obtained by skipping the last row and the first column of Z.
Clearly, the dominant behavior for z = zk(x) as x→∞ comes from ±z−p/r det(A˜p−1 . . . A1Â0).
This determinant can be evaluated using Cauchy-Binet in the same way as before. Then we easily
get the asymptotics in (8.20) for z = zk(x) with k ∈ [1 : p]. This ends the proof of Lemma 8.6.

To conclude this section, we state the following lemma which was used above.
Lemma 8.7. Let A be an n× n matrix of the form
A =

−b0 an−1
a0 −b1
a1
. . .
. . . −bn−2
an−2 −bn−1
 ,
57
with ak, bk > 0 for all k ∈ [0 : n − 1]. Denote with Ak,l the submatrix obtained by skipping the
kth row and the lth column of A. Then
(−1)n+k+l+1 detAk,l > 0.
Proof. Straightforward verification.
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