ABSTRACT. For probability distributions on IR q , a detailed study of the breakdown properties of some multivariate M-functionals related to Tyler's (1987a) "distribution-free" M-functional of scatter is given. These include a symmetrized version of Tyler's M-functional of scatter, and the multivariate t M-functionals of location and scatter. It is shown that for "smooth" distributions, the (contamination) breakdown point of Tyler's M-functional of scatter and of its symmetrized version are 1/q and 1 − 1 − 1/q, respectively. For the multivariate t M-functional which arises from the maximum likelihood estimate for the parameters of an elliptical t distribution on ν ≥ 1 degrees of freedom the breakdown point at smooth distributions is 1/(q + ν). Breakdown points are also obtained for general distributions, including empirical distributions. Finally, the sources of breakdown are investigated. It turns out that breakdown can only be caused by contaminating distributions that are concentrated near low-dimensional subspaces.
Introduction
Affine equivariant M-estimates of multivariate location and scatter were first proposed by Maronna (1976) as robust alternatives to the sample mean vector and covariance matrix. One critical feature of these estimates, which was noted by Maronna (1976) , is their relatively low breakdown point in higher dimensions. Maronna (1976) obtains upper bounds for the breakdown points of the Mestimates and notes that none have a breakdown point greater than 1/(q + 1), where q represents the dimension of the data. Stahel (1981) obtains a general bound of 1/q for a slightly more general class of M-estimates.
Subsequently, affine equivariant high breakdown point estimates of multivariate location and scatter have been introduced, i.e. estimates with breakdown points near 1/2 regardless of q. These include projection-based estimates, cf. Stahel (1981) , Donoho (1982) , Maronna, Stahel & Yohai (1992) and Tyler (1994) , the minimum volume ellipsoid and the minimum covariance determinant estimates, cf. Rousseeuw (1986), S-estimates, cf. Davies (1987) , constrained M-estimates, cf. Kent & Tyler (1996) , and multivariate MM-estimates, cf. Tatsuoka & Tyler (2002) and Tyler (2003) .
All of the known high breakdown point estimates are computationally intensive, and only approximate algorithms for small values of q are feasible. On the other hand, the multivariate M-estimates are computationally feasible even for very large values of q since they can be formulated in terms of convex optimization problems. In particular, they can be readily calculated via simple reweighting algorithms. Moreover, for small values of q, the upper bound of 1/q is not unreasonably low for many applications.
Aside from the upper bounds reported by Maronna (1976) and Stahel (1981) , little work has been published on the breakdown points of the multivariate M-estimates. A more detailed study of their breakdown properties is warranted. In this paper, we study the breakdown point problem of some M-estimates related to Tyler's (1987a) "distribution-free" M-estimate of scatter. These include the multivariate t M-estimates of location and scatter. Since the breakdown point concept represents a worst case scenario, one may gain further insight into the properties of an estimate by also understanding what causes an estimate to break down as well as the behavior of the estimate outside of its worst case. We address these issues for the M-estimates considered in this paper.
At first we investigate Tyler's (1987a) M-estimate of scatter. This scatter statistic also arises within the context of directional data, see Tyler (1987b) and Kent & Tyler (1988) , and has been independently proposed for "shape from texture" problems in computer vision by Blake & Marinos (1990) . It has also been used for standardizing the design matrix for GM-estimates and P-estimates of regression, see Martin, Yohai & Zamar (1989) and Maronna & Yohai (1993) , respectively. More recently, it has been applied in the development non-parametric multivariate methods, see e.g.
Randles (2000), Hallin & Paindaveine (2002a , 2002b and Hettmansperger & Randles (2003) . We show in section 2 that this M-estimate of scatter obtains the maximal possible breakdown point of 1/q for multivariate M-estimates. Moreover, we note that breakdown can only be caused by contaminating distributions that are concentrated near low-dimensional subspaces. In accordance with Tyler (1986) we call this "coplanar contamination". If we restrict attention to contaminating distributions which are not concentrated near subspaces with dimension less than r, then the breakdown point becomes r/q. These results on breakdown follow readily from known results on the existence of the estimate of the scatter matrix.
Tyler's (1987a) M-estimate of scatter presumes a given "center". This presumption can be avoided by using a symmetrized version of the estimate as suggested by Dümbgen (1998) . For this symmetrized version we show in section 3 that the breakdown point is 1 − 1 − 1/q, which lies strictly between 1/(2q) and 1/q. Breakdown in this case is caused by rather specific types of contaminating distributions concentrated near low-dimensional subspaces and at infinity which we refer to as "coplanar contamination at infinity". If this type of contamination is not considered, and we consider only "tight" contamination, then we show that the breakdown point becomes 1/q. Thus, the symmetrized M-estimate is less vulnerable to "inliers" than the original M-estimate.
Finally, in section 4, we consider the multivariate t M-estimates of location and scatter. These are the class of M-estimates corresponding to the maximum likelihood estimates derived for the location-scatter class of elliptical t distributions. For integer degrees of freedom, ν ≥ 1, we show that the breakdown point equals 1/(q + ν) and examine the cause of breakdown. These are the first results on the exact breakdown point for any simultaneous M-estimate of multivariate location and scatter. The derivation of these breakdown points follows from a simple relationship between the multivariate t M-estimates and Tyler's (1987a) "distribution-free" M-estimate of scatter. Some comments suggesting how one might approach studying in more detail the breakdown points of multivariate M-estimates in general are given at the end of section 4.
Proofs and some technical results are deferred to an appendix.
Tyler's M-estimate of scatter
Throughout let P represent a nondegenerate probability distribution on IR q , and let x be a random vector with distribution P . In order to emphasize the latter fact, we sometimes write L P (h(x)) and E P h(x) for the distribution and expected value, respectively, of any function h(x). Tyler (1987a)
introduced a "distribution-free" M-estimate of scatter, which in its functional form is defined as a solution M ∈ IM + to the equation
Here IM + stands for the set of symmetric, positive definite matrices in IR q×q . Note that the left hand side of (1) remains unchanged if M is replaced with cM for any scalar c > 0. If there is a unique matrix M ∈ IM + satisfying (1) and det(M ) = 1 , then this solution is denoted by Σ(P ).
Otherwise we set arbitrarily Σ(P ) := 0. Proposition 1 below provides necessary and sufficient conditions on P such that Σ(P ) ∈ IM + . The requirement det(M ) = 1 could be replaced by other conditions, e.g. trace(M ) = q; see also section 2.1.
If P n represents an empirical probability distribution on IR q , then Σ(P n ) is an M-estimate of scatter. Otherwise, we refer to Σ(P ) as an M-functional of scatter. This M-estimate or Mfunctional is for scatter only, that is it is defined about a fixed "center", which in the above definition is taken to be the origin. It is useful as long as only the "shape" of Σ(P ) is important. That means, we are interested only in functions of Σ(P ) which are invariant under scalar multiplication. This is the case when one in interested in, for example, correlations, multiple correlations, partial correlations, principal component directions, the ratio of principal component roots, or canonical correlations and vectors.
The phrase "distribution-free" arises from the observation that Σ(P ) depends on x ∼ P , only through the distribution L P (x/ x | x = 0), which lies on the compact unit sphere S q−1 in IR q .
Here · denotes the Euclidean norm. If P is an elliptically symmetric distribution centered at the origin, i.e. one with density of the form
then the distribution of x/ x does not depend on the function g. Consequently, if P n is the empirical distribution based upon i.i.d. observations from P , then the distribution of Σ(P n ) does not depend on the function g. See Tyler (1987a) for details. Further properties of Tyler's Mestimate of scatter have been studied by Maronna & Yohai (1990) and by Adrover (1999) . Both papers demonstrate that it has very good bias-robustness properties. The former also shows that its breakdown point at any elliptical distribution under point-mass contamination is 1/q, while the latter shows that its breakdown point at any elliptical distribution under arbitrary contamination is between 1/(q + 1) and 1/q.
A quantity describing the robustness of the functional Σ(·) at P is its contamination breakdown point (cf. Huber, 1981) . This is defined to be the supremum (P ) of all ∈ [0, 1] such that the maximum "bias" over U(P, ), denoted b( ; P ), is finite. Here U(P, ) denotes the contamination neighborhood U(P, ) := {(1 − )P + H : H some distribution on IR q } of P . A linear invariant measure of the maximum bias over U(P, ) can be taken to be
with 0 −1 := ∞, where λ 1 (A) ≥ λ 2 (A) ≥ · · · ≥ λ q (A) denote the ordered eigenvalues of a q × q matrix A with real eigenvalues. Thus breakdown of Σ(·) occurs at P if either λ 1 (Σ(Q)) can be made arbitrarily large, or λ q (Σ(Q)) can be made arbitrarily small over Q ∈ U(P, ).
Our results on breakdown depend essentially upon the following existence and continuity properties for Σ(P ) given in Kent & Tyler (1988) and Dümbgen (1998) .
Proposition 1 Let V be the set of linear subspaces V of IR q with 1 ≤ dim(V ) < q, and suppose that P {0} = 0.
(a) There is a unique solution M ∈ IM + of (1) with det(M ) = 1 if, and only if,
then there is a second space W ∈ V such that V ∩ W = {0} and P (V ∪ W ) = 1.
(c) If P (V ) > dim(V )/q for some V ∈ V, then there is no matrix M ∈ IM + satisfying (1).
Proposition 2 If P {0} = 0 and Condition (4) holds, then Σ(Q) → Σ(P ) as Q → P .
Throughout this paper, convergence of probability distributions is meant to be weak convergence.
If P is "smooth" in the sense that
then it follows from the above existence and continuity propositions for Σ(P ) that (P ) = 1/q.
To see this, note that if the contaminating distribution H lies in a subspace of dimension one and H{0} = 0, then by Proposition 1, Σ(Q) equals 0 whenever ≥ 1/q. Hence the breakdown point is bounded above by 1/q. On the other hand, if < 1/q, then by Proposition 1.a, Σ(Q) ∈ IM + for all Q ∈ U(P, ). Furthermore, Proposition 2 implies that b( ; P ) must be finite. For Σ(Q) depends only on L Q (x/ x | x = 0), which has compact support. Thus the corresponding family of distributions L Q (x/ x | x = 0) is compact with respect to weak convergence. This entails that the breakdown point is bounded from below by 1/q, whence (P ) = 1/q.
We now give a general expression for (P ) which applies to any P , and in particular to empirical distributions. We also investigate the case = (P ) in more detail. For this case it turns out that for any sequence of distributions Q k = (1 − )P + H k ∈ U(P, ) with Σ(Q k ) ∈ IM + , the "bias" goes to to infinity if, and only if, the distributions H k are concentrated near suitable linear subspaces of IR q .
Some additional notation is first needed. Define
with 0/0 := 0. It follows from Lemma 12 in the appendix that this minimum is well-defined.
This is a symmetric distribution on the unit sphere S q−1 of IR q . Note that Σ(P ) = Σ(ΠP ).
Theorem 3 Suppose Condition (4) holds. Let P = P {0}δ 0 + (1 − P {0})P o , where δ x denotes the Dirac measure at x ∈ IR q and P o is a distribution on IR q \{0}. Then (a)
(b) Let = (P ). For any Q = (1 − )P + H in U(P, ), Σ(Q) equals 0 if, and only if,
if, and only if, the following two conditions are satisfied:
Now we address the question of what happens to the functional if we consider only contami-
nations which are not concentrated near any subspace of dimension less than or equal to r. That is, suppose we replace U(P, ) in the definition of the breakdown point with
where H r is any collection of distributions on IR q with the following property: Any cluster point H of the family {ΠH : H ∈ H r } satisfies H(V ) = 0 for any V ∈ V with dim(V ) < r. Denote the resulting breakdown point for Σ(P ) by (P | H r ), which we note is linearly invariant. We then have for smooth P , (P | H r ) = r/q.
The proof for this result is analogous to that given for (P ). In general, define
where V r is the set of linear subspaces V of IR q with r ≤ dim(V ) < q.
Dirac measure in x ∈ IR q and P o is a distribution on IR q \{0}. Then
2.1 Estimation of "shape" and "scale".
There are different ways to introduce a scaling factor. For instance, in case of Σ(P ) ∈ IM + let Σ(P ) := σ(P ) 2 Σ(P ) with a scaling factor σ(P ) > 0 such that
ThenΣ(P ) defines a linear equivariant functional of scatter.
The breakdown point (P ) remains the same if we would replace Σ(·) withΣ(·). This follows essentially from the observation that for 0 < < (P ) ≤ 1/2 and any distribution Q ∈ U(P, ),
Moreover, by definition of contamination neighborhoods,
For the case of the restricted breakdown point (P | H r ), replacing Σ(·) withΣ(·) would result in replacing (P | H r ) with min{ (P | H r ), 1/2}.
Finite sample properties.
Consider the special case P = P n , with P n being the empirical distribution of the q-dimensional data set X = {x 1 , . . . , x n }. Further suppose n > q and that the data set X is in general position about the origin, which means that no more than dim(V ) data points in X lie in V ∈ V. This occurs with probability one when the data set represents a random sample from a smooth distribution in the sense of (5). For this case, we have (P n ) = β(P n ) = (n − q)/{(n − 1)q}. The quantity (P n ) is related to the finite sample contamination breakdown point introduced by Donoho & Huber (1983) . For the statistic Σ(X) := Σ(P n ), the finite sample contamination breakdown point is 
Another finite sample version of the breakdown point also introduced by Donoho & Huber (1983) is the finite sample replacement breakdown point. For the statistic Σ(X), the finite sample replacement breakdown point is defined to be r (X) = m r /n, where m r is the smallest value of m such that the statistic Σ(Z) breaks down if we replace m ≤ n of our data points x i with arbitrary points y i , with Z being the resulting data set of size n. For this case, λ 1 (Σ(Z)) and λ q (Σ(Z)) −1 are uniformly bounded over all possible Z, provided m ≤ n/q − 2.
The proof of this assertion is given in the appendix. Thus, m r ≥ n/q −1. Again, by Proposition 1.b and c, if m ≥ n/q − 1, then Σ(Z) does not exist when the replacement values y i consists of the same value repeated m times and set equal to one of the remaining values from X. Thus, m r = n/q − 1 and
Note that both (6) and (8) equals (1/q + o(1)) as n → ∞.
The symmetrized scatter functional
A useful technique to circumvent defining scatter about a given "center" is to first symmetrize the distribution. Such a technique is used for example by Dietel (1993) and by Rousseeuw & Croux (1993) . Here, we consider Dümbgen's (1998) symmetrized version of Tyler's (1987a) M-estimate of scatter, which in its functional form, is defined to be
where P Q := L(x − y | x = y) with independent random vectors x ∼ P, y ∼ Q. In general, Σ s (P ) = Σ(P ) even if P itself has a symmetric distribution about the origin, that is even if L(x) = L(−x) for x ∼ P . However, if P has an elliptically symmetric distribution centered at the origin, see (2), then Σ s (P ) = Σ(P ) ∝ Σ.
Unlike M-estimates of scatter in general, an important property of Σ s (P ) is that it is diagonal whenever the components of x are independent. This follows from the following proposition which provides also a property of the nonsymmetrized functional Σ(·) to be utilized later.
blocks of order q(1) and q(2) respectively.
(b) Suppose that x 1 and x 2 are independent. Then Σ s (P ) is block diagonal with diagonal blocks of order q(1) and q(2) respectively.
Denote the contamination breakdown point of Σ s (P ) by s (P ). Also, observe that P P is smooth in the sense of (5) if P is smooth in the stronger sense that
Two useful abbreviations are δ(P, Q) := x∈IR q P {x}Q{x} (i.e. the probability that x = y), and δ(P ) := δ(P, P ).
if P has no atoms,
if, and only if, the following three conditions are satisfied:
In the theorem above, β(·) is defined as in the last section. The quantity β(P P ) though can be difficult to compute. However, for V ∈ V,
and so
Theorem 6.a shows that symmetrization lowers the breakdown point of the M-functional.
However, Theorem 6.b shows that the type of contamination required in order to cause breakdown for Σ s (P ) is far more special then that needed to cause breakdown for Σ(P ). In particular,
we have the additional necessary condition (ii). This leads to the question concerning breakdown caused by "tight" contamination or "inliers". By this we mean restricting attention to contaminating distributions H from an arbitrary tight family H of distributions. This restriction to "tight contamination" does not alter the breakdown point of Σ(P ), but it does affect the breakdown point of Σ s (P ).
Theorem 7 Suppose that Σ(P P ) ∈ IM + . Then (a)
(b) Suppose that P satisfies (9), and let = 1/q. Then Σ s (Q) = 0 for Q = (1 − )P + H with H ∈ H if and only if H has no atoms and H is supported by some one-dimensional affine subspace of IR q . Similarly, for k ≥ 1, let Q k = (1 − )P + H k with H ∈ H and such that (i) lim k→∞ max x∈IR q H k {x} = 0, and (ii) any cluster point of (Π(H k H k )) k is supported by some V ∈ V with dim(V ) = 1.
One can easily show that Condition (ii) above implies that any cluster point of (H k ) k is supported by some one-dimensional affine subspace of IR q .
The multivariate t M-functionals
For a distribution P on IR q and a given value of ν > 0, a multivariate t M-functional of location and scatter is defined to be the solutions µ ν (P ) and Σ ν (P ) for m ∈ IR q and M ∈ IM + respectively of the simultaneous M-functional equations
where
If P n is an empirical distribution, then (µ ν (P n ), Σ ν (P n )) represents the maximum likelihood estimate for the location-scatter family of elliptically symmetric t-distributions on ν degrees of freedom. The density of the t-distribution is given by
for some suitable normalizing constant c ν,q .
To make the development easier to follow, consider first the scatter-only t M-functional. That is, set m = 0 and consider only the solution Σ o ν (P ) for M ∈ IM + to the M-functional equation
For ν = 0 this corresponds to Tyler's M-functional of scatter. For any integer value of ν > 0, the t M-functional of scatter can be related to Tyler's M-functional in the following manner. First concatenate onto x ∼ P the random vector u ∼ U ν where U ν represents the uniform distribution on the ν − 1 dimensional sphere in IR ν with radius √ ν. Also, let u be independent from x. This produces the concatenated random vector y = (x , u ) ∼ P ⊗ U ν . Now if Tyler's M-functional of scatter exists for P ⊗ U ν , then from Proposition 5.a and the properties of U ν , it follows that Σ o ν (P ) must exist and
where λ is some positive constant. So, applying Proposition 1 on the existence of Tyler's Mfunctional of scatter at P ⊗ U ν gives the following existence results for the t M-functionals. This proposition is given in Kent & Tyler (1991) for empirical distributions, and with only strict inequality in part (b). We state the general result here for completeness. Strict inequality is not needed in part (b) since the implication of Proposition 1.b is not possible for P ⊗ U ν .
Proposition 8 Let V 0 be the set of linear subspaces V of IR q with 0 ≤ dim(V ) < q.
(a) Σ o ν (P ) ∈ IM + exists and is unique if
The continuity of Σ(P ) at any P satisfying (14) follows from Proposition 2.
We can also note from identity (13) that the breakdown point of Σ(P ⊗U ν ), which is 1/(q +ν)
when P is smooth in the sense of (5), is a lower bound for the breakdown point of Σ o ν (P ). This is a lower bound since we are only interested in contaminating P ⊗ U ν by distributions of the form H ⊗ U ν and not by general distributions in IR q+ν . It turns out though that the breakdown point of Σ o ν (P ), which we denote by o ν (P ), is equal to this lower bound. Analogous comments hold when we restrict attention to contaminations which are not concentrated near subspaces. We state this formally in next theorem. Within the proof of the theorem, which is given in the appendix, we show that β(P ⊗ U ν ) equals β(P ; ν) := min{β * 0 (P ; ν), 1/(q + ν)}, and β r (P ⊗ U ν ) equals β r (P ; ν) := β(P ; ν) if 1 ≤ r ≤ ν, min{β * r−ν (P ; ν), r/(q + ν)} if ν < r < q + ν,
Theorem 9 Let ν be a positive integer and suppose (14) holds. Then
We now turn to the simultaneous location-scatter problem. Results for this case can be obtained from the scatter-only problem by using an identity introduced in Kent & Tyler (1991) . This identity relates the t M-functionals of location and scatter in q dimensions with parameter ν to a scatter only t M-functional in q+1 dimension with parameter ν −1. To obtain this identity, we concatenate to x ∼ P the fixed value 1. This produces the concatenated vector y = (x , 1) ∼ P ⊗δ 1 .
From equations (3.5) and (4.1) in Kent & Tyler (1991) , we then get the identity
This identity also holds for ν = 1, in which case for the left-hand side we define Σ o 0 (·) := γΣ(·) for some constant γ > 0. That is, it is proportional to Tyler's M-functional at P ⊗ δ 1 . The identity as presented in Kent & Tyler (1991) is for empirical distributions only. However, it is straightforward to note that the identity applies to any arbritrary P .
Using identity (15) together with Proposition 8, we obtain the following existence conditions for the multivariate t M-functionals of location and scatter. This proposition follows from noting that a set {y ∈ IR q+1 : y = s(x , 1) , x ∈ L, s ∈ IR} with L ⊂ IR q is a vector space with dimension d if, and only if, L is an affine space with dim(L) = d − 1.
Proposition 10 Let W be the set of affine subspaces L of IR q with 0 ≤ dim(L) < q.
(a) µ ν (P ) ∈ IR q and Σ ν (P ) ∈ IM + exist and are unique if
for some affine space L ∈ W, then there is no simultaneous solution m ∈ IR q and M ∈ IM + to (10).
The case that ν = 1 but P (L) ≥ (dim(L) + 1)/(q + 1) is covered by Proposition 1 applied to P ⊗ δ 1 . The functional (µ ν (P ), Σ ν (P )) is continuous at those P for which (16) holds.
The breakdown point of (µ ν (P ), Σ ν (P )), which we denote by ν , is defined as before with the modification that the maximum bias function is now taken to be
This maximum bias function is affine invariant. Breakdown of (µ ν (·), Σ ν (·)) at P is now said to occur if either Σ ν (Q) does not exist for some Q ∈ U(P, ), λ 1 (Σ ν (Q)) can be made arbitrarily large, λ q (Σ ν (Q)) can be made arbitrarily small, or ||µ ν (Q)|| can be made arbitrarily large over Q ∈ U(P, ). The breakdown point of (µ ν (P ), Σ ν (P )) follows from identity (15) and Theorem 9.
Some modification in our notation is needed for the location-scatter problem. First, replace V ∈ V r with L ∈ W r in the definition of β * r (P, ν), where W r is the set of all affine subspaces L of IR q with r ≤ dim(L) < q. Also, we need to replace the notion of contamination being bounded away from subspaces to being bounded away from affine spaces, and so let H * r be any collection of distributions on IR q with the property that any cluster point H of the set {Π(H ⊗ δ 1 ) : H ∈ H * r } satisfies H(W ) = 0 for linear subspaces W of IR q+1 with dim(W ) < r.
Theorem 11 Let ν be a positive integer and suppose (16) holds. Then (a)
r/(q + ν) if P satisfies (9).
Non-integer values of ν and more general M-functionals.
In a techincal report, Tyler (1986) studied the finite sample breakdown properties for the "monotonic" M-estimates of scatter only, i.e. the solution over M ∈ IM + to the equation
when the weight function u(s) is such that su(s) is monotonically increasing. This includes the case u(s) = u ν (s) for any ν > 0. The methods employed in this section for obtaining the breakdown points for the location-scatter t M-estimates based on ν + 1 degrees of freedom from the breakdown points for the scatter only t M-estimates based on ν degrees of freedom can be applied to any ν > 0 rather than to just integer values of ν.
The general approach used in Tyler (1986) for the scatter only problem is considerably less transparent than the approach used in this section for the scatter only problem for the special case of the t M-estimates based on an integer degrees of freedom. Outside of the t M-estimates, the relationship between a simultaneous M-estimate of location and scatter and a "monotonic" Mestimate of scatter only does not generally hold, nor does the uniqueness of the simultaneous Mestimates of location and scatter generally hold, see Kent & Tyler (1991) . Studying the breakdown behavior of the simultaneous M-estimates location and scatter in general may require studying them as minimizers of objective functions, which is the approach used in Kent & Tyler (1991) with the right-hand side going to Q(x + V ) as R → ∞. This implies Lemma 12 holds. For the special case (Q k ) k ≡ Q one realizes that both suprema are attained.
(a) Let Q be a family of nondegenerate distributions on IR q such that Σ(Q) ∈ IM + for all Q ∈ Q and let {ΠQ : Q ∈ Q} be closed. Then
then there is a second space W ∈ V such that V ∩ W = {0} and Q(V ∪ W ) = 1.
Proof of Lemma 13. For part (a), Prohorov's Theorem implies that {ΠQ : Q ∈ Q} is even compact. Since Σ(Q) = Σ(ΠQ) ∈ IM + for all Q ∈ Q, Proposition 2 yields
Proposition 1, and
Now suppose that ρ < ∞. After replacing (Q k ) k with a subsequence if necessary, one may
Proof of Theorem 3. Note first that ΠQ : Q ∈ U(P, ) is equal to the closed set
for some symmetric distribution H on S q−1 and then Σ(·) ∈ IM + on U(P, ), and Lemma 13.a yields that (λ 1 /λ q )(Σ(·)) is bounded on U(P, ).
If o = β(P o ), then Σ(Q) = 0 for Q = (1 − )P + H ∈ U(P, ) if, and only if, H{0} = 0 and H(V ) = 1 for some V ∈ V(P o ). Since o is strictly increasing in , inverting the equation
Let = (P ) and Q k = (1 − )P + H k ∈ U(P, ) as stated in the theorem. After replacing (Q k ) k with a subsequence if necessary, one may assume that
where Πδ 0 may be defined arbitrarily) and
This implies that
Since Σ(P ) ∈ IM + , ΠP (V ∪ W ) < 1 for arbitrary V, W ∈ V with V ∩ W = {0}. The limit distribution Q inherits this property. Thus one can apply Lemma 13.b and conclude that ρ = ∞ if, and only if, Q(V ) ≥ dim(V )/q for some V ∈ V. But for any V ∈ V,
The last expression equals dim(V )/q. Equality holds, that is Q(V ) = dim(V )/q, if and only if,
Proof of Statement (7). Let S n−m be the set of all subsets of {1, . . . , n} with n − m elements. For any S ∈ S n−m let P S be the empirical distrubution of the sample points x i , i ∈ S. Thus replacing up to m data points results in an empirical distribution Q n belonging to {U(P S , m/n) | S ∈ S n−m }. Statement (7) can then be restated as min{ (P S ) | S ∈ S n−m } > m/n. Now, for any S ∈ S n−m ,
This quantity is strictly larger than m/n if, and only if, m is strictly less than n/q − 1, which is equivalent to m ≤ n/q − 2.
Proof of Proposition 5. As in Kent & Tyler (1988 , 1991 one can show that the sequence (M k ) ∞ k=0 with M 0 := I and
The symmetry condition about L(x 2 | x 1 ) in part (a) is equivalent to saying that x has the same distribution as (x 1 , Sx 2 ) , where S is independent from x and uniformly distributed on {−1, 1}. If M k is a block diagonal with blocks A k and B k , which is true in case of k = 0, then
which is block diagonal with blocks, say A k+1 and B k+1 . This proves the assertion from part (a).
Part (b) follows from part (a) applied to x i − y i in place of x i .
The following preliminary result for the proof of Theorems 6 and 7 describes the possible limits of a sequence (Π(P H k )) k .
Proposition 14
Let (H k ) k≥1 be a sequence of distributions on IR q . A pair (a, B) is cluster point for the sequence of pairs δ(P, H k ), Π(P H k ) if, and only if, it can be represented as follows:
for some distribution H on IR q , some numbers a x ∈ [0, (1 − η)H{x}] and some symmetric distributions B ∞ and B x on S q−1 , and where η := lim r→∞ lim inf k→∞ H k {x : |x| > r}.
Proof of Proposition 14. We compactify IR q via the mapping
where U (y, δ) and B(y, δ) denote, respectively, the open and closed ball around y ∈ IR q with radius δ ≥ 0. Without loss of generality one may assume that the sequence of transformed distributions H k •ψ −1 converges weakly to some distribution D on B(0, 1), and then η = D(S q−1 ). Even if D is concentrated on U (0, 1) the Continuous Mapping Theorem is not applicable to Π(P H k ), because points within the countable set X := x ∈ IR q : D{ψ(x)} > 0 require special attention. Since
for any x ∈ X and
one can find numbers δ x,k ≥ 0 and r k > 0 such that with U x,k := U (x, δ x,k ) and U ∞,k := IR q \B(0, r k ) the following requirements are met:
(ii) lim k→∞ r k = ∞ and lim k→∞ H k U ∞,k = η, and
After replacing (H k ) k with a suitable subsequence if necessary, one may assume further that for
where y k ∼ H k . Since lim k H k {x} = 0 whenever D{ψ(x)} = 0, this implies that
Now express D = ηB * + (1 − η)H • ψ −1 with distributions B * on S q−1 and H on IR q , and let
for some even, continuous function g on S q−1 , and let x ∼ P , y k ∼ H k and y ∼ H be in-
, and
Together with (18) this shows that (Π(P H k )) k converges weakly to a distribution B as stated in the proposition, where B ∞ = ΠB * .
Proof of Theorem 6. A detailed study of the closure of the set Π(Q Q) : Q ∈ U(P, )
is the basis of this proof. For k ≥ 1, let Q k = (1 − )P + H k ∈ U(P, ) be defined such that lim k→∞ Π(Q k Q k ) = Q. By compactness arguments one may assume without loss of
and lim k→∞ Π(H k H k ) = B HH . This yields the representation
Note first that Q = (1 − )Π(P P ) + H for some symmetric distribution H on S q−1 and
Thus Π(Q Q) : Q ∈ U(P, ) is contained in the closed set
Consequently, Σ(Q Q) ∈ IM + for all Q ∈ U(P, ) with sup Q∈U (P, ) (λ 1 /λ q )(Σ(Q Q)) being finite, provided that o < β(Π(P P )) = β(P P ), which is equivalent to
. Now suppose that = * (P ), that means, o = β(P P ). Then Q(V ) ≥ dim(V )/q for some V ∈ V if, and only if, a P H = a HH = 0, B P H (V ) = B HH (V ) = 1 and V ∈ V(P P ). These equations cannot hold if Q = Π(Q Q) for some distribution Q = (1 − )P + H ∈ U(P, ). For
for some x ∈ IR q , so that P P (V ) = 1 and Σ(P P ) = 0.
The equation a HH = 0 is equivalent to Condition (i) in Theorem 6.b and entails that a P H = 0 as well. Moreover, Proposition 14 implies that B HP = ηB ∞ + (1 − η) x∈IR q P {x}H{x}B x + (1 − η)(1 − δ(P, H))Π(P H)
for some distribution H on IR q , some number η ∈ [0, 1] and symmetric distributions B y , y ∈ IR q ∪{∞}, on S q−1 . This representation shows that B P H (V ) = 1 for some V ∈ V(Π(P P ))
if, and only if, η = 1 and B ∞ = B P H = lim k ΠH k is concentrated on V . Together with the requirement B HH (V ) = 1 we end up with Conditions (ii) and (iii) of Theorem 6.b about the sequence (H k ) k . All requirements (i), (ii), and (iii) of Theorem 6.b are satisfied, for instance, by H k := L(ky), where y is some random vector whose distribution is concentrated on V but has no atoms. Thus s (P ) = * (P ).
Proof of Theorem 7. Let Q k = (1 − )P + H k with H k ∈ H, and let Q, a P H , a HH , B P H , B HH be as in the proof of Theorem 6. Since the sequence (H k ) k is tight, Proposition 14 yields that a P H = x∈IR q P {x}a x and B P H = x∈IR q P {x}(H{x} − a x )B x + (1 − δ(P, H))Π(P H) 1 − x∈IR q P {x}a x for some distribution H on IR q , numbers a x ∈ [0, H{x}] and symmetric distributions B y , y ∈ IR q ∪{∞}, on S q−1 . Thus for any V ∈ V,
(1 − a P H )B P H (V ) ≤ x∈IR q P {x}(H{x} − a x ) + (1 − δ(P, H))(P H)(V ) = P (x + V ) H(dx) − a P H ≤ max x∈IR q P (x + V ) − a P H , and (1 − δ(P ))Π(P P )(V ) = P (x + V )P (dx) − δ(P ) ≤ max x∈IR q P (x + V ) − δ(P ). Thus
Q(V ) ≤
(1 − 2 ) max x∈IR q P (x + V ) + 2 − (1 − ) 2 δ(P ) − 2 (1 − )a P H − 2 a HH 1 − (1 − ) 2 a P P − 2 (1 − )a P H − 2 a HH ≤ (1 − 2 ) max
This shows that s (P | H) ≤ β s (P ).
In case of P being smooth in the sense of (9),
with equality if, and only if, a HH = 0 and B HH (V ) = 1.
Proof of Theorem 9. Let us first prove the representations of β(P ⊗ U ν ) and β r (P ⊗ U ν ) for 1 ≤ r < q + ν. Suppose that W is a linear subspace of IR q+ν with dimension d ∈ [1, q + ν). Then
with equality if, and only if, P ⊗U ν (W ) = 0. In case of P ⊗U ν (W ) > 0, let w 1 , w 2 , . . . , w q+ν be an orthonormal basis of IR q+ν such that W = span(w 1 , . . . , w d ). Then for independent random vectors x ∼ P and u ∼ U ν , 0 < P ⊗ U ν (W ) = P (x , u )w j = 0 for j > d ≤ min j>d P (x , u )w j = 0 .
Since u w has a continuous distribution for any nonzero vector w in IR ν , all vectors w j , j > d, have to belong to IR q ×{0}. Hence W contains the space {0} × IR ν and thus may be written as V × IR ν for some linear subspace V of IR q with dimension d − ν; in particular d ≥ ν. Then
with equality for a suitable V ∈ V d−ν . These considerations entail the asserted formulae for β(P ⊗ U ν ) and β r (P ⊗ U ν ).
Now it follows from Theorems 3 and 4 that o ν (P ) ≥ β(P ; ν) and o ν (P | H r ) ≥ β r (P ; ν). Thus it suffices to show that o ν (P ) ≤ β(P ; ν).
At first let := β(P ; ν) = 1/(q + ν). Then we define Q k = (1 − )P + δ kz for a fixed unit vector z ∈ IR q . Here Π(Q k ⊗ U ν ) → (1 − )Π(P ⊗ U ν ) + δ z as k → ∞. Now it follows from part (b) of Theorem 3, applied to (P ⊗ U ν , δ kz ⊗ U ν ) in place of (P, H k ), that
is unbounded.
Finally let := β(P ; ν) < 1/(q + ν). That means, there exists a linear subspace V of IR q with dimension d ∈ [0, q) such that (d/(q + ν) − P (V ))/(1 − P (V )) = , which is equivalent to P (V ) = ((d + ν)/(q + ν) − )/(1 − ). If we define Q = (1 − )P + δ 0 , then
Thus Σ o ν (Q) is not defined.
