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Abstract — An exact, first-order, discrete-time model that gives correct values at the sampling 
instants for any sampling interval is derived for a nonlinear system whose dynamics are governed 
by a scalar Riccati differential equation with constant parameters. The model is derived by 
transforming the given differential equation into a stable linear form to which the invariant 
discretization is applied. This is in contrast with other existing methods which result in a 
second-order and usually unstable form and which is not suitable for on-line digital control 
purposes. Simulation results are presented to show that the proposed method is always exact at the 
sampling instants, whereas the popular forward difference model can be divergent unless the 
sampling interval is sufficiently small. 
 
I. INTRODUCTION 
The discretization of nonlinear systems has been one of the key issues in the implementation of 
digital control algorithms [1]. For linear systems, a number of useful methods have been developed 
[2], such as the exact discretization where the output of a discrete-time system matches that of a 
continuous-time system at the sampling instants for any sampling interval. Such models are exact 
for staircase types of inputs, which occur in sampled-data control systems involving 
zero-order-hold devices. While the exact discretization is well known for linear systems, no such 
method exists for general nonlinear systems [3]. For simulation purposes, accurate methods [4] can 
be used to solve a wide variety of nonlinear differential equations, although many of them are not 
suitable for on-line digital control purposes. However, those that can be implemented for on-line 
uses, such as the forward-difference model, can cause large errors in their results and, thus, require 
very small discretization intervals for computations. The accuracy issue in nonlinear cases is a 
critical one, since no matter how small the discretization interval may be chosen, a control system 
may not be stabilized [3]. Therefore, while the development of general approximate discretization 
techniques is very important, developing an exact model for a class of nonlinear systems and trying 
to expand the applicable class are equally important avenues to pursue.  
Riccati differential equations are an extremely important topic in such areas as mathematics [5], 
physics [6], and engineering [7]. Although they can be solved by converting them into higher-order 
linear equations [7]-[8], these linear systems are usually unstable and not suitable for on-line 
control purposes. Moreover, these methods yield a first-order system only for a very restrictive and 
uninteresting class of Riccati equations. In contrast, the method proposed in [9] always leads to a 
class of stable, first-order, linear systems without such limitation. The present study is concerned 
with the generalization of the transformation method given in [9] and its application to the 
development of exact discrete-time models for a scalar Riccati differential equation with constant 
parameters. Two simulation examples are provided as well; one for discrete-time modelling of a 
system and the other for optimal control of a linear system. 
II. LINEARIZATION OF RICCATI EQUATION 
Consider a system whose dynamics are governed by a Riccati differential equation of the 
following form: 
 2 0( ) , (0)x f x ax bx c x x= = + + = .             (1) 
Using an appropriate variable transformation, this system can be converted into a linear 
second-order or first-order system, as follows: 
A. Second Order Case 
Theorem 1: 
Consider the system (1). Introducing a free parameter K , this system can be represented by a 
linear state equation and a nonlinear output equation of the following form: 
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where , ,α β γ  and δ  are arbitrary parameters that satisfy 
 0αδ βγ− ≠                     (4) 
and ,φ µ  and ψ  are defined as 
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Proof: Let us assume the following form of the state equation and determine its coefficients to 
satisfy the condition: 
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Differentiation of eq. (3) and the use of the above relationship yield 
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On the other hand, eqs. (1) and (3) give 
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Equating the corresponding terms of eqs. (7) and (8) yields 
 11 12 21 22, , ,K Kε ε φ ε µ ε ψ= = = = +            (9) 
where 11 Kε =  is chosen here as a free parameter.                  (E.O.P.) 
The fact that the variable x  of the nonlinear system can be expressed as an algebraic function of 
the v  and u  variables of a linear system is very appealing, since the analytical solution is readily 
available and its properties are well understood for linear systems. Compared with the linear 
equations appearing in [7,8], eq. (2) contains a free parameter that can be adjusted to attain its 
stability. This can avoid the numerical problem in implementing discrete-time models, where a 
bounded signal is obtained as a ratio of two diverging signals as demonstrated in [9]. Furthermore, 
the form used in [7] can not be reduced to a first-order equation unless 0c =  in eq. (1), which is not 
useful. These problems are solved in the present study; the following lemma solves the former, 
while Theorem 2 solves the latter.  
Lemma: 
Sufficient conditions for the solution x , given by eqs. (2) and (3), to be computable using 
non-diverging variables v  and u , are as follows: 
(A) The system given by eq. (1) satisfies the following equilibrium condition: 
 2 4 0b ac− ≥ .                   (10) 
(B) The gain K  satisfies the following stability condition: 
 2
K ψ σ+< −                     (11) 
where 
 2 4b acσ = − .                   (12) 
Proof: So that the original variable x  can be obtained as a ratio of bounded quantities, v  and u , as 
in eq. (3), the value of K  must be selected such that all the eigenvalues of the system matrix for the 
linear system (2) have negative real parts. Since the characteristic equation is 
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K  must be chosen to satisfy 
 2 0Kψ + <                     (14) 
and 
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inequalities (14) and (15) lead to condition (11). Condition (10) is required so that σ  is real; i.e., 
the equilibrium points of eq. (1) are real.                         (E.O.P) 
B. First-Order Case 
The variable transformation used in [9] was found basically by trial and error. Using the 
formulation presented in the previous section, the derivation can be viewed as its special case, such 
as the following: 
Theorem 2: 
Consider the Riccati equation given by eq. (1) that satisfies condition (10). By choosing the 
design parameters to satisfy the conditions given below, eq. (1) can always be expressed as the 
following class of linear first-order state equations: 
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where φ  is as defined in eq. (5). The output equation is given by 
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(I) The parameters δ  and γ  are chosen to satisfy  
( ) 2b aσ γ δ− =                   (19) 
where  
 0γ ≠ ,                     (20) 
      that is, /δ γ−  is a constant solution of eq. (1). 
(II) The parametersα  and β  are so chosen that 
 ( ) 2b aσ α β− ≠ ,                   (21) 
that is, /β α−  is not a constant solution of eq. (1). 
Proof: First, let K σ= − . By choosing δ  as in eq.(19), it can be shown that 0µ = ,  the condition 
(4) becomes (20) and (21), and the following relationship holds: 
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Thus, eq. (2) reduces to 
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By setting (0) 1u = , it follows that 1u ≡  can be removed from the above dynamics, leaving the 
first-order equation as in eq. (17). This is equivalent to setting 1u =  so that  
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which gives eq. (18).                                        (Q.E.D.) 
Condition (19) ensures that 0µ = , while eqs. (20) and (21) support (4). Furthermore, condition 
(19) automatically yields ψ σ= . Depending on how the parameters in  (24) are chosen, a class of 
linear systems can be obtained, with φ  in (17) being the difference. It should be emphasized that γ  
is a free parameter as long as it is nonzero and δ is uniquely determined by γ  and the system 
parameters. The parameters α  and β  are also arbitrary as long as (21) holds. 
It should be emphasized that equation (23) is stable, while the second is only marginally stable. 
Therefore, the stability condition set forth in Lemma for the second-order system is not satisfied. 
However, the state of the marginally stable part is constant and excluded from any computation, so 
that no numerical problem is encountered in the first-order implementation. 
III. EXACT DISCRETIZATION OF RICCATI EQUATION 
In the following, the delta operator ( 1) /T q Tδ = − [2,10], where q  is the usual shift-left operator 
and T  is the sampling interval, is used, since it proves to be very convenient when relating 
discrete-time results to continuous-time results. The first-order linearized form is used below, since 
it is simpler to implement such systems for digital control applications, than the second-order form. 
A. First-Order Model 
Theorem 3: 
For a system whose dynamics are governed by the Riccati equation (1), a discrete-time model 
that gives the exact value at the sampling instants for any sampling interval for stair-case type 
inputs, is given by the following: 
 ( , ) ( )T k k kx x T f xδ = Ω                (25) 
where the discrete-time integration gain is given by 
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both of which converge to unity as 0T → . 
Proof: The exact model of a linear system given by eq. (17) is known as the step-invariant-model 
(SIM) and is given [2] by 
 ( )1k kT k kv vv vT σδ σ φ+ −
−= = Γ − + .            (28) 
Converting the variable kv  back into kx  using 
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the first-order difference equation can be written, after some manipulations, in terms of the original 
variable kx , as 
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or in the delta form, as 
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Using eq. (19) and the relationships in eq. (5), it can be shown that 
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As for the integrator gain, noting (19), (32), (34), and Te σσ σ−−Γ = Γ , it can be seen that 
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From eqs. (35) and (36), it follows that eq. (31) can be written as eq. (25) with (26) and (27).  It 
should be noted that the exact discrete-time model (25) is independent of parameters , , ,α β γ δ , and 
K.                                          (E.O.P) 
The forward-difference model of (1) is given [1] by 
 ( )T k kx f xδ = ,                 (37) 
which is very simple to implement. Although this model can be used for a wide variety of nonlinear 
systems, the sampling interval must be chosen to be very small for good accuracy. Compared with 
this model, the integrator gain Ω  in the exact model (25) is time-varying, which needs to be 
updated at every sampling instant. Although more complex than the forward-difference model, the 
exact model (25) gives superior performance, as demonstrated in the following simulations: 
B. Example 
Consider a nonlinear system whose dynamics are governed by the following equation: 
 22 2 1, (0) 1x x x x= − + + =                (38) 
which gives 2 3σ = . The design parameters are chosen to be 0α = , 2aβ γ= = −  
4= , 2( 3 1)bδ σ= − = − . (They yield 2aφ = − = , 2 3ψ σ= = , and 0µ = , so that the corresponding 
first-order linearized system is 2 3 2v v= − + .) The exact discrete-time model is given by 
 { }2 02 2 1 , 1T k k k kx x x xδ = Ω − + + = ,             (39) 
where  
( ){ }( , ) 1 3 1 2k kx T T xσσ ΓΩ = + Γ − −               (40) 
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The gain for the forward-difference model is constant at 1Ω = . 
Figure 1 shows the step response of the continuous-time system which approaches 
(1 3) / 2 1.366+ =  as time elapses, that of the proposed exact discrete-time model, and that of the 
forward-difference model, for 0.2T = , 0.4  and 0.8  seconds. It can be seen from these plots that the 
proposed model gives the discrete-time sequence that matches the continuous-time solution at 
sampling instants for all the sampling intervals tested, while the forward-difference model gives 
sequences that are not exact for any sampling interval. Although the error at the sampling instants 
becomes smaller with the forward-difference model as the sampling interval approaches zero, the 
sequence is divergent for 0.8T =  second, for which the chaotic behaviour can be observed (not 
shown here). In contrast, a chaotic behaviour does not occur with the exact model, no matter how 
large the sampling interval may be.  
IV. CONCLUSIONS 
A stable, first-order, and exact, discrete-time model was derived for the scalar Riccati 
differential equation with constant parameters. Exact models have long been sought in such areas 
as physics and biology, but these models are unstable, second-order, and not suitable for digital 
control purposes. Since the accuracy of nonlinear discrete-time models can be highly critical [3], 
the proposed model with no error in the discrete-time solution for any (slow) sampling rates, as 
demonstrated by two examples, can be an important scheme in the computation of nonlinear 
controllers and filter gains. This model also paves the way to the extension of the 
plant-input-mapping method [11], which is a digital redesign method that guarantees stability for 
any non-pathological sampling interval using the exact discrete-time model of a linear plant, into 
nonlinear cases. 
Since most nonlinear systems that appear in the control areas can be immersed into differential 
equations in at most quadratic form [12], an extension of the proposed method into higher-order 
Riccati equations or matrix Riccati equations is important. The scalar equation (1) could be 
integrated directly and, therefore, system (25) could be derived by considering values at 
discrete-time instants. However, this approach is difficult to extend to higher-order cases and 
methods based-on linearization may be more useful, since linear systems can be integrated easily. 
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Figure 1 
(a) Simulation results with T=0.2s. 
(b) Simulation results with T=0.4s. 
(c) Simulation results with T=0.8s. 
 
 
3 
Time in sec. 
S
ta
te
 R
es
po
ns
es
 
0 0.5 1 1.5 2 2.5 1.0 
1.1 
1.2 
1.3 
1.4 
Continuous -Time             
 Proposed          
 Forward Difference 
 
 
Figure 1 (a) Simulation results with T=0.2s. 
 
Time in sec. 
S
ta
te
 R
es
po
ns
es
 
0 0.5 1 1.5 2 2.5 3 
1.0 
1.1 
1.2 
1.3 
1.4 
Continuous -Time             
 Proposed          
 Forward Difference 
 
 
Figure 1 (b) Simulation results with T=0.4s. 
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Figure 1 (c) Simulation results with T=0.8s. 
 
