Abstract-Distributed wireless sensor networks consist of energy-constrained sensor nodes that may be deployed in large numbers in order to monitor a given area. In such densely deployed environments, multiple transmissions can lead to collisions resulting in lost packets and energy wastage due to retransmissions. These networks also feature significant redundancy since nodes close to each other often sense similar data. Therefore, it may be adequate to utilize only a subset of data captured by the network. In this paper, high-energy subsets of the nodes are selected in a manner that coverage and connectivity are consistently achieved. The working subsets are changed over time after predetermined durations. A framework using concepts from spatial statistics is developed as an approach to selecting the subset of sensors. For example, an attempt at determining the correlation distance of a sensor field in the absence of real sensor data is made. Simulation results show that the algorithm is robust and retains certain level of redundancy. The ability of the algorithm to extend network lifetime is shown and the redundancy provided by the subsets selected is analyzed along with the fault tolerance provided. Conclusions regarding the flexibility and application scenarios of the algorithm are drawn.
I. INTRODUCTION
Envisioned applications of sensor networks may require that sensor nodes be deployed in high density over an area in which a target or phenomenon is to be detected or monitored. It may be difficult to control the density of such deployments due to inaccessibility of the area under surveillance especially in millitary applications. In such networks, simultaneous transmission of data by nodes can result in collisions, packet losses and possibly network congestion. Therefore, it is pertinent to control the rate of packet losses by managing bandwidth. Likewise, inefficient use of bandwidth will cause energy wastage. It has been established that the major source of energy consumption in wireless sensor networks is the transmission and reception of data [1] . Many recently proposed techniques have aimed at managing the energy constraint in sensor networks, one of which is to reduce the volume of data transmitted [2] .
A class of energy saving techniques that control the transmission power of sensor nodes have been proposed.
Power control implies that nodes can adjust transmission power level based on a desired transmit distance [3] , [4] . Power control is also used in the base stations of wireless systems such as CDMA and ad-hoc networks. Another energy saving approach is to operate sensor nodes in power saving modes in order to optimize the duty cycle of the sensor nodes [1] , [5] - [7] . These power saving modes are derived according to the components of the sensor node that are working or turned off. Five modes are discussed in [1] as shown in Table I . The s 0 and s 3 modes are relevant to this work. In the s 0 mode the sensor node transceiver and sensors are working while in the s 3 mode the transceiver is turned off.
In this paper, a method for the selection of a subset of nodes in a densely deployed wireless sensor network is proposed as a strategy for extending the lifetime of wireless sensor networks and potentially managing network bandwidth. It is based on the selection of different subsets of sensors in predetermined time frames while the other sensor nodes go to an energy saving mode. The rationale behind this technique is that in a network with high node density, nodes in close proximity record similar data. This redundancy may be exploited to extend the lifetime of sensor networks by selecting a subset of the sensors for the network application. The selected subset changes over time in a manner that resembles a redeployment of the network. In order to minimize energy consumption for selection, each sensor node communicates its remaining node energy to its neighbors who make a decision based on the result of comparing their own remaining energy with that of their neighbors.
Given the above considerations, a useful selection algorithm needs to fulfill some requirements including simplicity, low latency and low energy consumption. The proposed algorithm is simple, consumes small amount of energy and fast. To achieve simplicity, the use of acknowledgements, replies or retranmissions typically used in networking protocols, e.g., TCP, to increase the reliability of data transmission have been avoided. The parameters of the algorithm also ensure that the algorithm converges in short time and consumes a reasonable amount of energy. We evaluate this algorithm through simulations and present the results obtained.
In Sec. II the basis for the node selection method is discussed. The algorithm is presented in detail in Sec. III. Section IV deals with the performance evaluation of the algorithm. Conclusions are drawn in Sec. V based on simulation results. Directions for future work are also indicated.
Related Work
In [8] , a node subset selection algorithm was discussed based on the idea that in a densely deployed sensor network, exclusive sets of sensors could be used to monitor a given area at any given time. However, the main objective of the paper was to provide a technique for determining this set of sensors offline. It was mentioned in the paper that a deployment strategy suitable for the developed approach was under investigation. The subject of data subset selection is closely related to that of node selection and has been considered in literature. For example, [9] considers the problem of selecting data in the network in order to manage bandwidth and prolong network operating lifetime. They propose a simplified randomization scheme in which each sensor decides whether or not to send data in a particular time slot based on the outcome of a probability variable. In their method, all nodes are active and must make a decision in every time slot. In addition, [9] analyzed the impact of data selection on detection from a signal processing perspective. The approach they proposed is practical and simple but does not consider the need to select data from all over the network in a manner that coverage is achieved by the chosen subset. 
II. NODE SELECTION METHODOLOGY
The aim of the proposed algorithm is to use techniques from spatial statistics to determine a subset of a set of densely deployed sensors in a sensor network that can consistently represent the view of the network while conserving energy and efficiently utilizing bandwidth. Geostatistics is an area within spatial statistics [10] which deals with the analysis of spatially located data by considering the dependence between such data samples. This phenomenon is known as spatial dependence. We note that spatial dependence is present in densely deployed sensor networks in which data captured by sensor nodes in close proximity are similar.
Traditionally, underlying ore or mineral deposits have been estimated using the concept of spatial dependence. It has also been used in several disciplines like geostatistics, geology, image processing, ecology, geographic information systems, etc. For an overview of Spatial Statistics, the reader is advised to consult [10] . We use the concept of spatial dependence to select sensor node subsets. However, due to the unique nature of sensor networks, we make modifications to the manner in which the method is used. Spatial dependence can be estimated using the semi-variogram (introduced in the next section). The extent of spatial dependence is reflected as a parameter termed the Range.
In our approach, we model the target or phenomenon as a radiating source generating a spatial process that can be characterised using a function or probability model. We sample the field arbitrarily to determine the value of data that would be recorded at the selected locations if a sensor was placed there.
As an example, we analyze a target generating an acoustic signal isotropically. The acoustic signal is characterized by a square law decay and used to determine the signal energy captured at different points in the field at a given instant. The semi-variogram requires that sample points used in estimating spatial dependence be placed at an equal distance from each other. Although sensor deployments are random in a field, the field can be simulated by points that are placed equidistant from adjacent points to form a grid of points. This is a valid technique since the signal decay model is known. It is also a flexible technique since it eliminates the need to first capture data from the sensor field before the spatial dependence is estimated. Knowledge of the signal model thus enables the determination of the Range of the sensor system prior to sensor deployment. After deployment, the sensor nodes collaboratively use the value determined to select the representative subset of sensors.
III. SPATIAL SELECTION ALGORITHM

A. Estimating Range
Range can be defined as the distance after which samples of a given spatial phenomenon ceases to be strongly correlated. We refer to it as correlation distance. It is generally estimated by taking samples of data from the field. However, in our case, we simulate captured data from a model representative of the target or phenomenon. As a specific example, we model a target as an isotropic radiating source which generates a spatial random process over the region of interest. A class of targets that can be modeled this way include vehicles, aircraft and other moving targets. The signals emitted by the target can be represented by an inverse law decay [11] ,
where E sensed is the signal energy sensed at a node, E source is the amplitude of the signal radiated by the target, d is the euclidean distance between the target and the node. In the case of acoustic signals α = 2. Signal representation models were considered in [12] , [13] .
Using Eq. 1 it is possible to simulate as many sensors as desired in order to compute the correlation distance. We use the semi-variogram [10] to determine the correlation distance. The semi-variogram is a tool used in spatial statistics to describe the spatial dependence of a spatial variable. We assume that the noise in the given area is additive, white and Gaussian (AWGN). Under these assumptions, the effect of noise on the signals captured can be ignored since the semivariogram of AWGN depicts zero correlation distance. Note that the model stated above is applied at a given snapshot of time.
For a treatise on this useful method the reader may see [14] , [10] . The semi-variogram is defined aŝ
where Z(s i ) and Z(s j ) are signal energies at any two sensor nodes in the network.
Due to the overhead involved in determining the range or correlation distance autonomously in the sensor field, a predeployment estimation is proposed based on assumptions about the signal model and simulation of the sensor field. We assume that sensors are deployed in the sensor field based on a grid pattern at a uniform distance from each other. This approach permits sufficient points to be obtained for simulation. Next, the semi-variogram is computed.
The semi-variogram can be computed using either the directional or omni-directional approach. (a) The directional method considers point pairs along a specific direction within the sensor field. The points used are evenly spaced in this direction. (b) The omni-directional semi-variogram computation considers data points in all directions from a given point. All points at a certain lag (to within a tolerance) are regarded as point pairs. Figure 1 shows a typical semi-variogram shape. The sill is the value of semivariance at which the data samples cease to be strongly correlated. The distance value at which the sill occurs is the Range. The nugget effect usually results from small scale variation within the data or measurement error.
Using the decay equation, Eq. 1, and omni-directional computation, the resulting power-law semi-variogram (also known as the generalized semi-variogram) is as shown in Figure 2 . This type of semi-variogram does not have a definite correlation distance. However, we retain this approach as a valid method for determining the correlation distance in sensor networks. Note that the value of the correlation distance is independent of the amplitude of the received signal E received . In order to overcome the lack of a specific correlation distance, we consider the behavior of the 
B. Algorithm Details
Under the proposed node selection algorithm, a node operates in three states namely ACTIVE, SLEEP and NEGO-TIATE. The state diagram in Figure 3 depicts the transition between these states. All nodes may be initially deployed either in the SLEEP or ACTIVE state. The NEGOTIATE state is a transient state in which although the node is ACTIVE, it only participates in packet exchange for node selection and operates with parameters set for the selection algorithm. In the discussion of the algorithm, we denote the correlation distance by r negotiate . In an attempt to retain the coverage and connectivity properties of the sensor network, we propose choosing r negotiate to be less than both the sensing range and maximum transmission range. The selection algorithm proceeds as follows: In the NEGOTIATE state, each node sends out a 32-bit packet containing its remaining energy, up to a distance corresponding to the correlation distance (r negotiate ) of the network. All nodes within this distance receive the packet and compare the energy value received in the packet with their own remaining energy, if it is less than their own energy, they discard the received packet and continue to receive packets sent by other neighboring nodes, otherwise if the energy received is greater than or equal to their own energy, they go to the SLEEP state. The pseudocode for the algorithm is listed in Algorithm 1. We refer to a single entry into NEGOTIATE state and subsequent exit as a round in the discussion that follows. Note that some nodes may be isolated due to random deployment and packets sent from other nodes may not be able to reach them. In such cases, the approach is to include a timeout (a few microseconds) after which if no packets are received the node goes to the ACTIVE state. The choice to put such a node in ACTIVE state is to ensure that data is recorded in the area covered by that node. This way, data gathering and dissemination algorithms to be run later, including routing algorithms and data transmissions to a base station (typically far from the deployment field) that are likely to require higher transmission ranges will be able to collect data from that node to the base station. Moreover, over time factors such as wind may bring such nodes closer to the other nodes and the node may be able to go to SLEEP state in subsequent rounds of negotiation. The sleep time (t sleep ) equals the time that selected nodes are in the ACTIVE state.
In the algorithm presented, nodes use power control to determine the transmission power level that corresponds to the chosen r negotiate value.
C. Implementation Approach
Based on the discussion above, the implementation of the algorithm will be in two phases.
1) Pre-deployment Phase: In this phase, the value of the correlation distance is determined through simulation using a suitable model for the phenomenon to be monitored, for example the variogram approach discussed previously. The nodes to be deployed are "hardcoded" with the r negotiate value and the sleep time (t sleep ). As outlined above, the value of r negotiate will be used to set the transmit power during NEGOTIATION.
2) Post-deployment Phase: Nodes may be deployed in either the SLEEP or ACTIVE state. When the algorithm is initiated, all nodes go into the NEGOTIATE state and begin sending energy packets. Nodes within the r negotiate circumference of neighboring nodes receive the packets and make a decision whether to go to the SLEEP or ACTIVE state. The algorithm can also be triggered by the occurence of an event such as the appearance of a target, by a remote request for data or other topological re-organization of the network e.g., cluster-head changes.
IV. PERFORMANCE EVALUATION
In order to evaluate the performance of the algorithm, eight experiments were designed. We assume the first order radio model used in the LEACH [15] and PEGASIS [16] simulations. Under this simplified model, the transceiver consists of transmit/receive circuitry which consume identical energy while extra power is consumed by the transmit amplifier. The radio dissipates E elec = 50 nJ/bit for each of the transmitter and receiver circuitry and amp = 100pJ/bit/m 2 for the transmitter amplifier to achieve an acceptable signal to noise ratio (E b /N 0 ). An inverse square law energy decay is assumed for the transmitted signals. Thus, to transmit a k-bit message up to a distance d using this radio model, the following relationships hold:
To receive this message, the transceiver expends
In the above, E T x (k, d) and E Rx (k) correspond to the energy consumed when transmitting a k-bit packet to a distance d and for receiving it respectively. Other parameters used in the simulations are listed in Table II . To establish a traffic pattern for the network, we assume a continuous constant bit rate (CBR) transmission of 16Kbps for each sensor node between rounds of selection. This traffic model is used solely for the purpose of comparing the energy consumption characteristics of the network while varying different parameters. 
A. Effect of Variation in Range Parameter
In this simulation, the effect of choosing different values for r negotiate on the number of sensors selected and the spatial distribution of the selected subset is investigated. As shown in Figure 5 , the number of selected sensors reduces with increasing r negotiate and the selection method ensures that sensors are selected from all over the field.
B. Effect of Variation in Deployment Density
In this case, the number of nodes deployed in the given area is varied with constant r negotiate and t sleep . Figure  6 depicts the energy depletion under different network densities. Figure 6 shows that for a given r negotiate and t sleep more energy savings can be achieved for more densely deployed Energy consumption for different node densities using r negotiate =3m and t sleep = 5 seconds.
networks. This suggests that the choice of r negotiate and t sleep can be chosen in such a way that a desired operating lifetime is achieved for the network.
C. Effect of Varying t sleep
A variation in sleep time may also affect the energy consumption of the network. Figure 7 shows that for a given r negotiate value a variation in sleep time has significant effects on the lifetime of the network. Variation of t sleep from 1 sec to 10 sec shows that the smaller the sleep time, the longer the network lifetime. This reflects the fact that the selection algorithm itself consumes a negligible amount of energy compared with other protocols that need to be run in the sensor network. 
D. Energy Consumption with r negotiate
Due to the requirement that the selection algorithm needs to consume a small amount of energy, we investigate the worst-case total energy consumption for one round of the algorithm with variation in r negotiate . These values are obtained by assuming that individual nodes must receive energy packets from all its neighbors before making a decision. consumption for r negotiate = 6 being only about 16-millionth percent of the available network energy.
E. Energy Consumption with Density
We estimate the worst-case energy consumption for one round of the selection algorithm for different network densities. r negotiate was chosen to be 3m while the number of nodes deployed was varied from 200 to 1000 nodes. As shown in Table IV , the energy consumption for one round of selection only increased by approximately 5.6 mJ when the number of deployed nodes increased by a factor of 5. This further illustrates that the selection algorithm will typically consume a small amount of energy.
F. Sensing Redundancy
Although the algorithm presented exploits the redundancy present in a dense sensor network to select nodes, it is often desirable to have a certain amount of redundancy in the network for robust sensing of the phenomenon. We analyze the degree of redundancy retained by the spatial selection algorithm under varying r negotiate .
We assume that a particular application requires every point in the field to be covered by at least one sensor. We refer to this as 1-Coverage. The coverage situation is displayed by representing the field using coverage maps created by incrementing the pixel value of an image (the map) by 1 for every point that falls within the sensing radius of the sensor node. This process is known as accumulation in image processing. Image sizes can be matched to field sizes by scaling the lengths. For simplicity, each node is assumed to have a circular sensing area with a radius r. Thus, a pixel value of 4 implies that the point under consideration is covered by 4 sensors. In order to estimate sensing redundancy, each coverage map is characterized by two parameters.
Relative Redundancy (R.R.): Relative redundancy is the number of pixels that have values above the required coverage level (in this case 1-Coverage) divided by the total number of pixels in the image (image size). This value shows the percentage of the rectangular region that is covered by the selected subset [17] , [8] . It does not give information about the contiguity of the coverage. Dividing by the total number of pixels in the image also helps to remove the sensitivity of the value of relative redundancy to the resolution of the coverage map.
Coverage Contiguity (C.C.): Determines the contiguity of the coverage region formed by the selected subset. Contiguity is achieved when the covered region is completely connected without holes. Note that the covered region can have irregular shapes within the rectangular field. C.C. can be seen by thresholding the coverage map at the desired coverage level.
Definition of these two parameters helps resolve possible misinterpretation in the case of biased node deployments. Therefore, relative redundancy of 1 implies that the chosen subset covers the rectangular region completely. Whereas a relative redundancy of 0.9 implies that 90% of the rectangular region is covered but does not show if the coverage is connected. Coverage determines if the coverage offered by the chosen subset is connected without any breaks. These values were obtained for a coverage map of size 256 x 256 pixels and a sensing radius of 12m. Note that the coverage results obtained can be interpreted in terms of network connectivity given a transmit radius for each node. Figure 8 shows sample coverage maps.
G. Uniformity of Coverage
The spatial selection algorithm designed in this work has the potential of providing uniform sensing of the environment for different subsets. The uniformity of the resulting coverage after node subset selection is analyzed in this section. The uniformity of coverage is characterized by the mean value of the coverage, the variance of the coverage and a coordinate pair called the spatial uniformity (S.U.) defined as follows:
where p i is the i-th pixel value, [x, y] is the coordinate vector of the pixel and N is the total number of pixels. The spatial uniformity can be viewed as the centroid of the distribution of coverage values. The value of the spatial uniformity relative to the true center of the coverage map gives an idea of the flatness of the spatial distribution of coverage values. The above parameters were obtained for an image of size 256x256 with a centroid of (128.5,128.5). The progressive reduction in mean of coverage with increasing r negotiate is not surprising since the number of selected sensors is also decreasing. The same argument holds for the variance. The spatial uniformity values are clustered around the center coordinates of the chosen image (128.5, 128.5) which confirms that the distribution is fairly uniform throughout the image. However, more information can be derived from this simulation if it is viewed together with Table V, since a good spatial uniformity does not necessarily imply coverage. Likewise, Table VI can be used to decide the value of r negotiate that will give a desired level of coverage.
H. Fault Tolerance
Most sensor network environments are inhospitable and node failures are common. In order to evaluate the robustness of the spatial selection algorithm to node failures, a random percentage of the nodes are assumed faulty. The energy, coverage and spatial distribution characteristics of the sensor network are discussed for a r negotiate = 3. Simulation results show that the trend is similar to that of a network without faulty nodes except for the generally lower level of coverage. As shown in Figure 9 , the spatial selection algorithm still ensures that the selected subset maintains spatial spread despite random node failures. Next the sensing redundancy provided by the network is analyzed as shown in Table VIII . It is seen that the network continues to achieve coverage when up to 50 percent of the nodes have failed. In general, the level at which coverage is lost will depend on the value of r negotiate chosen and the original density of the network. 
V. CONCLUSIONS
In this paper, a spatial selection technique was proposed as a robust strategy for coping with resource challenges in wireless sensor networks. We have shown that the algorithm consistently selects sensor nodes from all over the densely deployed network in a manner that coverage and connectivity are always achieved. The selection algorithm was shown to extend the lifetime of a sensor network and can potentially manage bandwidth.
Another advantage of this algorithm is that it is independent of network topology which makes it applicable in both clustered and unclustered networks. The proposed spatial algorithm is also flexible since it provides free parameters (r negotiate and t sleep ) which can be chosen to obtain desired lifetime, bandwidth fidelity or quality of detection.
Although, the variogram method did not result in a precise value for the correlation distance in our signal model example, it has been presented to demonstrate an approach for determining the correlation distance of the network. Investigation into other valid signal models and their correlation properties may lead to definite Range values. The correlation distance may also be useful as a metric for node deployment in situations where it is convenient to deterministically place the sensors in a given pattern. This can lead to cost benefits in network design such as the analyses provided in [18] .
Future work may investigate the impact of spatially distributed data selection on the detection accuracy of a target or phenomenon. Practical implementation of the algorithm in a dense network may also validate the claims made about the benefits it offers. Adaptive schemes that alter the values of the parameters provided by the algorithm may also be researched, perhaps in response to fault levels, terrain issues or mobility patterns.
