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Abst rac t - -The  contribution of stochastic models to the development of risk management as an 
organizational discipline has been proved to be very important. Risk management li erature in 
the past appears to have concentrated on developing stochastic models for measurement of risk. 
Recently, the risk management community has responded actively and creatively to the risks that 
result from scientific research and engineering inventions, notably the risks of space exploration 
and of computers. Empirical studies, concerning the risk management practices of modern complex 
organizations, have shown that risk managers have begun to treat hese risks by making risk frequency 
reduction operations the most important part of their organizations' risk control programs. The 
results of these studies have made it quite clear that stochastic modelling of risk frequency reduction 
operations i of great importance in assessing, selecting, and applying such operations. The main 
purpose of the present paper is to establish properties, and extends the applicability inrisk frequency 
reduction operations ofa stochastic integral part model, based on the product of a discrete random 
variable with a continuous uniformly distributed random variable. © 2001 Elsevier Science Ltd. All 
rights reserved. 
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1. INTRODUCTION 
Risk management  may be defined as the systematic process of managing of an organizat ion's 
risk exposures to achieve its objectives in a manner  consistent with public interest, human safety, 
environmental  f ctors, and the law. It consists of the planning, organizing, directing, and control- 
ling activities undertaken with the intent of providing an efficient prerisk plan that  minimizes the 
adverse impact of risk on the organization's resources, earnings, and cash flows [1]. This broad 
definition of risk management  makes very clear that  neither an organization's risk manager nor 
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any other single executive acting alone can fully perform the entire risk management process 
within any organization. The cooperation of all other managers and personnel is required, The 
risk manager cannot be expected to personally minimize the adverse effects of risks, but rather to 
act as an adviser and coordinator. In short, the risk manager should be the catalyst to consolidate 
the efforts of all managers who control the organization. Making risk management a reality or a 
vital aspect of the organization’s operations requires more than just knowing risk management; 
it requires ingenuity and creative thinking. 
If risks were fully predictable, then the risk management process would not exist. It is unpre 
dictability of risks that gives risk management its distinctive characteristics as a specialty within 
the broader discipline of general management. A risk management specialist can select proper 
risk management techniques only on the basis of reliable forecasts of risks, and the effectiveness of 
alternative risk management techniques in safeguarding against the adverse effects of these risks. 
In establishing priorities, a risk management specialist must have forecasts of possible events that 
may cause risks, types of risks that might occur, and potential frequency and severity of these 
risks. Information for forecasting risks-and indirectly for forecasting the impact of alternative 
risk management techniques-can be mainly derived from mathematical analysis of historical 
data. The risk management process is well into a total risk management information system. It 
has an information gathering, sorting, storage, and retrieval system for basic risk data. It may 
also have risk profile information and an expense budgeting and allocation system. Moreover, its 
personnel makes extensive use of mathematical analysis methodology to project future expected 
risk occurrences and are at least searching the more sophisticated stochastic mathematical models 
for making risk control and risk financing decisions. 
Within the risk management community, there has been a strong interest in stochastic models. 
These models attempt to improve analysis and decision making in the risk management discipline. 
Such models are employed in many areas of the risk management discipline because risk managers 
work in an extremely complicated and uncertain environment. From the fact that stochastic 
models give their users a chance to isolate and study the various thought processes involved, 
risk managers can gain insight into how to improve their decision making process in making 
determinations about the risks faced by the organization. 
Quantifiable information about the risks to which an organization may be exposed-timely 
and accurate-is a necessity if risk managers are to make prudent decisions. Stochastic models 
are very important in analysing such information. 
The mystique which has grown up around the applications of stochastic models in risk man- 
agement problems has obscured for many risk management specialists the extent to which they 
can really use these models in their daily work. The more sophisticated stochastic models are 
very efficient elaborations of what most risk management specialists instinctively do in reaching 
and defending their more practical risk management decisions. 
Management skill is necessary for efficient treatment of risks faced by the organization. How- 
ever, without thorough analysis using the best stochastic models currently available, risk man- 
agement becomes virtually impossible. 
The purpose of the present paper is to establish several properties and extend the applicability 
of a discrete stochastic model to some very important risk management problems. The main part 
of the paper consists of two sections. Section 2 of the paper is mainly devoted to the importance 
of risk frequency reduction operations and the description of discrete stochastic models applied 
in the study of such operations. The purpose of Section 3 is to consider applications of an 
integral part model based on the product of two independent random variables in a particular 
function of the risk management process. More precisely, it is shown that this model has some 
very interesting properties which are extremely useful for applying this model in risk frequency 
reduction operations. Section 3 is also devoted to the study of the distribution of the above- 
mentioned integral part model. Conditions are established for embedding the distribution of this 
model into the important class of discrete renewal distributions. 
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2. STOCHASTIC MODELLING 
OF RISK FREQUENCY 
REDUCTION OPERATIONS 
As currently defined, the important steps of risk management process include identification, 
measurement, and treatment of risks faced by an organization. 
The point of risk identification activities is to locate and document the risks that are presented 
by the existence and operations of an organization. To assemble and maintain thii information 
requires the risk manager to have thorough knowledge of the activities and to develop an intel- 
ligence network among employees. Risk identification requires perseverance, imagination, and, 
above all, an awareness of changes taking place within the organization. Nearly all operational 
and procedural changes will in some manner create risk, reduce risk, or eliminate risk. It is gen- 
erally recognized that the key to effective risk identification is to be informed. Methods used to 
identify risks include regular meetings with managers and supervisors, site inspections, surveys, 
examination of written contracts, analysis of financial reports, risk management committee meet- 
ings, insurance company risk prevention reports, analysis of historical risk experience, and a close 
awareness of operational developments within the specific industry. The strategy of management 
must be to employ that risk identification method or combination of risk identification methods 
that best fits the situation at hand [2]. A recent contribution to risk identification methodology 
is the concept of cindynic hyperspace [3]. 
After the risk manager has identified the various types of risks faced by the organization, these 
risks must be measured in order to determine their relative importance and to obtain information 
that will help the risk manager to decide upon the most desirable combination of risk treatment 
techniques. Information is needed concerning risk frequency and risk severity. Both risk frequency 
and risk severity data are needed to evaluate the relative importance of an exposure to risk. The 
best way to measure risks involves probability distributions. Thii method makes possible more 
comprehensive risk measurements than any other method. Probability distributions are becoming 
a more common tool of modern risk management, and data sources are improving. Furthermore, 
probability distributions improve one’s understanding of the more popular risk measurements and 
are extremely useful in determining which risk treatment techniques would be best in a given 
situation. A thorough examination of the contribution of stochastic models to the development of 
risk management as an organizational discipline reveals a continuing importance attached to the 
applications of probability distributions in risk measurement. These applications take advantage 
of the results of probability theory and aim to provide management with more realistic criteria 
upon which to base risk management decisions [4,5]. 
Risk treatment represents the most dynamic and challenging activity of the risk management 
discipline. The two activities previously described, risk identification and risk measurement, are 
very much diagnostic. Risk control and risk finance, separate but related activities, are the two 
basic prescriptions for the treatment of risk. After the risk manager has identified and measured 
the risks faced by the organization, he must decide how to handle them. There are two basic 
approaches. First, the risk manager can use risk control techniques to alter the exposures in such 
a way as to reduce the organization’s expected property, liability, and personal risks, or to make 
the annual risk experience more predictable. Risk control techniques include risk avoidance, risk 
frequency reduction, risk severity reduction, risk separation, risk combination, and some risk 
transfers. Second, the risk manager can use risk financing techniques to finance the risks that do 
occur. Funds may be required to repair or restore damaged property, to settle liability claims, 
or to replace the services of disabled or deceased employees or owners. The techniques in this 
second category include those risk transfers that are not considered risk control techniques, and 
risk retention. The risk manager should always consider the use of at least one risk control 
technique to see if it would be appropriate. Unless the risk exposure is eliminated, the risk 
manager must use at least one risk fmancing technique [6]. 
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Risk frequency reduction attacks the risk by lowering its frequency. The variety of risk fre- 
quency reduction operations i illustrated by the following examples. The frequency of a fire 
can be reduced by fire-resistive construction, building in an area where there are few external 
hazards, and having many suppliers o that a fire suffered by one supplier will not halt the orga- 
nization's operations. The frequency of a product liability suit can be reduced by tightening the 
quality-control limits, choosing distributions more carefully, and checking on statements made 
by salespersons or the advertising department that may lead to a suit based on an implied war- 
ranty. The frequency of an industrial accident may be reduced by safety meetings, providing 
safety goggles, and checking the ventilation system. Employers can reduce the chance that their 
workers will be unemployed by stabilizing the demand for their products and services through 
diversification, market research, and advertising, and by producing for stock during slack seasons. 
These examples make quite clear that risk frequency reduction is fundamental in risk treatment. 
By their response to the challenges during the formative period of risk management, risk man- 
agers gained direction and form for the job, including line authority over insurance and staff 
authority in risk frequency reduction, or equivalently, risk prevention, risk avoidance, and con- 
tractual risk transfer. They developed the basic discipline of special knowledge and skill that 
would constitute risk management as a distinct function, and they set up professional nd scien- 
tific societies that would sustain and advance the function and help give it visibility in academics 
and practice. During the last decade, risk managers have responded actively and creatively to 
the risks that result from scientific research and engineering inventions, notably the risks of space 
exploration and of computers [7]. The strong dependence of modern complex organizations on 
computer systems makes necessary a comment on the great importance of risk frequency reduc- 
tion for protecting such systems. Risks such as fire, flood, earthquake, lectrical and magnetic 
disturbance, change in temperature and humidity, hardware and software failure, human error, 
and criminal action continuously threaten the proper function of a computer system. Undoubt- 
edly, these risks can cause a computer breakdown which subsequently can have a serious impact 
on the continuity of the organization's operations. It readily follows that when it comes to pro- 
tecting computer systems from the adverse ffects of these risks, risk managers should emphasize 
risk frequency reduction operations. For computer systems, risk frequency reduction is the num- 
ber one priority, and insurance comes second. Insurance should be only used for catastrophic 
risks. Empirical studies, concerning the risk management practices of modern complex organiza- 
tions, have shown that risk managers have begun to treat the above-mentioned risks by making 
risk frequency reduction operations the most important part of their organizations' risk control 
programs [8]. From the results of these studies, we can easily reach the conclusion that stochas- 
tic modelling of risk frequency reduction operations can be of great importance in assessing, 
selecting, and applying such operations. 
Let R be a discrete random variable with support space No = (1, 2,.. .  ) or N -- (1, 2,.. .  ). 
In the discipline of risk management, the discrete random variable R denotes the frequency of a 
risk if R denotes the number of occurrences of a risk in a given time interval and space. If the 
discrete random variable Y denotes the frequency of the same risk after a certain risk frequency 
reduction operation applied, then 
Y <R,  
with probability one. The discrete random variable Y is defined as a function of the discrete 
random variable R. This function is a stochastic model describing a risk frequency reduction op- 
eration. It is generally accepted that stochastic modelling of risk frequency reduction operations 
is fundamental in assessing, selecting, and applying such operations. After the construction of a 
stochastic model describing a risk frequency reduction operation, the distribution of the random 
variable Y must be derived from the distribution of the random variable R. The derivation of the 
distribution of Y has theoretical nd practical importance in risk frequency reduction operations. 
Since, in general, an explicit analytical derivation of the distribution of Y is extremely difficult, 
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it follows that the establishment of conditions for embedding this distribution into well-known 
classes can be very useful in theoretical nd practical situations. 
The main purpose of this paper is to establish several properties and applications in risk 
frequency reduction operations of a discrete stochastic model. The model is based on the integral 
part of the product of a discrete random variable taking values in N = {1, 2,... } with a continuous 
uniformly distributed random variable taking values in [0, 1]. Properties of the corresponding 
distribution are also established by the paper. From the fact that the distribution of this integral 
part model seems complicated, the paper makes use of the results of probability generating 
functions for investigating the distribution of the model. More precisely, the paper provides 
conditions for embedding the probability generating function of the model into the class of renewal 
probability generating functions. The elements of the class of discrete renewal distributions have 
very interesting applications in several theoretical nd applied disciplines [9]. 
Krisnaji [10] and Artikis et al. [9,11] have studied some properties and applications in different 
disciplines of the above integral part model. From a theoretical nd practical point of view, the 
results of the present paper extend the contributions of these authors. 
3. EXAMPLES OF  AN INTEGRAL PART MODEL APPL IED 
IN  R ISK  FREQUENCY REDUCTION 
The purpose of this section is to provide applications of an integral part model based on the 
product of two independent random variables in a function of the risk management process. More 
precisely, it is shown that this model has several very interesting properties which are crucial for 
the applications of it in risk frequency reduction operations. 
Let R be a discrete random variable on N with probability distribution 
c~ 
P[R  = r] = s~, r = 1 ,2 , . . . ,  ~ SrZ r = PR(Z), 
r= l  
and probability generating function PR(z).  Moreover, let W be a continuous, uniformly dis- 
tributed random variable with distribution function 
Fw(w)  = w, 0 < w < 1, 
and independent ofR. We consider the random variable 
Y = [WR], (3.1) 
where [WR] denotes the integral part of WR.  The probability function of the random variable Y
is given by 
oo  
p ly  y] = ~ s~ -- --, y -- 0,1, . . . ,  (3.2) 
r r=yd-1 
and 
(3.3) Py(z )  = 1 - z w 
is the probability generating function of Y [10]. 
Below, it is shown that the above integral part model has several important properties which 
are sufficient to make this model of some importance within the risk management decision making 
process. 
From the definition of the integral part model Y = [WR], it follows that the random variables Y
and R satisfy the inequality 
Y < R, P (Y  < R) = 1 (3.4) 
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(i.e., with probability one). The inequality (3.4) is essential for the applications of the model 
Y = [WR] in the study of risk frequency reduction operations. 
Moreover, from (3.2) it easily follows that the probability distribution of Y = [WR] satisfies 
the inequality 
P[Y = y] > P[Y = y + 1], y = 0,1 , . . . .  
Hence, the distribution of Y has a unique mode (maximum) at the point O. The existence of 
this mode for the distribution of Y has rather important consequences since it describes "0 risk 
frequency after a risk frequency reduction operation applied" as the most likely scenario. It is 
universally recognized that a scenario f this kind is a very crucial element in developing and 
implementing a risk management program for an organization. In general, unimodality is a 
welcome feature from the point of view of constructing unambiguous estimation procedures and 
making better statistical decisions. 
Below, we use the probability generating function of Y to evaluate xpectation E(Y),  since 
the corresponding probability function is complicated, and hence, a direct evaluation of E(Y)  is 
difficult. The evaluation of E(Y)  provides analysts with important information for making deci- 
sions concerning the applications of the above integral part model in the study of risk frequency 
reduction operations. 
If we set w = 1 - s + sz in (3.3), it is easily shown that the probability generating function 
Py(z) of the integral part model Y = [WR] can be written in the 
~0 1 PR(1  -- 8 n t" SZ)  ds. By(z) = 1 - - s  + sz 
If we differentiate it with respect o z, we obtain the result 
p{,(z) = fol [ P~(1-- s + s_z) PR(1 -  s + sz) ] 
L 1 -s+sz  - ~:s -~sz~ ] sds. 
Moreover, if we set z = 1 in the above result, we can express the mean value E(Y)  in terms of 
the mean value E(R) according to the following: 
E(Y)  = ~[E(R) -  1], 
which means that the mean value E(Y)  is less than the half of the mean value E(R). From this 
result, the fact that the random variables Y and R satisfy the inequality P(Y  < R) -- 1 and the 
existence of a unique mode at the point 0, we conclude that the integral part model Y = [WR] 
can be of some importance in the study of risk frequency reduction operations, when R denotes 
the frequency of a risk and Y the frequency of the same risk after some risk frequency reduction 
operation applied. 
An explicit analytical formula of the distribution of the integral part model in (3.1) can pro- 
vide risk analysts and risk managers with valuable information for analysis and making decisions. 
However, the distribution of this integral part model is, in general, complicated and, therefore, the 
establishment of conditions for embedding this distribution into well-known classes of distribu- 
tions is a very powerful tool in modelling risk frequency reduction operations. Below, conditions 
are established for embedding the distribution of this integral part model into the class of dis- 
crete renewal distributions. This class has important applications in a large number of practical 
stochastic models [9]. Moreover, two particular cases of the distribution in (3.2) are considered. 
Let X be a discrete random variable on No with finite mean E(X)  and probability distribution 
p Ix  = = 
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The discrete random variable T on No with probability distribution 
P[T = t] = qt = 1-(po+p1+...+pt) 
E(X) (3.5) 
is said to follow the renewal distribution corresponding to the distribution of X. Since 
P[T = t] > P[T = t + 11, 
it follows that the renewal distribution has a unique mode at the point 0. Under certain conditions, 
the random variable T denotes the residual lifetime to failure of an aging component in a system. 
Upon failure, defective components are replaced by new components whose random lives are 
independent and identically distributed as X. In this case, the sequence of failure times forms a 
renewal process in discrete time [9]. 
If Px(z) is the probability generating function of X, then from (3.5) it readily follows that 
1 - Px(z) 
pT(z) =(1 - t)E(X)’ I%/ 5 1, 
is the probability generating function of T [9]. 
Later we use the probability generating function of the integral part model in (3.1) and the 
probability generating function of the renewal distribution in order to give a characterization of 
the Poisson distribution. 
THEOREM. Let X be a discrete random variable on No, whose probability generating function 
Px(z) satisfies P&(l) = E(X) < co, and suppose that T is a discrete random variable with 
probability generating function 
PT(4 = (; :zyE(($. 
The random variable X follows the Poisson distribution if, and only if, 
T 1 [W(X + l)], (3.6) 
where W is a uniformly distributed random variable over the interval [0, l], which is independent 
of X, and 2 denotes ‘equality in distribution”. 
PROOF. Only the sufficient condition will be proved, since the necessity condition can be proved 
by reversing the argument. 
For probability generating functions from (3.6), we obtain the integral equation 
1 - Px(z) 1 
(l- z),qx) = & t px(w)dw. s (3.7) 
Multiplying both sides of (3.7) by l-z and then differentiating, we obtain the differential equation 
y = E(X)Px(z). (34 
Integrating (3.8) using separation of variables, due to the boundary condition, leads to the unique 
solution 
PX(%) = eA(z-l), 
where X = E(X). In the context of modelling risk frequency reduction operations, the above 
result can be interpreted in the following way. Let R be a discrete random variable which follows 
the shifted Poisson distribution with probability generating function 
P&) =7x q-1) 
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It is easily seen that R can be written in the form 
Rdx+I ,  
where X is a discrete random variable which follows the Poisson distribution with E(X)  = A. 
We suppose that the random variable R denotes the frequency of a risk, and the random variable 
Y = [WR] denotes the frequency of the same risk after some risk frequency reduction operation 
is applied. In this case, the probability generating function of Y is given by 
1 .~1 e ~(w-1) dw = 1 - e A(z-1) 
P r (z )  = 1 -  z . .  (1 -  z)A ' 
which is the probability generating function of the "Poisson-Uniform distributions" [12]. 
From the fact that the shifted Poisson distribution is a commonly encountered risk frequency 
distribution, it follows that the Poisson-Uniform distribution can be of some practical and theo- 
retical importance in stochastic modelling of risk frequency reduction operations. 
Now, we consider two particular cases of the distribution of the integral model in (3.1). If the 
random variable R follows the geometric distribution with probability generating function 
= pz  , O<p<l ,  q=l -p ,  [z[<_-,1 
PR(Z) 1 - qz q 
then from (3.3), we obtain the probability generating function 
Py(z )  = p In[(1 - qz)/p] , (3 .9 )  
q 1 -z  
of the random variable Y. Properties and applications of the distribution with probability gen- 
erating function (3.9) have been studied by Artikis et al. [9]. 
If the random variable R follows the uniform distribution with probability generating function 
z(1 - z n) 
PR(Z) - -  n(1- -z ) '  n=2,3 , . . . ,  
then from (3.3), we obtain the probability generating function 
n I 1-z  ~ 
Py(z) = ~ n ;(i---z) (3.10) 
of the random variable Y. The distribution with probability generating function (3.10) is a finite 
mixture of uniform distributions. 
The above particular cases of the distributions of the integral part model in (3.1) provide 
interesting interpretations of two well-known discrete distributions in modelling risk frequency 
reduction operations. 
REFERENCES 
1. G. Head, The Risk Management Process, Risk Management Society Publishing, New York, (1978). 
2. V. Grose, Managing Risk, Prentice Hall, (1987). 
3. G. Kervern, Latest Advances in Cindynics, Economica, Paris, (1994). 
4. T. Artikis, A. Voudouri and P. Artikis, Unimodality and applications in risk management of a stochastic 
compounding model, International Review of Economics and Business 44, 159-170, (1997). 
5. A. Voudouri, J. Moshakis and P. Artikis, A stochastic discounting model arising in competing risks manage- 
ment, Computers Math. Applic. 38 (3/4), 51-59, (1999). 
6. N. Crockford, An Introduction to Risk Management, Woodward-Faulkner, Cambridge, (1980). 
7. D. Barlow, The evolution of risk management, Risk Management, 38-45, (April 1993). 
8. F. Kloman, Rethinking risk management, The Geneva Papers on Risk and Insurance 17, 299-313, (1992). 
9. T. Artikis, S. Loukas and D. Jerwood, A transformed geometric distribution in stochastic modelling, Mathl. 
Comput. Modelling 2"7 (1), 43-51, (1998). 
10. N. Krisnaji, A characteristic property of the Yule distribution, Sankhya A 32, 343-346, (1970). 
11. T. Artikis, A. Voudouri and M. Malliaris, Certain selecting and underreporting processes, Mathl. Comput. 
Modelling 20 (1), 103-106, (1994). 
12. G. Patil and S. Joshi, A Dictionary and Bibliography of Discrete Distributions, Oliver and Boyd, Edinburgh, 
(1968). 
