This paper presents a method for designing state observers with exponential error decay for nonlinear systems whose output measurements are affected by known time-varying delays. A modular approach is followed, where subobservers are connected in cascade to achieve a desired exponential convergence rate (chain observer). When the delay is small, a single-step observer is sufficient to carry out the goal. Two or more subobservers are needed in the the presence of large delays. The observer employs delay-dependent time-varying gains to achieve the desired exponential error decay. The proposed approach allows to deal with vector output measurements, where each output component can be affected by a different delay. Relationships among the error decay rate, the bound on the measurement delays, the observer gains, and the Lipschitz constants of the system are presented. The method is illustrated on the synchronization problem of continuous-time hyperchaotic systems with buffered measurements.
1. Introduction. The state estimation of dynamical systems based on delayed output measurement is an important problem in many engineering applications, for example, when the system is controlled or monitored by a remote device through a communication channel, or when the measurement process intrinsically causes a nonnegligible time delay, as in biochemical reactors. For this reason the issue of state reconstruction in the presence of time delays in the system equations and/or in the measurement process is receiving increasing attention.
State observers and observability conditions for both linear and nonlinear systems with time delays in the state equations have been studied by many authors (see, e.g., [20, 21, 24, 11, 29, 32] and the references therein). This paper considers nonlinear systems without delays in the state equations but with delayed measurements. The design of state observers that predict the current state by processing delayed output measurements is central for the design of state feedback controllers. In the case of stable linear systems, the control problem is solved by the Smith predictor [25] . An extension of the Smith approach to closed-loop control of nonlinear systems with delayed input was presented in [18, 22] , where, as in the case of linear systems, the state prediction is obtained by an open-loop algorithm, so that the accuracy of the predicted state is not guaranteed for unstable systems.
The idea of achieving the convergence of the state estimate by using a cascade of two observers (elementary chain observer) was first proposed in [10] , while the idea of using more than two observers in the chain to deal with large measurement delays has been proposed in [12] . In [10] it has been shown that a chain of two observers is sufficient for asymptotic state reconstruction as long as the measurement delay is below a given threshold, which depends on the Lispchitz constants of the system. When the time delay exceeds such a threshold, more links must be added to the chain [12] . Each observer in the chain is in charge of predicting the system state for a suitable fraction of the total delay. The structure of the basic observer in the chain is the one proposed in [5, 6] for undelayed measurements. A similar approach has been used in [16] , where some restrictions of the chain observer in [12] have been overcome. In [3] another predictor for nonlinear systems with delayed output, based on a cascade of observers, has been proposed. Sufficient conditions for the convergence of this predictor have been derived using linear matrix inequalities. This predictor has been extended in [1] to triangular systems. Other recent proposals include the nonlinear observer of [21] , for systems that are linearizable by additive output injection, and the constant gain observer design method proposed in [27] . In [26] the case of timevarying measurements delay has been investigated, although restricted to linear time invariant systems. In particular the stability properties of a chain observer have been investigated, under the assumption that the delay is known and piecewise constant.
Recently, the framework of high-gain observers has been used to design observers for nonlinear systems with time-varying measurement delay. In [4] a Razumikhin approach has been used to prove the asymptotic convergence to zero of the estimation error of a high-gain observer derived from [5, 6] . In [28] an observer derived from the one in [9] has been proposed, and a Liapunov-Krasovskii approach is used to derive the convergence result in the presence of time-varying delay. The exponential convergence to zero of the estimation error of this observer has been proved in [2] .
This work contains two main contributions. The first is the proposal of a singlestep observer for nonlinear systems with time-varying measurement delays that extends the one in [4] in two directions: it allows one to deal with vector measurements (multi-input-multi-output systems) and achieves prescribed exponential error decay, provided that the maximum delay is below a suitable bound. This result is obtained by use of time-varying delay-dependent gains in the observer. The delays are assumed uniformly bounded but not necessarily continuous functions of time. Moreover, each component of the vector output can have its own delay.
The second contribution is the proposal of a chain observer with uniform structure, which allows one to deal with the case in which the prescribed exponential convergence cannot be achieved by a single-step observer (i.e., the maximum measurement delay is too large). To the best of our knowledge, this is the first proposal of a chain observer for the time-varying delay case. Relationships among the exponential error decay rate, the bound on the measurement delays, the observer gains, and the Lipschitz constants of the system are investigated. In order to have a simpler and shorter exposition, only global convergence results are derived in this paper, for which we need to assume rather strong global Lipschitz and observability properties on the systems under investigation. However, local convergence results can be derived as well under weaker local Lipschitz and observability assumptions.
The paper is organized as follows. In section 2 the class of systems under investigation and the state observation problem are formulated. The single-step observer is presented in section 3, together with the convergence results. In section 4 the chain observer is described and the convergence analysis is provided. Some guidelines for tuning the observer parameters are given in section 5, and in section 6 the approach is illustrated on the state estimation problem of a hyperchaotic system (hyperchaos synchronization) with buffered measurements. Conclusions follow. In order to get a smoother presentation, some auxiliary results are reported as appendices.
Notation. Given q objects H i , for i = 1 : q (functions, vectors, matrices, . . . ), throughout this paper the symbol diag q i=1 {H i } denotes the block-diagonal matrix, whose diagonal blocks are the objects H i . In the same way, if all the H i have the same number of columns (rows) the symbol col q i=1 {H i } (row q i=1 {H i }) denotes the block-column (row) matrix made with the H i . N denotes the set of natural numbers (strictly positive integers). The norm of a multi-indexs =
For a given p ∈ N, ½ p ∈ R p is the column vector of ones in R p , while I p is the identity matrix in R p×p . Σ p×p + ⊂ R p×p is the set of n × n symmetric positive definite (SPD) real matrices. R + and R − are the sets of strictly positive and strictly negative real numbers, respectively. Given ∆ ∈ R + and n ∈ N, the symbol C n ∆ denotes the space of continuous functions that map the interval [−∆, 0] into R n , endowed with the sup norm. The meaning of the norm symbol · depends on the context:
. For a given continuous
Preliminaries. We consider the problem of state observation for nonlinear systems with delayed vector output, in the case where each output component is measured with its own time delay. The measurement delays, possibly time-varying, are assumed to be known in real time, and are bounded by a known constant ∆. The systems considered here have the forṁ
where x(t) ∈ R n is the system state, u(t) ∈ R p is a known input,ȳ(t) ∈ R q is the measured output, and δ i (t) ∈ [0, ∆] is the time-varying measurement delay of the ith output. The function F : R n × R p → R n is affine in the input, i.e., (4) F
where f (x) and g k (x) are C ∞ vector fields. h i (x), i = 1 : q, are C ∞ functions. Letȳ(t) ∈ R q denote the vector collecting all the delayed measurementsȳ i (t), i.e., y(t) = col q i=1 ȳ i (t) , and let y(t) = col q i=1 h i (x(t)) denote the vector of undelayed measurements. The delays δ i (t) are collected inδ(t) = {δ i (t)} q i=1 . The component y i (t) will be available for processing at a time t ′ i such that t ′ i = t + δ i (t ′ i ). Remark 1. We assume that the measurement delays δ i (t) are known in real time, which means that the information available for processing at time t, with t ≥ 0, is the pair ȳ(t),δ(t) ∈ R q × [0, ∆] q , whose components (ȳ i (t), δ i (t)) satisfy the identities (2), for i = 1 : q. The issue of robustness with respect to uncertainties in the delay is not investigated in this paper and deserves further research work. Notice that the assumption that the delay is known is realistic in many applications. A common case is that of networked control systems [13] , when the measurements are buffered and then sent over a reliable network that introduces a variable delay. In this case, the OBSERVER FOR SYSTEMS WITH MEASUREMENT DELAYS 1865 delay is typically computed by comparing the time at which the packet is delivered with the time-stamp included in the packet at the sender side. Although in principle it is possible to estimate x(t − δ) by exploiting the outputs y i (t) of (1)- (2) in an ordinary observer, and then to use such an estimate for estimating x(t) by integrating the system equation (1) in the interval [t − δ, t], this approach is not used in the literature mainly for two reasons: the implementation of predictors containing integral terms (distributed predictors) may be computationally prohibitive for real-time applications, and the open-loop structure of the integral predictor makes it sensitive to uncertainties and modeling errors. In addition, it is not trivial to estimate x(t − δ) when the delay δ is not constant.
Thus, the integral predictor approach, although conceptually simple, may not be suited for many applications. As a consequence, predictors with state-observer structure, i.e., written in the form of measurements driven differential equations (or delay-differential equations), are generally preferred.
Throughout the paper, given a vector w(t) = col q i=1 {w i (t)} and a set of delays δ(t) = {δ i (t)} q 1 , the vector function wδ(t) is defined as
Thus, we haveȳ(t) = yδ(t). Let L k f λ(x) denote the kth Lie derivative of the scalar function λ(x) along a vector field f (x), defined as (see [15] )
and let L G λ(x) denote the row vector [L g1 λ · · · L gp λ]. Following [6] , we build the observability map using the Lie derivatives 0, 1, . . . , s i−1 of each output function h i (x). For a given multi-indexs = {s i } q 1 , let the vector functions Φ si i (x) ∈ R si and Y i,si (t) ∈ R si be defined as follows:
i (t) denotes the kth derivative of the ith undelayed output), and let
Note that Φ si i (x) are maps from R n to R si and do not depend on time. As discussed in [6, 7] , if u(t) = 0, then Y i,si (t) = Φ si i (x(t)) and Ys(t) = Φs(x(t)). If, for somē s, such that |s| = n, the square map z = Φs(x) is invertible, then the knowledge of Ys(t) theoretically allows instantaneous exact reconstruction of the state x(t). This property justifies the following definition (see [6] ).
Definition 1. For a given multi-indexs such that |s| = n, the map Φs(x) defined in (9) is said to be an observability map in a set Ω ⊆ R n , for system (4)-(2), if it is a diffeomorphism in Ω. A system that admits an observability map Φs(x) in Ω is said to be drift-observable in Ω. A system is said to be uniformly Lipschitz drift-observable in Ω if it is drift-observable in Ω and the maps Φs and Φ −1 s are uniformly Lipschitz (in Ω and Φs(Ω), respectively). If Ω = R n the system is said to be globally uniformly Lipschitz drift-observable (GULDO).
The observability property described in Definition 1 only depends on the drift component of (4) (i.e., f (x)). For this reason the term drift-observability (i.e., observability for null input) has been coined in [6] .
Note that the components s i of a multiindexs that satisfy the assumptions of Definition 1 coincide with the observability indices defined in [19] .
If a system is drift-observable in Ω, then the Jacobian
is nonsingular ∀x ∈ Ω, and the inverse map x = Φ −1 s (z) exists in all Φs(Ω). Definition 2 (see [6, 7] ). The observation relative degree of the ith output h i (x) of system (1)-(2) in a set Ω ⊆ R n is a natural number r i such that
If Ω = R n , the ith output is said to have uniform observation relative degree r i .
Note that Definition 2 of the observation relative degree (taken from [6] ) is not related to the measurement delay. (The functions in (11) and (12) are maps from R n to R p .) Moreover, if s i ≤ r i , i = 1 : q, we still have Ys(t) = Φs x(t) , as in the case of absence of input, and the drift-observability property implies the observability for any input (see [6] for further details). Now, consider the map Φ si i (x) defined in (7) , and assume that s i ≤ r i . Let (A si , B si , C si ) denote a Brunowsky triple of size s i (see Appendix A.1). Then
. Taking into account (13) and the identity h i (x) = C si Φ si i (x), we geṫ
ȳ
Note that, since s i ≤ r i , if follows that z i (t) = Y i,si (t). If the system (1)-(2) is globally drift-observable and Φs(x) is a global observability map, with s i ≤ r i , i = 1 : q, then z = Φs(x) defines a change of coordinates. In the new coordinates z(t) = col q i=1 z i (t) , the undelayed vector measurement is y(t) = Csz(t), and the system equations areż
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where As ∈ R n×n , Bs ∈ R n×p , Cs ∈ R q×n are
and the function p(z(t), u(t)) ∈ R q is defined as
with L i (·, ·) defined in (14) . The representation (18)-(19) of system (1)-(2) will be useful in the proof of the observer convergence.
3. Single-step exponential observer. This section presents a single-step observer for system (1)-(2) and the relevant convergence analysis. The hypotheses needed are the following:
such that the map z = Φs(x) defined in (9) and its inverse (22) is globally uniformly Lipschitz with respect to z, with the Lipschitz coefficient γ p depending on ||u||, i.e.,
(r i is the uniform observation relative degree of each of the output functions h i (x) in (1)-(2).) Note that the hypothesis H 2 could be equivalently given in terms of uniformly Lipschitz assumption on L i (x, u), because by definition
The proposed observer for the system (1)-(2) is the following delay system:
where
The matrix Qs(x) is the Jacobian of Φs(x), defined in (10) . The gain vectors k i and the constant η are the only design parameters for the observer. In particular, η in (25) is a desired exponential decay rate for the observation error. The function φ ∈ C n ∆ is used for the observer initialization.
Definition 3 (global η-exponential convergence). For a given η ∈ R + a system of the type (24)-(26) is said to be a global η-exponential observer for system (1)-(2) if, for any given φ ∈ C n ∆ and initial state x(−∆) ∈ R n , there exists c ∈ R + such that
The observer equations (24) can be written in the z-coordinates by definingẑ i (t) = Φ si i (x(t)) andẑ(t) = col q i=1 ẑ i (t) = Φs x(t) . Differentiating and using (13)-(14) we getż
be the components of the observation error in z-coordinates.
Using (16), the ith block of ν(t) in (26) can be written as
. Subtracting equations (18) and (28) and defining
where p(·, ·) is defined in (22), we obtain the following differential equation forz:
Under assumption H 1 , the inequality (27) that defines the global η-exponential convergence in Definition 3 is equivalent to
Before giving the main convergence theorem, we need the following lemma. (The proof is in Appendix A.2.) Lemma 4. For a given multi-indexs = {s i } q 1 such that |s| = n, consider the q Brunowsky triples (A si , B si , C si ), i = 1 : q. Then, for any given a > 0 and b > 0, there exist q vectors k i ∈ R si and q matrices P i ∈ Σ si×si + such that the following q inequalities hold for i = 1 : q:
Moreover, given q vectors v i ∈ R si − , i = 1 : q, with distinct and negative components, the pairs k i (ρ), P i (ρ) are defined, for i = 1 : q, as follows:
Now the main convergence theorem can be given. Theorem 5. Consider the system (1)-(2), with δ i (t) ∈ [0, ∆], i = 1 : q, under assumptions H 1 , H 2 , H 3 , and assume that u(t) ≤ū ∀t ≥ −∆, for someū > 0.
Then, for any assigned η > 0, there exist q gain vectors k i ∈ R si , i = 1 : q, and a positive ∆ such that if ∆ < ∆, then (24)-(26) is a global η-exponential observer for system (1)- (2) .
In particular, the q gains k i can be chosen to satisfy, together with q matrices P i , the inequalities (34), with a = 2η + α + 1, where α > 0 is arbitrarily chosen, and
Proof. Note first that the uniformly Lipschitz assumptions in H 1 and H 2 guarantee the existence of solutions in [0, ∞) of both the system and the observer. By assumption, the observer gains k i are chosen such to satisfy the q inequalities
where the matrices P i are symmetric and positive definite. In order to get more compact formulas, let us define the matrices
so that inequalities (38) can be rewritten as
As discussed in Remark 2, the assumption H 1 allows us to prove the exponential convergence by showing that (33) holds. By defining the variables
the condition (33) becomes lim t→∞ ǫ(t) = 0.
, so that (42) can be written as
Replacingż(t) in (44) with (31) , and using (43) we get the systeṁ
wherep(·, ·, ·) has been defined in (30) . From (32) , under the assumption ||u(t)|| ≤ū, it follows that
whereγ p = γ p (ū). Now, to prove the theorem it is sufficient to prove the global asymptotic stability of the solution ǫ ≡ 0 of the system (45), because this ensures the limit (33), which in turn implies η-exponential convergence of the observer.
Then, adding to and subtracting from (45) the term K 0 Cs ǫ(t) we get
so that (45) can be rewritten aṡ
. Substitution into (49), taking into account that k i C si B si ϕ i (t, ǫ) = 0, provides the following functional differential equation for ǫ(t) that holds for t ≥ ∆:
In order to prove the asymptotic stability of ǫ ≡ 0, we consider the auxiliary time-delay system, defined for t ≥ ∆,
where ψ(·) ∈ C([−∆, ∆], R n ) is the initial condition. Clearly, the dynamics of (52) include the dynamics of (51) when ξ(θ) = ǫ(θ), θ ∈ [−∆, ∆]. (Note that ξ(t) is not required to obey a differential equation of the type (51) in the interval [0, ∆].) As a consequence, asymptotic stability of (52) implies the asymptotic stability of (51). Let us rewrite (52) aṡ
Now we can apply the Razumikhin method (see, e.g., [17] ) to prove the asymptotic stability of system (53)-(54). Consider the Liapunov-Razumikhin function candidate
where the q matrices P i , symmetric and positive definite, satisfy (40). The computation of the derivative ofV ξ(t) giveṡ
In light of Razumikhin theorem it is sufficient to show that if the inequality V(ξ t (θ)) ≤ κV(ξ(t)) holds ∀θ ∈ [−2∆, 0], for some κ > 1, thenV(ξ t )) ≤ −α κ V ξ(t) , for some α κ > 0. Let us compute upper bounds for each term in the right-hand side of (56). Consider the rightmost term, which contains both ξ i (t) and ξ(t). By applying the inequality |2x T P b| ≤ x T P x + b T P b and the Lipschitz condition (46) we have
Taking into account that ξ T ξ = q i=1 ξ T i ξ i and thanks to (40) we geṫ
From this
Consider now the terms in the summation in (60). Using (54) we have
Using again |2x T P b| ≤ x T P x + b T P b, we have for the first integrand
Noting that C si (A si + ηI si ) 2 ≤ C si (A si 2 + η 2 C si ) 2 = 1 + η 2 , due to the Brunowsky structure of the pair (A si , C si ), and that for any P > 0 it is x 2 ≤ P −1 x T P x, the following bound holds for the first integrand:
Thus, under the Razumikhin hypothesis V(ξ t (θ)) ≤ κV(ξ(t)) at time t, κ > 1, which obviously implies V i (ξ t,i (θ)) ≤ κV(ξ)), for i = 1 : q, we get the following bound for the first integral of (61):
Similarly, for the second integrand of (61) we have
where k i,1 = C si k i is the first element of the vector k i . Under the Razumikhin condition we have the following bound for the integral:
Putting together (64) and (66), and taking into account the bound δ i (t) ≤ ∆, from (61) the following inequality is obtained, which holds in all times t ≥ ∆, where the Razumikhin condition holds:
The substitution of the bound (67) into (60), after simple manipulations, gives
has been defined in (37). Recall that if at time t the Razumikhin condition is verified for some κ > 1 (i.e., V ξ t (θ) ≤ −κV ξ(t) , for θ ∈ [−2∆, 0]), then the inequality (68) holds true. It remains to show that if ∆ < ∆ = α/(2 + β) (see (37)), then there exists κ ∆ > 1 and α κ∆ > 0 such that in all t ≥ ∆ where the Razumikhin condition is verified, the inequalityV ξ(t) ≤ −α κ∆ V ξ(t) holds. To this aim, consider the function
which is such that π(1) = ∆ and π(2) = 0. Being π(κ) monotonically decreasing in the interval [1, 2] , it follows that for any given ∆ ∈ (0, ∆) there exists κ ∆ ∈ (1, 2) such that π(κ ∆ ) = ∆. The pair (∆, κ ∆ ) is such that (2 + κ ∆ β)∆ = (2 − κ ∆ )α, and its substitution into (68) gives
where α κ = (κ ∆ − 1)α > 0 (recall that κ ∆ ∈ (1, 2) ). This proves that ∆ given in (37) is such that for any ∆ < ∆ there exists κ ∆ > 1 that satisfies the conditions of the Razumikhin theorem for the equilibrium ξ t = 0 of system (52). As previously discussed, this implies ǫ(t) → 0, and this in turn implies the η-exponential convergence to zero of the observation error, in both xand z-coordinates.
The following theorem provides a more explicit criterion for the choice of the observer gains k i and for the associated bound ∆ on the maximum delay. Theorem 6. Consider system (1)-(2) under the same assumptions as Theorem 5. Let v i ∈ R si − , i = 1 : q, be q vectors with distinct and negative components, and let
Consider the family of observer gainsk i (ρ), with ρ ∈ R + , defined as
Then, given a desired exponential decay rate η > 0, and given an arbitrary α > 0, the system (24)-(26) is a global η-exponential observer for system (1)-(2) for any ρ satisfying (72) ρ > max 1,
Proof. When ρ satisfies (36), the gainsk i (ρ) in (71) together with the SPD matrices P i (ρ) defined in (35) are solution pairs of the inequalities (34). Since ρ > 1,
Using these in (37), the formula (73) for ∆ is easily obtained.
Remark 3. The global convergence results of Theorems 5 and 6 have been obtained under the global Lipschitz and observability assumptions H 1 and H 2 . However, weaker local results can be obtained if local Lipschitz and observability assumptions are adopted instead. For those systems that admit compact invariant subsets of the state space, the assumptions H 1 and H 2 need to be satisfied only in such sets. The convergence of the observer (24)- (26) in such invariant sets can be proved following the same lines of the proof of Corollary 1 in [5] .
4. Chain observer. It may happen that the maximum measurement delay ∆ in system (1)-(2) is too large for a single-step observer of the type (24)-(26) (e.g., for any η > 0 the observer gains k j that achieve η-exponential convergence may not satisfy the condition ∆ < ∆ of Theorem 5, with ∆ given by (37)). In this case we can resort to a chain observer, in which, roughly speaking, the delay ∆ is split into smaller subdelays in order to satisfy the convergence conditions. For a precise description of the operations of a chain observer the following definition is useful.
Definition 7. Given a delay ∆ > 0 and an integer m > 1, an m-partition of ∆ is a strictly increasing sequenceσ = {σ j } m j=0 , such that σ 0 = 0 and σ m = ∆, so that ∆ = m j=1σ j , whereσ j = σ j − σ j−1 . As a general statement, given an integer m > 1 and an m-partitionσ of the maximum delay ∆, a chain observer is a set of (m or m + 1) interconnected observers, each one devoted to the observation of the state at time t − σ j . Previous proposals of chain observers (e.g., [12, 16, 2] ) considered only the case of a single constant measurement delay, i.e., δ i (t) ≡ ∆, and used a uniform m-partition of ∆. In this paper we extend this framework to multiple and time-dependent delays, using a nonnecessarily uniform m-partition. In the proposed approach, we consider a cascade of m observers, numbered with j = 1 : m, where the output of the jth observer, denoted x j (t), is aimed at estimating x(t − σ j−1 ). The output of the first observer,x 1 (t), is devoted to the observation of the current state x(t) (i.e., x(t − σ 0 )) and is the output of the chain observer. As we will see below, the jth observer is driven by the available measurement pairs ȳ i (t), δ i (t) q 1 or by the outputx j+1 (t) of the previous observer of the chain, depending on whether δ i (t) ≤ σ j or δ i (t) > σ j .
Given the system (1)- (2), where x(t) is defined for t ≥ −∆, and givenσ, an m-partition of ∆, let us define the delayed variables x j (t) = x(t − σ j−1 ), defined for t ≥ −∆+σ j−1 , which obey the m equationsẋ j (t) = F x j (t), u(t−σ j−1 ) , j = 1 : m. In order to achieve a correct overall behavior, each observer in the chain must be driven by a suitable transformation of the measurement pairs ȳ i (t), δ i (t) q 1 , as described below. The proposed chain of m observers is as follows:
where the transformed measurements ȳ j,i (t), δ j,i (t) are defined, for i : q, as
(77)
Note that when δ i (t) ∈ [0, σ j−1 ), the measured outputȳ i (t) is further delayed: y i (t * ) is used in the place ofȳ i (t), with an additional delay σ j−1 − δ(t * ), where t * = t + δ(t * ) − σ −1 . Overall, we haveȳ j,i (t) = y i (t − σ j−1 ), so that the jth observer behaves as a delayless observer (δ j,i (t) = 0) aimed at estimating x j (t) = x(t − σ j−1 ). When δ i (t) ∈ [σ j−1 , σ j ] the measurement is not modified, but from the viewpoint of the jth observer the delay is δ j,i (t) = δ i (t) − σ j−1 . When δ i (t) ∈ (σ j , ∆], the measured output is replaced by h i (x j+1 (t)), that is, the estimate of y i (t − σ j ) coming from the (j + 1)th observer of the chain. In this case the delay with respect to x(t − σ j−1 ) is δ j,i (t) =σ j . Using definitions (77) the modified measurementsȳ j,i (t) and the output error terms ν j,i (t) =ȳ j,i (t) − h i x j (t − δ j,i (t)) in (74) are as follows:
(78) Figure 1 shows the chain configuration in the case of a scalar measurement, q = 1 and y = h(x(t − δ(t))). The chain has four observers, and the case illustrates the situation when σ 2 > δ(t) > σ 1 . Here the current output is used for the observerx 2 (t), whereas the previous observersx 3 (t),x 4 (t) use past measurements. The first observer,x 1 (t), that provides the estimate of x(t) uses the estimated output provided byx 2 (t). Remark 4. The new delays δ j,i (t) are defined in (77) in such a way that δ j,i (t) ∈ [0,σ j ], whereσ j = σ j − σ j−1 < ∆, and δ i (t) = m j=1 δ j,i (t) ∀t ≥ 0 (delay decomposition). Note that in order to artificially introduce the delay σ j−1 − δ i (t) in the measurementȳ i (t), when δ i (t) ∈ [0, σ j−1 ), the delays δ i (t) must be continuous functions of t ≥ 0. Now, consider, as in section 3, the change of coordinates z j = Φs(x j ), and let
The dynamics of 
In the z-coordinates, the modified outputsȳ j,i (t) defined in (77) can be written as
Remark 5. The measurement transformations (77) can be considerably simplified if known lower and upper bounds ∆ L and ∆ U exist for the measurement delays, i.e., if δ i (t) ∈ [∆ L , ∆ U ] ∀t ≥ 0, i = 1 : q. In this case, if an m-partitionσ is chosen such that σ m−1 = ∆ L and σ m = ∆ U , then the modified measurement pairs ȳ j,i (t), δ j,i (t) m j=1 defined in (77) are as follows:
Note that in this case the delays δ i (t) do not need to be continuous. In the particular case of constant delays δ i (t) = ∆, i = 1 : q, then the second of (81) is replaced bȳ 
where ξ t is the system state, with initial value φ ∈ C n ∆ . µ(t) ∈ R n is an input function, and b :
Assume that, for a givenη > 0, the solution ξ t = 0 is globallyη-exponentially stable:
Then, given arbitraryμ > 0 and η ∈ (0,η), we have
Theorem 9. Consider system (1)-(2) with δ i : R + → [0, ∆] continuous functions, i = 1 : q. Let conditions H 1 , H 2 , H 3 be satisfied, and assume that u(t) ≤ū ∀t ≥ −∆ for someū > 0. For a given integer m > 1, consider an m-partition σ of ∆. Let η > 0 be a given desired error decay rate. Consider a strictly increasing sequence of m positive numbers {η j } m 0 with η 0 = η. Consider m · q pairs (K j,i , P j,i ) ∈ R si × Σ si×si + , for (i, j) ∈ (1 : q) × (1 : m), that satisfy m·q inequalities of the type (34), with a = 2η j + α + 1, with arbitrary α > 0. For j = 1 : m let
Then, ifσ j < ∆ j , for j = 1 : m, the system (74)-(76) is a global η-exponential chain observer for system (1)- (2) . Proof. Consider the error equation of the jth observer in z-coordinates. Exploiting the variables ζ j,i (t) andẑ j,i (t), and using (80), the forcing terms ν j,i (t) of the observer, defined as ν j,i (t) =ȳ j,i (t) − h i x j (t − δ j,i (t)) , can be rewritten as
Let us define the error componentsz j,i (t) = ζ j,i (t) −ẑ j,i (t). Notice that, by definition, ζ j+1,i (t) = ζ j,i (t −σ j ), so that in (88) we havê
and from this, recalling that δ j,i (t) =σ j when δ i (t) ∈ (σ j , ∆],
Thus, we can write in short
where χ j : [0, ∆] → {0, 1} is the characteristic function of the interval (σ j , ∆] (i.e., χ j (δ) = 0 if δ ∈ [0, σ j ), χ j (δ) = 1 if δ ∈ (σ j , ∆]). Using (91) we can rewrite (79) aṡ z j (t) = Asz j (t) + Bsp j z(t), u(t),z j (t) + K j (t)Csz j,δj (t) − K j (t)Csñ j (t,δ(t)), t ≥ 0,
Note that for j = m this equation coincides with the single-step observer equation of Theorem 5, so that, under the given conditions forσ m (i.e.,σ m < ∆ m given in (87)) and for the gains K m,i (i.e., satisfying (34)), we have that the mth observer of the chain is a global η m -exponential observer for x m (t) = x(t − σ m−1 ), because by construction δ m,i (t) ∈ [0,σ m ]. Thus, for any φ ∈ C n ∆ there exists c m > 0 such that ẑ m (t) ≤ e −ηm t c m . Recalling that by assumption η m > η m−1 , we have also
Note that equations (92), for j = 1 : m, are of the forṁ
where the term µ j t,z j+1 (t) = −K j (t)Csñ j (t,δ(t)) can be regarded as an external input to the jth observer. Thus, (92) is a system of the type (83) of Lemma 8. If z j+1 (t) ≡ 0, the given assumptions onσ j and K j,i ensure, thanks to Theorem 5, that the equilibriaz j,t = 0 are η j -exponentially stable. Thus, thanks to Lemma 8, the following implication holds true for any j = 1 : m − 1:
Thus, by finite induction, we have that inequality (93) implies that z 1 (t) ≤ e −η0t c 1 .
Being η 0 = η, the η-exponential observation error decay is proved. Now we can give the main theorem that ensures the existence of a global η-exponential chain observer for any value of the maximum measurement delay ∆.
Theorem 10. Under the same assumptions of Theorem 9 on system (1)-(2), for any given desired error decay rate η > 0, and for any given maximum delay ∆, there exist m ∈ N, a m-partitionσ of ∆ and gains K j,i ∈ R si , (i, j) ∈ (1 : q) × (1 : m), such that (74)-(76) is a global η-exponential chain observer for system (1)- (2) .
Proof. The proof is achieved by showing how to choose m ∈ N, an m-partition σ, a sequence {η j } m 0 , and gains K j,i , together with SPD matrices P j,i , such to satisfy the assumptions of Theorem 9. Choose arbitrary η ′ > η and α > 0, and consider a set of solution pairs (k i , P i ) ∈ R si × Σ si×si + for the q inequalities (34), for i = 1 : q, with a = 2η ′ + α + 1. Set K j,i = k i , P j,i = P i , for j = 1 : m. Let ∆ ′ and β ′ be given by (37) with η replaced by η ′ in the summation. Choose an arbitrary d η ′ < ∆ ′ , let m = ⌈∆/d η ′ ⌉, and let σ j = j m ∆, j = 1 : m. Note that if m = 1 the assumptions of Theorem 5 are satisfied, so we get a single-step global η-exponential observer. Thus, we consider the general case m > 1. Note that with the chosenσ we havẽ σ j = ∆ m ≤ d η ′ < ∆ ′ , j = 1 : m. Now choose an arbitrary strictly increasing sequence {η j } m 0 such that η 0 = η and η m = η ′ . Being η j < η ′ , it can be easily seen that the chosen (K j,i , P j,i ) are solution pairs of the m·q inequalities (34) with a = 2η j + α + 1. Let ∆ j be computed as in (87). Being η j < η ′ , we have β j < β ′ and ∆ j > ∆ ′ and, as a consequence,σ j < ∆ j , so that all the assumptions of Theorem 9 are satisfied. This proves that with the given gains K j,i and m-partitionσ, the system (74)-(76) is a global η-exponential chain observer for (1)-(2).
5.
Guidelines for the tuning of a chain observer. Given a nonlinear system of the type (1)-(2) and a multi-indexs = {s i } q 1 , with |s| = n, that defines an invertible observability map z = Φs(x), and given a maximum measurement delay ∆, the chain observer of order m defined in (74) is characterized by the time-varying gains K j (t), defined in (75), and by a delay partitionσ = {σ j } m 0 (see Definition 7) . When choosing the time-dependent gains K j (t) of the jth observer of the chain, the design parameters are the constant gains K j,i ∈ R si , for (j, i) ∈ {1 : m} × {1 : q}, and a set of m positive realsη = {η j } m 1 , a total of m(n + 1) parameters. In practical applications the use of the convergence conditions of Theorem 9 or of Theorem 10 may be inconvenient for two main reasons: the Lipschitz constant γ p in the inequalities is difficult to compute, and the convergence conditions are likely to be too conservative and restrictive. Thus, a trial and error tuning procedure, based on computer simulations, is preferred.
In order to simplify the process of tuning the observer gains, these can be chosen with the structure suggested in Theorem 6 for the single-step observer, K j,i =k i (ρ j ),
wherek i (·) is defined as in (71), by choosing once for all the m vectors v i ∈ R si − , and only tuning the scalar parameter ρ j ∈ R + . In this way, each observer of the chain is characterized by the pair of scalar parameters (ρ j , η j ), and the chain observer of order m is characterized by the two sets of parametersρ = {ρ j } m 1 andη = {η j } m 1 , a total of 2m parameters.
A tuning procedure can roughly proceed as follows. The preliminary step consists in choosing the q vectors v i ∈ R si − , i = 1 : q. (These are the eigenvalues of the matrix A b −k i (1)C n .) Then, chain observers of increasing orders are tuned to achieve a satisfactory observer error convergence in the presence of increasing measurement delays, until the given maximum delay ∆ is reached. The set of parametersρ andη and the delay partitionsσ tuned for a chain observer of a given order m can be used as a starting point for the tuning of the observer of order m + 1. The next section provides an exemplification of this tuning procedure.
Example: Hyperchaos synchronization with buffered measurements.
As an example, the chain observer is applied to a problem of hyperchaos synchronization when the measurements are stored in data packets before to be sent to the processing unit (buffered measurements). Hyperchaotic systems find application in the field of secure communications [30, 23] . In [8, 14] the following hyperchaotic modification of the classical (chaotic) Lorenz system has been proposed:
where for α = 10, β = 28, γ = 8/3, and θ = 0.1 exhibits a hyperchaotic behavior. The following measurements on system (96) are assumed available:
We assume that the measurements are taken over regular time intervals of the type [(k − 1)T c , kT c ) for k = 0, 1, . . ., and are supplied to the processing unit at a high rate during the time interval [kT c , kT c + T a ), where T a < T c . The first packet, available to the observer at time t = 0, is made of the measurements over the interval [−T c , 0] (thus, the maximum delay ∆ is T c ). The resulting delay functions are as follows: Figure 2 (a) we see that, within a period T c , the delivery data rate is high for a short duration T a , and is 0 for a duration T b = T c − T a Figure 2 (b) shows the delay function δ i (t) and its decomposition δ 1,i (t) + δ 2,i (t) associated to a 2-partition.
For simplicity, in the following the same delay has been assumed for both measurements (97) (i.e., δ 1 (t) = δ 2 (t) = δ(t)). For the observer construction we consider the multi-indexs = {2, 2}. The computation of the observability map z = Φs(x) gives
which is invertible in all R 4 .
Note that the Lorenz system (96) and the observability map (99) are locally Lipschitz but not uniformly Lipschitz in all R n . However, it is known that there exists an invariant compact set for the system trajectories, and in this set the Lipschitz assumptions H 1 and H 2 are satisfied (see Remark 3).
Chain observers for m = 1, 2, 3 have been designed for system (96)-(97) for different values of the maximum delay ∆ (recall that ∆ = T c ). In the buffered measurement model we consider the time T a negligible with respect to T c . The guidelines given in section 5 have been followed for tuning of the observers. The choice K j,i =k i (ρ j ), i = 1, 2, wherek i (·) is defined as in (71), and v 1 = v 2 = [−1.00 −1.05] T , has been done. We tuned the single-step observer first (m = 1), and with (ρ 1 , η 1 ) = (18, 36) we had convergence for any ∆ ≤ 0.140. Then we considered a chain observer with m = 2, where we set (ρ 2 , η 2 ) = (18, 36) and then tuned the two parameters (ρ 1 , η 1 ) only, achieving satisfactory convergence with (ρ 1 , η 1 ) = (16, 16) and ∆ = 0.240. The chain observer with m = 3 was designed by setting (ρ 3 , η 3 ) = (18, 36), (ρ 2 , η 2 ) = (16, 16) and then tuning the parameters (ρ 1 , η 1 ). The results are summarized in Table 1 and clearly show that larger measurement delays can be handled increasing the order m of the chain observer.
The true variable x 4 (t) and the observed onex 1,4 (t) (the fourth component of the outputx 1 (t) of the first observer in a chain with m = 3) are plotted in Figure 3 , Figure 4 the true undelayed output y 1 (t) is plotted, together with the transformed outputsȳ i,1 (t), j = 1, 2, 3. Recall thatȳ i,1 (t) is the input to the ith observer in the chain. Note thatȳ 3,1 (t) coincides with the measured outputȳ 1 (t) = y 1 t − δ(t) when δ(t) ∈ [σ 2 , T c ], while for δ(t) ∈ [0, σ 2 )ȳ 3,1 (t) is the artificially delayed output y 1 (t − σ 2 ).ȳ 1,1 (t), the input to the first observer, coincides withȳ 1 (t) when δ(t) ∈ [0, σ 1 ]. When δ(t) ∈ (σ 1 , T c ]ȳ 1,1 (t) is the estimate of the output y 1 at time t − σ 1 provided by the second observer, i.e.,ȳ 1,1 (t) = h 1 x 2 (t) .
7.
Conclusions. An approach for the chain-observer design in the case of nonlinear systems with vector output and time-varying measurement delays has been presented in this paper. When the maximum delay is sufficiently small, then a singlestep observer can achieve a prescribed exponential observation error decay. A cascade of observers is needed to deal with larger delays. With respect to previous proposals of cascades of observers we have introduced a more flexible design that allows nonuniform delay intervals for each observer in the chain. Although no continuity assumption for the time-varying delay is needed for the implementation of the single-step observer, the continuity is required for the chain-observer implementation. The case of buffered measurements has been considered as an example. Future research will be aimed at investigating alternative chain structures that do not need the continuity hypothesis on the delay function. Moreover, for any given v ∈ R p , with distinct and negative components, the pairs k (ρ), P (ρ) defined as
are solution pairs if
Proof. Note first that, by assumption, v has all distinct components, and therefore V (ρ v) is nonsingular, and therefore P (ρ) ∈ Σ p×p + . From (102) we have
Thus, inequality (104) becomes Thus, the inequality (109) holds for any ρ > 1 such that
It is clear that condition (106) implies (111), and this in turn implies (109), and the lemma is proved.
A.2. Proof of Lemma 4.
Proof. Note first that the matricesk i (ρ) and P i (ρ) defined in (35) can be written as = n by assumption, the summation in (34) is n. Thus, the q inequalities (34) can be rewritten as
(113)
A si −k i (ρ)C si T P i (ρ) + P i (ρ) A si −k i (ρ)C si + a P i (ρ) + b n I si ≤ 0.
The condition (36) on ρ is easily obtained following the steps of Lemma 11 for each of the q inequalities (113).
A.3. Proof of Lemma 8. Proof. For the given η ∈ (0,η), let ǫ(t) = e η t ξ(t), and letη =η − η. From this definition, ǫ t is the state of a delay system whose trivial solution ǫ t = 0 is globallỹ η-exponentially stable. In order to derive the system equations for ǫ t , let us consider the operator L η : R + × C n ∆ → C n ∆ , defined as L η (t, φ)(τ ) = e −η(t+τ ) φ(τ ), τ ∈ [−∆, 0]. Thus, by definition, ξ t = L η (t, ǫ t ). The computation of the time-derivative of ǫ(t) givesǫ(t) = η ǫ(t) + e η t b(t, ξ t ) + e η t µ(t), and from this we get the system (114)ǫ (t) = b η (t, ǫ t ) + e η t µ(t), t ≥ 0,
where b η (t, ǫ t ) = ηǫ(t) + e η t g t, L η (t, ǫ t ) , and is such that
thanks to assumption (84). Since L η (t, φ 1 ) − L η (t, φ 2 ) ≤ e −η(t+∆) φ 1 − φ 2 , the following holds true:
It follows that system (114) satisfies the assumptions of Theorem 3.2 in [31] and therefore is input-state-stable i.e., (117) e η t µ(t) ≤p ∀t ≥ 0 ⇒ ∀ǫ 0 ∈ C n ∆ , ∃c > 0 : ǫ(t) ≤ c ∀t ≥ 0.
From this, being e η t µ(t) ≤ eη t µ(t) , the thesis (86) easily follows.
