The Box-Cox transformation has been used as a simple method of transforming dependent variable in ordinary-linear regression circumstances for improving the Gaussian-likelihood fit and making the disturbance terms of a model reasonably homoscedastic. The paper introduces a new version of the Box-Cox transformation and investigates how it works in terms of asymptotic performance and application, focusing in particular on inference on stationary multivariate ARMA models. The paper proposes a computational estimation procedure which extends the three-step Hannan and Rissanen method so as to accommodate the transformation and, for the purpose of parameter testing, the paper proposes a Monte-Carlo Wald test. The allied algorithm is applied to a bivariate series of Tokyo stock-price index (Topix) and the call rate.
Introduction
According to Box and Tidwell (1962) , the objective of transformation of dependent variable is to achieve the assumption of the identically normally distributed disturbance terms and thereby to stabilize the variance and simplify the function form of the model, whereas the assumption of independence is assumed or treated as if it is satisfied. One of the earlier parametric functional transformation forms known in the literature is the Johnson family of transformations as presented by Johnson (1949) where the parameter λ should be usually estimated in a framework of a specific statistical model.
Since the Box-Cox transformation requires not only that the x in (1.1) is positive, but delimits the sample space of the transformed variable in such a way that f 1 (x, λ) > −1/λ if λ > 0 and f 1 (x, λ) < −1/λ if λ < 0 so that it is not consistent with the assumption that the transformed variable f 1 (x, λ) is normally distributed. Therefore we need in its practical applications to assume either that the available observations happen to be in that range or that they take large positive values (due to a large value of the mean level) in comparison with the variance of the transformed variable; see Davidson and MacKinnon (1993) . Zarembka (1974) points out "if the probability of such large negative values is quite low, the error term may still be approximately normal". To resolve the problem of limited range of error term, Bickel and Doksum (1981) propose the transformation f 2 (x, λ) = |x| λ sgn(x) − 1 /λ ,where the variable x can take negative value. But as MacKinnon and Magee (1990) point out, even though this transformation solves the difficulty of the inconsistency with the normality assumption of the error term, it has no limit as λ → 0 when x < 0. We focus in this paper on the variable which takes only positive value. In section 2.1 of this paper we propose a modified Box-Cox transformation, which has the merit that, while it retains the main characteristics of the original Box-Cox transformation, the transformed variable has the range (−∞, ∞)
so that the transformation is consistent with the normality assumption. Section 2.2
investigates the modified transformation in the framework of the stationary multivariate ARMA model, where a computational estimation procedure is discussed in detail, whereas Section 2.3 proposes a Monte-Carlo Wald test for testing the transformation parameter.
Even though innovation Gaussianity, variance stability and model simplicity are desirable properties for time series models to possess, rather few literature deals with data transformation. Exception is Davidson and MacKinnon (1984, 93) is not applicable to testing of the transformation parameter λ in the modified Box-Cox ARMA model set-up. Section 4 provides simulation results exhibiting the performance of the proposed estimation procedure. As for empirical analysis, we investigate in Section 5 a bivariate series composed of the "ratio" series of the Japanese call rate (r(t)/r(t − 1)) and the Tokyo stock price index (T OP IX(t)/T OP IX(t−1)) based on the model (2.3) by application of our numerical methods. In particular, our Monte-Carlo Wald test suggests that the conventional logarithmic data transformation is not supported for both series.
Section 6 is for concluding remarks and Appendix is for mathematical proofs.
As for the notations of the paper, A and A * denote respectively the transpose and the conjugate transpose of a matrix A, trB indicates the trace of B and detB is the determinant of B. The set of all integers is denoted by Z, whereas R + and R denote the sets of positive and all real numbers respectively.
Smooth Modification

Modifying the Box-Cox transformation
For positive numbers x and α, set ρ(x, α) = (log x − log α)/ log x; then define x [λ] for the
= log x, = log x for any x, 0 < x < ∞, and also has the first derivative with respect to x in case λ > 0 and 0 < x ≤ δ, which is given by
and is seen to be continuous at x = δ, whereas, for λ < 0 and x ≥ M , the derivative is given by (2.2) with δ replaced by M . Hence in either case the modified Box-Cox transformation is continuously differentiable over the domain 0 < x < ∞. The transformation x In empirical estimation, we predetermine the values δ and M so as that the interval (δ, M) is wide enough to contain the range of observations. Consequently the likelihood based on the modified transformation is equal to the one based on the original transformation.
In the test procedure of Section 2.3, we retain the values of δ and M which are used in the estimation and consequently most of the generated data values are included in the interval (δ, M). It is desirable that the test outcome is less sensitive to a particular choice of δ and M . In this paper, we do not go into the problem of adaptive choice of δ and M .
Estimation procedure of the stationary ARMA model involving the transformation
To investigate the stationary ARMA model involving the modified Box-Cox transformation introduced in the previous subsection, let {ε(t), t ∈ Z} be a m-vector Gaussian white noise process with mean 0 and covariance matrix Σ, and suppose that the transformed series {y [λ] (t), t ∈ Z} is generated by a trend-stationary ARMA process
where y is a m-vector and λ is a m-vector of real numbers, y 
where k l (y l (t), λ l ) denotes the logarithm of ∂y [λ] l (t) /∂y l (t) which is the l-th element of the Jacobian of the transformation from y(t) to y [λ] (t). The maximizerΣ of this log likelihood is provided aŝ
[see Anderson (1984, p.62) ] and the maximum has the value
whence we have the concentrated log likelihood function
[see Remark 2.1.]. We use the three-step method proposed by Hannan and Rissanen (1982) and Hannan and Kavalieris (1984) for the purpose of identifying the ARMA orders and estimating the ARMA parameters. Since the data-generating process (DGP) (2.3) involves the parameter λ, we need to modify the algorithm. Our estimation procedure is constituted of the two main steps. In the first step, we determine the ARMA lagsâ,b, estimates of the constant termμ and trend termτ . In the second step, we estimate the A(j)'s and the B(k)'s and λ by means of maximizing (2.6).
Step (1) For each grid point λ, apply the first step of Hannan-Rissanen's method to obtain the residual series:
• An observed series {ε(t)}, denoted by{ε(t)}, is obtained bẏ
τ is a m-vector trend term, and n is AR lag length. We define the coefficient
(T ) and N × (mn + 2) matrixẊ whose
(t − n) , 1, t . TheĊ is calculated by regressingẎ onẊ, namelyĊ = Ẋ Ẋ −1Ẋ Ẏ .
• We use the AIC for choosing the AR lag length.
We denote the selected AR-lag length byṅ.
(2) Apply the second step of Hannan-Rissanen's method to estimate the variance-covariance matrix.
• Observed process of ε (t), denotedε (t) is evaluated bÿ 
• For determining the ARMA lag lengths, we evaluate BIC defined by
• Re-estimate the innovation sequence by fitting the selected ARMA orders; the re-estimated sequence is denoted also by {ε(t)} .
(3) For the grid values of the λ's at intervals of appropriate width, apply the procedures (1) and (2) above:
• For each λ and the lag orders a, b, the candidate value of the constant termμ and the trend termτ , candidate initial value ofÄ(j),B(k), and the sequence {ε(t)} for maximizing (2.6) in the next step are determined and the BIC(a, b) is calculated.
• The lag ordersâ,b, andμ,τ ,Ä(j),B(k),λ, {ε(t)} are chosen by the smallest BIC(a, b) criterion. We determine the coefficient estimates of the constant term µ =μ, and the trend termτ =τ [see Remark 2.4].
Step 2 (4) For fixed λ =λ and givenμ,τ , we maximize (2.6) with respect to β and obtainβ.
Since the likelihood equations ∂l T /∂β = 0 are non-linear in β except when b=0, we use the Gauss-Newton procedure for obtaining the solutions of these equations. At the (j+1)-th iteration, β are updated as followŝ
is an estimate at the j-th iteration, δ j is an scale factor at the j-th iter- 
whereλ k is an estimate at the k-th iteration, η k is an scale factor at the k-th iteration,
which is updated by the Broyden-Fletcher-Goldfarb-Shanno (BFGS) formula.
(6) If the difference of the log-likelihood attained in (5) and (4) is less than 0.1 in modulus, we stop the optimization, otherwise iterate the step 2 commencing fromÂ(j),B(k), hard to attain. Since the Hessian matrix is not block-diagonal between α and β, α and λ, and β and λ, our separated estimation procedure would not be efficient, but we can control the numerical convergence better by this way. Furthermore, it is a merit of our Monte-Carlo test method that it applies even if an efficient estimation method is not used as long as the estimators are asymptotically normal.
Monte-Carlo Wald Test
As is seen in the next section, the standard asymptotics does not apply to the model (2.3), and also it is not easy to evaluate numerically the asymptotic covariance matrix derived in Theorem 3.1. So we propose a Monte-Carlo Wald test for the purpose of testing the parameters of the model (2.3). Our main concern is to test the validity of a set of g restriction of the element of λ. For the null hypothesis λ = λ 0 , our test procedure is given as follows:
Step 1. Estimate the model (2.3) under the restriction λ = λ 0 for a set of observations
Step 2. Generate data series based on the model estimated in Step 1:
(1) Generate independent normal random vectors {ε(t) † } with mean 0 and variancecovariance matrix of the disturbance estimated under the null hypothesis.
(2) For coefficients estimated under the null hypothesis, generate {y(t) †
Step 3. Estimate λ for the generated series {y(t) † } where the estimate is denoted by λ † .
Step 4: Evaluate the sample variance-covariance matrix of λ † :
(1) Iterate Steps 2 and 3 N times and obtain λ † 
Finally we obtain the Wald statistic as
whereλ T is the estimate of λ for the nonrestrictive model based on the original data To focus on the effect of the introduction of the F (·, λ)-transformation, we impose rather a stringent set of regularity conditions A(i) through (iii) below paralleling to the one Walker (1964) introduced on the spectral density matrix g(ω, θ) of the linear process
While Walker deals only with a scalar-valued process, the extension to vector processes
in the sequel, we assume the following:
Assumption A: (ii) The second and third order derivatives h 
where · denotes a Euclidean norm.
(iv) F (y, λ) is differentiable with respect to y and the Jacobian matrix
is third-order differentiable with respect to λ except for a finite set of y-values.
The assumptions A (i) through (iii) are certainly satisfied for identifiable, invertible stationary ARMA models. Denote the finite Fourier transformation of
Denote by ξ the vector of the whole parameters
Whittle likelihood divided by (−T /2); namely,
where
3)
The derivatives with respect to λ i and/or λ j are denoted by superscripts in parentheses such as F
(y(t), λ); so that for instance,
) for y(t) generated by (3.1) for ξ = ξ 0 ; similarly, set z
where z [k] (t) and z respectively, whereas c ω 2 ) denotes the third-order spectral density for
(t)}. To express fourth-order cumulant spectral densities, we use such
to indicate the fourth-order density for α 1 to α 4 -th elements of the joint (3m)-vector process {z(t) , z
3m so that the α j can indicate any component of the 3m-vector, whereas g(ω|·, (i)) denotes the 2m×2m spectral density matrix of the joint process {z(t) , z
(t) } . We assume the following assumptions B and C to hold under the null DGP.
Assumption B:
(i) For any i = 1, · · · , n, and for any λ 1 ∈ Λ,
the process {sup λ∈B δ (λ 1 ) F (i) (y(t), λ) } for each i and any λ 1 after mean correction has a spectral density g i,λ 1 (ω) such that
< ∞ for some c > 0 and has a bounded fourth-order cumulant spectral density,
there exists δ 2 > 0 for which E z
(ii) There exists a neighborhood B δ (λ (iii) Let P t denotes the product of a pair of series x(t) and y(t) by P t (x, y, τ ) = x(t)y(t + τ ); then for any fixed positive integer T 1 , the joint process
, τ 2 ),
a second-order spectral density which is bounded and continuous.
(iv) For i, j, k = 1, · · · , n, the third-order cumulant spectral densities for the processes
and are bounded. Also the fourth-order cumulant spectral densities for the (3m)-
} exist and are bounded.
Remark 3.1. In the sequel, Assumptions A, B and C are assumed to hold.
Assumption C (i) is an identifiability condition whereas C (ii) is certainly satisfied in case Q T is given by the exact Gaussian likelihood since then E(∂Q
Lemma 3.1.
We have:
where the respective components are given by
(1)}, (3.9) where e l (m) denotes the unit column m-vector whose l-th element is unity. (ω) be the 3m×3m matrices respectively given by
The next lemma establishes the asymptotic normality of the estimatorξ.
Lemma 3.2.
where Φ is the asymptotic covariance matrix whose block components are denoted by
where by means of the notations g s and c s introduced in the paragraph preceding to
Assumption B the components are given specifically by 
Simulation analysis
In this section, we examine the performance of our algorithm proposed in Section 2.2 by applying it to two examples of the DGP (2.3). For assessment of the performance of the algorithm, we focus on the lag-orders selection, the small sample distributions of the estimates of λ, (1,1) element estimates of A (1) and Σ. We also apply a portmanteau Gaussianity test by Doornik and Hansen (1994) to examine whether the residuals from the fitted Box-Cox model are reasonably normally distributed. We conducted those numerical evaluations by means of the super computer SX-7 of Tohoku University Information Synergy Center. The programs were written in FORTRAN. We set the number of replication to be 1500 times, in each of which T is set to be 500. One execution of the estimation procedure took about 10 minutes.
Remark 4.1. Generation of y(t) series requires inversion of y [λ]
(t) to y(t) for each given value of λ. We used the bisection method for numerical inversion.
Case 1.
The ARMA coefficients in this example are the same as in Reinsel (1997, p.318), except that we add the constant term. We set (λ 1 , λ 2 ) = (−0.5, −0.5) to see how the negative exponents affect the results whereas the variance-covariance matrix is set as below. Specifically, suppose that the DGP is given by the bivariate ARM A (2, 1) model The parameters of the modification are chosen as (δ, M ) = (0.25, 1000). The average rate of generated data which exceed M is 7.8 percent. The histograms of the estimates are exhibited in Figures 3 through 6 for the cases where the true ARMA orders are estimated. Case 2 calculation successful 10 1 successful order selection 10 1 Table 1 shows the number of successful simulations, and Table 2 and 3 exhibit the selected order. They indicate that the order selection is mostly successful. Table 4, which summarizes the means and mean-square errors of the estimates, indicates that the estimation procedure we propose works reasonably well. In regard to the residual normality, we applied the Doornik and Hansen test to the residuals obtained in Cases 1 and 2 simulations. From the results shown in Table 5 , we may conclude that our transformation is efficient for residual normality.
Empirical results
This section deals with the time series of bivariate monthly data of Japanese call rate
r(t) and the Tokyo stock price index T OP IX(t). We fit the ARMA model (2.3) to the ratio data (r(t)/r(t − 1)) and (T OP IX(t)/T OP IX(t − 1)) × 100 under two hypotheses.
The model a) leaves (λ 1 , λ 2 ) to be estimated whereas the model b)imposes the constraint 
We conducted the estimation of Section 2. and the normality test statistic is 37.212.
Remark 5.1. Table 6 Figure 7 : TOPIX (the original ratio series and the residuals) is nothing but the Fejér kernel, the relation (3.7) is the consequence of the equalities:
Similarly the property of the Fejér kernel implies (3.5) and (3.8). As for (3.9),
where the first member on the right hand side is equal to
Lastly (3.6) follows from the relations:
Before proceeding to the proof of Lemma 3.2, it is useful to introduce some concepts related to central limit theorem for strictly stationary processes and to establish Lemma A below. In view that the process {y(t)} generated by (3.1) is strictly stationary and so are {g(y t )} for any measurable function g, the proof of the central limit theorem relies essentially upon the regularity concepts defined for strictly stationary processes. Denote H(t−) and H(t+) be the closed linear subspaces spanned by {z(s), s ≤ t} and {z(s), s ≥ t} in the Hilbert space of all random variables with second moment defined on the probability space on which {z(t), t ∈ Z} is defined. Also denote by F z (t−) and F z (t+) the σ-fields generated by {z(s), s ≤ t} and {z(s), s ≥ t} respectively. Let the notation ξ ∈ F z (t−) indicate that ξ is measurable with respect to F z (t−). Define the index ρ by
where corr denotes the ordinary correlation coefficient. In view of Theorems 10.1 and 10.2 of Rozanov (1964, p.181), since the process {z(t)} is Gaussian, 
where f and g real-valued functions such that E(f (z(t))) = E(g(z(s))) = 0 and V ar(f (z(t))) = V ar(g(z(s))) = 1; namely, correlation between transformed Gaussian variables does not exceed the correlation between original Gaussian variables.
).
Proof.
Let {a j , j = 0, 1, 2, · · · , } be a sequence of real numbers for which ∞ j=0 j|a j | < ∞; then it is easy to see that there is M such that j
where the right-hand side member is of order
. The lemma follows then from (A.1).
2.
The next theorem was given by Rosanov (1967, p191) . (1) and (2) . Thus the theorem is concluded. 2
