Abstract-An important problem in wireless sensor networks is to find the minimal number of randomly deployed sensors to make a network connected with a given probability. In practice sensors are usually deployed one by one along a trajectory of a vehicle, so it is natural to assume that arbitrary distributions of distances between successive sensors in a segment are given. The paper describes a powerful method for explicitly computing the probability of connectivity of 1-dimensional networks.
• the results are not asymptotic in the number of sensors, but work for networks containing finitely many sensors; • we deal with distributions of distances between successive sensors, not with the distributions of sensors themselves; • the given distributions of distances are independent and can be different, we require their integrability only; • we explicitly express the probability of connectivity for arbitrary piecewise polynomial distributions.
B. Assumptions and the Connectivity Problem
Suppose that a sink node at the origin x 0 = 0 collects some information from other sensors. Let L be the length of a segment, where n sensors having a transmission radius R are deployed. Order the sensors: 0 = x 0 ≤ x 1 ≤ · · · ≤ x n ≤ L.
In our opinion, assumptions on the distribution of the distances between successive sensors are more natural than assumptions on the distribution of sensors, because sensors are usually thrown one by one along a trajectory of a vehicle. Let f i (s) be the distribution of the ith distance x i − x i−1 , i.e. P (0 ≤ x i − x i−1 ≤ l) = l 0 f i (s)ds. We assume that the distances are independently distributed, but the positions of sensors may not be independent.
The distributions f i (s) depend on the deployment of sensors in practice. They usually can be fixed in advance, but may have a complicated form, e.g. a polynomial whose maxima correspond to the most likely distances between successive sensors. In contrast with the ideal uniform distribution, we derive a closed formula for arbitrary distributions. . So if the width W of the band can be assumed to be less than the original radius R, then both connectivity and coverage problems are reduced to the simpler problems for 1-dimensional networks.
The paper is organised as follows. Related results on connectivity of sensor networks are reviewed in section II. In section III we state the main theorems resolving the problems formulated above. Section IV describes algorithms for computing the probability of connectivity for piecewise constant distributions. The results of simulations are in section V. Appendices A-D are more technical and contain rigorous proofs of the main theorems and explicit corollaries based on such analytical tools as the convolution and Laplace transform.
II. RELATED RESULTS ON CONNECTIVITY

A. Asymptotic Results
Many results on connectivity are asymptotic in the number of sensors, see [2] , [3] for 2-dimensional networks. The network of n sensors in the unit disk is connected with probability 1 if and only if the transmission radius is proportional to (ln n)/n as n → ∞ [4] , where ln means the logarithm to the base e. These asymptotic results cannot be applied to real networks, because the rate of convergence is not clear.
B. Results for Finite Networks
The standard assumption is the uniform distribution of sensors. The authors of [5] suppose that sensors are exponentially distributed in a segment. Papers [4] and [6] consider sensors having the Poisson and exponential distribution in [0, 1] 2 , respectively, see also [7] . In [8] the 1-dimensional part of a network is modeled as a 2-dimensional Boolean model.
An explicit analytical result on connectivity of finite networks was obtained in [9] , where n sensors are uniformly distributed in [0, L]. In this case the probability P ′ n of connectivity of the network was explicitly computed:
the alternating inequality P ′ n ≥ 0 is highly non-trivial. This approach was generalised to the exponential distribution [10] . For a network of 2 sensors having a transmission radius R, the probability of connectivity is P
2 . The last formula is illustrated in Fig. 2 , where a network of 2 sensors with coordinates x 1 , x 2 is represented by a point in the triangle {0 ≤ x 1 ≤ x 2 ≤ L}. The probability P
of connected networks divided by the area of the triangle.
III. NEW THEORETIC RESULTS
A. The Connectivity Theorem
Recall that one deploys n sensors having a transmission radius R in [0, L] in such a way that the ith distance x i − x i−1 between successive sensors has a distribution f i (s) for i = 1, . . . , n. We suppose that each f i vanishes outside [0, L], hence the ith distance can take values from 0 to L. Theoretically it implies that the nth rightmost sensor can be out of [0, L] and its position is bounded only by nL.
Say that a network is proper
In practice all networks are proper, because sensors are distributed along a fixed segment. A proper network is connected if the distance between any successive sensors, including the sink node at 0, is not bigger than R, see Fig. 2 .
We will compute the conditional probability that a proper network is connected, i.e. the probability that the network is connected assuming that it is proper. So the answer will be a fraction, the probability that the network is proper and connected over the probability that the network is proper. In Section VII we prove that both probabilities are evaluations of the function v n (r, l) defined recursively as follows:
The variables r, l play the roles of the upper bounds for the distance between successive sensors and the sum of distances, respectively. We will check in Proposition 2 that v n (r, l) is the probability that an array of random distances (y 1 , . . . , y n ) satisfies n i=1 y i ≤ l and 0 ≤ y i ≤ r for i = 1, . . . , n.
The only assumptions on each distribution f i are its integrability and L 0 f i (s)ds = 1. The function v n was defined for any r, l, but in the following theorem we evaluate it at (R, L), (L, L), which requires values of v n only for r, l ∈ [0, L].
The Connectivity Theorem. In the above notations the probability of connectivity of the network is
Given a probability P , the answer to the Connectivity Problem from section I.B is the minimal number n such that P n > P . We verify that v n (L, L) is the probability that a network is proper, i.e. all sensors are in [0, L], and v n (R, L) is the probability that a network is proper and connected. For
A network of a sink node at 0 and 1 sensor with a coordinate y 1 is connected with probability
The Coverage Theorem. Under the conditions of the Connectivity Theorem, the probability that the network is connected and covers the segment
For some distributions the above probability may be less than required for all reasonable n, which gives a criterion not to use these distributions in practice. More appropriate distributions can be found by taking into account some dependence on the transmission radius R, e.g. see section V.C. The Connectivity and Coverage Theorems are proved in Appendix B by generalising the analytical method from [9] .
B. Uniform and Exponential Distributions
Here we derive explicit formulae from the Connectivity Theorem. In Corollaries 1 and 2 we consider the uniform and exponential distributions as idealised examples. In sections V.B, V.C we will get more practical results for piecewise constant distributions. We assume that all the distances between successive sensors have the same distribution f (l).
A result similar to Corollary 1 was obtained in [9] for networks without a fixed sink node at 0, the difference is shown in Figs. 2-3 . In Fig. 2 The probability of connectivity is
, where
The computational complexity of P n is linear in the number n of sensors. By the computational complexity we mean the number of standard arithmetic operations like multiplications and evaluating simple functions like ln(x).
A linear algorithm computing v n (R, L) initialises the array consisting of n + 1 elements L − iR, i = 0, . . . , n, then finds
n . The array of the binomial coefficients n i has n + 1 elements and can be computed in advance. So the total complexity of the formula in Corollary 1 is O(n).
For n = 1 one has P 1 = R/L. For n = 2 one gets
If R ≤ L/2, then the probability is the area of the square {0 ≤ y 1 ≤ R, 0 ≤ y 2 ≤ R} divided by the area of the triangle {0 ≤ y 1 , 0 ≤ y 2 , 0 ≤ y 1 + y 2 ≤ L}, see Fig. 3 .
Consider the exponential distribution f (s) = λe −λs , λ > 0. It is used for modelling the wait-time until the next event in a queue. Since sensors are deployed in [0, L], we consider the
, the probability of
The computational complexity of P n in Corollary 2 is O(n 2 ), because each expression in the brackets requires O(n) operations as in Corollary 1 assuming that ln(x) and exp(x) can be computed in O(1) operations. as n → ∞. Hence the expression in the brackets is very close to 0 even for small n. So P n is a ratio of tiny positive values of order 10 −10 or less. In this case the computation of P n very fast accumulates a big arithmetic error even for small n. Practically, the exponential decreasing of ce −λs means that the sensors are distributed very close to each other and there is a little possibility that they cover [0, L].
IV. DESCRIPTION OF ALGORITHMS
Corollaries 1-2 were obtained for ideal distributions only to provide simple examples. Here we derive more complicated formulae requiring detailed description of algorithms.
A. Heterogeneous Constant Distributions
In practice, depending on the trajectory of the vehicle deploying sensors, the distributions between successive sensors can be different, e.g. some distances (say, when a vehicle goes up a hill) can be less than other distances (when the vehicle goes down a hill) with a high probability.
A network has a heterogeneous distribution if different distances between successive sensors have fixed distinct distributions, while a homogeneous distribution is the same for all distances between successive sensors. In this subsection we study networks whose distances between sensors have heterogeneous constant distributions over various segments.
Assume that each distance between successive sensors has one of the
Note that the types of distributions may not respect the corresponding order of sensors in [0, L], e.g. the 1st and 3rd distances can be from the 2nd group of distributions equal to f 2 (l), while the 2nd distance can be from the 1st group. In this case we say that index 1 belongs to group 2, symbolically (1) = 2. Here the brackets (·) denote the operator transforming an index i = 1, . . . , n of a distance into its group number (i), which varies from 1 to k.
For a heterogeneous network, the function v n (r, l) will be a sum over arrays of signs Q = (q 1 , . . . , q n ), depending on a set of prescribed distributions {f 1 , .
Corollary 3. Consider the distributions of distances
In the above notations the probability of connectivity of the network is
The complexity to compute the function v n (r, l) is O(2 n ), because the sum v n (r, l) is over 2 n arrays of signs. The sum Q is a weighted sum of endpoints a i (r) and b i (r). In the general case, Q can take 2 n different values. If there are only k different endpoints, then the algorithm has the polynomial complexity O(n k ), see Corollaries 5-6 in section V. If all the segments [a j , b j ] are included into [0, R], then any network will be connected and the formula above gives 1, because 
n , see Corollary 1.
The algorithm for computing v n (R, L) in Corollary 3:
• make a computational loop over 2 n arrays Q of signs;
• for each Q compute Q and check the upper bound l ≤ Q , find d Q (l − Q ) n and add it to the current value of v n (r, l).
The algorithm for computing v n (L, L) is similar, replace R by L. If we are interested only in P n , we may forget about n! which cancels after dividing v n (R, L) by v n (L, L).
B. A Homogeneous Piecewise Constant Distribution
Here we consider the simplest distribution which is a sum of two constant functions. Let n distances between successive sensors have the same distribution f = f 1 +f 2 for two constant
For m = 0, . . . , n, denote by {m} the heterogeneous distribution {f 1 , . . . , f 1 , f 2 , . . . , f 2 }, where the first m distributions equal to f 1 , while the last n − m distributions equal to f 2 . For each {m}, define v {m} n (r, l) as in Corollary 3.
Corollary 4.
In the above notations, for the distribution f = f 1 +f 2 on [0, L], the probability of connectivity of the resulting
The complexity to compute P n is O(n2 n ), because each v {m} n can be computed via O(2 n ) operations as in Corollary 3. In some cases the computational complexity can be reduced to polynomial, see Corollaries 5-6 below. The algorithm to compute the probability from Corollary 4 applies the algorithm for Corollary 3 to each v
V. RESULTS OF SIMULATIONS
A. The Uniform Distribution
Consider the segment of length L = 1km and n ≤ 200 sensors having transmission radius R = 50m. Suppose that a sink node is fixed at 0 and the distances between successive sensors have the same uniform distribution on [0, L].
The graph in Fig. 4 is the probability P n of connectivity. The number n of sensors is from 1 to 200 on the horizontal axis. If the required probability of connectivity is 0.95, then the minimal number of sensors is 157. The graph in Fig. 3 shows that after a certain value of n the probability of connectivity increases with respect to the number of sensors. For the uniform distribution, after a larger value of n, any further increase in the number of sensors does not substantially improve the probability of connectivity. Table 1 shows that the uniform distribution is very idealised and can not be useful in practice. If one deploys sensors of transmission radius R = 50m non-randomly at regular intervals 49m, than 21 sensors are enough to make the network connected and cover [0, L], L = 1km.
We have also computed the probability from the Coverage Theorem for the uniform distribution, which turned out to be very close to 0 for all reasonable n. Indeed sensors must be distributed quite regularly to cover the whole segment [0, L]. A similar conclusion holds for any distribution not depending on the transmission radius R. So it does make sense to study distributions that contain R as a parameter.
B. A Constant Distribution with 2 Parameters
Here we consider a simple constant distribution depending on 2 parameters µ and ρ, namely
where 0 ≤ ρ ≤ µ and µ ≤ R ≤ µ+ρ. This distribution reflects the simplest situation when each distance between successive sensors is not less than µ − ρ and is not more than µ + ρ. So we do not make any additional assumptions on the deployment, each sensor is thrown between 2 extreme points after the previous sensor. The parameter µ is the mathematical expectation of the distance, which should be less than the transmission radius R, if we would like to make a network connected. The parameter ρ plays the role of a variance, the classical variance of the distribution f (l) is ρ 2 /3.
For example, for a network of a sink node at 0 and 1 sensor at y 1 , the probability of connectivity is P (0 ≤ y 1 ≤ R) = (R − µ + ρ)/2ρ, the area of the rectangle below f (l) above [µ − ρ, R]. In the general case, the probability of connectivity for f (l) can be computed from Corollary 3, but we also can give a closed simpler expression below.
Corollary 5.
For the constant distribution f (l) depending on µ, ρ, the probability of connectivity of the network is
The sums include all expressions taken to the power n, if they are positive. The complexity to compute P n is O(n). 
Each of the terms in both sums
requires O(1) operations similarly to Corollary 1. For n = 1 the probability is P 1 = (R − µ + ρ)/2ρ as expected. According to the distribution f (l) each distance x i − x i−1 satisfies µ − ρ ≤ x i − x i+1 ≤ µ + ρ. Such a network of n sensors can be proper only if (µ − ρ)n ≤ L, hence the number of sensors should satisfy n ≤L/(µ − ρ). If n > L/(µ − ρ),then all the n sensors can not be distributed within [0, L] according the given distribution f (l), hence P n = 0. We deduce Corollary 5 from Corollary 3 to illustrate both.
Proof of Corollary 5. In the notations of Corollary 3 we have
Figs. 6-8 show the probability of connectivity for different parameters. For example, the graph in Fig. 6 is the probability P n of connectivity, where 1 ≤ n ≤ 100, L = 1 km, R = 50m, µ = 0.9R, ρ = 0.7R. If the required probability of connectivity is 0.95 and the transmission radius is 50m, then the minimal number of sensors is 63. The maximal possible number of sensors is L/(µ − ρ) = 100, i.e. P 100 = 0 as expected. The minimal number of sensors required for connectivity decreases when the parameter ρ decreases. 
C. A Piecewise Constant Distribution with 2 Parameters
Here we consider a simple piecewise constant distribution depending on the radius R and one more parameter C.
where 0 < C < 1/R is a constant and 3R/2 ≤ L, see Fig. 9 .
The constants C and 1/R are chosen so that From Fig. 9 for a network of a sink node at 0 and 1 sensor at y 1 the probability of connectivity is P (0 ≤ y 1 ≤ R) = (CR + 1)/2, the area of the first two rectangles below f (l). For example, if C = 0.9/R, then P 1 = 0.95 as shown in Fig. 5 , so it is very likely that 1 sensor will be close enough to the sink, although such a network can not cover the whole segment [0, L]. To compute the probability of connectivity for the distribution f (l) above we could apply the general algorithms from Corollaries 3 and 4. The following result gives a closed expression accelerating the computations.
Corollary 6.
For the piecewise constant distribution f (l) above, the probability of connectivity is
where d m = C −m (1/R − C) m−n , the sums are over all possible values of m, k 1 , k 2 such that the expressions taken to the power n are positive.
The complexity to compute the probability P n is O(n 3 ), because the sum is over 3 non-negative integers bounded by n from above and each term requires O(1) operations. The Then all the factorials in the formula are 1 and we get P 1 =
CR+1)/2 as we have checked by using Fig. 4 . Corollary 5 is a direct consequence of Corollaries 3 and 4, so we give a short proof to illustrate them once more.
Proof of Corollary 6.
In the notations of Corollary 3 we have k = 2 distributions. Let the network have a heterogeneous distribution, where the first m distributions are f 1 , the last n − m distributions are f 2 . An array Q of n signs similarly splits into two parts consisting of m signs and n − m signs. Let k 1 and k 2 be the number of pluses in each part. Given the piecewise constant distribution f (l) with the intermediate parameter C = 0.9/R, Table 5 shows the minimal number of sensors having different radii such that the network in [0, L] is connected with probability 0.95, where L = 1km. In Fig. 10 the probability of connectivity P n ≥ 0.2 for all n. This paper presents a general approach for calculating the probability of connectivity of 1-dimensional wireless networks formed by randomly deployed sensors. The derived closed expressions are valid for arbitrary distributions of the distances between successive sensors. The proposed approach works for finitely many sensors as well as for homogeneous and heterogeneous distributions of distances. The explicit formulae found for piecewise polynomial distributions in Appendix D allows one to approximate any reasonable functions. The power of the approach is illustrated for piecewise constant distributions depending on the transmission radius. Open issues for future investigations are the following: Problem 1. Analytically compute the exact or approximate probability of connectivity if the distances between successive sensors are normally distributed with given parameters.
Problem 2.
Given a fixed number of sensors having a transmission radius R, find the optimal distribution of distances between successive sensors in [0, L] to maximise the probability of connectivity and coverage. 
A. Convolution of Functions
The convolution of functions f, g is the function f * g(s) =
The convolution plays a very important role in probability theory, because the distribution of the sum of two random variables is the convolution of the distributions of the variables. The following claim summarises the classical properties of the convolution as an associative commutative distributive binary operation on functions.
Claim 1.
For any constant c and functions f, g, h one has (a) (cf ) * g = c(f * g);
Given a function f (l) and r > 0, introduce the truncated function f
[r] (l) = f (l) for l ∈ [0, r] and f [r] (l) = 0 otherwise. Let u(l) be the unit step function equal to 1 for l ≥ 0 and equal to 0 for l < 0. Then the truncated function f
[r] (l) is f (l)(u(l) − u(l − r)). Below we use the partial convolution f (r, l) * g(r, l) considered only for the argument l, while r remains constant. The following lemma is a reformulation of the Connectivity Theorem in terms of convolutions.
Proof of Lemma 1 is by induction on n. The base n = 1 is trivial:
since s ≤ r < l. The inductive step follows from the recursive formula for v n in section III.A:
n * v n−1 (r, l).
B. Laplace Transform
The Laplace transform of a function f (l) is the function
The Laplace transform is a bilinear operator converting a convolution into a product.
Claim 2.
For any constants a, b and functions f, g one has (a) LT{f * g} = LT{f }LT{g}, (b) LT{af + bg} = aLT{f } + bLT{g}.
The inverse Laplace transform LT −1 is also a linear operator. The following well-known properties of the Laplace transform can be easily checked by integration. Claim 3. For any α, β and integer m ≥ 0 one has
Claim 3 allows one to compute the inverse Laplace transform, e.g. Claim 3(a) implies LT −1 {1/s} = u(l). The following result provides a powerful method for computing the function v n (r, l) used in the Connectivity Theorem. 
Proof of Proposition 1. By Lemma 1 one has
i (l)}, i = 1, . . . , n. The Laplace transform is always with respect to l, the variable r is considered as a parameter. By Claim 2(a) one gets g(s) = g 1 (s) . . . g n (s)/s as expected since LT{u(l)} = 1/s By Claim 3(a). The order in the product does not matter by Claim 1(b). So any reordering of the distributions gives the same result and the probability of connectivity does not depend on this order.
APPENDIX B PROOFS OF THE MAIN THEOREMS
Proof of the Connectivity Theorem. Let 0 = x 0 ≤ x 1 ≤ · · · ≤ x n ≤ L be the positions of a sink node and n sensors. Suppose that the distances y i = x i −x i−1 , i = 1, . . . , n, are independent and have distributions f i (s).
Any network can be represented by ordered sensors  (x 1 , . . . , x n ) or, equivalently, by the distances (y 1 , . . . , y n ) between successive sensors. The Connectivity Theorem follows from easy Lemma 1 and less obvious Proposition 1.
Proposition 2.
The function v n (r, l) defined in Section III.A is the probability that a network represented by random distances (y 1 , . . . , y n ), distributed according to f 1 , . . . , f n , satisfies 
Lemma 2.
In the above notations the probability of connec-
Proof of Lemma 2 follows from the classical formula for the conditional probability. Actually, v n (L, L) is the probability that the network is proper:
Similarly, v n (L, L) is the probability that the network is proper and connected:
Proof of Proposition 2. We illustrate the proof for n = 1, 2.
For n = 1 and
For n = 2, let the distance y 2 belong to [s, s + ∆] ⊂ [0, r] for some small ∆ > 0. The probability of this event E is P (E) = P (s ≤ y 2 ≤ s + ∆) ≈ f 2 (s)∆, the area of the narrow rectangle below the distribution f 2 over [s, s + ∆].
The random variables y 1 = x 1 − x 0 and y 2 = x 2 − x 1 are independent, then the probability of connectivity equals
The total probability v 2 (r, l) is the limit sum of the above quantities over the intervals [s,
We prove the general case n > 1 by induction on n. If a network is proper and connected, then the nth distance y n = x n − x n−1 ≤ 0 is not bigger than r and not bigger than l − One has P (y n ∈ [s, s + ∆]) = f n (s)∆. The probability that the n − 1 sensors form a connected network in [0, l − y n ] is approximately v n−1 (r, l − s) by the induction hypothesis.
Since the distances are distributed independently, the joint probability is f n (s)∆ · v n−1 (r, l − s). The total probability is the limits sum over all these events as ∆ → 0:
The above expression is the standard definition of the Riemann integral as a limit sum.
Proof of the Coverage Theorem.
By Proposition 2 the event E(L) that n sensors are deployed in [0, L] and form a connected network as probability v n (R, L).
Hence the probability that the network is proper, connected and covers
APPENDIX C PROOFS OF COROLLARIES 1-4
The following useful lemma allows one to drop any constant factor of any distribution f i in the Connectivity Theorem.
Lemma 3. For any constants c 1 , . . . , c n one has
1 * u.
Proof of Lemma 3 follows from Claim 1(a).
Lemma 3 allows one to drop any constant factors in front of the distributions, when we are interested only in the conditional probability P n . Indeed, the product of these factors will cancel by Proposition 1 when we divide v n (R, L) by v n (L, L) in the Connectivity Theorem. In Corollary 3 we will keep the coefficients c (i) , because the function v n (r, l) depending on them will be used in Corollary 4.
Proof of Corollary 1. Let f (l) be the uniform distribution, i.e.
(n * ) * g be the nth iterated convolution, e.g. f (2 * ) * g = f * (f * g).
Proposition 1 gives a straightforward method to compute v n (r, l) = (f [r] ) (n * ) * u, where u(l) is the unit step function, i.e. u(l) = 1 for l ≥ 0 and u(l) = 0 for l < 0.
By Lemma 3 we may assume that 
Replace u(l − ir) by the upper bound i < l/r:
Proof of Corollary 2. By Proposition 1 and Lemma 3 it suffices to compute v n (r,
By Proposition 1 one has v n (r, l) = LT −1 {g(s)}, where
The following claim will be easily proved later.
Claim 4.
For any λ > 0 and n > 0 one has
By Claim 3(d) for α = λ, β = ir one has
It remains to apply Claim 4, collect all terms in one sum and replace
Proof of Claim 4 is by induction on n. The base n = 1
is absolutely trivial.
The induction step from n − 1 to n uses the base for n = 1:
Proof of Corollary 3. We consider the functions
. . , n, where (i) denotes the group containing the ith distance. By Claim 2(a) and Claim 3(c) for m = 0 one has
Substitute the expression for each Laplace transform into the function g(s) from Proposition 1 and expand the brackets, which gives the following sum of 2 n terms:
The sum is taken over arrays Q = (q 1 , . . . , q n ) of signs.
The sign q i = −1 means that the term with a (i) (r) is taken from the ith factor, the sign q i = +1 encodes the second term with b (i) (r). The total power of the exponent in the resulting term corresponding to Q is − Q s, where
. So each minus contributes −a (i) (r)s to the total power, while each plus contributes −b (i) (r)s. Each plus contributes factor (−1) to the coefficient
Finally, apply Claim 3(d) and obtain
where the unit step functions u(l − Q ) can be replaced by the upper bound l < Q as expected.
Proof of Corollary 4. Set g 1 (s) = LT{f /s is the inverse Laplace transform of the probability v {m} n (r, l), where the first k distributions are f 1 , the last n − k distributions are f 2 . It remains to cancel n! in the final fraction.
APPENDIX D MORE EXPLICIT FORMULAE
Here we generalise Corollaries 3 and 4 from Section IV to monomial distributions of any degree. Assume that each distance between successive sensors has one of the k monomial distributions
Similarly to Corollary 3 we will define the functions v n depending on a set of prescribed distributions {f 1 , . . . , f k }.
The function v n will be a sum over arrays of integers Q = (q 1 , . . . , q n ), where 0 < |q i | ≤ m (i) + 1, |q i | is the absolute value of q i and (i) denotes the group containing the index i. So each q i has 2m (i) + 2 possible values:
Proposition 3. In the above notations, for the distributions f j (l) = c j l mj on [0, L], j = 1, . . . , k, the probability of
.
In the last formula for d Q we assume that if m (i) = 0, then the corresponding factor in the product is (−1) q + i . The complexity to compute v n (r, l) is exponential in n similarly to Corollary 3, because the sum is over n parameters taking 2m (i) + 2 values, i = 1, . . . , n. For each ordered partition n = n 1 + · · · + n k into k nonnegative integers, consider the set {n : k} of distributions, where the first n 1 distributions equal f 1 , the next n 2 distributions equal f 2 etc. So {n : k} also denotes a partition (n 1 , . . . , n k ) into k non-negative integers, e.g. symbol {3 : 2} denotes one of 4 partitions: 3 = 0 + 3 = 1 + 2 = 2 + 1 = 3 + 0. For each partition {n : k} or, equivalently, a set of distributions, define v {n:k} n (r, l) as in Proposition 3.
