A recently developed finite element approach for fully numerical atomic structure calculations [S. Lehtola, Int. J. Quantum Chem. e25945 (2019)] is extended to the treatment of atoms with spherically symmetric densities via fractional occupations. Specialized versions of Hartree-Fock as well as local density and generalized gradient approximation density functionals are developed, allowing extremely rapid basis set limit calculations on the ground and low-lying excited states even for heavy atoms. The implementation of range-separation based on the Yukawa or complementary error function (erfc) kernels is also described, allowing complete basis set benchmarks of modern range-separated hybrid functionals with either integer or fractional occupation numbers. Finally, computation of atomic effective potentials at the local density or generalized gradient approximation levels for the superposition of atomic potentials (SAP) approach [S. Lehtola, J. Chem. Theory Comput. 15, 1593] that has been shown to be a simple and efficient way to initialize electronic structure calculations is described.
Introduction
As reviewed in ref. 1, fully numerical calculations have an extended history for atoms, ranging from singleand multiconfigurational Hartree-Fock (HF) to high-level ab initio approaches. While sophisticated wave function theories typically build a wave function that is spherically symmetric, most density functional 2, 3 approaches for atoms, however, typically employ fractional occupation numbers to achieve a spherically symmetric density.
While several programs exist for either wave function or density functional based fully numerical calculations on atoms, 1 we are not aware of any publicly available software that supports hybrid functionals, except the recently published HelFEM program, 4,5 which also includes a fully numerical approach for diatomic molecules that similarly supports hybrid functionals.
in HelFEM, the spherically symmetric atomic program is interfaced to the libxc library of density functionals 8 and can be used with all supported density functionals therein. Specialized implementations for atomic calculations with fractional occupations are developed for local density (LDA) and generalized gradient (GGA) functionals as well as HF exchange, yielding significant reductions in the dimensionality of the problem, whereas meta-GGA functionals can be used via an interface to the algorithms previously developed in ref. 4 . Furthermore, we also describe the implementation of Yukawa and complementary error function (erfc) range-separated exchange for atomic calculations in HelFEM, allowing complete basis set benchmarks of recently developed exchange-correlation functionals such as the CAM-QTP family by Bartlett and coworkers, 9-11 the N12-SX and revM11 functionals by Truhlar and coworkers, 12, 13 and the ωB97X-V and ωB97M-V functionals by Mardirossian and Head-Gordon (without the non-local correlation part).
14,15
Finally, we also describe the analytic calculation of the radial potentials necessary for the superposition of atomic potentials (SAP) approach. 16 In the next section, we derive the equations for fractionally occupied HF and density functional theory at the LDA and GGA levels. Then, in the Results section, we present applications of the program to reproduction of density functional results for iron from the literature, its ground and first excited states with various density functionals, as well as the non-relativistic spin-restricted ground states of all atoms in the periodic table at HF and Hartree-Fock-Slater (HFS, i.e. exchange-only LDA) levels of theory. The article concludes with a brief summary and discussion section.
Method
A basis set of the form
is adopted as in the integer-occupation program described in ref. 4 . Here, B n (r) are the piecewise polynomial shape functions of the finite element method. As discussed in refs. 1 and 4, the key to fully numerical electronic structure calculations on atoms is the Laplace expansion
that factorizes the two-electron integrals
into a radial and an angular part.
Range-separated exchange
In range-separated density functional theory, 17,18 the Coulomb interaction is split into a short-range (sr) and a long-range (lr) part as
with the short-range part being evaluated with density functional theory, and the long-range part with HF theory. (In practice, however, many functionals employ more flexibility; e.g. CAM-B3LYP 19 contains 19% short-range and 65% long-range exact exchange.) The evaluation of the range-separated exchange functionals is simple if one has access to the Green's function expansion of the range-separated kernel as
where G L (r > , r < , µ) is the Green's function, where r > and r < are the greater and smaller of r 1 and r 2 , respectively, and µ is the range separation parameter. The Green's function for the (unscreened) classical Coulomb interaction can be identified from equation (2) as
The implementation of the integrals in HelFEM is based on the primitive integrals defined in ref. 4 as
where B i (r) are the piecewise polynomial basis functions of equation (1).
Yukawa kernel
The Yukawa-screened 20 potential, φ sr (r 12 ) = exp(−λr 12 ) has a relatively well-known simple expansion
where i L and k L are regular and irregular modified Bessel functions that are regular at zero and infinity, respectively. Due to its separability, Yukawa-screened functionals are easy to treat in fully numerical approaches. Indeed, the Yukawa Green's function is employed in several recently developed linear scaling approaches for solving the HF or Kohn-Sham equations for bound orbitals in molecular systems via the Helmholtz kernel.
21-25
The Yukawa interaction is also straightforward to implement in calculations with Slater-type orbitals. [26] [27] [28] It turns out that Yukawa screening can also be implemented with Gaussian-type orbitals in a rather straightforward manner, 29 as analogous integrals also arise within r 12 wave function theory. 30, 31 Such implementations are, however, rare at the moment, even though it has been claimed that Yukawa screening yields more accurate atomization and charge transfer excitation energies than erfc screening. 32 The Green's function for the Yukawa interaction can be read from equation (8) as
As the Yukawa interaction factorizes in r > and r < , it can be implemented in a similar fashion to the full Coulomb interaction, equation (6) , along the lines of ref. 4.
erfc kernel
Most range-separated functionals, however, are based on the complementary error function (erfc) kernel φ sr (r) = erfc (µr). Such functionals are easy to implement in Gaussian-basis programs, requiring but simple modifications to the two-electron integrals, 33, 34 as well as plane wave programs since the kernel has a simple Fourier transform which is strongly attenuated at large momentum. In contrast, the implementation of the erfc kernel is more complicated in real-space approaches. Fortunately, spherical harmonic expansions for the erfc Green's functions are available in the literature, 35, 36 but their form is more involved than that of the Yukawa function in equation (8) . The main complication is that the Green's function does not factorize in r < and r > , which means that two-dimensional quadrature is always required. In the approach of ref. 36 , new variables are introduced as Ξ = µR and ξ = µr and
where Φ L is a scaled radial function given by
(Note that the lower limit of the sum equation (12) is incorrect in ref. 36 , where it reads p = 1 instead of p = 0.) Equations (11) to (13) are numerically unstable in the short range, which is why when either ξ < 0.4, or Ξ < 0.5 and 0 < ξ < 2Ξ, 36 the Green's function is evaluated with a Taylor expansion
Despite the lack of factorization of the erfc Green's function, its evaluation can be carried out analogously to the Coulomb and Yukawa kernels. The primitive integrals, equation (7), can be divided into two cases thanks to the finite support of the piecewise polynomial basis functions, as discussed in ref. 4 . In an intraelement integral, both ij and kl are within the same element, whereas in an interelement integral ij are in one element and kl are in another. In analogy to the scheme for Coulomb integrals discussed in ref. 4 , the interelement integrals are evaluated with N quad quadrature points in both ij and kl, whereas the intraelement integrals employ N quad points in ij, whereas the kl quadrature is split into N quad intervals, all of which employ a fresh set of N quad quadrature points.
Self-consistent field calculations with fractional occupations
It is well known that atomic orbitals can be written in the form
Employing smeared occupations as
where f nl is the occupation number of all the 2l + 1 orbitals on the (n, l) shell, one immediately sees that the density matrix is diagonal in l and m P σ µν = δ lµ,lν δ mµ,mν P lµ;σ µν (19) and that the elements of the density matrix only depend on the value of l. The spherical averaging yields huge simplifications for density functional calculations. As now the density is only a function of the radial coordinate, also its gradient
only depends on the radial coordinate. Following the usual projective approach, 4,37 the LDA and GGA matrix elements
become greatly simplified as only the radial terms are picked up, and as the same radial basis is used for all l, m; see equation (1) . Note, however, that meta-GGAs that depend on the kinetic energy density cannot be handled in the same fashion, as the kinetic energy density is not manifestly dependent only on the radial coordinate as discussed e.g. in ref. 38 . Alike the exact exchange discussed below, the meta-GGA potential turns out to depend on the l channel. Meta-GGA functionals can be used in the present program via a fractional-occupation interface to the full atomic routines discussed in ref. 4 .
The Coulomb matrix arising from equation (2) trivially reduces to a single term as the spherically symmetric density only consists of a single L = 0, M = 0 component. Exact exchange -either with the full Coulomb form of equation (6) or the range-separated versions in equations (9) and (10) -is a bit more complicated, as both the integrals and the density matrix carry a dependence on the orbital angular momenta in the well-known equation
Employing the blocking of the density matrix given in equation (19) , the exchange matrix can be written as
where L is a coupled angular momentum with z projection M = m out − m in . Rearranging the contractions, it is then seen that
where the evaluation is done from the insidemost bracket out.
Cusp condition
One way to diagnose atomic wave functions is the Kato-Steiner cusp condition 39,40
which yields the value C = 1 for the exact HF or density functional solution. 41 The electron density n(r) at the nucleus was obtained in ref. 4 via l'Hôpital's rule as
Its derivative at the nucleus also turns out to have a simple expression:
The value of the cusp is printed out at the end of all atomic calculations in HelFEM.
Effective radial potential for SAP
In the SAP approach discussed in ref. 16 , approximate orbitals for a molecule are obtained by diagonalizing an effective one-body Hamiltonian in an external potential obtained as a superposition of radial atomic potentials. Once the atomic ground state has been found with any supported method in HelFEM, including HF and hybrid and meta-GGA functionals, the radial effective potential for the SAP approach can be calculated based on any LDA or GGA functional. Treatment of the exact exchange, as in the optimized effective potential method, 42 as well as generalized Kohn-Sham methods for the radial potentials from meta-GGA functionals are left for future work.
If the radial potential is self-consistent, i.e. the same functional was used for both the atomic orbitals and the potential, the SAP guess will reproduce the atomic orbitals exactly. 16 The atomic potential comprises Coulomb and exchange-correlation contributions, the calculation of which is presented in the following.
Coulomb potential
Employing the Laplace expansion, equation (2) , the Coulomb potential at a point r for a spherically symmetric charge distribution is
Expressing the orbitals as in equation (17) yields potential matrix elements of the form
and one gets three cases depending on whether r is inside the element where i and j reside, or not. Let the element begin at r b and end at r e . Now
Like the two-electron integrals discussed above, the in-element potential r b < r < r e has to be evaluated by slices at every radial quadrature point (r 0 , r 1 , . . . , r n−1 )
Exchange-correlation potential
The functional derivative satisfies
and so
Integrating by parts one gets
from which one can identify
Expressing the functional in terms of γ
one has δ δ∇n = δγ δ∇n δ δγ = 2∇n (38) and so
or for an open shell system
where σ = σ ′ . To guarantee accuracy, the gradient terms have to be evaluated analytically. Fortunately, there's only radial dependence, so the gradient
can be replaced by a radial derivative, and the divergence with
Now,
where
where we have defined g τ = ∂ r n τ and l τ = ∂ 2 r n τ , and the extra 2A r /r term from the divergence, equation (42), yielding 2 r 2 δE
Thus, altogether, the radial exchange(-correlation) potential is given by
where the various derivatives of the exchange-correlation functional are available in libxc. 8 
Results
To demonstrate the new routines, we reproduce literature values for the Fe atom in the 3d 6 4s 2 state for spin-restricted and spin-unrestricted local density calculations with the Vosko-Wilk-Nusair (VWN) functional, 43 The HelFEM values are in perfect agreement with the literature values, reaching convergence to nanohartree level with six radial 15-node elements, requiring but 83 radial basis functions. The APE results, in turn, are roughly converged with 800 grid points, the rest of the error being caused by insufficient convergence of the wave function.
For comparison, calculations were also run with atomic all-electron solvers in the APE 47 and GPAW 48, 49 programs. Both solvers are based on the shooting method, and are routinely used for generating projectoraugmented wave 50 setups corresponding to the functional used in a solid state calculation. By using tight thresholds for the differential equation solver in APE, we were able to reproduce spin-restricted and spinunrestricted energies of −1261.093057 E h and −1261.223292 E h , respectively, which are reasonably close to the reference values. In contrast, we were unable to reproduce the literature values with GPAW with any of the atomic solvers therein. As one of these solvers was used to form the atomic potentials for initial guesses for electronic structure calculations in ref. 16 , it is evident that more accurate potentials are afforded by tightly converged HelFEM calculations as those in the present work.
Next, we study the basis set convergence of the kinetic energy. Unlike the total energy which is determined variationally by the wave function optimization with second-order error, the kinetic energy is a first-order property and alike other momentum-space properties [51] [52] [53] it is more susceptible to errors in the wave function. Because of this, the orbital gradient convergence threshold was tightened from the default value of 10 −7 to 10 −10 for the data in table 2. Despite the lack of variationality in the kinetic energy, it converges in a similar fashion to the total energy, reaching full convergence with 83 radial basis functions. However, while the total energy converged beyond nanohartree accuracy, the nanohartree decimal of the kinetic energy appears susceptible to numerical noise. The HelFEM results are again in excellent agreement with the reference values 46 of 1259.553429 E h and 1259.697871 E h for the spin-restricted and spin-polarized calculations, respectively. All the other components of the total energy as well as the orbital energies are also in excellent agreement with values reported in ref. 46 .
Having demonstrated that the present approach works and is extremely efficient, we can move on. The spherically averaged solver in HelFEM is also useful in case a targeted configuration has not been specified. In this case, the program executes a full search for the ground-state configuration by a combination of the Aufbau principle -occupying the orbitals in increasing energy -and exhaustive excitations from the lowest configuration found so far until the lowest possible total energy is found.
As a result of this approach, in addition to the ground state configuration, the program also finds all low-lying excited states which are printed at the end of the calculation in addition to the interconfigurational energies i.e. spin state splittings. The reproduction of spin state splittings is one of the main stumbling blocks in the application of density functional theory to transition metal chemistry.
54 Spin-state splittings are also commonly used in the development of new basis sets [55] [56] [57] as well as pseudopotentials. Finally, the spin-restricted ground states for all atoms in the periodic table at HF and HFS levels of theory are shown in tables 5 and 6, respectively. The calculations used ten 15-node radial elements. The HF results can be compared to the high-accuracy data for multiconfigurational HF of Saito.
66 Because the present calculations are spin-restricted with fractional occupations, the energies are higher than those reported in ref. 66 . However, the agreement for the noble gases is perfect, underlining the high accuracy of the computational approach used in the present work, which was outlined in ref. 4 , even though only 139 radial basis functions were employed.
Summary and discussion
We have described new efficient implementations of range-separated functionals as well as fractional occupations for atomic electronic structure calculations with HelFEM. The added capabilities allow for selfconsistent benchmarking of density functionals at the basis set limit, which is useful for development and implementation purposes. Although Clementi-Roetti wave functions 67 are often used for non-self-consistent benchmarks of density functionals, the availability of a program for self-consistent calculations is certain to help future developments as numerical instabilities in the functional may not be detected in non-selfconsistent calculations.
We have tested the program by reproducing total and interconfigurational energies of the iron atom from the literature. We have also presented benchmark values for the ground and excited states of the iron atom with a variety of functionals from the LDA to the meta-GGA level, including hybrid and range separated Table 6 : Non-relativistic restricted HFS configurations for all elements in the periodic table.
hybrid functionals. Furthermore, we have reported the non-relativistic spin-restricted ground state configurations of all atoms in the periodic table at HF and HFS levels of theory. Such knowledge is useful for implementations of the superposition of atomic densities guess, 68, 69 which is often implemented based on spin-restricted fractionally occupied calculations. The present approach is also useful for implementations of the SAP guess. 16 For instance, the implementation of SAP now available in the development version of the Psi4 program 70 is based on HFS potentials tabulated during the present work. Instead of the 4000 point tabulation used in ref. 16 with unknown error, the ten-element calculations of the present work yield 751-point tabulations that reproduce the nanohartree-level accuracy of the original calculation.
The atomic orbitals and Coulomb potentials obtained from the present calculations may also be useful for initializing fully numerical molecular electronic structure calculations: when relaxation approaches are used for solving the Schrödinger and Poisson equations, a good initial guess for the orbitals and potential is necessary. Work is currently underway on improved initialization methods for the x2dhf program.
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