Abstract-This contribution addresses the following hybrid control problem: a continuous plant (its state evolving in Euclidean space) is to be controlled via symbolic output feedback-both measurement and control signal "live" on finite sets of symbols. We adopt the following approach: the hybrid problem is first translated into a purely discrete problem by approximating the continuous plant model by a (nondeterministic) finitestate machine. By taking into account past measurement and control symbols, approximation accuracy can be improved and adjusted to the specification requirements. Supervisory control theory for discrete-event systems (DES) is then applied to find the optimal controller which enforces the specifications. As the behavior of the approximating automaton is guaranteed to contain the behavior of the underlying continuous plant model, the controller also forces the latter to obey the specifications.
reconstruct the plant state from symbolic measurements and use it in a Receding Horizon scheme. Hence, the hybrid problem is solved within the "traditional" framework provided by continuous systems theory.
In this paper, we follow a complementary approach, which is based on the work by Antsaklis et al. (e.g., [1] ), and Lunze (e.g., [5] ): if specifications are in terms of symbolic variables, the continuous plant model can be approximated by a (nondeterministic) finitestate machine (FSM); this converts the hybrid control problem into a purely discrete one, which can subsequently be solved using tools from discrete-event systems (DES) theory (e.g., [13] ). A key requisite in this approach is that the discrete-time behavior B c of the underlying continuous model must be contained in the behavior 2 B d of the discrete model. If the condition B c B d were violated, the continuous system could respond to a given input signal with an unacceptable output or measurement signal which would not be predictable by the discrete approximation. Hence, this unacceptable phenomenon could not be suppressed by a control strategy based on the discrete approximation-the approximation would be useless for the purposes of control systems design. In general, B c is a proper subset of B d , and the smaller the difference B d nB c , the more accurate the discrete approximation. In the behavioral context, dynamic feedback for a given system (plant model) essentially reduces to intersecting the system behavior with the controller behavior; the intersection, assuming it is nonempty, must be contained in the specification behavior. Hence, if B d is "too big" (i.e., the approximation is too coarse), there might be no control scheme which enforces the specifications. This is where the original contributions suggesting discrete approximation for continuous models (e.g., [1] and [5] ) might run into problems: they are based on partitioning of the measurement map can be interpreted as the state set of a discrete approximation model. Hence, the minimal achievable B d which covers Bc (and hence the maximal accuracy of the discrete model) is completely determined by the measurement map q y .I f the resulting model is "too coarse" to allow design specifications to be met, one has "run out of luck" (unless one can change the measurement map). We, therefore, suggest a modified approximation scheme, which is characterized by the fact that the degree of accuracy can be adjusted to suit various specifications without changing measurement quantization. This is achieved by identifying subsets of IR n which are compatible with strings of measurement and control symbols. As, in this approach, the controller is "responsible" for high-level tasks, we adopt a supervisory control philosophy [13] : denote the finite set of control symbols by U d ; the controller does not map the sequence of past and present measurement symbols into U d to determine the current control input, but into the power set 2 U , i.e., it disables a subset of U d and leaves the decision which of the remaining control symbols is to be chosen to a lower level agent. The controller is considered optimal if it is least restrictive while guaranteeing that design specifications are met.
This contribution is based on previous work by the authors [11] . There, the continuous model was translated into a discrete decision tree, which was subsequently used to determine limited lookahead control policies. The approximation step employed in the present paper is described in more detail in [12] . Beside the references given above, the following papers deal with closely related topics; Pappas and Sastry [9] consider continuous abstractions of continuous dynamical systems. Caines and Wei [4] propose a lattice of dynamically consistent partition machines associated with a given continuous system. Niinomi et al. [6] design supervisory control on the basis of approximating automata; in contrast to our work, their approximations are purely logical, i.e., timing information (apart from the temporal order of events) is not retained. This paper is organized as follows: In Section II, the continuous plant model is introduced. In Section III, it is shown how to approximate it by a nondeterministic FSM. Section IV treats the synthesis of an optimal supervisory controller for the resulting FSM model. In Section V, this controller is shown to force the continuous plant model to obey the specifications.
Finally, a short remark concerning notation: signals are represented by lower case letters, their codomains by the corresponding upper case letters. Discrete-valued signals are characterized by the subscript "d." For example, u d : ft 0 ;t 1 ; 111g!U d is the input signal, which is defined on the sampling grid ft0;t1; 111g and "lives" (takes values) in the discrete set U d .
II. THE CONTINUOUS PLANT MODEL
The plant is modeled as a discrete-time dynamic system:
where k 2f0; 1; 2; 111gis the time index, x(t k ) 2 IR n the state at time t k , and w(t k ) 2 IR r an unknown but bounded disturbance: w(t k ) 2 W := fw j w 2 IR r ; kwk1 1g, where kwk1 = max i jw i j. Output symbols are used to specify desired performance. 3 The only requirement on f :I R n 2 IR r 2 U d ! IR n is that its restriction to 
III. NONDETERMINISTIC AUTOMATA AS DISCRETE APPROXIMATIONS
In this section, it will be shown how to generate a nondeterministic automaton as an approximation, or abstraction, for the continuous plant model. First of all, choose a nonnegative integer v-this will turn out to be a design parameter which determines accuracy of the discrete abstraction. Then, the state of the approximating automaton j ; 111;w 0 j ] 0 . This "compatibility check" becomes a numerically straightforward and reliable procedure, if the right-hand side of (1) is affine in the state x(t k ) and the unknown disturbance vector w(t k ), and the measurement map has the form qy = Qy Cy, where Cy:I R n ! IR p is a linear map and the "quantizer" Q y :I R p ! Y d partitions IR p into finitely many rectangular boxes with edges parallel to the coordinate axes. In this case, (5)- (8) This second step boils down to "weeding out" nonreachable states; the remaining state structure is therefore guaranteed to be minimal. Now, writing down the transition structure of the discrete approximation is trivial; (x (9) and (10); the resulting automaton will be nondeterministic-this is further illustrated below. By construction, x into the past-this is an immediate consequence of the "triangular" structure of (5)- (8) . Increasing v, the maximum length of strings, is therefore equivalent to generating a finer "granularity" for the finite cover of IR n -the nonnegative integer v can be seen as a design parameter, which may be used to improve the accuracy of the discrete model. This of course implies that the number of states, and hence the complexity of the discrete model, also increases. This mental picture is also helpful for understanding the intrinsic nondeterminism of discrete abstractions: a state x d (t k )=x d . Existence of unknown disturbances in the "base" model merely increases the "level of nondeterminism" in its discrete abstraction.
As controller synthesis is to be based on the discrete approximation,
we also have to provide it with z d -outputs. But this is easy; simply define a symbol z abstraction. The following key result has been proven in [12] and formalizes our previous discussion of approximation accuracy. Hence, as required, the approximation behavior contains the continuous model behavior for any nonnegative v. Moreover, as expected, approximation accuracy is monotone in v.
Finally, for the purposes of control systems design, we convert the Moore automaton into an equivalent 4 
IV. SUPERVISORY CONTROL FOR THE APPROXIMATING AUTOMATON
We adopt a supervisory control philosophy [13] to suitably modify the behavior of the discrete plant model. We use the state transitionbased framework suggested in [7] which is well suited to deal with nondeterminism in the discrete plant model and which can also handle time. 5 The departure point is a discrete approximation of the plant model in the form of a DTP. The mechanism of control is via a subset of transitions that can be disabled (prevented from happening). These are the transitions labeled by a control symbol. Specifications are also formulated as DTP's. The most straightforward example is the case where one is only concerned with safety: then, the codomain of the output map q z is chosen as Z d = f ; g, and the specification DTP simply states that after each tick, z d = has to occur. It is obvious how more complex dynamic specifications can be coded as DTP's. Forming the parallel composition P = M k S of the plant DTP, M , and the specification DTP, S, formally removes all transitions which violate the specifications-but this is done without caring for realizability. For example, a transition can only be eliminated if it is labeled by a control symbol; a transition cannot be eliminated if this implies that the process can reach a state where no further tick-event can be executed-stopping time is impossible. The optimal supervisor's job can then be thought of as implementing the "least restrictive," but realizable substructure of P . This is formalized in the following paragraph.
Let Q and 6 be the (finite) sets of states and event (or transition) labels of P . A transition is represented by a triplet (q e ; ;q i ), with qe;q i 2 Q, and 2 6. qe and qi are called exit and entrance state; is the event label. Transitions (q e1 ; 1 ;q i1 ) and (q e2 ; 2 ;q i2 ) are called partners,i fqe1 = qe2 and 1 = 2 (they have the same exit state and event label). A DTP can be represented by a pair (1;Q0) where 1 and Q 0 are the (finite) sets of transitions and initial states, respectively.
Definition 1: Let P =(1;Q 0 ) be a DTP. The DTPP modeled by the pair (1;Q 0 ) is called a discrete-time discrete-event subprocess (DSP) of P (denoted byP P ), if1 1,Q0 Q0, and a transition 2 1 can only be an element in1, if all its partners are also contained in1.
A state q2 2 Q is reachable from a state q1 2 Q (or, equivalently, q 1 is coreachable from q 2 ) if there is a sequence of transitions from 1 connecting q 1 with q 2 . A DTP P is called reachable if every element of its state set is reachable from an initial state.
Definition 2: Let P = M kS and U d be the set of transition labels of M (and hence P ) which can be disabled by a control agent. LetP =(1;Q0) be a reachable DSP of P with state setQ and withQ 0 = Q 0 . Then,P is said to be controllable w.r.t. to M if (q Me ; ;q Mi ) 2 1 M (the transition set of M ), (q Me ;q Se ) 2Q, and ((qMe;qSe);;0) 6 21 implies that 2 U d (0 means "don't care").
Clearly, a DSPP of P can only be realized by a controller if it is controllable w.r.t. M . Another condition for realizability is that the progress of time can never be stopped.
Definition 3:
A state q1 2 Q is said to be tick-coreachable if there exists a state q 2 2 Q where a tick-transition can occur and which is reachable from q 1 . The DTP P is called tick-coreachable or temporally nonblocking, if every state in Q is tick-coreachable. of all DSP's of P which are controllable w.r.t M and temporally nonblocking. In [8] , it has been shown that fP CN g is closed under union. Hence, if nonempty, fP CN g forms an upper-semilattice (with the join operation being [). Clearly, fPCNg is finite. Therefore, the following holds.
Theorem 2:
If fPCNg is nonempty, there exists a (unique) greatest DSP of P (w.r.t. the ordering via ) which is controllable w.r.t. M and temporally nonblocking.
If fPCNg is nonempty, denote its supremal element byPS. It can be interpreted as the transition structure of P that survives under the least restrictive realizable supervisory control policy which guarantees the specifications to be met.PS (and hence the least restrictive control strategy) can be synthesized formally in a computer-aided design environment. If fP CN g is empty, the supervisory control problem has no solution. This implies that either the approximating automaton is too coarse (we need to provide a finer approximation by increasing the parameter v), or the specifications are too strict (they cannot be met no matter how accurate our approximation is) and need to be relaxed.
V. THE CONTINUOUS PLANT UNDER DISCRETE CONTROL
Now, suppose we have come up with a supervisory control scheme that solves the discrete feedback problem. Does the continuous "base" model, when subject to the same control scheme, also satisfy the specifications? Or, in other words, does it make sense to base the design of symbolic feedback controllers for a continuous plant on a discrete approximation? This is indeed the case: denote the behaviors of the controlled continuous plant model and the controlled discrete approximations for v =0; 1; 111,byB cs and B ds (v), respectively (the subscript s signifies supervision). As, in the behavioral context, the meaning of control essentially reduces to intersecting the plant model behavior and the controller behavior, the following is an immediate consequence from Theorem 1:
Bcs B ds (vi) B ds (vj);v i;vj =0; 1; 111; vi vj : (11) Hence, B ds (v) B spez-the discrete control system satisfies the specifications (for any nonnegative v)-implies B cs B spez .I t remains to show that B cs 6 = ;, i.e., the discrete controller can actually be connected to the continuous plant model (or, in the DES terminology, does not cause it to block). All that is required for this is that the controller never disables all control symbols simultaneously. But this is an immediate consequence from the temporal nonblocking property in the discrete case.
VI. CONCLUSIONS
We have proposed an approach to hybrid control systems design which is based on approximating the continuous plant model by a nondeterministic FSM. Two important features of the approximation procedure are: 1) it allows adjusting the accuracy of the discrete abstraction to the specification requirements and 2) the approximating automaton "lives" on the same sampling grid as the underlying continuous plant model and hence retains a notion of time. This approach "translates" the hybrid control problem into a purely discrete problem. Given the discrete approximation, the least restrictive control scheme that forces a given (discrete) set of specifications to hold can then be formally synthesized. If there is no solution, either the approximating plant automaton is too coarse (i.e., we need to increase approximation accuracy) or the specifications are too strict (for any approximation) and hence have to be relaxed. If one succeeds in solving the discrete control problem (i.e., one finds an appropriate supervisor), one has also solved the underlying hybrid control problem: the continuous plant model under discrete control is also guaranteed to obey the specifications.
