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Methods are discussed for optimal
and suboptimal control
of linear regulator systems
employing controllers which use
only accessible states and
which can be easily realized.
The
conditions reguired for stability
of such systems are shown
and an algorithm is introduced
for determining the elements
of a stabilizing constant-gain
matrix. This matrix provides
an initial point for a technique
which suboptimizes the
performance of systems with
infinite-time performance
measures. The concept of partial
canonic state feedback rs
h^h a Luenberqer observer obtains missingintroduced in w ich oer^i
canonic state information which
is combined with the plant
cutout to form a feedback vector.
Also given is an extensron
of an existing algorithm for
determining piecewise-constant
gains to include switching times
as variable parameters,
samples are given to numerically
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I. INTRODUCTION
This thesis is an investigation of suboptiraal control of
linear regulator systems. It delves into various approaches
which ease the restrictions on the optimal controller real-
ization, and into the stability problems which arise. Two
variations of a previous solution method and one new method
which seems very promising are introduced.
Chapter II defines the linear regulator problem, stating
results for the optimal solution due to Kalman and describing
the major practical difficulties with implementation of an
optimal controller. The concepts of controllability and
observability, which play a major role in the sequel, are
defined.
Chapter III describes control methods which alleviate one
or more of the implementation difficulties. For systems with
only outputs measurable, several methods are described which
achieve optimal performance, though greater complexity is
required because of the missing states. Other methods pro-
vide performance less than optimal in order to gain simplicity
of design; this latter approach is pursued in later chapters.
Chapter IV discusses the stability of linear time-invariant
systems with output feedback. Since Kalman' s canonic decomposi-
tion is fundamental to this problem as well as to Chapter VI,
it is explained in detail. Conditions for stabilizability for
non-dynamic controllers are discussed and extended to control-
lers using dynamic estimators. A straightforward and
6

effective search method for finding an output-feedback gain
matrix for stability is presented.
Chapters V and VI are concerned with two different
methods for finding suboptimal controls. Ozer's method [0-1]
is a search technique minimizing an auxiliary performance
measure. In Chapter V the technique is extended to finding
optimum switching times and gains for piecewise-constant
feedback. A variation of this method is also used to find
gains for output feedback when an infinite-time performance
measure is specified. Chapter VI presents a new method
called "partial canonic state feedback" which utilizes all of
the information present in the output feedback control.
A fifth-order system describing a string of three moving
vehicles is utilized throughout as a numerical example,
providing continuity and the capability for comparison of
different control methods.

II. THE LINEAR REGULATOR PROBLEM
A. THE LINEAR REGULATOR PROBLEM OPTIMAL CONTROL
1. Introduction
The linear regulator is much studied in control theory,
both classical and modern. The equations below describe a
linear dynamic plant whose states are to be brought and kept
near zero. This concept has many applications in engineering
problems, where often the states may be deviations of an
actual condition from a desired one. The work of R. E. Kalman
(K-2) has provided a complete theory and closed form solution




The Finite Time Linear Regulator Problem
For the plant described by
x = A(t) x + B(t) u, (1)
where x is an n-vector of states of the plant and u is an
m-vector of plant input controls, it is desired to find the
control u (•) which minimizes the performance measure or cost
ftf
J (x( ) ru(«))Hbr(t)Hx(t)+§ (xT (t)Q(t)x(t)
(2)
+u
T (t)R(t)u(t) )dt .
The time dependence of x(t), u(t) and y(t) will normally
be suppressed when writing the state equations.

R(t) is a real positive definite matrix, Q(t) and H are real
positive semi-definite matrices, and t f is specified and
finite .
The optimal control (in the sense that it uniquely
minimizes J(x(o)» u(')))is a linear feedback of all states
with time-varying gains
,
u*(t) - - P*(t) x(t) (3)
where
F*(t) = R 1 (t) BT (t) K(t) . (4)
K(t) is the n x n unique symmetric solution of the Riccati
equation
K(t) = - K(t) A(t) - AT (t) K(t)
+ K(t) B(t) R_1 (t) BT (t) K(t) - Q(t)
(5)





Further, the optimal cost is given by J* = g x (0) K(0) x ( o)
3. The Infinite Time-Linear Regulator Problem
For a completely controllable plant described by
x = A x + B u (6)
where A and B are constant matrices, it is desired to find
the control u (•) which minimizes the cost
XJ (x(0)
,
u('))=£ (xT (t) Q x(t) + uT (t) R u(t))dt (7)

where R is a real positive definite matrix and Q is a real
positive semi-definite matrix. The added requirement of
2
complete controllability is important.
The optimal control is the linear feedback of all
states with a constant gain:










and K is the unique symmetric steady-state solution of
** Id fa
Riccati equation (5) , with the initial condition K(~) = 0. .
K satisfies the algebraic equation,
-K A-AT K + K B R~- BT K - Q = . (10)
~ss ~ ~ ~ss ~ss ~ ~ ~ ~ss ~
T
As before , the optimal cost is J* =|x (0) K x (0 ) . The
derivation of the above results and further discussion may
be found in textbooks on optimal control theory, for instance
[A-2, K-7].
4 . The Meaning of the Term "Optimal"
In the literature, the term "optimal" is sometimes
applied to systems which are different from the original plant
Ferguson and Rekasius [F-l] , for example, propose a dynamic
3
controller which has q states that are derivatives of a
2The definition of controllability and references are
given in part C of this chapter.




scalar control, u(t). A control for the augmented system of
order n + q is found that minimizes a performance measure
containing the controller states in addition to the plant
states and controls. This control law is termed optimal,
which is true for the augmented system. With regard to the
original plant, however, the control law may not be optimal.
To avoid confusion of terminology, in this thesis the
word "optimal" when applied to a system or control means the
system described in sections 2 or 3 above. It is emphasized
that in a discussion of suboptimal controls, the optimal
system provides a useful reference point for comparison of
other controllers.
B. MOTIVATION FOR SUBOPTIMAL CONTROL
1 . Difficulty of Implementation
Though it is mathematically pleasing to have the solu-
tion for the optimal control for a linear regulator, many
difficulties exist in its implementation:
a. All states must be accurately measured. In some
cases this requirement may be satisfied by instal-
lation of sufficient instrumentation; in other
situations the state information' may be very
difficult or expensive to obtain.
b. In the finite time problem, n(n+l)/2 time-varying
gains must be pre-computed, stored, and applied





c. In the infinite time problem, the gains are
constant but the existing theoretical results are
based on the assumption that the system is
completely controllable.
2 . Suboptimal Approaches
In recent years researchers have investigated methods
of achieving acceptably good performance relative to the
optimal linear regulator with controllers that can be easily
implemented. In most suboptimal methods the designer tries
to alleviate one or more of the major practical difficulties
described above. First, complete state availability is not
assumed, and an output vector y = C x is used as the controller
input. Second, a state feedback controller is designed in
which constant, piecewise constant, or other easily realizable
gains are used instead of the optimal time-varying gains. A
third approach is a combination of both, that is, an output
feedback controller which approximates optimal gains. Reference
[A-l] describes a somewhat different suboptimal approach to the
linear regulator problem.
Of interest to the control engineer trying to find the
best practical control for a specific problem are the questions:
Does a certain suboptimal control method cause the performance
measure to converge to J*, the optimal value, or, if not,
what is the limiting value of the performance measure? For
given constant A, B, and C matrices, does there exist a con-




C. CONTROLLABILITY AND OBSERVABILITY
The concepts of controllability and observability are
fundamental to the optimal and suboptimal linear regulator
problem.
1. Definition of Controllability




stationary plant is said to be "controllable" if there exists
a control signal u(t) defined over a finite interval < t < t,
,
such that the state of the system at time t. , <Mt-i; x , 0) =0.
In general the time t, will depend on x . If every state is
controllable, the plant is said to be "completely controllable".
Essentially this means that in a linear completely
controllable plant a control u(*) always exists which causes
the plant to move from an arbitrary initial state x_ to an
~o





Kalman's well-known test for complete controllability
is: The linear, time-invariant system
x = A x + B u
y = C x (11)
where x is an n-vector, u is an m-vector, and y is a p-vector,
is completely controllable if and only if rank




If by observing the output y(t) during the finite time
interval [t ,tj the state x (t ) = x can be determined, the
o 1 ~ o ~o
13

state x is said to be observable at time t . If all states
~o o
x are observable for every t , the system is called completely
observable, or simply observable [K-7]
.
A test for observability is given in Athans and Falb,
[A-2] . The constant plant given by (11) is observable if and
only if rank (CT AT CT •••• (AT )
n_1 CT ) = n.
14

III. THE LINEAR REGULATOR—PRACTICAL REALIZATIONS
A. CONVERGENCE TO AN OPTIMAL SYSTEM
When designing a practical controller for a linear regula-
tor system, an important preliminary question is whether it is
possible to make its performance optimal using only the avail-
able states as controller inputs (Recall that optimal in this




For the time-invariant system with infinite-time perfor-
mance measure, it is known that optimal performance can be
obtained when the system is completely controllable if all
states are accessible. If this is not the case, the per for-
mance measure, if it converges, converges to J, a number
larger than J*. Knowledge of J or its estimate is of interest
to the designer, but this topic is not investigated here.
For those linear, time-invariant systems with an infinite
time performance measure which cannot be made optimal, an
even more basic question arises: can the system be made stable
with output feedback? This question is pursued in detail in
Chapter IV.
B. THE OPTIMAL LINEAR REGULATOR USING OUTPUTS
For completely controllable, completely observable systems
there are two approaches to achieve an optimal system:
(a) reconstruct an estimate of the state vector, x, for use
As
with the optimal control law, u = - F* x;
15

(b) design a dynamic controller with the freedom to eliminate
feedback from states not measured.
1. State Vector Reconstruction
Devices which produce an estimate of the state vector
are the subject of a huge area of control theory. Only a
brief description will be presented here of three estimators
suitable as part of a linear regulator controller: the
Kalman filter, the Luenberger observer and a method of Dellon
and Sarachik.
The well-known Kalman filter [K-l]
,
[K-6] is closely
related to the linear regulator, being its dual. The objective
of the Kalman design is to obtain an estimate of the state
vector at a fixed time t, which is statistically optimal.
Considering just the i element of x(t,), minimizing the
variance of an estimate
E (xi (t 1 )
- 3 i )
2
,
where 3- is the minimum variance estimate of x. (t,) , is
1 l 1
equivalent to minimizing the quadratic performance measure
t.
r
T (t )P r(t ) +
o ~o~ o
(rT (t)Q(t)r(t) + sT (t)R(t)s(t))dt .
t
o
R(t) is positive definite for all t, Q(t) and P are positive
semi-definite for all t and
r = AT (t) r + CT (t) s
,
(1)
satisfies a specified boundary condition





The Kalman filter consists of a system described by
equation (1) with the control
s(t) = - R^ 1 (t) C(t) p(t) r(t)
,
where P (t) is the solution of the Riccati matrix differential
equation
P(t)= + P(t)AT (t) + A(t)PCt) - P(t)C T (t)R_1 (t)C(t)P(t) + Q(t)
which satisfies the boundary condition,
P(t ) = P .
o ~o
Clearly, however, the Kalman filter is an n order system of
considerable complexity.
The Luenberger observer [L-2]
,
[L-3] is a deterministic
|-T-»
estimator of order n-p for the n -order time invariant system.
It is a linear time-invariant system using the p-dimensional
plant output vector y(t) and the control vector u(t) as
inputs. The observer system matrices are calculated by certain
algebraic equations, with the n-p observer eigenvalues
arbitrarily chosen.
A method of Dellon and Sarachik [D-l] produces state
estimates of time-varying linear systems with an (n-p) -order
system. The controller, however, is very complex with n (2n-p)
time-varying gains in addition to the mn optimal gains, F* (t)
.
For this reason, it is this writer's opinion that the method
is of mathematical but not engineering interest.
In all of the above methods the device producing the
A
state estimate, x(t) , is followed by a controller using the
17

optimal gains to produce uCt) = - F* (t) x. When x(t) = x(t)
the control u(.t) is optimal. Otherwise it is sub-optimal/ to
a degree depending on the accuracy of x(t).
2 . Controllers with Specified Structure
Two similar methods exist for controllers which
eliminate feedback from states not measured. The Pearson and
Ding method [P-l] is applicable to linear time-invariant
plants with vector inputs, while the Ferguson and Rekasius
[F-l] method is applicable to time-varying plants with scalar
inputs. Each uses v-1 derivatives of the plant input where v
4is the observability index . The control parameters are found
which minimize a performance measure containing the states of
the plant and the controller. Here the resulting system is
called "optimal" and it is. But it is a different system than
the original system. Like the method of Dellon and Sarachik,
the Ferguson and Rekasius procedure suffers from much added
complexity.
C. THE SUBOPTIMAL LINEAR REGULATOR
1. All States Available
Kleinman and Athans [K-8], [K-9] treat time-varying plants
with all states available. The optimal feedback gains are
approximated by a summation of constant matrices each multi-
plied by a scalar time-varying function. The number of terms
4
The observability index of a system is defined as the
least positive integer v for which the observability matrix
T T T T v-1 TQ^ = (C 1 A^C 1 (A x ) x C 1 ) has rank n. [L-2]
18

and the set of scalar time functions are chosen in advance
while the matrix elements are computed by minimizing the trace
of a "cost matrix" (defined later in section V.A) . The sub-
optimal controller gains depend on the initial state. Kleinman
and Athans overcome this difficulty by assuming a uniform
distribution of initial states on the unit hypersphere and in
effect minimizing the expected value of the cost. It is proven
that the performance approaches optimal under certain
mathematical conditions
.
2 . Outputs Available
Simplified controllers using only the available out-
puts are the most appealing from the practical engineering
aspect. They are suitable where the designer has decided
that ease of implementation is as important to him as optimal
performance. In general, system performance as quantified by
the performance measure will not be optimal.
Ozer [0-1] has developed a method for calculating
constant or piecewise-constant gains which minimize the
maximum difference between suboptimal and optimal costs. Ozer
applied the method to stationary and time-varying systems with
a finite time interval of interest. Man [M-l] has used a
similar method for systems with finite and infinite-time
performance measures. In this thesis Ozer's method is extended
to infinite time interval systems in a manner more efficient
than Man's, and to piecewise-constant gains with a variable
time interval.
With Ozer's method of minimizing the cost matrix, the
designer can work with systems which were previously ignored
19

in modern control theory because they lacked the character-
istics required for optimal performance. For instance, the
performance of systems which are not controllable or observable
may be suboptimized. By comparison with the optimal system
the designer may judge whether or not he should advance to a
higher level of controller complexity.
A time-invariant system which cannot be made optimal
is equivalent to one which does not permit arbitrary (closed-
loop) pole placement. It is useful to examine the system in
a canonic form which reveals the limitations on output control
of the system. This is done in the following chapter.
20

IV. TESTING FOR STABILITY
A. STABILITY
A pertinent question to ask about the linear regulator
system,
x = A x + B u
y = C x (1)
J = (xT (t)Q x(t) + uT (t)R u (t))dt
o
where the required assumptions of section II. A. 3 are met, is:
Is it possible to stabilize the system with a controller
using only the output vector y?
The controller may be dynamic or non-dynamic (constant
gains) . This question is crucial for the infinite-time
suboptimal linear regulator; its answer is pursued with
considerable, though not complete, success in this chapter.
Valuable insight into the system is gained by using Kalman's
canonic transformation [K-4] . A necessary condition for
system stability due to Galperin and Dergacheva [G-l] follows
in a straightforward manner. For non-dynamic controllers a
computational method has been developed to determine stabiliz-
ing output gains. An example of this method is presented.
For controllers that include dynamic elements (a Luenberger




B. A CANONIC TRANSFORMATION
Kalman [K-4] and Gilbert [G-2J showed that a linear dynamic
system can be transformed into four subsystems:
1) controllable, not observable
2) controllable and observable
3) not controllable, not observable
4) not controllable, observable.
For the system (1) the nxnm controllability matrix,
G = (B AB A2 B A11"^) is of rank r <_ n. Let G be the r-




bGl bG2 bG3 bGr^ where bG i is an n-vector.
T1 T T T 7 T T n— 1 T
The observability matrix H = (C A C (A ) C • • • (A ) C )
is of rank k <_ n. Let H be the k-dimensional observable
subspace spanned by its basis, B„ = (b„. bu0 •
•
*b„, ) , where bn .
~rl ~ri_L ~MZ ~nK ~rll
is an n-vector. Let H"1" be the orthogonal complement of H
in R . Thus tf x is the n-k dimensional not-observable
subspace of R .
Let J be G H "L , so that J is the completely controllable,
not observable subspace of dimension j with basis J. Let
I be the r-j dimensional complement of J in G; its basis is L.
5 nGiven a subspace V of R , there exists a subspace Z of
R
n
such that V © Z = Rn . That is: 1) for y e V and Z z 2 ' Y and
2 span Rn and 2) V Z = {0}. Z is called the complement of
V in R . If in addition < y,z > =0 for all y e V and z e Z,
then Z is called the orthogonal complement of V. [W-2]
22

Let M be the n-k~j dimensional complement of J in H x ; its
basis is M.
Since J © L = G, Lisa completely controllable, completely
observable subspace; similarly, M is a not controllable, not
observable subspace.
Now the state space, R , can be described as Rn=Jffii.©M©W f
where W is the complement of J©L©M in R , with basis N.
3Figure IV-1 illustrates the relationship in R .
The nxn matrix T = (J L M N) is then the matrix of a
linear transformation which maps the basis vectors of a
canonical space into the basis vectors of state space. T is
non-singular because it is comprised of the basis vectors of
a direct sum of subspaces
.




Z = T ATz+T Bu
y = C T z
To evaluate T~ AT, first consider AT = A (J L M N) =
(AJ AL AM AN). The key point is that J, G, and H x are
invariant under A.
If X and V are finite dimensional subspaces of a vector
space with bases (x, ,x_,***x ) and (y
1
,y„ , • • *y ) respectively,
then: 1) dim (X©/) = dim (X) + dim (/) = m+n and 2) a basis











7A subspace 5 is said to be invariant under a transformation





























A J = J D , where D
n
n
is the jxj matrix11 r
b h * • • • hDll D 12 D lj
21
bn b. .
The subspace L is not invariant under A but L is a subspace
of 6 which is invariant under A, so that for £ e L, A £ e G
and A £ can be expressed as a linear combination of the basis
vectors of G, J and L.
A L = (A I A & •••• A £ )










and AL=JD +L D 00
where D. 9 cll cl£
C
• T ' * ' ' C •
?22
Jtl U
Following the same reasoning,
11 cl 11
A M = J D + M D„_
~~ ~ ~ JLo ~ ~ J J
* 5 " i 5l4 + 5 524 + » 534 + 5 5 4 4
Combining the above yields
A T = (JD ni JD, 9+LD 99 JD,_+MD^. JD, .+LD„ .+MD-. ,+ND . .
)













where the elements of the matrices are matrices but the "-"
symbol has been suppressed for clarity.
To evaluate T B. it can be seen that B = (b n b ••• b )
~ ~1 ~2 ~m
and b. e G. i = 1. ...m. Each b. is a linear combination
of the basis vectors of G, so that
b, = J b., + L b_, where b
n
, is a j-vector and b 01 is an
r-j vector.












where B, = (b,, b. „ ••• b. ) and B„ likewise, and
-1












To evaluate CT , notice that vectors in the unobservable
subspace H = J © M do not appear in the output vector y.
C J = = C M
CT= (OCLOCN)
C T = (0 C, C
2 ) ,
where C, = C L and C 2 = C N .
27

Finally the transformed system (2) can be written
D
ll

























where z., is a j dimensional vector of controllable but
unobservable states
,
z„ is a r-j dimensional vector of controllable and
observable states,
z_ is a n-k-j dimensional vector of uncontrollable and
unobservable states,
and z. is a k+j-r dimensional vector of uncontrollable but
observable states.
Actual calculation of the canonic transformation T was
done using a decomposition method of Bhandarkar and Fahmy
[B-l] . It consists of a sequence of computational steps based





C. NECESSARY CONDITIONS FOR STABILITY FOR A NON-DYNAMIC
CONTROLLER
1 . Development of Necessary Conditions
Following Galperin and Dergacheva [G-l] the control
is constrained to be a constant-gain output feedback
,
U(t) = - P y(t) = - P C x(t) = - P(0 C, C ) z(t)
The resulting closed loop system
z =
Dll










is shown in Figure jlV-2.
The eigenvalues of the system matrix of (4) are the
eigenvalues of D , , D,, ? - B_ P C 1 , D^-. and D... This may be
seen by performing elementary column transformations on the
matrix
D-XI =













converting it to upper triangular form.








Condition 1. D , D__ and D.. must have eigenvalues with
negative real parts.
Condition 2. P must be chosen (if it is possible) such that
eigenvalues of D?? ~ B„ P C, have negative real
parts
.
Condition 1 is useful and easy to apply; Condition 2 is
more difficult. Methods of applying Condition 2 for a given
P are well-known. For unknown P of one or two elements, the
classical control techniques of root locus and parameter plane
are suitable. For unknown P of larger dimension finding
stabilizing elements (if they exist) is a formidable task. A
numerical method for accomplishing this is presented in the
next section.
2. Finding a Stable P: A 9 order Example
The existence problem for P of necessary Condition 2
of the previous section is a surprisingly difficult one and
has not yet been solved. Koenigsberg and Frederick in refer-
ence [K-10] explore the problem in detail, providing a list of
22 references. They develop an algorithm for finding a
stabilizing P if one exists. The algorithm is based on the
sensitivity of the eigenvalues of the closed-loop system with
respect to the elements of P.
In this section a much simpler, but still effective
method is described. This method was used in section V.C for
a fifth-order system with two and three available states. In
this section a 9 -order example problem of Koenigsberg and
Frederick is also solved for a stabilizing P.
31

The method uses the pattern search procedure of Hooke
and Jeeves [H-l, W-l] . The steps are:
1) Guess P (o)
8
2) Use the pattern search library routine to minimize
an objective function whose value is determined as follows:
g
a) Calculate all eigenvalues of A + B P C for the
current P.
b) Find the most positive real part of the eigenvalues.
c) Assign to the objective function the value of step
b) .
3) If and when the objective function has a value less
than a specified negative real number, terminate the procedure.
The following problem was used as an example in [K-10]
.














x + 3.3 u
o
Subroutine DIRECT of the W. R. Church Computer Center,
Naval Postgraduate School.
















Using initial values of K. = 0, i = 1, ...4a step size of
50, and minimizing until the closed- loop eigenvalue locations
are left of the vertical line at a = -0.12, where z = a + j b,
a stable P of (-50, -50, -450, -450) was found in 16 seconds
on an IBM 360/6 7.
3. An Example Problem
In this section a fifth-order problem is tested for
stability with constant-gain cutput feedback using the pre-
viously discussed methods. Later, in sections V.C. and VLB.
suboptimal controls for the same system are determined. The
problem is one proposed and modeled by Levine and Athans
[L-l] describing a string of moving vehicles whose position
and velocity errors are to be regulated. Levine and Athans
solve for the optimal state feedback gains which minimize an
infinite time performance measure.
In the following the problem is modified so that not all
states are available. Thus, stabilizability must be deter-
mined. Levine and Athans develop the following state equa-



























6y . is the 'velocity deviation with respect to the desired
string velocity of the i vehicle. <5w. is the deviation
from the desired value of the separation distance between the
. th stl and (i+1) vehicles, and the drag coefficient is a term










where 6f. is the force deviation from the force required to
overcome drag at the string velocity for the i vehicle.
The system is completely controllable.
It is desired to minimize the performance measure,













The Q matrix is different from that of Levine and
Athans. It has been made positive definite in order to solve
for the suboptimal control in a later section.
First, measuring only the velocity deviations is
considered. This is appealing at first thought because such a
measurement scheme would require only accurate speedometers






The observability matrix has rank = 3; therefore, the system
is not observable.
Using the method of Bhandarkar and Fahmy [B-l] the























Identification of the submatrices in the canonic system is
done in the following way. The controllable subspace 6 has
dimension 5, the unobservable subspace H dimension 2, and
thus J has dimension 2. Since L is the complement of J in G,
a.
L has dimension 3. Since M is the complement of J in H , it is
zero dimensional. Thus D. , is 2x2, the dimension of J; D~ 2 i- s






Since D, , has eigenvalues of , the system is not
stabilizable with constant-gain output feedback.







The observability matrix now has rank = 4, so again the
system is not completely observable.







z = z +















Analysis of the subspace dimensions as above shows
that









The system can be stabilized if a matrix P =




P 31 P 32
1 -1
—
1 -1 p ll P 12 1
P21 P22 1
P 31 P 32
to have eigenvalues with negative real parts. Using the
pattern search method described in section C.2., eight satis-
factory P matrices were found. These provided stable initial
P matrices for the suboptimization procedure of section V.B.
D. DYNAMIC CONTROLLERS
The difficulty of application of Condition 2 for stabiliz-
ability can be circumvented if dynamic controllers can be used
It is then possible to utilize an estimator such as those
discussed in section III. A. 2 to provide .the missing elements
of the state vector of the controllable observable canonic
subsystem. This section provides a condition which is suffi-
cient for stability of time-invariant linear regulators which
meet Condition 1.
Wonham's main result of reference [W-3] is required: Let
A be an arbitrary set of n eigenvalues. "The pair (A, B) is
controllable if and only if, for every A, there is a matrix C
such that A + B C has A for its set of eigenvalues."
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The condition for stabilizability using dynamic controllers
is stated and proven for perfect canonic state information and
then intuitively extended to include estimated state informa-
tion with exponentially decreasing error.
Condition 3. A time-invariant linear regulator system meeting
Condition 1 can be stabilized with output feedback if all
states of the controllable observable canonic subsystem are
available
.
Proof: Assume that all I states of the controllable, observ-
able system are available. Then the vector z which can be
used for feedback is
z =
I
z = I z
where I is the identity matrix of dimension £. A constant
gain feedback control would be
/s /s /\ /s
u=-Fz=-FIz=- (0 F 00) z
where F is an m x I matrix.

























Since (D??' B2^ "^ s a contr°llakle Pai r / by Wonham's result
a matrix F exists that (D?2 - B_F) has any desired set of
eigenvalues. Since by Condition 1 D,. , D__ and D.. have^ J
-11 -33 -44
eigenvalues with negative real parts Condition 3 is proven.
The output of a state estimator, however, only approxinuites
the state. The Luenberger observer output, for example, has
an exponentially decaying error as seen in equation (10) of
section VLB. If the observer has operated a sufficiently
long time for the observer output to accurately represent the




V. TWO EXTENSIONS OF OZER'S METHOD
A. DESCRIPTION OF METHOD
A useful method of solving for the gains of an output-
feedback control for a suboptimal linear regulator has been
developed by Ozer [0-1] . He applied the method to the solution
of constant and piecewise-constant gains for the finite-time-
interval regulator. In this chapter two extensions of his
method are presented: 1) a technique for finding piecewise-
constant gains with variable time intervals, and 2) an
algorithm for determining constant gains for infinite-time-
interval problems.
The problem statement is as follows.
The system is
x = A(t) x + B(t) u
(1)
y = c(t) x ,
where the initial condition, x(0), are points on a unit
hypersphere. The performance measure is




) + 1/2 f (xT (t)Q(t)x(t) + u
T
(t)R(t)u(t)) dt ; (2)
t
o
It can be shown that this is equivalent to the require-




where H and Q(t) are real symmetric and positive semidefinite and
R(t) is real symmetric and positive definite. The output
feedback control is constrained to be of the form
u (t) = - P(t)y(t) = - P(t)C(t)x(t) = -F(t)x(t)
where P (t) is a member of a specified class of real time
functions. The problem is to find the elements of P (t)
which minimize the maximum value of AD (x ,P (•)) over the
~o ~s
unit hypersphere of initial conditions where















J*=l/2xT^(t )Hx*(t )+l/2| f (x*(t)Q(t)x*(t)+u*(t)R(t)u*(t)) ct
j t ~
o
A D is called the absolute degradation of performance, x„(")
is the state trajectory resulting from application of the
suboptimal control law, and x^ (
•
) is the optimal state
trajectory.
Of interest is a matrix differential equation given by





The derivation of this equation is available in [M-2]
and [K-8] and will not be given here.
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The solution V(t) , called the cost matrix by Kleinman and
Athans [K-8] , is a real symmetric positive definite matrix





Y lto'5. (,,) 5
just as




~o ~ o ~o
Ozer shows that minimizing the maximum absolute degradation
over initial conditions on the unit hypersphere can be compu-
tationally simplified as follows:
min max AD (x ,P (•)) = min max ( J (x ,P (•)) -J* (x ))
~o ~s ~o ~s ~o
P (•) x P (•) x
~s ~o ~s ~o
min max 1/2 x T (V(t ,P (•)) -K(t )) x
'




min max 1/2 x W(t ) x
'






is the value of the largest eigenvalue of W(t ),
a real symmetric and positive definite matrix.
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The steps of the method are:
1) Evaluate K(t )
o
12
2) Minimize with a pattern search routine over the
elements of P (•) an objective function calculated in the
following manner:




b) find the largest eigenvalue of W(t ) = V(t )-K(t )r 3
~ o o - o
c) assign to the objective function the value of
step b)
.
B. PIECEWISE-CONSTANT GAINS WITH VARIABLE SWITCHING TIMES
1 . Discussion
The optimal control for the linear regulator system
of equation (1) which is to be optimized over a finite time
interval with the quadratic performance measure of equation
(2) is a feedback of all states with time-varying gains,
u*(t) = -R" 1 BT (t)K(t)x(t) = -F*(t)x(t) .
As previously discussed, a more easily realized control can
be specified of the form
u (t) = -P (t)y(t)
,
where P (t) is a piecewise-constant matrix. More precisely,
let the time interval [t ,t,J be divided into N equalor




subintervals of length At. During the i ' subinterval,
[t. , , t. . + At) , the gain matrix is P • . P (t) is then a setl-l r-1 ' r ~i ~s
of N (m x p) matrices and the resulting minimization problem
has mpN variables. Because mpN can be a large number, the
computation time required for solving for all gains in one
problem can be lengthy; however, this computation is done
off-line.
In this section the interval lengths are allowed to
be variables in addition to the gains. Division of the problem
into two alternating separate minimizations over mpN gains
and over N-l switching times is not likely to yield even a
local minimum. This can be intuitively seen by the fact that
minimizing a function of just two parameters by independent
varying of each parameter does not necessarily result in a
local minimum.
Thus no alternative was found other than to minimize
AD(x ,P ( # )/t ) directly over all (mpN + N-l) parameters.
Computation times for the example problem were lengthy, as
expected, but the absolute degradation was significantly
reduced.
The method used consisted of a pattern search in
(mpN + N-l) - dimensional space to minimize the maximum absolute
degradation, J -J*. A fourth-order Runge-Kutta integration
method was used. Logical statements tested that the switching
times were within the interval [t ,t f ] and were correctly
ordered. Prior to each integration step, the running variable
(time) was tested for going past the next switching time. If
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it would, the step was reduced to end the integration on the
switching time. After advancing parameters and switching
time values, integration continued. '
The steps in the procedure are:
1. Calculate K (t ) .
o
2. Guess p , a vector of (mpN + N-l) elements.
13
3. Use the pattern search library routine to minimize
an objective function determined as follows:
a) Test that the switching times, t , i = 1,2.. N-l
i
satisfy the inequalities: t <t <t ...<t <t^.
. o- Sl- s 2 - sN _ 1
- f
If not, assign a high value to the objective
function and return.
b) Integrate the cost matrix equation using the
elements of p to obtain V(t ,P (*)/t )
~v ~ o ~s ~s
c) Find the largest eigenvalue of
W(t ) = V(t ,P (•) ,t ) - K(t )
d) Assign to the objective function the value of
step c) and return.
13 See footnote, page 32.
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2 . An Example Problem





















-110 x(t) + u (t))dt (4)





(t)^(t)=-(Pl (t) p 2 (t) p 3 (t)) x(t) ,
where P ft) is piecewise-constant over one, two, three or four
intervals. For comparison the suboptimal gains were calculated
for both fixed equal intervals and variable intervals. Table
15V-l shows values of the relative degradation for one, two,
14This problem has been solved by Kleinman, Fortmann and
Athans in reference [K-9] and by Ozer in reference [0-1]
.
15Relative degradation is defined as the absolute degrada-
tion divided by the maximum value of J* with initial condi-
tions on the unit hypersphere.
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three and four subintervals . Optimal and suboptimal gain
values for three and four intervals are shown in Figures V-l
and V-2 . The values of performance measure degradation were
confirmed by an independent direct integration for J and J*.
RELATIVE DEGRADATION
Number of RD of System with RD of System with





RD = Relative Degradation = Absolute Degradation / J* max
Table V-l Performance of the System of Example 1
with Fixed Switching Times and Variable
Switching Times.
3. Discussion of Results
The results of this example shov; that optimizing
switching times with piecewise-constant gains leads to improved
performance. When switching times are variable the intervals
are short when the optimal gains are changing rapidly, as would
be expected. This observation holds only when all states are
being fed back, for only then do the suboptimal gain curves
approach the form of the optimal. The importance of matching
intervals to the optimal gain curves even for fixed equal













































Fig. V-2 . Example Problem. Four Intervals.
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with three fixed intervals as compared with two. Ozer noted
a similar effect.
C. THE INFINITE TIME INTERVAL PROBLEM
1. The Problem Statement
The problem is the same as that of part A except that
A, B,C,Q, and R are constant matrices, the upper limit on the
performance measure integral is ra
, Q is positive definite,
and P is a constant matrix. The matrix Q is positive definite
to satisfy a requirement of the solution method used, as
explained below.
2. Steady-state Solution of the Cost Matrix, V(t)
The steady state solution of the cost matrix differ-
ential equation is the linear algebraic equation:
V (A-BF ) + (A-BF ) TV = -Q-CTPTRPC
~ss ~ ~~s ~ ~~s ~ss ~ ~ ~ ~~~
or V A + A V = -Q (5)
~ss~ ~ ~ss ~
where A = A-BF
„ ~~s
T TQ = Q + C P RPC
Equation (5) may be recognized as an equation due to Lyapunov.
The Lyapunov theorem as given by Kalman and Bertram [K-5] is:
The equilibrium state x = of a continuous time
free, linear, stationary dynamic system
x = (A-BF
g
)x = Ax (6)
is asymptotically stable if and only if given any real symmetric
positive definite matrix Q there exists a real symmetric
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positive definite matrix V which is the unique solution
**' s i^
of the set of n(n+l)/2 linear equations:
A V + V A = - Q (7)
~ ~ss ~ss~ ~ v '
T
and x V x is a Lyapunov function for (6) . The Lyapunov
theorem provides assurance that for a choice of A and Q which
meet the Lyapunov theorem requirements a steady-state solution
of the cost matrix can be found.
3 . Solution Method
Given the system matrices , A,B,C,Q, and R, the first
task is to determine that the system can be stabilized,
following the methods of chapter IV. If so, the pattern
search routine of IV. C. 2 provides an initial P which causes*
-s
the eigenvalues of the closed-loop system matrix,- A, to have
T T . . .
negative real parts. Since Q = Q + P C RCP is positive
definite for all P , the assumptions for the Lyapunov theorem
are met and the solution V of (5) can be obtained. The
~ss
largest eigenvalue of W = V -K is then minimized by Ozer's
method.
It is essential that the procedure start with a P
that yields a stable system, otherwise the Lyapunov equation
cannot be solved for V
~ss
To solve equation (5), a method of S. P. Bingulac
[B-2] is used. In this technique the matrix equation (5) is







where v and q are m = n(n+l)/2 dimensional vectors of the
m distinct elements of V and Q. U is an m x m matrix
~ss ~
constructed from the elements of A. Equation (8) is then
solved for v using a standard linear equation solving routine,
4 . An Example Problem
In section IV. C. 3 equations were introduced describing
a string of three moving vehicles with unit masses and drag

























It was confirmed that constant gain feedback of the distance
deviations could stabilize the system. The form of such an








P l P 2
P 3 P 4
P 5 P 6
12 (12)
For the system described by equations (9), (11), and
(12) , it is desired to determine the matrix P~ which minimizes
the cost, equation (10). This is hereafter called the "two-
state feedback problem.
"
Results for the two state feedback problem .
Eight initial stable P~ matrices found by the pattern
search routine of section IV. C. 3 produced local minima at
four distinct points in the six dimensional space of P~
elements. The P
?
matrices, the associated closed-loop eigen-
values and the maximum and minimum degradations are shown in
Table V-2 . The P
?
matrices, though distinct, are in a neigh-
borhood, suggesting that further computational perserverance
would lead to their convergence. The resulting eigenvalues
are also close. Note that the eigenvalue X = -1 of the control-
lable, but not observable canonic state is unchanged.
54























1.58 0.27 -0.50+ j 1.92














AD = absolute degradation




If, in addition, the velocity deviation of the first
vehicle is measured and used for feedback control, better









-?3^3 = " '4 P 5 P6 ^3 (14)
For the system described by equations (9), (13), and
(14) , it is desired to determine the matrix P„ which minimizes
the cost, equation (10). This is the "three-state feedback
problem.
"
Results for the three-state feedback problem .
Three initial stable P., matrices each produced a
distinct point in the nine-dimensional space of P., elements.
The resulting system complex eigenvalues are grouped, but the
real eigenvalue varies widely, as shown in Table V-3 and
Figure V-7.
The performance of the system with two and three-
state feedback is shown on Figures V-3 through V-6 . The
"worst" performance occurs for the set of initial conditions
associated with the largest eigenvalue, A , of W(t ), that
is, the point on the surface of the unit hypersphere colinear
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with the eigenvector of X„. All other initial conditions
result in performance closer to the optimal , in the sense
that J is closer to J*. For the initial conditions asso-
s




























1.57 0.30 -0.62+ j 1.84
0.01 .002 -1.22+ j 0.69
-1.37
1.59 0.31 -0. 58+ j 1. 84
















































































































































































































































3 open- loop poles
loop poles
X — Plant open-loop pole location.
# ___ optimal pole location.
— Two state feedback closed-loop
pole
location, four results.
A — Three state feedback closed-loop
pole
location, three results.





VI. PARTIAL CANONIC STATE FEEDBACK
A. INTRODUCTION
From information in previous chapters, it is evident that
for a time-invariant linear regulator system output feedback
can have no effect on the eigenvalues of the subsystems other
than the completely controllable completely observable one.
The performance degradation caused by those eigenvalues which
cannot be influenced clearly depends on the particular system
matrices; nothing can be done to improve their location with-
out modifying the plant or the measurement method. With such
a limitation on the "goodness" of system performance, the
designer should exploit fully the controllable observable
subsystem.
Wonham, in reference [W-3] , shows that the system
x = A x + B u
y = C x
is completely controllable if and only if for every set of
arbitrary pole locations a state feedback matrix F exists
such that (A + B F) has the desired eigenvalues. For constant-
gain output feedback the form of F is constrained, F = P C .
The closed-loop poles can then only be located at positions
where a P exists such that P C = Fn , F being the required
^ ~ ~ ~K. ~K
gain matrix. It would be expected that if all of the canonic
states of the completely controllable completely observable
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subsystem were accessible, overall system performance with a
specified controller structure would be enhanced. This chapter
proposes a suboptimal control method which incorporates a
Luenberger state estimator for the missing elements of the
completely controllable , completely observable canonic state
vector, z
2
. The inverse canonic transformation yields what is
called "partial canonic state feedback." As an example the
control of a moving vehicle string is considered. A second-
order dynamic controller for it provides near optimal
performance with only two states available.
B. DISCUSSION
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y = (?i 5 2 } ?ob = s 5ob (3)
Following Luenberger [L-2] , the designer looks for an auxiliary
dynamic system, called an observer, producing a linear trans-
Lformation L of z . . L must be such that the matrix
~,ob













may be solved for z , .
The vector w = L z , is of order n-p where n is the order of
~ ~ob c
the completely observable system and p is the number of
independent outputs
.
The observer system equation is




while the equations for the free system and its observer are
z , = D z .
~ob ~o ~ob
w = Mw + C z ,
(5)
C6)
where M is to be chosen.
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The input to the free observer is the output y of the
system. Multiplying equation (5) by L and substituting
w = L z . in equation (6) yields
Lz,=LDz, (7)
~ ~ob ~ ~o ~ob *"
*
*Lz,=MLz K + Cz,. (8)
~ ~ob ~ ~ ~ob ~ ~ob v '
Thus the following equation must be satisfied so that
w = L z , :
~ ~ob
L D = M L + C
. (9)
~ ~o — ~ ~
Equation (9) can be solved for L if the eigenvalues of M are
distinct from the eigenvalues of D . The solution of equation
(6) ,
w(t) = L zQb (t) + e~ (w(0) - L z ob (0)), (10)
is the estimate of L z h (t) . It can be seen that the proper
choice of w(0) = L z h (0) causes the observer output to be
correct for all t. Since this choice of w(0) is usually not
possible, the eigenvalues of M are chosen such that the
transient error due to incorrect initial conditions will die
out quickly. From w(t) and y(t) the elements of the observable
canonic state vector can be obtained by suitable multiplica-
tions and additions
.
Finally, the estimate of the controllable observable
-A
portion of the state vector, defined as x(t), is recovered







A block diagram is shown in Figure VI-1.
The information content of this partial state vector
is dependent on the system. It contains, however, all of the
state information which is available. In the example follow-
ing, the use of partial canonic state vector feedback results
in system performance superior to constant-gain output feedback
of the same states.
C. AN EXAMPLE
Repeated below is equation (8) of section IV-C.3, the
canonic form for the system of a string of three moving













































w = M w + C, z + L B u
~ ~ ~ ~ J. ~^ ~ ~ A ~
(14)
is to provide (in combination with y) an estimate of the
state of the system
*2 = ?22 52 + ?2 H
Y = C, z
(15)
1 t2 *
The observer system is of the order n-p, where n is the order
of z 2 and p is the number of independent outputs. Thus the
observer is of order two.
The transformation L is calculated as follows. The
eigenvalues of M are arbitrarily chosen to be -3 and -4 in order
I r
to have w(t) approach L z
?





















*11 *12 A 13 *14
(7.
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The state vector x(t) is related to z (t) by the canonic
transformation calculated in section IV. C. 3,


















where the column of T associated with the unobservable canonic











Since two of the elements of z
2 (0) comprise y(0), the initial
conditions for the observer system can be approximated with
y(0) :










Equations (18) , (21) , (22) and (25) define the partial
canonic state estimator. The controller is completed by using
optimal gains
.
u (t) = -r" 1 B
T
K x(t)
~s ~ ~ ~ss ~
=
-F * x(t)
Trajectories of the vehicle string using this controller
and the optimal controller are shown in Figure VI-2 and VI-3.
Initial conditions are those found to be worst for the two

























Trajectories for system with partial canonic


































































Fig. VI-3. Trajectories for system with partial canonic


































The objective in this effort was the investigation of
suboptimal control of linear regulators. With the Kalman
decomposition, the time-invariant system was readily analyzed
for stabilizability , both for constant gain feedback and for
controllers which contain dynamic estimators. Combining the
canonic system with a state estimator led to a promising non-
iterative method of suboptimal control. The method needs
further development; only the basic idea has been presented
here. The improvement in the example over constant-gain
feedback of the same two states was due entirely to the capa-
bilitv of frcclv niovincr the four nolss of the control 3 able
observable system, whereas with constant gain their movement
was restricted. A contributing factor to the excellent per-
formance was that only one of the five closed-loop poles
could not be influenced and it was near the optimal pole
position. It is reasonable to expect good performance under
such fortunate circumstances. In the general case, however,
a designer needs to know how much system performance is being
degraded by the eigenvalues he cannot influence (those of the
three canonic subsystems besides the controllable, observable
one) . An estimate, or bounds on J , would be very useful in
this situation.
A variation of Ozer's method for systems with infinite
time performance measure was presented. A fifth-order example
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was solved, resulting in very good performance at best and
marginal at worst. (An advantage of Ozer's method is that
such information is available) . The deviation from optimal
trajectories is attributable to the small number of states
being fed back. As developed in this investigation, the state
weighting matrix Q had to be positive definite. It would be
helpful if this requirement could be relaxed.
Designing practical controllers for the time-varying
linear regulator is much more difficult. When all the states
are available the methods of Ozer or of Kleinman and Athans
are feasible; variable switching times or fixed times based on
the optimal gain curves should improve the results. When only
outputs are available for time-varying systems, optimal con-
troller complexity becomes excessive and suboptimal controller
design must be done without the very useful canonic frame of
reference. An area for further research is determining con-
ditions for stabilizability of the time-varying linear
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