Abstract
Introduction
Wireless network simulations are widely used and are an accepted method for studying the behavior of various classes of wireless networks, including Ad-Hoc and Infrastructure based networks. The IEEE 802.11 specification defines a Medium Access Control (MAC) layer that is one of the most popular one in theory as well as in practice. It has become the de-facto standard for most wireless implementations. Dependable wireless network simulations require that accurate models of these wireless PHY and medium-access-control protocol models be developed. On the other hand, comparing and contrasting the behavior of various higher layer protocols is an essential part of wireless network- * This work is supported in part by NSF under contract numbers ANI-9977544, ANI-0136969, ANI-0240477, ECS-0225417, and DARPA under contract number N66002-00- 1-8934. ing research. Since, medium-access-control is the lowest layer of the protocol stack, it is essential to understand how various implementations behave during ideal conditions as well as under heavy traffic. The common reference for all implementations is the IEEE 802.11 specification [6] . Identifying the reasons for differing behaviors also gives us an insight into the behavior of the actual implementations of the protocols.
There are several wireless network simulators used in the research community [8, 10, 12, 1, 7] . However, not all higher layer protocols (routing, transport and application etc.) are implemented on all simulators. Thus, comparison is often made between higher layer protocols implemented on various network simulators. Despite the fact that most network simulators implement the same 802.11 MAC specification [6] , unless all the implementations behave in a fairly consistent manner, these comparisons will be inconclusive at best. For our study we have restricted our research space to three simulators, namely, ns-2, GTNetS, and GloMoSim. We find that there are substantial differences in the baseline 802.11 implementation. These differences are due to various factors ranging from differing interpretations of specification to subtle details in the implementation that have been ignored for reasons of simplicity and computational complexity. Over the past few decades wired network models have evolved to an extent that we understand what parameters at the physical and data link layer affect the simulation results. As a result suitable abstractions have been developed. In comparison, wireless models are newer and provide less guidance about what details can be ignored without affecting the accuracy of the simulation.
While ns-2 [8] and GloMoSim [12] are fairly well known, GTNetS [10] is a relatively new network simulation environment. GTNetS is a scalable network simulation enviornment designed to support large to very-large scale simulations. The design of the simulator closely matches the real network protocol stacks and hardware. This enables the users and developers to clearly identify issues that may cause the simulator to behave differently than a typical real network. The simulator is completely implemented in object-oriented C++, leading to easy extensions for new models or modified behavior of existing models. A detailed description of the distinguishing features of GTNetS can be found in [9] . This paper quantifies the differences in the modeling of 802.11 MAC protocol in the tested simulation scenarios and presents the reasons for diverging behavior. Our studies are based specifically on two sets of experiments designed to understand the behavior of the MAC protocol. We begin by looking at the baseline implementation of the 802.11 MAC without considering the affect of contention resolution. We then consider the contention resolution mechanisms in the 802.11 MAC protocol. We also present the reasons why different 802.11 contention resolution mechanism behave differently under competing medium contentions.
The remainder of the paper is organized as follows. Section 2 focuses on the relevant related work. Section 3 describes our experimental methodology and the simple forwarding methodology that we use. Section 4 presents the experimental results. Finally, section 5 discusses the conclusions from this work.
Related Work
Considerable research has been done discussing the accuracy of wireless MAC algorithms and their simulation models. The relative performances of the various algorithms has been compared and contrasted using wireless network simulations. There has been comparatively very little work that focuses on how a given algorithm or a protocol (or both) perform on two or more different simulators. It is generally assumed that since IEEE 802.11 is a specification, all wireless MAC implementations based on the specification [6] will behave similarly, ignoring the physical layer differences.
Heideman et al. [5] looked to answer the validity of their simulation models in ns-2. They strived to answer the question as to what level of simulation validation is required. S.R. Das et al. [3] tried to compare routing protocols and tried to identify the various MAC protocol characteristics that might affect them.
In the context of wireless network simulations, Heideman et al. [4] were the first to look at the effects of detail in simulation. They discuss the various trade-offs in more detailed or abstract simulation models. They evaluate the effect of detail using four case studies of wireless simulations for protocol design. They suggest largely two approaches to cope with the varying levels of detail. First, by using robust networking algorithms that are stressed in similar ways by random error as by detailed models. Second, they suggest visualization techniques that can help pinpoint incorrect details. However they fail to quantify the effects of these missing details in the network simulations.
Takai et al. [11] present a set of factors at the physical layer that are relevant to the performance evaluation of higher layer protocols. These factors include received signal strength, path loss, interference, noise computation and preamble length. They concentrate on ns-2 [8] and GloMoSim [12] . The conclude that the factors at the physical layer no only affect the absolute performance of a protocol, but because their impact on various protocols is non-uniform, it can even change the relative ranking among protocols for the same simulation scenario.
Cavin et al. [2] present the simulation results of a simple straightforward algorithm using ns-2, GloMoSim and OPNET Modeler [1] . Although they show that significant differences exist between the simulators, they do not attempt to explain the reasons for these differences. They speculate that this may be due to the mismatch of the modeling in the physical layer or due to the different levels of detail provided to implement the wireless models.
Experimental Setup
We constructed two wireless network simulation experiments to study how close various 802.11 implementations were to the published specification, and to compare the model implementations in the three simulation tools studied. These experiments were designed to verify the ideal behavior of the 802.11 MAC under no media contention as well as the contention resolution behavior. For both sets of experiments, the topology is as shown in Figure 1 . A total of 100 nodes are places on a 1000 by 1000 meter grid as shown, with 100 meter spacing between nodes. The nodes are assigned IP addresses as shown with node 0 in the lower left corner, node 50 in the upper right, and node 99 adjacent to node 0. Only the low-order 8 bits of the IP address are shown, with the upper 24 bits being assigned an arbitrary, but common value for all nodes. There is no node mobility, and no wireless routing protocol at all in any of our experiments. The transmission range (or transmission power) value was set such that our maximum radio range was 250 meters.
The first experiment, "experiment one", was designed to be as simple as possible, showing only the proper operation of the RTS-CTS-DATA-ACK exchange described by the 802.11 specification. The experiment works as follows. At simulation time 0, node 0 creates a data message of 512 bytes in length, and sends it to node 1. All other nodes do nothing until a packet is received. When node n receives the data packet addressed to it, it immediately forwards the packet to node n + 1. As can be seen in our topology, the distance from node n to node n+1 is usually only 100 meters, with 200 
Figure 1. Simulation Network Topology
meter distances occasionally. In all cases, the neighbor is only one hop away, and thus no multi-hop routing protocol is needed. When node 0 receives the packet from node 99, that denotes the end of a round, and the beginning of the next round. The starting time of each round is noted, and the experiment continues for 100 rounds. When this experiment was designed, we anticipated no randomness at all and completely reproducible and deterministic results, since there should never be any channel contention and thus no sampling of contention window random variable. If fact, this turned out to not be the case. Upon receipt of the DATA frame, all three simulators forwarded the received data packet up the protocol stack to the application layer, while simultaneously starting the transmission of the ACK frame. When the application received the packet, it immediately forwards it to the next hop and sends the packet down the protocol stack to layer two. Of course, the medium is busy at that time sending the ACK frame, resulting in a sampling of the contention window backoff variable, and some randomness in the simulation. To circumvent this randomness, we implemented a variation of experiment one that delays the forwarding of the data packet by a fixed amount of time arbitrarily chosen to be 500 microseconds. Since the 500 microsecond delay is longer than the amount of time needed to send an ACK frame, this variation did indeed result in deterministic results, as shown later.
The second experiment, "experiment two", was designed to exercise more of the features of the 802.11 protocol specification, specifically the proper management of the Contention Window, backoff timers, and the Network Allocation Vector Timer (NAV Timer). The topology and protocol parameters are identical to those in experiment one. Again, at time 0 node 0 creates a data message and forwards it to node 1, as in experiment one. Each node n forwards the packet to node n + 1 as before, and rounds are measured and noted by node 0 as before. However, in experiment two, all nodes will spontaneously create a packet at a time randomly chosen in the interval [0 .. 10ms) and forward that packet to their next-hop neighbor. Thus instead of a single packet in the network at any one time, we have 100 packets all contending for channel bandwidth. Clearly there is significant randomness in this experiment, due to random starting times for competing packets and random backoff times while waiting for the channel to be come idle. This experiment was repeated 100 times for each simulation tool, and average results and 90% confidence intervals recorded. Note that in this experiment, there is significant packet loss due to MAC layer retransmission limits, and thus frequently we do not complete 100 rounds.
A summary of the parameters that we used in our experiments is given in Table 1 below. 
Results and Discussion
In this section we presents our simulation results and discuss the reasons accounting for the differing results where applicable. We also discuss the changes that we had to incorporate in the various simulation tools as result of this analysis.
First, we performed a pencil and paper analysis of the expected results for experiment one. Table 2 presents these calculations showing the time needed for each frame during a unicast handshaking exchange. The analysis assumes a 11Mbps rate for data frames, a 2Mbps rate for control frames, and a 192 bit preamble sent at 1Mbps. As discussed in the previous section, we observed some randomness in the experiment one simulations due to the immediate forwarding of a data packet prior to the transmission of the corresponding ACK frame. We circumvented this randomness by including an artificial forwarding delay which allowed time for the ACK frame to be transmitted before forwarding a new data packet. Table 3 shows the analysis without any forwarding delay. Without a forwarding delay, the backoff random variable is sampled in the range [0 .. 31), in units of a 20 microsecond slot time. Thus the expected value of this backoff is 300 microseconds. The calculations show the expected time for one round should be 0.1560 seconds without the forwarding delay, and 0.1701 seconds with the forwarding delay.
For the initial attempt at experiment one, we simply set the payload size to 512 bytes, set the 802.11 data rate to 11Mbps, and set the transmission range to 250 meters for all simulators. We used default values for all other parameters, and ran the experiment on all three simulation tools. The results are shown in Figure 2 . The x-axis on the graph is the round number, and the y-axis shows the measured starting time of each round. The results presented are for the variation of experiment one using the forwarding delay of 500 microseconds.
It is easy to see that the results are quite different for the three simulators, with only GTNetS matching the value calculated by our theoretical analysis. Further investigation revealed the following differences in the protocol implementations between the various tools.
1. GloMoSim always sends the control frames (RTS, CTS, and ACK) at the same rate as the data frames. Both GTNetS and ns2 allow for differing rates for control frames, and both default to sending control frames at 2Mbps. The protocol specification indicates that control frames should be sent at the slowest rate, to allow for all nodes overhearing these frames and reacting accordingly.
2. ns2 used the Address Resolution Protocol (ARP) during the first round, to discover the MAC address of the next hop neighbor. For subsequent rounds, the cached value of the neighbor's MAC address us used. Neither GTNetS nor GloMoSim used ARP, but rather determined the neighbor's MAC address by using global knowledge. GTNetS has the option to use ARP for MAC address discovery, but this option is not enabled by default.
Neither GloMoSim nor ns2 account for the Logical Link Control -Service Next Access Point
(LLC SNAP) header required for protocol demultiplexing at layer 2, while GTNetS includes this header.
4. ns2 adds an additional random delay after the expiration of the DIFS timer and SIFS timers, presumably to account for noise in the clocks used in the hardware implementations.
Once these discrepancies where determined, we took corrective action as follows:
1. Set the rate for control frames (the so-called Basic Rate) to 11Mbps in both GTNetS and ns2, to match the the basic rate used by GloMoSim. Ideally we would have modified GloMoSim to use the slower basic rate, but were unable to determine how to do this easily.
2. Ignore the results measured by ns2 in the first round. For the ns2 simulations, we ran 101 rounds and removed the first round data points. This removed the effects of the ARP packets.
3. Adjust the payload size for both GloMoSim and ns2 slightly to account for the missing LLC/SNAP header.
4. The extra random delays were removed from ns2.
Once we made the adjustments listed above, all three simulators produced identical results, as can be seen in Figure 3 . Analytical predictions similar to Table 3 with Figure 4 . Since we expected considerable randomness and variation in the results, we executed each simulation 100 times, and show the average result and the 90% confidence intervals. For these experiments, all model parameters were the same as in the second experiment one, using 11Mbps for the basic rate. One point to note is that, as each simulation progresses, some packets are dropped due to limits on the MAC layer retransmissions. Our application uses the unreliable UDP protocol, and therefore there are no retransmission attempts at the transport layer. Thus, there is less congestion in the network as more and more packet are dropped, and the rounds gradually take less time. Further, there is some chance that the data packet originated by node 0 is lost within a round. When this happens, there are no further rounds started (since the prior round never completes), and no additional data points plotted for that experiment.
It is easy to see that the results vary widely between the simulators. As can be seen from figure 4. GTNetS seems to be the most aggressive of the three simulators in that it finishes its 100 rounds the fastest. On the other hand, ns-2 takes the longest to finish its 100 rounds. GloMoSim is a little slower than GTNetS but has a significant overlap. We spent considerable effort with testing and code inspection of the various protocol models, and discovered a number of differences discussed below. In some cases, we were able to correct the differences, and in some cases were not. In cases where the difference was corrected, the corrected version of the simulator was used for the experiments shown in figure 4.
1. When initiating a backoff, the GTNetS implemen-tation doubled the value of the contention window and then sampled the random variable. The other two simulators sampled the random variable and then doubled the contention window. The specification indicated that both actions should be done, but does not state in which order. We changed GTNetS to sample and double as is done by the other tools.
2. All three simulators initiate a backoff after sending an ACK frame, if another packet is immediately available to be sent. This indicates that a data request from a higher layer was made while the medium was busy sending some other packet. However, the GloMoSim simulator samples the backoff timer without doubling the contention window in this case. We changed GloMoSim to double the contention window value in this case.
3. When a backoff timer is active and a new NAV timer is scheduled due to an RTS or CTS frame being overheard, the backoff timer should be suspended while the NAV timer is active. However, during channel idle periods the backoff timer should count down even when the NAV timer is counting. This will occur during interframe spacing periods, for example between the CTS and DATA frames. This is clear in IEEE 802.11 specification, section 9.2.5.2, as follows:
"A station performing the backoff procedure shall use the carrier-sense mechanism to determine whether there is activity during each backoff slot. If no medium activity is indicated for the duration of a particular backoff slot, then the backoff procedure shall decrement its backoff time by a SlotTime."
Neither GloMoSim nor ns2 allow the backoff timer to advance in this situation, resulting in longer backoff periods than the GTNetS implementation. We did not correct this difference, due to the lack of clear physical channel state transition event interfaces in both GloMoSim and ns2. In general, the notion of the medium being busy is a combination of virtual carrier sense as well as the physical carrier sense. If either of them indicate that the medium is busy, then the backing off mechanism is paused. It is resumed only when both the carrier sense mechanisms indicate idleness. In any scenario, where, the logical expression (V CSBusy() P CSBusy()) is true because of the latter half of the expression the actions taken during busy periods are likely to be incorrect. To understand the backoff behavior better, we divide the interval between the minimum contention window (CW min ) and the maximum contention window (CW max ) into 6 bins. We then instrument the simulator to record how many times the backoff mechanism sampled in each bin. This indicates to us how successful the backoffs were, at resolving the medium contention. The backoff bin values for a typical run of 1000 seconds of experiment 2 are tabulated in Table 4 . It can be seen that most of the contentions are resolved in the first backoff period itself. If the backoff mechanism extends to the last bin, then the chances of the contention being resolved is very low. Another interesting observation is that GloMoSim backoffs a lot more (almost double) times than GTNetS. This is because GTNetS samples the contention window only when it is actually backing off whereas, GloMoSim unconditionally samples it the first time as it receives a packet from the network queue.
As is expected, not all packets finish the 100 rounds in our experiment. To see how the backoff mechanisms help in this regard, we tabulate the average number of rounds that are completed per simulation run. The re- Table 5 . It can be seen that in GTNetS, more simulation runs complete their 100 rounds than NS-2 and GloMoSim.
To summarize the experimental results, we were able to get nearly exact agreement between all three simulation tools in the simple experiment with no channel contention and no backoffs. In the more complicated scenario, there is still considerable variation in the measured performance of the network. Further analysis needed to determine if the differences we uncovered but were unable to easily correct can account for these discrepancies, or if there are other as yet undetermined variations in the implementations.
Differing implementations actually have substantial effect on the performance studies of various protocols above the MAC layer. Let us consider the example of a routing protocol which requires some form of controlled flooding to propagate route requests in a network. This is not an unreasonable assumption since, many popular routing protocols like DSR require this. From the results of experiment 2 it is easy to see that in a heavily congested environment GTNetS and GloMoSim provide a greater performance for the same protocol specification being implemented. While doing the performance study of such a routing protocol in a heavily congested network, it is easy to see that the same protocol will provide with cosiderably more encouraging results when implemented in GTNetS or GloMoSim than if it were to be implemented in ns-2.
Conclusions
We performed a comprehensive set of simulation experiments comparing the implementation of the wireless IEEE 802.11 protocol in three different simulation tools. Our experiments were designed to be as simple as possible, eliminating any variation due to node mobility, multi-hop routing protocols, or physical layer path loss computations. We showed that, after some small changes in the protocol implementations, the three simulation tools report nearly identical results in the simplest case with no channel contention. However, in the more complicated experiment with channel contention, there is still considerable variation in the predicted performance of the network. Since any realistic simulation-
