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A seven cell partition of N is constructed with the property that no infinite set 
has all of its pairwise sums and products in any one cell. A related Ramsey Theory 
question is shown to have different answers for two and three cell partitions. 
1. INTRODUCTION 
In [4], we obtained a seven cell partition of the set N of positive integers 
such that no one cell contained C U PS(C) UP(C) for any infinite C E N. 
(Here E’S(C) = {X + Y: X, y E C and x # y} and PP(C) = (x . y: x, y E C 
and x # y).) Graham asked [ 1, p. 591 what happens if the requirement that 
C be contained in the given cell is dropped. That is, if rE N and 
N= lJi<,Ai, must there exist i < Y and infinite CGN such that 
PS(C) UPP(C) c A? We show in Section 2 that the answer is “no” for 
r = 7. (The recurrence of the number 7 in these counterexamples is as 
bailing to the author as to anyone.) 
It is a result of Graham’s 16, Theorem 3.3 ] that if N = A, U A, then there 
are arbitrarily large x and y with x + y z x - y. (Where b z c means that b 
and c lie in the same cell.) We were led by this result to consider what we 
believe to be a real possibility, namely, that the answer to the question above 
is “yes” for r = 2. While investigating this possibility, we established that for 
any two cell partition of N and any even a E N, {x E N: a +x =: a . x or 
a2 +xza2 . x) has positive lower density. We also established that for each 
a E N there is a three cell partition of N such that {x E N: b + x z bx for 
some b E {a, a + l,..., a’)) is finite. Consequently we have what we believe 
to be the first natural question in Ramsey theory with different answers for 
two and three cells. (The results of [5] were restricted to “admissible” 
partitions.) These results are presented in Section 3. 
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Ultrafilters have been useful before in investigations of similar questions. 
(See [7] and [3, Chapter 61.) We present in Section 4 an ultratilter charac- 
terization of the question about pairwise sums and products stated above. 
We write w  for the set of finite ordinals (i.e., NV {0}) and, given a set A 
and a cardinal b, [A 1” is the set of b-element subsets of A. 
2. THE COUNTEREXAMPLE 
The construction (as was that of 141) is based upon a consideration of the 
beginning and ending patterns of the binary representation of integers. 
2.1. DEFINITION. For x E N, a(x) is the largest integral power of 2 
which is less than or equal to x (so that 20(X) < x < 20cX)+ ‘) and, if x is not a 
power of 2, b(x), c(x), d(x), e(x), and f(x) are integers determined by 
2 (1(x’ + 26(x) < x < 2aCd + 26(x)+1, 2aW+1 _ 2cWt 1 < x < 2aW+l _ y(x), 
d(x) = max{t E N: 2’ 1 x), e(x) = max{t E N: 2’1 (x - 2d(x))}, and x = 
2mt 1 . [x/p)+ I] + 2/(X) _ 2dW. 
When x is written (without leading zeros) in binary, a(x), b(x), c(x), d(x), 
e(x), and f(x) are respectively the positions of the leftmost 1, the next to 
leftmost 1, the leftmost 0, the rightmost 1, the next to rightmost 1, and the 
rightmost 0 occurring to the left of the rightmost 1. Thus if 
x = 11010110100, then a(x) = 10, b(x) = 9, c(x) = 8, d(x) = 2, e(x) = 4 and 
f(x)= 3. 
The easy proof of the following lemma is omitted. 
2.2. LEMMA. Let x E N such that x # 2acx’ and let k E o. 
(a) b(x) 2 k if and only if x > 2’(*) + 2k. 
(b) b(x) < k if and only ifx < 2a(X) + 2k+‘. 
(c) c(x) > k if and only if x < 20cX)+ ’ - 2k. 
(d) c(x) ,< k ifand only ifx> 2ncx)+’ - 2k+‘. 
(e) f(x) = k if and only if there is some m E w such that 
x = 2k+lrn + 2k - 2d(x). 
2.3. DEFINITION. 
(a) A, = {x E N: a(x) is even and 2a(X) < x < 2a(x)+1/2), 
A, = (X E N: a(x) is even and 2’(X)+1/2 < x < 20(X)+1), 
A, = {x E N: a(x) is odd and 2’@) < x < 2a(X)t”2}, 
A, = {X E N: a(x) is odd and 2a(x)-t1/2 < x < 20cX)+‘}, and 
A, = (x E N: x = 2-)}. 
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(b) B, = (x E A,: a(x) - b(x) < d(x)) u (x E A,: a(x) - c(x) < 
d(x)}andB,=(x~A,:a(x)-b(x)>d(x)}~{x~A,:a(x)-c(x)>d(x)). 
(c) For iE (0, 1,2), Ci= (xEA,: x < 20cxJt’(l - 2ccx~-0cX~)1’z and 
a(x) - c(x) = i (mod 3)} U {x EA,: x > 2acx)t’(l - 2ccx)-acx’)“2 and 
u(x) - c(x) = i + 1 (mod 3)} U {x E A,: a(x) -b(x) s i mod 3)}. 
(d) For i E {O, I], Di = {x E hjA, : e(x) - d(x) > 2 and e(x) - d(x) 
s i(mod 2)} U {x E NIJ,: f(x) - d(x) > 2 andf(x) - d(x) = i(mod 2)}. 
(e) For i E {0, I}, Ei = {x E A, : a(x) - b(x) E i(mod 2)}. 
(f) For i E (0, 1, 2, 3}, Fi = {x E N: 2’(X)t1’4 < x ( 2’(X)+(it’)‘4}. 
(g) For iE (0, I}, Gi=(B,UA,)nDi; for iE {0, 1,2), Git2= 
B,nCi; G,=@,nE,)UA, and G6=AlnE,. 
Observe that { Gi : i ( 7) is a partition of N. We are concerned with the 
possibility that some infinite C has PS(C) U PP(C) E Gi for some i, and this 
property is preserved by subsets of C. Consequently, if we can show that C 
has an infinite subset with some property we will simply assume that C has 
the property. For example, assume C E (N]” and H’(C) c A,. Then for 
some infinite D E C and some i E {0, 1,2,3 }, D c Fi. Further D has an 
infinite subset E such that (a(x): x E E} are all even or all odd. Now given 
x, y in E, we have 2a(x)+i/4 ( x ( 2Q(X)+(it1)/4 and 2a(Y)ti/4 cy < 
2a(Y)t(it1)/4. Thus pX)+aw+il2 < xy < 2 a(x)ta(y)+(i+l)/2. Since a(x)+ a(y) 
is even and a(xy) is odd we must have i > 2 and a(xy) = a(x) + a(v) + 1. 
Since 2a(XY)t1/2 < xy < 2U(xY)+1 we in fact must have i = 3. We will routinely 
dispense with arguments such as these and say something like: “If 
iE (0, 1,2,3}, C E [IV]“, and PP(C) c A i we may assume C c Fi .” 
The proof of the following lemma may be taken verbatim from 14, 
Lemma 2.51. 
2.4. LEMMA. (a> If x, y  E F, U F, , then u(v) - b(xy) < u(x) - b(x). 
(b) O-x, y  E F, u F, , then a(xy) - c(xy) < u(x) - c(x). 
2.5. LEMMA. Ler i E (0, l} and let C E [IV]“. If I’S(C) U PI’(C) !Z Dip 
then (d(x): x E C} is unbounded. 
ProoJ Suppose not. We may assume we have k E o such that for all 
x E C, d(x) = k and some one of the following four cases holds. (Note that if 
f(x) = d(x) + 1, then e(x) > d(x) + 2; the bit to the left of d(x) cannot be 
both a 0 and a 1.) 
(1) {f(x): x E C) is unbounded; 
(2) there is some m > k + 2 such thatf(x) = m for all x E C; 
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(3) {e(x): x E C) is unbounded; or 
(4) there is some m > k + 2 such that e(x) = m for all x E C. 
Case 1. Pick x E C such that f(x) > k + 2 and pick y E C such that 
J(y) > f(x). Pick u and u in o such that x = 2flX’f ‘U + 2’@’ - 2k and 
y=2f'Y'tlU + 2/(Y) _ 2k. Then x + Y  = 2&d t 1(2f(y)-f(~)~ + 2f(y)-f(x) - I + u) 
+ p - 2kt’ sof(x+y)=f(x) and d(x+y)=k+ 1. Thusf(x+y)- 
d(x + y) =f(x) - k - 1 > 2. 
Also, for some easily computable z E N, xy = 2f(X’ ’ kt ‘z - 2f’X’ ’ k + 2 2k = 
2fWktl(z _ 1) + 2f(H+k + 22k. Thus e(xy) =f( x + k and d(xy) = 2k so ) 
that e(xy) - d(xy) = j(x) - k > 2. But then f(x + y) - d(x + y) f e(xy) - 
d(xy) (mod 2), a contradiction. 
Case 2. We may assume { (~/2~~‘+ ‘I: x E C) are all even or all odd. 
Pick distinct members x and y of C and pick U, v E w  and n E (0, 1 } such 
that x = 2” + ‘(22.4 + n) + 2” - 2k and y = 2” + ‘(20 + n) + 2” - 2k. Then 
~fy=2~~*(~+21+~)+2”~‘-2~~ sof(x+y)=m+ 1 andd(x+y)= 
k+ 1 sof(x+y)-d(x+y)=m-k>2. 
Also for some z EN, xy= 2m+k+2.z - 2mfkf’ + 22k = 2”tk+2(z - 1) + 
mtkt ’ + 22k so e(xy) = m + k + 1 and d(xy) = 2k. Thus e(xy) - d&y) = 
k - k + 1 > 2 so e(xy) - d(xy) &f(x + y) - d(x + y)(mod 2), a con- 
tradiction. 
Case 3. Pick x E C such that e(x) > k + 2 and pick y E C such that 
e(y) > e(x). Pick u and v in o such that x = 2@” ‘U + 2e(x’ + 2k and 
y = y(Y)+'* + y(Y) + 2k. Then x + y = 2ecx’+ ‘z + 2@ + 2kt ’ for some 
z E N so e(x + y) = e(x) and d(x + y) = k + 1 so e(x + y) - d(x + y) = 
e(x) - k - 1 > 2. 
AlsO x. y=2eCc,+k+ Iz + 2eWtk + 22k for some z E N so e(xy) = e(x) + k 
and d(xy) = 2k. Thus e(xy) - d(xy) = e(x) - k > 2 so e(xy) - d(xy) f 
e(x + y) - d(x + y) (mod 2), a contradiction. 
Case 4. As in Case 2, pick x and y in C, u and u in cr), and n E (0, 1 } 
such that x = 2mt’(2~ + n) + 2”’ + 2k an:+ ‘y = 2mt ‘(2~ + n) + 2”’ + 2k. 
T;en,,~++~g= 2”‘+*@ + u + n) + 2”“’ + 2 and x 1 y = 2mtkf2~ + 
2 . Thus e(x + y) - d(x + y) = m - k and e(xy) - d(xy) = 
m - k + 1, again a contradiction, 1 
2.6. LEMMA. Let i E (0, 1). There is no infinite C c N such that 
PS(C) U H’(C) L Gi. 
Proof. Suppose we have such C and note that, by Lemma 2.5, 
(d(x): x E C} is unbounded. Since B, VA, = (B, nA,)U (B, nA,) WA, we 
may assume by Ramsey’s theorem that PP(C) is contained in some one of 
PI nh,), PI n4> or A,. 
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Assume first PP(C)EB, nA,, in which case we also assume C c F,,. 
Pick x E C and pick y E C such that d(y) > a(x) - b(x). Then by 
Lemma 2.4, a(xy) - b(xy) < a(x) - b(x) < d(y) < d(xy) so that xy 6Z B, . 
The case that PP(C) 2 B i n A, is handled in an identical fashion. 
Finally assume that PP(C) c A,, in which case C 5 F,. Now if x and y 
are in C and 2aty)+1 - 2a(x)+3/4 > y, then x + y E A, U A,. Consequently, 
since J’S(C) C G,, we must have PS(C) c A, n B, . Pick x E C such that 
d(x) > 2. Pick y E C such that a(y) > u(x) + 5 and d(y) > d(x). Then 
x < 2a03+1 < 20(Y)-5 and y < 20(~)+3/4 < 2a(y) + 24(y)-l + 20(Y)-3 + 20(Y)-4 
so x + y < p(Y) + p(Y)-1 + 200-Z = p(Y)+1 _ 20(Y)-2 = pxtY)+l _ 
2ao-2 . Therefore c(x + y) > u(y) - 2 = u(x + y) - 2 so u(x + y) - 
c(x+y)~2<d(x)=d(x+y)sox+y65Bl. 1 
2.7. LEMMA. Let i E {O, 1, 2). There is no infinite C E N such that 
PS(C) U H’(C) c A, n B, n Ci. 
Proof. Suppose we have such C. By Lemma 2.8 of [4] we may assume 
that d(x + y) < d(x) + 1 when x < y in C. We may also assume that C c F, 
and that for x < y in C, u(x + y) = u(y). 
We now claim that (u(x) - b(x): x E C} is bounded. Suppose not 
and pick x E C and pick y E C such that u(y) - b(y) > d(x) + 4 and 
u(y) > a(x) + d(x) + 3. Let n = max{u(x), b(y) + 1) and note that 
n < u(y) - d(x) - 3. Since x < 20cx) + 26(X)+1 and y < 2a(y) + 2b’y’t1 we 
have x + y < 2’ry) + 2” + 2” + 2b(x)+1 < 2a(y) + 2”t2. Thus b(x + y) < 
n + 1 < u(y) - d(x) - 2. Thus u(x + y) - b(x + y) > d(x) + 2 > d(x + y), 
contradicting the fact that x + y E A, n B,. 
We may therefore assume that we have m E N such that u(x) - b(x) = m 
for all x E C. 
We consider now the possibility that for some k E N, {x E C: x > 2acx’ + 
2’@)+ ’ - 2k} is infinite. In this case we assume that for all x E C, 
x > 2~109 + 2bW t 1 - 2k. Pick x E C such that a(x) > k + 2m and pick y E C 
such that b(y) > u(x). Now 2k < 2@) < x < 2acx)+1 and 2a(y) + 2b’y’f1 - 
2k < y < 2a(y) + 2b’y’+’ so 20(y) + 2b’y’t’ < x + y < 2”‘~’ + 2b’y’+’ + 
2 (I(x) + 1 < p(Y) + 26(Y)+ 2 so b(x + y)= b(y) + 1 and hence u(x + y) - 
b(x + y) = u(y) - b(y) - 1 = m - 1. 
Now, since u(x)>k+2m, 1+2~mt1-2k~acx~~l+22-“+1-2~2m> 
(1 - 2--m+2Y’2 
so that x> 2aW + 2a(X'-m+' _ 2k > 2a’X’(1 + 2-m+2)'/2. 
Since also U(Y) 2 k + 2m, Y>2 
a(~)(1 + 2-m+2)1/2. Therefore 
2a(X)(l + 2-mt2)1/2 (x < 2afX) + ‘J&x-m+1 and 2a(Yb(l + 2-m+2)1/2 ( y ( 
2a(y) + 2a(y)-mt I. Thus, using the fact that a(xy) = u(x) + a(y), 2a(xy) + 
2a(XY,-mt2 < xy < 2a(XY) + 2o(XY)-m+2 + 2o(XY)-2m+2 and hence b(xy) = 
u(xy)-m + 2. Thus u(xy)- b(xy)=m - 2. But we have seen that 
U(X + y) - b(x + y) = m - 1 so we contradict the fact that (xy, x + y) E Ci. 
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Consequently, we have that for each k E iV, {x E C: x > 2’@) + 26(x)t’ - 
2k is finite. Pick x E C and pick y E C such that b(y) > a(x) and y < 2a(y) + 
2W”t’ _ 2@x)+‘. Then 2a(Y) + 2b’y’ < y < x + y < 2a(Y) + 2b’Y’t 1 so that 
b(x + JJ) = b(y) and hence a(x + y) - b(x + y) = m. Since 2acX) + 20(X)-m < 
x < 2a(X) + 2Q(X,-m+’ and 20(Y) + 20(Y)-m < y < 20(Y) + 2a(Y)-m+l we have 
&V(XY) + 2a(xY)-m+1 < xy < 2a(xY) + pxY)-m+3. Thus a(xy) _ m + 1 < 
b(xy) < a(xy) - m + 2. But in either case b(xy) - a(xy) f b(x + y) - 
a(x + v) (mod 3), a contradiction, a 
2.8. LEMMA. Let i E { 0, 1,2). There is no infinite C 5: N such that 
PS(C) U PP(C) c A 3 n B, n Ci. 
ProoJ Suppose we have such C. We may assume that C s F,, that 
a(xy) = a(x) + a(u) + 1 for x and y in C, and that a(x + y) = a(y) for x < y 
in C. (If a(u) 2 a(x) + 3 and a(x + y) = a(y) + 1, then x + y < 2a(y)f ’ + 
2a’X)+’ < 2a(y)+’ + 2a(y)-2 < 2a(x+y)+“2.) We also assume d(x + y) < 
d(x) + 1 for x < y in C. 
Now we note that {a(x) - c(x): x E C} is bounded. For otherwise, picking 
1’ > x in C with a(y) - c(y) > d(x) + 2 we would have x + y > y > 2a’Y’t ’ - 
2c(y)f1 so that c(x+ y) Q c(y). This would yield a(x+ y) - c(x + y)> 
a(y) - c(y) > d(x) + 2 > d(x + y) while x + Y E B,. 
We therefore assume we have m E N such that for all x E C, 
a(x) - c(x) = m. We now show that for x and y in C (with 
u(y) > a(x) + m + 21, 
(i) m < a(x + y) - c(x + y) < m + 1, and 
(ii) m - 1 < ~(XJJ) - c(xy) < m. 
To see (i) note that 2a(y)t ’ - 2°(y)--mf1 < y < x + y < 2O(YJ+ I - 2a(y)-m + 
2acx’t1 < 2a(y)f’ - 2a(y)-m-1 so that a(u) - m - 1 < c(x + y) < a(y) - m. 
To verify (ii), note that 2acx)t1 - 2a(X)-m+1 < x < 2a(x)t’ - 2a(X)-m and 
2Q(Y)+’ _ 2o(Y)-mt 1 < y < 2U(Y)t 1 _ 2a(Y)-m. Thus Za(XY)+ 1 _ 2U(XY)-m+2 < 
-pqo+1 _ 2&Y)-m+t* +2 aw-2m+1 < xy < 2atxY)tl _ pxY)--mtI + 
2a(xy)-Zrn- 1 < 2aGv) t 1 - 2a(xy)-m. Therefore, a(xu) - m < C(XJI) < a(xy) - 
m + 1. 
We observe also, 
(iii) (1 - 2-“-’ _ 2-‘“-‘) < (1 _ zern)l12 ( (1 _ 2-m-1 _ 
2-2m-3), and 
(iv) if a(xy) - c(xy) = m, then xy < 2a(xy) + ‘( 1 - 2c(Xy)--O(Xy))1~2, 
TO verify (iii), simply square everything. For (iv) note that as above xy < 
2 4ccY) + 1 _ 2aW--m+l + 2oW-Tm-1 < 2a(xy)tl _ 2aLw--m _ 2a(xy)-Zm-1 = 
py’+l(l _ 2-m-1 _ 2-2”-2) < pxy)+l(l _ 2-m)l/2. 
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We consider now four cases. 
(1) Forx<yin C,a(x+y)-c(x+y)=m+l; 
(2) for x < y in C, a(x + y) - c(x + y) = m and for x E C, 
X>p(x’tl(l -2-*)1/Z; 
(3) For x < y in C, a(x + y) - c(x + y) = m and there is some k E N 
such that for all x E C, 20cx)+ ‘( 1 - 2-“)“’ - k < x < 2acx)t ‘( 1 - 2-m)1’2; 
or 
(4) for x < y in C, a(x + y) - c(x + y) = m and for all k E N there 
exists x E C with x < 2’(I)+ ‘(1 - 2-m)1’2 - k. 
Case 1. In this case we have some k EN such that for all x E C, 
x>2 a(x)+1 - 2Q(X)-m - 2k. (Otherwise let x E C and pick y E C such that 
YG2 a(Y)+1 -2ao-m _ 2aw,+1 . Then x + y < 2a(y)t1 - 2acy)-m so 
c(x + y) > a(y) - m.) Pick x E C and pick y E C such that 
u(y) - 2m - 2 > u(x) f 1. Then x + y ( 2a(y)t1 - 2a(y)-m + 2acx)+1 < 
ytY,tl _ 2aw-m-1 _ 2o(y)-Zm-3 = 2u(xtY)+l(I _ 2-m-2 _ 2-Zm-4) < 
2a(x+Y)+1(l _ 2-m-1)1/2 = 2°(x+Y)+l(l _ 2C(xtY)-a(xtY))l12, using (iii) for 
the last inequality. Thus since x + y E Ci, m + 1 = i (mod 3). 
Now pick x<y in C so that a(x)-2m-2>k. Then x > 2”(X)t1 - 
2 a(X)-* _ 2k 2 2aWtl _ 2atx)-* _ 2a(x)-2m-2 = 2acx)tl(l _ 2-m-l _ 
2-2m-3) > 2@)“(1 - 2-m)1’2, by (iii). Also,y > 2”“y’s1(1 - 2-m)r’z so xy 
> 2aoY)tl - 2a(xy)-mt I so c(xy) Q a(xy) - m and hence, by (ii), a(xy) - 
c(xy)= m. Then, by (iv), xy < 2acxy)i-1(l - 2c(xy)--a(xy’)1’2 so that rnz i 
(mod 3), a contradiction. 
Case 2. In this case, as in Case 1, we obtain a(xy) - c(xy) = m 
and xy < 2 a(xY)tl ( 1 ~-pxY)-o(xY))l/2 so that m 3 i (mod 3). Now, given 
x < y in C we have x + y > ya 2a(y)f1(l - 2-‘“)‘j2 = 2a(x+y)+1(l - 
2c(xfy)-acxty~)“2 so that m s i + 1 (mod 3), a contradiction. 
Case 3. By (iii), (1 -2-“)‘I*-(1 -2-“-l -2p2m-2) > 0 so pick 
x > k such that k/2’(*)+’ < (1 - 2-m)1/2 - (1 - 2-“-r - 2-2m-2). Pick 
Y>X in C. Since y~2°(y)t1(1-2--m)1’2-k, we have x+y> 
2a(y)+l(l _ 2-*)I/* =2o(X+Y)+l(l -2C(X+Y)-a(XtY))l/2 so m  _ i + 1 (mod 3). 
Since x < 2acx’t ‘( 1 - 2 -“) ‘I2 and y < 2a(y) + ‘( 1 - 2 -“) 1/2, we have xy < 
pxY)tl~2o(xY)-m+l SO that c(xy) > a(xy) - m + 1 and hence, by (ii), 
a(xy)-c(xy)=m- 1. Now k < 2acx)t1(l - 2-m)1i2 - 2a(x)t1(l - 2-mp’ 
_ z-2*-*), so x > 2-‘t1(l - 2--m)1/2 _ k > 2a(x)+l(l _ 2-m-1 _ 
2-‘“-‘). Likewise y > 2Q(y)+l(l - 2-m-l _ z-2*-2) so xy > 2a(xY)+l(l + 
2-2m-2 + 2-4m-4 + 2-3m-2 _ 2-m _ 2-2m-1) > 2a(xy)+1(i _ 2-m _ 
2- 2*-‘) > 2 o(xY)tl(l _ 2- mt 1)1’2 by (iii). That is, xy > 2°(xy’t ’ (1 - 
2c(xy)--a(xy))1’2 SO that m - 1 = i + 1 (mod 3), a contradiction. 
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Case 4. Pick x E C and pick y E C such that y < 20cy)+ ’ (1 - 2-“) “* - 
2’(X)+‘. Then x + y < 2 a(Y)+l(l _ yn)1/2 = y(x+Y)+l(l -y(xtY)--a(x+YyZ 
so m = i (mod 3). Now as in Case 3, we have a(xy) - c(xy) = m - 1 so that 
either m - 1 = i (mod 3) or m - 1 3 i + 1 (mod 3). In either case we have a 
contradiction. 1 
2.9. LEMMA. Let i E {2,3,4}. There is no infinite CC N such that 
PS(C) U PP(C) c Gi. 
Proof: Suppose we have such C and let j= i - 2 (so that 
PS(C) u PP(C) E B, n Cj). By Lemma 2.7 we do not have 
PS(C) U PP(C) CA, n B, n Cj and by Lemma 2.8 we do not have 
PS(C) U PP(C) C A 3 n B, n Cj. Thus we must have either 
(1) PS(C)cA,nB, and PP(C)EA~, or 
(2) PS(C)&A, and PP(C)EA,. 
Case 1. We assume C G F, and that for x < y in C, d(x t y) < d(x) + 1. 
Since PS(C) G A, and F, n A, = 0, we must have a(x t y) = a(y) t 1 for 
x < y in C. Pick x E C and pick y E C such that a(y) > a(x) t d(x) t 1. 
Then x + y < 20(y)t r + 2”‘) + ’ = 2a(x+y) + 2a(X)t ‘. Thus b(x t y) < a(x) so 
that a(x t y) - b(x + y) > a(y) t 1 - a(x) > d(x) t 2 > d(x + y). But then 
xty@B,. 
Case 2. We assume C c F,. But then if y and x are in C with y much 
biggerthanx,onehasx+yEA,UA,. 1 
2.10. LEMMA. Let i E (5,6). There is no infinite CC N such that 
PS(C) u PP(C) c Gi. 
Proof Suppose we have such C. Trivially PS(C) &A,. Also if 
n < m - 2, then 2” + 2” ( 2”+ I/‘. Thus if PP(C) 5 A, we cannot have 
PS(C) E A r . Consequently we must have PS(C) U PP(C) 5 A 1 n Ej, where 
j = i - 5. We assume C c F, . We must have also for x < y in C that a(xy) = 
a(x) + a(y) and a(x + y) = a(y). 
Pick x E C and pick y E C with 2a’y’-4 > x. Now x + y E A, so x + y > 
2U(XtY)+l/* > 20(Y) + 200-2. Alsoy < 2U(Y,tl/* < 20(Y) + 2a(Y)--2 + 2O(Y)-3 
+ 2 aty)-4 so x + y < 20cy) t 2o(y)--1. Therefore b(x t y) = a(y) - 2 = 
a(x + y) - 2. Consequently j = 0. 
We may assume that for all x E C, x > 2’(‘) + 2a(x)-2. (Otherwise, with x 
and y in C such that a(y) > a(x) + 4 we would have x + y < 20ty) + 
2a(Y)-* + 2a(X)tl <2a(Y) + 2"(Y)-2 + 2a(Y)-3 < 2a(X+Y)+l/*e) Thus, picking x 
and y in C we have xy > 2a(xy) + 2afxy)-1 + 2a(xy)-4. Therefore b(xy) = 
a(xy) - 1 so that j = 1, a contradiction. 1 
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2.11. THEOREM. {Gi : i < 7) is a partition of N such that no cell contains 
PS(C) U PP(C) for anv infinite C 5 N. 
Proof. Lemmas 2.6, 2.9, and 2.10. 1 
3. A LONG PROOF THAT 2#3 
It is totally unreasonable to expect that the seven cells of our example are 
optimal. We present in this section some evidence that the minimal number 
of cells may be greater than two (and hence presumably three). If this turns 
out to be the case, we will have that the statement “whenever N = lJi, r A i, 
there are some i < r and C E [N]” such that PS(C) U PP(C) E At’ is true 
for r = 2 and false for r = 3. 
While the above discussion is hypothetical, we do show in this section that 
even in Ramsey theory, 2 # 3. Specifically we show that “whenever 
N = UicrAi and a E 2 . N there exist i < r and C E [N]” such that either 
(a+C)U(a.C)cA, or (a’+C)U(a’.C)cA;’ is true for r=2 and 
false for r = 3. (The requirement that a be even is needed since for odd a, the 
even and odd integers provide a counterexample.) 
Given a partition {A, : i < r) of N we write x x y to mean there is some 
i < r such that {x, y} LA,. 
3.1. LEMMA. Leta,xEN,fetN=A,0A1,andletb=a2-a-l. 
6) iIf x z x + b, then a + (x - a) z a(x - a) or a + (ax - a* - a) z 
a(ax - a2 -a)ora’+(x-a-l)za’(x-a-l). 
(b) Zf x ~4 x + b and ax - a2 z ax - a2 + ab, then a + (x - a) z 
a(x-a), or a+(x+a’-2a- l)za(x+a’-2a- 1). 
Proof. (a) We may assume x E A,. If a(x - a) E A,, then a(x - a) z 
a+(x-a) so we assume a(x-a)EA,. If a(ax-a*-a)EA,, then a+ 
(ax - a2 - a) =: a(ax - a2 - a) so we assume a(ax - a* - a) E A,,. But then 
a’(x-a-l)EA,whilea’+(x-a-l)=x+bEA,. 
(b) We may assume xEA,. As above we may also assume 
a(x-a)EA,. But then, since ax-a’xax-a’+ab, ax-a’+abEA,. 
Also x+bEA,. Since ax-a2+ab=a(x+a2-2a- 1) and x+b= 
a+(x+a’-2a-l),wearedone. 1 
3.2. DEFINITION. For a, d in N, E(a,d)= {d,d + l,d +a* -a)U 
(ad+t(a2-a-l):O<t<a}U{ad+t(a*-a-l)-l:O<t <a)U 
(a2d+t(a3--*--)-a: O<t<a}. 
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3.3. LEMMA. Let N = A, 0 A, and let a, d E N with a even. There exists 
xEE(a,d)such thata+x~aaxxra2+x~a2~x. 
Proof. Let b=a2-a- 1 and let v=d+a+ 1. We consider three 
cases: 
(1) vzvvbb; 
(2) there is some t E (0, l,..., a - 1) such that au - a2 + tb z au - 
a*+(t+l)b;or 
(3) v&v+bandforalltE(O,l,...,a-l},av-a’+tb&av-a’+ 
(t + 1)b. 
Case 1. By Lemma 3.1(a), a + (v -a) x a(v -a) or a + (au -a* -a) 
z a(av - a2 - a) or a2+(v-a- l)za’(v-a- 1). And v-a=d+ 1, 
au-a*-a=ad,andv-a-l=dwhile {d,d+l,ad}cE(a,d). 
Case 2. Pick t E {O, l,..., a-l} such that au-a2+tbzav-a’+ 
(t + 1)b. Then by Lemma 3.1(a), some one of au - a2 + tb - a, au - 
a’+tb-a-1, or a2u-a’+tab-a’-a is in (xEN: a+xza.x or 
a2 + x 2 a’x). But au-a’+tb-a=ad+t(a2-a-l)EE(a,d), 
au-a’+tb-a-1=ad+t(a2-a-1)-lEE(a,d),anda2v-a3+tab 
- a2 - a = a2d + t(a3 - a* - a) - a E E(a, d). 
Case 3. In this case, for t E (0, l,..., a - 2), au - a2 + tb ;C au - a2 + 
(t + l)b ~5 au - a2 + (t + 2)b so that au - a2 + tb z au - a* + (t + 2)b. 
Therefore, since a is even, we have au - a2 z au - a2 + ab. Consequently, 
by Lemma3.l(b), a+(v-a)zza(v-a) or a+(v+a’-2a-1)z 
a(v+a’-2a-1). Since v-a=d+l~E(a,d) and ~+a’-2a-l= 
d + a2 - a E E(a, d), we are done. 1 
Note that Lemma 3.3 suftices to prove that, for even a, {x E N: a + x z ax 
or a2 +xz a’x) is infinite for a two cell partition of N. We are, however, 
after more. We want to show that this set is large, in fact that it has positive 
lower density. (The lower density of a set is lim,,, inf(]A n { 1, 2,..., k}]/k: 
k > n}.) Since, by Lemma 3.3, for each d E(a, d) has at least one member of 
(xEN: a+xzzax or a2+xz a2x}, we want to show that we can pack a 
relatively large number of such sets closely together without overlapping. 
3.4. LEMMA. Let a in N be even and let d E N such that d > 2a. 
Let k=l if a=2 and, if a>2, let k = (a’ - 2a)/2. Let 
m = [((a - 1)d - 1)/(2a’ - 2a - l)]. For 1 E (1, 2 ,..., m} and r E { 1, 2 ,..., k}, 
let d(Z, r) = d + (I - 1)(2a2 - 2a - 1) + 2(r - 1). rf (1, r) and (n, s) are 
distinct elements of { 1, 2 ,..., m} x ( 1, 2, . . . . k}, then E(a, d(l, r)) n 
-W, d(n, s)) = 4. 
Proof: Let us first assume that E# n in which case we may assume I< n. 
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It is a routine matter to verify that E(a, d(l, r)) and E(a, d(n, s)) overlap in 
the pattern indicated below, increasing from top to bottom. (Except that if 
a = 2, then ad + (a’ -a - 1) - 1 = ad.) 
E(a, d(L r)) 
41, r) 
d(l, r) + 1 
d(l, r) + a2 -a 
ad(l, r) - 1 
a44 r> 
Wa, d(n, s)) 
d(n, s> 
d(n, s) f 1 
d(n, s) + a2 - a 
ad(f,;)+(a- l)(a*-a- l)- 1 
ad(f,r)+(a-l)(a’--a-1) 
ad@, s) - 1 
ad@, s> 
a*d(l, r) - a 
ad(n,s)+(a- l)(a*-a- l)- 1 
ad(n,s)+(a-l)(a*-a-1) 
a*d(i r) + (a - l)(a” -a* -a) -a 
a’d(n, s) - a 
a*d(n,s)+(a-l)(a3-a*-a)-a 
Now we assume 1= n and, without loss of generality, that r < s. (Note in 
this case that a > 2.) As before one easily shows that the following order 
(among those members listed) holds. 
E(a, 46 r)) 
41, r) 
d(Z, r) + 1 
d(l, r) + a2 - a 
ad(l, r) - 1 
a*d(l, r) - a 
JW, 4L ~1) 
41, s> 
d(l, s) + 1 
d(l, s) + a2 - a 
ad&s)+@-l)(a’-a-1) 
a’d(l, s) + (a - l)(a’ -a* -a) -a 
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Consequently we need only consider the possibility that there are some t, 
u E (0, l,..., a - 1 } such that 
(1) Mkr)+t( a*-a-1)=ad(l,s)+u(a2-a-l), 
(2) ad(l, r) t t(a’ -a - 1) = ad(l,s) + ~(a’ -a - 1) f 1, or 
(3) a2d(Z,r)+t(a3-a*-a)--a=a2d(l,s)+v(a3-a*-~)-a. 
Further, if equation (3) holds, so does equation (1). We thus assume 
either equation (1) or (2) holds and pick u E (-1, 0, l} such that 
ad(l,r)tt(a*-a-1)=ad(l,s)tv(a~-a-1)tu. Then 2a(r- 1) t 
t(a*--u- 1)=2a(s- l)+v(a*--a- l)+u. Then (t-~)(a*-u- I)= 
2a(s - r) + U. Since s > r, t > U. Thus a((t - ~)(a - 1) - 2(s - r)) = t - o + u 
andt-v+u>O.Ift--u+u=O,inwhichcaset=v+l andu=-l,we 
get a(a - 1 - 2(s - r)) = 0 so a - 1 = 2(s - r), a contradiction since a is 
even. Thus t-u t u > 0 so that (t- ~)(a - l)- 2(s - r)> 1. Then 
t - v + u > u so t = a - 1, u = 0, and u = 1. But then (a - 1)’ - 2(s - r) = 1 
so s - P = (a’ - 2a)/2 = k, which is impossible since 1 < r < s < k. 1 
3.5. THEOREM. Let N = A, OA, and let a be an even member of N. 
Then the lower density of (x E N: a t x z ax or a* t x z a’x} is at least 
l/24 ifa = 2 and at least (a - 2)(a - 1)/(2a2(2a2 - 2a - 1)) ifa > 2. 
Proof. As in Lemma 3.4, let k = 1 if a = 2 and k = (a’ - 2a)/2 if a > 2. 
LetD=(xEN:a+x~uxora*+x z a’x}. Let large x E N be given. Pick 
dENsuchthata2(adt2k-a2-2),<x<a2(a(d+1)t2k-a2-2).We 
assume x is large enough so that d > 2~. Let m = [((a - l)d- l)/ 
(2a*-2a-l)].Letd(Z,r)=dt(I-1)(2a*-2a-1)+2(r-1). 
By Lemma 3.3, for any 1 and r in N, D nE(a, d(Z, r)) # 0. By Lemma 3.4, 
if (I, r) and (n, s) are distinct members of { 1, 2 ,..., m) x (1, 2 ,..., k}, then 
E(a, d(f, r)) n @a, d(n, s)) = 0. Let F = UT!=, U:=, E(a, d(Z, r)). We then 
have lFnDl>mk. 
Now maxF = a*d(m,k) + (a-l)(a3-a*-~) - a = a*(d t 
(m - 1)(2a* - 2a - 1) t 2(k - 1)) f a4 -2a3 = a*(d t m(2a2 - 2a - 1) - 
a* t 2k - 1) < a*(d + (a - 1)d - 1 - a* t 2k- 1) = a*(ad t 
2k - a* - 2) <x. Therefore ]{ 1, 2 ,..., x) n DI > mk. Now m + 1 > 
((a- l)d- 1)/(2a*-2a- 1) som>((a-I)d-2a2t2a)/(2a2-2a-1). 
Therefore ] { 1, 2,..., x} n D I/x > (k/(a2(2a2 - 2a -l)))(((a - 1)d - 
2a2 t 2a)/(ad t 2k - u* - 2 t a)), since x < a*(ad t 2k - a2 - 2 t a). 
Now, as x approaches infinity, so does d so the right hand fraction 
approaches (a - 1)/a. Consequently, the lower density of D is at least 
k(a - l)/a3(2a2 - 2a - 1) as required. 1 
3.6. COROLLARY. Let N = A, 0 A,. There exist i < 2 and infinite B 5 N 
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such that, for each y E B, (x E N: (x + y, x . y} c Ai) has positive upper 
density. 
ProoJ The union of two sets, each with zero upper density, has zero 
upper density (and hence zero lower density). I 
The following theorem together with Theorem 3.5, completes our long 
proof that 2 # 3. 
3.7. THEOREM. Let a > 2 in N. There exist A,, A, and A, such that 
N=oiC3Ai and I{xEN:x+bzxb for some bEN with a<b< 
a’]/ < a* + a. 
ProoJ Let c,, = a2 + a. Inductively, let c, + , = ac, - a2. (Note that 
C rtfl > c,.) Let A,-, = {x EN: x < a* + a} U u,“=, (x EN: c3,, < x < Cam+ ,). 
ForiE{1,2),letA,=lJ~~O=,{xEN:c,,+~~x<c,,+i+I}. Weshowthat if 
x~a2+aanda~b~a2,thenx+b~xb.Givensuchxandb,pickninN 
and iE {O, 1,2} such that cjn+i <x + b < cjnfi+, . Then bc,,+i - b2 < xb < 
be 3n+i+l -b*. Since c 3n+i > a2 + a > b+a and baa, bCx”+i- b2 > 
ac3, + i -a 2- - c~,,+~+,. Since b<a2, bc,,+i+, - b2 < a2c,n+i+, - a’ - a2 
= c'~+~+'. Therefore c'~+~+] < xb < C'n+i+' SO xb&x + b. 1 
4. A CHARACTERIZATION VIA ULTRAFILTERS 
We present here a characterization of the main problem with which we are 
concerned (namely, whether every two cell partition of N has one cell 
containing PS(A) U PP(A) for some infinite A) in terms of the Stone-Tech 
compactification /IN of N. We view /IN as the set of all ultrafilters on N. For 
A s N, A= {p E j3N: A E p} and {A: A E N} forms a basis for the open sets 
(and a basis for the closed sets) of /3N. For p, q E fiN and A c N, A E p + q 
if and only if {xEN: A-xEp}Eq and AEp.q if and only if {xEN: 
A/xEp}Eq. (Here A-x=(yEN: y+xEA} and A/x={yEN: 
YX E A 1.1 
See [7] for an elementary development of the properties of the left- 
topological semigroups (/3N, +) and (PN, .). 
4.1. LEMMA. Let A G N. There exists B E [N]” such that PS(B) U 
PP(B) E A if and only if there exists p E /?wN such that 
AE(P+P)~(P.P). 
Proof. Necessity. Let J = {B} U {A -x: x E B) U {A/x: x E B). Given 
a finite subset F of B, 
B\F s B n n (A -x)n n (A/x). 
XEF XEfi 
PAIRWISE SUMS AND PRODUCTS 59 
Thus if jr is a finite subfamily of Sp, n .F is infinite. Therefore we can pick 
pE/IN\N such that dip. Now Bs(xEN:A-xEp} so {xEN: 
A-xEp}EpandhenceA~p+p.SimilarlyAEp.p. 
Sufficiency. Let C,=(xEN:A-xEp}n{xEN:A/xEp}. Pick 
x, E C,. Then C, E p. Let C, = C, n (A -x,,) n (A/x,). Then C, E p hence 
is infinite. Pick x, > x0 in C, . Inductively let C,, 1 = C, n nizo (A - x,J n 
n;=,(A/x,) and pick x,+i >x, in C,,,. Let B= {x,: n <a~}. Given 
k<n<m,wehavex,E(A-x,)n(A/x,)sox,+x,EA andx,x,EA. 1 
4.2. THEOREM. Let r E N. There is a partition {Ai : i < r} of N such that 
no cell contains PS(B) U PP(B) for any infinite B if and only if there is a 
partition {Di: i < r} of /IN\N into open and closed sets such that for all 
PEPN\N,P+P~P.P. 
Proof: Necessity. Let Di = A,\N for each i E r. By Lemma 4.1, if 
{p + p, p . p) 5 Ai, then there exists B E [N]“ such that PS(B) U 
PP(B) G Ai. 
Sufficiency. We may assume each Di # 0. By [ 1, 6S(4)], pick 
Ci E [N]” such that Di = C,\N. Let A, = C,. For i E { 1,2 ,..., r - 2), let 
Ai=Ci\(IJj:iCj). Let A,-,=N\U;:iCi. Since Dif7Dj=0 for i<j<r 
we have Ci n Cj is finite. Since lJicr Di= pN\N, IV\Uicr Ci is finite. Thus 
(Ai: i < r) is a partition of N and Di = A,\N for each i < r. Thus Lemma 4.1 
applies. I 
By virtue of Theorems 2.11 and 4.2 we know there is a seven cell partition 
of /IN\IV into open and closed sets so that for all p E /3NjN, p + p ~5 p . p. 
We are more interested in the case r = 2 and display this result as a 
corollary. 
4.3. COROLLARY. Whenever N=A,OA,, there exists i < 2 and 
B E [N]” such that PS(B) U PP(B) G Ai if and only if whenever D is an 
open and closed subset of pN\N there exists p E /3B\N such that either 
(P+P~P.PI~D~~ {P+P,P.PIGN\D. 
We remark in conclusion that one cannot obtain an open and closed 
subset D of ,8N\N such that for all p E PN\N, p + p E D and p * P E PN\D. 
Indeed, by Theorem 9.3 and Corollaries 9.16 and 10.16 of [7] there exists 
qEcl(pEPN: p+p=p)\{pEfiN: p+p=pl such that q.q=q. If 
q=q*qEPN\D th en for some p E /IN such that p + p = p, p E pN\D. 
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