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Abstract. For an interconnection network, we introduce a graph-theoretical invariant called 
communication overlap--the number of paths passing through the most crowded node un/d~r the 
best communication arrangement in the network when each pair of nodes needs a/path to 
communicate with each other. Further, we establish tight lower bounds for several kinds of 
networks. For an n-node general network with average fan-out r, we obtain ll(n log n/log r) as 
its tight lower bound of communication overlap. 
1. Introduction 
A communication network consists of processors and bidirectional communication 
channels which connect hese processors. In this paper, we will only deal with 
networks having static topology, that is, channels between two processors cannot 
be reconfigured for direct connection to other processors. Each processor processes 
messages received from others, performs local computations and sends messages 
to others. 
It is considered that message transfer is the main cost when a communica- 
tion network works. We characterize the size of the bottle-neck of a communication 
network as "communication overlap'. It is natural to represent a communica- 
tion network by a connected and undirected graph; we define communication verlap 
only for this kind of graph. 
For convenience, 'graph' will always mean 'undirected and connected graph' in 
the rest of this paper, and W(G) is used to denote the set of all the walks in G. 
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Definition 1.1. For a graph G= (V, E), the incidence mapping p is the mapping 
p- Vx W(G) ~{0, 1} with 
p(v, w)={10 i fv iscontainedinw, 
otherwise, 
for v ~ V and w ~ W(G). 
Definition 1.2. Let G=(V, E) be a graph. Then a mapping f :  Vx V-> W(G) is 
called a walk assignment of G if, for any u, v ~ V, f(u, v) is a walk with the nodes 
u and v as its two terminals. 
We use F(G)  to denote the set of all the walk assignments of G. 
Now the main concept is introduced. 
Definition 13. Let G = ( V, E) be a graph. Then we call 
Q(G)= min max{ ~ p(p,f(u,v))} 
feF (G)  pc V u, V 
the communication overlap of G. 
We extend the above definition to the following one. 
Definition 1.4. Let G = ( V, E) be a graph and B C_ V be a set of nodes. Then, 
Q(GIB)= min max{ ~ p(p,f(u,v)) 1 
f~F(G)  p~V u, B 
is called the communication overlap of G on B. 
Observe that', for any n-node graph G, 2 (n -  1)~< Q(G)<~ n(n-  1). 'STAR'-graphs 
and complete graphs are two extremes. For the former, its communication verlap 
is the largest one: n(n - 1). For the latter, the communication verlap is the smallest: 
2 (n -  1). Intuitively, there is a trade-off relationship between the communication 
overlap and the number of edges (or the average degree). 
In this paper we will prove the following theorems. 
Main Theorem. For any n-node graph G=(V,E) ,  Q(G)=ft(n log,n) ,  where r= 
2]EI/n is the average degree of G. 
Theorem A. For any n-node tree G, Q(G) = O(n2). 
Theorem B. For any n-node planar graph G, Q( G) = fl(n3/2). 
In Section 2 we will show Theorem A and Theorem B. Those bounds are optimal. 
In Section 3 we will present he proof of the main theorem; in fact, we can show 
that the lower bound in the main theorem is existentially optimal. 
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2. On planar graphs and trees 
In this section, we will give lower bounds on communication verlaps for planar 
graphs and trees. The technique is based on separator results for those two kinds 
of graphs. 
First, we introduce a lemma which is due to Lewis et al. [1]. 
Lemma 2.1 (1-separator lemma). Any n-node tree can be partitioned (by removing 
one node of the graph) into two disjoint subgraphs with each having at least ~ nodes. 
By Lemma 2.1 we have our first theorem. 
Theorem A. For any n-node tree (3, Q(G)= O(n2). 
Proof. By Lemma 2.1 there exists a node x, whose removing will partition the tree 
into two disjoint subgraphs G1=(V1,EI)and G2=(V2, E2)with IV~l>>-~n and 
IVEl~n. So II:1 x VEl=~(n2). For Q(G) we now have, since 
p(x, f (u,v))=l  for any uE Vl and vE V2, (1) 
Q(G)= min max 
f~F(G)  pc v 
t> min 
f~F(G)  
{.,~vP(P "f(u,v))} 
v))} 
Iv,× by(l) I> min 
f~ F(G) 
With the fact that Q(G)=O(n 2) holds for any graph G, we obtain Q(G)= 
O(n2). [] 
Corollary 2.2. For any n-node tree G = ( V, E), Q(G). [E[ = O(n3). 
For planar graphs, Lipton and Tarjan [2] have presented a separator result, which 
leads to Theorem B. 
Theorem B. For any n-node planar graph G, Q( G)=£t(n3/2). 
Corollary 2.3. For any n-node planar graph G = (V, E), Q( G) . IE[ = ~(n5/2). 
The following theorem shows that the lower bound of Theorem B is tight. 
Theorem 2.4. For any positive number n, there is an n-node planar graph G such that 
Q(G)=O(n3/2). 
3. Graphs in general 
In the previous section, separator lemmas are the crux for obtaining the lower 
bounds on communication overlap. However, ErdSs, Graham and Szemeredi [3] 
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have shown that it seems hard to get an appropriate separator result for graphs in 
general. 
We have to take other ways to get the lower bound of communication overlap 
for general graphs. Our main theorem depends on the following three lemmas. 
Lemma 3.1. Let G be an arbitrary graph with degrees bounded by r >I 2, and v be a 
node in G. Then the number of nodes which can be connected to v by walks with length 
not greater than log,(m/2) - 1 /s at most m/2. 
Proof. There are at most r nodes that can be connected to node v by walks with 
length 1, r 2 nodes that can be connected to node v by walks with length 
2, . . . ,  r tm°g'(''/2)-lj nodes that can be connected to node v by walks with length 
[log,(m/2) - 1]. Thus, the number of nodes which can be connected to v by walks 
with length not greater than log,(m/2) - 1 is at most 
r+ r2+ • • • + r t'°g'('/2)-ll < (rl°g'(m/2))/(r- 1)<~ m/2. [] 
Lemma 3.2. For any n-node graph G = ( V, E) with degrees bounded by r, B ~ V, and 
I BI =m, it holds that Q(GIB)= fl(m 2 logrm/n). 
Proof. Let f be a walk assignment of G. Observe that every node in B has m-  1 
walks leading to the other m - 1 nodes in B. Since all the degrees of nodes in G 
are not more than r, by Lemma 3.1, among the m-1  walks, there are at least 
(m - 1)/2 walks having length greater than logr((m - 1)/2) - 1. Therefore, 
by (2) 
E E p(p,f(u,v))>~{m(m-1)[log,((m-1)/2)- l]}/2. 
u,v~ B p~ V 
We have 
Q(GIB)= min max { ~ p(p,f(u,v))} 
f~F(G)  pc  V u, B 
>t rain {m(m-1)[log,.((m-1)/2)- l]}/2n 
feF (O)  
=ft(m21og,.m/n). [] 
(2) 
The following lemma reduces the communication overlap of an arbitrary graph 
to that of a graph with bounded degrees. 
Lemml 3.3. We can expand an arbitrary graph G=(V,  E) with r=21EI/]V[ to a 
graph G'( V', E'), which satisfies the following conditions: 
(1) the degrees of G' are bounded by r; 
(2) Q(G'[V)<~ Q(G); 
(3) IV ' i~[(Er-2)/(r -2)] .  IV[. 
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Pl'ooL We construct G' from G as follows. Assume x is a node in V with degree 
d > r. Regard x as the root of a tree and its d neighbors as the leaves of this tree; 
the height of the tree is one. We can add at most d/ ( r -1)+d/ ( r -1)2+ - - .  new 
inner nodes to the tree so that it forms a new tree with degrees bounded by r and 
having the same leaves as the old one. We denote the set of all the added nodes 
together with the original node x by a(x). In this way, G becomes another graph 
G~. From G~, choose a node with degree greater than r, if there is one; then do the 
same as above and get a graph G2. We continue this procedure until we obtain a 
graph G' = (V', E') with all the degrees bounded by r. Now we will show that G' 
satisfies the conditions in Lemma 3.3. Obviously, condition (1) is satisfied. 
By the construction of G', any node x in G corresponds to a set a(x)c_ V'. For 
any f~ F(G), we can easily extend f to f '~ F(G') such that 
E 
u, vE V 
So we have 
max 
pcV 
It follows that 
rain max ~ 
f~F(G) p¢V u ,v~V 
p(x,f(u, v))~ max . .~vp(p,f '(u, v)). 
pea(x)  
~, p(p,f(u,v))~max ~, p(p,f'(u,v)). 
u, ve  V peW'  u,v~ V 
p(p,f(u, v)) > - min max Y. p(p,f'(u, v)). 
f '¢F(G')  p~V'  u, wV 
This implies Q(G)>t Q(G'[ V). Hence, condition (2) is satisfied. Notice that 
Iv'l= Y la(v)l <lvl+ [deg(v)/(r-1)+deg(v)/(r-1) 2+ "" ]  
v~ V o~ V 
<~l VI+ [~v  deg(v) ] / ( r -2 )<~ [VJ+]V[.r/(r-2) 
<-[(2r-2)/(r-2)]. v]. [] 
Main Theorem. For any n-node graph G= ( V, E), Q(G)=l-l(n log,n), where r= 
2[E I/n is the average degree of G. 
ProoL Without loss of generality we may assume r~ 3. By Lemma 3.3, we can 
expand G to another graph G' = ( V', E') which satisfies the three conditions listed 
in Lemma 3.3 and V' includes V as the original node set. By applying Lemma 3.2 
to G' whose degrees are bounded by r, Q(G1V)=II(IVI21og,IVI/IV'I). 
Because of condition (2) in Lemma 3.3, we have 
Q(G) i-- Q(G'[ V) = ft([ V[ 2 log,I V[/[ V'l). 
By condition (3) of Lemma 3.3, 
[V'l<~[(2r-2)/(r-2)] • [Vl, 
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with IV] = n, and we have 
Q(¢5) = log,n) 
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[] 
Corollary 3.4. Let G=(V,E)  be any n-node graph. Then we have Q(G) .  [E[= 
l'~(n 2 log n). 
In fact, we can get a more general theorem by the same idea. 
Theorem3.5. Let G= (V, E) be any n-node graph with B c_ V and [B[ = rrL Then 
Q( G[B) =l'l( m21og, m/ n), where r=2lE l /  n is the average degree of G. 
The lower bound given in the main theorem cannot be improved substantially 
inasmuch as many often used networks, such as FFT, CCC, Shuffle-exchange [4] 
and Hypercube [5], all have optimal communication overlaps. Furthermore, we 
have the following theorem. 
Theorem 3.6. For any positive integer r, there is a family of graphs {Gt = 
( v,, E,)I IE, I/I V,I = r, t = 1, 2, . . .  } satisfying Q(G,) = O([ Vtl log, I Vt[). 
The proof is omitted. 
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