We present a global optimization approach for solving the classical maximum a-posteriori (MAP) estimation problem for the Gaussian mixture model. Our approach formulates the MAP estimation problem as a mixed-integer nonlinear optimization problem (MINLP). Our method provides a certificate of global optimality, can accommodate side constraints, and is extendable to other finite mixture models. We propose an approximation to the MINLP that transforms it into a mixed integer quadratic program (MIQP) which preserves global optimality within desired accuracy and improves computational aspects. Numerical experiments compare our method to standard estimation approaches and show that our method finds the globally optimal MAP for some standard data sets, providing a benchmark for comparing estimation methods.
INTRODUCTION
In the application of clustering models to real data there is often rich prior information about the relationships among the samples or the relationships between the samples and the parameters. For example, in biological or clinical experiments, it may be known that two samples are technical replicates and should belong to the same cluster, or it may be known that the mean value for certain control samples is in a certain range. However, standard model-based clustering methods make it difficult to enforce such hard logical constraints. Just as important, it is often of interest in similar application domains to have a globally optimal solution because the products of inference will be used to make critical medical treatment decisions. Thus, we are motivated to develop a method for achieving a globally optimal solution for the Gaussian mixture model that allows for the incorporation of rich prior constraints.
Finite Mixture Model The probability density function of a finite mixture model is p(y|θ, π) = K k=1 π k p(y|θ k ) where the observed data is y and the parameter set is φ = {θ, π}. The data is an n-tuple of d-dimensional random vectors y = (y T 1 , . . . , y T n ) T and the mixing proportion parameter π = (π 1 , . . . , π K ) T is constrained to the probability simplex P K = p ∈ R K p 0 and 1 T p = 1 . When the component density, p(y|θ k ), is a Gaussian density function, p(y|φ) is a Gaussian mixture model with parameters θ = ({µ 1 , Σ 1 }, . . . , {µ K , Σ K }). Assuming independent, identically distributed (iid) samples, the Gaussian mixture model probability density function is p(y|θ, π) = n i=1 K k=1 π k p (y i |µ k , Σ k ).
Generative Model A generative model for the Gaussian mixture density function is Z i iid ∼ Categorical(π) for i = 1, . . . , n,
where µ = (µ 1 , . . . , µ K ) and Σ = (Σ 1 , . . . , Σ K ). To generate data from the Gaussian mixture model, first draw z i ∈ {1, . . . , K} from a categorical distribution with parameter π. Then, given z i , draw y i from the associated Gaussian component distribution p(y i |θ zi ).
Maximum a-posteriori (MAP) Estimation The posterior distribution function for the generative Gaussian mixture model is p(z, θ, π|y) = p(y|θ, z)p(z|π)p(θ, π) p(y) .
(2)
The posterior distribution requires the specification of a prior distribution p(θ, π), and if p(θ, π) ∝ 1, then MAP estimation is equivalent to maximum likelihood estimation. The MAP estimate for the component membership configuration can be obtained by solving the following optimization problem: maximize z, θ, π log p(z, θ, π|y) subject to z i ∈ {1, . . . , K} ∀i, π ∈ P K .
(3)
Assuming iid sampling, the objective function comprises the following conditional density functions:
where z i ∈ {1, . . . , K} is recast using binary encoding.
In the case of one-dimensional data (d = 1) and equivariant components (Σ 1 = · · · = Σ K = σ 2 ) the MAP optimization problem can be written
where η = 1 2σ 2 is the precision, and M L k and M U k are real numbers. In a fully Bayesian setting, even if the MAP is of less interest than the full distribution function, the MAP can still be useful as an initial value for a posterior sampling algorithm as suggested by Gelman and Rubin (1996) .
Biconvex Mixed-Integer Nonlinear Programming While maximum a posterior estimation for a Gaussian mixture model is a well-known problem, it does not fall neatly into any well-known optimization problem formulation except the broadest class: mixedinteger nonlinear programming. Here we show that, in fact, maximum a posterior estimation for the Gaussian mixture model is in a more restricted class of optimization problems. This fact can be exploited to develop improved inference algorithms.
Theorem 1. Maximum a posteriori estimation for the Gaussian mixture model (1) with known covariance is a biconvex mixed-integer nonlinear programming optimization problem.
Proof. We briefly sketch the proof here and provide a full proof in Section A. A biconvex MINLP is an optimization problem such that if the integer variables are relaxed, the resulting optimization problem is a biconvex nonlinear programming problem. Maximum a posteriori estimation for Model (1) can be written as Problem (4). If z ik ∈ {0, 1} is relaxed to z ik ∈ [0, 1], Problem (4) is convex in {π, µ} for fixed z and convex in z for fixed {π, µ}, and it satisfies the criteria of a biconvex nonlinear programming optimization problem (Floudas, 2000) . Because the relaxed problem is a biconvex nonlinear program, the original maximum a posterior estimation problem is a biconvex MINLP.
Goal of this Work Our goal is to solve for the global MAP via a mixed-integer nonlinear program (MINLP) over the true posterior distribution domain while only imposing constraints that are informed by our prior knowledge and making controllable approximations. Importantly, there are no constraints linking π, µ, and z such as π k = 1 n n i=1 z ik which would be a particular estimator.
Computational Complexity Problems in the MINLP class are NP-hard in general, and the MAP problem in particular presents two primary computational challenges (Murty and Kabadi, 1987) . First, as the number of data points increases, the size of the configuration space of z increases exponentially (Nemhauser and Wolsey, 1988) . Second, the nonlinear objective function can have many local minima. Despite these worst-case complexity results, MINLP problems are increasingly often solved in practice. Good empirical performance is often due to exploiting problemspecific structures and powerful algorithmic improvements such as branch-and-bound, branch-and-cut, and branch-and-reduce algorithms (Bodic and Nemhauser, 2015; Tawarmalani and Sahinidis, 2005) .
Motivation Recent work on developing global optimization methods for supervised learning problems has led to impressive improvements in the size of the problems that can be handled. In linear regression, properties such as stability to outliers and robustness to predictor uncertainty have been cast as a mixedinteger quadratic program and solved for samples of size n ∼ 1, 000 . Best subset selection in the context of regression is typically approximated as a convex problem with the 1 norm penalty, but can now be solved exactly using the nonconvex 0 penalty for thousands of data points . Our work extends this previous work to unsupervised learning problems.
Contributions of this Work
This work has three main contributions:
• We show that some well-known estimation methods for the Gaussian mixture model (GMM) such as the EM algorithm are particular combinations of relaxations and search algorithms for the MINLP (Problem (4)). • We provide the first exact formulation to find globally optimal solutions to the MAP that is tractable for small data set size instances. • We formulate a relaxation for larger data set size instances that achieves approximately two orders of magnitude improvement in computation time over the original MINLP by using a piecewise approximation to the objective entropy term and a constraint-based formulation of the mixedinteger-quadratic objective term, thus converting the problem to a mixed-integer quadratic program (MIQP).
Section 2 describes related work and summarizes the relationship between some existing estimation procedures and the MINLP formulation. Section 3 describes our MIQP formulation and a branch-and-bound algorithm. Section 4 reports the results of comparisons between our methods and standard estimation procedures. Section 5 presents a discussion of the results and future work.
RELATED WORK
Many MAP methods can be interpreted as a specific combination of a relaxation of Problem (4) and a search algorithm for finding a local or global minimum. Table 1 summarizes these relationships.
EM Algorithm
The EM algorithm relaxes the domain such that z ik ∈ [0, 1] instead of z ik ∈ {0, 1}. The decision variables of the resulting biconvex optimization problem are partitioned into two groups: {z} and {µ, π}. The search algorithm performs coordinate ascent on these two groups. There are no guarantees for the global optimality of the estimate produced by the EM algorithm. While Balakrishnan et al. (2017) showed that the global optima of a mixture of wellseparated Gaussians has a relatively large region of attraction, Jin et al. (2016) showed that inferior local optima can be arbitrarily worse than the global optimum. 1
Variational EM The variational EM algorithm introduces a surrogate function q(z, φ|ξ) for the posterior distribution p(z, φ|y) (Beal and Ghahramani, 2003) . First, the surrogate is fit to the posterior by solvingξ ∈ arg min ξ KL(q(φ, z|ξ) || p(φ, z|y)).
Then the surrogate is used in place of the poste-1 Figure 1 of Jin et al. (2016) illustrates the complexity of the likelihood surface for the GMM.
rior distribution in the original optimization problem φ,ẑ ∈ arg min φ,z log q(θ, z|ξ). The search algorithm performs coordinate ascent on {φ, z} and ξ. The computational complexity is improved over the original MAP problem by selecting a surrogate that has favorable structure (linear or convex) and by relaxing the domain of the optimization problem. This surrogate function approach has existed in many fields; it is alternatively known as majorization-minimization (Lange et al., 2000) and has deep connections with Franke-Wolfe gradient methods and block coordinate descent methods (Mairal, 2013) . The domain of the problem can be viewed as a marginal polytope and outer approximations of the marginal polytope lead to efficient sequential approximation methods that have satisfying theoretical properties (Wainwright and Jordan, 2007) .
SLSQP Sequential Least-Squares Quadratic Programming (SLSQP) is a popular general-purpose constrained nonlinear optimization method that uses a quadratic surrogate function to approximate the Lagrangian (Nocedal and Wright, 2006) . In SLSQP, the surrogate function is construed as a quadratic approximation of the Lagrangian of the original problem. The domain of the original problem is also relaxed so that the constraint cuts are approximated by linear functions. Like variational EM, SLSQP iterates between fitting the surrogate function and optimizing over the decision variables. Quadratic surrogate functions have also been investigated in the context of variational EM for nonconjugate models (Braun and McAuliffe, 2010; Wang and Blei, 2013) .
Simulated Annealing Simulated annealing methods are theoretically guaranteed to converge to a global optimum of a nonlinear objective. However, choosing the annealing schedule for a particular problem is challenging and the guarantee of global optimality only exists in the limit of the number of steps; there is no general way to choose the annealing schedule or monitor convergence (Andrieu et al., 2003) . Furthermore, designing a sampler for the binary z can be challenging unless the domain is relaxed. Even so, modern simulated annealing-type methods such a basin hopping have shown promise in practical applications (Wales and Doye, 1997) .
Branch-and-Bound In many practical optimization problems, it is critical to obtain the global optimum with a certificate of optimality, that is, with a (computational) proof that no better solution exists. For these situations, branch-and-bound methods, first proposed by Land and Doig (1960) , have seen the most success. While MINLP problems remain NP-hard in general, the scale of problems that can be solved to global optimality has increased dramatically in the past 20 years (Bertsimas and King, 2017). The 
BRANCH-AND-BOUND FOR MAP ESTIMATION
Branch and bound solves the original problem with integer variables by solving a sequence of relaxations. It iteratively partitions the search space by solving relaxations to the integer domained problem; when solutions to resulting relaxations are not integral, branches are created that partition the problem into multiple possibilities (nodes) that eliminate at least one of the non-integral values. Branch-and-bound provides for the opportunity to exclude large portions of the search space at each iteration, and if the branching strategy 2 is well-suited to the problem it can substantially reduce the actual computation time for real problems.
Our innovations to the standard MINLP fall into three categories: changes to the domain, changes to the objective function, and changes to the branch-and-bound algorithm. For the domain constraints, we formulate a symmetry-breaking constraint, specific estimators for π and µ, tightened parameter bounds, and logical constraints. For the objective function, we formulate the prior distribution p(π, µ) as a regularizer, a piecewise linear approximation to the nonlinear logarithm function, and an exact mapping of a mixed-integer quadratic term as a set of constraints. For the branchand-bound algorithm, we formulate several branching strategies.
Domain Constraints
A common difficulty in obtaining a global optimum for Problem (4) is that the optimal value of the objective is invariant to permutations of the component ordering.
In the MINLP framework, we eliminate such permutations from the feasible domain by adding a simple 2 A branching strategy is an algorithm for choosing which decision variable to branch on in the branch-and-bound tree.
linear constraint
This constraint reduces the search space thereby improving computational performance.
Though Problem 4 does not specify any particular form for the estimators of π or µ it may be of interest to specify the estimators with equality constraints. For example the standard estimators of the EM algorithm are
The resulting optimization problem can be written entirely in terms of integer variables and the goal is to find the optimal configuration of z. Note that Problem (4) does not specify these constraints and we do not enforce these particular estimators in our experiments in Section 4.
A conservative bound on µ k is [min(y), max(y)] and this bound is made explicit in Problem (4). Additional information may be available that informs the bounds for specific µ k ∀k. Placing more informative box constraints on the parameter values has been shown by to greatly improve the computational time of similar MINLPs.
An important aspect of the MINLP formulation as a Bayesian procedure is the ability to formulate logical constraints that encode rich prior information. These constraints shape the prior distribution domain in a way that is often difficult to express with standard probability distributions. Problem (4) already has one either/or logical constraint specifying that a data point i can belong to only one component k. One can specify that data point i and j must be assigned the to the same component,
or that they must be assigned to different components,
A non-symmetric constraint can specify that if data point j is assigned to component k, then i must be assigned to k,
on the other hand, if i is not assigned to component k, then j cannot be assigned to component k. A useful constraint in the context of the GMM is the requirement that each component has a minimum number of data points assigned to it,
where L is a specified number of data points. Additional logical constraints can be formulated in a natural way in the MINLP such as: packing constraints (from a set of data points I, select at most L to be assigned to component k), i∈I z ik ≤ L; partitioning constraints (from a set of data points, select exactly L to be assigned to component k) i∈I z ik = L; and covering constraints (from a set of data points select at least L) i∈I z ik ≥ L -a more general form of Equation (5).
Objective Function Approximation and Shaping
Recall the objective function of Problem (4) is
The objective function is nonlinear due to the product of z ik and µ 2 k in the first term and the product of binary z ik and the log function in the second term.
The objective function can be shaped by the prior distribution, p(µ, π). In the formulation of Problem (4) a uniform prior was selected such that p(µ, π) ∝ 1 and the prior does not affect the optimizer. But, an informative prior such as a multivariate Gaussian µ ∼ MVN(0, S) could be used to regularize µ, or a noninformative prior such as Jeffrey's prior could be used in an objective Bayesian framework.
The template-matching term in the objective function has two nonlinearities: 2y i z ik µ k and z ik µ 2 k . Such polynomial-integer terms are, in fact, commonly encountered in problems such as capital budgeting, scheduling problems, and many others (Glover, 1975) . We have from Problem (4) that M L k ≤ µ k ≤ M U k when the bounds are not the same. Given k z ik = 1, we can rewrite the term k z ik (y i − µ k ) 2 as (y i − k z ik µ k ) 2 because k z ik y i = y i . Then, we introduce a new variable t ik = z ik µ k and applying McCormick's relaxation (McCormick, 1976) we obtain the following four constraints for each (i, k):
Now, the objective function term (y i − k t ik ) 2 is simply quadratic in the decision variables and the additional constraints are linear in the decision variables.
The cross-entropy term, z ik log π k , is a source of nonlinearity in Problem (4). Approximating this nonlinearity with a piecewise linear function has two benefits. First, the accuracy of the approximation can be controlled by the number of breakpoints in the approximation. This results in a single parametric "tuning knob" offering direct control of the tradeoff between computational complexity and statistical accuracy. Second, sophisticated methods from ordinary and partial differential equation integration or spline fitting can be brought to service in selecting the locations of the breakpoints of the piecewise-linear approximation. The breakpoint locations can be adaptively set as the optimization iterations progress to gain higher accuracy in the region of the MAP and the approximation can be left coarser elsewhere. Indeed, optimally fitting a piecewise-linear function is itself a hard problem, but good convex optimization methods have been developed to solve it (Magnani and Boyd, 2008) , so we employ regular breakpoints in the MIQP implemented for our experiments in Section 4.
Algorithm Strategies
The general branch-and-bound algorithm (Algorithm 1) is implemented as a tree with nodes indexed in a priority queue. A node in the candidate priority queue contains a relaxed subproblem and a lower bound for the subproblem.
Branching Strategies A critical step in the branchand-bound algorithm is the selection of the variable to branch on in the tree. If the branching strategy leads to a child node subproblem with a lower bound that is greater than the best current upper bound, then the subtree is fathomed and the search space is reduced by a factor of up to one half, drastically improving the computational efficiency. Though the choice of branching strategy should be tailored to the problem, there are three popular general strategies Achterberg et al. (2005) : Most Infeasible Branching -choose the integer variable with the fraction part closest to 0.5 in the relaxed subproblem solution, Pseudo Cost Branchingchoose the variable that provided the greatest reduction in the objective when it was previously branched on in the tree, and Strong Branching -test a subset of the variables at both of their bounds and branch on the one that provides the greatest reduction in the objective function. Given Theorem 1 the subproblem at each node is a biconvex nonlinear programming problem.
Algorithm 1: Branch-and-Bound
Initialize the candidate priority queue to consist of the relaxed MINLP and set UBD = ∞ and GLBD = −∞ 1 while candidate queue is not empty do
Pop the first node off of the priority queue, solve the subproblem, and store the optimal value f * . if z integral then if f * ≤ UBD then Update UBD ← f * Remove node j from candidate queue where LBDj > UBD ∀j end else
Select a branching variable z ik according to branching strategy Push node for candidate relaxed subproblem j on queue adding constraint z ik = 0 and set LBDj = f * Push node for candidate relaxed subproblem j on queue adding constraint z ik = 1 and set LBD j = f * end Set GLBD = minj LBDj for all j in candidate queue end
EXPERIMENTS
In this section, we evaluate our proposed approach on several standard data sets. We compare variations of our proposed approach to EM, SLSQP, and simulated annealing. Our primary interest is in closing the gap between the upper and lower bounds thus achieving a certificate of global optimality. We note that our approach typically obtains a strong feasible solution very quickly; it is the proof of global optimality that is obtained from the lower bound that consumes most of the computational time. For methods that admit constraints, we employ the following additional constraints: n i=1 z ik ≥ L, ∀k and π 1 ≤ · · · ≤ π k . Data Collection and Preprocessing We obtained the Iris (iris, n = 150), Wine Quality (wine, n = 178), and Wisconsin Breast Cancer (brca/wdbc, n = 569) data sets from the UCI Machine Learning Repository (Dua and Graff, 2017) . A 1-d projection of iris was obtained by projecting on the first principal component (designated iris1d), and only the following features were employed for the brca data set: worst area, worst smoothness, and mean texture. The wine data set is 13-dimensional and the brca data set is 3-dimensional. Since our goal is to obtain the global MAP given the data set rather than a prediction, all of the data was used for estimation. The component standard deviation was fixed to 0.4 2 for the iris1d data and for wine and brca the precision matrices were fixed to the average of the true component precision matrices.
Experimental Protocol The EM, SLSQP, and simulated annealing algorithms were initialized using the K-means algorithm; no initialization was provided to the MINLP and MIQP methods. The EM, SLSQP, and SA experiments were run using algorithms defined in python and all variants of our approach were implemented in GAMS (Bisschop and Meeraus, 1982; GAMS Development Corporation, 2017) , a standard optimization problem modeling language. The estimates provided by EM, SLSQP, and SA are not guaranteed to have z ik ∈ {0, 1} so we rounded to the nearest integral value, but we note that solutions from these methods are not guaranteed to be feasible for the MAP problem. MINLP problems were solved using BARON (Tawarmalani and Sahinidis, 2005; Sahinidis, 2017) and mixedinteger quadratic constrained program (MIQCP) problems were solved using Gurobi (Optimization, 2018) ; both are state-of-the-art general-purpose solvers for their respective problems (Kronqvist et al., 2019) . We report the upper bound (best found) and lower bound (best possible) of the negative MAP value if the method provides it. For the timing results in Figure 1b we ran both methods on a single core, and for the results in Table 2 we ran all methods on a single core except for the MIQP method which allowed multithreading, where 16 cores were used. The computation time for all methods was limited to 12 hours. The metrics for estimating π, µ, and z are shown in results Table 2 .
Performance with increasing sample size We assessed convergence to the global optimum for the iris1d data set restricted to n = 45 data points (15 in each of the three true components). Figure 1a shows that the upper bound converges very quickly to the global optimum, and it takes the majority of the computation time to (computationally) prove optimality within a predetermined threshold. Figure 1b shows the computation time vs. sample size for the iris1d data set for the MINLP and the MIQP methods. Our MIQP approach reduces computation time by a multiplier that increases with sample size and is around two orders of magnitude for n = 45. Table 2 shows the comparison of our proposed branch-andbound methods (MINLP, MIQP) with standard local search methods (EM, SLSQP, SA). Our primary interest lies in achieving a measure of convergence to the global optimum and the relative gap indicates the proximity of the upper and lower bounds. On all of the data sets, all methods find roughly the same optimal value. The MINLP method consistently has a fairly large gap and the MIQP method has a much smaller gap indicating that it provides a tighter bound on the globally optimal value.
Comparison to Local Search Methods
(a) Convergence of upper and lower bounds for MIQP method shows that optimal solution is found quickly, with the majority of time is in proving global optimality of the MAP estimate. Table 2 : Comparison of expectation-maximization (EM), sequential least squares programming (SLSQP), basin-hopping simulated annealing (SA), branch-and-bound on the MINLP using BARON (MINLP), branch-and-bound on the MIQP using Gurobi (MIQP). The solution reported for MINLP and MIQP are the best feasible solution found within time limit. The total variation distance metric is used for π, the L2 distance is used for µ, and the average (across samples) total variation distance is used for z.
Local
Global ( 
DISCUSSION
We formulated the MAP estimation problem as an MINLP and cast several local MAP estimation methods in the framework of the MINLP. We identified three aspects of the MINLP that can be adjusted to incorporate prior information and improve computational efficiency. We suggested an approximation that converts the MINLP to an MIQP that offers control over the approximation error at the expense of computational time. We showed that the MIQP solution pushes the frontier of sample size that can be handled while still providing a way to encode prior information in the form of hard constraints.
More significantly, our numerical experiments show that our approach can reasonably handle data sets in the range of n ∼ 50. For larger data sets, our method still provides upper/lower bounds on the globally optimal solution, but these bounds are looser than for the smaller data sets for a fixed computation budget. While n ∼ 50 may seems like an unrealistically small data set size, in fact, almost all phase I clinical trials have n ∼ 20 and many DNA sequencing experiments in biology use data sets with n ∼ 50 samples. In these applications, the ability to encode prior information about the relationships between samples is particularly important, and for such problems it is critically important to find a globally optimal solution.
Our results suggest several areas of further improvements in computational efficiency. We explored the most-integral branching strategy, but found the computational time performance was inferior to the commercially available branching heuristics in the state-of-theart solvers. Reformulations of the optimization problem are often at the heart of computational improvements in practice and we expect that such reformulations will improve computational efficiency paralleling the improvements in supervised learning .
