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Abstract 
Mammogram breast cancer images have the ability to assist physicians in detecting diseases caused by abnormal growth. Output 
images from the sensors are more likely not optimal for display or further processing mainly because of noise. In order to prevent 
these problems, image processors should accompany image sensors. Typically, two separate chips for sensing and processing are 
integrated together Introduction of such smart sensing in computer aided diagnostic system will assist physicians in their daily 
work. This paper presents the advantage of smart sensing and also presents the use of current mode CMOS active pixel sensors in 
smart sensing for low power and fast processing applications. We have used Bayesian Network to diagnose based on symptom. 
 
© 2015 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of scientific committee of International Conference on Advanced Computing Technologies and 
Applications (ICACTA-2015). 
Keywords: Mammogram, Bayesian Network, Kurtosis, Variance,  Skewness 
1. Introduction: 
Breast cancer has been a leading cause of fatality among all cancers for women. The American Cancer Society 
estimates about 43,900 deaths and 1, 78,700 new cases if invasive breast cancer among women in the United States 
in 1998.The cause of breast cancer are unclear and no single dominant cause has been identified. Currently there is 
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no known way of preventing breast cancer. The early detection allows treatment before cancer is spread. The 
survival rate can be increased higher than 97% Computer -aided methods for detecting tumors’ in mammograms 
have proven to be potentially powerful tool. There are two main types of tumors known as benign and the 
malignant.  
Computer-aided detection can be used for detecting suspicious region findings on mammograms to assist 
radiologist. The data of a large different group of patients is used to assess the effect of computer-aided detection. 
The performance of CAD in community-based settings1 can also be assessed using probabilistic approach9 such as 
Hidden Markov model Bayesian Network2,3  can be used for computer aided disease diagnosis. 
A Bayesian network3 is a probabilistic graphical model that represents a set of random variables and their 
conditional dependencies via a directed acyclic graph. Given symptoms, the network can be used to compute the 
probabilities of the presence of various diseases. A computational imaging can be used to capture a coded 
mammogram and software to decode the captured mammogram to produce new forms of visual information.  
In this paper, on chip current mode processing for Breast Cancer Detection using Bayesian neural network is 
presented. Smart Sensing is introduced for Computer Aided Diagnostic System using Current Mode Active Pixel 
sensor. 
2. Overview of Modules used in CAD system: 
Integrating CMOS active pixel sensors (APS) with carefully chosen signal processing units has become a trend in 
the design of camera on- a-chip systems. The benefits of low cost and low power from the emerging CMOS imaging 












Fig.1. Computer Aided Diagnosis System 
Windowing function allows the image to be divided into several windows and then scan this individually to detect 
for cancerous tissue. Extracting features simplify the amount of resources required to describe a large set of data. 
The Statistical approaches can be used for describing texture. The simplest computational approaches use the 
moments of gray-level histogram. The Histogram carries important information about the content of an image and 
can be used for discriminating the abnormal tissue from local healthy background from the central movement, the 
mean, Kurtosis statistical, variance, and Skewness features are estimated for each window. The evidence procedure 
is an iterative algorithm for determining optimal weights and hyper parameters. Because it does not integrate over 
all unknown parameters it is not a fully Bayesian approach (because it searches for optimal hyper parameters instead 
of integrating them out) being equivalent to type 2 maximum likelihood method. It has given good results on many 
application and is considered less computationally costly then fully Bayesian Procedure. Based on proposed three 
decision criteria’s, we have studied window in which defect is present. Other normal windows are not produced to 
reduce computational time . Thus dramatically reduces the abnormally detected regions. We first give training to the 
network, and then test some unknown samples to check whether it is working properly or not.  
The end product helps radiologists to detect the presence of breast cancer using computer-aided methods. The 
reason for this is, the mammogram is searched for signs of abnormality by expert radiologists. The structures are 
complex in appearance. The symptom of early disease is often small or subtle which may cause for missed 
diagnosis. To increase the accuracy, computer- aided methods using neural network for detecting tumour in 
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3. Smart Sensing 
The Smart sensing concept is based on the combination of smart pixel and massively parallel on chip processing. 
Conventional Mechanism for image processing consist of a standard camera and a high speed computer system that 
performs most of the off chip processing. The main aim of proposed work is to integrate some functions of off chip 
processing with image sensor to achieve a vision system on chip. 
 
Fig. 2. Computer Aided Diagnosis System [© V. Gruev and R. Etienne-Cummings, “Implementation of steerable spatiotemporal 
image filters on thefocal plane,” IEEE Trans. Circuits and Systems-II, vol. 49, no. 4, pp. 233–244, Apr. 2002 (partial reprint).] 
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Figure 2 represent Image Sensor Proposed by8. The three main components of the image processor are a photo pixel 
array of 16 rows by 16 columns, three vertical and three horizontal scanning registers, and a single processing unit 
.Single or multiple pixels are selected by three vertical and three horizontal scanning registers within a given 
neighbourhood of the photo array. Convolutions with the desired filter are computed by the non-linearly amplified 
photocurrent values. The digitally controlled analogue multipliers and adders are implemented in processing units. 
The multipliers and adders scale each of the pixel photocurrents according to the convolution kernel being 
implemented. The sum of scaled photocurrents from the selected neighbourhood contributes to final output. The 
realization of various complicated separable and non-separable filters is designed with independent groups of pixel. 
The different spatiotemporal convolutions are performed on the incident image in parallel. Current-mode signal 
processing, instead of the conventional voltage-mode signal processing seems natural and appropriate. The 
advantages of current mode over voltage mode are: higher read out bandwidth and easier incorporation of analogue 
computation units necessary for image processing8. Bayesian network is used for mammogram analysis. Image is 
divided in subpart and statistical features are obtained. Then the data is given to Bayesian Neural Network. The 
output assists Radiologist to make decision. 
4. Results and Discussion 
1.1 Benign Cancerous Mammogram:  
 
Fig. 3.Benign Cancerous Mammogram 
Figure 3 shows a cancerous image. For the creation of database, we require to scan each image that is, each sub-
window. For doing so we decided the range for x and y co-ordinates. 
 
x co-ordinate ranges from 340 to 740. 
y co-ordinate ranges from   50 to 950. 
 
The radius of each sub-window was fixed to 50. 
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Table 1 shows the result of CAD system. 
 
Area in between these (x, y) co-ordinates are the desired ones. For every value of “y” we scan through each value of 
“x”, extracting the features at each level we cross. 
 
 
Table.1 Results of CAD system 
 
Sub Window  Mean Var Skewness Kurtosis Result 
1 80.7417 1316.71 2.46367e-006 -3 Normal  
Mammogram 
2 63.7918 1330.89 4.99796e-006 -3  Normal  
Mammogram 
3 25.2781 667.23 6.90153e-005 -2.99999 Normal  
Mammogram 
4 3.48927 10.4393 0.121321 -2.80709 Normal  
Mammogram 
5 3.07509 14.8988 0.416393 0.199393 Normal  
Mammogram 
6 165.737 187.992 -6.19849e-005 2.9999 Normal  
Mammogram 
7 108.607 213.49 -1.27685e-006 -3 Cancerous 
Mammogram 
8 151.7 233.942 -0.000222013 -2.99995 Cancerous 
Mammogram 
9 172.833 342.37 5.02111e-005 -2.99998 Cancerous 
Mammogram 
10 168.99 175 5.88872e-006 -3 Cancerous 
Mammogram 
 
Next iteration would start with x=340 and y=150 and continue until x=740 and y = 950. Therefore, for each image 
there would be maximum of 50 entries with four statistical features along with respective target. Target can take a 
value of “2” or “4”, where 2 represent a normal region and 4 represents and abnormal region. In order to describe a 
region as cancerous or non-cancerous, we have to make use of images that have already been tested by group of 
radiologists. From them we receive the appropriate x and y r of the affected region, which has been used to create 
dataset. Fig 3 shows a cancerous mammogram. Above Mammogram was given input to the CAD system Table I 
shows output of CAD system. We got location of cancer Image has 87 of 256 possible levels.  
 
 
Fig. 4.  Histogram for Cancerous image. 
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Figure 4 shows histogram. Histogram Pattern shows it’s a cancerous image. 
1.2 Malignant Cancerous Mammogram 
 
Fig. 5 Malignant Cancerous Mammogram. 
      Table IV and Table V shows output of CAD. We got location of cancer Image has 85 of256 possible levels. 
 
         Table 2.Results of CAD system for Malignant Mammogram. 
 
Image Zmax Zmin Range Contrast Mean variance Skewness kurtosis 
1 214 129 85 0.397196 172.833 342.37 5.021111e-005 2.9999 
2 249 140 109 0.4 128.607 228.49 -1.27685e-006 -3 
3 204 105 100 0.4 165.7 240.942 -0.000222013 -2.99995 
4 294 209 85 0.3 180.33 335.37 5.02111e-005 -2.99998 
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                     (a)                                                                                          (b) 
Fig. 6. a) sub window of  Cancerous Image;. b)  Histogram of cancerous Image 
Figure 6 shows location of cancer and.Histogram Pattern shows it is cancerous. 
1.3 Normal Mammogram 
 
                                          (a)                                                                       (b)   
Fig. 7. a) Normal Mammogram; b) Histogram of Normal Image. 
Figure shows mammogram of normal Mammogram. Above Mammogram was given input the CAD System .Image 
has 29 of 256 possible levels. Table VI shows output of CAD system. Histogram Pattern and result shows that it is a 
non cancerous image.  
 
Table 3.Results of CAD system for Normal Mammogram. 
 
Image Zmax Zmin Range Contrast Mean  variance Skewness kurtosis 
1 224 0 224 1 49.5166 8235.91     1.67175e-006      -3 
2 320 120 200 0.9 70.7918 1430.89 4.99796e-006 -3  
3 220 0 220 1 24.2781 650.23 6.90153e-005 -2.99999 
4 320 122 98 0.9 4.48927 106.393 0.121321 -2.80709 
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5. Conclusion 
The requirement of CAD system is that it should be easily understood and operated by a common man. In this paper, 
CAD system output is presented in such a way that end user has only few steps to generate actual output .The result 
of  the CAD system provides the user with actual image of cancerous tissue and co-ordinate of the suspicious area in 
a particular mammogram. Bayesian network is used to distinguish between tumor and healthy tissue. The position of 
masses is detected by sub-image windowing analysis. The on chip processing with mammogram-Bayesian network 
system, will help doctor to give prescription to breast cancer patient with proper time span The performance of 
Bayesian classifier can be improved by using Texture Feature such as fractal Dimension10. The module we have 
developed is for stand-alone computer. It could be extended to work over cloud computing network for semantic 
mammogram analysis. 
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