We describe a new method for tuning a certain family of lowbandwidth controllers for linear time-invariant and spatiallyinvariant (LTSI) plants. We consider LTSI controllers with a fixed structure, which is PID in time and local in spatial coordinates. Two spatial feedback filters, assumed to be symmetric and have finite spatial response, modify the local PID control signal based on the error and control signals, respectively, a t nearby nodes. Like an ordinary PID controller, this controller structure is simple, but provides adequate performance in many practical settings.
Introduction
Proliferation of embedded computing, and the maturing of actuator and sensor technologies has led to growing importance of spatially distributed system control technology. In such systems spatial profiles (distributions) of physical variables are controlled using arrays of actuators and sensors distributed over a spatial domain. Array signal processing has had numerous practical applications for quite some time; array control technology is presently emerging.
Much of the expected growth in array control technology area is related to development of Micro-Electro Mechanical Systems (MEMS) with low-cost production of large arrays of actuators and sensors. The computing might be distributed and embedded with the actuators.
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Apart from such potential future applications, array control systems can be encountered in multiple types of industrial processes, and have been used in some cases for a long time.
For example, a core of a nuclear reactor usually contains a 2-D array of control rods used to regulate temperature and neutron flux in the active zone. Perhaps the most widespread industrial application is control of flat sheet processes, such as paper manufacturing, where linear arrays of up to 300 actuators might be employed. There are also diverse array control applications related to thermal processing, including Rapid Thermal Processing in semiconductor manufacturing, crystal growth control, and material heating processing. In all of these applications, spatial profiles of temperature are controlled using arrays of heating elements.
Some more futuristic applications are being developed in the aerospace area. Flow control using large arrays of microactuators distributed over on an airfoil or a channel boundary is one of them. Another area is 'smart structure' control of lightweight space reflector shape. (A 1-D distributed reflector control problem is considered in this paper as an example.) This is closely related to adaptive optics, where large 2-D arrays of actuators are used to deform a reflecting surface to achieve wavefront control.
Various mathematical approaches to analysis and design of feedback control in large (or infinite) distributed systems with regular array structure were proposed and explored in a number of publications. The most relevant to this paper are [l, 2, 4, 5, 71, where further references can be found. Most of this work is focused on design of high-performance spatially invariant feedback control systems, with performance and robustness guarantees.
In this paper, we consider a spatially distributed system analog of low-bandwidth PID control. A standard PID controller uses three values of the plant output (current, past and the integral) for computing the control. In a similar way the 'spatial PID' controller considered in this paper uses data from a few neighboring array cells. Such an approach is justified by its computational simplicity. This is important for centralized implementation of the array control because of the potential issues with the computing power needed for control of hundreds or thousands of actuators. Such control algorithms can be also conveniently implemented as decentralized computations in an array with distributed embedded computing. In the latter case, parallel processing makes computing performance less of an issue but constraints on communication between the processors become important; local communication with the nearest neighbors can be performed most efficiently. The spatial PID controller architec-ture considered in this paper, like an ordinary low-bandwidth PID controller, provides adequate performance in many, or even most, practical situations. Also like an ordinary lowbandwidth PID controller, it is not meant to achieve a limit of possible performance; it is meant to be adequate, after proper tuning, in a large number of practical cases. 
Plant model
In this paper an array control system will be modeled as a linear time-invariant spatially-invariant (LTSI) system. This model does not consider boundary effects present in a finite array (unless it has a circulant structure). An LTSI model allows for an efficient multidimensional frequency-domain analysis of the problem. Note that an analysis involving spatial frequencies can be considered as modal analysis of the system dynamics, since the spatial sinusoids are the eigenmodes of a spatially invariant system [l] . 
where ht(t) is the plant time impulse response, and h,(z) is the plant spatial impulse response. We assume that ht is causal, i.e., ht(t) = 0 for t < 0. We will also assume that the plant is spatially symmetric, which means that h,(-z) = h5(z). (The same methods work for plants that are spatially anti-symmetric, i.e., satisfy h,
Such a model is applicable in many distributed systems where actuator dynamics or sensor dynamics or dynamics of a fixed dynamical filter are dominant. These dominant time dynamics are described by the time response ht(t) while h, (z) gives the steady-state spatial response shape. Models of the form (2) are used in many practical applications of array control including web processes and adaptive optics.
Note that the separable model (2) can be considered as a first dyadic term in a principal component analysis approximation of a general pulse response. The plant model used in the control design and analysis is
In this model z-' can be interpreted as a unit time delay operator and X as a unit positive spatial displacement operator. We assume that g and G are scaled so g(1) = 1, i.e., the time transfer function g is normalized to have unit static gain. The assumed spatial symmetry implies that the spatial transfer function G is real for 1x1 = 1. (If the plant were spatially anti-symmetric, then G would be pure imaginary for 1x1 = 1.)
Controller structure
As described in the introduction, we are interested in lowbandwidth control of the plant (3). The goal is to cancel the steady-state error in reaching the desired spatial profile yd(z). This goal can be achieved by using a controller structure given by
The first term in (4) introduces integration into the actuator signal path; the transfer function c in the second term corresponds to the particular controller used. The spatial filters K and S, which appear in the second and third terms, are used to improve the spatial response of the closed-loop system. They can be interpreted as regularization terms, which avoid inverting the plant at spatial frequencies where the plant gain is small [12] . Controllers of the form (4) have been used in web manufacturing processes [9, 6, 
Closed-loop dynamics
We now consider the closed-loop dynamics for the system (3)-(4). As discussed in more detail in [l] , an LTSI system can be diagonalized by the spatial sinusoids. By substituting X = e'" we obtain the modal dynamics for the spatial frequency v. With some overload of notation, the error dynamics for the mode a t frequency v are
where yd(v) is a Fourier transform of e(t,v) = y ( t , e " ) -y d ( u ) , and the modal loop gains are
Our assumptions of spatial symmetry of the plant and controller imply that G K and S are real for (XI = 1, so the modal loop gain l ( v ) and the modal smoothing gain s ( v ) in (5) The specific value of LO and the details of tuning the integrator gain, depend on the plant transfer function g(z-') and controller transfer function c(z-') and will not be discussed here. The only design specification we will use for achieving low-bandwidth modal control is the one already mentioned,
which limits the loop gain to be less than a given limit L O , at all spatial frequencies.
We can interpret the smoothing operator S as a regularizing term needed when the plant spatial gain is very small, or zero. To see this, suppose the plant gain G(e1") is zero or very small a t some spatial frequency v. In accordance with (3), for this mode the plant output y(t,v) can be assumed to be zero. Hence the dynamics (4) of the control input at this spatial frequency can be approximated as Here the term s ( v ) , provided it is positive, can be interpreted as introducing some leakage into the integrator in the controller. Without any smoothing, i.e., with s ( v ) = 0, however small the controller gain K(ei") is, the integrator in (4)
will keep integrating until the actuator signal becomes extremely large. The operator S (and the gain s(v) has an effect of regularizing the ill-defined problem of controlling a distributed plant with some zero modal gains. It is often called a 'smoothing' operator because small gain is usually associated with high spatial frequencies and the regularization has an effect of reducing the large amplitude of high frequency components in the control signal U .
Specifications for controller tuning
The goal of this paper is to formulate an optimization approach to tuning the spatial FIR operators K and S in the controller (4). The main emphasis is on low-bandwidth control; we take the maximum loop gain condition (7) as the only condition related to the time-domain loop dynamics. As touched upon in the previous section, the main issues with low-bandwidth control are related to steady-state closed-loop response, i.e., the response for z = 1. By combining (3) and (4) the closed-loop spatial transfer functions can be obtained.
The error e = y -?/d and control U in steady-state (Le., a t z = l), and a t spatial frequency v (A = ei"), are given by (10) kIK(ei")
where the integrator gain is kr = c(z = 1). g(z = 1) = 1 is assumed.
For deriving engineering specifications on the control it will be assumed that a bound on the target profile Yd is available in the form Igd(v)l < do, i.e., we have a known bound on the maximum of the of the target profile a t every frequency. We require that for any such target profile, the magnitude of the control is bounded for all spatial frequencies, i.e., JuI 5 UO)
for all v. Using (lo), the last condition can be expressed in the form Recall that kIK(ei") 5 uo/do, for all U.
(11)
S(ei') + G(eiu)krK(etv)
In a similar way we require that the magnitude of the steadystate error is bounded, i.e., le1 < eo for all v in the band of Another important engineering requirement is the robustness of the closed-loop system to plant modeling error. Assume that instead of the plant description (3), we have the following perturbed plant,
where 16PI 5 60 for (zI 5 1, 1x1 = 1. The small gain theorem guarantees stability of the closed-loop system with perturbed plant (13), and the controller (4), provided
Since in low-bandwidth control the main control action takes .place at low dynamical frequencies, a steady-state robustness condition will beconsidered in place of (14). For IzI = 1, (14)
reduces to
We can also consider robustness to controller variations. A distributed controller implementation might differ from the designed controller, for several reasons: our analysis does not take boundary effects into account; and we may have sensor, actuator, or computing element faults in the distributed control system. Assume that instead of the nominal controller In summary, the specifications are given by the loop-gain limit for dynamic stability (7), and 0 the actuator limit (11) 0 the performance specification (12) 0 robustness to plant variation (15) 0 robustness to controller variation (1 7) 0 robustness to smoothing operator variation (18). 
Since the loop gain l ( v ) is a linear function of K ( v )
,
6 Optimization formulation
We now show how the design of the spatial filters K and S can be cast as a semi-infinite convex optimization problem, which can be approximated well as a linear program (and therefore solved efficiently). As briefly mentioned in Section 3, these operators are constrained to be FIR operators such that information from near neighbors only is used when computing control a t a particular spatial location.
In the case when the FIR operator K is symmetric (which we assume when G is symmetric), we can express it as
where K O , . . . , K k are the coefficients. When G(X) is antisymmetric, we take K to be anti-symmetric as well, in which case it has the form N (We will explain the method assuming that K and G are symmetric.) The smoothing FIR operator S(X) is always assumed to be symmetric, and has the form
where (TO,. . . .UN are the coefficients.
quency U , i.e., X = e'", we have
At the spatial fre-
Let 2 E RZN+' be the vector of all the coefficients, i.e., our optimization variables:
For each spatial frequency U , K and S are linear functions of 2 , and therefore so are the loop and smoothing gains, l(v) and s(v).
We will now show how all of the tuning specifications can be expressed as (infinite) sets of linear inequalities on the variable 2. For each v, the loop-gain limit for dynamic stability Expressing the other constraints (which involve linear fractional functions) as linear constraints is not as straightforward. For each spatial frequency v , the requirements (ll), where a E R" and b E R (and depend on the spatial frequency, and also which specification is being represented).
The second term in the denominator, k~l(v), is nonnegative, and is positive except a t spatial frequencies where the plant gain is zero. In fact, the whole denominator must be positive a t all spatial frequencies; indeed, the whole point of the smoothing operator S is to ensure s(v) > 0 for spatial frequencies where l ( v ) is small. We can argue this as follows.
Suppose the denominator (which is real) changes sign, and therefore is zero a t some spatial frequency v. At that frequency, the robustness to smoothing operator variation constraint, (18), is violated, since the numerator of the relevant transfer function is a nonzero constant, and the denominator vanishes, so the relevant transfer function is infinite (and certainly not less than one in magnitude). Thus, we have
for any controller that satisfies all the specifications. Since the denominator is positive, we can multiply through by it, and express the linear fractional constraint (23) In this problem, the objective and all constraints are linear, i.e., it is a linear program (LP).
The L P (29) has 2N + 3 variables (2N + 2 in case of antisymmetric K ) , and no more than 12M linear inequality constraints. (The exact number depends on the number of spatial frequency samples that fall in the control band B.) It can be solved very quickly for typical problem sizes, e.g., N several tens, and M several hundreds.
This method of synthesizing the spatial filters K and S can be used to tune the LTSI controller, by varying parameters in the specifications, such as the control band B , the actuator limit U O , the error limit eo, and the constants related to various types of uncertainty, i.e., 60, 6c, and 6s. These parameters become the 'knobs' used by the control designer, that are varied to obtain adequate performance.
It should be clear from the discussion that many other specifications can also be included, and more complex specifications can also be handled by the method. As an example, we can impose a limit on loop gain that is a function of spatial frequency, instead of the constant LO used here. In addition, we can impose limits on the magnitude of any steady-state closed-loop spatial transfer function, since every one will be linear fractional, with the same denominator as the ones considered.
Simulation example
To illustrate our method for tuning an LTSI controller, we consider distributed control of a large-scale linear antenna reflector, describe in more detail in [SI. The plant model has the form (3), where ,
The anti-symmetric spatial response operator G ( X ) describes the pulse response of the reflector surface slope to the local actuator bending moment, as illustrated in Figure 1 . The parameter a is a dynamical exponential factor describing the actuator response, and e describes the relative effect of the beam tension and stiffness on the deformation in the Timoshenko beam model. A unit distance between the actuators is assumed. In the simulations, it was assumed that a = 0.8 (actuator time constant is 4-5 samples), and e = 0.3 (moderate tension in the beam). As a dynamical controller, a low-bandwidth PI controller was used, of the form (4), with c(z-')
where the gains are k p = 0.3 and Icr = 0.1.
Since the plant spatial operator G(X) in (30) is antisymmetric, the operator K in the controller (4) is also chosen to be anti-symmetric, while S a symmetric operator. Both operators K and S have 3 FIR taps on each side off the center, i.e., N = 3. Since K is anti-symmetric, there are a total of seven coefficients in the FIR operators to be optimized. The engineering specifications ( l l ) , (12) , and (28) for the designed controller are illustrated in Figure 2 . The top plot illustrates the expected control amplitude-the lefthand side in (11)-computed as a a function of the spatial frequency.
The thin straight line is the righthand side constraint in (11). The middle plot in Figure 2 shows the expected error amplitude in the lefthand side of (12) . The designed controller was implemented in a simulation together with the described plant model. The simulation assumed a finite linear array of 100 actuator cells. In simulation, a very fast convergence to the steady-state is observed.
The final steady-state error is achieved in 10-15 steps. The simulated time (and space) evolution of the closed-loop response to a single actuator pulse is illustrated in Figure 3 . The lower plot shows the response of the output error, the upper plot shows the response of the control. One can see the fast convergence of the responses and the fact that high spatial frequencies close to the Nyquist frequency are not controllable.
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SPATlbl POSITION TIME SAMPLE Figure 3 : Spatio-temporal pulse responses
