All finite dimensional Nichols algebras with diagonal type of connected finite dimensional Yetter-Drinfeld modules over finite cyclic group Z n are found. It is proved that Nichols algebra of connected Yetter-Drinfeld module V over Z n with dim V > 3 is infinite dimensional.
Introduction
This paper concerns the classification of finite dimensional pointed Hopf algebras with finite cyclic groups. Recently Heckenberger established one-to-one correspondence between arithmetic root systems and Nichols algebras of diagonal type having a finite set of (restricted) Poincare-Birkhoff-Witt generators [He04b] and between twisted equivalence classes of arithmetic root systems and generalized Dynkin diagrams [He06a] . In this latter work, arithmetic root systems were also classified in full generality.
The theory of Nichols algebras is dominated by the classification of finite dimensional pointed Hopf algebras (see e.g. [AS98, AS00] ). Nichols algebras appear in the construction of quantized Kac-Moody algebras and their Z 2 -graded (see [KT91, KS97] ) and Z 3 -graded versions [Ya03] . They are natural quantum groups and are connected to the bicovariant differential calculus initiated by Woronowicz [Wo89] . Bicovariant differential calculi on quantum groups have been studied by Klimyk and Schmüdgen in their book [KS97] (see especially Part IV of this book).
Nichols algebras play a central role in the theory of (pointed) Hopf algebras. Any braided vector space has a canonical Nichols algebra. The easiest braidings are those of diagonal type, that is, the vector space V has a basis x 1 , · · · , x r such that the braiding c ∈ Aut(V ⊗ V ) is given by c(x i ⊗ x j ) = q ij x j ⊗ x i for some nonzero numbers q ij , for all i, j ∈ {1, 2, · · · , r}. The braided vector spaces of diagonal type with finite-dimensional Nichols algebra were essentially classified by Heckenberger. In this paper we study diagonal braidings and their Nichols algebras coming from Yetter-Drinfeld modules over finite cyclic groups. This is a substantial restriction, and it turns out. We classify finite dimensional Nichols algebras with diagonal type of connected finite dimensional Yetter-Drinfeld (YD) modules over finite cyclic group Z n . We first determine which braided vector space V is a Z n -YD module by means of equation systems in Z n . Using the classification of arithmetic root systems, we find all finite dimensional Nichols algebras with diagonal type of connected finite dimensional Z n -YD modules.
This paper is organized as follows. In sections 1 and 2 we find all finite dimensional Nichols algebras with diagonal type of connected 2-dimensional and 3-dimensional Z n -YD modules, respectively. In section 3 we prove that Nichols algebra of connected Z n -YD module V with dim V > 3 is infinite dimensional.
Throughout, k is a field of characteristic zero, which contains a primitive nth root of unit. Let G be a finite abelian group. Let G := {χ | χ is a homomorphism from G to k * } and R n := {ω ∈ k | ω is a primitive nth root of unit}. If G = (g) is a cyclic group with order n and V ∈ kG kG YD with basis v 1 , v 2 , · · · , v r , then there exist χ i ∈ G, g i ∈ G, such that δ(v i ) = g i ⊗ v i and h · v i = χ i (h)v i for any h ∈ G, 1 ≤ i ≤ r. Let χ ∈ G such that χ(g) ∈ R n . Thus χ i = χ n i and g i = g m i for 1 ≤ i ≤ r. If V is a vector space with a basis x 1 , x 2 , · · · , x r and q ij ∈ k * for 1 ≤ i, j ≤ r such that map c :
space of diagonal type. Denote by (q ij ) r×r the braiding matrix of (V, c) under the basis x 1 , x 2 , · · · , x r . Then (V, c) is also written as (V, (q ij ) r×r ). Let 1, 2, · · · , r be vertexes of a diagram. There is a line between vertexes i and j if q ij q ji = 1. Label vertex i by q ii and line between i and j by q ij q ji . This diagram is called generalized Dynkin diagram (written as GDD in short) of matrix (q ij ) r×r or V. V is said to be connected if the generalized Dynkin diagram is connected. Let e 1 := (1, 0, · · · , 0), e 2 := (0, 1, · · · , 0), · · · , e r := (0, 0, · · · , 1) be a basis of Z r . Let E 0 := {e 1 , e 2 , · · · , e r } and χ 0 (e i , e j ) := q ij . Then V is a Z r graded vector space if one defines deg x i = e i . Let 
Rank 2 Nichols algebras of diagonal type
In this section we find all finite dimensional Nichols algebras with diagonal type of connected 2-dimensional Z n -YD modules. (ii ) V is a G-YD module of diagonal type and braiding matrix (q ij ) n×n if and only if there exist χ j ∈ G, g i ∈ G such that χ j (g i ) = q ij for 1 ≤ i, j ≤ n.
(iii) If ω ∈ R n , then V is a Z n -YD module of diagonal type and braiding matrix (q ij ) n×n if and only if there exist m i , n j ∈ Z such that q ij = ω m i n j for 1 ≤ i, j ≤ n.
(iv) If ξ ∈ R n and q ∈ R m with m | n, then there exists s ∈ Z such that q = ξ ns m with (s, m) = 1.
(v) If q ∈ R m with m | n, then there exists ω ∈ R n such that q = ω n m .
Proof.
(ii) It follows from [ZZC04, Pro. 2.4]. (iii) Let G = (g) be a cyclic group with | G |= n and χ ∈ G such that
If V is a G-YD module with diagonal type and braiding matrix (q ij ) n×n , then there exist χ j ∈ G and g i ∈ G such that χ j (g i ) = q ij for 1 ≤ i, j ≤ n. Furthermore, there exist m i , n i such that χ i = χ n i and g i = g m i for for 1 ≤ i, j ≤ n. Conversely, it is clear.
(iv) There exist 1 ≤ t ≤ n such that ξ t = q with m = n (t,n)
. Consequently, Lemma 2.2.
It is clear.
Lemma 2.3. Let n = km and (s, m) = 1, t 1 , t 2 , t 3 ∈ Z. If (2.1) has a solution, then
has a solution.
Proof. If (2.1) has a solution:
and
have solutions. Thus there exist u, v ∈ Z, such that
which implies that rational number
Lemma 2.4. Let n = km and (s, m) = 1, t 1 , t 2 , t 3 ∈ Z. (i) If m is odd and (t 1 , m) = 1, then (2.3) has a solution if and only if (2.5) has a solution.
(ii) If t 1 is odd and (t 1 , m) = 1, then (2.3) has a solution if and only if (2.5) has a solution.
(iii) If t 2 is odd and (t 2 , m) = 1, then (2.4) has a solution if and only if (2.5) has a solution.
(iv) If (t 1 , m) = 1, then (2.1) has a solution if and only if (2.3) has a solution.
Proof.
(i) (2.3) and (2.5) are equivalent to (2t 1 x − t 3 ) 2 ≡ t Remark 2.5. Lemma 2.3 and 2.4 hold when s = 1.
Theorem 2.7.
and only if one of the following conditions holds:
T2(1). 1 − q 11 q 12 q 21 = 1 − q 12 q 21 q 22 = 0, q 12 q 21 ∈ R m , α 1 = 0; α 2 = 0, 1; (
≡ 2 (mod 3). T3(2) 2 . q 12 q 21 q 22 = 1, q 11 ∈ R 3 , q 22 ∈ R 2 , m = 6; T3(3). q 11 ∈ R 3 , q 12 q 21 = −q 11 , q 22 = −1; m = 6. T4(1). q 0 = q 12 q 21 q 11 ∈ R 12 , q 11 = q 4 0 ,
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11 , q 22 = −1; m = 10. T16(2). q 12 q 21 ∈ R 20 , q 11 = (q 12 q 21 ) −4 , q 22 = −1; m = 20. T17. q 12 q 21 ∈ R 24 , q 11 = −(q 12 q 21 )
4 , q 22 = −1; m = 24. T18. q 12 q 21 ∈ R 30 , q 11 = −(q 12 q 21 )
5 , q 22 = −1; m = 30. T20. q 12 q 21 ∈ R 30 , q 11 = (q 12 q 21 ) −6 , q 22 = −1; m = 30. T21. q 11 ∈ R 24 , q 12 q 21 = q −5 11 , q 22 = −1; m = 24.
Proof.
By [He04a, Th. 4], it is enough to check if there exist Z n -YD satisfying T2-T22.
has a solution, where (s, m) = 1, then x 2 + x + 1 ≡ 0 (mod m) has a solution, which implies α 1 = 0 and (2x + 1)
2 ≡ −3 (mod 3) has a solution and (2x + 1) 2 ≡ −3 (mod 3 2 ) has not any solution. thus α 2 = 0, 1; (
Conversely, (2.1) has a solution by Lemma 2.2 since (2.3) has a solution when α 1 = 0; α 2 = 0, 1; (
has a solution, where (s, m) = 1, then
≡ 0 (mod m) has a solution, which implies α 1 > 1 and (2x + 1) 2 ≡ 1 (mod p
(ii) 2 ∤ m and 2 | n. Since mx 2 + 2sx + 2s ≡ 0 (mod 2m) has always a solution,
has a solution by Lemma 2.2 (ii), where (s, m) = 1 and n = 2mk 1 . T2 (2) 2 It is similar to T2 (2) 1 .
≡ 0 (mod m) has not any solutions when α 1 = 1 by Lemma A.2(i). It is clear that
, has a solution, where (s, m) = 1 and n = 2mk 1 , since mx 2 − 2sx + m ≡ 0 (mod 2m) has always a solution.
T3 (1) 1 By Lemma 2.2(i) and
where (s, m) = 1, one obtains
which implies α 1 = 0, 1; α 2 = 0; (
By Lemma A.3(ii),
has not any solutions.
has a solution when α 1 > 3.
(ii) 2 ∤ m. n = 2mk 1 . By Lemma 2.2(i) and
(2.8)
has a solution, where s 1 = 1 or 2, (s, m) = 1. then ms 1 x 2 + 3sx + 3s ≡ 0 (mod 3m) has a solution, which implies that (2.9) has a solution by Lemma 2.2. T3(2) 2 (2.3) has a solution d = 3 with m = 6, t 1 = 2, t 2 = 3, t 3 = −3. T3(3) (2.3) has a solution d = 1 with m = 6, t 1 = 2, t 2 = 3, t 3 = 5. T4(1) (2.3) has a solution d = 4 with m = 12, t 1 = 4, t 2 = 8, t 3 = 9. T4(2) (2.3) has a solution d = 4 with m = 12, t 1 = 8, t 2 = 8, t 3 = 1. T5(1) (2.3) has a solution d = 2 with m = 12, t 1 = 8, t 2 = 6, t 3 = 1. T5(2) (2.3) has a solution d = 6 with m = 12, t 1 = 4, t 2 = 6, t 3 = 9. T6 (2.3) has a solution d = 12 with m = 18, t 1 = 1, t 2 = 12, t 3 = 16. T7(1) (2.3) has a solution d = 3 with m = 12, t 1 = 1, t 2 = 6, t 3 = −3. T7(2) (2.3) has a solution d = 3 with m = 12, t 1 = −3, t 2 = 6, t 3 = 1.
2 ≡ −3 (mod p α i ) for 2 < i ≤ r , which implies (
2 ≡ −3 (mod 3) has a solution and (2x + 3) 2 ≡ −3 (mod 3 2 ) does not have any solutions, which implies α 2 = 0, 1.
T8 (2) If (V, (q ij ) 2×2 ) is a braided vector space and q ij is a root of unit for i, j = 1, 2, then dim B(V ) < ∞ if and only if ∆(B(V )) is finite.
It is clear that ∆(B(V )) is finite if dim B(V ) < ∞ by [He06b] . Conversely, if ∆(B(V )) is finite, then the generalized Dynkin diagram of V is in [He05c, Table 1 ]. It follows dim B(V ) < ∞ from [He04a, Th. 4].
Rank 3 Nichols algebras of diagonal type
In this section we present all finite dimensional Nichols algebras with diagonal type of connected 3-dimensional Z n -YD modules.
Let |u| denote length of word u. Let χ u and g u denote χ i 1 * χ i 2 * · · · * χ ir and g i 1 g i 2 · · · g ir , respectively, for any homogeneous element u ∈ B(V ) with deg(u) = g i 1 g i 2 · · · g ir , where
) is a braided m-Lie algebra and we have the braided Jacobi identity as follows:
Recall duality B(V * ) of Nichols algebra B(V ) in [He05, Section 1.3] and [He06b] . Let y 1 , y 2 , y 3 be a dual basis of x 1 , x 2 , x 3 . δ(y i ) = g .u < y i , v > and < y i , < y j , u >>=< y i y j , u > for any u, v ∈ B(V ) and i = 1, 2, 3. Furthermore, for any u ∈ ⊕ ∞ i=1 B(V ) (i) , one has that u = 0 if and only if < y i , u >= 0 for i = 1, 2, 3. We often use this to show many relations.
Let 1, 2, 3 denote x 1 , x 2 , x 3 in short, respectively.
Lemma 3.2.
Let q 11 = −1, q 23 q 32 = 1. According to [He05c,  Table 2 ], the first node, second node and third node of every generalized Dynkin diagram denote q 33 , q 11 , q 22 , respectively. Let B V be the set of all hard super-letters in B(V ) (i.e. the generators of PBW basis. Hard super-letters were defined in [Kh99, Def. 6]) .
(ii) If
.
Proof.
Assume that [u] is a hard super-letter or zero and u = vw is the Shirshow decomposition of u when [u] = 0. Applying Lemma 3.2 we can show [u] ∈ B V step by step for the length | u | of u.
Lemma 3.4. Let n = km and (s, m) = 1. t 1 , t 2 , t 3 ∈ Z. If t 1 ≡ 1 (mod n), then the following conditions are equivalent.
≡ t 3 sk (mod n) x 1 y 2 + x 2 y 1 ≡ t 4 sk (mod n) x 1 y 3 + x 3 y 1 ≡ t 5 sk (mod n) x 3 y 2 + x 2 y 3 ≡ t 6 sk (mod n)
(mod m)
Lemma 3.5. Let n = km and (s, m) = 1; t 1 , t 2 , t 3 ∈ Z. If (m,
has a solution if and only if
Lemma
be the prime decomposition, respectively.
) is a braided vector space, then V is a connected Z n -YD module such that dim B(V ) < ∞ if and only if one of the following conditions holds:
(i) The generalized Dynkin diagram of V is Weyl equivalent to
(ii) The generalized Dynkin diagram of V is Weyl equivalent to
(iii) The generalized Dynkin diagram of V is Weyl equivalent to
t be the prime decomposition, respectively.
The necessity. By [He05c, Th. 12], we only need to consider the generalized Dynkin diagrams in [He05c, Table 2 ]. The Dynkin diagrams above are in Row 8, 9, 15 of [He05c, Table 2 ]. So we need to exclude the Dynkin diagrams in all other Rows of [He05c, Table 2 ]. This follows from the application of Lemma 2.1 and Lemma 3.4. For instance, Row 1 of [He05c, Table 2 ]. By Lemma 2.1,
≡ sk (mod n) x 1 y 2 + x 2 y 1 ≡ −sk (mod n) x 1 y 3 + x 3 y 1 ≡ −sk (mod n) x 3 y 2 + x 2 y 3 ≡ 0 (mod n) has a solution. Thus by Lemma 3.4
has a solution, which implies that 2 ∤ m and
has a solution. One gets 9 ≡ 1 (mod m), which is a contradiction. So the diagram in Row 1 of [He05c, (i) Row 8 [He05c, Table 2 ]. There exists a DDG Table 2 ]. It follows from Lemma 3.6 when one sets s = −s ′ .
(ii) Row 15 [He05c, Table 2 ]. There exists a DDG Table 2 ].
≡ 3sk (mod 6k) x 1 y 2 + x 2 y 1 ≡ 2sk (mod 6k) x 3 y 1 + x 1 y 3 ≡ −2sk (mod 6k) x 2 y 3 + x 3 y 2 ≡ 0 (mod 6k) has a solution: x 2 = 1, y 2 = 3ks, x 1 = 4, y 1 = 2sk , x 3 = 5, y 3 = 3ks.
(iii) Row 9 [He05c, Table 2 ]. It follows from Lemma 3.6.
Nichols algebras of diagonal type with rank > 3
In this section we prove that finite dimensional Nichols algebra over Z 2 is a quantum linear space and Nichols algebra of connected Z n -YD module V with dim V > 3 is infinite dimensional.
Theorem 4.1. If V is a connected kZ n -Yetter-Drinfeld module with diagonal type and rank > 3, then dim B(V ) = ∞ and ∆(B(V )) is infinite.
Proof.
It is enough to show this is the case for dim V = 4. Except Row 18, Row 20, Row 21, Row 22, all GDDs in [He06a, Table B] contain GDDs in [He05c, Table 2 ]. By Theorem 3.7, these four cases are not GDDs of any kG-YD modules.
(i) Row 18. n = mk , m = 6, (s, m) = 1. By Lemma 2.1,
has a solution. Let s 1 = 2s. Obviously, (s 1 , 3) = 1. Thus
has a solution. Thus by Lemma 3.4
has a solution, which implies that
One gets 5 ≡ 1 (mod 3), which is a contradiction.
(ii) Row 20. n = mk , m = 6, (s, m) = 1. Consider the last GDD in Row 21. By Lemma 2.1,
has a solution. Let s 1 = 2s. Obviously, (s 1 , 3) 
One gets −3 ≡ 1 (mod 3), which is a contradiction. (iii) Row 21. n = mk , m = 6, (s, m) = 1. Consider the last GDD in Row 21. By Lemma 2.1,
Assume that (V, (q ij ) 2×2 ) is a braided vector space. (I) If p is a prime number, then V is a connected Z p -YD module such that dim B(V ) < ∞ if and only if one of the following conditions holds: T2(1) 1 − q 11 q 12 q 21 = 1 − q 12 q 21 q 22 = 0, q 12 q 21 ∈ R p ; p = 3 or p > 3 and (
T2(2) 1 1 + q 11 = 1 − q 12 q 21 q 22 = 0, q 12 q 21 ∈ R p ; p > 2. T2(2) 2 1 + q 22 = 1 − q 12 q 21 q 11 = 0, q 12 q 21 ∈ R p , p > 2. T2(3) 1 + q 11 = 1 + q 22 = 0, q 12 q 21 ∈ R p , p > 2. T3(1) 1 q 12 q 21 = q −2
11 , q 22 = q 2 11 , q 11 ∈ R p ; p > 3 and p ≡ 1 (mod 4). T3(1) 2 q 12 q 21 = q −2 11 , q 22 = −1, q 11 ∈ R p ; p > 2. T8(1) q 12 q 21 = q −3 11 , q 22 = q 3 11 , q 11 ∈ R p , p > 3 and (
(II) Let p be a prime number, n = p β and m = p α with 0 < α ≤ β and β > 1. Then V is a connected Z n -YD module such that dim B(V ) < ∞ if and only if one of the following conditions holds: T2(1) 1 − q 11 q 12 q 21 = 1 − q 12 q 21 q 22 = 0, q 12 q 21 ∈ R m ; p = 3, α = 1; p > 3 and ( −3 p ) = 1. T2(2) 1 1 + q 11 = 1 − q 12 q 21 q 22 = 0, q 12 q 21 ∈ R m ; p = 2, α > 1; p > 2. T2(2) 2 1 + q 22 = 1 − q 12 q 21 q 11 = 0, q 12 q 21 ∈ R m ; p = 2, α > 1; p > 2. T2(3) 1 + q 11 = 1 + q 22 = 0, q 12 q 21 ∈ R m ; p = 2, α > 1; p > 2. T3(1) 1 q 12 q 21 = q −2 11 , q 22 = q 2 11 , q 11 ∈ R m , m > 2; p > 3 and p ≡ 1 (mod 4).
T3(1) 2 q 12 q 21 = q −2
11 , q 22 = −1, q 11 ∈ R m , m > 2; p = 2, α > 3; p > 2. T3(2) 1 ω ∈ R n , s = 1, 2; q 11 = ω Corollary A.6.
Assume q 11 = −1 and (q 22 + 1)(q 22 q 12 q 21 − 1) = 0. If V is connected with rank 2, then the generators of PBW basis B V = {x 1 , x 2 , [x 1 , x 2 ]}.
It follows By Lemma 3.2.
Remark A.7. In this paper, the first node, second node and third node of every generalized Dynkin diagram denote q 33 , q 11 , q 22 , respectively. For example,
−1 −1 r −1 r , q ∈ R m , r ∈ R m ′ , q = r; m, m ′ > 1 denotes q 11 = −1, q 22 = r, q 33 = q, q 12 q 21 = r −1 , q 13 q 31 = q −1 .
