In this paper, block preconditioners for the discretized Ohta-Kawasaki partial differential equation are proposed. We first discretize the Ohta-Kawasaki dynamic equation by time discretization via the convex splitting scheme and spacial discretization via the finite element method. The time discretized scheme is unconditionally energy stable. Due to the ill-conditional feature of the discretized linear system, the preconditioning approaches are required. Then, based on Schur complement, using the construction technique in the recent results, we propose block triangular preconditioners and give the spectral distribution for the preconditioning system. Further, by arranging the discretization system to a generalized saddle point problem, we offer a modified Hermitian and skew-Hermitian splitting (MHSS) block preconditioner for the discretized Ohta-Kawasaki partial differential equation. The distribution of the eigenvalues for the preconditioned matrix is analyzed. Moreover, we present an adaptive m-step polynomial preconditioner to approximate the inverse for the (1, 1) position block matrix in the preconditioned matrix to get better effect of computing the block MHSS preconditioner. Finally, numerical examples are given to illustrate the effectiveness of the proposed preconditioners for the Ohta-Kawasaki equation.
1. Introduction. Diblock copolymers are macromolecules composed by two incompatible blocks linked together by covalent bonds. The incompatibility between the two blocks drives the system to phase separation, while the chemical bonding of two blocks prevents the macroscopic phase separation. Competition between short scale repulsion and long range attraction leads diblock copolymer melts to self-assembling into a rich class of complex nanoscale structures [1, 2] . This makes the polymeric materials exciting from both mathematical and practical points of view.
Modeling and numerical simulation are effective means to investigate the phase separation behavior of block copolymers, such as the self-consistent field theory, coarse-grained Landau theory [3] . Among these models, in [4] , Ohta and Kawasaki presented an effective free energy functional to study diblock copolymers, which can be rescaled as
u(x) is the order parameter which is a measure of the degree of order in diblock copolymers. m = 1
|Ω| Ω u(x) dx denotes the average mass of the melt on the domain Ω. The parameters 1 and σ measure the strength of the interfacial thickness in the region of pure phases and the non-local interaction potential, respectively. In the energy (1.1), the first term penalizes jumps in the solution, the second favors u = ±1, and the last penalizes variation from the mean. More physical background about the Ohta-Kawasaki free energy functional can refer to [4] and corresponding mathematical theories can be found in the literature, see, e.g., [5] and the references therein.
Using the Ohta-Kawasaki free energy functional, a mass conserved dynamic equation can be given as u t = ∆µ. (1.2) µ is the chemical potential, i.e., the variation derivative of E with respect to u Since the dynamical equation is of gradient type, it is easy to see that the energy (1.1) is nonincreasing in time along the solution trajectories of (1.4) with homogeneous Neumann boundary condition ∇u · n = 0 and ∇w · n = 0 on [0, T ] (1.5) and a given initial value u(x, 0) = u 0 (x), x ∈ Ω.
From the viewpoint of numerical computation, it is necessary to construct an energy stable scheme in time discretization. In recent literatures, many energy stable approaches have been proposed for phase field models, e.g., the convex-splitting approach [7] , the linear stabilization scheme [8] , and auxiliary variable methods (which can guarantee the energy dissipation law for a modified energy) [9, 10] . The feature of the convex-splitting reformulation is that all nonlinear terms can be treated as implicit-explicit in a time marching scheme of the linear system at each time step. In this paper, we will present an unconditionally stable energy method based on the convex-splitting approach for the Ohta-Kawasaki dynamic equation (1.4) .
Besides the time discretization, the spatial variable in equation (1.4) is required to discretize. A useful approach for numerically solving partial differential equations is the finite element method (FEM in short). However, the assemble matrix obtained by the FEM for equation (1.4) can result in a stiff linear algebra system. Previous well-established methods for solving the linear system may not be well implemented for the Ohta-Kawasaki discretized system. They may not be convergent or convergent slowly without some appropriate preconditioners. Thus, recently, some special preconditioners based on Schur complement approximation method have been proposed for the Ohta-Kawasaki equation ([11] - [15] ). In this paper, we propose block preconditioners based on Schur complement approximation and a modified Hermitian and skew-Hermitian splitting (MHSS in short) for the discretized Ohta-Kawasaki equation.
The rest of the paper is organized as follows. In Section 2, we discretize the Ohta-Kawasaki dynamic equation via the convex splitting scheme and the FEM. In Section 3, we give two block triangular preconditioners based on Schur complement approximation for the Ohta-Kawasaki model and discuss the spectral distribution.
In Section 4, we propose a block preconditioner based on MHSS and analyze the distribution of the eigenvalues for the preconditioned system. In Section 5, we present an adaptive m-step polynomial preconditioner to approximate the inverse for the (1, 1) position block matrix in the MHSS preconditioned matrix. In Section 6, we offer corresponding numerical examples to demonstrate the efficiency of the derived preconditioners. In Section 7, we draw some concluding remarks.
Throughout the paper, the set of n × n complex and real matrices are denoted by C n×n and R n×n . If X = (x ij ), Y = (y ij ) ∈ R n×n , let X −1 , X T , ||X|| 2 represent the inverse, conjugate transpose and the spectral norm of X, respectively. The expression X > 0 (X ≥ 0) means that X is a symmetric (semi-) positive definite. X > Y (X ≥ Y ) represents that X − Y is a symmetric (semi-) positive definite. The identity matrix is expressed by I. The notation · stands for the L 2 (Ω)-norm.
2. Numerical discretization. Before we can go further, it is necessary to give the weak form of (1.4). Using L 2 (Ω)-inner product and test function v ∈ H 1 (Ω), we can have the weak form of equation (1.4) . Denote the bulk energy density as
We seek to find u(·, t) ∈ H 1 (Ω) and w(·, t) ∈ H 1 (Ω) such that
The boundedness and the stability of the solution u(·, t) for (2.2) have been shown in [6] . Subsequently, we will discretize the dynamic system (1.4) by the convex-splitting scheme in the time direction, and the FEM in the spatial direction.
2.1.
Convex-splitting scheme. The convex splitting scheme (CSS in short) originally proposed by Eyre [7] stems from splitting the non-convex bulk energy density Φ(u) into two convex functions:
Applying the convex splitting to the equation (2.2), we have
In the time discretization, the CSS treats Φ + implicitly, and Φ − explicitly. In particular, let ∆t = T /N , N ≥ 1, be time step size. u n and w n represent the approximation of u(·, t n ) and w(·, t n ), t n = n∆t, in H 1 (Ω). The continuous system (2.2) can be discreted as a semi-discreted system: 
2.2. Finite element discretization. Next, we will discretize the semi-discreted system (2.4) in space using the FEM. Let T h denote a comforming mesh ofΩ with h = max k∈T h {h τ }, τ be the line segment in one-dimensional space or the triangle in two-dimensional space. Let V h be a finite element subspace of H 1 (Ω) over T h . u n h represents the approximation of u(·, t n ) and w n h represents the approximation of w(·, t n ) in V h . The full discretized system for equation (1.4 
) can be obtained by seeking for the test function
The sequence u n h generated by the finite element approximation (2.6) is bounded uniformly in h, as shown in Theorem 2.2.
Theorem 2.2. The sequence u n h defined by the finite element approximation is bounded, i.e. u n h ≤ C( , σ, u 0 , m, c, T, |Ω|), n = 1, 2, · · · , N,
where c depends only on the space dimension d and Ω.
Proof. See Appendix B.
Numerical implementation.
In practical implementation, we impose a uniform dicretization on the spatial domain T h for each t n = n∆t (0 ≤ n ≤ N ). We assume that the dimension of the finite element subspace V h isM , and use the set of piecewise linear φ i as the basis functions which are defined in the usual way. Then V h can be spanned in terms of these basis functions as
If let {φ i }M −1 i=0 be a basis of V h , u n h and w n h can be expressed as
When taking v h = φ j , the discreted system (2.6) can be written as
There exist a significant nonlinear and implicit part in the last term on the right hand side of (2.8b). To address this, it is required an iterative scheme for each time step as follows. Approximating the term by linearity for each j, 0 ≤ j ≤M − 1, then
Now we define the mass and stiffness matrices as
Obviously, M > 0 and S ≥ 0. For 0 ≤ j ≤M − 1, let
Then L (n,k) > 0 and depends on the previous iteration solution at each time step. The vectors F n and E n are defined by the previous time level. Hence, using the approximation of (2.9), the scheme of (2.8) is summarized as follows:
with the starting conditions U (n,0) = U (n−1) and W (n,0) = W (n−1) .
The difficulty in numerical computation.
Based on the previous discuss, it is required to solve the discrete nonlinear problem (2.10) using linear solvers at each time step. Due to a fast increase of memory requirement and bad scaling properties for massively parallel problems, the direct solvers, like UMFPACK [16] , MUMPS [17] , or SuplerLU-DIST [18] , may be difficult to solve (2.10) directly. Hence we need use iteration methods to address these problems. Furthermore, the linear system (2.10) becomes more ill-conditioned as the mesh is refined. For instance in one dimension, Figure 1 and Table 1 give the spectral distribution and corresponding condition numbers for different subdivision. The ill-conditioned system reduces the performance of iteration linear solvers and impedes the convergence of nonlinear solvers which results in the difficulty in numerical computation.
In order to improve the condition number of the linear system and accelerate the convergence of nonlinear iteration, a natural approach is using the preconditioning approach. Table 1 The condition number of the linear system (2.10) for one dimension dynamic equation with different subdivisionM when = 0.1, ∆t = 0.01, σ = 100, n = 1 and k = 1.
M 100 500 1000 2000 cond(A) 0.407e+03 1.009e+04 4.037e+04 1.624e+05
3. Schur complement preconditioners. From Section 2.4, we can see that it is necessary to find appropriate preconditioners for solving the discretized system (2.10). In [14] and [15] , two preconditioners are proposed for the Ohta-Kawasaki model using the fully implicit discrete scheme. In this section, applying the construction technique for the preconditioners in [14] and [15] , we present two preconditioners and give the spectral distribution for the Ohta-Kawasaki discretized system using the convex splitting scheme.
Firstly, using the idea presented in [14] , based on the Schur complement method, the following block triangular (BT in short) preconditioner is constructed for the discretized Ohta-Kawasaki system (2.10) using the convex-splitting scheme:
is a good approximation of the Schur complement:
Further, we give the spectral distribution for the preconditioning system. Theorem 3.1. The eigenvalues of P −1 BT A are real and satisfy
Proof. It is obvious that
Then, it is required to prove
and the corresponding eigenvalues are real.
Suppose v is the corresponding eigenvector of the eigenvalue λ(K −1 K), thus
Obviously, F and G are symmetry. Then v * F v and v * Gv are real. Hence, the eigenvalues of λ(K −1 K) are real. Using (3.4), then
Therefore,
Observe that
Due to
Then
where λ min (M −1 L (n,k) ) > 0. Combining with the derived bounds, thus
Substituting (3.6) and (3.7) into (3.5) leads to
Hence we complete the proof. Secondly, using the similar idea in [15] , in order to eliminate the influence of the matrix L (n,k) on the preconditioner, we discard the matrix L (n,k) directly and present the following preconditioner (EL in short) for the convex-splitting scheme:
Using the similar method in [15] , we can get that the eigenvalues of the corresponding preconditioned matrix P −1 ELÂ are the same as that of P −1 BT A. 4. Our proposed preconditioner. In this section, we will propose a block preconditioner based on MHSS to solve (2.10) using the structure of the linear system and analyze the eigenvalue distribution of the preconditioning system. 4.1. Observation. By rearranging the linear system (2.10), we get the following equivalent two-by-two block linear system:
(4.1)
Then A ∈ R p×p and A > 0, B ∈ R p×p and B ≥ 0. Obviously, the rearranged linear system (4.1) is a generalized saddle point problem, which has wide applications in scientific computing and numerical algebra.
In recent years, many works have been devoted to developing efficient preconditioners for the generalized saddle point problem, such as block diagonal and triangular preconditioners ( [19] - [20] ), and matrix splitting preconditioners ([21]- [29] ). Among the preconditioners, the HSS preconditioner is an efficient method to solve the generalized saddle point problem, originally developed by Bai et al. [28] .
Based on the discussion above, we can apply the HSS method to obtain a preconditioned system for (2.10). However, from our calculation, it can be seen that applying the HSS preconditioner to (4.1) directly results in inefficiency. As an improvement, in the following, we present a modified HSS block preconditioner for the linear system (4.1).
MHSS preconditioner.
Using similar constructing technique as [29] , for any constant α > 0, a modified HSS block preconditioner P M HSS is defined by:
Decomposing P M HSS as
then we obtain
Thus (4.3) turns to
Therefore, we obtain the preconditioned system
where D and F are defined by (4.4).
Spectral distribution.
In this subsection, we will analyze the spectral distribution of the preconditioned matrix P −1 M HSSÃ . 
where σ p , c p , θ p and σ 1 , c 1 , θ 1 are the minimum and maximum eigenvalues of B, M, A, respectively.
Furthermore, if A = αI, then all the eigenvalues of P −1 M HSSÃ are 1. Proof. From (4.6), it is evident that P −1 M HSSÃ has at least p eigenvalues 1. The remaining eigenvalues are the eigenvalues of I − D −1 F . As Premultiplying both sides of (4.8) by u * /(u * u), we get
Note that A > 0, M > 0 and B ≥ 0. Using (4.9), then
Combining (4.10) with (4.11), thus (4.7) is true.
Remark 4.2. Note that the positive interval presented in Theorem 4.1 is not very tight. Therefore choosing λ appropriately coluld obtain a better spectral distribution. This is illustrated by a simple numerical experiment in Figure 2 . 
Practical implementation.
In this section, we try to present an effective method to get the preconditionner P −1 M HSS introduced in Section 4. Due to the influence of L (n,k) on A, it is inevitable to solve the inverse of A many times. Next, we propose a feasible approach to approximate A −1 . In the following, by (5.3) and Lemma 5.1, we present a way to approximate the inverse of A.
Using (5.2), then
Theorem 5.2. Take a positive constant˜ such that
For any required accuracy ε 1 , if there exists d such that
then P d can be seen as the approximate inverse to A, where P and Q are defined as (5.1). Moreover, 
i.e. (5.5). Further, we have
For any required accuracy ε 1 , let d = [log G ε 1 ] + 1.
Hence we complete the proof of Theorem 5.2.
5.2.
Adaptive selection of m. In Theorem 5.2, it is only required to solve P d , which is the approximate inverse to A −1 . Remark A = 2 S + L (n,k+1) as A (n,k+1) . By Theorem 5.2, then
is the approximate inverse to A (n,k+1) . However, when d k+1 increases, the calculation time is large. To alleviate the computational cost, we present an adaptive approach to obtain the smallest d k+1 .
Theorem 5.3. Take a positive constant˜ such that the condition (5.4) is met. Denote
For any required accuracy ε 1 , if there existsd k+1 such that
can be seen as the approximate inverse to A (n,k+1) as well, where P and Q are defined as (5.1). Moreover,
Proof. It is evident that (I − G (n,k+1) ) −1 = (I − G (n,k) − (G (n,k+1) − G (n,k) )) −1 = [I − (I − G (n,k) ) −1 (G (n,k+1) − G (n,k) )] −1 (I − G (n,k) ) −1 . 
[(I − G (n,k) ) −1 (G (n,k+1) − G (n,k) )] (I − G (n,k) ) −1 P −1 , and using Lemma 5.1 we obtain
can be seen as the approximate inverse to A (n,k+1) as well. Obviously,
[(I − G (n,k) ) −1 (G (n,k+1) − G (n,k) )] (I − G (n,k) ) −1 P −1 A (n,k+1) . (5.13) Substituting (5.10) into (5.13) gets
i.e., (5.11) . Further, we have
For any required accuracy ε 1 , let
Hence, we complete the proof of Theorem 5.3. Lemma 5.4.
[26] Let X > 0 and Then
Proof. It is evident that G (n,k+1) − G (n,k) = ( 2 S +˜ I) −1 (L (n,k) − L (n,k+1) ).
Using (5.6) and (5.14) , then G (n,k+1) − G (n,k) ≥ 0.
As G (n,k) > 0, thus 0 ≤ G (n,k+1) − G (n,k) ≤ G (n,k+1) . (5.15 ). Thus we complete the proof of Theorem 5.5.
Remark 5.6. Based on the above discussion, we pay attention to two points: (i) It is faster to compute the approximate inverse of A (n,k+1) using P
In the implementation process, for given precision ε 2 , when L (n,k) − L (n,k+1) < ε 2 , then choosing P (n,k+1) d k+1 as the approximate inverse to A (n,k+1) has the advantage over P Obviously, the condition (5.4) is met.
Parameter α.
In the following, we give two ways to select the parameter α. By taking ρ(T (α)) as small as possible, we present an approach to obtain α. However, it is difficult to compute ρ(T (α)) exactly. Instead, we give an upper bound of ρ(T (α)).
Theorem 5.7. Let A, M ∈ R p×p and A, M > 0, B ∈ R p×p and B ≥ 0. Assume that T (α) is defined in (4.5). Then, we get
Proof. By the definition of T (α) in (4.5), it follows that
where D and F are defined in (4.4) . Note that
Thus
Since A > 0, M > 0 and B ≥ 0, we have
Hence
Remark 5.8. From Theorem 5.7, we can take α as the optimal α * minimizing σ(α). Therefore,
Since α * is related to the eigenvalues of A. It is not economical to compute the optimal parameter α * for the large scale matrix A. Thus, in practical implementation, we make an approximation for α * [30] . The practical choice strategy of parameter α is as follows:
α prac = trace(A) p or α prac = trace(M 4 ) trace(M 4 A −1 ) .
6. Numerical results. In this section, we offer three numerical examples to demonstrate the efficiency of our proposed preconditioners. The experiments are performed from the average of GMRES iteration per Newton step (denoted by IT), the elapsed CPU time of per predictor-corrector step in seconds (denoted by CPU 1 ), the total time of the preconditioned GMRES method required per predictor-corrector step in seconds (denoted by CPU 2 ). Moreover, GMRES is used as the outer Krylov solver with a relative tolerance of 10 −10 in the spectral norm. In this way, we could get the accurate results comparatively. Denote T pc by the total number of predictorcorrector steps and T G is the average of predictor-corrector steps required per fixedpoint iteration method at each time step.
6.1. One-dimensional examples. In the first experiment, let Ω = (0, 1). To highlight the advantage of the approximate inverse method proposed in Section 5, the preconditioned linear system (2.10) is directly solved. In the calculation process, we use the binary recursive method to solve the matrix power series sum.
Set the total number of the space stepM = 100 and the parameter σ = 100. We illustrate the effectiveness of the adaptive method proposed in Section 5.2 hrough Figure 3 and In Figure 3 , when n = 1, we show m and y varying with k in 10 steps process of predictor-corrector method, respectively. In Figure 4 , we calculated m and ε in five time steps update. Take the predictor-corrector step by 10, 10, 9, 9 and 8. From Figure 3 and Figure 4 , during the continuous update of the whole process, the change between L (n,k) and L (n,k+1) is not obvious. Thus m becomes more smaller and no longer strongly depends on the parameter˜ . This greatly reduces the calculation amount of the approximate inverse to A.
To demonstrate the effectiveness of the derived results, we present the process of 100 time steps update for different grid sizes and parameters in Table 2 . From Table 2 , it can be seen that the MHSS preconditioner has the least CPU time compared with other preconditioners. Further, we set that the iteration terminates when the current residual u n − u n−1 is less than 10 −10 and Figure 5 shows the final concentration u withM = 1000. In this subsection, the process of solving the linear system (2.10) by the derived preconditioner is different from that in reference [15] . We use GMRES to solve the preconditioned linear system (2.10), while in [15] , the authors demonstrated the performance of the preconditioned GMRES. Moreover, due to optional parameters, we can obtain better results by choosing appropriate parameters according to specific conditions. Further, as the time level continues updating, the derived adaptively method is robust with varying˜ .
In the second experiment, let Ω = (0, 1) 2 . Moreover, we apply the preconditioned GMRES to solve (2.10) when DOF increases. Thus, we use Table 3 to show the iteration step number and CPU time required by the MHSS preconditioner with different parameters. In the last experiment, let Ω = (0, 1) and take the domain triangulation is 1000×1000 as the mesh size. The coarsening dynamic process is shown in Figure 6 and Figure 7 with different parameters which respectively form the laminar structure and the cylinderical structure. In addition, the energy curve clearly shows that the proposed linear implicit scheme (2.4) inherits the feature of energy dissipation. 6 . The coarsening dynamic process shows the system experience of phase separation using a random initial.
= 0.08, σ = 10 , m = 0 and ∆t = 0.01 in two-dimensional space. B1 is the initial concentration, B2=0.2, B3=4 and B4=13.43. Fig. 7 . The coarsening dynamic process shows the system experiences of phase separation using a random initial. The bubbles appear from coarsening, evolve into same size, and finally form the cylinderical structure. = 0.08, σ = 10 , m = 0.4 and ∆t = 0.0064 in two-dimensional space. T1 is the initial concentration, T2=0.448, T3=1.344 and T4=22.4.
Conclusion.
In this paper, we discretized the Ohta-Kawasaki dynamic equation using the unconditionally energy stable convex-splitting scheme in the time direction and the FEM in the spatial direction. By analyzing the structure of the linear system, we proposed a new MHSS block preconditioner to solve the discretized Ohta-Kawasaki equation. The distribution of the MHSS preconditioned system has been analyzed. A fast algorithm is proposed to efficiently approximate the inverse of the (1, 1) position of the coefficient matrix and makes the MHSS block preconditioner to have better performance in practical implementation. Compared with existing preconditioners based on the approximated Schur complement method, numerical results demonstrate the effectiveness of the MHSS block preconditioner. with (7.2), (7.1) is equivalent to
Taking the test function v = u n − u n−1 in (2.4), then ( u n − u n−1 ∆t , u n − u n−1 ) + (∇w n , ∇(u n − u n−1 )) + σ(u n − m, u n − u n−1 ) = 0, (7.4a) (w n , u n − u n−1 ) − 2 (∇u n , ∇(u n − u n−1 )) − (Φ + (u n ) − Φ − (u n−1 ), u n − u n−1 ) = 0.
(7.4b) Let µ n = w n + σ(−∆) −1 (u n − m) in (7.4a), rearranging (7.4b), thus ( u n − u n−1 ∆t , u n − u n−1 ) = (∆µ n , u n − u n−1 ), (7.5a) (w n , u n − u n−1 ) = − 2 (∆u n , u n − u n−1 ) + (Φ + (u n ) − Φ − (u n−1 ), u n − u n−1 ). The sequence u n h keeps mass conservation in [6] , i.e., (u n h − m, 1) = 0 for n = 0, 1, 2, · · · , N. Hence, (Φ + (u n ), 1) − (Φ + (u n−1 ), 1) − 1 2 u n − u n−1 2 < (Φ + (u n ), u n − u n−1 ), (7.14a) (Φ − (u n−1 ), 1) − (Φ − (u n ), 1) + 1 2 u n − u n−1 2 = (Φ − (u n−1 ), u n−1 − u n ). (7.14b) Substituting (7.14a) and (7.14a) in (7.13), multiplying by 2∆t, then = L * ∆tκk.
Hence, we have κk +1 < (1 + L * ∆t)κk < · · · < (1 + L * ∆t)kκ 1 ≤ e L * T K * .
Thus, fork = 1, 2, · · · , N , combining with (7.20), we get ∇uk +1 h 2 < κk +1 < e L * T K * .
Moreover, using (7.20), whenk = 1, then ∇u 1 h 2 < K * ≤ e L * T K * .
Therefore, for n = 1, 2, · · · , N , ∇u n h 2 < C 2 ( , σ, u 0 , c, T ). (7.21) Substituting (7.21) into (7.6) yields u n h ≤ C( , σ, u 0 , m, c, T, |Ω|), n = 1, 2, · · · , N, which implies (2.7). Hence we complete the proof of Theorem 2.2.
