Complete data tables are presented, and the experimental procedure is described for the present measurements and for earlier cross-section measurements. Graphs of the data are presented, as well as the curves resulting from an energy-independent phase-shift analysis.
perature was measured with a thermocouple attached to the cell. The target pressure was measured with a capacitance manometer whose digital read-out could be transmitted to an on-line computer.
Each of two detector assemblies, left and right of the beam direction, consisted of a stack of three silicon surface-barrier detectors mounted behind a standard gas-target collimator arrangement, which had a geometry factor G oo of 7.0 x 10 s cm-sr and an angular acceptance nf 1/2° to 1° full width at half-maximum (FWHM). The relative and scale errors of the center of mass scattering angle are 0.05° and 0.1°, respectively. The nominal thicknesses of the detectors in a stack were 17, 150, and 1500 urn from front to back. We used the 17-and 150-um detectors to perform AE-E mass identification of the a-particles and simultaneously used the 150-and 1500-um detectors to identify the tritons. The electronic circuitry was approximately as shown in Fig. 3 of Ref. 9 . The polarized beam used had intensities up to 100 nA and polarizations in the range 0.75 to 0.85.
On-line data processing and control of some of the supercube and ion-source functions were carried out with an SDS-930 computer.
III. ERROR ANALYSIS A. Beam Energy
The estimated uncertainties in the above-quoted beam energies include a scale error arising from the absolute calibration of the beam analyzing magnet and relative errors stemming from nonlinearity of the analyzing magnet and uncertainties in the calculated beam-energy losses in the target.
The tandem Van de Graaff energy calibration is based on a measurement of the l2 C(p,p) 12 C isospin-forbidden resonance at 14.23075 ± 0.00020 MeV. 10 We believe the scale error in the calibration of the analyzing magnet from this measurement to be not more than ± 1 keV. The relative calibration error arising from nonlinearities in the analyzing magnet and from magnet-recycling and slit-setting procedures has not been studied completely. However, we estimate this error to be at most ±3 keV The uncertainty in the energy-loss calculations for tritons entering the gas cell is about ±2 keV. The uncertainty in the thickness of the Havar entrance foil on the gas cell contributes an additional relative error of ±11 keV. A quadratic sum of all these relative errors gives an overall energy uncertainty of +12 keV.
The energy spread of the incident beam at the target is dominated by straggling in the Havar entrance foil and the target gas in the cell. Calculations with the code STRAGL" give mean straggling widths of 29 keV in the Havar foil and 16 keV in the 3 He target gas. The variation in these values is less than ±1 keV over the triton energy range. When the Havar and gas straggling widths are folded quadratically with the estimated ±4-keV terminal ripple of the Van de GraafF, the total energy spread in the incident beam is calculated to be 33 keV FWHM.
B. Analyzing Power
The relative errors in the analyzing power Ay arise from (1) counting statistics, including the background; (2) the method used to subtract the background; (3) random fluctuations in the measurement of the beam polarization by the quench-ratio method;random contributions, such as position instability in the beam. The errors shown in Table B-I are relative errors  and are obtained by quadratically combining the counting statistics error with 0. 005, which we believe to be a reasonable estimate of the errors caused by the other factors mentioned above. This value for the random systematic error is based on experience with repeatability of data for this type of experiment.
The scale error for A y arises solely from various errors in determining the absolute value of the beam polarization using the quench-ratio technique because all other scale errors cancel for data taken with symmetric geometry." The sources of scale error include (1) the presence of an unpolarized, negatively charged background in the incident beam that masquerades as a polarized beam when electric, rather than magnetic, fields are used for quenching* (2) enhancement of the polarization by slit-edge scraping as the beam goes from the analyzing-magnet Faraday cup (where the quench ratio is measured) to the target; 12 ' 14 (3) the small, negative polarization in the quenched beam; 12 and (4) depolarization caused by residual gas in the terminal of the tandem Van de Graaff. 15 In checking the effect of (1) periodically during the experiment, we discovered that the discrepancies between electric-and magnetic-field quench ratios were typically 0.010-0.015 with infrequent excursions to as much as 0.025. Polarization enhancement caused by beam scraping is believed to contribute no more than a 0.01 scale error. The error caused by small, negative polarization is probably on the order of 0.005 (Ref. 14) . Both polarization enhancement and the small, negative polarization in the quenched beam tend to compensate for the error caused by (1) . Terminal depolarization reduces the vector polarization by no more than 0.001 (Ref. 15) . We estimate that all these effects cause a scale error of ±0.01 times A y (1%) in our A y measurements. This number is substantiated by the results of Ref. 6 .
At the larger scattering angles of the recoil 4 He particles, multiple scattering of the detected particles in the gas cell exit foil may be significant. Using the methods in Ref. 9 , we found these effects not to contribute a significant error in this experiment.
C. Differential Cross Sections
The laboratory cross sections <r o were computed from the formula where Y is the number (yield) of scattered particles (corrected for background and dead time), 8 0 is the laboratory scattering angle, n is the number of beam particles, N is the number of target particles per unit volume, and G is the gas-target geometry factor. 16 For our symmetric geometry, the yield is the average of the yield of the left and right detectors. Cross sections are not quoted for 8 c . m . = 25° or 155° (0 O = 12.5°) because the detector collimator assemblies intercepted some of the beam leaving the gas target.
The relative errors in the cross-section data arise mainly from (1) reading the capacitance manometer pressure gauge, (2) counting statistics, (3) the method of background subtraction, «.4) random pressure and temperature fluctuations in the target, (5) beam-current integration, and (6) beam-position instability and/or detector-position uncertainty. We estimate that the total error caused by items (1), (3), (4), (5) , and (6) is 1.0%, based on previous LASL experiments with similar targets and on the geometry of the supercube scattering chamber. We expected the total relative error to equal the statistical error plus 1.0%, but it became apparent, even with a small statistical error, that an unknown systematic error was dominating the relative error. A careful study of this systematic effect resulted in the assignment of a relative error of ±2.0% for triton detection and ±2.5% for alpha detection.
The scale errors for the cross section may be traced to (1) calibration of the pressure gauge, (2) calibration of the current integrator, (3) purity of the target gas, and (4) geometry factor G. The error caused by calibration of the pressure gauge is 1.0%, whereas that caused by calibration of the current integrator is of the order 0.2%.
l? The slits used in the experiments were measured with a Lietz split-image optical comparator: from these measurements, we can estimate the G factor to ±0.2% accuracy. The first-order correction to G (Ref. 16 , Eq. (5c). 1) is 0.07%, so deviations of G from G 0O are of no consequence. The overall scale error we assign to our data is, therefore, 1.1 %.
At higher energies, the sharpness of the forward-and backward-angle minima and the steep slopes in the angular distributions suggest a possible need for multiplescattering corrections. 918 We estimated these corrections and found them to be small.
For both analyzing power and cross section, the ±0.02° (lab angle) uncertainty in the detector position possibly could contribute to the relative error in regions where the angular distribution has a steep slope. Calculations with the present data showed this effect to be negligible. Table I summarizes the energies and the number of data points at each energy and provides information on 7 Li energy levels for the reader's convenience." The items marked with an asterisk are previous data from LASL report LA-6188 3 and are repeated here for convenience. Appendix A is a complete numerical listing of the data. The superscripts "t" and "a" on the lab angle indicate whether the triton or alpha particle was detected. The errors given for A y are relative errors; the relative errors for the differential cross sections are ±2.0% for the triton-detected data and ±2.5% for the alpha-detected data. In several cases where the triton and alpha data overlap, there is good agreement. The data were taken in two groups. In the experiment measuring the data of group 2 (set 2 in Table I ), the G-factor was not known precisely, so the absolute values of the cross sections were normalized to the accurate data of LASL report LA-6188' by comparison of several overlapping points at 8, 9, and 10 MeV. The data of group 1 (set 1 in Table I ) were absolute measurements. Twelve-MeV data were also measured previously, as reported in LASL report LA-6188. 5 Comparison with this more accurate previous data (±0.4% scale error) provided a verification of our present absolute errors. For our alpha-detected data we agreed to 1.3%, and for the triton-detected data we agreed to 0.2%. This good agreement reassured us that our gas purity, current integration, and other absolute scale factors were well understood. The experimental procedure for the LASL report LA-6188 cross-section data 5 has never been published and is given in Appendix B to support our present results. Out of 1065 data points measured, 46 were discarded for the following reasons: equipment malfunction, 9 points; detector-assembly interception of the beam at low angles and low energies, 2 points; excessive change in detector efficiency, 29 pants; and excessive beam polarization changes, 6 points. In addition, four analyzing power points and one cross-section point deviated anomolously from the smooth curve of nearby points (with x 2 > 16) and were discarded. The occasional gross changes in detector efficiency were not understood.
IV. DATA ANALYSIS
cm. We are analyzing the data with an energy-independent phase-shift cede HALBNUL Beam currents incident on the target ranged between 10 and 600 nA at a level adjusted to keep the counting rate safe. Amplified pulses from both detectors, gated by the E-AE counter, were digitized and sent to an on-line computer for mass analysis and storage.
V. DISCUSSION
Purity of the spectroscopic grade 4 He gas was determined by measuring the yield of the contaminant peaks in the triton spectra at a standard lab angle and standard incident triton energy (42.5° and 9.844 MeV). These measurements were made at regular intervals during the course of the experiment so that the purity could be determined by interpolation for any time during the experiment. Cross sections for the contaminants were measured directly at the standard lab angle and energy in the scattering chamber with a known quantity of the contaminant gas in the gas target. Typical 4 He purity was 0.997 + 0.002; carbon, oxygen, and hydrogen were the major contaminants. Gas in the target was changed approximately once a day. The pressure and temperature in the gas target were typically 160 torr and 25 °C. The pressure was measured with an accuracy of ±0.2 torr with a diaphragm capacitance-bridge transducer; the temperature was measured to ±0.2° with a Chromel-Alumel thermocouple. The geometry factor (G) of 1.2 x 10 s cm sr was determined by a double slit system of precision-machined nickel slits as described in Ref. 17 .
HI. EXPERIMENTAL PROCEDURE
To obtain a complete spectrum in the center of mass system, two methods were used to measure the cross secticn. In the first method, the recoil tritons and alpha particles were detected at forward angles where the recoil energies were conveniently high. Triton (and alpha) spectra were measured in the manner described in Ref. 17 using the E-AE telescope. At angles greater thañ I5°, the energy of the recoil alphas was too low for these particles to pass through the AE detector into the E detector, and these events could not be mass-analyzed. The second method was used to measure the 4 He(t,a)T cross section at angles greater than ~15°: the singles spectra from the AE detector alone were recorded simultaneously with E-AE coincidence events. When alpha peaks in the AE spectra were separate from the triton peaks and had low flat backgrounds, accurate cross sections could be extracted.
The accuracy of the single-counter technique was tested in the following manner. At angles where the kinetic energy of either the alphas or tritons was sufficient to obtain a mass-analyzed spectrum of the detected particle, the mass-identified spectrum was compared with the spectrum from the single detector. In these cases, the computed cross sections for the alphas or tritons from both spectra agreed to within statistical error.
Examples of spectra are shown in Figs. B-l-B-4. The logarithmic yield scale should be noted. In these spectra, the structure has been simplified for convenience in drafting the figures. The low background in the coincidence spectrum of Fig. B -l is due to slit-edge scattering and contributed a subtraction to the main peak of from 0.5 to 1.0% for the triton spectra and the better alpha He(t,t) 4 He coincidence spectrum at 8.980 MeV, 37.50° (lab angle). The peak contains 58 000 counts over a background of 500 counts. Further details are given in the text. spectra. The error in the cross section caused by this correction was no more than 0.1%. In some of the poorer alpha spectra, the background subtraction was as much as 3%, contributing an error of 0.5% (Fig. B-3) . In  Fig. B-l , the peaks marked C and O are tritons scattered from contaminant carbon and oxygen. As discussed elsewhere, ihese peaks were used for gas purity estimation. Even at the smallest angles, the contaminant peaks were separable from the main peak. The edge "E" denotes the cutoff resulting from an electronic window.
Figure B-2 shows a typical singles spectra from particles striking the front AE detector. Peaks caused by tritons and alphas are evident. Events in channels less than R, result from the large number of tritons passing through the detector; R, denotes the energy equivalent to the range of a triton in the A E detector. The main alpha peak is marked "a." In Fig. B-3 , the bombarding energy and angle are such that the energy of recoil alphas almost corresponds to the range (R Q ) of alpha particles in the detector. In Fig. B-4 Spectra were analyzed off-line to give cross sections with the accuracies cited. On-line analysis available during the experiment gave approximate cross sections to monitor the progress of the experiment. The cross sections were calculated from the yield and other measured parameters in a straightforward way" Corrections were negligible for reactions in the silicon detectors, rate pileup, beam heating of the target gas, multiple scattering compensation in the target exit foil, multiple scattering losses in the beam current collection, and second-order terms in the geometry factor G." Specific tests were made in several cases. Multiple scattering losses in the Faraday cup were tested by accurately measuring the yield at a given angle with and without an extra foil in the beam at the target exit.
Agreement was observed to 0.08% ± 0.3% for triton beam energies of 7 MeV and above.
To test for multiple scattering compensation, extra foils were placed over the target foil where the recoil particles exit. Negligible compensation error was found for alphas with energies greater than 4.2 MeV and tritons with energies greater than 2.9 MeV. This includes all the particle energies of this experiment.
Significant contributions to the cross-section errors are shown in Table B -I. The larger error in the background and dead time was found in certain alpha spectra. Dead times were usually kept to 1% or less, with a negligible error. Errors in the data tables are quoted as scale and relative errors (standard deviations) where the scale error is defined so that the absolute error is the quadratic sum of the scale and relative error. In each case, the energy of the bombarding beam is known to ±15 keV with a FWHM spread of 40 keV, including the effects of foil thickness variation, foil and target-gas straggling, and machine energy resolution. The relative energy of adjacent runs in an excitation function is accurate to ±5 keV. Data were taken successively left and right of the beam to decrease both the statistical error and certain mechanical asymmetries. For example, tests showed that the "indicated zero" of the detector arm angle was 0.16° counterclockwise of true zero. The left-right run average avoided any correction caused by this zero shift. The total included angle of the detector slit system was 0.3°, and the final accuracy nf the measured angle was ±0.03°.
The resulting data were consistent in several ways. Besides the agreement between the singles and coincidence spectra already noted, agreement within the calculated error was observed for duplicated data points. The duplicated data points include angular distributions that were repeated after 9 months and overlap between the angular distributions and excitation functions where the energy and angle were duplicated. 
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