Abstract. In the paper, the authors establish, by using Cauchy integral formula in the theory of complex functions, an integral representation for the geometric mean of n positive numbers. From this integral representation, the geometric mean is proved to be a Bernstein function and a new proof of the well known AG inequality is provided.
Introduction
We recall some notions and definitions. Definition 1.1 ( [15, 26] ). A function f is said to be completely monotonic on an interval I if f has derivatives of all orders on I and (−1) n f (n) (t) ≥ 0 (1.1) for x ∈ I and n ≥ 0.
The class of completely monotonic functions on (0, ∞) is characterized by the famous Hausdorff-Bernstein-Widder Theorem below. where α(t) is non-decreasing and the integral converges for 0 < x < ∞.
Definition 1.2 ([18, 20])
. A function f is said to be logarithmically completely monotonic on an interval I if its logarithm ln f satisfies
for k ∈ N on I.
It has been proved in [3, 8, 18, 20] that a logarithmically completely monotonic function on an interval I must be completely monotonic on I. 
where a, b ≥ 0 and µ is a measure on (0, ∞) satisfying
In 
Definition 1.4 ([1]). If f
(k) (t) for some nonnegative integer k is completely monotonic on an interval I, but f (k−1) (t) is not completely monotonic on I, then f (t) is called a completely monotonic function of k-th order on an interval I.
It is obvious that a completely monotonic function of first order is a Bernstein function if and only if it is nonnegative on I.
then it is called a Stieltjes function, where a, b ≥ 0 are nonnegative constants and µ is a nonnegative measure on (0, ∞) such that
The set of logarithmically completely monotonic functions on (0, ∞) contains all Stieltjes functions, see [3] or [22, Remark 4.8] . In other words, all the Stieltjes functions are logarithmically completely monotonic on (0, ∞).
In the newly-published paper [7] , a new notion "completely monotonic degree" of nonnegative functions was naturally introduced and initially studied.
We also recall that the extended mean value E(r, s; x, y) may be defined as
where x and y are positive numbers and r, s ∈ R. Because this mean was first defined in [25] , so it is also called Stolarsky's mean. Many special mean values with two variables are special cases of E, for example, E(r, 2r; x, y) = M r (x, y), (power mean or Hölder mean)
For more information on E, please refer to the monograph [4] , the papers [9, 10, 11] , and closely-related references therein.
It is easy to see that the arithmetic mean
It is not difficult to see that the harmonic mean
for t ∈ (− min{x, y}, ∞) and x, y > 0 with x = y meets
It is obvious that the derivative H ′ x,y (t) is completely monotonic with respect to t. As a result, the harmonic mean H x,y (t) is a Bernstein function of t on (− min{x, y}, ∞) for x, y > 0 with x = y.
In [21, Remark 6] , it was pointed out that the reciprocal of the identric mean
(1.12) for x, y > 0 with x = y is a logarithmically completely monotonic function of t ∈ (− min{x, y}, ∞) and that the identric mean I x,y (t) for t > − min{x, y} with x = y is also a completely monotonic function of first order (that is, a Bernstein function). In [17, p. 616] , it was concluded that the logarithmic mean
is increasing and concave in t > − min{x, y} for x, y > 0 with x = y. More strongly, it was proved in [19, Theorem 1] that the logarithmic mean L x,y (t) for x, y > 0 with x = y is a completely monotonic function of first order in t ∈ (− min{x, y}, ∞), that is, the logarithmic mean L x,y (t) is a Bernstein function of t ∈ (− min{x, y}, ∞). Recently, the geometric mean G x,y (t) = G(x + t, y + t) = (x + t)(y + t) (1.14)
was proved in [23] to be a Bernstein function of t on (− min{x, y}, ∞) for x, y > 0 with x = y, and its integral representation
for x > y > 0 and t > −y was discovered, where
on (0, ∞) and
. . , a n ) for n ∈ N, the set of all positive integers, be a given sequence of positive numbers. Then the arithmetic and geometric means A n (a) and G n (a) of the numbers a 1 , a 2 , . . . , a n are defined respectively as
and
It is general knowledge that 20) with equality if and only if a 1 = a 2 = · · · = a n . There has been a large number, presumably over one hundred, of proofs of the AG inequality (1.20) in the mathematical literature. The most complete information, so far, can be found in the monographs [2, 4, 12, 13, 14, 16] and a lot of references therein.
In this paper, we establish, by using Cauchy integral formula in the theory of complex functions, an integral representation of the geometric mean
where a = (a 1 , a 2 , . . . , a n ) satisfies a k > 0 for 1 ≤ k ≤ n and
From this integral representation, it is immediately derived that the geometric mean G n (a + t) for t ∈ (− min{a k , 1 ≤ k ≤ n}, ∞) is a Bernstein function, where a + t = (a 1 + t, a 2 + t, . . . , a n + t), and a new proof of the AG inequality (1.20) is provided.
Lemmas
In order to prove our main results, we need the following lemmas. 
with a = (a 1 , a 2 , . . . , a n ) and a k > 0, the principal branch of the complex function
2)
where a + z = (a 1 + z, a 2 + z, . . . , a n + z), meets
Proof. By L'Hôspital's rule in the theory of complex functions, we have
where
an z and 1+az = (1+a 1 z, 1+a 2 z, . . . , 1+a n z). Lemma 2.2 is thus proved. Lemma 2.3. Let a = (a 1 , a 2 , . . . , a n ) with a k > 0 for 1 ≤ k ≤ n and let [a] be the rearrangement of the positive sequence a in an ascending order, that is, [a] = a [1] , a [2] , . . . , a [n] and a [1] 
4)
(2.5)
, 1 ≤ ℓ ≤ n − 1 and ε > 0, we have
as ε → 0 + . As a result, we have
The proof of Lemma 2.3 is completed.
The geometric mean is a Bernstein function
We now turn our attention to establishing an integral representation of the geometric mean G n (a + z) and to showing that the geometric mean is a Bernstein function. Let a = (a 1 , a 2 , . . . , a n ) with a k > 0 for 1 ≤ k ≤ n and let [a] denote the rearrangement of the sequence a in an ascending order, that is, [a] = a [1] , a [2] , . . . , a [n] and a [1] 
, the principal branch of the geometric mean G n (a + z) has the integral representation
1)
where a+z = (a 1 +z, a 2 +z, . . . , a n +z). Consequently, the geometric mean
Proof. By standard arguments, it is not difficult to see that
where h n (z) is defined by (2.4). For any fixed point z ∈ C \ (−∞, 0], choose 0 < ε < 1 and r > 0 such that 0 < ε < |z| < r, and consider the positively oriented contour C(ε, r) in C \ (−∞, 0] consisting of the half circle z = εe iθ for θ ∈ − π 2 , π 2 and the half lines z = x ± iε for x ≤ 0 until they cut the circle |z| = r, which close the contour at the points −r(ε) ± iε, where 0 < r(ε) → r as ε → 0. See Figure 1 . 
where [a] − a [1] = 0, a [2] − a [1] , . . . , a [n] − a [1] . Utilizing the second formula in (3.2) and the limit (2.5) in Lemma 2.3 results in
as ε → 0 + and r → ∞. Substituting equations (3.4), (3.5), and (3.6) into (3.3) and simplifying generate
From (2.2) and (2.4), it is easy to obtain that f a,n (z) = h n z + a [1] + a [1] .
Combining this with (3.7) and changing the variables of integrals, it is immediate to deduce that [2] = · · · = a [n] , that is, a 1 = a 2 = · · · = a n . The proof of the AG inequality (1.20) is complete.
