Summary
Introduction
Component-skills analyses have identified two cognitive (e.g. Shaywitz et al., 1995) , to more linguistically based definitions, e.g. a visual coding ability that depends heavily abilities underlying visual word identification: a phonological and an orthographic component. The phonological component on both visual analysis and linguistic patterns, e.g. lettersound invariances, sequential dependencies, structural has been defined as the ability to use the speech code to store and retrieve information (Vellutino et al., 1995) , a redundancies, letter position frequencies (Vellutino et al., 1995) . process involved in the 'sounding out' of words. The orthographic component has been less explicitly and less How these component processes are represented in the brain has been a matter of interest for some time. Dissociations consistently defined in the literature. Definitions have ranged from exclusionary, i.e. a process whereby one gains access to between the ability to read irregular words and pseudowords seen in patients with acquired alexias have stimulated duallexical representations of printed words without phonological mediation (Olson, et al., 1990), to implicitly visual, i.e. route models that propose the existence of independent neural pathways and distinctly different mechanisms operationalized with tasks requiring visual feature analysis subserving orthographic and phonological components of models that do what humans do without providing models of how humans actually do read (Besner et al., 1990) . word recognition. Surface (orthographic) alexics are impaired in their ability to read irregular words, but they show a A review of the neuroanatomy of reading by Henderson (1986) suggests a role for both a superior and a ventral preserved ability to read regular words and pseudowords, reflecting relatively intact phonological skills. Conversely, pathway connecting visual association cortex to language regions in the left superior temporal gyrus in reading. The phonological alexics are unable to read pseudowords, but show a relatively preserved ability to read real words, superior route includes the left angular/supramarginal region, believed to be involved in phonological processing. The suggesting intact orthographic skills. Dual route models hold that words can be recognized either via a phonological route, ventral route involves outputs from visual cortex to inferotemporal cortex, important for visual discrimination in meaning that words are translated into sound representations by applying grapheme-phoneme correspondence (GPC) rules, primates, and efferents from inferotemporal cortex to the left superior temporal sulcus and inferior parietal lobe. Consistent or via a direct route, wherein word meanings, which exist as entries in a mental dictionary or internal lexicon, are accessed with this, functional neuroimaging has demonstrated the involvement of both temporoparietal cortex and inferodirectly from their visual forms without phonological mediation (Coltheart et al., 1993) .
temporal regions in reading (Bookheimer et al., 1995) and a role for the left angular/supramarginal region in phonological Such theories have been challenged by connectionist models of reading, which have proposed that both phonoprocessing (Petersen et al., 1989; Rumsey et al., 1992) . Lesion studies of the alexias (for review, see Friedman logical and orthographic processing occur simultaneously and in distributed neural networks (Seidenberg and McClelland, et al., 1993) have failed to reveal consistent correlations between lesion sites and differential phonological versus 1989). In such models, visual word forms or representations of meaning exist as patterns of activation within local orthographic impairments. Nonetheless, McCarthy and Warrington (1990) have tentatively hypothesized that the networks and both words and pseudowords are processed via a single interactive process with differences in the availability critical lesion in surface alexia lies in the left posterior temporal lobe, while that in phonological alexia involves the of orthographic and phonological information over time (Waters and Seidenberg, 1985) . Besner et al. (1990) and left temporoparietal region. In both syndromes, reading reflects the use of the residual capabilities of the left Coltheart et al. (1993) have discussed several limitations of such models, including limitations with respect to their hemisphere. The literature discussed above suggests the possibility that performance on pseudowords and failures to account for dissociations seen in the alexias. Recent revisions of conneca superior pathway, involving the temporoparietal region, and a ventral pathway, involving the inferior/middle temporal tionist models have begun to address these issues, however. Following training on a large corpus of regular and exception gyri, both within the left hemisphere, differentially subserve phonological and orthographic processing, respectively. words, a computer network involving sublexical components was able to successfully generalize to the pronunciation of Neuroimaging now offers an opportunity to localize pathways subserving phonological and orthographic components of novel pseudowords and to reproduce data on surface alexia (Plaut et al., 1996) . word recognition. Using 15 O positron emission tomography (PET) to measure Plaut et al.'s (1996) connectionist model holds that a phonological pathway, which is sensitive to both word regional cerebral blood flow (rCBF), the present study examined the neural pathways involved in phonological and frequency and spelling-sound consistency, transforms orthographic into phonological representations, while a second, orthographic components of word recognition in normal readers using pronunciation and lexical decision-making semantic pathway both transforms orthographic into semantic representations and transforms semantic into phonological tasks. The pronunciation tasks contrasted real word with pseudoword reading. Prior studies comparing the neural representations. However, in contrast to dual route views that hold that different types of items (e.g. irregular words and activation elicited by silent reading (Nobre et al., 1994) and passive viewing (Petersen et al., 1990) of real words pseudowords) engage different mechanisms and that lexical and sublexical procedures operate in fundamentally different and pseudowords have not clearly described the linguistic characteristics of their stimuli and/or have relied on pseudoways, these pathways operate according to a common set of computational principles, with processing in the two proposed words that closely resembled real words (e.g. pseudowords that differed from real words by only a single letter), thus pathways intimately related. A partial division of labour between the two pathways is proposed to contribute to permitting pseudowords to be 'read by analogy' to real words (Glushko, 1979; Marcel, 1980) . To maximize contrasts the pattern of preserved and impaired abilities in acquired surface dyslexia.
between phonological and orthographic decoding in this study, we used low frequency stimuli, including pseudowords While both cognitive models have provided descriptions of an abstract mental architecture underlying word processing, constructed from low frequency rhymes (i.e. vowelconsonant units that determine vowel pronunciations). The neither has translated these into corresponding neuroanatomical hypotheses. Indeed, some theorists have charged phonological and orthographic decision-making tasks were adapted from the work of Olson et al. (1994) on developthat such computational efforts may provide word recognition type of processing with greater activation of some regions would be consistent with single route models of reading this study, which was approved by the National Institute for within the limitations of spatial and temporal resolution Mental Health Institutional Review Board. Informed consent available with PET. For example, some regions might be was obtained in writing from all subjects in accordance with more active during phonological processing, while no regions the Declaration of Helsinki. Men with qualifications ranging are more active during orthographic processing. from a high school diploma to a postgraduate degree were Both pronunciation and lexical decision-making tasks have included, with oversampling of those with Ͻ4 years of been used extensively in the behavioural literature to study college. All were physically healthy and free of any history phonological and orthographic processing. If phonological of significant psychiatric disorder or substance abuse as processing represents a unitary, modular process, then both determined from a medical history, physical examination and types of tasks might be expected to identify a common region laboratory screening and the Schedule for Affective Disorders or pathway unique to phonological processing. Alternatively, and Schizophrenia-Lifetime version (Endicott and Spitzer, if phonological processing does not represent a unitary 1978). To ensure an absence of any developmental reading process, these task types may localize phonological prodisorder, prevalent in the general population, a semicessing to different brain regions. structured interview covering developmental and educational A common baseline design was employed to identify and history, a short form of the Wechsler Adult Intelligence compare the brain regions activated by each of the four Scale-Revised (WAIS-R) consisting of four subtests experimental tasks. Differences in activation elicited by (Vocabulary, Comprehension, Picture Completion and Block the phonological and orthographic tasks were tested with Design), the Wide Range Achievement Test-3rd revision additional comparisons of the two within each task type, i.e.
(WRAT-3), and the Gray Oral Reading Test-3rd revision phonological pronunciation was compared with orthographic (GORT-3) were administered. All subjects were of at least pronunciation, and phonological and orthographic decision average intelligence (WAIS-R Full Scale IQ of ജ90) and making were compared with each other. Finally, selective were able to read with average or better speed and accuracy correlational analyses were used to identify additional regions (WRAT-3 reading ജ90, GORT-3 rate and accuracy ജ10). In acting in concert with those activated by the tasks to determine addition, basic spelling and mathematics-calculation skills whether these differed during phonological and orthographic were at least average (WRAT-3 spelling and maths ജ90). processing. Table 1 describes the demographic and psychometric characteristics of this sample.
Methods
To increase homogeneity in the lateralization of language, only right-handed, native English speakers (13 Caucasian, one
Subjects
African American) were selected. Handedness was measured Fourteen, healthy right-handed normal male readers, aged 18-40 years (mean Ϯ SD ϭ 25 Ϯ 5 years), participated in with pantomimed responses to verbal commands from the (Denckla, 1985) and with the Edinburgh Handedness Ques-
Pronunciation
Decision making tionnaire (Oldfield, 1971 
PET image and data acquisition
hierarchical subtraction designs assume serial models of A Scanditronix PC2048-15B (Milwaukee, Wisc., USA) information processing. Common baseline designs are more tomograph was used to acquire 15 contiguous cross-sectional compatible with parallel, distributed processing models. images simultaneously with 6.5 mm within-plane resolution Phonological processing is thought to proceed more slowly (full width at half maximum) and 5.5 mm axial resolution.
than orthographic processing. Some models of word Head movement was minimized through the use of a recognition, e.g. the time-course model of Waters and thermoplastic mask molded to the subject's head which was Seidenberg (1985) and Seidenberg and McClelland (1989) , attached to the scanner bed. Task stimuli were presented on specify that if a word can be recognized orthographically, a computer monitor centrally positioned~50 cm from the processing stops. If not, phonological processing continues subject's eyes and tilted orthogonal to the line of sight.
until the item is recognized. When subjects are pushed Earplugs and occlusive sheets were used to minimize to process information quickly, orthographic processing is extraneous auditory and visual stimulation.
favoured. When subjects are allowed to process information Because recent research has indicated the involvement of slowly or to continue to process information beyond a minimal inferior temporal ('basotemporal') language regions in time, phonological processing is increasingly weighted. Given reading (Nobre et al., 1994; Bookheimer et al., 1995) , scan the nature of these constructs, the experimental tasks were slices were obtained from the level of the inferior temporal self-paced to maximize the probability of subjects' engaging cortex through the level of the inferior parietal lobe. Superior in the desired type of processing and to maximize the total slices containing the supplementary motor area were time spent in cognitive processing across tasks (D'Esposito excluded. A transmission scan was performed using a rotating et al., 1996) . 68 Ge/ 68 Ga source, inspected to correct for attenuation and to ensure the inclusion of the inferior temporal lobes and superior parietal lobe for each subject. Following this, a Procedures mock PET scan, using an injection of saline rather than Subjects were trained on each task prior to being placed in tracer, was completed, to habituate subjects to the procedure. the PET scanner to ensure an adequate understanding of the Subjects performed the visual-fixation task during this scan, tasks. With the subject in the scanner, each of five visual tasks unaware of the absence of a tracer. Ten PET scans were then (a baseline visual-fixation control task and four experimental completed, each using a 30 mCi dose of H 2 15 O administered tasks) was administered twice, with new items on each through an intravenous line. Each task was begun 30 s prior administration of the experimental tasks; this involved a total to the injection and continued throughout 1 min of data of 10 scans per subject. All stimuli were presented as collection per scan.
black lower-case letters or symbols (crosshair) on a white background. A fixed interstimulus rate of 1.2 s was used for all four experimental tasks. Task order was counterbalanced,
Behavioural tasks
such that the phonological version of each task was performed before the orthographic version approximately half the time
Rationale
Pronunciation and lexical decision-making tasks were and vice versa. The baseline visual-fixation control runs were always the third and sixth of the 10 runs. For examples of selected as established techniques for engaging orthographic and phonological components of reading skill. To allow for task stimuli, see Table 2 . the possibility that both types of processing may proceed simultaneously and in parallel, and because phonological Visual-fixation control task. This task was used as a common baseline for defining the activation elicited by each processing may depend on orthographic processing (Seidenberg and McClelland, 1989) , the study design sought experimental task; it required the subject to fixate visually on a crosshair at the centre of the monitor. to emphasize one versus the other differentially, rather than to eliminate one entirely. Both phonological and orthographic tasks were compared with a common baseline-a visualPronunciation tasks. These tasks used only low frequency stimuli, as the behavioural literature has indicated that effects fixation control task-as well as with each other. Several investigators (Demonet et al., 1993; Liotti et al., 1994;  of word regularity only occur at low frequencies (Seidenberg and McClelland, 1989) . Orthographic pronunciation items Bookheimer et al., 1995) have argued for the use of common baseline designs in studies of language and reading, as consisted of words with irregular spellings (i.e. words with unusual spellings which violated the phonetic rules of homophones matched closely for initial consonant and length (e.g. hoal hole, coyn coin) were presented, and the subject English) and/or inconsistent pronunciations (words whose pronunciations deviate from those of neighbours with the indicated which item in each pair was a real word. These decisions could not be made on the basis of phonology, as same rime unit, i.e. that part of the syllable that begins with a vowel). Phonological pronunciation items consisted of the items within each pair had identical pronunciations. The subject held a button press in each hand while viewing pseudowords, constructed such that they did not resemble real words, thus minimizing the ability of subjects to read paired items, one to the left and the other to the right of the centre of the monitor, and pressed the corresponding button them by analogy to real words. Because these items were novel, they could not be recognized orthographically.
to indicate his answer. Correct responses appeared on the left side half the time and on the right side half the time. The low frequency words and pseudowords were presented one at a time in the centre of the monitor. Each Subjects were instructed not to talk, whisper or move their lips during these tasks. To increase the likelihood of orthocontained three to nine letters and one or two syllables. Naming of monosyllabic and multisyllabic words draw on graphically based recognition (Seidenberg and McClelland, 1989) , subjects were instructed to work as quickly as possible the same knowledge representations and processes (Jared and Seidenberg, 1990) . Items for the phonological and while doing their best. orthographic pronunciation tasks were closely matched (across tasks) for initial letter and length (numbers of letters Performance data. These data included reaction times collected by a computer, and the accuracy for each run. and syllables). Subjects were instructed to read the items aloud at a pace that was natural for them. A voice key was Accuracy of pronunciation of words and pseudowords was scored by two raters to consensus using audiotaped voice used to record reaction times, and a live voice recording to determine accuracy.
recordings. When scoring pseudoword pronunciations for accuracy, the raters relied on lists and audiotaped recordings The pseudowords (e.g. cazot, bivy) contained low frequency rimes (e.g. 'ot' in 'cazot') (Stanback, 1991 (Stanback, , 1992 . of all possible correct pronunciations compiled by a linguist. Each item was scored either as completely accurate or as Rime units are central in determining vowel pronunciations, as vowels generally correspond to more than one sound and inaccurate if any sound sequence or element was in error. The percentage of correct responses and the mean reaction the letters that follow a vowel, rather than those preceding it, are the key to correct pronunciation. These units combine time were calculated for each subject for each run. with different 'onsets', i.e. the initial consonant or consonants in the syllable, to form syllables (Stanback, 1992) . Frequencies were calculated for the rime units contained in
Image analysis and task comparisons
Using linear interpolation, the 15-slice scans were resampled all possible correct pronunciations of the pseudowords, as determined by a linguist. Using the lowest frequency rime to 43 slices with nearly cubic 2 ϫ 2 ϫ 2.17 mm 3 voxels. To correct scans for roll, yaw and between-scan head movements, unit for each pseudoword, together with frequency counts compiled by Stanback (1991, Appendix B, Table 2 ), the one scan was corrected for roll and yaw, using a maximum zero-crossover method based on that described by Minoshima median frequency was five and the frequency (mean Ϯ SD) was 56 Ϯ 125 (the unit being the number of words in a et al. (1992) . The remaining scans were aligned to this scan by iterating seven parameters (scale and six movements: roll, large corpus containing the rime). The pseudowords differed substantially from real words; pseudowords containing real pitch, yaw, x-translation, y-translation and z-translation) with the simplex search algorithm (Nelder and Mead, 1965 ) and words and those differing from a real word by only one letter were generally excluded.
testing fit using the maximum zero-crossover method (Venot et al., 1983 (Venot et al., , 1984 (Venot et al., , 1986 . The irregular/inconsistent words (e.g. cocoa, bury) ranged in frequency (the number of occurrences in a large corpus) from 2 to 197 (median 21, mean 27, SD 26) (Carroll et al., 1971) . They ranged from a third to a twelfth grade level,
Task-related differences
Statistical parametric mapping (SPM 4.0) (Friston et al., with the mean and median approximating a sixth grade level (EDL Core Vocabularies).
1989, 1991a, b) was used to examine task-related differences in rCBF. SPM was used to normalize each scan spatially by scaling it to fit the dimensions of the brain atlas of Talairach
Lexical decision-making tasks. These tasks were modifications and extensions of those used by Olson et al. and Tournoux (1988) , aligning it to the estimated location of the AC-PC line (connecting the anterior and posterior (1994) to segregate the two components of word recognition in studies of reading and developmental dyslexia. In the commissures) and reshaping it, via nonlinear resampling, to that of a template PET scan (Friston et al., 1991b) . This phonological decision-making task, paired pseudowords closely matched for initial consonant and length (eg. bape process also resamples each scan into 2 ϫ 2 ϫ 4 mm 3 voxels. Scans were smoothed with a gaussian filter with a baik, criel cride) were presented, and the subject indicated which item in each pair sounded like a real word. In the full-width at half maximum of 2 cm in the x and y planes and 1.2 cm in the z plane. The use of these procedures orthographic decision task, paired words and their pseudo- were made at P Ͻ 0.001 (Z Ͼ 3.09). Because the phonological compared with the orthographic version (P Ͻ 0.01).
and orthographic versions of the experimental tasks were so similar, comparison of these versions with each other were made at P Ͻ 0.01 for increased sensitivity. This liberal
Correlations between brain regions
significance level was chosen to optimize the chances of Because between-task comparisons may not adequately observing differences in the pathways subserving phonocharacterize distributed neural networks subserving languagelogical and orthographic processing, should they exist. Local related processing, additional covariance techniques were maxima, defined as voxels with significant rCBF differences used to identify brain regions acting in concert during with Z-values higher than for any other voxel in a 1ϫ1ϫ1.2 performance of the tasks . For each of the cm 3 cube centred on that voxel, were identified to locate foci four experimental tasks, Pearson partial correlations, with of activation and deactivation. Regions of significance which run number partialled out (see previous section), between a were ഛ8 voxels in extent were excluded.
reference pixel and all other pixels in the brain were calculated The effects of task format were evaluated with a single and mapped (Horwitz et al., 1995b) . The reference pixels SPM comparing the pronunciation runs with the lexical selected were the local maxima in regions showing significant decision-making runs.
phonological versus orthographic differences in activation. A significance level of 0.01 (one-tailed), corresponding to r ϭ 0.4454, was adopted for these analyses.
rCBF-reaction time correlations
To determine whether the resulting correlational maps Relationships between subjects' mean reaction times and differed significantly between the phonological and orthorCBF during the phonological and orthographic versions of graphic versions of each task type, it was necessary to use each task were evaluated on a voxel-by-voxel basis using a identical reference pixels for the phonological and orthocorrelational program written in MATLAB (Math Works, graphic versions of each task. This required the calculation Natick, Mass., USA) (Horwitz et al., 1995a) . Each of two correlational maps for each comparison, one using subject's data were entered as if each of the two runs the local maximum for that task and the other using the local corresponding to the same experimental task provided new maximum for the contrasting (phonological or orthographic) data, and then a correction for repeated measures was task, resulting in four tests for differences in the correlational performed (McIntosh and Gonzalez-Lima, 1992) . Essentially, maps. For example, one phonological pronunciation map was a partial correlation coefficient was calculated, with run constructed using its own local maxima and another using number partialled out. The partial correlations thus have 25 the local maxima of its orthographic counterpart. Correladegrees of freedom (given that there were 14 subjects). A tional maps corresponding to the phonological and ortholiberal level of significance (P Ͻ 0.05 two-tailed, correspondgraphic versions of each type of task were then compared ing to r ജ 0.3811) was adopted to rule out the contribution statistically using a software analysis-program which mapped of variations in rate to differences seen in patterns of differences in partial correlations on a voxel-by-voxel basis activation. The resulting correlation maps, displayed using and tested the resulting differences for significance (Horwitz ANALYZE (Mayo Clinic, Rochester, Minn., USA), were et al., 1995b) . examined to determine whether reaction time was significantly correlated with blood flow in regions showing significant phonological versus orthographic differences. Significant Results correlations with reaction time would indicate that between task differences might be artifacts of subject-determined
Task performance
As shown in Table 3 , subjects were highly accurate across differences in stimulus rate, while a lack of such significant correlations would suggest that the rCBF differences are tasks. Real words were read and both phonological and orthographic decisions were made with mean accuracy more appropriately attributed to differences in cognitive processing.
Ͼ90%. Pseudowords were read less accurately than real words (P Ͻ 0.01), with a mean of 82% of the pseudowords (vi) the anterior/mid cingulate, with local maxima on the left; (vii) the left insula. In the left lingual and fusiform gyri, read correctly.
As predicted, phonological processing was slower than local maxima were identified only during the phonological task, although activation during the orthographic task orthographic processing during both pronunciation and lexical decision making (P Ͻ 0.01). The slowest performance was extended to these regions. For the superior temporal lobe, greater activation was seen in the left than in the right on phonological decision making, where the mean reaction time was 1782 ms, which together with a 1.2 s interstimulus hemisphere. For the left insula, a local maximum was identified only during orthographic pronunciation, although interval, translates into a mean rate of 20 items per minute. The fastest performance was on orthographic pronunciation, the activation seen in left superior temporal cortex during phonological pronunciation extended into the insula as well. where the mean reaction time was 802 ms, which together with the 1.2 s interstimulus interval, translates into a mean
Comparing phonological and orthographic pronunciation with each other, higher blood flow, reflecting greater rate of 30 items per minute. No significant differences in performance (accuracy or (P Ͻ 0.01) activation, was seen in the left superior temporal gyrus [Brodmann area (BA) 22/42] during phonological rate) were seen between the first and second runs of any task (P Ͼ 0.05).
pronunciation (i.e. pseudoword reading). No differences in activation were seen in primary visual cortex, which has been shown to be sensitive to variations in stimulus rate (Fox and Raichle, 1984) . Orthographic pronunciation failed to
PET results
Tables 4-7 list the regions that were significantly activated elicit higher activation in any of the regions. and deactivated by each task (relative to the visual-fixation control), as well as differences between the phonological and orthographic versions of each task.
Deactivation during pronunciation
Both pronunciation tasks resulted in large areas of deactivation. As shown in Table 5 and Fig. 1 , both tasks deactivated the following areas: (i) the left and right temporoparietal
Activation elicited by pronunciation
Relative to the visual-fixation control, both pronunciation cortex (angular/supramarginal region on slices ϩ16 to ϩ32); (ii) the medial parietal lobe (with local maxima in the right tasks (irregular/inconsistent word and pseudoword reading) resulted in similar patterns of activation. As shown in Table  precuneus /posterior cingulate); (iii) the right fusiform gyrus; (iv) medial temporal cortex containing the hippocampi; (v) 4 and in Fig. 1 , both pronunciation tasks activated the following areas: (i) the left lingual and fusiform gyri; (ii) the a large area of the anterior frontal lobes bilaterally. The phonological pronunciation task deactivated a region cerebellum; (iii) the superior temporal gyrus bilaterally; (iv) a central subcortical area encompassing the left thalamus;
in the left inferior frontal cortex and insula. This resulted in lower blood flow here during phonological, relative to (v) the perirolandic cortex (pre/postcentral gyri) bilaterally; Fig. 1 Regions that were activated and deactivated by phonological and orthographic pronunciation and significant differences between phonological and orthographic pronunciation. In this and all other figures, the left side of the brain appears on the left and the right appears on the right in keeping with neurological convention. Z-values are represented on a continuous grey scale, with white and black signifying higher absolute Z-values than grey. Z-values reaching threshold levels of statistical significance are colour coded. Areas of activation appear in red and yellow, with yellow signifying higher levels of significance. White indicates areas approaching significant levels of activation. Areas of deactivation appear in blue, with the darker blue indicating higher levels of significance. Black indicates regions approaching significant levels of deactivation. The top two rows of images illustrate blood-flow changes relative to a visualfixation control elicited by phonological (pseudoword) and orthographic (irregular/inconsistent word) pronunciation. Both pronunciation tasks activated the left lingual and fusiform gyri (not shown), the cerebellum (-20), right and left superior temporal gyri (0, ϩ8), a central subcortical region encompassing the left thalamus (0), bilateral perirolandic cortex (ϩ28) and the left anterior cingulate (ϩ40) and deactivated the angular/supramarginal region bilaterally (ϩ28). The bottom row of images shows differences between the two pronunciation tasks. Phonological pronunciation elicited greater activation of the left superior temporal gyrus (0, ϩ8) than did orthographic pronunciation. F ϭ frontal lobe; T ϭ temporal lobe; Cb ϭ cerebellum; O ϭ occipital lobe; P ϭ parietal lobe. orthographic pronunciation (see Table 5 and Fig. 1) . Similarly, during phonological pronunciation, as only orthographic pronunciation deactivated this region (see Table 5 ). only phonological pronunciation deactivated left anterior inferior temporal cortex, resulting in significantly lower blood flow there during phonological pronunciation. Due to greater deactivation by orthographic pronunciation, lower blood flow
Activation elicited by lexical decision making
As shown in Table 6 and in Fig. 2 , relative to the visualwas seen in the right precuneus/right posterior cingulate region and a medial temporal region (uncus) during orthofixation control, both decision-making tasks activated the following areas: (i) bilateral lingual and fusiform gyri, with graphic pronunciation relative to phonological pronunciation. Higher blood flow was seen in the left supramarginal region more extensive activation on the left; (ii) bilateral cerebellum with local maxima identified on the right during both tasks; making, the left frontal activation overlapped with an area of activation in the left insula, resulting in a significant (iii) parietal cortex bilaterally, including the angular/supramarginal region above the level of the lateral ventricles (slices difference in this region. In addition, significantly higher blood flow during phonological decision making was seen ϩ36 to ϩ44); (iv) perirolandic cortex (pre/postcentral gyri) bilaterally; (v) a midline region in the area of the thalami, in the left middle temporal gyrus. Orthographic decisions were associated with somewhat higher blood flow in left with a local maxima on the right during the phonological and a local maxima on the left during the orthographic task; lingual cortex. However, the voxels showing significant differences in blood flow did not overlap with those in the (vi) left mid/anterior cingulate; (vii) left inferior frontal region. In addition, phonological, but not orthographic, regions of left lingual cortex activated by either task. Again, no significant differences were seen in primary visual cortex. decision making activated the left insula near its border with inferior frontal cortex. This left inferior frontal/insular region Of these differences, the most robust and impressive was the greater activation of left inferior frontal cortex elicited was superior to, and more laterally located than, that deactivated by phonological pronunciation.
by the phonological task, which extended into the left insula. The local maxima during the activation elicited by these Comparing the two decision-making tasks with each other, phonological decision making elicited higher blood flow, tasks (relative to the visual-fixation control) were in BA 44, while that for the difference between the phonological and reflecting greater activation, in the left inferior frontal cortex and the left mid/anterior cingulate. For phonological decision orthographic tasks was anterior to this in BA 46. bilaterally, with more extensive and intense activation seen (i) the angular/supramarginal region at the level of the lateral on the left during both phonological (pseudoword) and ventricles (slices ϩ16 to ϩ28) bilaterally, predominantly on orthographic (real word) pronunciation. Greater activation of the left; (ii) the medial parietal lobe (precuneus/posterior this area was elicited by pseudoword reading relative to cingulate); (iii) the temporal cortex bilaterally, extending real word reading. The phonological decision-making task medially on the left to include the hippocampus; (iv) the strongly activated the left inferior frontal cortex, and this bifrontal cortex. The deactivation seen in midtemporal cortex resulted in higher blood flow being seen here for phonological, was more extensive on the right and included the inferior/ relative to orthographic, decision making. Thus, the pronuncimiddle/superior temporal gyri. That in the left temporal ation tasks were more effective for the identification of region was located more posteriorly, close to the angular posterior language regions involved in phonological progyrus, which was also deactivated. These results are shown cessing, i.e. the left superior temporal gyrus (BA 22/42). in Table 7 and illustrated in Fig. 2 .
Conversely, the decision-making format identified anterior The large area of deactivation seen with phonological language regions involved in phonological processing, i.e. decision making in a posterior midline region containing the the left inferior frontal region (near BA 44/45/46) (Fig. 3) . precuneus/paracentral and posterior cingulate resulted in
The pronunciation tasks were significantly (P Ͻ 0.001) blood flow in this region being significantly lower during more effective in activating both right and left superior phonological decision making.
temporal regions than were the decision-making tasks. Conversely, the decision-making tasks were significantly (P Ͻ 0.001) more activating of the left inferior frontal
Pronunciation versus lexical decision making
and bilateral inferior parietal regions than were the pronunciThe patterns of activation associated with type of task (pronunciation versus lexical decision making) differed more ation tasks. In addition, decision making was significantly (P Ͻ 0.001) more effective in activating the lingual and
Within-task correlations between brain regions
middle occipital gyri bilaterally due to the greater visual using reference pixels stimulation associated with viewing two words at a time For the pronunciation tasks, the reference voxels were the versus one at a time during pronunciation. Bilateral perirolocal activation maxima (relative to visual fixation) seen in landic cortex was activated more on the uppermost slice the left superior temporal gyrus during phonological and (ϩ44) by decision making and more on lower slices (ϩ20 orthographic pronunciation. Similar patterns of correlations to ϩ28) by pronunciation, corresponding to differences in the between brain regions were seen during the two pronunciation nature of the motor response, i.e. button press versus speech.
tasks. During pronunciation, areas of positive correlation were seen in a left lateral inferior frontal region (with a local maximum in BA 45), visual cortex (BA 17/18), the left
rCBF-reaction time correlations
superior/middle temporal gyri (BA 42/22, 21/37), a small Subject efficiency, or rate of performance, was minimally region of right middle/superior temporal cortex (BA 21/22), related to the highly localized phonological-orthographic the left and, to a lesser extent, the right angular/supramarginal differences in blood flow and thus unlikely to account for region, the left superior/middle frontal gyri and the cerethem. No significant correlations between reaction time and bellum. This suggests that these regions act in concert with blood flow were seen in the left superior temporal region on one another to subserve pronunciation. either pronunciation task. A small region of significant (twoFor the lexical decision-making tasks, the local activation tailed P Ͻ 0.05 , r ജ 0.3811) positive correlation (indicating maxima in the left inferior frontal areas were selected. a slower reaction time was associated with higher blood Both phonological and orthographic decision making showed flow) overlapped with the much larger left inferior frontal significant positive correlations involving the right inferior region in which blood-flow differences between phonological frontal region, the left and right superior/middle temporal and orthographic decision making were seen. For orthogyri near the juncture with the angular gyrus, the left middle graphic decision making, this small region was confined to temporal gyrus near its border with the occipital lobe (BA a single slice. For phonological decision making, this region 37/21), the left middle frontal/precentral region, the of overlap was the inferior margin of the region of difference precuneus bilaterally and the cerebellum. Significant positive correlations with the left supramarginal gyrus were seen and extended into slices inferior to this region of difference. only for orthographic decision making. In addition, a local left superior temporal gyrus was seen during phonological (pseudoword) pronunciation, relative to orthographic (real maximum was identified in the left thalamus during phonological decision making, and local maxima in the right word) pronunciation. This difference was statistically significant, but subtle. Greater activation of a left inferior middle frontal region, the left anterior cingulate and the left medial inferior temporal region were identified only during frontal/insular region and the anterior cingulate was seen during phonological, relative to orthographic, decision orthographic decision making.
Of the four comparisons of correlational maps contrasting making. The difference in the left inferior frontal/insular region was striking and quite robust. As expected, the regions engaged by phonological versus orthographic processing, only one resulted in any significant differences phonological version of each type of task required longer processing times. Correlations of reference voxels in the using a liberal two-tailed P-value of 0.05 (Z Ͼ 1.65). This suggests little or no difference during the performance of left superior temporal and left inferior frontal regions activated by these tasks with other brain regions were the phonological and orthographic tasks in the functional relationships of these two key regions (left superior temporal, highly similar for the phonological and orthographic versions of each type of task. left inferior frontal) with other brain regions. Only the comparison of correlational maps for phonological versus Thus, both an anterior and a posterior language region, with close correspondence to Broca's and Wernicke's areas, orthographic decision-making tasks, using the left inferior frontal local maximum for orthographic decision making, respectively, demonstrated significantly greater activation during phonological, relative to orthographic, processing. The yielded a significant result, a small region of marginally significant difference (Z ϭ 1.79). Stronger positive pronunciation tasks were more useful in defining posterior language regions with greater involvement in phonological correlations were seen for phonological, relative to orthographic, decision making at the inferior frontal/ processing, namely, the left posterior superior temporal gyrus. Lexical decision making was more useful in defining anterior perirolandic border bilaterally, but predominantly on the right. Thus, few differences were seen, and these reflected language regions involved in phonological processing, namely, the left inferior frontal/insular region. This difference differences only in strength (not in location or direction), with stronger correlations seen for the more difficult and is consistent with the findings of , who compared real word pronunciation with lexical decision more activating phonological task. making using articulated responses. Because our subjects indicated their lexical decisions with a button press, the possibility that differences in the activation
Discussion
The phonological versus orthographic contrasts within of the superior temporal gyrus by pronunciation versus lexical decision making, as well as differences in phonological each of the two types of tasks, pronunciation and lexical decision making, resulted in differences in the degree of versus orthographic pronunciation, are attributable to the auditory stimulation associated with reading aloud must activation rather than the sites of activation. In contrast, the type of task, pronunciation versus lexical decision be addressed. Along these lines, Howard et al. (1992) demonstrated activation of the posterior left middle temporal making, had a striking effect on the location of the activation. Both pronunciation tasks activated the lingual/ gyrus during single word reading relative to a false font condition with articulated responses; thus, reading activated fusiform gyri, the superior temporal gyri, perirolandic cortex, the insula, the thalamic region and the anterior this region above and beyond any level attributable to associated auditory stimulation. Binder et al. (1994) , using cingulate, with greater activation seen on the left, particularly in the superior temporal gyrus. Both decisionfunctional MRI (fMRI), demonstrated that faster rates of speech stimulation elicited greater activation of the superior making tasks activated the lingual/fusiform gyri, the inferior parietal cortex, the perirolandic cortex, a subcortical region temporal lobe bilaterally, with equivalent rate-response relationships seen in the two hemispheres. In contrast, the that included the thalamus, the mid/anterior cingulate and the left inferior frontal region. Greater activation of the activation of the superior temporal gyrus by pronunciation Fig. 2 The top two rows of images illustrate blood-flow changes relative to a visual-fixation control elicited by phonological and orthographic decision making. Colour coding and abbreviations are the same as for Fig. 1 . Both decision-making tasks activated the lingual and fusiform gyri bilaterally, but predominantly on the left (-12), the cerebellum (-12), the left inferior frontal region, shown only for phonological decision making (ϩ4, ϩ16), a midline region in the area of the thalami (ϩ4), bilateral parietal cortex (partially illustrated on ϩ36), bilateral perirolandic cortex (partially illustrated on ϩ44) and the left mid/anterior cingulate (ϩ44). The bottom row of images shows differences between the two decision-making tasks. Phonological decision making elicited greater activation of the left inferior frontal/insular region (ϩ4, ϩ16) and the left mid/anterior cingulate. demonstrated in the present study was strongly left-lateralized directly from the human inferior temporal lobe, Nobre et al. (1994) reported that discrete portions of the posterior fusiform and was associated with the slower, more difficult, phonological pronunciation task. Thus, neither the differences gyrus responded equally to words and nonwords during silent reading for comprehension. This region has been shown to between pronunciation and lexical decision making nor those between phonological and orthographic pronunciation can be be activated more during silent reading than oral reading, using PET (Bookheimer et al., 1995) . Comparing real word attributed to differences in auditory stimulation.
The greater activation of both left superior temporal and with pseudoword viewing, Petersen et al. (1990) reported equal activation of medial extrastriate cortex. Consistent with left inferior frontal regions by our phonological tasks is generally consistent with the neuroimaging literature on these studies, both real word and pseudoword pronunciation activated medial extrastriate (i.e. lingual) cortex (BA 18) and phonological processing, which has demonstrated activation in these regions, as well as in the temporoparietal cortex the fusiform gyri equally in the present study. Although no local maxima were identified in the fusiform gyrus, the (Petersen et al., 1989; Demonet et al., 1992; Rumsey et al., 1992; Sergent et al., 1992; Zatorre et al., 1992; Shaywitz et al., activation seen in the lingual gyrus extended into this region. In contrast to the lack of left prefrontal activation during real 1995). It appears that these distributed regions participate in a common large-scale language network, such as that word or pseudoword pronunciation in the present study, Petersen et al. (1990) reported that greater activation of a described by Mesulam (1990) , and that variations in the weighting of particular task demands determine which of the left prefrontal area was seen with viewing of real words, than with pseudoword viewing, probably related to semantic participating regions are activated or deactivated in any one study.
processing. The lack of activation here during pronunciation in the present study may be due to the fact that left prefrontal cortex is more active during silent, relative to oral, reading (Bookheimer et al., 1995) . The pseudowords used by Nobre
Phonological (pseudoword) versus orthographic
et al. (1994) were not well described, while those used by Petersen et al. (1990) differed from real words by only a
(real word) pronunciation
To our knowledge, this is the only neuroimaging study to single letter. Because Japanese writing systems offer more marked compare pronunciation of English words and pseudowords and the only study demonstrating differences in the activation contrasts between orthographic and phonological processing, they are of interest for dual versus single route theories of of posterior language cortex when comparing English word reading with pseudoword reading. This finding is probably reading. Kanji characters (morphograms) carry meaning. Kana (syllabograms) have no semantic value, and kana words attributable to our requirement for pronunciation (as opposed to passive viewing as in Petersen et al., 1990) , reliance on must be assembled on a syllable by syllable basis. Both lesion studies and PET studies of Japanese readers lend some low frequency stimuli, design of pseudowords unlikely to be read by analogy to real words, and selection of real words support to the greater involvement of the left angular/ supramarginal region in kana reading and greater involvement whose recognition could not be accomplished phonologically. Nonetheless, differences seen in the activation of the posterior of left posterior inferior temporal regions in kanji reading (Kawamura et al., 1987; Kawahata and Nagata, 1988 ; Law superior temporal gyrus in the present study were subtle, particularly considering our attempts to maximize the et al., 1991) . Using PET with healthy subjects, Law et al. (1991) reported higher blood flow in the left supramarginal/ differences between our real words and pseudowords.
That the nature of stimulus words can have significant angular region during kana reading and higher blood flow in bilateral temporo-occipital areas (BA 37/21) during kanji effects on the resulting patterns of activation has been demonstrated by Fiez et al. (1993) , who, using PET, reading, findings which suggested greater reliance on a superior route in phonologically-based reading and greater demonstrated effects of word frequency and regularity in oral reading. Frequency effects were seen in temporal cortex.
involvement of a ventral route in orthographic processing. However, comparing kana and kanji reading with a visualHigh frequency words activated the right temporal cortex more, while low frequency words activated the left posterior fixation control, Sakurai et al. (1992 Sakurai et al. ( , 1993 found that both kana and kanji activated the left posterior inferior temporal temporal cortex more. Regularity effects were seen in left buried frontal/insular cortex, with exception words, parregion and deactivated the angular/supramarginal gyri, suggesting more similar patterns of activation than those ticularly those of low frequency, being more activating here. Consistent with the above, we found left-lateralized superior described by Law et al. (1991) . Comparing kana word and pseudoword reading, Sakurai et al. (1993) reported greater temporal activation during pronunciation of low frequency real words words in the present study. However, in contrast, activation of the left posterior inferior temporal area for words, suggesting a role for this region in semantic processing. As we failed to find activation of left inferior/insular cortex during oral reading of low frequency irregular/inconsistent with other studies, the words and pseudowords were not well described. words, but demonstrated left superior temporal activation.
In two studies, the silent reading of English real words and Consistent with the above Japanese studies, in the present study we found that both real word and pseudoword reading pseudowords have been compared. Recording field potentials deactivated the angular/supramarginal region and that higher portions of the inferior parietal cortex above the level of the lateral ventricles, particularly on the left, were activated blood flow, reflecting less deactivation, was seen during phonological, relative to orthographic, pronunciation. In during decision making. Consistent with these findings, a recent PET study of contrast, oral reading of words has been reported by others (Bookheimer et al., 1995) to activate this region. Such verbal working memory (Paulesu et al., 1993) identified area 44, the superior temporal gyri (BA 22/42), the supramarginal discrepancies may stem from the nature of the control task and/or from various timing variables (exposure duration, gyri (BA 40) and the insula as forming the 'phonological, or articulatory, loop,' which subserves the ability to repeat interstimulus interval, the relationship between the two, or the time required for cognitive processing). Using a 'visual words in one's head. Both a phonological short-term memory task (remembering visually presented letters) and one noise' control (moving line patterns), Bookheimer et al. (1995) reported activation here with a lengthy exposure requiring subjects to make rhyming judgments about visual consonants activated BA 44, particularly on the left, leading duration (3 s) combined with an interstimulus interval of 1 s (3 : 1 ratio). Sakurai et al. (1992 Sakurai et al. ( , 1993 reported to the proposal that this region is crucial to the subvocal rehearsal system. Phonological short-term term memory deactivation relative to a visual-fixation control for both kana and kanji reading with a stimulus duration of 300 ms (remembering visually presented letters) was also associated with activation of the left supramarginal region (BA 40) and an interstimulus interval of 1700 ms (ratio nearly 1 : 6). In the present study we found deactivation with a mean (Paulesu et al., 1993) , leading the authors to propose that this region is the primary site for the location of the subject reaction-time of~900 ms and a fixed interstimulus interval of 1.2 s. Thus, the use of shorter stimulus durations, phonological store. In addition, it was proposed that the superior temporal gyri (BA 22/42) are involved in having a greater proportion of time spent in decoding and a simple (unchanging) visual control have been associated with phonological processing independent from memory. Bookheimer et al. (1995) found greater activation of a region deactivation of the angular/supramarginal region, whereas long stimulus durations and a more complex and changing in left inferior frontal cortex (BA 47) with silent reading, relative to oral reading, using PET, and Hinke et al. (1993) visual control condition have been associated with the activation of this region. The highly stimulating visual control found activation in Broca's area during silent (internal) word generation using fMRI. used by Bookheimer et al. (1995) 
may have resulted in attentionally mediated increases in blood flow in visual cortex
Other studies requiring phonetic monitoring have also reported activation of left frontal cortex near Broca's area, with concomitant decreases in blood flow in the auditory language areas , providing a lower as well as of superior temporal and supramarginal regions. Such activation has been seen during the monitoring of visual baseline against which to measure the effects of reading.
letters for specific speech sounds (Sergent et al., 1992) , auditory nonwords for a certain sequence of phonemes (Demonet et al., 1992) , and auditory syllables for their final
Phonological and orthographic lexical decisions
Orthographic decision making activated a small region of consonants (Zatorre et al., 1992) . Such findings are consistent with an interpretation in which rehearsal processes and the the left inferior frontal cortex (BA 44). In contrast, a much larger region of activation was seen in this region (BA 44) articulatory loop are both engaged when phonetic decisions are made. Also consistent with our findings, Demonet et al. during phonological decision making with this activation extending into the left insula. Consistent with this, Shaywitz (1992) reported relatively greater difficulty and longer reaction times for phonological, compared with semantic, et al. (1995) reported left inferior frontal activation (BA 44/45) elicited by a task in which subjects viewed two processing. The greater activation of the left anterior cingulate during pseudowords at a time and determined whether they rhymed. The baseline condition was a visual orthographic task in phonological, relative to orthographic, decision making in the present study may reflect greater demands on attentional which subjects viewed two sets of consonant strings and determined whether they contained the same pattern of case resources for decision making (Posner et al., 1988; Nenov et al., 1994; Raichle et al., 1994) . Thus, based on currently alternation (capital or small letters).
The phonological activation seen in the left inferior frontal available data, the greater activation of the left inferior frontal/ insular region seen during phonological decision making in cortex in the present study was elicited by silent decoding of pseudowords, not by rhyme judgments, but rather with a the present study is hypothesized to reflect demands on phonological working memory, while that in the left anterior requirement for comparing pronunciations with those of real words. This task required subvocal articulatory coding and cingulate is thought to reflect the greater attentional demands, rather than being specific to phonological processing. the holding of an item in working memory, while the other in its pair was decoded and compared with it. In contrast, the orthographic decisions on words in the present study were probably, as suggested by subjective reports,
Considerations concerning rate and timing
Because phonological and orthographic processing are accomplished with much less phonological translation and much greater reliance on visual configurations. In addition, thought to differ in their time course (Waters and Seidenberg, 1985; Seidenberg and McClelland, 1989) , a subject-paced the parahippocampal gyrus, anterior to that activated by the tasks, showed higher blood flow during the faster orthographic design was used, in which the exposure durations corresponded to the time needed for each subject to process decision-making task. The present study used a fixed interstimulus interval across tasks, and the total amount of information. As expected, phonological processing was slower than orthographic processing for both pronunciation visual stimulation (across individual items) differed less across our conditions than it did in the study of Price et al. and lexical decision making, as reflected in longer reaction times for the phonological tasks. However, differences in (1994) with manipulation of duration exposure. In interpreting their results, suggested stimulus rate are unlikely to account for the increased activation of the left superior temporal and left inferior frontal that at longer exposures, increases in activity related to word processing may be followed by subsequent decreases in regions during phonological processing. The phonological and orthographic versions of each type of task failed to elicit activity when a word remains in the visual field following the response. If the net effect is to decrease the firing rate in differential activation of visual cortex, including striate cortex, which has been shown to be sensitive to presentation rate a pool of neurons, deactivation may result. Our subject-paced design avoided such post-processing changes. In addition, (Fox and Raichle, 1984) . Correlations between rCBF and reaction time for the pronunciation tasks revealed no proposed that short duration exposures may increase activity by increasing attentional demands, significant results for the left superior temporal region; they were found to differ for the two versions of the task, and rather than by increasing demands on processes vital to word recognition. Thus, the changes in activation seen with fixed there was only a weak and spatially limited correlation for the left inferior frontal region, shown to differ during variations of exposure duration may have little or nothing to do with processes essential to word recognition, and subjectphonological versus orthographic decision making. These results fail to suggest that the differences in activation paced designs may result in activation more closely linked to task-related cognitive processing. between phonological and orthographic processing were a product of differences in stimulus rate, which itself reflected Along these lines, D 'Esposito et al. (1996) , using fMRI, compared two visual matching tasks using both a fixed-pace subjects' processing times.
In a study that systematically compared two exposure and a subject-paced design. In one task, the subject had to match stimuli, while in the other, the stimulus to be matched durations (150 ms with 1000 or 981 ms) during oral reading and lexical decision making, reported was rotated, resulting in longer reaction times. Significant task-related differences in posterior parietal lobe activation effects of stimulus duration in both visual and language regions. For reading aloud, the sulcus between the left seen in the fixed-pace experiment disappeared in the subjectpaced experiment, in which subjects were continuously superior and middle temporal gyri, the posterior lateral sulcus, the left anterior insula and the posterior cingulate were more engaged in cognitive processing. Thus, experimenter-paced designs may erroneously attribute activation associated with activated at the shorter duration. The left and right posterior fusiform gyri were more active at the longer exposures, experimental tasks to specific cognitive operations if their control tasks require shorter cognitive processing times. presumably because of the additional visual stimulation. In contrast, we found significant differences in activation only Resolution of such issues requires a better understanding of the neurobiological substrate of the signals measured with in the left posterior superior temporal gyrus, where greater activation was seen during phonological pronunciation functional neuroimaging. Whether PET activation, being integrated over time, reflects increased synaptic activity (pseudoword reading), which was associated with longer duration exposures in our study. The difference in the exclusively or whether other influences, such as rhythmicity in the firing of neurons, contribute to signals remains unclear direction of the results in language areas across the two studies may be explained by cognitive processing time. The (Horwitz and Sporns, 1994) . Similarly, the degree to which fast neural events that exceed the temporal resolution of PET shorter duration in meant that subjects processed more stimuli and engaged in cognitive processing are captured in the slower, temporally integrated signals and correlations measured with PET remains an important issue for a greater proportion of the scanning time, while the longer durations in the present study corresponded to increased (Horwitz and Sprons, 1994) . cognitive processing times.
For lexical decision making (distinguishing real words from pseudowords), 
found significant
The nature and localization of phonological and effects of exposure duration only in the posterior fusiform gyri (BA 18) bilaterally, where greater activity was associated orthographic processing
As discussed by Demonet et al. (1993) , central language with longer exposures, again presumably because of the additional visual stimulation. Comparing phonological and processes cannot be entirely segregated or suppressed, and it is more appropriate to conceptualize language tasks as orthographic lexical decision making in the present study, we found that most regions of the visual cortex (including varying in the degree of attentional resources allocated to different aspects of language processes. Cognitive tasks used BA 17, 18 and most of 19) were activated equally. Only a small region of the left lingual cortex near its border with in imaging studies are imperfect and artificial representations of natural language phenomena (Demonet et al., 1993) . Along employed the same pattern of case alternation (capital and small letters); operationalized thus, the orthographic tasks these lines, the tasks used in the present study were designed to differentially weight phonological and orthographic coding activated extrastriate cortex, rather than language cortex. Attention to such visual features may be of limited relevance in a manner relevant to dual versus single route models of reading. Reading not only requires a high level of visual to reading, however. Letters within both words and pseudowords are processed differently (e.g. more efficiently) analysis, it also relies heavily on linguistic contributions (Vellutino et al., 1995) , which probably impact upon visual from those within random letter strings (Carr and Pollatsek, 1985) . Rather than viewing orthographic coding as a modular processing demands. For these reasons, the orthographic tasks used in the present study required the recognition of ability that functions independently of phonological and other linguistic systems, Vellutino et al. (1994) have described linguistic patterns, not merely visual feature analysis.
The performance of our tasks required the orchestration orthographic coding as being dependent on attention to visual detail, visual feature and pattern analysis, and the ability to of a network of distributed brain regions. Specific operations (e.g. phonological processing) are thought to be localized detect, represent and categorize invariance, which depends greatly on linguistic systems to encode both word-specific within such networks (Posner et al., 1988; Mesulam et al., 1990) . Pronunciation is thought to rely on phonological and general attributes of printed words. processing more heavily than does lexical decision making by virtue of its requirement for the computation of a complete phonological representation (Seidenberg and McClelland, Implications for dual route versus single route . Therefore, phonological processing was involved in our orthographic pronunciation task to some models of reading While most models of word recognition imply that a word degree. Nonetheless, the pseudoword pronunciation task used in the present study required the application of GPC rules to activates a code or set of codes stored in memory, the unit of analysis and nature of these codes remains controversial. novel letter strings, while real word pronunciation required recognition based on experience, as the irregular/inconsistent Dual route models assume the existence of independent coding systems that operate in parallel. The prototypical dual words violated GPC rules. Similarly, while both lexical decision-making tasks included pseudowords, these tasks route model is that of Coltheart (1978) , who proposed a direct access system involving lexical representations of weighted phonological and orthographic processing demands differently.
known words or word specific associates and a second, indirect route which accesses word meanings by applying Phonological processing is not a unitary process; it refers to a variety of processes, including perception and various GPC rules that permit the decoding of unfamiliar words and pseudowords. memory processes (Wagner and Torgeson, 1987) . Rather than being subserved by a single localized mechanism within the In contrast, activation-synthesis models have proposed that common processes are used to read both known and brain, these processes differentially engage various regions within a large-scale language network. The present findings novel words, including pseudowords. An example is Glushko's (1979) model, which proposed that pseudowords and other findings cited above suggest that these regions include the inferior frontal cortex (BA 44), the superior activate a number of lexical items which are then synthesized to produce an appropriate pronunciation, i.e. pseudowords temporal gyri (BA 22/42), the angular/supramarginal gyri (BA 39/40) and the insula, particularly on the left. As are read by analogy to real words. More recent revisions of such connectionist models have tried to be more explicit in suggested by Paulesu et al. (1993) , BA 44 appears crucial to subvocal rehearsal, the left supramarginal region (BA 40) describing how such activation processes work. Examples are models proposed by Plaut et al. (1996) and by Van Orden may be instrumental in storing phonological information, and the superior temporal gyri (BA 22/42) may be intimately et al. (1990), which dispense with word level 'nodes' or detectors, substituting parallel distributed processing in which involved in phonological processing independent from memory. Given our findings and those of others (Price et al., nodes for subsymbolic portions of words or spelling patterns, including rime units, are directly connected to nodes for 1994) that the superior temporal gyrus, particularly on the left, is activated more by reading aloud than by lexical phoneme values. Subsymbolic (i.e. sublexical) units, which include orthographic and phonological subsymbols, covary decision making and, given its involvement in semantics (Mesulam et al., 1990) , it may be critical for phonological with each other, and this covariance across words comes to be represented in the connections between these subsymbols. recoding for lexical access (Wagner and Torgeson, 1987) .
Orthographic processing is a relatively poorly defined Each orthographic subsymbol is connected to a phonological subsymbol via a modifiable weight. Covariant learning adjusts construct (Vellutino et al., 1994) . In contrast to the linguistically based design used in the present study, orthothese weights, forming word-specific coherent covariances, which account for effects of frequency and other word graphic tasks used in conjunction with other neuroimaging studies have operationalized this construct with tasks characteristics. Knowledge is represented in the weights among different connections. involving primarily visual feature detection. Shaywitz et al. (1995) asked subjects to judge whether two consonant strings
The findings of the present study are consistent with such single route, connectionist models of reading, as neither taskcortex and deep white and grey matter of the left hemisphere, while sparing occipital cortex and frontal language regions related differences in activation nor correlational analyses revealed regions unique to phonological or orthographic (Friedman et al., 1993) . Nonetheless, functional neuroimaging studies of alexic patients should shed further light on whether processing or any regions differentially weighted toward involvement in orthographic processing. The sole exception their lesions force them into the use of alternate routes in the brain or whether such lesions alter their reliance on was the left insula, which was activated only during phonological decision making, but whose activation different, closely related pathways (e.g. a phonological and semantic pathway, such as that proposed by Plaut et al., overlapped with that in the left inferior frontal region, activated by both decision-making tasks. Taken as a whole, 1996) within a common neural network. these results are consistent with both types of processing being subserved by a common neural network.
Also supporting reliance on a common network are
Limitations and future directions
Limitations of the present study include the spatial and behavioural studies demonstrating substantial positive correlations between pseudoword/regular word identification temporal resolution of PET, sampling limited to one gender, and reliance on intersubject averaging. Individual variability and irregular word identification (Gough and Walsh, 1991) . Furthermore, pseudoword pronunciations can be influenced in brain anatomy and functional localization within association regions, particularly in temporal and inferior by exposure to real words with similar spellings (e.g. deadvead) (Kay and Marcel, 1981) and by semantically related parietal regions, may bias PET toward identifying functional areas of large extent or those with little intersubject variability entries (e.g. sofa-louch) (Rosson, 1983) . For a critique of the assumptions of dual route models and the corresponding (Steinmetz and Seitz, 1991) . Nonetheless, using PET methods with even less axial resolution and with intersubject behavioural literature, see Van Orden et al. (1990) .
Consistent with single route theories and our findings is averaging, Haxby et al. (1991) has demonstrated a double dissociation between visual pathways for object (i.e. face) Mesulam's (1990) view that the lexicon is represented by a distributed multidimensional information matrix, rather than recognition and that for spatial location. Face discrimination activated a ventral visual pathway which included a region a collection of specific word codes. Wernicke's area (BA 22) on the posterior superior temporal gyrus lies at the semanticnear BA 37 bilaterally, while a spatial dot location task activated a superior pathway from visual cortex into the lexical pole of a language network, while Broca's area (BA 44/45) in the inferior frontal gyrus lies at the syntacticsuperior parietal lobe. Sex differences reflecting greater lateralization of language articulatory pole (Mesulam, 1990 ). Wernicke's area is a nodal bottleneck for accessing information about phonologicalfunction have been reported in inferior frontal regions in studies using fMRI (Shaywitz et al., 1995) . Men activated semantic relationships, while Broca's area may provide a bottleneck for transforming word representations into only left frontal regions, while women showed bilateral frontal activation during the performance of a rhyme-judgment task corresponding articulatory sequences. This may involve subvocal rehearsal or articulatory programming, as Broca's which employed visual pseudowords. The size of such effects may be small, however, as suggested by a PET study of area is activated during silent reading (Bookheimer et al., 1995) and during internal speech (Hinke et al., 1993) . silent reading in which no regionally specific effect of sex attained significance (Price et al., 1996) . While our male According to Mesulam (1990) , dissociations resulting from brain damage reflect constraints of the architecture of sample showed unilateral, left inferior frontal activation during decision making, this group showed bilateral, leftinformation flow, rather than the prior existence of fixed routes dedicated to different forms of language processing. lateralized activation of the superior temporal gyrus during pronunciation. Thus, the tendency toward unilateral activation In accordance with this view, dissociations between the ability to read regular words and pseudowords versus irregular/ seen in male readers may be confined to anterior language regions or to certain types of tasks, i.e. to decision making, inconsistent words seen in the alexias are relative (Wolf and Vellutino, 1993) and fail to show clear anatomical correlates.
but not to silent or oral reading. Future studies using PET or fMRI methods that allow the Lesions causing phonological alexia (impaired pseudoword reading with relatively intact real word reading) are extensive; interpretation of individual data are needed to further resolve issues pertaining to intersubject variability. Parametric studies they frequently result from middle cerebral artery strokes, and fairly consistently include the superior temporal lobe (Frackowiak and Friston, 1994 ) that systematically vary timing variables, such as stimulus duration, interstimulus and angular and supramarginal gyri (Friedman et al., 1993) . Anatomical lesions causing orthographic (surface) alexia interval and demands on subjects for rapid processing, and perhaps the use of magnetoencephalography to resolve the (impaired irregular word reading with relatively intact phonological skills) are extensive and heterogeneous; they time course of neuronal activity contributing to haemodynamic changes measured with PET and fMRI result from a variety of aetiologies, including closed head injury, intracerebral haemorrhages, tumours and multifocal (George et al., 1995) may further our understanding of these parameters. Additional studies are also needed for further cortical degeneration, most frequently affect the left superior temporal gyrus, and tend to involve the left temporoparietal elucidation of the functional networks involved in reading, hypothesize is not modular in nature, but involves visual coding as well as coding of linguistic patterns or invariances. resolution available with PET and intersubject averaging.
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