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Abstract
Inference problems in dynamically data-driven application systems use physical measurements
along with a physical model to estimate the parameters or state of a physical system. Develop-
ing parallel algorithms to solve inference problems can improve the process of estimating and
predicting the physical state of a system. Solution to inference problems using the variational
approach require multiple evaluations of the associated cost function and gradient, where the
gradient is deﬁned as the increase/decrease inﬂection point of the variable between two points.
In this paper we present a scalable algorithm based on augmented Lagrangian approach to
solve the variational inference problem. The augmented Lagrangian framework facilitates par-
allel cost function and gradient computations. We show that the methodology is highly scalable
with increasing problem size by applying it for the Lorenz-96 model.
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1 Introduction
Dynamically data-driven application systems (DDDAS [2, 4]) is a paradigm whereby simulations
and measurements become a symbiotic feedback control system. An important application of
DDDAS is the solution of inference problems where information from physical measurements
is combined with a mathematical model to obtain estimates of the state or parameters of a
physical system.
In this work, we develop a parallel framework to solve the inference problems. Our method-
ology is based on the variational framework and can have numerous applications in DDDAS.
Examples include data assimilation for numerical weather prediction, the dynamic steering
of the measurement process to improve overall forecasts [13], and dynamic location of faulty
sensors.
Typically, there are two popular approaches to solve inference problems: variational and
ensemble-based methods. The variational approach is based on optimal control theory, whereas
the ensemble-based approaches is rooted in statistical estimation theory. In this paper, we fo-
cus on the variational approach. The variational approach requires the development of adjoint
and tangent linear models. This method is popular in most national and international numer-
ical weather forecast centers to provide the initial state for their forecast models. Variational
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approaches require applying an optimization algorithms, such as L-BFGS (Limited memory
Broyden Fletcher Goldfard Shanno) [9] and conjugate gradient methods. The gradient is evalu-
ated by solving the adjoint model. The entire process of evaluating the cost function, gradient,
and subsequently using these computations in the optimization process is highly sequential.
The current generation of computers are becoming more and more parallel and the processor
speed is not increasing rapidly. As our understanding of the physics improves, the computer
model representing physics of the dynamical system becomes more and more complex. Hence
it is necessary to develop parallel and scalable algorithms to solve inference problems.
Tre´molet and Le Dimet have shown how variational data assimilation (4D-Var) can be used
to couple models and to parallelize the computations in the spatial direction [14]. In [11], the
author considers diﬀerent data distribution strategies to perform scalable 4D-Var. However,
the scalability is restricted to spatial parallelism. A scalable approach for variational data
assimilation is presented in [6]. The authors achieve parallelism by dividing the 4D-Var into
multiple 3D-Var sub-problems. In [1], the authors show how to apply augmented Lagrangian
approach to constrained inference problems in the context of graphical models.
In this paper, we present a scalable parallel algorithm for solving the 4D-Var problem. The
algorithm evaluates the important components of 4D-Var namely, cost function and gradient
computations in parallel. The most important contribution of this work is that it achieves
parallelism in temporal direction and can be conveniently extended to achieve parallelism in
spatio-temporal directions. This approach is similar to our previous work on adjoint-based time-
parallel integration [12]. The paper is organized as follows: Section 2 gives a brief description
about data assimilation and 4D-Var. In Section 3 we show how the 4D-Var can be reformulated
using augmented Lagrangian technique so that the gradient and cost function evaluations can
be parallelized. Section 4 gives a detailed description of the parallel algorithm. Section 5 shows
the numerical experiments with the chaotic Lorenz-96 model and Section 6 gives concluding
remarks and future directions.
2 Data assimilation and 4D-Var
Data assimilation (DA) is the fusion of information from imperfect model predictions and noisy
data, to obtain a consistent description of the state of a physical system [5, 7]. To obtain an
estimate of the true state of a system xtrue, three diﬀerent sources of information are combined:
the prior information, the model, and the observations. The best estimate that optimally fuses
all these sources of information is called the analysis xa. The following subsections brieﬂy
describe the sources of information.
Prior information. The prior information encapsulates our current knowledge of the sys-
tem. The prior information is captured by the background estimate of the state xb and the
corresponding background error covariance matrix B.
The model. The model captures our knowledge about the physical laws that govern the
evolution of the system. The model evolves an initial state x0 ∈ Rn at the initial time t0 to
future states xi ∈ Rn at future times ti. A general model equation is represented as follows:
xi = M0,i (x0) . (1)
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The observations. Observations represent the snapshots of reality available at discrete time
instances. Speciﬁcally, measurements yi ∈ Rm of the physical state are taken at times ti, i =
1, · · · , N
yi = Ht
(
xtrue (ti)
)− εmeasi , i = 1, · · · , N.
The observation operator Ht maps the physical state space onto the observation space. The
measurement errors are denoted by εmeasi .
The model state is related to observations by the following relation:
yi = H (xi)− εobsi , i = 1, · · · , N, (2)
εobsi = ε
repres
i + ε
meas
i .
The observation operator H maps the model state space onto the observation space. The obser-
vation error term
(
εobsi
)
accounts for both measurement and representativeness errors (εrepresi ).
The measurement errors can be attributed to faulty equipments. The representativeness errors
are due to the inaccuracies of the numerical approximation inherent to the model.
2.1 Four dimensional variational data assimilation (4D-Var)
In 4D-Var, one ﬁnds the control variable which minimizes the mismatch between the model
forecasts and the observations. In strong-constraint 4D-Var, the control parameters are the
initial conditions x0; they uniquely determine the state of the system at all future times via
the model equation (1). The background state is the prior knowledge of the initial conditions
xb0 . Given the background value of the initial state x
b
0 , the covariance of the initial background
errors B0, the observations yi at ti and the corresponding observation error covariances Ri,
i = 1, · · · , N , the 4D-Var problem provides the estimate xa0 of the true initial conditions by
minimizing the following cost function:
J (x0) = 1
2
(
x0 − xb0
)T
B−10
(
x0 − xb0
)
+
1
2
N∑
i=1
(H (xi)− yi)T R−1i (H (xi)− yi) , (3)
subject to the constraint posed by the model equation (1). The 4D-Var can be formulated as
xa0 =arg min
x0
J (x,x0)
subject to (1) .
(4)
The optimal solution for the inverse problem (4) can be found by using the adjoint sensitivity
approach described extensively in [8] and [16]. The solution procedure using the adjoint sensi-
tivity procedure cannot be parallelized as it is. In order to parallelize the solution procedure,
we reformulate the problem using the augmented Lagrangian framework.
3 4D-Var using the augmented Lagrangian framework
The 4D-Var cost function is given by
J = 1
2
(
x0 − xb0
)T
B−10
(
x0 − xb0
)
+
1
2
N∑
k=1
(H (xk)− yk)T R−1k (H (xk)− yk) . (5)
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The cost function (5) is subject to the following model constraints:
xk+1 = Mk,k+1 (xk) , k = 0, 1, · · · , N − 1 . (6)
In equation (6)Mk,k+1 represents the model, given the physical state, xk at time tk evaluates the
state xk+1 at tk+1. The augmented Lagrangian associated with (5) with (6) as the constraints
is given by [15]:
L = 1
2
(
x0 − xb0
)T
B−10
(
x0 − xb0
)
+
1
2
N∑
k=1
(H (xk)− yk)T R−1k (H (xk)− yk)
−
N−1∑
k=0
λTk+1 (xk+1 −Mk,k+1 (xk))
+
μ
2
N−1∑
k=0
(xk+1 −Mk,k+1 (xk))T P−1k (xk+1 −Mk,k+1 (xk)) , (7)
where, λ are Lagrange parameters, R is the observation error covariance matrix, and P is a
scaling matrix. The gradient of the augmented Lagrangian can be computed in parallel over
the diﬀerent sub-intervals.
4 The parallel algorithm
The solution procedure for 4D-Var requires multiple cost function and gradient evaluations. In
this Section we describe a detailed procedure to evaluate the cost function and the gradients
in parallel. Equation (7) can be used to carry out the cost function computations in parallel.
Each cost function computation requires one model evaluation per processor. To complete the
gradient evaluation, each processor needs to compute one forward and adjoint model. It should
be noted that to begin the optimization, we need an initial guess for x and λ. The initial guess
for xk’s can be obtained by performing a forward integration using the background value for
initial conditions. At optimality, we know that
B−10
(
x0 − xb0
)
+ λ0 = 0 (8)
holds. Hence we can use (8) to obtain an initial guess for λ.
The optimization proceeds in two stages: inner and outer iterations. Inner iterations solve
the optimization for a particular value of μ and λ. Subsequently, the values are μ and λ are
updated after every inner iteration. The update after iteration k is carried out as follows:
μk+1 = ρμk (9a)
λk+1i = λ
k
i − μk (xi −M (xi−1)) , i = 1, . . . , N . (9b)
Diﬀerent strategies to update μ and λ can be used [3]. To achieve temporal parallelism, the as-
similation window is divided into multiple sub-intervals. The state variable for the optimization
process is the augmented variable containing the state vector at the beginning of each of the
sub-interval. The initial state vector of the augmented Lagrangian in (7) is an augmentation
of states at the beginning of every sub-interval obtained by propagating the background state
using model equations. Figures 1 and 2 illustrate the convergence process. We start initially
with a low value of μ, ensuring that the constraints are imposed loosely. Hence large disconti-
nuities and large errors are seen in the green curve. Subsequently, μ is increased and as a result
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Figure 1: Convergence of the parallel algorithm towards the ﬁnal solution. Three diﬀerent
variables are shown as an illustration.
the constraints are satisﬁed accurately. Black curve does not have any discontinuities, has very
low errors compared to previous iterations and resembles the strong-constraint 4D-Var solution
closely.
5 Numerical experiments
In this study we test the parallel implementation of the 4D-Var algorithm using the 40-variable
Lorenz-96 model [10]:
dxi
dt
= xi−1 (xi+1 − xi−2)− xi + F , (10)
where x = (x1,x2, . . . ,x40)
T ∈ R40 is the state vector, and the forcing F = 8. We use synthetic
observations to perform the data assimilation. The synthetic observations are generated by
perturbing the reference trajectory with normal noise at uncertainty level of 5%. The back-
ground uncertainty is set to 8%. For convenience, no observations are taken at the beginning
of an assimilation window. We compare the parallel and serial versions of the algorithm were
run on a multi-core machine. The parallel algorithm was implemented in parallel-matlab.
5.1 Numerical results
We compare the performance of the proposed parallel implementation with that of the standard
4D-Var. We show both root mean square error (RMSE) and timing comparisons between the
two implementations. The RMSE relative to the reference solution is used to compare the
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Figure 2: Error in the solution at diﬀerent stages. The serial solution is taken as a reference to
compute the errors. Three diﬀerent variables are shown as an illustration.
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Figure 3: RMSE comparison between serial and 4D-Var for Lorenz model.
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Figure 4: Timing Comparisons between serial and parallel 4D-Var (with 12 threads) for Lorenz
model .
analysis obtained by both 4D-Var and parallel 4D-Var. The RMSE is given by
RMSE =
√√√√ 1
nvar
nvar∑
i=1
(xi − xtruei )2 , (11)
where xtrue is the reference solution, and x is the analysis (both propagated forward in time over
the window). RMSEs for both implementations are calculated over the assimilation window by
propagating the states, x, and xtrue using the full model and applying (11). Figure 3(a) show
the RMSEs of the parallel and the standard 4D-Var. We see that the parallel 4D-Var matches
the serial version well. Figures 5(a) and 5(b) show the scalability of cost function and gradient
computations. Figure 4 shows the timing comparisons of serial and parallel 4D-Var. It can
be seen that the parallel algorithm is scalable in a weak sense, i.e., as the total computational
work increases, the time taken to complete it is approximately constant.
6 Conclusions and future work
In this paper we have presented a scalable framework to solve variational DDDAS inference
problems in parallel. Cost function computations and gradient evaluations, which are the
main components of the algorithm, can be performed completely in parallel. We illustrate the
proposed approach using a data assimilation test for the Lorenz-96 model. We see that the
algorithm is feasible and gives real speed-up. The Lagrange parameter λ and μ can be updated
to improve the convergence of the optimization. We intend to apply this algorithm to large scale
problems such as, shallow water models and WRF (Weather Research and Forecast) models.
A natural extension to this methodology is to include space-time parallelism. We intend to use
certain ideas from [6] to further improve the scalability of the algorithm.
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Figure 5: Timing comparisons for cost function and gradient computations between serial and
parallel algorithms for Lorenz model.
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