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Abstract
It is shown that, for any time-invariant exponentially stable linear systemwith additive disturbances, time-varying exponentially
stable interval observers can be constructed. The technique of construction relies on the Jordan canonical form that any real
matrix admits and on time-varying changes of coordinates for elementary Jordan blocks which lead to cooperative linear
systems. The approach is applied to detectable linear systems.
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1 Introduction
Interval observers, appeared in the last decade as
an alternative technique for robust state estima-
tion [Gouze´ et al., 2000], [Rapport et al., 2003]. It is
based on differential inequalities that allow to de-
rive bounds for the solutions of a differential sys-
tem at any time instant. This approach is signifi-
cantly different from the technique based on clas-
sical observers (see for instance the contributions
[Luenberger, 1964], [Besanc¸on and Hammouri, 1996],
[Andrieu et al., 2009]): when only the initial condition
is assumed to be unknown, both classical observers and
interval observers converge asymptotically to the solu-
tions of the considered system but, in addition, interval
observers supply certain information at any instant, pro-
vided that bounds on the initial conditions are known.
Interval observers have been introduced to cope
with uncertainties that are known to characterize
some classes of systems. That is one of the rea-
sons why this technique is becoming more and more
popular [Moisan et al., 2009], [Raissi et al., 2005],
[Mazenc and Bernard, 2010], [Mazenc et al.], and
has been especially successful in the domain of
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biotechnological processes [Bernard and Gouze´, 2004],
[Moisan and Bernard, 2005], [Moisan, 2007] where the
uncertainties are large.
Interval observers can be straightforwardly constructed
for any asymptotically stable cooperative systems (i.e.
for systems whose Jacobian matrices have non-negative
off-diagonal entries [Gouze´ et al., 2000]). Indeed, these
systems have the distinctive property to keep the par-
tial order between two trajectories [Smith, 1995]. Thus,
if the (unknown) initial condition of the real system
can be bounded between two known values, the trajec-
tories of the same system starting from these bounds
will enclose the real trajectory. Observe that cooper-
ative continuous-time linear systems are always posi-
tive systems but this is not the case for discrete-time
linear systems. These systems are positive systems if
and only if the system matrices are nonnegative (see
[Haddad et al., 2010] and [Germani et al., 2007]). How-
ever, cooperativity is a rather specific feature, and
most of the systems are not cooperative. This is the
main limitation of the interval observer theory. In the
present paper, we overcome it for a fundamental fam-
ily of systems: the linear time-invariant exponentially
stable systems with additive disturbances. We succeed
in doing this by showing how any of these systems can
be transformed through a change of coordinates into
a cooperative system. This question has been recently
solved for linear systems of dimension two in the work
[Mazenc and Bernard, 2010] where two key results are
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established. First, it is proved that for a specific class
of systems no time-invariant changes of coordinates
can turn these systems into cooperative systems. Sec-
ond, it is shown that any planar exponentially stable
time-invariant linear system can be transformed into a
cooperative exponentially stable linear system through
a time-varying change of coordinates.
The purpose of this paper is to extend the main con-
struction proposed for two dimensional systems in
[Mazenc and Bernard, 2010]: we present a technique
of construction of interval observers which applies to
any linear exponentially stable time-invariant system of
arbitrary finite dimension.
Our design relies on the fact that any real matrix can
be transformed into a matrix of the Jordan canonical
form (see [Perko, 1991, Section 1.8]). This property en-
ables us to find changes of coordinates which transform
any time-invariant exponentially stable linear system
into a cooperative and exponentially stable system.
Surprisingly, although the changes of coordinates we
use are time-varying, the transformed systems are time-
invariant. However, the interval observers we obtain
are time-varying because they involve a time-varying
change of coordinates, and thus they give lower and
upper bounds for the state of the system studied which
depend on the time. It is worth noticing that we fo-
cus our attention only on exponentially stable linear
systems because a system which is not asymptotically
stable never admits open-loop interval observers. Hence
our main result offers a complete picture of what can be
done or not for linear systems: it implies that a time-
invariant linear system admits an interval observer if
and only if it is exponentially stable.
We illustrate the broad applicability of our approach, by
combining it (for observable systems) with a Luenberger
observer [Luenberger, 1964], to end-up with a real-time
estimate of the Luenberger observer accuracy.
The paper is organized as follows. Section 2 gives defini-
tions and a basic result. In Section 3.1, we state that any
time-invariant exponentially stable linear system can be
transformed into a block diagonal system with coopera-
tive and exponentially stable subsystems. The result of
Section 3.1 is proved in Section 3.2. The main result of
the paper is given and illustrated through an example in
Section 4. The result is then applied to systems endowed
with a Luenberger observer in Section 5.1. An illustra-
tion of this interval Luenberger observer in large dimen-
sion is presented in Section 5.2 and its efficiency is as-
sessed with simulations. Concluding remarks are drawn
in Section 6.
2 Classical definitions and results
2.1 Notations and definitions
• Any k × n matrix, whose entries are all 0 is simply
denoted 0.
• All the inequalities must be understood component by
component (partial order ofRr) i.e.℧a = (℧a1, ...,℧ar)
⊤ ∈
R
r and ℧b = (℧b1, ...,℧br)
⊤ ∈ Rr are such that ℧a ≤ ℧b
if and only if, for all i ∈ {1, ..., r}, ℧ai ≤ ℧bi.
• max(A,B) for two matrices A = (aij) and B = (bij)
of same dimension is the matrix where each entry is
mij = max(aij , bij).
• A square matrix is said to be cooperative or Metzler if
its off-diagonal entries are nonnegative.
•A system x˙ = f(x,w) is said to be cooperative if the Ja-
cobian matrix of f with respect to x, denoted ∂f
∂x
(x,w),
is a cooperative matrix for all (x,w).
• The notations will be simplified whenever no confusion
can arise from the context.
2.2 Interval observer: definition and basic result
For the sake of generality, we first introduce a general
definition of interval observer for time-varying nonlinear
systems.
Definition 1 Consider a system
x˙ = F (t, x, w(t)) , (1)
with x ∈ Rn, w ∈ Rℓ, and with F of class C1. The
uncertainties w are Lipschitz continuous and such that
there exist two known bounds w(t) = (w+(t), w−(t)) ∈
R
2ℓ, Lipschitz continuous, and such that, for all t ≥ 0,
w−(t) ≤ w(t) ≤ w+(t) . (2)
Moreover, the initial condition x(0) = x0 is assumed to
be bounded by two known bounds:
x−0 ≤ x0 ≤ x
+
0 . (3)
Then, the dynamical system
Z˙ = ϕ (t, Z,w(t)) , (4)
associated with the initial conditionZ0 = G(t0, x
+
0 , x
−
0 ) ∈
R
nz and bounds for the solution x:
x+ = H+(t, Z) , x− = H−(t, Z) (5)
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(with ϕ, H+, H−, G Lipschitz continuous of appropri-
ate dimension), is called an interval observer (resp. an
exponentially stable interval observer) for (1) if
(i) system (4) is globally uniformly asymptotically stable
(resp. globally uniformly exponentially stable) when w
is identically equal to zero,
(ii) for all Lipschitz continuous function w(t), all the so-
lutions of (4) are defined over [0,+∞),
(iii) for any vectors x0, x
−
0 and x
+
0 in R
n satisfying (3),
the solutions of (1), (4) with respectively x0, Z0 =
G(t0, x0
+, x0
−) as initial condition at t = t0, denoted
respectively x(t), Z(t), are defined for all t ≥ t0 and
satisfy, for all t ≥ t0, the inequalities
x−(t) = H−(t, Z(t)) ≤ x(t) ≤ H+(t, Z(t)) = x+(t) .
(6)
In the sequel we focus on linear systems.We recall a clas-
sical result for cooperative linear systems. For these sys-
tems the design of interval observers is straightforward.
Theorem 1 Consider the system
x˙ = Ax+ w(t) , (7)
with x ∈ Rn, w ∈ Rn, where A ∈ Rn×n is a cooperative,
Hurwitz and constant matrix and letw be a Lipschitz con-
tinuous function bounded by two known Lipschitz con-
tinuous functions: for all t ≥ 0, w−(t) ≤ w(t) ≤ w+(t).
The system (7) admits the following exponentially stable
interval observer
z˙+ = Az+ + w+(t) ,
z˙− = Az− + w−(t) ,
x+ = H+(t, Z) = z+ ,
x− = H−(t, Z) = z− ,
z+(t0) = G
+(t0, x
+
0 , x
−
0 ) = x
+
0 ,
z−(t0) = G
−(t0, x
+
0 , x
−
0 ) = x
−
0 ,
(8)
with Z = (z+, z−)⊤ and G = (G+, G−)⊤ .
The proof of this result is in [Gouze´ et al., 2000]; it is
directly related to the property of cooperative systems
to keep the partial order between two trajectories.
3 Transformations of linear systems into coop-
erative systems
In this section, we state and prove that any exponen-
tially stable time-invariant linear system can be trans-
formed into a cooperative and exponentially stable time-
invariant system through a linear time-varying change
of coordinates. We will use this result extensively in the
next section to construct interval observers.
3.1 Change of coordinates: main result
The main result of the section is the following:
Theorem 2 Consider the system
x˙ = Ax , (9)
with x ∈ Rn, where A ∈ Rn×n is a constant Hurwitz ma-
trix. Then there exists a time-varying change of coordi-
nates ξ = P (t)x, where P is a matrix function whose en-
tries are functions of class C∞ bounded in norm, which
transforms (9) into a cooperative and exponentially sta-
ble time-invariant linear system.
3.2 Proof of Theorem 2
The proof splits up into three steps. First we recall that
any real matrix admits a real Jordan canonical form. In
the second step, we transform, through a time-varying
change of coordinates, systems with an elementary Jor-
dan form into cooperative systems. In the last stage, we
combine the results of the first two parts to end the proof.
Step 1: Jordan canonical forms.
From [Perko, 1991, Section 1.8], (see also [Hsu, 2005],
p.73), we deduce that there exist two integers r ∈
{0, 1, ..., n}, s ∈ {0, 1, ..., n − 1} and a linear time-
invariant change of coordinates
Y = Px , (10)
which transforms (9) into
Y˙ = JY , (11)
with
J =


J1 0 . . . 0
0 J2
. . .
...
...
. . .
. . . 0
0 . . . 0 Js


∈ Rn×n , (12)
where the matrices Ji are partitioned into two groups:
the first r matrices are associated with the r real eigen-
values of multiplicity ni of A and the others are associ-
ated with the imaginary eigenvalues of multiplicity mi
of A. Therefore n =
r∑
i=1
ni+
s∑
r+1
2mi and, for i = 1 to r,
Ji =


−µi 1 . . . 0
0 −µi
. . .
...
...
. . .
. . . 1
0 . . . 0 −µi


∈ Rni×ni , (13)
3
where the µi’s are positive real numbers and, for i = r+1
to s,
Ji =


Λi I2 0 . . . 0
0 Λi I2
. . .
...
...
. . .
. . .
. . . 0
...
. . .
. . . I2
0 . . . . . . 0 Λi


∈ R2mi×2mi , (14)
with
Λi =
[
−κi ωi
−ωi −κi
]
∈ R2×2 , (15)
and
I2 =
[
1 0
0 1
]
, (16)
where the κi’s are positive real numbers and the ωi’s are
non-zero real numbers. Notice that the fact that the con-
stants µi and κi are positive is a consequence of the fact
thatA is Hurwitz. Notice also that ifA has no real eigen-
values, then r = 0 and if all of the eigenvalues of A are
real, then n =
r∑
i=1
ni. For j = 1 to r, the matrices Jj are
cooperative, but for j = r+1 to s, they are not and one
can prove (see [Mazenc and Bernard, 2010]) that, in the
general case, the corresponding systems Y˙j = JjYj can-
not be transformed into cooperative systems through a
linear time-invariant change of coordinates. On the ba-
sis of the result proposed in [Mazenc and Bernard, 2010]
for planar systems, we show below that these systems
can be transformed into cooperative systems through a
linear time-varying change of coordinates.
Step 2: time-varying change of coordinates.
We consider the system
x˙ = Γx , (17)
with x ∈ R2p where
Γ =


Λ I2 0 . . . 0
0 Λ I2
. . .
...
...
. . .
. . .
. . . 0
...
. . .
. . . I2
0 . . . . . . 0 Λ


∈ R2p×2p (18)
and
Λ =
[
−κ ω
−ω −κ
]
∈ R2×2 , (19)
with κ > 0, ω 6= 0. We state and prove the following
result:
Lemma 1 The time-varying change of coordinates
̺ = N (t)x (20)
with
N (t) =


̟(t) 0 . . . 0
0 ̟(t)
. . .
...
...
. . .
. . . 0
0 . . . 0 ̟(t)


∈ R2p×2p (21)
with
̟(t) =
[
cos(ωt) − sin(ωt)
sin(ωt) cos(ωt)
]
∈ R2×2 , (22)
transforms system (17) into
˙̺ = M̺ (23)
with
M =


−κI2 I2 0 . . . 0
0 −κI2
. . .
. . .
...
...
. . .
. . .
. . . 0
...
. . .
. . . I2
0 . . . . . . 0 −κI2


∈ R2p×2p . (24)
Proof. Let us rewrite system (17) as follows

α˙1 = −κα1 + ωβ1 + α2 ,
β˙1 = −ωα1 − κβ1 + β2 ,
...
α˙p−1 = −καp−1 + ωβp−1 + αp ,
β˙p−1 = −ωαp−1 − κβp−1 + βp ,
α˙p = −καp + ωβp ,
β˙p = −ωαp − κβp .
(25)
For each (αi, βi)-subsystem, we perform the change of
coordinates (
ai
bi
)
= ̟(t)
(
αi
βi
)
. (26)
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It gives
a˙i = −ω[sin(ωt)αi + cos(ωt)βi] + cos(ωt)α˙i
− sin(ωt)β˙i ,
b˙i = ω[cos(ωt)αi − sin(ωt)βi] + sin(ωt)α˙i
+cos(ωt)β˙i .
(27)
It follows that, for i ∈ {1, ..., p− 1},
a˙i = −ω[sin(ωt)αi + cos(ωt)βi]
+ cos(ωt)[−καi + ωβi + αi+1]
− sin(ωt)[−ωαi − κβi + βi+1] ,
b˙i = ω[cos(ωt)αi − sin(ωt)βi]
+ sin(ωt)[−καi + ωβi + αi+1]
+ cos(ωt)[−ωαi − κβi + βi+1] .
(28)
Therefore, for i ∈ {1, ..., p− 1},
a˙i = −κ cos(ωt)αi + cos(ωt)αi+1
+κ sin(ωt)βi − sin(ωt)βi+1 ,
b˙i = −κ sin(ωt)αi + sin(ωt)αi+1
−κ cos(ωt)βi + cos(ωt)βi+1 .
(29)
Thus, we obtain, for i ∈ {1, ..., p− 1},
a˙i = −κai + ai+1 ,
b˙i = −κbi + bi+1 .
(30)
Similarly, we obtain
a˙p = −κap ,
b˙p = −κbp .
(31)
We deduce that the change of coordinates (20) trans-
forms system (25) into system (23). This completes the
proof of the Lemma 1.
Step 3: end of the proof of Theorem 2.
Thanks to the structure of matrix J defined in (12), we
can decompose system (11) as follows:
Y˙a = GYa , (32)
Y˙b,j = JjYb,j , j = r + 1, ..., s , (33)
with
G =


J1 0 . . . 0
0 J2
. . .
...
...
. . .
. . . 0
0 . . . 0 Jr


∈ Rq×q (34)
with q =
r∑
i=1
ni and Jj defined in (14), (15), for j = r+1
to s. Lemma 1 applies to each Yb,j-subsystem because
ωj 6= 0. This leads us to perform the following time-
varying change of coordinates
ξ = η(t)


Ya
Yb,r+1
...
Yb,s

 (35)
with
η(t) =


Iq 0 . . . 0
0 Nr+1(t)
. . .
...
...
. . .
. . . 0
0 . . . 0 Ns(t)


∈ Rn×n , (36)
where Iq is the identity matrix of R
q×q and, for j = r+1
to s,
Nj(t) =


̟j(t) 0 . . . 0
0 ̟j(t)
. . .
...
...
. . .
. . . 0
0 . . . 0 ̟j(t)


∈ R2mj×2mj ,
(37)
with
̟j(t) =
[
cos(ωjt) − sin(ωjt)
sin(ωjt) cos(ωjt)
]
∈ R2×2 . (38)
From Lemma 1, we infer that (35) transforms system
(32), (33) into the system
ξ˙ = ℵξ , (39)
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with
ℵ =


G 0 . . . 0
0 Mr+1
. . .
...
...
. . .
. . . 0
0 . . . 0 Ms


∈ Rn×n , (40)
with, for ℓ = r + 1 to s,
Mℓ =


−κℓI2 I2 0 . . . 0
0 −κℓI2 I2
. . .
...
...
. . .
. . .
. . . 0
...
. . .
. . . I2
0 . . . . . . 0 −κℓI2


∈ R2mℓ×2mℓ .
(41)
Since the matricesMℓ and G are cooperative and Hur-
witz (see (13) and (41)), we deduce that system (39) is
cooperative and exponentially stable. We can thus apply
Theorem 1 to system (39). We can conclude by observ-
ing that system (39) is obtained from (9) by performing
the change of coordinates
ξ = P (t)x , (42)
with P (t) = η(t)P, where P is the matrix in (10) and
η(t) is defined in (36).
4 Interval observers for linear exponentially
stable systems
We can state and prove the main result of our work.
4.1 Statement of the main result
Theorem 3 Consider the system
x˙ = Ax+ w(t) , (43)
with x ∈ Rn, w(t) ∈ Rn, where A ∈ Rn×n is a constant
Hurwitz matrix and let w be a Lipschitz continuous func-
tion bounded by two known Lipschitz continuous func-
tions: for all t ≥ 0, w−(t) ≤ w(t) ≤ w+(t). Then there
exists P : R→ Rn×n, of class C∞, bounded in norm and
such that, for all t ∈ R, P (t) is invertible, and a cooper-
ative, Hurwitz and constant matrix ℵ ∈ Rn×n such that,
for all t ∈ R, P˙ (t) = ℵP (t)− P (t)A. Moreover,
z˙+ = ℵz+ + P+(t)w+(t)− P−(t)w−(t) ,
z˙− = ℵz− + P+(t)w−(t)− P−(t)w+(t) ,
x+ = H+(t, Z) =M+(t)z+ −M−(t)z− ,
x− = H−(t, Z) =M+(t)z− −M−(t)z+ ,
z+(t0) = G
+(t0, x
+
0 , x
−
0 )
= P+(t0)x
+
0 − P
−(t0)x
−
0 ,
z−(t0) = G
−(t0, x
+
0 , x
−
0 )
= P+(t0)x
−
0 − P
−(t0)x
+
0 ,
Z = (z+, z−) ,
(44)
where P+(t) = max(0, P (t)), P−(t) = P+(t) − P (t)
and the matrix M(t) is the inverse of P (t), M+(t) =
max(0,M(t)) and M−(t) = M+(t) −M(t), is an expo-
nentially stable interval observer for system (43).
Remark. Theorem 2 applies to system (43) in the ab-
sence of the disturbancew and leads to a system to which
Theorem 1 applies. However, since there is a disturbance
in system (43), we cannot directly derive an interval ob-
server for this system from these two theorems.
4.2 Proof of Theorem 3
Using the remark above, we observe that Theorem 2 pro-
vides a constant, Hurwitz and cooperative matrix ℵ and
a function P of class C∞, bounded in norm, such that,
for all t ∈ R, P˙ (t) = ℵP (t) − P (t)A and P (t) is invert-
ible. Next, we introduce the time-varying change of co-
ordinates z = P (t)x, where all the entries of P are func-
tions of class C∞ bounded in norm, which transforms
system (43) into
z˙ = ℵz + P (t)w(t) . (45)
We now prove that (44) is an exponentially stable inter-
val observer for (43). The exponential stability of (44)
when both w+ and w− are identically equal to zero is a
consequence of the fact that ℵ is Hurwitz. Moreover the
solutions of (44) are defined over [0,+∞) for Lipschitz
continuous functions w+, w−, because P+ and P− are
Lipschitz continuous.
Let t0 be a nonnegative real number. Consider a solution
(x(t), Z(t)) of (43) and (44) with initial conditions x(t0),
Z(t0) = (z
+(t0), z
−(t0)) with
z+(t0) = P
+(t0)x
+
0 − P
−(t0)x
−
0 ,
z−(t0) = P
+(t0)x
−
0 − P
−(t0)x
+
0 ,
where x+0 , x
−
0 are vectors such that x
−
0 ≤ x(t0) ≤ x
+
0 .
6
We show that z(t0) = P (t0)x(t0) can be bounded, using
both the equality z(t0) = (P
+(t0) − P
−(t0))x(t0), and
the following inequalities:
P+(t0)x
−
0 ≤ P
+(t0)x(t0) ≤ P
+(t0)x
+
0 ,
P−(t0)x
−
0 ≤ P
−(t0)x(t0) ≤ P
−(t0)x
+
0 ,
(46)
which hold because the entries of P+(t) and P−(t) are
nonnegative. We get thus:
P+(t0)x
−
0 − P
−(t0)x
+
0 ≤ z(t0)
z(t0) ≤ P
+(t0)x
+
0 − P
−(t0)x
−
0 ,
(47)
or, equivalently,
z−(t0) ≤ z(t0) ≤ z
+(t0) . (48)
Moreover, for all t ≥ 0,
P+(t)w−(t) ≤ P+(t)w(t) ≤ P+(t)w+(t) ,
P−(t)w−(t) ≤ P−(t)w(t) ≤ P−(t)w+(t) .
(49)
It follows that, for all t ≥ 0,
P+(t)w−(t)− P−(t)w+(t) ≤ P (t)w(t)
P (t)w(t) ≤ P+(t)w+(t)− P−(t)w−(t) .
(50)
Then z(t) = P (t)x(t) is solution of (45) and since ℵ is
cooperative and the inequalities (48) are satisfied, we de-
duce from Theorem 1 that for all t ≥ t0, the inequalities
z−(t) ≤ P (t)x(t) ≤ z+(t) (51)
hold. Since the entries ofM+(t) andM−(t) are nonneg-
ative, it follows that, for all t ≥ t0,
M+(t)z−(t) ≤ M+(t)P (t)x(t) ≤ M+(t)z+(t) , (52)
M−(t)z−(t) ≤ M−(t)P (t)x(t) ≤ M−(t)z+(t) . (53)
Since, for all t ≥ t0,M
+(t)−M−(t) = P (t)−1, it follows
that, for all t ≥ t0,
M+(t)z−(t)−M−(t)z+(t) ≤ x(t)
x(t) ≤M+(t)z+(t)−M−(t)z−(t) .
(54)
This concludes the proof.
4.3 Three dimensional example
We illustrate our technique by constructing step by step
an interval observer for the system
x˙ = Ax+ w(t) (55)
with
A =
1
3


−1 0 −4
6 −9 0
10 0 −5

 . (56)
This system is not cooperative. One can check that A is
Hurwitz and therefore Theorem 3 applies to (55).
Step 1: Transformation of A into a matrix of Jordan
form.
For the matrix
P =
1
3


1 −3 1
1 0 1
2 0 −1

 (57)
the equality
PAP−1 = J (58)
with
J =


−3 0 0
0 −1 2
0 −2 −1

 (59)
is satisfied. The Jordan matrix J is not cooperative.
Step 2: Construction of a diagonalizing time-varying
change of coordinates.
For the particular case we consider, the matrix η(t) in
(36) is
η(t) =


1 0 0
0 C(t) −S(t)
0 S(t) C(t)

 (60)
with S(t) = sin(2t), C(t) = cos(2t) and the matrix
P (t) = η(t)P is
P (t) =
1
3


1 −3 1
C(t)− 2S(t) 0 C(t) + S(t)
2C(t) + S(t) 0 S(t)− C(t)

 . (61)
It is solution of
P˙ (t) = ℵP (t)− P (t)A (62)
with
ℵ =
1
3


−3 0 0
0 −1 0
0 0 −1

 . (63)
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Observe for later use that
M(t) = P−1(t)
=


0 C(t)− S(t) C(t) + S(t)
−1 C(t) S(t)
0 2C(t) + S(t) 2S(t)− C(t)

 . (64)
Step 3: Interval observer.
According to Theorem 3, system (55) admits the follow-
ing interval observer
z˙+ = ℵz+ + P+(t)w+(t)− P−(t)w−(t) ,
z˙− = ℵz− + P+(t)w−(t)− P−(t)w+(t) ,
x+ = M+(t)z+ −M−(t)z− ,
x− = M+(t)z− −M−(t)z+ ,
z+(t0) = P
+(t0)x
+
0 − P
−(t0)x
−
0 ,
z−(t0) = P
+(t0)x
−
0 − P
−(t0)x
+
0 ,
Z = (z+, z−) ,
(65)
with ℵ defined in (63),
P+(t) =
1
3


1 0 1
L(C(t)− 2S(t)) 0 L(C(t) + S(t))
L(2C(t) + S(t)) 0 L(S(t)− C(t))

 ,
(66)
P−(t) = P+(t)− P (t) , (67)
M+(t) =


0 L(C(t)− S(t)) L(C(t) + S(t))
0 L(C(t)) L(S(t))
0 L2C(t) + S(t)) L(2S(t)− C(t))

 ,
(68)
with L defined by L(s) = max{s, 0} and
M−(t) = M+(t)−M(t) . (69)
5 Application to systems endowed with Luen-
berger observers
5.1 Interval observers for detectable systems
In this section, we show how interval observers and clas-
sical observers can be used simultaneously to obtain
complementary information on the solutions of a linear
detectable system.
We consider a system
X˙ = αX + βu+ φ1(t) , (70)
with X ∈ Rn, where u ∈ Rp is an input, φ1 is an un-
known locally Lipschitz function and α and β are con-
stant matrices. We assume that system (70) is endowed
with an output
y(t) = γX(t) + φ2(t) , (71)
where γ ∈ Rq×n is a constant matrix such that the pair
(α, γ) is detectable and φ2 is an unknown locally Lips-
chitz function. It is worth observing that we do not as-
sume that α is Hurwitz.
The detectability property of the pair (α, γ) ensures that
there exists a constant matrix L ∈ Rn×q such that the
matrix α−Lγ is Hurwitz [Brogan, 1990]. Then we con-
sider the observer
˙ˆ
X = αXˆ + βu+ L(y − γXˆ) . (72)
The error variable X˜ = X − Xˆ gives the error equation
˙˜
X = (α− Lγ)X˜ + φ1(t)− Lφ2(t) . (73)
Since α − Lγ is Hurwitz, Theorem 3 applies to (73)
(with the notations of Theorem 3, we have A = α−Lγ,
w = φ1 − Lφ2). Therefore an interval observer can be
constructed for this system. Thanks to it, an estimate of
the distance between a solution of (70) and a solution of
(72) can be obtained. Indeed, if (73) admits the interval
observer
Z˙ = ϕ (t, Z,w(t)) , (74)
associated with Z0 = G(t0, X˜
+
0 , X˜
−
0 ) ∈ R
nz and X˜+ =
H+(t, Z), X˜− = H−(t, Z) then, if for t0 ≥ 0, the
solutions X(t), Xˆ(t) satisfy
X˜−0 ≤ X(t0)− Xˆ(t0) ≤ X˜
+
0 (75)
and, for all t ≥ t0, w
−(t) ≤ w(t) ≤ w+(t), then, the
solution of (74) Z(t) such that Z(t0) = Z0 is such that,
for all t ≥ t0,
H−(t, Z(t)) ≤ X(t)− Xˆ(t) ≤ H+(t, Z(t)) . (76)
5.2 Interval observer design and simulation
In this simulation example we illustrate the result of
Section 5.1. In order to demonstrate the applicability
of our approach to high dimensional systems, we have
considered a simulation example in dimension six. Our
purpose is to illustrate how the proposed design can be
applied to a standard Luenberger observer to estimate,
in real time, its convergence despite uncertainties (here,
noise in the measurements).
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Fig. 1. Variable x1 is supposed to be measured with a biased
noise of average −0.5.
The example we consider is the following linear sys-
tem: x˙ = αx + βu(t) with u(t) = sin(t), β =
(−18,−13,−5,−4,−10, 22)⊤ and
α =


−1 1 0 0 −1 0
−1 −2 0 −1 0 1
−2 0 −3 −2 0 0
−1 0 −2 −3 0 1
−1 0 2 0 −4 0
−1 −1 0 1 0 −1


. (77)
Matrix α has stable poles. Four of them have an imagi-
nary part different from zero. We denote them ω1 ± jκ1
and ω2 ± jκ2 and µ5 and µ6 the two real eigenvalues.
We assume that the output y = x1 + φ2(t) is available,
at discrete times (every 0.05 hours) i.e. x1 is measured,
with a bounded noise : −2 ≤ φ2(t) ≤ 1, for all t ≥ 0 (see
Figure 1). The considered noise for simulation is based
on a uniformly distributed noise in the interval [−2, 1] at
the sampling instants. Function φ2(t) thus results from
linear interpolation of φ2(ti) between two sampling time
instants.
Through routine calculations, one can prove that the
pair (α, γ) with γ = (1 0 . . . 0) is observable. With a
pole placement algorithm, we select a matrix K so that
the poles of α −Kγ give a desired observer closed-loop
dynamics. More specially, the slowest pole of α being
µ6 = −0.26, we selectK in order to move this pole to -1,
keeping the five other poles unchanged [Brogan, 1990].
Thus, the observer dynamics is faster than the original
system and the gains are, roughly speaking, not too large
in order to limit observer over reactivity in the presence
of large noises.
Then, the interval observer presented in Theorem 3 can
be derived. Due to the dimension of the system, this in-
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Time
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Fig. 2. Estimation of the bounds associated with the Luen-
berger observer (dotted lines) for the variables x1 and x6,
and comparison with the real state (continuous line). Bounds
given by the interval observer are represented by dashed lines
terval observer is of dimension twelve and given by com-
plicated expressions. A trajectory with t0 = 0, x0 =
(20, 10, 6, 20, 30, 40)⊤ as initial condition is simulated.
We also draw the solutions of the interval observer as-
sociated with unknown initial conditions but with com-
ponents belonging to the interval [0, 40].
Figure 2 shows the estimates for this interval observer.
Due to the uncertainty in the knowledge of the initial
condition and to the initial change of variables, the in-
terval is initially quite large. However its length becomes
rapidly reasonably small despite the uncertainties on the
measurements y. At the end, this approach provides an
evaluation of the Luenberger observer estimation accu-
racy, i.e. an error interval associated to the Luenberger
observer predictions. It is worth noting that we have con-
sidered a case of biased noise (the average value of the
noise is−0.5) to highlight the generality of the situations
where this approach applies.
6 Conclusions
We have presented a construction of exponentially sta-
ble interval observers for the fundamental family of
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the time-invariant exponentially stable linear systems
with additive disturbances. This approach has several
possible applications. One of them is the possibility
to on-line assess the accuracy of classical observers
such as Luenberger observers. These techniques can be
improved by considering simultaneously several admis-
sible changes of variables and by taking the intersec-
tion of all the predicted intervals [Moisan et al., 2009],
[Bernard and Gouze´, 2004]. This may be important
when one wants to improve the performances through
bundles of interval observers in the spirit of what is done
in [Moisan et al., 2009]. This will be the subject of fur-
ther investigations. Besides, extensions to time-varying,
nonlinear and time-delay systems are expected.
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