Introduction
The work of this paper is motivated by a method of Fritsch and Carlson (1980) for the construction of a C 1 monotonic piecewise cubic polynomial which interpolates given monotonic data. Fritsch and Carlson use the piecewise cubic Hermite representation and show that the necessary condition that the derivative parameters should all be of a certain constant sign is not sufficient to ensure monotonicity.
The Fritsch-Carlson method thus involves a derivative modification process designed so that necessary and sufficient conditions for monotonicity of a piecewise cubic are met.
In this paper we construct a piecewise rational quadratic function for which the necessary derivative condition for monotonicity is also sufficient. We thus have a closed form solution to the monotonic interpolation problem. The application of this piecewise rational quadratic on a monotonic data set gives a C 1 monotonic Interpolant which produces visually pleasing curves and for which an 0(h 4 )
convergence result can be obtained.
2, The Rational Quadratic interpolant
Let (x i ,f j .), i = l,..,n be given real data, where a = X 1 < X 2 < … < x n = b is a partition of the interval [a,b] and f i ., i = 1,..,n is a monotonic set. Thus either
Following the notation of Fritsch and Carlson (1980) , let
) /h i and let d i . , i = 1,.. . ,n denote derivative values given at the points (knots) x., i = 1,., .,n.
We seek a monotonic function s(x)∈C 1 [a,b] such that s(x i ) = f.and s ( 1 ) (x i ) = d i , i = 1, …,n, where we assume that the derivative values satisfy the necessary conditions for monotonicity, namely
(In (2.2) we use the convention that sgn (0) can equal sgn (Δ ι ).)
The necessary conditions (2.2) are not sufficient to ensure monotonicity of a piecewisecubic function . We thus consider a piecewise rational quadratic function s(x) for which conditions (2.2) are sufficient to ensure monotonicity. This function s(x) is constructed as follows:
It should be noted that (2.6) can be written as
and we can write
which is a more appropriate form for numerical calculation, in particular, for small Δ i
The rational quadratic defined by (2.4) -(2.6) has the following properties:
convex combination of either positive or negative values.
(ii) (Interpolation)
where s
represents differentiation with respect to x.
where P j and Q i represent differentiation with, respect to θ.
Now it can be shown that
and hence, using the necessary conditions (2.2),
which follows directly from the monotonicity property, since
..,n and let s(x) be the piecewise rational quadratic function defined by (2.4). Then a simple convergence result is that
which follows from the monotonicity property. For f(x) ∈ C 1 [a,b] this implies that
where
The bounds (3.1) and (3.2) hold for any monotonic interpolant. However, the rational quadratic interpolant satisfies a higher order convergence result stated in the following theorem.
f is strictly monotonic on K) . Then for
There exists a constant c, independent of i, such that
where 
which completes the proof of (i).
(For certain choices of d i and
where x i (θ) = x i + θh. Then we wish to find a bound on
where H i ( θ) is defined as the cubic Hermite interpolant to F i ( θ) Q i ( θ) on 0 ≤ θ ≤ 1. It can be shown that
Also, the error bound or cubic Hermite interpolation on 0 ≤ θ ≤ 1 gives (3.7)
This can then be substituted in (3.8), where it is a relatively simple task to bound q.(9) and its derivatives.
Finally, combining these results with (3.6) and using (3.3) gives the desired result (ii).
Theorem 3.1 is similar to a lemma in Behforooz and Papamichael (1979) for cubic polynomial interpolation, but is complicated by the nonlinearity of the rational quadratic function. Bounds for
(x) | , r = 1,2,3, can be obtained by differentiating (3.6) and using the optimal error bounds for the derivatives of cubic Hermite interpolants due to Birkhoff and Priver (1967) . Since the nonlinearity introduced by the multiplicative term Q i (θ) makes such bounds rather involved, we do not quote them here. As would be expected, however, the bounds are reduced by an order of h i for each derivative taken.
It can be seen from ( -8-
Remark.
For particular values of θ, the inequality used to obtain (3.7)
may be too weak. Thus, for example, with θ = 2
may have a bound of higher order than the individual bounds on -d
. This is confirmed by the numerical results which follow.
Numerical Results and Discussion
We first consider the two sets of monotonic data used by Fritsch and Carlson (1980) . The first set of data was originally used by Akima (1970) and is shown in Table 1 . The second set of data is shown in 
with end conditions
, h = max (h i ) , for these approximations, the error bound defined by (3.4) will, in general, be 0(h 3 ). given by The result of applying the piecewise rational quadratic scheme to the two given data sets, with the two choices of the d i described above, is shown in Figures1and 2. The J 2 monotonicity region method recommended by Fritsch and Carlson is also shown for purposes of comparison. We conclude from these figures that the rational quadratic scheme using method 2 appears to produce more "visually pleasing" curves than method 1 and esemble the curves given by the Fritsch-carlson method.
Our second set of results concerns the order of convergence of the interpolation scheme discussed in Section 3. Tables 3 and 4 Conclusion. An explicit representation of a piecewise rational quadratic function has been developed, which produces a monotonic interpolant to given monotonic data. The numerical results indicate that, in the absence of derivative data , the derivative parameters chosen by method 2 produce the best monotonic curves. 
