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Theory of Two-Dimensional Signature Morphology
for Arbitrarily Moving Surface Targets in Squinted
Spotlight Synthetic Aperture Radar
David Alan Garren, Senior Member, IEEE
Abstract—This paper develops analytic equations for predicting
the smear signature morphology due to surface targets having
arbitrary motion within squinted spotlight synthetic aperture
radar (SAR) imagery. A power-series expansion of the subaper-
ture phase history data is applied to compute a generic expression
for the down-range and cross-range components of the predicted
central 2-D contour of mover signatures, including the cross-range
offset. In addition, the current analysis generates an analytic ap-
proximation for the 2-D impulse response (IPR) of surface moving
target signatures within subaperture images. This investigation
reveals that the summation of a large number of nonoverlapping
IPRs yields an excellent reproduction of the target signature,
including smear width and self-interference effects, as compared
with standard image formation using simulated radar data. Thus,
the analytics derived herein can provide an effective methodology
for understanding the shape, extent, location, width, and interfer-
ence effects of smears due to arbitrarily moving surface targets for
squinted spotlight SAR.
Index Terms—Moving targets, radar signatures, radar
squint, range migration, synthetic aperture radar (SAR), target
migration.
I. INTRODUCTION
A RECENT investigation [1] examines spotlight syntheticaperture radar (SAR) signatures for surface targets mov-
ing with arbitrary motion for cases in which the platform col-
lects data using a broadside imaging geometry, i.e., a zero radar
squint angle. This prior analysis applies an analytic power-
series expansion of the subaperture phase history data sets
in order to determine the shape, extent, and position of the
central smear contour induced by a surface target with arbitrary
motion. The resulting equations give an analytic capability for
predicting the 2-D structure of moving target smears.
This prior study [1] also reveals that complicated mover
signatures are possible for targets that do not have constant
velocity, so that the resulting smears are not constrained to
have the shape of approximate parabolas and hyperbolas. This
morphology is expected to be particularly important at lower
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radar frequencies, wherein the fully 2-D structure of the mover
signatures is most clearly evident. The resulting prediction
equations for broadside imaging yield excellent agreement with
that obtained by standard image formation applied to simulated
radar data [1]. However, SAR collections can be applied for
squinted geometries [2]–[4], which is an extension examined in
the current analysis.
This previous and current signature predictive capability is
valid for all varieties of spotlight SAR image formation [2],
[3], [5]–[7], including the polar formatting algorithm (PFA), the
range migration algorithm, and the chirp scaling algorithm. The
extension of these methods for stripmap SAR is reserved for
future work and is not addressed in this paper.
Many of the theoretical underpinnings of mover signatures
are developed in this paper, including an ability to approximate
the 2-D impulse response (IPR) for small subapertures and the
resulting accurate reproduction of the full aperture smear based
upon a synthesis of these sinc functions. Such an investigation is
most transparent when examined using analytic and numerical
tools applied to a single idealized point scattering center that is
moving within the scene. Such analysis enables the examination
of range migration and self-interference effects unambiguously,
without the impact of other nearby scattering centers of a more
complicated target. Signature predictions for extended nonpoint
targets of relevance to typical geoscience applications follow as
a coherent summation of a multitude of scattering centers and
is reserved for future work.
Prior studies have investigated different issues pertaining to
moving target signatures in SAR imagery. A detailed history is
provided in the initial analysis [1] and will not be repeated here.
However, a few salient points are summarized herein. First, a
number of researchers [8]–[11] have investigated some of the
general features of moving target signatures in SAR imagery.
Other researchers [12]–[24] have examined the properties of
moving target signatures, detection, and refocusing in SAR
imagery. Additional researchers [25]–[30] have applied various
known techniques for improving the detection and estimation
of moving targets in SAR imagery.
A number of researchers have analyzed the curved signatures
that result from moving targets in SAR imagery. In particular,
Jao [31] examined such effects for constant velocity targets
in stripmap SAR imagery, which is related to range migration
effects [32], [33]. For each subaperture within the full collection
time, Jao maximizes the target IPR integrated over a small
but finite time interval of a scan SAR system. The resulting
U.S. Government work not protected by U.S. copyright.
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signature contour for a constant velocity target is obtained
by sliding this small time interval over the extent of the full
aperture. Similarly, the current and preceding [1] studies apply
related analytic strategies, but for arbitrarily moving surface
targets in spotlight mode.
Other researchers [14], [31], [34]–[37] have investigated
moving target phenomenology via power-series expansions of
the motion-induced phase error. The use of such a method alone
yields difficulties when analyzing complicated target motions,
since the number of expansion terms becomes quite cumber-
some [22], [23], [34]. These challenges have led to the use of
subaperture-based methods [1] for these problems. In addition,
prior studies [38]–[40] have applied an analytic power-series
expansion to subaperture images in order to detect undesired
multipath effects in SAR imagery.
The application of subapertures has been examined by a
number of researchers [41]–[46] for various SAR concepts.
In addition, the application of overlapping subaperture images
has been a component of adaptive SAR processing techniques
[47]–[49]. Subaperture analysis is an ingredient of SAR fast
backprojection image formation [50]–[55]. For such methods,
subaperture images are formed for various slow-time offsets, as
formed herein, and applied for various cross-range resolutions
in a hierarchical structure for rapid computation. Other applica-
tions of SAR subapertures include the detection [56], imaging
[3], [57], [58], and classification [59], [60] of targets.
Section II gives the overall geometry and coordinates of the
analysis. Section III describes the data model used for the SAR
measurements. Sections IV and V describe the fundamentals of
subaperture analysis and the slow-time function that are critical
in Section VI for the application of the power-series expansion.
Section VII validates the earlier theoretical developments via
comparison with the results of a SAR image formation proces-
sor applied to simulated radar data. Finally, the conclusions are
presented in Section VIII.
II. GEOMETRY AND COORDINATES
The first step in the analysis is to define a common set of
coordinates. This approach uses Cartesian coordinates {x, y, z}
with the ground reference point (GRP) {x, y, z} = {0, 0, 0} ly-
ing at the location on the surface at which the platform steers the
radar mainbeam during the spotlight SAR collection time. The
coordinate z is the elevation above the terrain. The coordinate
x increases with ground down-range from the platform at the
midpoint of the collection interval. The ground cross-range y
completes the right-handed coordinate system.
The radar transmits waveforms over the full synthetic aper-
ture collection interval of T0 between the times −T0/2 and
T0/2. The target is permitted to move within the z = 0 plane
via two arbitrary analytic functions of slow-time t in the x and
y directions, respectively
x = α(t) y = β(t). (1)
The use of analytic functions enables power-series expansions
and is reasonable due to the modeling of physical moving
targets with nonzero inertia.
The current investigation applies for imaging geometries
wherein the ground-plane squint angle θg is nonzero. Without
loss in generality, the following parameterization for the radar
position is selected
X(t) =V0t sin(θg)−X0 (2)
Y (t) = ± V0t cos(θg) (3)
Z(t) =Z0 (4)
with V0 equal to the constant speed, X0 equal to the ground
down-range relative to the GRP at the midtime t = 0 of the
SAR collection, and Z0 equal to the altitude. The upper sign in
(3) corresponds to a radar that pointed in the starboard direction,
and the lower sign gives pointing to the port side. Here, θg is the
squint angle from the broadside direction, such that positive an-
gles apply in the direction toward the radar velocity vector and
negative angles imply the opposite direction. In addition, the
following definitions are applied for the azimuthal and elevation














The next step in the methodology requires a model for
predicting the spotlight SAR measurement data corresponding
to a particular set of radar platform and waveform parameters.
The process begins with radar transmission of a finite number
of pulses over the slow-time t of the synthetic aperture. The
specific waveform is denoted by the function p̃(tf ) in terms
of the fast-time tf . The corresponding Fourier transform is
denoted by P̃ (f) in terms of the fast-time frequency f . A
common waveform choice [61] is a modulated chirp waveform
with bandwidth Δf about some center frequency fc. Other
selections can be used as well, including low probability of
intercept waveforms [62]–[65]. In essence, the receiver con-
volves the radar echo from the target scene with the complex
conjugate of the transmitted waveform, i.e., p̃∗(t) to yield the
pulse compressed data. In addition, the processing can include
the application of a 1-D weighting function Q̃(f) (e.g., 1-D
Hamming window) after pulse compression and prior to stan-
dard image formation (e.g., PFA).
Therefore, the following general expression gives the
complex-valued SAR measurement data after pulse compres-





σi exp (−j2πri(t)2f/c) (7)
in terms of the path difference function
ri(t) ≡ Ri (θ(t), ϕ(t))−R0 (θ(t), ϕ(t)) . (8)
For spotlight SAR, motion compensation is performed relative
to the GRP, selected at {x, y, z} = {0, 0, 0} without loss in
GARREN: THEORY OF SIGNATURE MORPHOLOGY FOR SURFACE TARGETS IN SQUINTED SPOTLIGHT SAR 4999
generality. Similar signal models have been previously used,
e.g., [13]. In the present study, the waveform and windowing
factors are shown explicitly, e.g., [61].
The summation in (7) is applied to the contributing scattering
centers, each modeled with a complex-valued reflectivity given
by σi. For the examples presented herein, this summation has a
single term in order to investigate the fundamental issues of the
2-D mover signatures. The speed of light is denoted by c, and
the imaginary constant is given by j =
√
−1. The functions
denoting the instantaneous distance from the radar platform to









{X(t)}2 + {Y (t)}2 + {Z(t)}2. (10)
For wavefronts that are approximately planar at the scene, (8)
has the form
ri(t) ∼= α(t) cos (θ(t)) cos (ϕ(t)) + β(t) sin (θ(t)) cos (ϕ(t)) .
(11)





× (−j4π {α(t) cos (θ(t)) cos (ϕ(t))
+β(t) sin (θ(t)) cos (ϕ(t))} f/c) . (12)
Define the spatial frequency ρ ≡ 2f/c. Then, (12) facilitates
transformation from the spherical spatial frequency domain
{ρ, θ, φ} to the Cartesian form
ξ(ρ, t) ≡ ρ cos (θ(t)) cos (ϕ(t)) (13)
η(ρ, t) ≡ ρ sin (θ(t)) cos (ϕ(t)) . (14)
Here, ξ and η are the down-range and cross-range components
of the spatial frequency. The third spatial frequency coordinate
does not enter into (12). Equations (13) and (14) are defined
in terms of the azimuth and elevation angles of (5) and (6),
respectively.
These equations imply that the idealized SAR phase history
measurements have the form
G̃(f, t) → Ḡ(ξ, η, t) =




σi exp (−j2π {α(t)ξ + β(t)η}) (15)
in terms of the 2-D functions defined by
















These results are based upon ρ =
√
ξ2 + η2 sec (ϕ(t)) from
(13) and (14) and use of f = cρ/2 from the aforementioned
definition. Equation (15) defines the polar-to-rectangular trans-
formation and equally applies to the continuous and discretely
sampled domains. After this transformation, the time coordi-





The corresponding SAR image can be computed using the







dη h(x, y, ξ, η) (19)
in terms of the following kernel function:
h(x, y, ξ, η) ≡ U(ξ, η)G(ξ, η) exp (j2π{xξ + yη}) . (20)
In (19), the central value of the ground down-range spatial
frequency is ξ0, and the full spatial frequency bandwidths in
the down-range and cross-range directions are Δξ and Δη ,
respectively. The factor U(ξ, η) permits the selection of 2-D
weighting (e.g., 2-D Hamming window) in order to control
image sidelobes. In addition, U(ξ, η) can be used to apply
nonrectangular regions of support in {ξ, η}-space.
The desired full-aperture signature contour is expected to
follow the spatial locations of image energy deposition as part
of the synthesis of (19). The approach has been applied by Jao
[31] for constant velocity movers in scanning SAR. Various







dη h(x, y, ξ, η) (21)
wherein ηs gives the central value of the cross-range spatial
frequency for subaperture s. The corresponding bandwidth δη
must be much smaller than ξ0 in order to apply the power-series
expansion of Section VI. Subapertures can be overlapping or
nonoverlapping.
The subaperture deposition locations do not necessarily cor-
respond to exact maxima along the length of the signature.
In particular, neighboring subapertures with differing local
target motion parameters can interfere with one another, giving
localized regions of increased or decreased intensity. However,
the sidelobes for unweighted apertures are 13 dB down from
the peak, to reduce such self-interference. A detailed analysis of
such effects is sufficiently complicated to be reserved for future
study.
For a given surface moving target, the central contour of the
signature can be estimated. Specifically, there can be interfer-
ence of enhanced and diminished amplitude, depending upon
whether the complex-valued subaperture images constructively
or destructively interfere at a given location in the image. Thus,
this “energy-deposition” contour follows the spatial regions
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of enhanced amplitude due to the constructive interference of
the various subaperture images contributing to the overall full-
aperture synthesis of the mover smear. That is, image plots are
typically presented on a decibel scale as darker shades progress-
ing to lighter ones with increasing radar reflectivity. In addition,
this central contour is a valid approximation even for crossing
signatures, as will be shown with a specific example herein.
The particular extent of signature smearing and spatial off-
set depends upon the details of the target motion and radar
collection parameters. Throughout the synthetic aperture for
a given SAR collection, the instantaneous speed and heading
can change. Such variations can modify the nature of the target
signature before the full collection is complete. In effect, these
changes in target motion can modify the location where the
majority of the image energy is deposited. If the locations
of such subsignatures are separated sufficiently in the spatial
domain, then the different subsignatures do not sufficiently
overlap and self-interference diminished. The detailed fringes
of such self-interference can be seen by spatial oversampling,
as will be applied for a specific example herein.
V. SLOW-TIME FUNCTION
Accurate prediction of the signatures of moving targets re-
quires an expression for the slow-time function t in terms of
the spatial frequency coordinates ξ and η. The projection-slice
theorem [3] implies that the azimuth θ and elevation φ angles of
(5) and (6), respectively, of the spatial coordinates {x, y, z} are
identical to that for the corresponding 3-D spatial frequency co-
ordinates {ξ, η, ζ}, with the elevation spatial frequency denoted
























, ι0 ≡ ± tan(θg). (25)
Equation (24) shows the time at which a given point in the
phase history data were collected. This function is important
since SAR does not collect all of the phase history data in a
single instance but instead collects these data over an extended
synthetic aperture, wherein the target can move to different
range values during this time. The function t(ξ, η) preserves
these time-dependent effects of the phase history. It is also
convenient to use (24) to compute the mean value of the slow-
time t for a particular subaperture s, i.e.,




with ξ0 equal to the central value of the ground down-range
spatial frequency.
In addition, (24) can be used to simplify (16) and (17)
P (ξ, η) ≡ P̄ (ξ, η, t(ξ, η)) (27)
Q(ξ, η) ≡ Q̄ (ξ, η, t(ξ, η)) (28)
in terms of the 2-D slow-time function t(ξ, η) of (24). Alternate
expressions for (27) and (28) can be found from use of (2)–(4)
within (6)
sec (ϕ (t(ξ, η))) ≡
√
{X (t(ξ, η))}2 + {Y (t(ξ, η))}2 + Z20√
{X (t(ξ, η))}2 + {Y (t(ξ, η))}2
(29)
which yield the following:
















in terms of the original functions P̃ (f) and Q̃(f).
VI. POWER-SERIES EXPANSION
The current investigation proceeds by developing an analytic
expression for the motion of a target within a small subaperture
with a mean slow-time of t = τs based upon power-series
expansions of the target motion in ground down-range αs(t)













Here, {μ0(τs), ν0(τs)} define the instantaneous target position
at τs. Similarly, {μ1(τs), ν1(τs)} and {μ2(τs), ν2(τs)} give the
instantaneous target velocity and acceleration, respectively.
It is convenient to define centered spatial frequencies via
ξ̃ = ξ − ξ0, η̃ = η − ηs (34)







ξ0 + ξ̃ − ι0ηs − ι0η̃
. (35)
The subaperture image equation (21) can be expressed as






dη̃h(x, y, ξ̃, η̃, ηs) (36)
in terms of the kernel function
h(x, y, ξ̃, η̃, ηs) = W (ξ, η) exp
(
j2πΩ(x, y, ξ̃, η̃, ηs)
)
(37)
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which is expressed in terms of the phase function















{ηs + η̃}. (38)
In (37), the weight function W (ξ, η) has the three factors
previously discussed
W (ξ, η) ≡ |P (ξ, η)|2 Q(ξ, η)U(ξ, η). (39)
It is possible to apply the limits of integration in (36) through
the use of the rect function, which is defined as rect(x) ≡ 1
for −1/2 ≤ x ≤ 1/2 and zero otherwise. Then, (36) can be
expressed as






dη̃ h̃(x, y, ξ̃, η̃, ηs) (40)
in terms of the modified kernel function
h̃(x, y, ξ̃, η̃, ηs) ≡ A(ξ̃, η̃)W (ξ̃ + ξ0, η̃ + ηs)
× exp
(















The prediction of mover signatures is enabled via a power-
series expansion of (38) in terms of three dimensionless param-











These parameters enable the slow-time t to be expressed as
t(εx, εy, εs) = κ0
εs + εy
1 + εx − ι0εs − ι0εy
. (44)
This analysis involves a multidimensional power series to
integrate over subapertures. Inclusion of εs as an expansion




















εs + {1− ι0εs}ε′y
1 + ε′x − ι0ε′y
(46)
τs ≡ τ(εs) = κ′sεs. (47)




n to t− τs. For small subapertures, it is
necessary to retain only terms through the first order in {ε′x, ε′y}
t− τs
κ′s
= ε′y − εsε′x + · · · . (48)
























+ · · · . (50)















y + · · · (51)
in term of the functions
ω0,0(x, y, εs) ≡x− μ0 (τ(εs)) + {y − ν0 (τ(εs))} εs (52)
ω1,0(x, εs) ≡{x− μ0 (τ(εs))} {1− ι0εs}





ω0,1(y, εs) ≡{y − ν0 (τ(εs))} {1− ι0εs}
− κ′sμ1 (τ(εs))− κ′sν1 (τ(εs)) εs. (54)
The phase function (51) is expressed in terms of ξ̃ and η̃ to
facilitate the integration in (40)
Ω(x, y, ξ̃, η̃, εs) = ω0,0(x, y, εs)ξ0 + ω̃1,0(x, εs)ξ̃









The phase factor depending upon ω0,0(x, y, εs) can be pulled
outside of the integral in (40)












× exp (j2πω̃0,1(y, εs)η̃) . (57)








dy′ a(x′, y′) exp(−j2πξ̃x′)
× exp(−j2πη̃y′). (58)







dη̃ A(ξ̃, η̃) exp(j2πξ̃x) exp(j2πη̃y).
(59)
The product of the rect functions in (42) enables (59) to be
expressed as a product of sinc functions
a(x, y) = Δξδηsinc(Δξx)sinc(δηy) (60)
using the definition sinc(x) ≡ sin(πx)/πx with sinc(0) ≡ 1.
5002 IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING, VOL. 53, NO. 9, SEPTEMBER 2015
Use of (58) in (57) gives














dη̃ W (ξ̃ + ξ0, η̃ + ηs)
× exp
(
j2π {ω̃1,0(x, εs)− x′} ξ̃
)
× exp (j2π {ω̃0,1(y, εs)− y′} η̃) . (61)
Next, use is made of the inverse Fourier transform of the







dη W (ξ, η) exp(j2πξx̄) exp(j2πηȳ).
(62)
The transforms
x̄ = ω̃1,0(x, εs)− x′ ȳ = ω̃0,1(y, εs)− y′ (63)
together with (34), enable (62) to be expressed as
w (ω̃1,0(x, εs)− x′, ω̃0,1(y, εs)− y′)
× exp (−j2π {ω̃1,0(x, εs)− x′} ξ0)







dη̃ W (ξ̃ + ξ0, η̃ + ηs)
× exp
(
j2π {ω̃1,0(x, εs)− x′} ξ̃
)
× exp (j2π {ω̃0,1(y, εs)− y′} η̃) . (64)
The right-hand side of (64) corresponds to the inner integral
of (61), so that the subaperture image function becomes








× w (ω̃1,0(x, εs)− x′, ω̃0,1(y, εs)− y′)
× exp (−j2π {ω̃1,0(x, εs)− x′} ξ0)
× exp (−j2π {ω̃0,1(y, εs)− y′} ηs) . (65)
Next, change the integration variables to be
x̃ = ω̃1,0(x, εs)− x′ ỹ = ω̃0,1(y, εs)− y′ (66)
so that (65) becomes







dỹ a (ω̃1,0(x, εs)−x̃, ω̃0,1(y, εs)−ỹ)
× w(x̃, ỹ) exp(−j2π x̃ ξ0) exp(−j2π ỹ ηs). (67)
Equation (67) can be expressed in terms the 2-D convolution
operation ∗∗ applied to the spatial coordinates {x, y}
b̃s(x, y) =σ0 exp (j2π ω0,0(x, y, εs) ξ0)
× {a (ω̃1,0(x, εs), ω̃0,1(y, εs))
∗ ∗[w(x, y) exp(−j2π x ξ0) exp(−j2π y ηs)]}
(68)
or, using (60)

















If the window function W (ξ, η) is selected to have unit
response for all spatial frequencies, then its inverse Fourier
transform (62) yields the form of a 2-D delta function δ(x̄) δ(ȳ).
Such a choice gives a form of the subaperture image function
that is conducive to numeric computation












as will be examined in Section VII. An alternative development
of this analysis is examined in the Appendix.
One primary goal of the present analysis is to determine an
analytic method for predicting the central contour of the SAR
signature for a generic surface moving target. This locus is
expected to correspond to the symmetry center of the location
of energy deposition for a given subaperture image bs(x, y),
which may not necessarily correspond to the peak location.
Thus, the desired condition for the symmetry center location
in the unit weight case W (ξ, η) = 1 occurs for zero arguments









{μ1 (τ(εs))+ν1 (τ(εs)) εs}.
(72)
These equations determine the symmetry center position
{x, y} within a given subaperture image bs(x, y) wherein the
image energy is deposited. This derivation is consistent with
the true motion of a surface target, which is generally non-
parametric and effectively arbitrary within the usual physical
constraints of finite target inertia. As the contributions of the
various subaperture images, as determined by εs, are integrated
in order to give the full-aperture synthesis, (71) and (72)
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determine the central contour of the mover signature. The
present analysis extends those that previously given [1] by
enabling the synthesis of the structure of moving target smears
via the summation of nonoverlapping IPRs of the form of (70),
as will be shown in the following.
For general weight function cases in which W (ξ, η) = 1 in
(69), additional assumptions must be invoked. In particular,
SAR processors typically use weight functions that are real
valued and symmetric about zero, e.g., Hanning, Hamming,
Taylor, etc. For such cases, the 2-D convolution operation in
(69) preserves the symmetry center location of energy depo-
sition. Thus, (71) and (72) determine the symmetry center
location of subaperture energy deposition for cases of real-
valued window functions that are symmetric about zero.
The functions {μ0(τs), ν0(τs), μ1(τs), ν1(τs)} within
(52)–(54) can be selected fully independently, provided that
the velocity component profiles {μ1(τs), ν1(τs)} are consistent
with that of the position {μ0(τs), ν0(τs)}. Thus, the current
analysis can be applied to arbitrary self-consistent target
motion profiles that need not be parameterized by some small
number of motion constants. That is, this investigation is
not restricted to assumptions of constant velocity or constant
acceleration during the collection interval. This characteristic is
a strength of the initial [1] and current approaches in predicting
SAR target signatures. In addition, the resulting profiles are
fully 2-D, including the effects of range-migration beyond a
strictly cross-range target defocus. The nonzero squint has
modified the constant κ0 in (25) and has introduced a new
parameter ι0 of (25) in (71) and (72).
The subaperture signature approximation of (70) also pro-
vides information about the local width of the smear. For
portions with little self-interference, the width lies primarily
along the down-range dimension and is determined by the
down-range spatial bandwidth. That is, the smear width for an
idealized point moving target is approximately the same as the
down-range IPR for a stationary point target, i.e., δx = 1/Δξ .
The width also depends upon the details of the transmission
waveform and the selected data conditioning and windowing
functions of (39) in (69).
An alternative to the form of (71) and (72) can be obtained
by inverting τs ≡ τ(εs) of (47)
εs(τs) =
τs
κ0 + ι0 τs
. (73)
This equation is used in (71) and (72) to yield the following
















This form is more convenient than the previous form, since
the instantaneous target position {μ0(τs), ν(τs)} and velocity
{μ1(τs), ν1(τs)} can be used directly in (74) and (75).
Another important point should be clarified. It may appear
that (74) and (75) are expansions through only second order in
τs/κ0. However, in reality, these equations are valid through
all orders in τs/κ0 and are fully equivalent to (71) and (72). In
addition, these equations reduce to that of the nonsquinted case
[1] for ι0 = 0.
VII. THEORY VALIDATION VIA COMPUTATIONS
The theory equations derived herein are validated via com-
parison with the smear results of the SAR image formation
process applied to simulated radar measurements. For the
following example, the radar moves with constant speed on
a straight and level flight path, with an aft squint angle of
θg = −30◦ off of the starboard side. The following parameters
are used in (2)–(4): speed V0 = 200 m/s, ground range X0 =
30 km, and elevation Z0 = 1 km.
The radar transmits linear frequency modulated chirp wave-
forms of the form, e.g., [9]














in terms of the rectangle function rect(t) ≡ 1 for |t|,≤ 1/2
and rect(t) ≡ 0 for |t| > 1/2. Each waveform has a center
frequency of fc = 1.5 GHz, a bandwidth of Δf = 150 MHz,
and a pulse duration of Tf = 150 μs. Complex-valued I and
Q data are collected over 1000 uniformly spaced frequency
samples for each individual waveform. During the synthetic
aperture, the radar transmits 5000 chirps at uniform intervals
over a full collection time of T0 = 15 s.
A statistically independent complex-valued Gaussian noise
sample is added to each range bin, as has been applied fre-
quently in SAR theory and simulations, e.g., [3]. This model in-
cludes thermal sources at the receiver front end and is consistent
with band-limited noise that results after the radar echoes have
been filtered. For the example in the following, the signal-to-
noise ratio of the complex-valued range profile measurements
is approximately 40 dB.
The example considered herein is that of a constant-heading
target that undergoes a braking maneuver, according to a hy-
perbolic tangent speed profile, i.e., tanh(t), so that the position
profile is proportional to ln(cosh(t))
α(t) =α0 + cos(φ0) {v0 t+ w0 γ0 ln (cosh (ψ(t)))} (77)
β(t) =β0 + sin(φ0) {v0 t+ w0 γ0 ln (cosh (ψ(t)))} (78)
with ψ(t) ≡ {t− t0}/γ0, in terms of the parameter values
{α0, β0, v0, w0, γ0, φ0, t0}. The speed profile corresponding to









= v0 + w0 tanh (ψ(t)) . (79)
Thus, (79) models a target that transitions from one speed to
another, with the parameter w0 corresponding to half of the
total change in speed and γ0 equal to the approximate time
interval over which this change in speed occurs. For the specific
example examined herein, α0 = 0 m, β0 = 0 m, v0 = 13 m/s,
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Fig. 1. True target motion. (a) Trajectory in the ground plane, with circles at
1-s intervals and (b) speed as a function of slow-time.
w0 = −1 m/s, and γ0 = 0.5 s. The target trajectory and speed
are presented in Fig. 1(a) and (b), respectively.
The exact true target trajectory of (1) with (77) and (78) is
applied in generating the simulated image formation smear. In
addition, the exact range profile relative to the GRP, i.e., (8)
with (9) and (10) is used is generating the simulated radar
data. Specifically, the approximation of (11) is applied for only
the subaperture theoretical developments but not the image
formation smears.
The simulated images are generated using PFA. Specifically,
the original I and Q samples lie on a circular annulus within
the spatial frequency coordinates {ξ, η} and are resampled onto
a uniform rectilinear grid. Finally, a 2-D discrete fast Fourier
transform is applied to these Cartesian-resampled phase history
data in order to generate the PFA image formation smear. A
zero-pad is applied to the phase history data by a factor of 2.5
in each dimension, in order to yield imagery data upsampled
by the same factor. However, no aperture weighting has been
applied in order to retain the true mainlobe width and to
facilitate comparisons with the IPR synthesis, although higher
sidelobes are retained.
The result is shown in Fig. 2(a) for equal scales along the
down-range and cross-range coordinates. A plot with stretched
scale in down-range is presented in Fig. 2(b) and in later figures
in order to clarify detailed smear structure.
The location, extent, and shape of the predicted central
contour is obtained by using (77) and (78), wherein the required
Fig. 2. Smear induced by target motion in SAR Polar Formatting Algorithm
(PFA) Imagery, as computed using simulated radar data. (a) Equal axis scales
in ground down-range and ground cross-range and (b) image zoom to reveal
features.
derivatives are obtained from the target trajectory expressions
in (74) and (75). The resulting parametric trace of the central
contour is overlaid onto the PFA image formation result in
Fig. 3(a). Clearly, the prediction equations provide excellent
agreement with the smear in terms of location, extent, and
shape.
Further insight can be gleaned by applying (70) to coher-
ently sum a large number of nonoverlapping subaperture IPRs.
Fig. 3(b) presents a usage of 128 IPRs, with an overlay of
the predicted central contour, according to (74) and (75). This
figure applies (70), wherein the waveform frequency response
function of (30) is computed for the chirp of (76).
The coherent synthesis in Fig. 3(b) yields excellent agree-
ment with the image formation result of Fig. 3(a) in terms of
smear location, extent, and shape. In addition, this application
of IPR atoms gives good agreement in terms of the width of
smear along its length, as well as much of the self-interference
structure. Thus, studies based upon the IPR approximation offer
to yield valued understanding of moving target signatures.
It is interesting to compare the coherent synthesis of the
2-D IPR approximations with an incoherent summation based
upon the same nonoverlapping subapertures. Fig. 3(c) presents
a plot of the latter, with an overlay of the predicted central
contour. This figure suggests that the interference effects from
the different 2-D IPRs are important in yielding a final smear
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Fig. 3. Prediction of the location, extent, and shape of the smear induced by
target motion. (a) SAR PFA image with an overlay of the predicted central
contour of the target signature. (b) Coherent summation of 128 sinc IPR
functions corresponding to nonoverlapping subapertures, with an overlay of the
predicted central contour of the target signature. (c) Incoherent summation of
these same 128 IPR functions, with an overlay of the predicted central contour
of the target signature.
that lies predominantly along the central contour overlay. A
more rigorous understanding of these interference effects re-
quires further analysis at a finer level of granularity and is thus
reserved for future work.
VIII. CONCLUSION
This study has developed analytic equations for predict-
ing smear signature morphology for surface targets that are
permitted to execute arbitrary motion in squinted spotlight
SAR collections. These techniques are based upon a power-
series expansion of the subaperture phase history in order to
derive a generic expression for the down-range and cross-range
components of the predicted central 2-D contour of a mover
signature, including the cross-range offset. The inclusion of
squinted geometry effects introduces additional contributions in
the general signature equations that vanish for the zero squint
angle of broadside imaging collections.
The current methodology includes the generation of an
analytic approximation for the 2-D IPR corresponding to an
idealized point scattering center that is maneuvering in the
imaged scene. The details of the IPR function depend upon
the selected waveform and weighting functions. However, the
derived locus of the central signature contour is independent of
the particular waveform and weights.
In addition, this investigation has shown that the summation
of a large number of nonoverlapping IPRs provides an excellent
reproduction of the smear induced by target motion as com-
puted with squinted spotlight SAR image formation applied
to simulated radar data. Such analytics include the ability to
provide accurate predictions of the width of the smear, which
is shown herein to correspond to that of a stationary target. In
addition, the resulting synthesis of the 2-D IPRs yields realistic
predictions of the self-interference fringe effects and agrees
with PFA smears obtained simulated measurements. Both the
synthesis of the 2-D IPR approximations and the utilization
of the central contour provide an effective methodology for
understanding the shape, extent, location, width, and even self-
interference effects of smears due to arbitrarily moving surface
targets for squinted spotlight SAR.
This paper provides a specific example in predicting the
characteristics of the mover signature for a case containing an-
alytic functions of analytic functions, as shown via the natural
logarithm of the hyperbolic cosine function. The computations
of the predicted signature central contour based upon the true
target motion has given excellent agreement in terms of shape,
extent, location, width, and fringe interference effects when
compared with the image formation smear obtained with simu-
lated radar data. This agreement gives credence to the validity
of the signature prediction theory developed herein.
One possible application of this investigation is that it offers to
provide an ability to predict mover smear characteristics for cases
in which the true target motion parameters are known. Another
possible application is the potential ability to infer the proper-
ties of targets with unknown motion, based upon the details of
the particular 2-D smear signature profiles that result in generic
squinted SAR image data. An addition potential application is
that it offers to provide insight into new methods for focusing
moving target signatures in squinted spotlight SAR imagery.
APPENDIX
ALTERNATIVE SUBAPERTURE DEVELOPMENT
This appendix provides an alternative development for the
subaperture image function bs(x, y). In this formulation, the
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rect(ξ̃/Δξ) dependence is assumed to be incorporated into a
generalized weight function W̄ (ξ, η), and specific assumptions
regarding this weight function are utilized in order to avoid
the generation of a convolution. This analysis begins with (36),
which can be expressed as






dη̃ h̄(x, y, ξ̃, η̃, ηs) (80)
in terms of a new kernel function





W̄ (ξ̃ + ξ0, η̃ + ηs)
× exp
(
j2πΩ(x, y, ξ̃, η̃, ηs)
)
. (81)
That is, the rect(ξ̃/Δξ) of (42) has been incorporated into the
generalized weight function W̄ (ξ̃ + ξ0, η̃ + ηs).
Use of (55) and (56) enables the form












W̄ (ξ̃ + ξ0, η̃ + ηs)
× exp
(
j2π ω̃1,0(x, εs) ξ̃
)
× exp (j2π ω̃0,1(y, εs) η̃) . (82)
Typical SAR processors apply a window W̄ (ξ, η) that is a broad
slowly varying function wth a characteristic width in η that is on
the order of Δη Thus, the assumption that δη  Δη is invoked,












W̄ (ξ̃+ξ0, ηs). (83)
This assumption enables the integration over η̃ to be performed,
giving
b̃s(x, y) =σ0 exp (j2π ω0,0(x, y, εs) ξ0)















dξ W̄ (ξ, ηs) exp(j2πξx̄). (85)
The transform
x̄ = ω̃1,0(x, εs) (86)
and (34) enable (85) to be expressed as









Substitution of (87) into (84), with the use of (56), yields
b̃s(x, y) =σ0 δη exp (j2π ω0,0(x, y, εs) ξ0)
× exp
(














The corresponding power envelope is given by















This analysis proceeds by determining the symmetry center
in x and y for the location of energy deposition in (89). For the
y coordinate, this symmetry center occurs for ω0,1(y, εs) = 0,
since sinc is an even function and the argument ω0,1(y, ε) is
linear in y. This condition yields the y-component of the mover
signature of (72), as obtained using the initial development in
Section VI. This symmetry point also corresponds to the peak
in y for which the argument of the sinc function is zero.
For the x coordinate, the window W̄ (ξ, η) is assumed to be
real valued, as is typically applied in SAR processing. Thus,
w̄s(x̄) is Hermitian, i.e., w̄s(−x̄) = w̄∗s(x̄), so that |w̄s(x̄)|2 is
an even function. One can conclude that |w̄s(ω̃1,0)|2 has a
symmetry point at ω̃1,0 = 0, since ω̃1,0 is linear in x. This
result yields the x-component of the mover signature of (71),
as developed via the analysis of Section VI.
The subaperture development of this Appendix avoids the
need for an explicit convolution operation and yields simpler
expressions. However, the previous subaperture image devel-
opment of Section VI yields equations involving 2-D sinc
functions that are more conducive for the numeric validation
of Section VII.
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