Abstract. A novel class of semi-norms, generalising the notion of the isotropic total variation T V 2 and the an-isotropic total variation T V 1 is introduced. A supervised learning method via bilevel optimisation is proposed for the computation of optimal parameters for this class of regularizers. Existence of solutions to the bilevel optimisation approach is proven. Moreover, a finite-dimensional approximation scheme for the bilevel optimisation approach is introduced that can numerically compute a global optimizer to any given accuracy.
Introduction
Total variation denoising is given by the minimization problem
where u η ∈ L 2 (Q) denotes a given noisy image on the domain Q := (0, 1) N , N ∈ N, α ∈ R + denotes the regularization parameter, and T V (u) is the (isotropic) total variation defined by T V (u) := sup ˆQ u div ϕ dx : ϕ ∈ C ∞ c (Q; R N ), |ϕ| ≤ 1 which is < +∞ for u ∈ BV (Q), the space of functions of bounded variation. Here |·| refers to the 2 -Euclidean norm, that is, for x = (x 1 , x 2 ) ∈ R 2 we have |x| = (x 2 1 + x 2 2 ) 1/2 . The T V denoising model (1.1) is also called ROF model, named after the pioneering paper [27] of Rudin, Osher, and Fatemi. The T V denoising model is known for its ability to both denoise an image and at the same time preserve discontinuities. Due to this edge-preserving property the ROF model has established itself in the image processing literature.
Next to these desirable denoising properties the ROF model, however, also comes with disadvantages. One of those is the tendency of the ROF model to generate unnecessary edges. These turn originally smoothly changing image intensities into piecewise constant intensity areas which create blocky-like artefacts also known as stair-casing. Another disadvantage of the ROF model is that it leads to a contrast loss near edges that mainly depends on their curvature.
TV p , 1 ≤ p ≤ ∞. In this paper we consider a generalised notion of the total variation in which we replace the underlying 2 -Euclidean norm by the p -Euclidean norm for 1 ≤ p < ∞. We therefore write |·| p for |·| and T V p (·) for T V (·). In [17] , for instance, another variant of the total variation has been proposed, by switching the underlying Euclidean norm from where |·| 1 denotes the Euclidean 1-norm in the sense that for x = (x 1 , x 2 ) ∈ R 2 , |x| 1 = |x 1 | + |x 2 |, and |·| u α , and an α found which minimises this loss. In most cases the loss function is supervised, that given a training set of noisy images (u The Level 1 problem in (B-L1) looks for an α that minimizes the average L 2 -distance between minimizers u i α of the Level 2 problem (B-L2) and clean images u i c . It has been proven in [10] that (B-L1) admits at least one positive solutionα ∈ R + provided that T V 2 (u i η ) > T V 2 (u i c ), which is a reasonable assumption for image denoising.
For simplicity, in what follows we will omit the index i from the training set and perform our analysis for a single pair (u η , u c ) of noisy and noise-free image, respectively. Everything we will discuss, however, will still hold for the case of multiple images in the training set.
Bilevel optimisation for TV p . For the purpose of studying T V p for p ∈ [1, +∞] we extend the bilevel training scheme B to scheme T as the training ground, in which we optimize parameters α and p, and the set A[T] the optimal set associated with T, which contains the optimal parameters produced by the scheme T . We point out that the new training scheme T simultaneously optimizes both the parameter α and the order p.
Our contribution. This paper contains two main results. The first result is contained in Theorem 2.7 and proves that the scheme T (T -L1)-(T -L2) admits at least one optimal solution (α T , p T ) ∈ T. This existence result is based on Theorem 2.3 where we show that the functionals I α,p (u) := u − u η 2 L 2 (Q) + αT V p (u) for every u ∈ BV (Q) are continuous, in the sense of Γ-convergence in the weak* topology of BV (Q) (see [3, 8] ), with respect to the parameters (α, p). We prove this by showing that the collection of new spaces, induced from T V p semi-norms, itself exhibits certain compactness and lower semicontinuity properties.
Our second contribution is a proposal for how to numerically determine the optimal solution of scheme T , or equivalently compute global minimizers of the assessment function A(α, p):
where u α,p is obtained from (T -L2). We note that computing such global minimizers would be straightforward if A(α, p) is quasi-convex in the sense of [20] , or simply convex. In this case Newton's descent method or line search could be applied to compute a the global minimizer. However, as we shall later show in Figure 1 even for a fixed p 0 ∈ [1, +∞] the assessment function A(α, p 0 ) is not quasi-convex, and hence those methods mentioned above might get trapped in a local minimum. To overcome this difficulty, we introduce the concept of an acceptable optimal solution that is a solution to T with a prescribed error. To be precise, we say the solution (ᾱ,p) is acceptable with error ε > 0 if 4) where (α T , p T ) ∈ A[T] is a globally optimal solution obtained from the scheme T .
7 For computing such an acceptable optimal solution, we propose in Section 3 a finite approximation method. We construct a sequence of finite sets T l indexed by l ∈ N, such that # {T l } < +∞. For the precise definition of T l we refer to Definition 3.1. We point out here that, since # {T l } < +∞, the optimal solution(s)
, as l → ∞, by using standard Γ-convergence techniques. This is, however, still not enough to allow the computation of an acceptable solution as in (1.4) . To achieve such a result, we prove in Theorem 3.3 an estimate for a fixed index l ∈ N, which gives an estimate of the form 5) in which α U can be determined numerically (see Proposition 2.10). Therefore, by using estimate (1.5), we can acquire the desired index l ∈ N so that the associated optimal solution (α T l , p T l ) ∈ T l is an acceptable optimal solution for the error ε > 0.
We note that the estimate (1.5) requires that u η ∈ BV (Q), which usually does not hold for a noisy image u η . To overcome this, in Section 3.2.1 we show that, for any given ε > 0, even if u η ∈ L 2 (Q) \ BV (Q), we are still able to find l ∈ N such that
i.e., the associated optimal solution (α T l , p T l ) ∈ T l is an acceptable optimal solution for the error ε > 0. We do so by introducing a piece-wise constant approximation of the corrupted image u η ∈ L 2 (Q) \ BV (Q), and we refer readers to Theorem 3.9 and Corollary 3.12 for details.
Organisation of the paper. The paper is organized as follows. In Section 2.1 we collect some notations and preliminary results. The Γ-convergence and the bilevel training scheme are the subjects of Sections 2.2 and 2.3, respectively. Section 3 is devoted to the analysis of the finite approximation training scheme and the proof of Theorem 3.3. Finally, in Section 4 some numerical simulations and insights.
The
p -anisotropic total variation, Γ-convergence, and an optimal training scheme
We recall that, throughout this article, u η ∈ L 2 (Q) denotes a given datum representing a noisy image, u c ∈ BV (Q) represents the corresponding noise-free image, and u α,p ∈ BV (Q) is the reconstructed image obtained from (T -L2) for a given set (α, p) ∈ T.
p -(an)-isotropic total variation. We recall from [14] that a function u ∈ L 1 (Q) has bounded variation in Q if
and write BV (Q) to denote the space of functions of bounded variation. We also define the norm
We next define the Euclidean p -norm for p ∈ [1, +∞] and for x = (x 1 , x 2 , . . . , x N ) ∈ R N as
We recall that |·| p for p ∈ [1, +∞] are equivalent norms on R N . To be precise, for any 1 ≤ p 1 < p 2 ≤ ∞ and x ∈ R N , we have that
where |·| * p denotes the dual norm associated with |·| p . Remark 2.2. In view of (2.2), we have that the T V p semi-norms, for 1 ≤ p ≤ ∞, are equivalent. That is, for 1 ≤ p 1 < p 2 ≤ +∞, we have that
for all u ∈ BV (Q). In particular, we have
for any p ∈ [1, +∞] and u ∈ BV (Q).
Γ-convergence of functionals defined by
The following theorem is the main result of Section 2.2.
Then the functional I αn,pn Γ-converges to I α0,p0 in the weak* topology of BV (Q). Namely, for every u ∈ BV (Q) the following two assertions hold:
and lim sup
We subdivide the proof of Theorem 2.3 into two propositions.
Then, there exists u ∈ BV (Q) such that, up to the extraction of a (non-relabeled) subsequence, there holds u n * u in BV (Q),
Proof. We prove the statement for α n ≡ 1 only, as the general case for α ∈ R + can be argued with straightforward adaptations. By (2.4) we always have
Thus, by (2.5) we have sup u n BV (Q) : n ∈ N < +∞, which implies that there exists u ∈ BV (Q) such that, up to extract a subsequence (not relabeled), u n * u in BV (Q) and u n → u in L 1 and a.e..
Therefore, we conclude that
where in the first inequality we used (2.3). This concludes the proof of (2.6) and hence the proposition.
Lemma 2.5. Let p ∈ [1, +∞] be fixed. Then the function
is continuous and monotonically decreasing and the function
is continuous and non-decreasing.
Proof. We notice that by Proposition 2.4, we have f (α) and g(α) are continuous. Next, for any 0 ≤ α 1 < α 2 < +∞, by minimality there holds
and
Adding up the previous two inequalities yields
Moreover, in view of (2.7) and (2.8), we obtain that
is non-decreasing and we are done.
Proof.
For simplicity, we only analyze this proposition under assumption α n = 1 for all n ∈ N. All arguments also hold for a general sequence {α n } ∞ n=1 since α ∈ R + .
The liminf inequality
is a direct consequence of Proposition 2.4 by choosing u n := u. Next, by (2.3) we have that
and the limsup inequality
is asserted by sending p n → p.
We obtain Property (LI) in view of Proposition 2.4. Property (RS) follows by Proposition 2.6, choosing u n = u 0 for every n ∈ N.
2.3.
Bilevel training scheme T and existence of solutions. We recall the training ground T from (1.2) and two levels of the scheme T are
The following theorem is the main result of Section 2.3.
Then, the training scheme
, where the upper bound α U ∈ R + is determined in Proposition 2.10.
Proof. Fix α > 0 and let ∂T V p (u) denotes the sub-differential of T V p at u, we observe that
, where at the last inequality we used the property of sub-gradient operator (see [12, Proposition 5.4, page 24]).
Recall from Lemma 2.5 that T V p (u α,p ) is continuously decreasing with respect to α, and thus we can find α p > 0, might depend on p, such that
provided that (2.9) holds. Therefore, by (2.11) we have
We next claim that
, and by the optimality condition of u αp n ,pn , we deduce that
Thus, by (2.15) and letting n → ∞ first and k → ∞ second, we conclude that lim sup
That is, we have u αp n ,pn → u η strongly in L 2 (Q) and, upon extracting a further subsequence (not relabeled), there holds p n → p and
which contradicts (2.12). This completes the proof of (2.14). Now we prove (2.10). In view of (2.13) and (2.14) we have
, and thus we conclude (2.10) since the right hand side of above inequality does not depends on p.
Next, we determine a uniform upper bound on tha optimal regularization parameter α T . We start with the following lemma, where (u η ) Q denotes the average of u η over Q, i.e.
Lemma 2.9. Let p ∈ [1, +∞] be fixed and u alpha,p the minimiser of (T -L2). Then there
Proof. Since p ∈ [1, +∞] is fixed, we abbreviate T V p , u α,p , and ∂T V p , by T V , u α , and ∂T V , respectively, in this proof. We note that the null space
of the total variation semi-norm is the space of constant functions (see, e.g., [1] ), which is a linear subspace of L 1 (Q). Let P[·] denote the projection operator onto N (T V ), and thus
for α > 0 large enough. Indeed, since ∂T V (0) has nonempty relative interior in N (T V ) (see, e.g., [24] ), we have that (2.19) holds for α ∈ R + sufficiently large since u η ∈ L 2 (Q) and
where in the last inequality we used again the fact that P[u η ] is a constant. That is, we have 1
and hence P[u η ] satisfies optimal condition of (T -L2) and we conclude that P[u η ] = u α0 . Therefore, we have u α0 is a constant.
We claim next that u α0 = (u η ) Q . Again by optimality condition we have
which implies that the left hand side of (2.20) reaches the minimum value at λ = (u η ) Q . Thus, we have u α0 = (u η ) Q and we deduce that u α = (u η ) Q for all α ≥ α 0 .
Define
Thus, in view of Theorem 2.3, we conclude that u α Up = (u η ) Q , and hence the claim is true.
2 (Q) be given such that (2.9) hold. Then, there exists α U ∈ R + such that the following assertions hold.
1. For all α ≥ α U /2 and p ∈ [1, +∞], we have
2. The value of α U can be determined numerically.
Proof. For each p ∈ [1, +∞], let α Up > 0 be obtained from Lemma 2.9. We claim that
Take two arbitrary p 1 and p 2 such that 1 ≤ p 1 ≤ p 2 ≤ +∞. For α > 0 fixed, we have by optimality condition of (T -L2) that
). Summing the above two inequalities yields
where at the first and last inequality we used Remark 2.2. Thus, by (2.17) and letting α = α Up 2 , we infer that
By Remark 2.2 again, we have (2.22) holds unless u α Up 2 ,p1 ∈ N (T V p2 ), which implies that u α Up 2 ,p1 must be a constant. Hence, by the argument used in Lemma 2.9 we conclude that
and we conclude Assertion 1 by letting α U := 2α U∞ .
We notice that, by Lemma 2.5 again, the function
is continuous monotone decreasing and f (α U,+∞ ) = 0. Hence, we can apply Newton descent to compute α U∞ numerically, which concludes Assertion 2.
We are now ready to proof Theorem 2.7.
Proof of Theorem 2.7. Let u c ∈ BV (Q) and u η ∈ L 2 (Q) be given such that (2.9) holds, and recall the definition of the training ground T, the assessment function A(α, p), and the optimal set A[T] from (1.2), (1.3), and (T -L1). Let
Then, up to a subsequence, there exists (α,p)
. Suppose for a moment thatα ∈ (0, +∞]. Then, in view of Theorem 2.3 and the properties of Γ-convergence, we have
Thus, we conclude that
Now we claim that inf α n > 0. Indeed, assume by contradiction that α n 0, and in this case we already showed in (2.16) that u αn,pn → u η in L 2 strong. Therefore, we have that
, which contradicts Proposition 2.8. Thus, we conclude that inf α n > 0, which impliesα > 0.
We next claim that there exists at least one optimal solution (α
In another word, we have (α U /2, p 0 ) ∈ A[T] as desired.
Therefore, we conclude that there exists at least one (α T , p T ) ∈ A[T] such that 0 < α T < α U < +∞, which completes the proof of Theorem 2.7.
Extension of
p -anisotropic total variation via Finsler metrics. We can further extend the p -(an)-isotropic total variational by using the Finsler metric (see [2] and Definition 2.11). Let |·| ω : R N → [0, +∞) be a Finsler metric. That is, we assume that the function |·| is convex and satisfies the properties
where C ∈ R + is a positive constant. Then, we define the ω-total variation by
Definition 2.11. We say a collection F of Finsler metrics is training compatible if the following assertions hold.
1. For any ω ∈ F, |·| ω : R N → [0, +∞) is a convex, positively 1-homogeneous function, and |x| ω > 0 if x = 0. 2. We denote the unit sphere of ω by
3. (compactness) For any sequence {ω n } ∞ n=1 ⊂ F, there exists a subsequence, still denote by ω n , such that ω n F ω in F.
We present a similar version of Theorem 2.7 but with T V ω variation. First, we introduce the training scheme (T F ) by
with the training ground
Theorem 2.12 (Existence of solutions of scheme (T F )). Let u c and u η ∈ BV (Q) be given such that
Proof. The proof can be obtained by following line by line of the argument presented in the proof of Theorem 2.7. In particular, the equivalent property (2.3), which used extensively in the proof of Theorem 2.3, can be replaced by assertions 2 and 3 in Definition 2.11.
We conclude this section by presenting several examples of training compatible F.
1. The p -Euclidean norm defined in (2.1). That is, we define
2. The skewed p -Euclidean norm.
3. Learning of acceptable optimal solutions 3.1. Non-convexity of the assessment function and counterexamples. We present an explicit counterexample in one dimension (N = 1) to show that the assessment function A(α, p) is not quasi-convex. Note that as N = 1, we have |x| p = |x| 2 for all p ∈ [1, +∞]. Thus, we only need to consider the case in which p = 2 and we abbreviate A(α, p) by A(α) in Section 3.1.
We define the corrupted signal u η (red line in Figure 1a ) and the clean signal u c to be (blue line in Figure 1a ) By [28] we can explicitly compute that
, for 0 ≤ α ≤ 3/2, and consequently Hence, we have, for 3/2 ≤ α ≤ 12,
which implies A(α) = 8α − 20 and A(α) = 8 > 0. Therefore, we see that A(α) < 0 for 5/2 < α < 2, i.e., A(α) is again decreasing (this is the third convex part in Figure 1b) , and hence A(α) is not quasi-convex.
3.2.
A finite approximation of scheme T . In Section 3.2 we assume that u η ∈ BV (Q). We introduce first the concept of (finite) Training Ground. Definition 3.1. Let l ∈ N and recall the upper bound α U ∈ R + from Proposition 2.10.
1. By Theorem 2.7, we can reduce the training ground T to
We define δ l := 1/l and we write
3. We define the Finite Training Ground T l at step l ∈ N by
4. For i, j ∈ N and 1 ≤ i, j ≤ l, we define the (i, j)-th finite grid G l (i, j) by
(3.1) Remark 3.2. We draw the following observations from Definition 3.1.
The training scheme T with finite training ground T l can be presented as follows:
Theorem 3.3. Let u c and u η ∈ BV (Q) be given such that (2.9) is satisfied, and let α U be obtained from Proposition 2.10. Then the following assertions hold.
As l → ∞, we have that
2. For each l ∈ N, there holds
This theorem will be proved in several propositions. Not that, for each l ∈ N that T l ⊂ T l+1 by Remark 3.2. Thus, we have
In view of Monotone Convergence Theorem, with no further subsequence extracted, there existsm ≥ 0 such that
We show thatm = m. Supposem > m. Then there existsl ∈ N such that
On the other hand, by (3.2), for any (
p T ). Thus, by (3.4) we have
Next, by Theorem 2.3 we have
which implies that there existsl ∈ N such that
Hence, by (3.6), (3.7), and (3.8), we must have
which is a contradiction.
To finish, we point out that all cluster points of the sequence {A[T l ]} ∞ l=1 satisfy (3.4) since there is no subsequence extracted from (3.5) due to the property of the monotone convergence theorem, and hence we conclude this proposition. 
Proof. By the minimality of u α,p there holds
Subtracting one from another, we have that
Next, by multiplying with u α,p − u α+ε,p and integrating over Q, we deduce that
Since ∂T V p is a maximal monotone operator (see [12, Proposition 5.5, page 25]), we obtain that
This, and together with (3.9), we have that
where at the last inequality we used the property of sub-gradient (see [12, Proposition 5.4, page 24] ). In turn, we obtain that
, which concludes the proof. Proposition 3.6. Let p ≥ 1, ε > 0, α ∈ R + . Then we have
Proof. Instead of using the sub-gradient operator as used in Proposition 3.5, we proceed with the first variation of (T l -L2). Since in this argument α ∈ R + is fixed, we abbreviate u α,p by u p . As first suggested in [27] , we can regularize the T V p seminorm by a factor δ > 0 and consider
The new T V δ p seminorm is differentiable in u. For arbitrary v ∈ BV (Q), we write the first variation of (3.10) as followŝ 
where at the last inequality we used the fact that
is a maximal monotone operator. Next, we compute that
where at the second inequality we used (2.2) and Hölder inequality. We could similarly estimate that
This, and together with (3.13), we conclude that
Hence, by (3.11), (3.12), and (3.14), we have
Moreover, since u δ p → u p in the strict topology of BV (see [27] ), it follows that
which completes the proof of the proposition.
We recall the reduced training ground T from Definition 3.1.
Proof. By Proposition 3.5 and Proposition 3.6, we observe that
and hence we conclude that
as desired.
We are now ready to proof Theorem 3.3.
Proof of Theorem 3.3. The Assertion 1 can be deduced from Proposition 3.4 directly.
We next prove Assertion 2. Let (α 1 , p 1 ), (α 2 , p 2 ) ∈ T. By Corollary 3.7 we have that
Also, in view of (3.15) and Theorem 2.3, there holds
where for the last inequality we used (3.17).
Hence, by (3.19) we again obtain that
where at the last inequality we used the assumption (3.16). In the end, by (3.15), (3.18), and (3.20), we observe that
and hence the thesis.
Remark 3.8. We point out that the optimal solutions (α T l , p T l ) ∈ A[T l ] can be determined precisely since # {T l } < +∞ at each l ∈ N. Then, for any given acceptable error, we can determine the required approximation step l by using (3.3).
3.2.1. A relaxation of corrupted image u η . The assumption in Theorem 3.3 that u η ∈ BV (Q) is a rather strong one and, in fact, not realistic for image denoising. We argue, however, that the error bound (T -L1) can still be used in practice by replacing the noisy image u η with an approximation that has bounded variation. To be precise, we consider a sequence u
and introduce the training scheme
We also define the assessment function with respect to u
Theorem 3.9. Let K ∈ N, u c ∈ BV (Q) and u η ∈ L 2 (Q) be given. Let u K η be defined as in (3.21) . Then the following assertions hold.
For each K ∈ N, there holds
Before we prove Theorem 3.9, we first prove an enhanced version of Proposition 2.4.
Then we have u
and lim
Proof. We assume first that α > 0. By (3.22) and (3.23) , there exist N * ∈ N such that
Thus, we have sup u
: n ∈ N < +∞, and, up to a (not-relabeled) subsequence, there exists w ∈ BV (Q) such that
We claim that w = u α,p a.e.. Indeed, since u K α K ,p K is the unique minimizer of (T K -L2), we have that
, where at the last inequality we used Fatou's lemma and (3.26) . On the other hand, we have lim sup
where we used the fact that u
and Proposition 2.6. Hence, by (3.27) and (3.28) we obtain that
Therefore, we must have u α,p = w since the minimizer of (T -L2) is unique, which concludes (3.24) as desired.
We next claim (3.25) . Indeed, the liminf inequality
can be directly obtained from (2.6). Again, since u n α K ,p K is the unique minimizer, we observe that
By (3.24) we infer that
which, in turn, yields
where at the last inequality we used Proposition 2.6 again. Thus, we conclude that lim sup
This, together with (3.29), we conclude (3.25) and hence the thesis for the case α > 0.
Lastly, we assume α = 0. In this case we have u 0,p = u η , and we could refer to the proof used in Theorem 2.7 to conclude our thesis.
Proof of Theorem 3.9. The Assertion 1 can be directly deduced from Proposition 3.10. We focus on claiming Assertion 2. Let u α,p and u K α,p be obtained from (T -L2) and (T K -L2), respectively. By the optimality condition, we have
. Subtracting one from another, we deduce that
Hence, by multiplying u α,p − u K α,p on the both hand side and integrating over Q, we have that
. We conclude our thesis by following the argument used in the proof of Theorem 3.3.
In [23] , it is shown that if the noisy image u η is a piece-wise constant function, we can take advantage of this when numerically computing the solution u α,p . One good choice for the approximation sequence u K η , therefore, could be the piece-wise average of u η introduced as follows. N and the corrupted image u η ∈ L 2 (Q) be given. We define the K-resolution approximation u
where
We note that u K η defined in (3.30) satisfies (3.21).
As a result of Theorem 3.3 and Theorem 3.9, the following corollary can be established.
Corollary 3.12. Let u c ∈ BV (Q) and u η ∈ L 2 (Q) be given. Then, for arbitrary ε > 0, there exists l ε ∈ N large enough such that The principal sources of noise in digital images are introduced during acquisition, for example, the sensor noise caused by poor illumination, circuity of a scanner, and the unavoidable shot noise of a photon detector. The noise is only generated during the acquiring of the image, i.e., it is only added to u K c ; and each time we acquire an image, we produce a different noise η K . Therefore, we propose to use a piecewise constant function η K over Q K to represent the noise at the resolution level K ∈ N, and we write
That is, when a image is taken with resolution K ∈ N, although we only wish to observe u K c , the noise η K is an unavoidable by-product, and hence the corrupted image u K η is produced.
Therefore, we assume that all (corrupted) images captured by digital camera with finite resolution is already a piece-wise constant function, which implies that u η ∈ BV (Q), and hence no relaxation is needed as studied in Section 3.2.1. The Level 2 problem (T -L2) is solved via the primal-dual algorithm studied in [5, 4] , as we can recast (T -L2) as
Here δ V q * denotes the indicator function of the set V q V q := {v ∈ C ∞ c : |v| q ≤ 1} . For the sake of appropriate comparison, we use the finite training ground T l at l = 10000 to simulate the continuous training ground T, and we plot the contour image of A(α, p) at T l , l = 10000, in the last column in Figure 2 . We summarize our simulation results and computed l's from Theorem 3.3 in Table 1 . Note that the step l predicted by Theorem 3.3 (shown in column 2) is rounded up to the nearest integer. We also applied the estimate in Theorem 3.3 for the bilevel scheme B and we observe for the example in Figure 2 that inf A(α, p) < inf A(α, 2), which indicates that the scheme T in which we optimise over the parameter p indeed provides an improved reconstruction result compared with the T V 2 scheme B. Figure 2 for different discretisation levels l selected from Theorem 3.3 with three acceptable errors. We also report that T V 2.6622 (u c ) = 14.6654 while T V 2.2622 (u 0.0488, 2.6622 ) = 11.0291. Figure 3 . Left column to right column: test images; noisy version (with artificial Gaussian noisy); optimal reconstructed image u α T ,2 provided by Scheme B (B-L1)-(B-L2) and optimal reconstructed image u α T ,p T provided by Scheme T (T -L1)-(T -L2), respectively. We report that the optimal p are achieved at p T = 1.0197 and p T = 1.1359 for test set in row one and two, respectively.
4.2.
Conclusions and future works. In this work, we first constructed p -(an)-isotropic total variation T V p semi-norms and applied it into the imaging processing problems. This class of semi-norms can be viewed as a generalization of the standard total variation. Then, we introduce a semi-supervised learning scheme to optimize the underlying Euclidean parameter p in T V p . A further finite approximation method of such learning scheme allows us not only conclude the existence of global optimization but also allows us to numerically compute it, especially in the situation that the convex condition is missing.
We also want to remark a few words about the inefficiency of the finite approximation scheme studied above, and provide several ways to mitigate such inefficiency. The finite approximation scheme searches the global optimizer by walking through every grid point. Although the number of grid points is finite, the massive amount of them would inevitably cause long CPU time. One way to mitigate such problem is to implement a parallel computation method as the construction and searching procedure used in our finite approximation is in particular suitable for such acceleration method.
On the other hand, we observe from Table 1 that the numerical error (column 3) (which is what we actually obtained) is much smaller than the given acceptable error (column 1) (which is what we expect to obtain), which likely causes over-computing and hence wait of CPU time. This phenomenon is partially due to the large value of T V (u η ) and α U . To mitigate this drawback, we observe from the numerical simulation, reported in Table 2 , that the optimal solution usually has the property that T V p T (u α T ,p T ) ≈ T V p T (u c ).
(4.1) Figure 2 2.6622 29.7651 14.6654 11.0291 Figure 3, Table 2 . Total variation of clean image, corrupted image, and optimal reconstructed image.
Thus, if we take (4.1) for guaranteed, we could reduce the range of regularization parameters
Then, we can reduce estimate (3.3) in Theorem 3.3 to
We notice that this new estimate uses only the total variation of the clean image u c , which is assumed to be much smaller than the variation of the corrupted image and the value of α R − α L is also much smaller than α U . However, due to the length of this article and the fact that the estimate (4.1) already fully satisfies our purpose, we decide not to pursue on how to prove (4.1) but leave it for future work.
Another interesting direction is to understand which properties of a given image influence the value of optimal tuning parameter α and underlying Euclidean norm p the most. The tuning parameter, by its definition, decides the regularization strength, and hence, higher noise usually requires a larger α value (as an extreme example, for an image with zero noise the optimal α is 0). However, what properties of a given image decide the optimal value for the underlying Euclidean norm p is unclear so far. As we can see from Table 2 for the 3 test images (with the exact same level of Gaussian noise) the optimal value p ranges from almost 1 to almost 3. The current guess is that the optimal p is partially decided by the properties of edges of the given image but a detailed theoretical explanation is still missing.
As a final remark of the training scheme T with p -(an)-isotropic total variation, the introduction of Euclidean order p ∈ [1, +∞] into training scheme only meant to expand the training choices, but not to provide a superior seminorm to the popular choice T V 2 or T V 1 . The optimal orderp ∈ {1, 2} or not, is completely up to the given training image u η = u c +η.
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