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摘要 :神经网络能依靠权值进行长时间记忆和知识存储 ,但是对输入模式的瞬时相应的记忆能力比较差 ;而隐马尔科夫
模型的短时记忆的能力比较强 ,但是假定的前提又与实际情况不符. 因此 ,采用 HMM 和 ANN 的混合模型来取双方之
长 ,并在这种混合模型的基础上 ,对神经网络从结构设计、训练、到训练后期的结构调整进行了全程的优化 ;应用隐节点剪
枝算法 ,并利用广义的 Hebb 规则重新确定网络的参数. 实验表明 ,这种混合模型在语音识别中取得了良好的效果.
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　　语音识别主要是让机器准确地识别出语音的内
容. 利用隐马尔科夫链 ( HMM ) 与人工神经网络







(1)一阶马尔可夫模型假设 :马尔可夫链在 n 时刻
处于状态 qni 的概率只与 n - 1 时刻所处的状态 qn - 1i 有
关 ,而与其以前的状态及声学矢量序列无关.
(2)观察矢量帧之间独立性假设 ,每一时刻 HMM
只能考虑当前帧语音. 这些假设使 HMM 对协同发音






行为 ,构成了一个大规模并行的非线性系统[1 ] . 神经网
络技术以其自适应性、并行性、非线性、鲁棒性和学习
特性而被广泛应用于语音识别领域. 神经网络尤其是
ML P 之所以在语音识别领域有吸引力还在于 :







用 HMM/ ANN 混合模型用于语音识别很合适.
3 　改进的混合模型




目前多采用的是 L PCC 特征. L PCC 系数主要是
模拟人的发声模型 ,未考虑人耳的听觉特性. MFCC
参数比 L PC 倒谱系数更符合人耳的听觉特性 ,在有信
道噪声和频谱失真情况下 ,能产生更高的识别精度[2 ] .
研究者由心理学实验得到了类似耳蜗作用的一组滤波
器组 ,即 Mel 频率滤波器组. Mel 频率可表示为 :
f Mel = 2 595log (1 + f / 700)
对频率轴的不均匀划分是 MFCC 特征区别于前述的
普通特征的最重要的特点. 将频率按照上式变化到
Mel 域后 ,Mel 带通滤波器组的中心频率是按照 Mel
频率刻度均匀排列的[3 ] . Mel 倒谱系数计算如下 :
(1) 经信号进行分帧、预加重和汉明窗处理 ,然后
进行短时傅立叶变换并得到其频谱.
(2) 求出频谱平方 ,即能量谱 ,并用 M 个 Mel 带
通滤波器进行滤波. 由于每一个频带中分量的作用在
人耳中是叠加的 ,因此将每个滤波器频带内的能量进
行叠加 ,这时第 k 个滤波器输出功率谱 x ( k) .
(3) 将每个滤波器的输出取对数 ,得到相应频带
的对数功率谱 ; 并进行反离散余弦变换 , 得到 L 个





log x ( k) co s[π( k - 0 . 5) n/ M ] ,
　n = 1 ,2 , ⋯, L .
(4) 将直接得到的 MFCC 特征作为静态特征 ,再
将该静态特征做一阶和二阶差分 ,得到动态特征.
3 . 2 　网络中隐节点数目的优化
网络结构的改进主要体现在找到最优的隐节点的
数目. 确定隐节点的数目需要在网络的正则特性和学






　Fig. 1 　A novel algorithm for hidden nodes pruning
(2)训练 N 个节点的 ML P 网络.
(3)通过迭代去除网络中冗余隐节点. 如图 1 所
示 ,在移去节点 A 后 ,调整余下节点的权参数 ,使得节
点 B 的净输入值在最小平方定义下近似保持不变 ,即
对于训练集中所有的模式有 :
∑
j ∈{ A , C, D}
w j , B y j ( n) = ∑
j ∈{ C, D}
( w j , B +δj , B ) y j ( n) ,
　Πn ∈{ 1 ,2 , ⋯, N} ,
其中 w j , B 代表节点 j 到 B 的权值 ,δj , B 代表节点 j 到 B
的残差 , y j ( n) 代表第 n 个节点的输出值 ,这就相当于
一个线性方程 :
yC (1) y D (1)
M M
y C ( N) yD ( N)
δC, B
δD , B





用 L MS 迭代法可以得到这个线性方程在最小平





3 . 3 　改进网络权值参数的初始化
初始化问题是神经网络训练的一个很重要的问
题 ,关系到训练结果的收敛[5 ,6 ] . 一般初始化的主要思
想是通过考察网络的学习机制或是采用先验知识来尽
可能优地进行网络权值初始化[7 ] . 我们用 Hebb 规则
来进行初始化 ,取得了良好的效果. 它的原理是 :设隐
节点是线性的 ,对于输入模式 x i , i = 1 ,2 , ⋯, k - 1 ,引
起的输入节点到隐节点的权矩阵为 :
V k- 1 = [ v1 , k- 1 , v2 , k- 1 , ⋯, vnk , k- 1 ].
按照 Oja 准则 ,对于 x k 更新权矩阵 V
V k = V k- 1 + a0 ( I - V k- 1 V
T
k- 1 ) x k x
T
k V k- 1 =
　V k- 1 + a0 ( x k - V k- 1 h Tk- 1 ) h Tk ,
式中 :hk = V k- 1 T x k ,每个权向量 vi , k 由下式给出 :
v i , k = v i , k- 1 + a0 hi , k ( x k - ∑
nk
i = 1
hi , k v i , k- 1 ) .
对于非线性广义 Hebb 学习规则来说 ,其中
V k = V k- 1 + a0 ( x k - V k- 1 L d ( h Tk ) ) L h ( h Tk ) ,
式中 :L h ( h Tk ) = [ L h ( h T1 , k) , L h ( h T2 , k ) , ⋯, L h ( h Tnk , k ) ] 是
输出 hk 的函数. 每一个权向量 v i , k 可由下式给出 :
v i , k = v i , k- 1 + a0 L h ( hi , k ) ( x k - ∑
nk
i = 1
L d ( hi , k ) vi , k- 1 ) ,




‖hk - V T x k ‖2 , x k = ∑
nk
i = 1
L d ( hi , k ) v i .




‖x k - ∑
nk
i = 1
L d ( hi , k ) vi ‖2 , hk = V T x k .







层的连接权 , vi , i = 1 ,2 , ⋯, nk ,具体过程如下 :
(1) 用随机数来初始化 V ;
(2) 选择确定 L d (·) , L h (·) , a0 ,β;
(3) 设 v = 1 ;
(4) 对每一个 k = 1 ,2 , ⋯m ,计算
　vi , i = 1 ,2 , ⋯, nk 和 h k = V Tk- 1 x k ,则
　vi , i = 1 ,2 , ⋯, nk 和 x k = ∑
nk
i = 1
L d ( hi , k ) v i ;
(5) 用上一段的公式决定终止准则 ;




,否则令 Eoldv = Ev ;
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(7) 如果 v = 1 或者 Eoldv > Ev ,则令 v = v + 1 ,然
后跳转到第 4 步循环.
我们随后采用监督训练算法初始化输出层的连接
权 : w i , i = 1 ,2 , ⋯, n0 ,用样本对 ( y k , hϖk ) , k = 1 ,2 , ⋯,
m 初始化隐层和输出层之间的权值 :
(i) 广义训练准则 :













φ1 ( ei , k) .
式中 φ2 ( ei , k ) = 1
2




) , 如果网络输出是二值的 ,而且取值 ±1 . 0 ,
则φ1 ( ei , k ) = y i , k ( y i , k - y ϖi , k ) .
(ii) 基于梯度下降算法的权值更新为
w i , k = w i , k- 1 +αδ0i , k h ϖk .
(iii) 初始化输出层的连接权程序为
●　Initialize W with random values
Selectα,μ,
Setλ = 1 , Ew = 0 ,and v = 1
●　For each k = 1 ,2 , ⋯, m ;
Calculate y ϖi , k =σ( w Ti h ϖk ) , i = 1 ,2 , ⋯, n0 ,
Evaluateδ0i , k , i = 1 ,2 , ⋯, n0
Update w i , i = 1 ,2 , ⋯, n0
Calculate y ϖi , k =σ( w Ti h ϖk ) , i = 1 ,2 , ⋯, n0 ,





( y i , k - y
ϖ
i , k )
2




If v > 1 t hen Erelw =
Eoldw - Ew
Eoldw
, Eoldw = Ew ,
If v = 1 or Eoldw > Ew , t hen set v = v + 1 and
goto 2
4 　实验结果
实验证明 : 在许多识别任务上 , 改进的混合
HMM/ ANN 模型的识别性能比具有相同参数数目和
输入特征的传统 HMM/ ANN 要好. 要实现相同的识
别性能 , HMM/ ANN 系统必须使用更多的参数和更
复杂的模型结构. 对于同一个连续语音数据库来说 ,传
统的 HMM/ ANN 模型的误识率为 7. 5 %[4 ] ,而用本
文提供的优化后的神经网络和隐马尔可夫链结合的混
合模型 ,参数数目大致相同 ,整个训练过程用了 25 次
迭代就收敛了 ,而且误识率降低到 4. 1 %. 同时混合模
型在非特定人识别和关键词检测问题上也有不俗的表
现 ,充分显示了混合 HMM/ ANN 作为一种新的语音
识别系统模型具有强大的生命力.
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An Acoustic Model Based on HMM/ ANN
L IN Kun2hui1 ,XI Xiao2jing1 ,ZHOU Chang2le2
( 1. Software School ,Xiamen Univ. ,2. Information Science and Technique School ,Xiamen Univ. ,Xiamen 361005 ,China)
Abstract :The Artificial Neural Network (ANN) can depend on weight values to store memory and knowledge for a long time.
However it possesses a weak memory , not being suitable to store the instantaneous response to various input modes. The Hidden
Markov Model ( HMM) is better in instantaneous memory ,but the presupposition precondition is not according with the real situa2
tion. So we design a hybrid HMM/ ANN model to overcome the flaws of using either of them. And basing on this model ,we make a
global optimization for ANN in st ructure design ,t raining and st ructure adjustment in the later period of t raining. We propose an algo2
rithm to prune hidden nodes in a t rained neural network ,and utilize the generalized Hebbian algorithm to reconfigure the parameters
of the network. Some experiment s show that the hybrid model has a good performance in speech recognition.
Key words :HMM ;ANN ;removing hidden nodes algorithm ;generalized Hebbian algorithm
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