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Abstract
The periodicity of an impulsive delay Lasota–Wazewska model is discussed. Sufficient and necessary
condition for the existence of a positive periodic solution is established. Sufficient conditions for its global
attractivity are also obtained via the methods of Lyapunov function and comparison.
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1. Introduction
Many evolutionary processes in nature are characterized by the fact that their states are sub-
ject to sudden changes at certain moments and therefore can be described by impulsive systems.
Moreover, such systems have much richer dynamics than the corresponding non-impulsive sys-
tems. For instance, the periodic impulsive logistic equation may admit a global attractor different
from its corresponding continuous system [1]. These are the reasons that the theory of impulsive
systems is emerging as an important area of investigation. Basic theories of impulsive differential
equations can be found in the monographs [2–5].
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y′(t) = −α(t)y(t) +
m∑
i=1
βi(t)e
−γi (t)y(t−miω), a.e. t > 0, t = τk, (1.1a)
y
(
τ+k
)= (1 + bk)y(τk), k = 1,2, . . . . (1.1b)
As a model for describing the survival of red cells in animal, some special cases of non-impulsive
delay differential equations of (1.1a) and (1.1b) have been investigated, for instance, Wazewska-
Czyzewska and Lasota [6], Kulenovic and Ladas [7], Kulenovic et al. [8], Xu and Li [9] and
Graef et al. [10].
The impulsive system (1.1a)–(1.1b) was studied by Yan [11], where sufficient conditions were
obtained for the existence and global attractivity of a periodic positive solution based on the
following assumptions:
(H1) 0 < τ1 < τ2 < · · · are fixed impulsive points with limk→∞ τk = ∞;
(H2) α,βi, γi ∈ ([0,∞), (0,∞)) are locally summable functions, i = 1,2, . . . ,m;
(H3) {bk} is a real sequence and bk > −1, k = 1,2, . . . ;
(H4) α,βi, γi and
∏
0<τk<t (1 + bk) are periodic functions with common period ω > 0, mi ,
i = 1,2, . . . ,m, are non-negative integers.
Here in the sequel the product is assumed to be unit if the number of factors is equal to
zero. All these assumptions are basic except that
∏
0<τk<t (1 + bk) is ω-periodic. It is shown
in next section that this condition has restrictions not only on the values of bk’s but also on
the type and number of the impulsive effects in each time interval with length of the period ω.
The purpose of this paper is to study the existence and global attractivity of positive periodic
solution of system (1.1a)–(1.1b) again without these restrictions. In Section 3, the non-delay
case is studied and the sufficient conditions for the existence and global attractivity of a positive
periodic solution are obtained via Brouwer’s fixed point theorem and the method of Lyapunov
function. In Section 4, conditions for the global attractivity are established by the method of
comparison for the delay case. Moreover, the condition for the existence of the positive periodic
solution is shown to be also necessary. Both for non-delay and delay cases, the methods and
results in [11] are improved and generalized. And in last section, our results are discussed.
2. Periodicity and general results
Let N denotes the set of all positive integers. Consider the following general impulsive system
in Rn with fixed impulsive moments:
x′(t) = f (t, x(t)), t = τk,
x
(
τ+k
)= (1 + bk)x(τk), k ∈ N, (2.1)
where f :R+ × Rn → Rn.
Definition 2.1. [3,4] System (2.1) is ω-periodic if and only if
(P1) f (t + ω,x) = f (t, x), t ∈ R+;
(P2) There exists a q ∈ N, such that τk+q = τk + ω, bk+q = bk, k ∈ N .
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(2.1) are also ω-periodic. This is quite natural that q-impulsive perturbations are done on the
system periodically in each time interval with length of the period ω. And one can always redefine
the moment t = 0, if necessary, such that t = 0 and t = ω are not impulsive moments. Obviously,∏
tτk<t+ω
(1 + bk) ≡
∏
0τk<ω
(1 + bk),
for any t  0. If −1 < bk < 0, it may stand for harvesting effect, while bk > 0 may stand for
planting effect [1]. One may assume that bk = 0 since there is no impulsive effects if bk = 0. The
following theorem shows that the assumption in (H4) that ∏0<τk<t (1+bk) is ω-periodic is quite
strong and has some unnatural restrictions on the impulsive effects.
Theorem 2.1. If ∏0<τk<t (1 + bk) is ω-periodic, then ∏0<τk<ω(1 + bk) = 1 and there exists a
q ∈ N , such that τk+q = τk + ω, bk+q = bk , k ∈ N .
Proof. Let b(t) =∏0<τk<t (1 + bk) and suppose that it is ω-periodic. Suppose that there are q
impulsive effects in the interval (0,ω). Since b(0) = b(ω), obviously we have
b(ω) =
∏
0<τk<ω
(1 + bk) =
q∏
i=1
(1 + bk) = b(0) = 1. (2.2)
Suppose that τq+1 < ω+ τ1. Let δ > 0 be sufficiently small such that τq+1 < ω+ δ < ω+ τ1 and
ω + δ < τq+2. Then by b(δ) = b(ω + δ), δ < τ1 and (2.2), we have
b(ω + δ) =
∏
0<τk<ω+δ
(1 + bk) =
q+1∏
i=1
(1 + bk) = (1 + bq+1) = b(δ) = 1.
Thus bq+1 = 0, which is a contradiction. Suppose that τq+1 > ω + τ1. Choose δ > 0 be suffi-
ciently small such that τ1 + δ < τ2 and τ1 + ω + δ < τq+1. Then by b(τ1 + δ) = b(ω + τ1 + δ)
and (2.2), we have
b(ω + τ1 + δ) =
∏
0<τk<ω+τ1+δ
(1 + bk) =
q∏
i=1
(1 + bk) = 1 = b(τ1 + δ) = (1 + b1).
Thus b1 = 0, which is also a contradiction. Hence there must be τq+1 = ω + τ1. Let δ > 0 be
sufficiently small such τ1 + δ < τ2 and τq+1 + δ = ω + τ1 + δ < τq+2. Then by b(τ1 + δ) =
b(ω + τ1 + δ) and (2.2), we have
b(ω + τ1 + δ) =
∏
0<τk<ω+τ1+δ
(1 + bk) =
q+1∏
i=1
(1 + bk) = (1 + bq+1)
= b(τ1 + δ) = (1 + b1).
Hence bq+1 = b1.
Similarly, τk+q = τk +ω, bk+q = bk, k = 2, . . . , can be proved inductively. The proof is com-
plete. 
System (1.1a)–(1.1b) was studied by Yan [11] with the assumption that ∏0<τk<t (1 + bk) is
ω-periodic. By Theorem 2.1, we can see that this condition not only implies that (P2) is satisfied,
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∏
0<τk<ω(1 + bk) = 1, which has the following unnatural restrictions on
the impulsive effects:
• In the interval (0,ω) or more generally in each time interval with length ω, there must be at
least two impulsive effects since only one impulsive effect will lead to bk = 0, k ∈ N , which
means there are no impulsive effects.
• Both harvesting and planting effects must exist, since only one kind of these impulsive effects
will lead to
∏
0<τk<ω(1 + bk) < 1 or
∏
0<τk<ω(1 + bk) > 1.• For the values of b1, . . . , bq , each of them is determined by the values of the rest q − 1
parameters. For example, if there are only two impulsive effects in (0,ω), then b2 = 1/(1 +
b1) − 1.
To cancel these restrictions, the periodicity of system (1.1a)–(1.1b) should be assumed ac-
cording to Definition 2.1, i.e., change (H4) to
(H4′) α,βi, γi are periodic functions with common period ω > 0, mi , i = 1,2, . . . ,m, are non-
negative integers, τk and bk are ω-periodic (i.e., (P2) is satisfied).
Assume that (H1)–(H3) and (H4′) are satisfied throughout this paper. We will only consider the
solutions of system (1.1a)–(1.1b) with an initial condition
y(t) = φ(t), for m¯ω t  0, φ ∈ L([−m¯ω,0], [0,∞)), φ(0) > 0, (2.3)
where L([−m¯ω,0], [0,∞)) denotes the set of Lebesgue measurable functions on [−m¯ω,0],
m¯ = max1im mi .
Definition 2.2. [11] A function y ∈ ([−m¯ω,∞), (0,∞)) is said to be a solution of system
(1.1a)–(1.1b) on [−m¯ω,∞) if:
(i) y(t) is absolutely continuous on each interval (0, τ1] and (τk, τk+1], k ∈ N ;
(ii) for any τk , k ∈ N , y(τ+k ) and y(τ−k ) exist and y(τk) = y(τ−k );
(iii) y(t) satisfies (1.1a) for almost everywhere (a.e.) in [0,∞) \ {τk} and satisfies (1.1b) for
every t = τk , k ∈ N .
By a transformation z(t) = ∏0<τk<t (1 + bk)−1y(t), we also consider the following non-
impulsive delay differential equation
z′(t) = −α(t)z(t) +
m∑
i=1
pi(t)e
−qi (t)z(t−miω), a.e. t  0 (2.4)
with initial condition
z(t) = φ(t), for m¯ω t  0, φ ∈ L([−m¯ω,0], [0,∞)), φ(0) > 0, (2.5)
where
pi(t) =
∏
(1 + bk)−1βi(t) and qi(t) =
∏
(1 + bk)γi(t). (2.6)
0<τk<t 0<τk<t−miω
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absolutely continuous function z(t) defined on [−m¯ω,∞) satisfies (2.4) for t  0 and z(t) =
φ(t) on [−m¯ω,0].
To end this section, we state the following two lemmas in [11], which will also be used in this
paper.
Lemma 2.1. System (1.1a)–(1.1b) has the following relations with system (2.4):
(i) If z(t) is a solution of system (2.4) on [−m¯ω,∞), then y(t) = ∏0<τk<t (1 + bk)z(t) is a
solution of system (1.1a)–(1.1b) on [−m¯ω,∞).
(ii) If y(t) is a solution of system (1.1a)–(1.1b) on [−m¯ω,∞), then z(t) =∏0<τk<t (1+bk)−1 ×
y(t) is a solution of system (2.4) on [−m¯ω,∞).
Lemma 2.2. Both the solutions of system (1.1a)–(1.1b) and system (2.4) with initial values (2.3)
and (2.5), respectively, are defined on [−m¯ω,∞) and are positive on [0,∞).
3. Results in non-delay case
Consider the corresponding impulsive non-delay systems of systems (1.1a)–(1.1b) and (2.4)
y′(t) = −α(t)y(t) +
m∑
i=1
βi(t)e
−γi (t)y(t), a.e. t > 0, t = τk, (3.1a)
y
(
τ+k
)= (1 + bk)y(τk), k ∈ N, (3.1b)
and
z′(t) = −α(t)z(t) +
m∑
i=1
pi(t)e
−q˜i (t)z(t), a.e. t  0, (3.2)
where pi(t) =∏0<τk<t (1 + bk)−1βi(t) and q˜i (t) =∏0<τk<t (1 + bk)γi(t).
We will study the existence and global attractivity of a positive periodic solution of system
(3.1a)–(3.1b). By the basic theories of differential equations, the solution of (3.2) is uniquely
depending on each initial value. Moreover, using (H4′), the solution of (3.2) has the following
property which is basic for the proof of this paper.
Lemma 3.1. If z(t) is a solution of system (3.2), then both z1(t) =∏tτk<t+ω(1 + bk)z(t + ω)
and z2(t) = ∏t−ωτk<t (1 + bk)−1z(t − ω) are solutions of (3.2) with initial values z1(0) =∏
0τk<ω(1 + bk)z(ω), z2(ω) =
∏
0τk<ω(1 + bk)−1z(0), respectively.
Proof. We will only give the proof for z1(t) since the proof for z2(t) is similar. Since z(t) is a
solution of system (3.2), by (3.2) and (H4′), we have
z′1(t) =
∏
tτk<t+ω
(1 + bk)z′(t + ω) =
∏
tτk<t+ω
(1 + bk)
{
−α(t + ω)z(t + ω)
+
m∑ ∏
(1 + bk)−1βi(t + ω)e−
∏
0<τk<t+ω(1+bk)γi (t+ω)z(t+ω)
}i=1 0<τk<t+ω
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∏
tτk<t+ω
(1 + bk)z(t + ω)
+
m∑
i=1
∏
0<τk<t
(1 + bk)−1βi(t)e−
∏
0<τk<t (1+bk)γi (t)
∏
tτk<t+ω(1+bk)z(t+ω)
= −α(t)z1(t) +
m∑
i=1
pi(t)e
−q˜i (t)z1(t), a.e. t  0,
which means z1(t) is a solution of (3.2). And obviously, z1(0) = ∏0τk<ω(1 + bk)z(ω). The
proof is complete. 
The existence of positive periodic solution of (3.1a)–(3.1b) is based on the following two
lemmas.
Lemma 3.2. Suppose that∏
0<τk<ω
(1 + bk)e−
∫ ω
0 α(s) ds < 1. (3.3)
Let z(t) be a solution of (3.2) with z(0) = z0 > 0. Then there exists an M > 0, such that∏
0<τk<ω(1 + bk)z(ω) z(0) for any z0 M .
Proof. By (3.2), we have
z(t) = z(0)e−
∫ t
0 α(s) ds +
t∫
0
m∑
i=1
pi(s)e
−q˜i (s)z(s)e−
∫ t
s α(u)du ds. (3.4)
Let q˜ = min{q˜i (t) | i = 1, . . . ,m, t ∈ [0,ω]} > 0. By (3.3), we can choose M1 > 0 such that
(
1 −
∏
0<τk<ω
(1 + bk)e−
∫ ω
0 α(s) ds
)
M1 − e−q˜M1
∏
0<τk<ω
(1 + bk)
ω∫
0
m∑
i=1
pi(s) ds  0. (3.5)
Let M = M1e
∫ ω
0 α(s) ds > 0. If z(0) = z0 M , by (3.2), we have
z′(t)−α(t)z(t).
Then by the comparison results of scaler differential equations, we find that
z(t) z0e−
∫ t
0 α(s) ds  z0e−
∫ ω
0 α(s) ds M1,
for any t ∈ [0,ω]. Thus by (3.4), we have
z(ω) = z0e−
∫ ω
0 α(s) ds +
ω∫
0
m∑
i=1
pi(s)e
−q˜i (s)z(s)e−
∫ ω
s α(u)du ds
 z0e−
∫ ω
0 α(s) ds + e−q˜M1
ω∫ m∑
i=1
pi(s) ds.0
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0<τk<ω
(1 + bk)z(ω) z0
∏
0<τk<ω
(1 + bk)e−
∫ ω
0 α(s) ds
+ e−q˜M1
∏
0<τk<ω
(1 + bk)
ω∫
0
m∑
i=1
pi(s) ds
= z0 −
(
1 −
∏
0<τk<ω
(1 + bk)e−
∫ ω
0 α(s) ds
)
z0
+ e−q˜M1
∏
0<τk<ω
(1 + bk)
ω∫
0
m∑
i=1
pi(s) ds
 z0 −
{(
1 −
∏
0<τk<ω
(1 + bk)e−
∫ ω
0 α(s) ds
)
M1
− e−q˜M1
∏
0<τk<ω
(1 + bk)
ω∫
0
m∑
i=1
pi(s) ds
}
 z0.
The proof is complete. 
Lemma 3.3. Let z(t) be a solution of (3.2) with z(0) = z0 > 0. Then there exists a δ > 0, such
that
∏
0<τk<ω(1 + bk)z(ω) z(0) for any 0 < z0  δ.
Proof. Let δ1 =
∫ ω
0
∑m
i=1 pi(s) ds, q˜ = max{q˜i (t) | i = 1, . . . ,m, t ∈ [0,ω]} > 0 and δ =
min{δ1, δ1∏0<τk<ω(1 + bk)e−2q˜δ1−∫ ω0 α(s) ds}. By (3.2), we have
z′(t)
m∑
i=1
pi(t).
If z0  δ, we have for t ∈ [0,ω],
z(t) z0 +
t∫
0
m∑
i=1
pi(s) ds  z0 +
ω∫
0
m∑
i=1
pi(s) ds  2δ1.
By (3.4), we have
z(ω) = z0e−
∫ ω
0 α(s) ds +
ω∫
0
m∑
i=1
pi(s)e
−q˜i (s)z(s)e−
∫ ω
s α(u)du ds
 e−2q˜δ1−
∫ ω
0 α(s) ds
ω∫
0
m∑
i=1
pi(s) ds = δ1e−2q˜δ1−
∫ ω
0 α(s) ds .
Thus
X. Liu, Y. Takeuchi / J. Math. Anal. Appl. 327 (2007) 326–341 333∏
0<τk<ω
(1 + bk)z(ω) δ1
∏
0<τk<ω
(1 + bk)e−2q˜δ1−
∫ ω
0 α(s) ds  δ  z0.
This completes the proof. 
Now we can establish the existence of a positive periodic solution.
Theorem 3.1. Suppose that (3.3) holds. Then system (3.1a)–(3.1b) has a positive periodic solu-
tion.
Proof. By Lemmas 3.2 and 3.3, we can choose initial values 0 < z10 < z
2
0 such that z1(t) and
z2(t), the solutions of (3.2) with z1(0) = z10 and z2(0) = z20, respectively, have the following
properties:∏
0<τk<ω
(1 + bk)z1(ω) z1(0) = z10 and
∏
0<τk<ω
(1 + bk)z2(ω) z2(0) = z20.
Let z(t) be the solution of system (3.2) with z10  z(0) = z0  z20. Since one-dimensional dif-
ferential equations are naturally monotone system and using the Kamke theorem [12] on the
intervals [0, τ1], [τi, τi+1], i = 1, . . . , q − 1, [τq,ω], we have
z1(t) z(t) z2(t),
for t ∈ [0,ω]. As a consequence,
z10 
∏
0<τk<ω
(1 + bk)z1(ω)
∏
0<τk<ω
(1 + bk)z(ω)
∏
0<τk<ω
(1 + bk)z2(ω) z20.
Hence, we can define a map
P :
[
z10, z
2
0
] → [z10, z20],
P (z0) =
∏
0<τk<ω
(1 + bk)z(ω).
Obviously, P is continuous since z(t) depends continuously on the initial value z0. By the
Brouwer’s fixed point theorem, we have a z∗0 ∈ [z10, z20] such that P(z∗0) = z∗0, i.e.,
z∗0 =
∏
0<τk<ω
(1 + bk)z∗(ω),
where z∗(t) is the solution of system (3.2) with z∗(0) = z∗0. By Lemma 3.1, z¯(t) =
∏
tτk<t+ω(1+
bk)z
∗(t + ω) is also a solution of (3.2). And since
z¯(0) =
∏
0τk<ω
(1 + bk)z∗(ω) = z∗0 = z∗(0),
we have
z¯(t) =
∏
tτk<t+ω
(1 + bk)z∗(t + ω) ≡ z∗(t), (3.6)
by the uniqueness of solutions. By Lemma 2.1, y∗(t) =∏0<τk<t (1 + bk)z∗(t) is a solution of(3.1a)–(3.1b). And further, by (3.6), we have
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∏
0<τk<t+ω
(1 + bk)z∗(t + ω) =
∏
0<τk<t
(1 + bk)
∏
tτk<t+ω
(1 + bk)z∗(t + ω)
=
∏
0<τk<t
(1 + bk)z∗(t) = y∗(t),
which means that y∗(t) is ω-periodic. The proof is complete. 
Remark 3.1. If
∏
0<τk<t (1 + bk) is periodic, by Theorem 2.1, (3.3) always holds. Hence the
existence result of [11, Theorem 2.1] is included by Theorem 3.1.
Next we study the global attractivity of the positive periodic solution.
Theorem 3.2. If∏
0<τk<ω
(1 + bk) 1, (3.7)
then the positive periodic solution of system (3.1a)–(3.1b) is a global attractor of all other posi-
tive solutions.
Proof. By (3.7), obviously, (3.3) holds. Let y∗(t) be a positive periodic solution of system
(3.1a)–(3.1b). Thus z∗(t) = ∏0<τk<t (1 + bk)−1y∗(t) is a positive solution of (3.2) satisfy-
ing (3.6). Firstly, we prove that limt→∞ |z(t) − z∗(t)| = 0 for any positive solution z(t) of (3.2).
Set x(t) = z(t) − z∗(t). Then system (3.2) reduces to
x′(t) = −α(t)x(t) −
m∑
i=1
pi(t)e
−q˜i (t)z∗(t)(1 − e−q˜i (t)x(t)), a.e. t  0. (3.8)
Define a Lyapunov function V for system (3.8) in the form V (t) = x2(t)/2, t  0. Calculating
its time derivative along a solution of system (3.8), we obtain
V ′(t) = x(t)x′(t)
= x(t)
(
−α(t)x(t) −
m∑
i=1
pi(t)e
−q˜i (t)z∗(t)(1 − e−q˜i (t)x(t))
)
= −α(t)x2(t) − x(t)
(
m∑
i=1
pi(t)e
−q˜i (t)z∗(t)(1 − e−q˜i (t)x(t))
)
−u(t) − v(t), (3.9)
a.e. t  0, where, u(t)  α(t)x2(t), v(t)  x(t)(
∑m
i=1 pi(t)e−q˜i (t)z
∗(t)(1 − e−q˜i (t)x(t))). Since
for every t > 0, either x(t) 0 or x(t) < 0, we have v(t) 0. Integrating (3.9) from 0 to t , we
have
t∫
0
u(s) ds  V (t) +
t∫
0
u(s) ds +
t∫
0
v(s) ds = V (0) < ∞,
which implies that u ∈ L1[0,∞). Since both z(t) and z∗(t) are absolutely continuous functions,
x(t) is also absolutely continuous on [0,∞). By the Barbaˇlat’s lemma [13] (see also [14, p. 4]),
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0<τk<t
(1 + bk)
∣∣z(t) − z∗(t)∣∣
=
∏
0<τk<nω
(1 + bk)
∏
nωτk<t
(1 + bk)
∣∣x(t)∣∣
=
( ∏
0<τk<ω
(1 + bk)
)n ∏
0τk<t−nω
(1 + bk)
∣∣x(t)∣∣
 B
∣∣x(t)∣∣,
for any t ∈ (nω,n(ω + 1)]. Hence limt→∞ |y(t) − y∗(t)| = 0, which completes the proof. 
Remark 3.2. By Theorem 2.1, condition (3.7) is satisfied naturally if ∏0<τk<t (1 + bk) is
ω-periodic. Hence the global attractivity result of [11, Theorem 2.2] is included by Theorem 3.2
as a special case.
4. Results in delay case
In this section we will study the global dynamics of the impulsive delay system (1.1a)–(1.1b)
and non-impulsive delay system (2.4).
4.1. Existence of positive periodic solution
Theorem 3.1 establishes the existence results of positive periodic solution of system (3.1a)–
(3.1b). We show first that this solution is factually also the positive periodic solution of system
(1.1a)–(1.1b).
Theorem 4.1. Assume that (3.3) holds. Then system (1.1a)–(1.1b) has a positive periodic solu-
tion.
Proof. By Theorem 3.1, let y∗(t) be the positive periodic solution of system (3.1a)–(3.1b).
Hence by Lemma 2.1 z∗(t) = ∏0<τk<t (1 + bk)−1y∗(t) is a positive solution of (3.2) satisfy-
ing (3.6). It suffices to show that z∗(t) is also the solution of (2.4). By (3.6), we have
z∗(t) ≡
∏
t−nωτk<t
(1 + bk)−1z∗(t − nω), (4.1)
for any n ∈ N . By (4.1) and note that z∗(t) is a solution of (3.2), we have
z∗ ′(t) = −α(t)z∗(t) +
m∑
i=1
pi(t)e
−q˜i (t)z∗(t)
= −α(t)z∗(t) +
m∑
pi(t)e
−∏0<τk<t (1+bk)γi (t)z∗(t)i=1
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m∑
i=1
pi(t)e
−∏0<τk<t−miω(1+bk)γi (t)z∗(t−miω)
= −α(t)z∗(t) +
m∑
i=1
pi(t)e
−qi (t)z∗(t−miω),
a.e. t  0, which means that z∗(t) is a solution of (2.4). The proof is complete. 
4.2. Global attractivity of positive periodic solution
As in Section 3, we will study the global attractivity of system (1.1a)–(1.1b) by studying its
corresponding non-impulsive system (2.4). Let z∗(t) be the positive solution of (2.4) satisfying
(3.6) and x(t) = z(t) − z∗(t). Then system (2.4) reduces to
x′(t) = −α(t)x(t) +
m∑
i=1
pi(t)
(
e−qi (t)z(t−miω) − e−qi (t)z∗(t−miω)), a.e. t  0. (4.2)
By the Lagrange’s intermediate value theorem, (4.2) can be rewritten as
x′(t) = −α(t)x(t) −
m∑
i=1
pi(t)qi(t)e
−qi (t)λi (t)x(t − miω), a.e. t  0, (4.3)
where λi(t) > 0 lies between z∗(t − miω) and z(t − miω).
We will use a global attractivity result in [15], which is established via comparison. Consider
the following more general system than (4.3):
x′(t) = −u(t)x(t) + F (t, x(·)), t  0, (4.4)
where u(t) > 0 is a piecewise continuous function, F(t,φ) is a functional defined for t  0 and
φ ∈ C(t) with
C(t) = {φ ∈ C([g(t), t],R)},
where g : [0,∞) → R is a non-decreasing continuous function, such that g(t)  t for all t  0
and limt→∞ g(t) = ∞. Consider the following inequality:
−u(t)M(φ) F(t,φ) u(t)M(−φ), for t  0, φ ∈ C(t), (4.5)
where M(φ) = max{0, sups∈[g(t),t] φ(s)}. Obviously,
φ(s)M(φ) and − φ(s)M(−φ), (4.6)
for s ∈ [g(t), t]. Assume that
∞∫
0
u(s) ds = ∞. (4.7)
Lemma 4.1. [15, Theorem 2.2] Assume that (4.5), (4.7) and the following condition hold:
lim sup
t→∞
t∫
g(t)
u(s) ds < ∞. (4.8)
Then every solution of x(t) of (4.4) satisfies that limt→∞ x(t) = 0.
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u(t) = α(t) and F (t, x(·))= − m∑
i=1
pi(t)qi(t)e
−qi (t)λi (t)x(t − miω). (4.9)
Then system (4.3) reduces to system (4.4). Let g(t) = t − m¯ω. Then obviously, g(t) satisfies all
the conditions above. By using Lemma 4.1, we have the following theorem.
Theorem 4.2. Assume that (3.7) holds and in addition, the following condition is satisfied:
m∑
i=1
∏
t−miωτk<t
(1 + bk)−1βi(t)γi(t) α(t). (4.10)
Then the positive periodic solution of system (1.1a)–(1.1b) is a global attractor of all other
positive solutions.
Proof. By (3.7), obviously, (3.3) holds. Let y∗(t) be the positive periodic solution of system
(1.1a)–(1.1b). Thus z∗(t) =∏0<τk<t (1 + bk)−1y∗(t) is a positive solution of (2.4). Set x(t) =
z(t) − z∗(t). Then x(t) is a solution of (4.3). As the proof of Theorem 3.2, it suffices to prove
that limt→∞ x(t) = 0. We shall check that system (4.3) satisfies the conditions in Lemma 4.1
with u(t) and F(t, x(·)) defined by (4.9).
Clearly, (4.7) is valid since u(t) = α(t) > 0 is an ω-periodic function. Let α¯ = max{α(t) | t ∈
[0,ω]}. By (4.9), we have
t∫
g(t)
u(s) ds =
t∫
t−m¯ω
α(s) ds  α¯m¯ω∞.
Hence (4.8) holds. By (4.10), we have
m∑
i=1
pi(t)qi(t) =
m∑
i=1
∏
0<τk<t
(1 + bk)−1βi(t)
∏
0<τk<t−miω
(1 + bk)γi(t)
=
m∑
i=1
∏
t−miωτk<t
(1 + bk)−1βi(t)γi(t) α(t) = u(t).
Therefore from (4.9) and (4.6), we obtain that for s ∈ [t − m¯ω, t],
F(s,φ) = −
m∑
i=1
pi(s)qi(s)e
−qi (s)λi (s)φ(s − miω)
m∑
i=1
pi(s)qi(s)e
−qi (s)λi (s)M(−φ)

m∑
i=1
pi(s)qi(s)M(−φ) u(s)M(−φ)
and
F(s,φ) = −
m∑
i=1
pi(s)qi(s)e
−qi (s)λi (s)φ(s − miω)−
m∑
i=1
pi(s)qi(s)e
−qi (s)λi (s)M(φ)
−
m∑
pi(s)qi(s)M(φ)−u(s)M(φ).
i=1
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Remark 4.1. Define the following Lyapunov functional on L([−m¯ω,0], [0,∞)):
V (t,φ) = m¯φ2(0) +
m∑
i=1
0∫
−miω
α(t + s)φ2(s) ds.
Then Theorem 4.2 can also be obtained by showing the derivative of V (t,φ) along solution of
(4.3) is non-positive and using the Barbaˇlat’s lemma similar to the proof of Theorem 3.2.
Remark 4.2. When
∏
0<τk<t (1 + bk) is ω-periodic, Yan [11] established a sufficient condition
for the global attractivity of positive periodic solution of system (1.1a)–(1.1b) based on a result
in [9, p. 360], i.e., if
m∑
i=1
αiri  1, (4.11)
then the following system of inequalities has a unique solution x = y = 0:
y 
m∑
i=1
αi
(
e−rix − 1), x  m∑
i=1
αi
(
e−riy − 1), (4.12)
where αi , ri are positive constants. In fact, [9, p. 361] only proved that (4.11) is a necessary
condition for (4.12) to have a unique solution x = y = 0. The sufficiency of (4.11) was left as a
conjecture in [9, p. 362]. Hence the proof of Yan [11] is not complete.
4.3. Unboundedness of positive solution
Theorems 3.1 and 4.1 ensure that (1.1a)–(1.1b) has a positive periodic solution when (3.3) is
satisfied. We now study the dynamics of system (1.1a)–(1.1b) when (3.3) is reversed.
Theorem 4.3. Let y(t) be the solution of system (1.1a)–(1.1b) with initial condition (2.3). If (3.3)
is reversed, i.e.,∏
0<τk<ω
(1 + bk)e−
∫ ω
0 α(s) ds > 1. (4.13)
Then limt→∞ y(t) = ∞.
Proof. By Lemma 2.2, we have y(t) > 0, for all t  0. Hence we obtain from (1.1a) that
y′(t)−α(t)y(t), a.e. t > 0, t = τk.
By the comparison results of scalar impulsive systems [3,4], we have
y(t)
∏
0<τk<t
(1 + bk)y(0)e−
∫ t
0 α(s) ds .
Let b = min{∏0<τ <s(1 + bk) | s ∈ [0,ω]} > 0. Thenk
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∏
0<τk<t
(1 + bk)y(0)e−
∫ t
0 α(s) ds
= y(0)
∏
0<τk<nω
(1 + bk)e−
∫ nω
0 α(s) ds
∏
nωτk<t
(1 + bk)e−
∫ t
nω α(s) ds
= y(0)
( ∏
0<τk<ω
(1 + bk)e−
∫ ω
0 α(s) ds
)n ∏
0τk<t−nω
(1 + bk)e−
∫ t−nω
0 α(s) ds
 y(0)b
( ∏
0<τk<ω
(1 + bk)e−
∫ ω
0 α(s) ds
)n
e−
∫ ω
0 α(s) ds,
for t ∈ (nω, (n + 1)ω], n ∈ N . In view of (4.13), obviously, we have limt→∞ y(t) = ∞. The
proof is complete. 
By Theorems 3.1, 4.1 and 4.3, we can see that condition (3.3) is, in fact, sufficient and neces-
sary condition for (1.1a)–(1.1b) to admit a positive periodic solution.
Corollary 4.1. System (1.1a)–(1.1b) has a positive ω-periodic solution if and only if condi-
tion (3.3) holds.
Proof. The sufficiency is obtained from Theorems 3.1 and 4.1. We prove for the necessity. The-
orem 4.3 implies that each positive solution y(t) of system (1.1a)–(1.1b) cannot be ω-periodic if
(4.13) holds. It suffices to prove that system (1.1a)–(1.1b) has no positive ω-periodic solutions if∏
0<τk<ω
(1 + bk)e−
∫ ω
0 α(s) ds = 1. (4.14)
Let y(t) be any positive solution of system (1.1a)–(1.1b) with initial condition (2.3). Obviously,
y(t) cannot be ω-periodic if lim supt→∞ y(t) = ∞. Now suppose that lim supt→∞ y(t) < ∞.
Then there exists an M > 0 such that y(t)  M for t  0. Let βi = min{βi(s) | s ∈ [0,ω]},
γ¯i = max{γi(s) | s ∈ [0,ω]} and δ =∑mi=1 βie−γ¯iM > 0. By (1.1a), we have
y′(t)−α(t)y(t) +
m∑
i=1
βie
−γ¯iM = −α(t)y(t) + δ, a.e. t > 0, t = τk.
Hence by the comparison results of scalar impulsive system [3,4], for t ∈ (τk, τk+1], we have
y(t) y(0)
k∏
i=1
(1 + bi)e−
∫ t
0 α(s) ds + δ
k∑
i=1
k∏
j=i
(1 + bj )
τi∫
τi−1
e−
∫ t
s α(u)du ds
+ δ
t∫
τk
e−
∫ t
s α(u)du ds,
where τ0 = 0. Suppose that there are q impulsive effects in (0,ω). Then, specifically, for t = ω,
by (4.14), we have
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∏
0<τi<ω
(1 + bi)e−
∫ ω
0 α(s) ds + δ
q∑
i=1
q∏
j=i
(1 + bj )
τi∫
τi−1
e−
∫ ω
s α(u)du ds
+ δ
ω∫
τq
e−
∫ ω
s α(u)du ds
= y(0) + δ
q∑
i=1
q∏
j=i
(1 + bj )
τi∫
τi−1
e−
∫ ω
s α(u)du ds + δ
ω∫
τq
e−
∫ ω
s α(u)du ds
> y(0),
which means y(t) is not ω-periodic. The proof is complete. 
5. Discussion
In this paper, we studied again the periodic delay impulsive Lasota–Wazewska model in [11].
We removed the strong, but quite unnatural condition that
∏
0<τk<t (1+bk) is ω-periodic in [11],
which has unnatural restrictions on the values, type and number of impulsive perturbations in
each time interval with length of the period. We established the sufficient and necessary condition
for the system to admit a positive periodic solution. Sufficient conditions for global attractivity of
the positive periodic solution are also established for the system without delays and with delays,
respectively. Corresponding results in [11] are included as a special case. Our results indicate that
under the appropriate linear periodic impulsive perturbations, the impulsive Lasota–Wazewska
type systems keep the original periodicity and global attractivity of the non-impulsive system.
Consider the conditions (3.3) and (3.7). We can see that when there are no delays, if∏0<τk<ω(1+
bk) 1, the system has a unique positive periodic solution, which is a global attractor. The results
in [11] are obviously included since it was factually assumed that ∏0<τk<ω(1 + bk) = 1 therein.
Note that the sufficient and necessary condition for the existence of positive periodic solution
of the system is
∏
0<τk<ω(1 + bk) < e
∫ ω
0 α(s) ds
. We propose the conjecture that when there are
no delays, the system also has a unique positive periodic solution, which is a global attractor if
1 <
∏
0<τk<ω(1 + bk) < e
∫ ω
0 α(s) ds
. A new technical method or more sophisticated mathematical
approach for evaluating the convergence speed of system (3.8) is needed to analyze this.
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