Analisis Reduksi Model Pada Sistem Linier Waktu Diskrit Dengan Metode Hankel Norm Approximation by Roziq, Mohammad Khoirul
TUGAS AKHIR - SM0141501
ANALISIS REDUKSI MODEL PADA SISTEM





Dr. Didik Khusnul Arif, S.Si, M.Si
Dr. Dieky Adzkiya, S.Si, M.Si
DEPARTEMEN MATEMATIKA
Fakultas Matematika Komputasi dan Sains Data
Institut Teknologi Sepuluh Nopember
Surabaya 2018
Halaman ini sengaja dikosongkan.
FINAL PROJECT - SM141501
MODEL REDUCTION ANALYSIS OF





Dr. Didik Khusnul Arif, S.Si, M.Si
Dr. Dieky Adzkiya, S.Si, M.Si
DEPARTMENT OF MATHEMATICS
Faculty of Computations Mathematics and Data Sciences
Sepuluh Nopember Institute of Technology
Surabaya 2018
iv
ANALISIS REDUKSI MODEL PADA SISTEM
LINIER WAKTU DISKRIT DENGAN
METODE HANKEL NORM
APPROXIMATION
Nama Mahasiswa : MOHAMMAD KHOIRUL ROZIQ
NRP : 06111440000074
Departemen : Matematika FMKSD-ITS
Pembimbing : 1. Dr. Didik Khusnul Arif, S.Si, M.Si
2. Dr. Dieky Adzkiya, S.Si, M.Si
Abstrak
Dalam permasalahan riil dapat direpresentasikan ke
dalam suatu sistem yang dapat mewakili kondisi yang
sebenarnya. Pada umumnya didapatkan sistem yang
mempunyai orde besar. Pada sistem yang mempunyai orde
besar mengakibatkan kesulitan dalam hal analisa sistem dan
waktu komputasi yang lama. Oleh karena itu dibutuhkan
sistem yang lebih sederhana untuk mempermudah melakukan
analisa sistem. Penyederhanaan sistem yang mempunyai
orde besar menjadi sistem dengan mempunyai orde kecil
disebut proses reduksi model. Salah satu metode reduksi model
adalah Hankel Norm Approximation (HNA). Pada penelitian
ini dilakukan proses reduksi model dengan menggunakan
metode Hankel Norm Approximation. Proses reduksi model
ini diawali dengan pembentukan sistem awal yang stabil,
terkendali dan teramati. Kemudian dibentuk suatu sistem
setimbang. Setelah itu dilakukan reduksi model dengan HNA.
Hasil simulasi dengan HNA yang didapatkan bahwa sistem
tereduksi dengan HNA memiliki performansi dan sifat yang
sama dengan sistem awal, yaitu sifat stabil, terkendali, dan
teramati. Kemudian berdasarkan hasil simulasi didapatkan
bahwa metode HNA cocok digunakan pada sistem dengan
v
frekuensi yang tinggi dan menghasilkan waktu yang cepat.
Kata-kunci: Sistem, Reduksi model, Hankel Norm
Approximation
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Abstract
Real world problems could be represented to the system that
could represent the real condition. Usually, we obtain a system
that has large order. Large order system causes difficulties in
analyze and low computation time. Thus, a simplified system
is needed for easier system analysis. Simplification of a large
order system into the smaller order system is called model
reduction. One of the model reduction method is Hankel Norm
Approximation(HNA). In this research, model reduction was
conducted using Hankel Norm Approximation. This model
reduction method starts with formed a stable, controllable,
and observable initial system. Then a balanced system will
be formed as well. HNA will be done to the balanced model
afterwards. The obtained simulation result using HNA has
the same performance and properties with the initial system,
which are stability, controllability, observability. Besides that,
HNA model reduction suitable for use at high frequencies and
get a fast computation time.
Keywords: System, Reduction model, Hankel Norm
Approximation
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BAB I
PENDAHULUAN
Pada bab ini dibahas latar belakang yang mendasari
penulisan Tugas Akhir. Kemudian didalamnya juga
mencakup permasalahan pada topik Tugas Akhir. Kemudian
dirumuskan menjadi permasalahan yang diberikan batasan-
batasan untuk membatasi pembahasan pada Tugas Akhir ini.
1.1 Latar Belakang Masalah
Pada zaman modern seperti sekarang, dunia sains
dan teknologi semakin berkembang. Permasalahan yang
muncul pun semakin banyak. Dewasa ini matematika
memiliki peran yang sangat penting dalam menyelesaikan
permasalahan-permasalahan yang muncul. Salah satunya
dengan menggunakan pemodelan matematika. Dalam
pembentukan model matematika yang diharapkan menyerupai
fenomena-fenomena yang terdapat di alam didapatkan
variabel keadaan (state) yang banyak sehingga apabila
model matematika dibentuk dalam sebuah sistem maka
didapatkan sistem mempunyai orde yang besar. Tentunya hal
ini mempengaruhi waktu komputasi karena semakin besar
ukuran sistem, waktu komputasi yang dibutuhkan semakin
lama. Selain waktu komputasi yang lama, ukuran sistem
yang besar juga berdampak pada kesulitan dalam hal analisis,
optimasi, serta desain kendali. Oleh karena itu, dibutuhkan
penyederhanaan sistem yang berorde besar agar sistem
tersebut memiliki orde yang lebih kecil tanpa kesalahan yang
signifikan. Penyederhanaan sistem inilah yang dimaksud
reduksi model[1]. Beberapa penelitian mengenai analisis
1
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reduksi model telah dilakukan sebelumnya, baik untuk sistem
linear waktu diskrit maupun kontinu[2].
Hingga saat ini telah banyak dikembangkan beberapa
metode reduksi model, diantaranya adalah metode
pemotongan setimbang(Balanced Truncation/BT ), metode
aproksimasi pertubasi singular(Singular Perturbation
Approximation/SPA). Sebelum dilakukan reduksi model
dengan kedua metode tersebut, tahapan pertama yang harus
dilakukan yaitu melakukan analisis ketabilan, keterkendalian,
dan keteramatan dari sistem tersebut. Kemudian dibentuk
suatu sistem setimbang yang gramian keterkendalian dan
gramian keteramatan mempunyai nilai yang sama. Kemudian
setelah terbentuk sistem setimbang dilakukan reduksi model.
Pada reduksi model dengan metode SPA, semua variabel
keadaan dari sistem setimbang dipartisi menjadi mode
cepat dan lambat. Variabel keadaan yang bersesuaian
dengan nilai singular Hankel yang bernilai kecil didefinisikan
sebagai mode cepat. Sedangkan variabel keadaan yang
bersesuaian dengan nilai singular Hankel yang bernilai lebih
besar didefinisikan sebagai mode lambat. Singular hankel
merupakan nilai yang merepresentasikan pengaruh setiap
variabel keadaan terhadap sistem. Selanjutnya, model
tereduksi diperoleh dengan mengambil kecepatan dari mode
cepat sama dengan nol[3]. Sedangkan pada reduksi model
dengan balanced truncation(BT), semua variabel keadaan
dari sistem setimbang dipartisi menjadi mode cepat dan
lambat. Variabel keadaan yang bersesuaian dengan nilai
singular Hankel yang bernilai kecil didefinisikan sebagai mode
cepat. Sedangkan variabel keadaan yang bersesuaian dengan
nilai singular Hankel yang bernilai lebih besar didefinisikan
sebagai mode lambat. Selanjutnya, model tereduksi diperoleh
dengan menghilangkan kecepatan dari mode cepat[3].
Berdasarkan latar belakang tersebut, pada tugas akhir
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ini dilakukan reduksi model dengan menggunakan metode
yang lain yaitu metode Hankel Norm Approximation.
Dengan metode Hankel Norm Approximation dilakukan
penyederhanaan sistem sehingga didapatkan sistem tereduksi
yang memiliki orde kecil. Sistem tereduksi tersebut
diharapkan lebih mendekati sistem awal tetapi waktu
komputasi perhitungan yang lebih cepat. Selanjutnya
dilakukan analisis perbandingan sifat-sifat antara sistem
tereduksi dengan sistem awal. Untuk mendukung hasil
analisis maka dalam tugas akhir ini dilakukan simulasi studi
kasus pada sistem konduksi panas.
1.2 Rumusan Masalah
Berdasarkan latar belakang di atas, rumusan masalah
dalam tugas akhir yaitu :
1. Bagaimana proses reduksi model dengan metode Hankel
Norm Approximation?
2. Bagaimana analisis sifat-sifat sistem tereduksi yang
didapatkan dari hasil reduksi model dengan metode
Hankel Norm Approximation?
3. Bagaimana simulasi reduksi model dengan HNA pada
matriks A yang berbeda?
4. Bagaimana analisis hasil simulasi reduksi model dengan
HNA mengenai akurasi dan waktu komputasi?
1.3 Batasan Masalah
Berdasarkan rumusan masalah di atas, batasan masalah
dari Tugas Akhir ini adalah:
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1. Sistem yang digunakan adalah sistem linier diskrit
waktu invarian.
2. Sistem yang dibahas merupakan sistem yang stabil,
terkendali, dan teramati.
3. Studi kasus yang digunakan adalah konduksi panas.
1.4 Tujuan
Adapun tujuan Tugas Akhir ini adalah sebagai berikut :
1. Mendapatkan proses reduksi model dengan metode
Hankel Norm Approximation.
2. Mendapatkan analisis sifat-sifat sistem tereduksi yang
didapatkan dari hasil reduksi model dengan metode
Hankel Norm Approximation.
3. Mendapatkan simulasi reduksi model dengan HNA pada
matriks A yang berbeda.
4. Mendapatkan analisis hasil simulasi reduksi model
dengan HNA mengenai akurasi dan waktu komputasi.
1.5 Manfaat
Adapun manfaat Tugas Akhir ini adalah sebagai berikut :
1. Sebagai suatu bentuk kontribusi dalam pengembangan
ilmu matematika terapan.
2. Memberikan informasi mengenai penerapan reduksi
model pada model matematika yang memiliki orde
besar sehingga dapat mempermudah penghitungan dan
analisis.




Penulisan disusun dalam lima bab, yaitu:
1. BAB I PENDAHULUAN
Bab ini berisi tentang gambaran umum dari penulisan
yang meliputi latar belakang, rumusan masalah,
Batasan masalah, tujuan, manfaat, dan sistematika
penulisan.
2. BAB II TINJAUAN PUSTAKA
Bab ini membahas landasan teori yang mendasari
penulisan Tugas Akhir. Didalamnya mencakup
penetlitian terdahulu, sistem linier waktu diskrit beserta
analisis sifat-sifat pada sistem dan metode untuk
mereduksi model pada sistem.
3. BAB III METODE PENELITIAN
Bab ini menjelaskan langkah-langkah yang digunakan
dalam penyelesaian masalah pada Tugas Akhir.
Disamping itu, dijelaskan pula prosedur dan proses
pelaksanaan tiap-tiap langkah yang dilakukan dalam
menyelesaikan Tugas Akhir.
4. BAB IV ANALISIS DAN PEMBAHASAN
Pada bab ini dijelaskan secara detail mengenai sifat-sifat
sistem, pembentukan sistem setimbang dan analisisnya,
pembentukan sistem tereduksi dan analisisnya, serta
simulasi.
5. BAB V PENUTUP
Bab ini berisi kesimpulan akhir yang diperoleh dari
analisis dan pembahasan pada bab sebelumnya serta
saran untuk pengembangan penelitian selanjutnya.
Halaman ini sengaja dikosongkan.
BAB II
TINJAUAN PUSTAKA
Pada bab ini dibahas landasan teori yang mendasari
penulisan Tugas Akhir. Didalamnya mencakup penelitian
terdahulu, sistem linier waktu diskrit beserta analisis sifat-
sifat pada sistem dan metode untuk mereduksi model pada
sistem.
2.1 Penelitian Terdahulu
Masalah waktu komputasi sangat dipengaruhi oleh
besarnya ukuran sistem. Semakin besar ukuran sistem,
maka semakin besar pula waktu komputasi yang dibutuhkan.
Oleh karena itu, didalam aplikasi sangat diperlukan untuk
menyederhanakan suatu sistem yaitu dengan cara membentuk
sistem yang lebih sederhana tanpa kesalahan yang signifikan.
Sistem pengganti yang lebih sederhana ini selalu diinginkan
dalam setiap aplikasi karena mempunyai ukuran yang lebih
kecil daripada sistem semula dan masih mempertahankan
sifat-sifat sistem semula. Sistem pengganti biasa dikenal
dengan model tereduksi. Waktu komputasi pada model
tereduksi lebih kecil daripada waktu komputasi pada sistem
semula. Modifikasi untuk mengganti sistem yang berukuran
besar dengan dengan sistem yang lebih sederhana tanpa
kesalahan yang signifikan disebut dengan reduksi model.
Gregoriadis membahas syarat perlu dan cukup untuk
eksistensi solusi permasalahan model reduksi H∞ untuk
waktu kontinu dan diskrit[1].
Pada tahun 2016, telah dilakukan penelitian tentang
analisis reduksi model pada sistem linier waktu diskrit tak
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stabil dengan metode pemotongan setimbang (Balanced
Truncation/BT). Sistem dibuat secara sebarang sehingga
menghasilkan sistem yang tak stabil. Hasil penelitian
menunjukkan bahwa berdasarkan analisis sistem, terlihat
bahwa model tereduksi memilliki sifat yang sama dengan
sistem awal. Hasil simulasi dari frekuensi respons antara
sistem awal dan sistem tereduksi, terlihat bahwa karakteristik
sistem awal dan sistem tereduksi hampir menujukkan
kesamaan dan dari perbandingan error antara sistem awal
dan sistem tereduksi terlihat bahwa semakin kecil variabel
yang direduksi akan memiliki error semakin kecil[3].
Pada tahun 2017, telah dilakukan penelitian tentang
analisis reduksi model pada sistem linier waktu diskrit tak
stabil dengan metode aproksimasi pertubasi singular(Singular
Perturbation Approximation/SPA). Sistem dibuat secara
sebarang sehingga menghasilkan sistem yang tak stabil. Hasil
penelitian menunjukkan bahwa berdasarkan analisis sistem,
terlihat bahwa model tereduksi memilliki sifat yang sama
dengan sistem awal. Hasil simulasi dari frekuensi respon
antara sistem awal dan sistem tereduksi, terlihat bahwa
karakteristik sistem awal dan sistem tereduksi untuk yang
orde kecil cenderung sama pada saat frekuensi rendah tetapi
cenderung berbeda pada frekuensi tinggi[2].
2.2 Landasan Teori
2.2.1 Sistem Linier Waktu Diskrit
Diberikan suatu sistem linear waktu diskrit sebagai
berikut:[5] {
xk+1 = Axk +Buk
yk = Cxk +Duk
(2.2.1)
dengan,
xk ∈ Rn :variabel keadaan pada waktu k,
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uk ∈ Rm :vektor masukan deterministik pada waktu k,
Untuk selanjutnya sistem pada persamaan (2.2.1) dinyatakan
sebagai Sistem (A,B,C,D), dengan A,B,C,D masing-
masing adalah matriks-matriks konstan dengan ukuran yang
bersesuaian dan diasumsikan A merupakan matriks non
singular.
Untuk menggambarkan perilaku dari suatu sistem maka
dapat dilihat dari fungsi transfernya. Fungsi transfer dari
sistem (A,B,C,D) dapat dinotasikan sebagai berikut :[5]
G(z) = C(zI −A)−1B +D (2.2.2)
2.2.2 Sifat-Sifat Sistem
Sifat-sifat dari suatu sistem meliputi tiga hal yaitu
kestabilan, keterkendalian dan keteramatan.
Kestabilan dari Segi Nilai Karakteristik
Definisi 2.2.1. [5]
Diberikan sistem linear diskrit sesuai dengan Persamaan
(2.2.1). Misalkan xe disebut titik setimbang.
i. Titik setimbang xe dikatakan stabil bila untuk setiap
ε>0, terdapat δ>0 sedemikian hingga untuk setiap
solusi xk yang memenuhi ‖x0 − xe‖≤δ maka berlaku
‖xk − xe‖≤ε untuk setiap k ≥ 0.
ii. Titik setimbang xe dikatakan stabil asimtotik jika xe
stabil dan bila terdapat δ1 > 0 sedemikian rupa sehingga
untuk setiap solusi xk yang memenuhi ‖x0 − xe‖≤δ1
maka berlaku limk→∞ ‖ xk − xe ‖= 0.
Secara istilah, sistem dikatakan stabil berarti bahwa setiap
solusinya tetap berada di persekitaran titik setimbang.
Sedangkan stabil asimtotik berarti bahwa setiap solusinya
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konvergen ke titik setimbang. Tak stabil berarti bahwa untuk
setiap solusinya yang pada awalnya berada di persekitaran
titik setimbang kemudian malah menjauhi titik setimbang.
Berdasarkan definisi (2.2.1) didapatkan teorema kestabilan
sistem (A,B,C,D) adalah sebagai berikut.
Teorema 2.2.1[5]
Sistem linear diskrit adalah stabil asimtotik jika dan hanya
jika |λi(A)| < 1 untuk i = 1, ..., n dengan λi(A) adalah nilai
eigen matriks A. Sedangkan jika |λi(A)| ≤ 1, maka sistem
linier diskrit adalah stabil.
Keterkendalian
Diberikan suatu sistem diskrit yang dapat dinyatakan
dalam bentuk:[5]
x((k + 1)N) = Ax(kN) +Bu(kN) (2.2.3)
dengan,
x(kN) :vektor keadaan berukuran nx1 pada saat waktu k
sampling,
u(kN) :vektor masukan pada saat waktu k sampling,
A :matriks non singular berukuran nxn,
B :matriks berukuran nx1,
N :periode sampling,
Diasumsikan u(t) = u(kN) adalah konstan untuk kN ≤ t <
(k+1)N . Keadaan awal diambil sebarang, sedangkan keadaan
akhirnya adalah titik asal. Pengertian keterkendalian sistem
diskrit diberikan oleh definisi berikut.
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Definisi 2.2.2. [4]
Sistem diskrit seperti yang diberikan pada persamaan(2.2.3)
adalah terkendali jika untuk setiap keadaan sebarang x(0) =
x0 ada masukan u(kT ) yang tidak dibatasi mentransfer
keadaan x0 kesebarang keadaan akhir dalam waktu berhingga.
Berdasarkan Definisi (2.2.2) tersebut, sistem dikrit dapat
dikatakan terkendali jika sebarang nilai awal dapat dipindah
ke sebarang nilai keadaan yang diinginkan dengan suatu
masukan dan dalam waktu berhingga. Kemudian syarat-
syarat keterkendalian sistem diskrit diberikan pada teorema
berikut.
Teorema 2.2.2[4]
Diberikan matriks keterkendalian Mc sebagai berikut:
Mc=
(
B AB · · · An−1B
)
Sistem diskrit yang diberikan pada Persamaan (2.2.3)
terkendali jika dan hanya jika rank dari matriks
keterkendalian Mc adalah sama dengan n.
Keteramatan
Diberikan suatu sistem diskrit yang dapat dinyatakan
dalam bentuk:[5]{




x(kN) :vektor keadaan berukuran nx1 pada saat waktu k
sampling,
y(kN) :vektor keluaran berukuran mx1 pada saat waktu k
sampling,
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A :matriks non singular berukuran nxn,
C :matriks berukuran mxn,
N :periode sampling,
Definisi 2.2.3. [4]
Sistem pada persamaan (2.2.4) dikatakan teramati jika setiap
keadaan awal x(0) = x0 dapat diamati keluaran sistem y(kN)
selama selang waktu yang terhingga.
Berdasarkan Definisi 2.2.3, keteramatan memiliki arti yaitu
jika pada suatu pengamatan y(0), y(N), y(2N), ..., y(PN)
dengan P = n − 1 maka dapat ditentukan
x1(0), x2(0), ..., xn(0). Sehingga syarat perlu dan cukup
dari keteramatan dapat diberikan pada teorema berikut.
Teorema 2.2.3[4]
Diberikan matriks keteramatan Mo sebagai berikut:
Mo=
(
CT ATCT · · · (AT )n−1CT
)
Sistem diskrit yang diberikan pada Persamaan (2.2.4)
teramati jika dan hanya jika rank dari matriks keteramatan
Mo adalah sama dengan n.
2.2.3 Gramian Keterkendalian dan Gramian
Keteramatan
Diberikan sistem linier waktu diskrit sebagai sistem
(A,B,C,D). Pada sistem (A,B,C,D) juga didefinisikan
gramian keterkendalian W , dan gramian keteramatan
M . Persamaan gramian keterkendalian W dan gramian










Hubungan antara sifat kestabilan, keterkendalian dan
keteramatan sistem dengan gramian keterkendalian W , dan
gramian ketermatan M , dapat dinyatakan dalam teorema
berikut.
Teorema 2.2.4[3]
Diberikan sistem (A,B,C,D) yang stabil, terkendali dan
teramati. Gramian keterkendalian W , dan gramian
keteramatan M , masing-masing merupakan penyelesaian
tunggal dan definit positif dari persamaan Lyapunov
AWAT +BBT −W = 0 (2.2.7)
ATMA+ CTC −M = 0 (2.2.8)
Pada Teorema 2.2.4 sistem (A,B,C,D) yang stabil
dimaksud adalah sistem stabil asimtotik. Sehingga, sistem
(A,B,C,D) adalah sistem yang stabil asimtotik, terkendali,
dan teramati.
2.2.4 Sistem Setimbang
Sistem setimbang (Ã, B̃, C̃, D̃) adalah sebuah sistem baru
yang gramian keterkendalian W̃ dan gramian keteramatan M̃
mempunyai nilai yang sama serta merupakan matriks diagonal
Σ. Sistem setimbang (Ã, B̃, C̃, D̃) diperoleh dari sistem
awal (A,B,C,D) yang ditransformasikan terhadap matriks
transformasi T . Matriks T didefinisikan sebagai matriks
yang mentransformasikan sistem awal dengan variabel yang
masih acak menjadi sistem setimbang dengan variabel terurut.
Berikut merupakan pembentukan matriks transformasi T .
1. Diasumsikan sistem awal (As, Bs, Cs, Ds) stabil,
terkendali, teramati.
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2. Ditentukan gramian keterkendalian W dan gramian
keteramatan M dari sistem awal (As, Bs, Cs, Ds).
3. Ditentukan matriks φ sedemikian hingga berlaku W =
φTφ.
4. Dikonstruksi matriks φMφT kemudian dilakukan
diagonalisasi pada φMφT sedemikan sehinga berlaku
φMφT = UΣ2UT , dimana,
U = matriks unitary,
Σ = diag(σ1, σ2, · · · , σn),
σi =
√
λi(WM), i = 1, 2, · · · , n dengan
σ1 ≥ · · · ≥ σr ≥ · · · ≥ σn ≥ 0




Kemudian setelah terbentuk matriks transformasi T ,
berikut ini merupakan pembentukan sistem setimbang
(Ãs, B̃s, C̃s, D̃s) :
Ãs = T
−1AsT, B̃s = T
−1Bs, C̃s = CT, D̃s = D
Sistem setimbang dapat dituliskan sebagai berikut:{
x̃k+1 = Ãsx̃k + B̃sũk
ỹk = C̃sx̃k + D̃sũk
(2.2.9)
Berikut ini merupakan hubungan antara sistem setimbang
dengan gramian keterkendalian W̃ dan gramian keteramatan
M̃ dalam sistem setimbang
Definisi 2.2.4. [3]
Sistem (Ã, B̃, C̃, D̃) disebut sistem setimbang dari sistem
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(A,B,C,D) jika sistem (Ã, B̃, C̃, D̃) mempunyai gramian
keterkendalian W̃ , dan gramian keteramatan M̃ , yang
merupakan solusi tunggal dari persamaan Lyapunov
ÃW̃ ÃT + B̃B̃T − W̃ = 0 (2.2.10)
ÃT M̃Ã+ C̃T C̃ − M̃ = 0 (2.2.11)
Sedemikian sehingga memenuhi
W̃ = M̃ =
∑
= diag(σ1, σ2, · · · , σr)
, σ1 ≥ · · · ≥ σr ≥ · · · ≥ σn > 0.




λi(WM) , i = 1, 2, ..., n,
dengan λi adalah nilai-nilai eigen dari gramian keterkendalian
W dan gramian keteramatan M .
2.2.5 Transformasi Z
Transformasi z adalah suatu transformasi yang sangat
berguna untuk analisis sistem linier waktu diskrit.
Transformasi z serupa dengan kegunaan transformasi
Laplace, tetapi berlaku untuk sinyal dan sistem waktu
diskrit. Transformasi z dari suatu sinyal x(n) dapat
dinyatakan sebagai berikut[5]:




Halaman ini sengaja dikosongkan.
BAB III
METODE PENELITIAN
Pada bab ini dijelaskan mengenai langkah-langkah yang
digunakan dalam penyelesaian masalah Tugas Akhir. Selain
itu, dijelaskan prosedur dan proses tiap-tiap langkah yang
dilakukan dalam penyelesaian Tugas Akhir.
3.1 Tahapan Penelitian
Penelitian Tugas Akhir ini dilakukan langkah-langkah
sebagai berikut :
a. Studi Literatur
Pada tahap ini dilakukan identifikasi permasalahan
dengan mencari referensi seperti referensi pada buku,
jurnal atau yang lainnya yang dapat menunjang
penelitian.
b. Analisis Sifat Sistem Awal
Pada tahap ini dilakukan analisis model awal sistem.
Analisis yang dilakukan yaitu analisis kestabilan,
keterkendalian, dan keteramatan. Setelah sistem awal
dilakukan analisis, dapat dilihat bahwa sistem awalnya
merupakan sistem yang stabil.
c. Reduksi Model Sistem Stabil
Pada tahap ini dilakukan reduksi model dari sistem yang
stabil. Reduksi model dilakukan dengan menggunakan
metode Aproksimasi Norma Hankel agar menghasilkan
model dengan variabel keadaan yang jumlahnya lebih
sedikit namun sifat-sifat dari model yang meliputi
kestabilan, keterkendalian, dan keteramatan pada
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sistem awal juga berlaku pada sistem yang telah
direduksi.
d. Simulasi Sistem
Pada tahap ini dilakukan pengambilan contoh sistem
yang stabil. Kemudian sistem tersebut diselesaikan
dengan metode dari reduksi model sehingga didapatkan
model akhir setelah direduksi. Setelah itu dilakukan
simulasi untuk mendapatkan hasil optimal.
e. Penarikan Kesimpulan dan Pemberian Saran
Pada tahap ini, dilakukan penarikan kesimpulan
berdasarkan hasil akhir yang telah didapatkan serta
pemberian saran untuk perbaikan dan pegembangan
penelitian selanjutya.
f. Penyusunan Laporan Hasil Penelitian
Pada tahap ini dilakukan penyusunan laporan
berdasarkan hasil analisis dan penelitian.
3.2 Diagram Alir Metodologi Penelitian
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Gambar 3.1: Diagram Alir Metodologi Penelitian
Halaman ini sengaja dikosongkan.
BAB IV
ANALISIS DAN PEMBAHASAN
Pada bab ini dijelaskan secara detail mengenai sifat-
sifat sistemyang meliputi kestabilan, keterkendalian, dan
keteramatan. Kemudian dijelaskan mengenai pembentukan
sistem setimbang dan analisinya, pembentukan sistem
tereduksi dan analisisnya, serta simulasi.
4.1 Sistem Awal
Sistem awal yang digunakan pada pembahasan ini adalah
sistem linier waktu diskrit. Pada sistem linier waktu diskrit
seperti pada Persamaan (2.2.1) dilakukan analisis sifat sistem,
meliputi sifat kestabilan, sifat keterkendalian, dan sifat
keteramatan.
4.1.1 Kestabilan dari Segi Nilai Karakteristik
Sifat kestabilan pada sistem linier diskrit tidak ada
bedanya dengan sistem kontinu. Untuk mendapatkan sifat
kestabilan pada sistem diskrit dapat dilihat berdasarkan
penyelesaian dari sistem tersebut. Dengan metode rekursi,
sistem diskrit pada Persamaan (2.2.1)dapat ditulis sebagai.
x(1) = Ax(0)
x(2) = Ax(1) = AAx(0) = A2x(0)
...
x(k) = Akx(0) (4.1.1)
Pandang Persamaan (4.1.1), penyelesaian x(k) dapat
dinyatakan sebagai fungsi x(0). Kemudian dengan melakukan




z(x(k + 1)) = z(Ax(k))
zX(z)− zx(0) = AX(z)
zX(z)−AX(z) = zx(0)
(zI −A)X(z) = zx(0)
(zI −A)−1(zI −A)X(z) = (zI −A)−1[zx(0)]
X(z) = (zI −A)−1zx(0)
dengan X(z) = Z[x(k)]
Selanjutnya dengan invers transformasi z, diperoleh:
x(k) = Z−1[(zI −A)−1z]x(0)
atau dapat dituliskan sebagai
Φ(k) = Z−1[(zI −A)−1z]
dengan Φ(k) adalah matriks transisi. Sehingga pada
Persamaan (4.1.1), mempunyai penyelesaian:
x(k) = Φ(k)x(0)
dengan Φ(k) yang disebut sebagai matriks transisi dan Φ(k) =
Ak = Z−1[(zI −A)−1z]
Karena nilai x(0) adalah konstan, sehingga nilai dari
penyelesaian x(k) bergantung pada Φ(k) = Ak =
Z−1[(zI−A)−1z] dengan A adalah matriks persegi sembarang
berukuran nxn dengan nilai eigen λi, ..., λk untuk (k≤n).
Sehingga untuk menentukan Φ(k),maka dapat dilihat
berdasarkan bentuk-bentuk dari matriks A, yaitu:
i. Jika A adalah Matriks Diagonal
A =
 λi · · · 0... . . . ...











0 · · · λkn

Dapat dilihat bahwa ketika nilai |λi| < 1, i = 1, ..., n
didapatkan λki → 0 sehingga Ak → 0 untuk k →∞, atau
sama artinya dengan Φ(k) → 0. Sehingga didapatkan
penyelesaian x(k) → 0 untuk k → ∞. Jadi sistem
dikatakan stabil asimtotik jika |λi| < 1, i = 1, ..., n.
Selain itu, sistem dikatakan sifat stabil asimtotik dapat
analisis menggunakan rumus Φ(k) = Z−1[(zI − A)−1z]
sebagai berikut,
(zI −A) =
 z − λ
k

























0 · · · z
(z−λkn)











0 · · · z
(z−λkn)

Φ(k) = Ak =
 λ
k




0 · · · λkn

Berdasarkan uraian diatas dapat dilihat bahwa, jika
|λi| < 1, i = 1, ..., n maka λki → 0 Sehingga Ak → 0
untuk k → ∞, atau sama artinya dengan Φ(k) → 0.
Sehingga didapatkan penyelesaian x(k)→ 0 untuk k →
∞. Jadi sistem bersifat stabil asimtotik jika |λi| < 1,
i = 1, ..., n.
Selanjutnya ditinjau analisis sifat kestabilan untuk nilai









0 · · · λkn

Dapat dilihat bahwa, jika |λi| = 1 dengan i = 1, ..., n,
maka λki = 1 untuk k →∞.
Sehingga Ak = 1, memiliki arti yang sama dengan
Φ(k) = 1. Sehingga untuk k → ∞ didapatkan x(k) =
x(0) maka sistem bersifat stabil.
ii. Jika A adalah Matriks yang Tidak Dapat
Didiagonalkan
Jika matriks A tidak dapat didiagonalkan, maka dibawa
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ke dalam bentuk Jordan. Salah satu penyebab sebuah
matriks tidak dapat didiagonalkan adalah multiplisitas
geometri (dimensi dari ruang eigen) lebih kecil dari
multiplisitas aljabarnya (jumlah nilai eigen λ yang
sama).
A = TJT−1
dari bentuk Jordan di atas, didapatkan persamaan
sebagai berikut.
A2 = AA = (TJT−1)(TJT−1) = TJ2T−1
A3 = A2A = (TJ2T−1)(TJT−1) = TJ3T−1
...
Ak = TJkT−1
Selanjutnya, suatu blok Jordan Ji adalah matriks
segitiga atas k × k dengan bentuk:
J =
 J1 · · · 0... . . . ...
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Dapat dilihat bahwa, jika |λi| < 1, i = 1, ..., n maka
λki → 0 untuk k → ∞ Sehingga Ak → 0, memiliki
arti yang sama dengan Φ(k) → 0. Jadi untuk k → ∞
didapatkan x(k) → 0. Sehingga sistem bersifat stabil
asimtotik jika |λi| < 1, i = 1, ..., n.
Selanjutnya dilakukan analisis sifat kestabilan untuk
nilai |λi| = 1, i = 1, ..., n. Sebelumnya telah diketahui
bahwa bentuk matriks Jordan adalah sebagai berikut.
J =
 J1 · · · 0... . . . ...
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
Dapat dilihat bahwa, jika nilai |λi| = 1, maka λki = 1
untuk k → ∞. Sehingga Ak = 1, memiliki arti yang
sama dengan Φ(k) = 1. Jadi untuk k → ∞ didapatkan
x(k) = x(0) maka sistem bersifat stabil.
Pada Teorema (2.2.4) dijelaskan bahwa sifat kestabilan
sistem diperlukan untuk menjamin adanya solusi Lyapunov
yang berakibat dapat ditemukannya nilai gramian
keterkendalian W dan gramian keteramatan M . Kemudian
sifat keterkendalian sistem diperlukan untuk menjamin
gramian keterkendaliannya definit positif. Dan sifat
keteramatan sistem diperlukan untuk menjamin gramian
keteramatannya definit positif.
4.1.2 Keterkendalian
Sistem dikatakan terkendali apabila sebarang nilai awal
yang dapat dipindahkan ke sebarang state yang diinginkan
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dengan suatu kendali dan dalam waktu yang berhingga.
Diasumsikan u(t) = u(kN) adalah konstan untuk kN ≤
t < (k + 1)N dan dan keadaan awalnya adalah sebarang,
sedangkan keadaan akhirnya adalah titik asal ruang keadaan.
Sistem kendali yang diberikan pada Persamaan (2.2.3)
adalah terkendali jika terdapat potongan konstan dari sinyal
kendali u(kN) yang didefinisikan atas bilangan berhingga dari
periode sampling,0 ≤ kN < nN , sedemikian sehingga, mulai
dari setiap state awal x(kN) dapat ditransfer atau dijadikan
sama dengan nol untuk kN ≤ nN pada awal state xf dalam
n periode sampling. Jika setiap keadaan adalah terkendali,
maka sistem tersebut disebut sebagai sistem yang terkendali.
Penyelesaian Persamaan (2.2.3) adalah:
x(nN) = Anx(0) + Σn−1j=0A
n−1−jBu(jN) (4.1.2)
x(nN) =
Anx(0) +An−1Bu(0) +An−2Bu(N) + ...+Bu((n− 1)N)
Sehingga diperoleh:
x(nN)−Anx(0) =














Karena B adalah matriks berukuran nx1, maka masing-
masing dari matriks B,AB, ..., An−1B adalah matriks
berukuran nx1 atau vektor kolom. Jika sistem tersebut
terkendali, maka mulai dari titik sebarang x(0), dapat dibuat
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keadaan tersebut menuju suatu titik dimana x(kN) = 0 untuk
k ≤ n dengan memberikan fungsi u(0), u(T ), ..., u((n − 1)N).





x(0) = −Σn−1j=0An−j−1Bu(jN) = 0
= −(A−1Bu(0) +A−2Bu(N) + ...+A−nBu((n− 1)N
= −((A)−1Bu(0) + (A2)−1Bu(N) + ...+ (An)−1Bu((n− 1)N
Karena A adalah matriks non singular yang berukuran





















Persamaan diatas dapat dituliskan dalam bentuk n persamaan
aljabar simultan sebagai berikut:
x1(0) = a11u(0)− a12u(N)− ...− a1nu((n− 1)N)
x2(0) = a21u(0)− a22u(N)− ...− a2nu((n− 1)N)
...
xn(0) = an1u(0)− an2u(N)− ...− annu((n− 1)N)
Agar persamaan tersebut memiliki penyelesaian untuk setiap
x1(0), x2(0), ..., xn(0) yang telah diberikan, maka matriks
(aij)nxn adalah bebas linier atau matriks (aij)nxn mempunyai
rank sebanyak n.
Berdasarkan analisis di atas, Keadaan sistem diskrit
dinyatakan terkendali jika dan hanya jika vektor
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(A)−1B, (A2)−1B, ..., (An)−1B adalah bebas linier, atau






... · · ·
... (An)−1B
)





... · · ·
... An−1B
)
Pada matriks keterkendalian Mc dapat disimpulkan bahwa
sistem yang dinyatakan pada persamaan (2.2.3) dimana
u(kN) adalah vektor berdimensi n, maka dapat dibuktikan
bahwa keadaan sistem terkendali jika dan hanya jika rank
dari matrik keterkendlian Mc sebanyak n.
Jika rank matriks keterkendalian sama dengan n, maka untuk
sebarang x(nN) = xf (state yang dituju) terdapat barisan
u(0), u(N), ..., u((n−1)N) yang memenuhi Persamaan (4.1.2)
dan (4.1.3). Jadi rank penuh untuk matriks keterkendalian
adalah syarat cukup keterkendalian.
Selanjutnya dibuktikan syarat perlu untuk keterkendalian.
Andaikan matriks keterkendalian Mc < n, maka menurut
Teorema Cayley Hamilton P (A) = 0. P (A) adalah
polynomial karakteristik dalam A.
Menurut teorema Cayley Hamilton :
p(A) = An + a1A
n−1 + · · ·+ an−1A+ anI = 0
An + a1A
n−1 + a2A
n−2 + ...+ an = 0
kemudian kedua ruas dikalikan dengan B sehingga didapatkan
(An + a1A
n−1 + a2A
n−2 + ...+ an)B = 0B
AnB + a1A
n−1B + a2A
n−2B + ...+ anB = 0
31
Untuk sebarang i, AiB dapat dinyatakan sebagai kombinasi









Jadi matriks Mc(i) tidak mungkin merupakan span ruang
berdimensi n. Atau dengan kata lain, untuk beberapa xf tidak
mungkin diperoleh u yang dapat membawa x(iN) = xf ,∀i.
Jadi dapat disimpulkan bahwa sistem tidak terkendali jika dan
hanya jika rank dari matriks keterkendalian 6= n.
Hubungan antara sifat keterkendalian dengan gramian
keterkendalian dapat dinyatakan sebagai berikut :[6]
Teorema 4.1.1 Pernyataan berikut ekivalen
1. Sistem (A,B,C,D) terkendali,
2. Gramian Keterkendalian W definit positif,
3. Matriks keterkendalian(Mc) mempunyai rank baris
penuh,
4. Ambil λ dan v sebagai nilai eigen dan vektor eigen kiri
yang bersesuaian dari matriks A, yang berarti vTA =
vTλ maka berlaku vT 6= 0
4.1.3 Keteramatan
Sistem teramati jika setiap keadaan awal x(0) dapat
ditentukan dari pengamatan y(NT ) selama selang waktu
yang terhingga. Oleh karena itu, suatu sistem teramati jika
setiap transisi statenya mempengaruhi setiap elemen vektor
keluaran.
Konsep keteramatan berguna untuk menyelesaikan
permasalahan rekonstruksi variabel state yang tidak terukur,
dari variabel yang terukur dalam selang waktu yang
seminimum mungkin. Bagaimanapun juga dalam prakteknya
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masih kesulitan, karena masih adanya beberapa variabel
state yang tidak dapat diukur secara langsung. Selanjutnya
sangat perlu untuk mengestimasi variabel state yang tidak
terukur tersebut untuk menentukan signal atau fungsi kendali
optimal.
Jika sistem yang dinyatakan seperti pada Persamaan
(2.2.1), maka penyelesaiannya adalah:








Karena matriks A,B,C, dan D diketahui dan u(kN) juga
diketahui, maka Q dan Du(kN) pada ruas kanan dari
Persamaan (4.1.4) merupakan besaran yang diketahui. Oleh
karena itu, dapat dikurangkan pada y(kN). Hal ini
dapat dijelaskan berdasarkan definisi keteramatan sebagai
berikut: Sistem teramati jika setiap keadaan awal x(0)
dapat ditentukan dari pengamatan y(kN) selama waktu yang
terhingga. Suatu sistem teramati jika setiap transisi statenya
mempengaruhi setiap elemen vektor keluaran.
Sekarang ambil sebarang state awal x0 dan x1 yang
menghasilkan y(t, x0, u) = y(t, x1, u), maka diperoleh x0 = x1.
Sebagai buktinya diberikan state x0 yang menghasilkan
keluaran:





Kemudian diberikan state x1 menghasilkan keluaran:

















CAk(x0 − x1) = 0
Dapat dilihat bahwa Q dan Du(kN) saling menghilangkan,
sehingga untuk penyelidikan syarat dari sifat keteramatan
perlu meninjau sistem yang dinyatakan oleh Persamaan
(2.2.4). Berikut ini diturunkan syarat dari sifat keteramatan
sistem waktu diskrit yang dinyatakan oleh Persamaan (2.2.4).
Penyelesaian dari Persamaan (2.2.4) adalah:
y(kN) = Cx(kN) = CAkx(0)
Keteramatan berarti bahwa untuk
y(0), y(N), y(2N), .., y(PN), dapat ditentukan
x1(0), x2(0), ..., xn(0). Untuk menentukan n variabel
yang tidak diketahui, diperlukan n nilai y(kN) yaitu untuk
P = n− 1 atau y(0), y(N), ..., y((n− 1)N) untuk menentukan
x1(0), x2(0), .., xn(0). Untuk suatu sistem yang teramati
diberikan sebagai:
k = 0 −→ y(0) = Cx(0)
k = 1 −→ y(N) = CAx(0)
...
k = n− 1 −→ y((n− 1)N) = CAn−1x(0)
Maka harus dapat menentukan x1(0), x2(0), ..., xn(0).
Dengan mengingat bahwa y(kN) adalah vektor berdimensi
m, maka n persamaan simultan diatas menghasilkan nm
persamaan, yang semuanya melibatkan x1(0), x2(0), ..., xn(0).



































































Sehingga dari penyelesaian diatas dapat dilihat bahwa dari
persamaan n simultan diatas menghasilkan nm persamaan,
yang semuanya melibatkan x1(0), x2(0), ..., xn(0). Persamaan

































Untuk mendapatkan penyelesaian tunggal dari
x1(0), x2(0), ..., xn(0) dari persamaan nm persamaan, maka
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harus dapat menulis secara tepat n persamaan yang bebas
linier dari seluruh persamaan yang ada. Hal ini memerlukan











Misalkan Mo adalah matriks keteramatan dari sistem
(A,B,C,D) maka rank dari matriks keteramatan Mo adalah
sebanyak n. Dengan mengingat bahwa rank dari suatu
matriks dan rank dari transpose konjugasi matriks tersebut
adalah sama, maka dapat dinyatakan sifat keteramatan adalah
sebagai berikut:
Sistem yang dinyatakan oleh Persamaan (2.2.4) teramati jika









Maka transpose dari matriks keteramatan M∗o harus
mempunyai rank sebanyak n atau memiliki vektor kolom
yang bebas linier. Matriks pada Persamaan (4.1.5) biasanya
disebut dengan matriks keteramatan. Jika matriks C dan A
real, kemudian tanda transpose konjugate untuk A∗C∗ dapat
diubah ke dalam ATCT .
Hubungan antara sifat keteramatan dengan gramian
keteramatan dapat dinyatakan sebagai berikut :[6]
Teorema 4.1.2 Pernyataan berikut ekivalen
1. Sistem (A,B,C,D) teramati,
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2. Gramian Keteramatan M definit positif,
3. Matriks keteramatan(Mc) mempunyai rank baris penuh,
4. Ambil λ dan y sebagai nilai eigen dan vektor eigen kanan
yang bersesuaian dari matriks A, yang berarti Ay = λy
maka berlaku Cy 6= 0.
4.2 Sistem Setimbang
Sistem setimbang (Ã, B̃, C̃, D̃) adalah sistem baru yang
mempunyai gramian keterkendalian (W̃ ) dan gramian
keteramatan (M̃) yang sama, dan juga merupakan matriks
diagonal Σ .
Konstruksi Matriks Transformasi T
Sistem setimbang (Ã, B̃, C̃, D̃) diperoleh dari sistem
awal (A,B,C,D) yang ditransformasikan terhadap matriks
transformasi T . Matriks T didefinisikan sebagai matriks
yang mentransformasikan sistem awal dengan variabel yang
masih acak menjadi sistem setimbang dengan variabel terurut.
Berikut merupakan pembentukan matriks transformasi T :
1. Diberikan masukan berupa sistem (As, Bs, Cs, Ds) yang
diasumsikan stabil asimtotik, terkendali, dan teramati.
2. Ditentukan gramian keterkendalian W dan gramian
keteramatan M dari sistem (As, Bs, Cs, Ds). Sistem
(As, Bs, Cs, Ds) adalah stabil asimtotik, terkendali, dan
teramati maka berdasarkan Teorema 2.2.4 dijamin
bahwa W dan M adalah definit positif.
Matriks W definit positif maka semua nilai eigen dari W
adalah positif dan |W | 6= 0, artinya W juga merupakan
matriks non singular. Begitu juga dengan M berlaku
sama, sehingga matriksM juga merupakan matriks yang
non singular.
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3. Ditentukan matriks φ sedemikian sehingga berlaku W =
φTφ. Dikarenakan matriks W non singular, maka φ jelas
merupakan matriks non singular juga.
4. Dikonstruksikan matriks φMφT dan dilakukan
diagonalisasi pada φMφT sedemikian sehingga
berlaku φMφT = UΣ2UT , dengan U adalah matriks
Unitary (matriks yang dibagun oleh vektor eigennya)
dan Σ = diag(σ1, σ2, ..., σn) =
√
λi(WM) dengan
σ1 ≥ σ2 ≥ ... ≥ σn > 0.
Dikarenakan matriks W ,M , dan φ adalah matriks
non singular, maka φMφT juga merupakan matriks
non singular. Dan untuk UΣ2UT = φMφT , maka
mengakibatkan matriks UΣ2UT merupakan matriks
non singular juga.
U adalah matriks Unitary, maka berlaku
UUT = UTU = I yang berarti bahwa U dan UT
masing-masing merupakan matriks non singular.
Dan untuk matriks Σ = diag(σ1, σ2, ..., σn) dengan
σ1 ≥ σ2 ≥ ... ≥ σn > 0, maka jelas bahwa Σ merupakan
matriks non singular dan Σ
1
2 juga merupakan matriks
non singular.




Dikarenakan matriks UΣ2UT dan φMφT merupakan
matriks non singular yang berarti bahwa matriks
φ,U ,Σ
1
2 masing-masing marupakan matriks non
singular. Sehingga matriks transformasi T juga
merupakan matriks non singular.
Pembentukan Sistem Setimbang
Realisasi setimbang adalah realisasi yang mentransformasi
suatu sistem menjadi sistem baru yang mempunyai gramian
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keterkendalian dan gramian keteramatan yang sama dan
merupakan matriks diagonal. Misalkan diberikan suatu
matriks transformasi T yang memenuhi:
xk = T x̂k (4.2.2)
dengan,
xk :variabel keadaan dari sistem (As, Bs, Cs, Ds)
x̃k :variabel keadaan dari sistem setimbang (Ãs, B̃s, C̃s, D̃s)
T :matriks transformasi yang non singular dan berukuran
nxn




untuk k = k + 1, maka Persamaan (4.2.3) menjadi:
x̃k+1 = T
−1xk+1 (4.2.4)
Jika sistem awal pada Persamaan (4.2.4) disubstitusikan pada
Persamaan (2.2.9) maka diperoleh hasil sebagai berikut:
x̃k+1 = T
−1(Asxk +Bsuk) (4.2.5)
Selanjutnya, mensubstitusi Persamaan (4.2.2) ke dalam




−1AsT x̃k + T
−1Bsũk
x̃k+1 = Ãsx̃k + B̃sũk (4.2.6)
Sedangkan untuk mendapatkan matriks C̃s dan D̃s, dilakukan
dengan mensubstitusikan Persamaan (4.2.2) ke dalam
Persamaan (2.2.9), maka diperoleh hasil sebagai berikut:
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ỹk = Csxk +Dsuk
ỹk = Cs(T x̃k) +Dsũk
ỹk = CsT x̃k +Dsũk
ỹk = C̃sT x̃k + D̃sũk (4.2.7)
Sehingga didapatkan,
Ãs = T
−1AsT, B̃s = T
−1Bs, C̃s = CsT, D̃s = Ds (4.2.8)
Dapat dituliskan kembali Persamaan (4.2.6) dan Persamaan
(4.2.7) sebagai suatu sistem setimbang dari sistem
(As, Bs, Cs, Ds) sebagai berikut:{
x̃k+1 = Ãsx̃k + B̃sũk
ỹk = C̃sx̃k + D̃sũk
(4.2.9)
Untuk selanjutnya sistem setimbang ini disebut sebagai sistem
(Ãs, B̃s, C̃s, D̃s).
Gramian keterkendalian dari sistem (Ãs, B̃s, C̃s, D̃s) dapat
diperoleh dengan mensubsitusikan Persamaan (4.2.8) ke
dalam Persamaan (2.2.5), yaitu:









Berdasarkan Persamaan (4.2.10), maka gramian
keterkendalian dari sistem (Ãs, B̃s, C̃s, D̃s) dapat dituliskan
kembali ke dalam bentuk
W̃ = T−1W (T−1)T (4.2.11)
Sedangkan gramian keteramatan dari sistem (Ãs, B̃s, C̃s, D̃s)
dapat diperoleh dengan mensubsitusikan Persamaan (4.2.8)
ke dalam Persamaan (2.2.6), sehingga diperoleh









Berdasarkan Persamaan(4.2.12), maka gramian keteramatan
sistem (Ãs, B̃s, C̃s, D̃s) dapat didefinisikan sebagai berikut:
M̃ = T T M̃(T ) (4.2.13)
Dari hasil konstruksi matriks trnasformasi T , seperti
yang dinyatakan pada Persamaan (4.2.1), maka selanjutnya
ditinjau kembali untuk gramian keterkendalian W̃ dan
gramian keteramatan M̃ dari sistem (Ãs, B̃s, C̃s, D̃s).
Berdasarkan Persamaan (4.2.1), maka gramian keterkendalian









2U−1(φT )−1)W (φ−1(UT )−1(ΣT )
1
2 )
Telah diketahui bahwa W = φTφ atau juga dapat
ditulis (φT )−1W (φ)−1 = I, I merupakan matriks identitas.






















W̃ = Σ (4.2.14)
Sedangkan gramian keteramatan M̃ , seperti yang telah













Telah diketahui bahwa (φ)M(φT ) = UΣ2UT dan UTU = I.
Sehingga didapatkan persamaan sebagai berikut.
























2 ) = Σ (4.2.15)
Dari Persamaan (4.2.14) dan (4.2.15) didapatkan:
W̃ = M̃ = Σ (4.2.16)
Menurut hasil yang telah diperoleh pada Persamaan
(4.2.16) menunjukkan bahwa dengan mendefinisikan matriks
T sebagai T = φTU(Σ)−
1
2 , maka dari sistem (As, Bs, Cs, Ds)
dapat dibentuk suatu sistem (Ãs, B̃s, C̃s, D̃s) yang mempunyai
gramian keterkendalian W̃ dan gramian keteramatan M̃ yang
sama dengan matriks diagonal Σ.
Oleh karena itu, maka sistem (Ãs, B̃s, C̃s, D̃s) disebut
sebagai bentuk sistem setimbang dari sistem (As, Bs, Cs, Ds).
Selanjutnya, Σ disebut sebagai gramian kesetimbangan dari
sistem (Ãs, B̃s, C̃s, D̃s). Berdasarkan pada Definisi 2.2.4,
maka dapat dinyatakan bahwa gramian kesetimbang Σ









C̃s − Σ = 0 (4.2.18)
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Sehingga sistem setimbang (Ãs, B̃s, C̃s, D̃s) yang mempunyai
gramian kesetimbangan Σ, yaitu:
Σ = diag(σ1, ..., σr, σr+1, ..., σn) =

σ1 0 0 0 0 0
0
. . . 0 0 0 0
0 0 σr 0 0 0
0 0 0 σr+1 0 0
0 0 0 0
. . . 0
0 0 0 0 0 σn

dengan,
σ1 ≥ σ2 ≥ · · · ≥ σr+1 ≥ · · · ≥ σn > 0 (4.2.19)
Kestabilan Sistem Setimbang
Stabilitas sistem setimbang (Ãs, B̃s, C̃s, D̃s) dapat
ditunjukkan melalui nilai eigen dari matriks Ãs. Pada
Persamaan (4.2.17) merupakan persamaan Lyapunov dari







Misalkan diambil λ sebagai nilai eigen dari matriks Ãs dan
v 6= 0 sebagai vektor eigen yang berkaitan dengan λ, yang
berarti:




vT = λT vT (4.2.22)
Selanjutnya, pada Persamaan (4.2.20) dikalikan dari kiri






)vT = vΣvT (4.2.23)
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vT = vΣvT (4.2.24)
Kemudian pada Persamaan (4.2.24), kumpulkan semua unsur
yang memuat Σ pada ruas kiri dan semua unsur yang tidak






Subsistusikan Persamaan (4.2.21) dan (4.2.22) ke dalam
Persamaan (4.2.25), sehingga diperoleh:
vΣvT − vλΣλT vT = vB̃sB̃s
T
vT (4.2.26)
Nilai λ merupakan konstanta, maka Persamaan (4.2.26) dapat
ditulis menjadi:
(1− |λ|2)vΣvT = vB̃sB̃s
T
vT ≥ 0 (4.2.27)
Persamaan (4.2.27) hanya dipenuhi jika:
1− |λ|2 ≥ 0
atau
|λ| ≤ 1




vT = 0 (4.2.28)
Persamaan (4.2.27) hanya dipenuhi jika:
vB̃s = 0 (4.2.29)
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Berdasarkan Persamaan (4.2.21) maka jelas terlihat
bahwa jika diambil |λ|= 1 maka v merupakan vektor eigen
kiri dari matriks Ãs. Selanjutnya, berdasarkan Persamaan
(4.2.29) maka dapat dilihat bahwa dengan mengambil |λ|= 1
maka vektor v merupakan Kernel dari B̃s.
Sehingga berdasarkan Persamaan (4.2.21) dan (4.2.29),
terlihat bahwa dengan mengambil |λ|= 1 maka diperoleh
v yang merupakan vektor eigen kiri dari Ãs dan sebagian
Kernel dari B̃s. Menurut Teorema 4.1.1 , hal ini
kontradiksi dan haruslah |λ|< 1, yang berarti bahwa haruslah
nilai eigen dari Ãs kurang dari 1. Sehingga terbukti bahwa
sistem setimbang (Ãs, B̃s, C̃s, D̃s) adalah stabil asimtotik.
Keterkendalian Sistem Setimbang
Keterkendalian sistem setimbang dapat ditunjukkan
melalui gramian keterkendalian dari sistem setimbang
(Ãs, B̃s, C̃s, D̃s). Sistem setimbang mempunyai gramian
keterkendalian yang merupakan gramian kesetimbangan.
Berdasarkan Persamaan (4.2.17) dapat dilihat bahwa
Σ merupakan solusi tunggal dari persamaan Lyapunov.
Selanjutnya berdasarkan Persamaan (4.2.19) dapat dilihat
bahwa Σ adalah definit positif. Sehingga menurut Teorema
2.2.4 , maka terbukti bahwa Σ merupakan gramian
keterkendalian dari sistem setimbang (Ãs, B̃s, C̃s, D̃s).
Keteramatan Sistem Setimbang
Keteramatan sistem setimbang dapat ditunjukkan melalui
gramian keteramatan dari sistem setimbang (Ãs, B̃s, C̃s, D̃s).
Sistem setimbang mempunyai gramian keteramatan yang
merupakan gramian kesetimbangan.
Berdasarkan Persamaan (4.2.18) dapat dilihat bahwa
Σ merupakan solusi tunggal dari persamaan Lyapunov.
45
Selanjutnya berdasarkan Persamaan (4.2.19) dapat dilihat
bahwa Σ adalah definit positif. Sehingga menurut Teorema
2.2.4 , maka terbukti bahwa Σ merupakan gramian
keteramatan dari sistem setimbang (Ãs, B̃s, C̃s, D̃s).
4.3 Reduksi Model dengan HNA
Reduksi model merupakan upaya untuk mengganti model
atau sistem yang berukuran besar dengan model yang
sederhana tanpa kesalahan yang signifikan. Pada reduksi
model dengan metode Hankel Norm Approximation(HNA)
digunakan sistem stabil asimtotik, terkendali dan teramati.
Diasumsikan bahwa sistem yang dinyatakan oleh Persamaan
(2.2.1) merupakan sistem yang stabil asimtotik, terkendali,
dan teramati yang disebut dengan sistem (As, Bs, Cs, Ds).
4.3.1 Pembentukan Sistem Tereduksi
Sistem tereduksi adalah suatu model pendekatan yang
diperoleh dari proses reduksi model. Reduksi model
merupakan upaya untuk mengganti model atau sistem yang
berukuran besar dengan model yang lebih sederhana tanpa
kesalahan yang signifikan. Sistem tereduksi ini mempunyai
perilaku atau sifat yang hampir sama dengan sistem semula.
Pembentukan sistem tereduksi (Ãsr, B̃sr, C̃sr, D̃sr) pada
penelitian ini dengan menggunakan metode Hankel Norm
Approximation (HNA). Pembentukan sistem tereduksi dari
sistem (As, Bs, Cs, Ds) diawali dengan pembentukan sistem
setimbang (Ãs, B̃s, C̃s, D̃s).
Setelah diperoleh sistem setimbang (Ãs, B̃s, C̃s, D̃s)
dengan gramian keterkendalian W̃ dan gramian keteramatan
M̃ sama dengan gramian kesetimbangan Σ, dilakukan reduksi
model dengan metode Hankel Norm Approximation (HNA).
Sebelumnya sistem setimbang (Ãs, B̃s, C̃s, D̃s) dipartisi sesuai
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dengan gramian Σ = diag(Σ1,Σ2). Σ1 bersesuaian dengan
nilai singular hankel besar sedangkan Σ2 bersesuaian dengan









Σ1 = diag(σ1, σ2, ..., σr)
Σ2 = diag(σr+1, ..., σn)
Partisi pada Σ menyebabkan terjadinya partisi pada sistem
setimbang (Ãs, B̃s, C̃s, D̃s), yaitu:
G̃s =























sehingga berikut ini didapatkan suatu reduksi model dengan










C̃sr = (C̃1Σ1 + σr+1UB̃
T
1 )
D̃sr = D̃s − σr+1U
dimana,
Γ = Σ21 − σ2r+1I
U = −C̃2(B̃T2 )⊥
dimana ⊥ adalah pseudoinvers.
Pseudoinvers adalah operasi matriks yang sama seperti
invers matriks. Namun bedanya kalau invers matriks dapat
digunakan untuk matriks yang berbentuk persegi. Sedangkan
pseudoinvers digunakan untuk matriks yang berbentuk bukan
persegi. Misalkan diberikan B2 matriks berbentuk bukan





kemudian sistem tereduksi dapat dinyatakan sebagai
berikut : {
x̃rk+1 = Ãsrx̃rk + B̃srũrk
ỹrk = C̃srx̃rk + D̃srũrk
(4.3.4)
Sistem tereduksi dengan menggunakan metode HNA yang
mempunyai orde r memiliki sifat yang stabil, terkendali, dan
teramati apabila memenuhi ‖ Gs −Gsr ‖∞≥ (σr+1),
dengan Gs dan Gsr masing-masing adalah fungsi transfer
sistem (As, Bs, Cs, Ds) dan sistem tereduksinya[8].
Gs : Fungsi transfer sistem stabil
Gsr : Fungsi Transfer sistem tereduksi dengan HNA
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Kestabilan Sistem Tereduksi
Stabilitas sistem tereduksi (Ãsr, B̃sr, C̃sr, D̃sr) dapat
ditunjukkan melalui nilai eigen dari matriks Ãsr. Persamaan
Lyapunov dapat diperoleh dengan mensubsitusikan

























Ukuran matriks-matriks pada Persamaan (4.3.5) sudah




























T − Σ2 = 0
Dari Persamaan (4.3.6), misalkan diambil λ sebagai nilai eigen
dari matriks Ãsr dan v 6= 0 sebagai vektor eigen kiri yang
berkaitan dengan λ, yang berarti dapat dituliskan kembali
sebagai




vT = λT vT (4.3.8)
Selanjutnya, pada Persamaan (4.3.6) kalikan dari kiri



























Kemudian pada Persamaan (4.3.10), kumpulkan semua unsur
yang memuat Σ1 pada ruas kiri dan semua unsur yang tidak
memuat Σ1 ditempatkan pada ruas kanan, sehingga diperoleh:
vΣ1v
T−vÃsrΣ1ÃTsrvT = vÃ12Σ2ÃT12vT +vB̃srB̃TsrvT (4.3.11)
Subsitusikan Persamaan (4.3.7) dan (4.3.8) ke dalam
Persamaan (4.3.11), sehingga diperoleh:
vΣ1v
T − vλΣ1λT vT = vÃ12Σ2ÃT12vT + vB̃srB̃TsrvT (4.3.12)
Nilai λ merupakan konstanta, maka Persamaan (4.3.12) dapat
ditulis menjadi:
(1− |λ|2)vΣ1vT = vÃ12Σ2ÃT12vT + vB̃1B̃T1 vT ≥ 0 (4.3.13)
Persamaan (4.3.13) hanya dipenuhi jika:
1− |λ|2 ≥ 0
atau
|λ| ≥ 1








T = 0 (4.3.14)
Persamaan (4.3.13) hanya dipenuhi jika:
vÃ12 = 0 (4.3.15)
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vB̃sr = 0 (4.3.16)
Kemudian dipilih vektor ( v 0 ) sebagai vektor eigen kiri dari





























Selanjunya pada Persamaan (4.3.15) disubsitusikan ke dalam








Berdasarkan Persamaan (4.3.19) maka jelas terlihat bahwa
jika diambil |λ| = 1 maka ( v 0 ) merupakan vektor eigen kiri
dari matriks Ãsr. Selanjutnya jika vektor ( v 0 ) dikalikan














Berdasarkan Persamaan (4.3.21) dapat dilihat bahwa
dengan mengambil |λ| = 1 maka vektor (v 0) merupakan
kernel dari B̃sr. Sehingga berdasarkan Persamaan (4.3.19)
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dan (4.3.20), terlihat bahwa dengan mengambil |λ| = 1 maka
vertor (v 0) adalah merupakan vektor eigen kiri dari Ãsr
dan sebagai kernel kiri dari B̃s. Menurut Teorema 4.1.1 ,
hal ini kontradiksi dan haruslah |λ| < 1, yang berarti bahwa
haruslah nilai eigen dari Ãsr kurang dari 1. Sehingga terbukti
bahwa sistem tereduksi (Ãsr, B̃sr, C̃sr, D̃sr) adalah stabil
asimtotik.
Keterkendalian Sistem Tereduksi
Keterkendalian sistem terduksi (Ãsr, B̃sr, C̃sr, D̃sr) dapat
ditunjukkan melalui gramian keterkendalian dari sistem
tereduksi (Ãsr, B̃sr, C̃sr, D̃sr). Dimana ditunjukkan bahwa
Σ1 merupakan gramian keterkendalian dari sistem tereduksi
(Ãsr, B̃sr, C̃sr, D̃sr). Variabel keadaan yang bersesuaian
dengan nilai singular Hankel kecil didefinisikan sebagai mode
cepat, sedangkan variabel keadaan yang bersesuaian dengan
nilai singular Hankel yang lebih besar didefinisikan sebagai
mode lambat.
Sebagaimana yang telah diketahui bahwa Σ2 bersesuaian




12 ≈ 0 (4.3.22)






sr − Σ1 = 0 (4.3.23)
Persamaan (4.3.23) merupakan persamaan Lyapunov untuk
Σ1. Selanjutnya ditunjukkan bahwa Σ1 merupakan solusi
tunggal dari Persamaan (4.3.23). Misalkan diambil Σ3 yang





sr − Σ3 = 0 (4.3.24)






sr − Σ1 = ÃsrΣ3ÃTsr + B̃srB̃Tsr − Σ3
ÃsrΣ1Ã
T
sr − ÃsrΣ3ÃTsr = Σ1 − Σ3
menghasilkan,
Ãsr(Σ1 − Σ3)ÃTsr = Σ1 − Σ3 (4.3.25)
Selanjutnya, misalkan diambil λ sebagai nilai eigen dari
matriks Ãsr dan v 6= 0 sebagai vektor eigen kiri yang berkaitan
dengan λ, yang berarti:
vÃsr = vλ (4.3.26)
atau
ÃTsrv
T = λT vT (4.3.27)
Kemudian pada Persamaan (4.3.25) dikalikan dari kiri dengan
v dan dikalikan dari kanan dengan vT , sehingga diperoleh:
vÃsr(Σ1 − Σ3)ÃTsrvT = v(Σ1 − Σ3)vT (4.3.28)
Subsitusikan Persamaan (4.3.26) dan (4.3.27) ke dalam
Persamaan (4.3.28), sehingga diperoleh:
vλ(Σ1 − Σ3)λT vT = v(Σ1 − Σ3)vT (4.3.29)
Nilai λ adalah konstanta, sehingga Persamaan (4.3.29)
dapat dituliskan kembali menjadi:
(|λ2| − 1)v(Σ1 − Σ3)vT = 0 (4.3.30)
Persamaan (4.3.30) hanya dipenuhi jika Σ1 − Σ3 = 0 atau
Σ1 = Σ3, maka terbukti bahwa Σ1 merupakan solusi tunggal
dari Persamaan (4.3.23).
Dari uraian diatas, telah ditunjukkan bahwa Σ1 definit





sr − Σ1 = 0. Sehingga menurut
Teorema 2.2.4, maka terbukti bahwa Σ1 merupakan gramian
keterkendalian dari sistem tereduksi (Ãsr, B̃sr, C̃sr, D̃sr).
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Keteramatan Sistem Tereduksi
Keteramatan sistem tereduksi dapat ditunjukkan
melalui gramian keteramatan dari sistem tereduksi
(Ãsr, B̃sr, C̃sr, D̃sr). Dimana ditunjukkan bahwa Σ1
merupakan gramian keteramatan dari sistem tereduksi
tereduksi (Ãsr, B̃sr, C̃sr, D̃sr). Persamaan Lyapunov untuk
keteramatan dapat diperoleh dengan cara mensubsitusikan























Ukuran matriks-matriks pada Persamaan (4.3.31) sudah





















2 C̃2 − Σ2 = 0





srC̃sr = Σ1 (4.3.33)
karena ÃT21Σ2Ã21 dapat dianggap sama dengan nol, maka
Persamaan (4.3.33) dapat dituliskan kembali menjadi:
ÃTsrΣ1Ãsr + C̃
T
srC̃sr − Σ1 = 0 (4.3.34)
Persamaan (4.3.32) merupakan persamaan Lyapunov
untuk gramian keteramatan. Selanjutnya ditunjukkan bahwa
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Σ1 merupakan solusi tunggal dari Persamaan (4.3.34).
Misalkan diambil Σ4 yang juga merupakan solusi dari
Persamaan (4.3.34), maka berlaku:
ÃTsrΣ4Ãsr + C̃
T
srC̃sr − Σ4 = 0 (4.3.35)
dari Persamaan (4.3.34) dan (4.3.35) didapatkan:
ÃTsrΣ1Ãsr + C̃
T
srC̃sr − Σ1 = ÃTsrΣ4Ãsr + C̃TsrC̃sr − Σ4
atau
ÃTsrΣ1Ãsr − ÃTsrΣ4Ãsr = Σ1 − Σ4 (4.3.36)
Persamaan (4.3.36) dapat dituliskan kembali sebagai:
ÃTsr(Σ1 − Σ4)− Ãsr = Σ1 − Σ4 (4.3.37)
Selanjutnya, misalkan diambil λ sebagai nilai eigen dari
matriks Ãsr dan v 6= 0 sebagai vektor eigen kanan yang
berkaitan dengan λ, yang berarti:
Ãsrv = λv (4.3.38)
atau
vT ÃTsr = v
TλT (4.3.39)
Selanjutnya kalikan dari kiri Persamaan (4.3.37) dengan vT
dan kalikan dari kanan dengan v sehingga diperoleh:
vT ÃTsr(Σ1 − Σ4)Ã11v = vT (Σ1 − Σ4)v (4.3.40)
subsitusi Persamaan (4.3.38) dan (4.3.39) ke dalam
Persamaan (4.40), sehingga menghasilkan:
vTλT (Σ1 − Σ4)λv = vT (Σ1 − Σ4)v (4.3.41)
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Nilai λ adalah konstanta, sehingga Persamaan (4.3.41)
dapat dituliskan kembali menjadi:
(|λ2| − 1)vT (Σ1 − Σ4)v = 0 (4.3.42)
Persamaan (4.3.42) hanya dipenuhi jika Σ1 − Σ4 = 0 atau
Σ1 = Σ4. Jadi terbukti bahwa Σ1 merupakan solusi tunggal
dari persamaan Lyapunov yang dinyatakan pada Persamaan
(4.3.34). Berdasarkan pembahasan di atas, telah ditunjukkan





C̃sr − Σ1 = 0, maka menurut
Teorema 2.2.4, dapat disimpulkan bahwa Σ1 merupakan
gramian keteramatan dari sistem tereduksi Ãsr, B̃sr, C̃sr, D̃sr.
4.4 Simulasi
Matriks Diagonal (Simulasi 1)
Pada simulasi ini, diambil sistem awal (A,B,C,D) yang




0.9 0 0 0 0 0 0 0 0 0
0 0.8 0 0 0 0 0 0 0 0
0 0 0.7 0 0 0 0 0 0 0
0 0 0 0.6 0 0 0 0 0 0
0 0 0 0 0.5 0 0 0 0 0
0 0 0 0 0 0.4 0 0 0 0
0 0 0 0 0 0 0.3 0 0 0
0 0 0 0 0 0 0 0.2 0 0
0 0 0 0 0 0 0 0 0.1 0























Selanjutnya diselidiki sifat-sifat dari sistem (A,B,C,D)
yang berupa sifat kestabilan, keterkendalian, dan
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keteramatan.
Kestabilan dari sistem awal (A,B,C,D) dapat ditentukan
berdasarkan nilai |λ| dari eigen matriks A seperti yang
disajikan pada Tabel 4.1 berikut.












Berdasarkan Tabel 4.1, terlihat bahwa nilai absolut dari
eigen matriks A bernilai kurang dari 1, sehingga berdasarkan
Teorema 2.2.1 sistem awal (A,B,C,D) adalah sistem yang
stabil asimtotik.
Keterkendalian sistem awal (A,B,C,D) dapat ditentukan
berdasarkan rank dari matriks keterkendalian Mc. Dengan
menggunakan software MATLAB R2013a, dapat diketahui
bahwa rank dari matriks keterkendalian Mc pada sistem awal
(A,B,C,D) adalah 10. Maka berdasarkan Teorema 2.2.2
sistem awal (A,B,C,D) adalah terkendali.
Keteramatan sistem awal (A,B,C,D) dapat ditentukan
berdasarkan rank dari matriks keteramatan Mo. Dengan
menggunakan software MATLAB R2013a, dapat diketahui
bahwa rank dari matriks keteramatan Mo pada sistem awal
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(A,B,C,D) adalah 10. Maka berdasarkan Teorema 2.2.3
sistem awal (A,B,C,D) adalah teramati.
Karena sistem awal yang dibangun adalah sistem
yang stabil asimtotik, terkendali dan teramati sehingga
berdasarkan Teorema 2.2.4, didapatkan gramian
keterkendalian W dan gramian keteramatan M . Selanjutnya
dibentuk suatu sistem setimbang.
Sistem Setimbang
Selanjutnya adalah membentuk sistem setimbang
(Ãs, B̃s, C̃s, D̃s) dari sistem stabil digunakan software
MATLAB R2013a, didapatkan sistem setimbang
(Ãs, B̃s, C̃s, D̃s) sebagai berikut:
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Selanjutnya dicari gramian keterkendalian W̃ dan gramian
keteramatan M̃ dari sistem setimbang (Ãs, B̃s, C̃s, D̃s),
sehingga diperoleh:
Dapat dilihat bahwa nilai dari W̃ = M̃ yang sama
artinya dengan W̃ = M̃ = Σ, dengan Σ = diag(σ1, σ2, ..., σn,
dengan σ adalah nilai singular Hankel, maka didaptkan nilai
singular Hankel seperti yang disajikan pada Tabel 4.2 berikut.
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Berdasarkan Tabel 4.2, terlihat bahwa semua nilai
singular Hankel adalah positif dan determinan dari nilai
singular Hankel tidak sama dengan 0.
Selanjutnya diselidiki sifat dari sistem setimbang
(Ãs, B̃s, C̃s, D̃s) yang berupa sifat kestabilan, keterkendalian,
dan keteramatan.
Kestabilan dari sistem setimbang (Ãs, B̃s, C̃s, D̃s) dapat
ditentukan berdasarkan nilai |λ| dari eigen matriks Ãs seperti
yang disajikan pada Tabel 4.3 berikut.
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Berdasarkan Tabel 4.3, terlihat bahwa nilai absolut dari
eigen matriks Ãs seluruhnya mempunyai nilai kurang dari
1, sehingga berdasarkan Teorema 2.2.1 sistem setimbang
(Ãs, B̃s, C̃s, D̃s) merupakan sistem yang stabil asimtotik.
Kemudian keterkendalian sistem setimbang
(Ãs, B̃s, C̃s, D̃s) dapat ditentukan berdasarkan rank dari
matriks keterkendalian M̃c. Dengan menggunakan software
MATLAB R2013a, dapat diketahui bahwa rank dari matriks
keterkendalian M̃c pada sistem setimbang (Ãs, B̃s, C̃s, D̃s)
adalah 10. Sehingga berdasarkan Teorema 2.2.2 sistem
setimbang (Ãs, B̃s, C̃s, D̃s) adalah sistem yang terkendali.
Keteramatan sistem setimbang (Ãs, B̃s, C̃s, D̃s) dapat
ditentukan berdasarkan rank dari matriks keteramatan
M̃o. Dengan menggunakan software MATLAB R2013a,
dapat diketahui bahwa rank dari matriks keteramatan
M̃o pada sistem setimbang (Ãs, B̃s, C̃s, D̃s) adalah 10.
Maka berdasarkan Teorema 2.2.3 sistem setimbang
(Ãs, B̃s, C̃s, D̃s) adalah sistem yang teramati. Dengan
demikian sistem setimbang (Ãs, B̃s, C̃s, D̃s) merupakan
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sistem yang stabil asimtotik, terkendali dan teramati.
Kemudian ditunjukkan frekuensi respon antara
sistem stabil (As, Bs, Cs, Ds) dengan sistem setimbang
(Ãs, B̃s, C̃s, D̃s) yang disajikan pada Gambar 4.1 sebagai
berikut.
Gambar 4.1: Frekuensi Respon antara Sistem Stabil
(As, Bs, Cs, Ds) dan Sistem Setimbang (Ãs, B̃s, C̃s, D̃s)
Berdasarkan pada Gambar 4.1 dapat dilihat bahwa
frekuensi respon antara Sistem Stabil (As, Bs, Cs, Ds) dan
Sistem Setimbang (Ãs, B̃s, C̃s, D̃s) memiliki kesamaan, baik
dalam frekuensi rendah maupun frekuensi tinggi.
Sebelum sistem setimbang (Ãs, B̃s, C̃s, D̃s) direduksi
dengan menggunakan metode HNA, maka di cek
kembali syarat dimana dapat mereduksi sistem setimbang
(Ãs, B̃s, C̃s, D̃s). Didapatkan hasil dari syarat orde berapa
saja yang dapat dilakukan proses reduksi dengan HNA seperti
Tabel 4.4 berikut.
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Tabel 4.4: Syarat Orde Tereduksi dengan HNA Matriks
Diagonal
Orde ‖ Gs −Gsr ‖∞ σr+1 ‖ Gs −Gsr ‖∞≥ σr+1 waktu
1 2.33988 1.20305 Memenuhi 0.067727
2 0.36212 0.12454 Memenuhi 0.041889
3 0.04151 0.01098 Memenuhi 0.04408
4 0.00339 0.00079 Memenuhi 0.042605
5 0.00020 0.00004 Memenuhi 0.040412
6 0.000008 0.000001 Memenuhi 0.044494
7 0.0000002 0.00000005 Memenuhi 0.04485
8 0.00000005 0.000000001 Memenuhi 0.049357
9 0.0000004 0.00000000002 Memenuhi 0.048357
Berdasarkan Tabel 4.4 dapat disimpulkan bahwa reduksi
model dengan HNA (Ãs, B̃s, C̃s, D̃s) dapat dilakukan ke
bentuk orde 1,2,3,4,5,6,7,8 dan 9.
Reduksi Model dengan HNA Orde 5
Setelah didapatkan sistem setimbang (Ãs, B̃s, C̃s, D̃s),
kemudian dilakukan reduksi model dengan metode
HNA. Sistem setimbang (Ãs, B̃s, C̃s, D̃s) tersebut yang
mempunyai orde 10 dapat dibentuk menjadi sistem tereduksi
(Ãsr, B̃sr, C̃sr, D̃sr) yang mempunyai orde 5. Berikut ini
merupakan sistem tereduksi (Ãsr, B̃sr, C̃sr, D̃sr)
Ãsr =
 0.762139 −0.020940 −0.000541 −0.000007 −0.00000005−1.378684 0.605920 −0.021478 −0.000365 −0.000003−3.329489 −2.004121 0.536023 −0.018715 −0.000207
−5.713535 −4.380093 −2.405394 0.490214 −0.014683







C̃sr = ( −19.660945 −0.828392 −0.017092 −0.000210 −0.000001 )
D̃sr = ( 1.000044 )
Kemudian dicek sifat-sifat sistemnya yang meliputi
kestabilan, keterkendalian, dan keteramatan. Kestabilan dari
sistem tereduksi orde 5 (Ãsr, B̃sr, C̃sr, D̃sr) dapat ditentukan
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berdasarkan nilai λ dari sistem tereduksi (Ãsr, B̃sr, C̃sr, D̃sr)
seperti yang disajikan pada Tabel 4.5 berikut.







Berdasarkan Tabel 4.5, terlihat bahwa nilai absolut dari
eigen matriks Ãsr seluruhnya mempunyai nilai kurang dari 1,
sehingga berdasarkan Teorema 2.2.1 sistem tereduksi Orde
5 (Ãsr, B̃sr, C̃sr, D̃sr) adalah sistem yang stabil asimtotik.
Kemudian dicek mengenai sifat keterkendalian dari
sistem tereduksi (Ãsr, B̃sr, C̃sr, D̃sr). Keterkendalian sistem
tereduksi orde 5 (Ãsr, B̃sr, C̃sr, D̃sr) dapat ditentukan
berdasarkan rank dari matriks keterkendalian M̃c. Untuk
mendapatkan rank dari matriks keterkendalian M̃c dapat
digunakan software MATLAB R2013a, sehingga didapatkan
rank dari matriks keterkendalian M̃c pada sistem tereduksi
orde 5 (Ãsr, B̃sr, C̃sr, D̃sr) adalah 5. Maka berdasarkan
Teorema 2.2.2 sistem tereduksi orde 5 (Ãsr, B̃sr, C̃sr, D̃sr)
adalah terkendali.
Kemudian dicek mengenai sifat keteramatan dari sistem
tereduksi (Ãsr, B̃sr, C̃sr, D̃sr). Keteramatan sistem tereduksi
orde 5 (Ãsr, B̃sr, C̃sr, D̃sr) dapat ditentukan berdasarkan rank
dari matriks keteramatan M̃o. Untuk mendapatkan rank dari
matriks keteramatan M̃o dapat digunakan software MATLAB
R2013a, sehingga didapatkan rank dari matriks keteramatan
M̃o pada sistem tereduksi orde 5 (Ãsr, B̃sr, C̃sr, D̃sr) adalah
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5. Maka berdasarkan Teorema 2.2.3 sistem tereduksi orde
5(Ãsr, B̃sr, C̃sr, D̃sr) adalah teramati.
Kemudian berikut ini disajikan grafik frekuensi response
antara sistem awal dengan sistem tereduksi orde 5
(Ãsr, B̃sr, C̃sr, D̃sr) dengan metode HNA seperti yang
disajikan pada Gambar 4.2 berikut.
Gambar 4.2: Frekuensi Response antara Sistem Awal dan
Sistem Tereduksi Orde 5 dengan HNA
Berdasarkan gambar 4.2, dapat dilihat bahwa ketika
frekuensi rendah sistem tereduksi (Ãsr, B̃sr, C̃sr, D̃sr) orde
5 cenderung menjauhi sistem awal(As, Bs, Cs, Ds). Namun
ketika frekuensi tinggi sistem awal dan sistem tereduksi
cenderung mendekati sistem awal(As, Bs, Cs, Ds).
Kemudian disajikan nilai error dari sistem tereduksi orde
5 dalam bentuk Tabel 4.6 sebagai berikut.
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Dari Tabel 4.6, dapat dilihat bahwa nilai error sistem
tereduksi dengan HNA pada frekuensi rendah hingga tinggi
memiliki nilai error yang semakin mengecil. Sehingga hal
tersebut mengakibatkan akurasinya semakin besar.
Matriks Segitiga Atas (Simulasi 2)
Pada simulasi ini, diambil sistem awal (A,B,C,D) yang




0.2 0.4 0.8 0.2 0.3 0.8 0.9 0.6 0.1 0.3
0 0.4 1 0.5 3 0.8 3 8 0.9 5
0 0 0.6 0.4 0.7 7 0.3 7 0.5 8
0 0 0 0.9 0.1 4 0.6 4 0.7 1
0 0 0 0 0.3 0.2 8 3 5 0.1
0 0 0 0 0 0.7 2 7 9 0.3
0 0 0 0 0 0 0.1 0.8 0.1 0.3
0 0 0 0 0 0 0 0.5 5 9
0 0 0 0 0 0 0 0 0.8 2
























Selanjutnya diselidiki sifat-sifat dari sistem (A,B,C,D)
yang berupa sifat kestabilan, keterkendalian, dan
keteramatan.
Kestabilan dari sistem awal (A,B,C,D) dapat ditentukan
berdasarkan nilai |λ| dari eigen matriks A seperti yang
disajikan pada Tabel 4.7 berikut.













Berdasarkan Tabel 4.7, terlihat bahwa nilai absolut dari
eigen matriks A bernilai kurang dari 1, sehingga berdasarkan
Teorema 2.2.1 sistem awal (A,B,C,D) adalah sistem yang
stabil asimtotik.
Keterkendalian sistem awal (A,B,C,D) dapat ditentukan
berdasarkan rank dari matriks keterkendalian Mc. Dengan
menggunakan software MATLAB R2013a, dapat diketahui
bahwa rank dari matriks keterkendalian Mc pada sistem awal
(A,B,C,D) adalah 10. Maka berdasarkan Teorema 2.2.2
sistem awal (A,B,C,D) adalah terkendali.
Keteramatan sistem awal (A,B,C,D) dapat ditentukan
berdasarkan rank dari matriks keteramatan Mo. Dengan
menggunakan software MATLAB R2013a, dapat diketahui
bahwa rank dari matriks keteramatan Mo pada sistem awal
(A,B,C,D) adalah 10. Maka berdasarkan Teorema 2.2.3
sistem awal (A,B,C,D) adalah teramati.
Karena sistem awal yang dibangun adalah sistem
yang stabil asimtotik, terkendali dan teramati sehingga
berdasarkan Teorema 2.2.4, didapatkan gramian
keterkendalian W dan gramian keteramatan M . Selenjutnya
dibentuk suatu sistem setimbang.
Sistem Setimbang
Selanjutnya adalah membentuk sistem setimbang
(Ãs, B̃s, C̃s, D̃s) dari sistem stabil digunakan software
MATLAB R2013a, didapatkan sistem setimbang
(Ãs, B̃s, C̃s, D̃s) sebagai berikut:
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Selanjutnya dicari gramian keterkendalian W̃ dan gramian
keteramatan M̃ dari sistem setimbang (Ãs, B̃s, C̃s, D̃s),
sehingga diperoleh:
Dapat dilihat bahwa nilai dari W̃ = M̃ yang sama artinya
dengan W̃ = M̃ = Σ, dengan Σ = diag(σ1, σ2, ..., σn, dengan
σ adalah nilai singular Hankel, maka didaptkan nilai singular
Hankel seperti yang disajikan pada Tabel 4.8 berikut.
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Berdasarkan Tabel 4.8, terlihat bahwa semua nilai
singular Hankel adalah positif dan determinan dari nilai
singular Hankel tidak sama dengan 0.
Selanjutnya diselidiki sifat dari sistem setimbang
(Ãs, B̃s, C̃s, D̃s) yang berupa sifat kestabilan, keterkendalian,
dan keteramatan.
Kestabilan dari sistem setimbang (Ãs, B̃s, C̃s, D̃s) dapat
ditentukan berdasarkan nilai |λ| dari eigen matriks Ãs seperti
yang disajikan pada Tabel 4.9.
Berdasarkan Tabel 4.9, terlihat bahwa nilai absolut dari
eigen matriks Ãs seluruhnya mempunyai nilai kurang dari
1, sehingga berdasarkan Teorema 2.2.1 sistem setimbang
(Ãs, B̃s, C̃s, D̃s) merupakan sistem yang stabil asimtotik.
Kemudian keterkendalian sistem setimbang
(Ãs, B̃s, C̃s, D̃s) dapat ditentukan berdasarkan rank dari
matriks keterkendalian M̃c. Dengan menggunakan software
MATLAB R2013a, dapat diketahui bahwa rank dari matriks
keterkendalian M̃c pada sistem setimbang (Ãs, B̃s, C̃s, D̃s)
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adalah 10. Sehingga berdasarkan Teorema 2.2.2 sistem
setimbang (Ãs, B̃s, C̃s, D̃s) adalah sistem yang terkendali.
Keteramatan sistem setimbang (Ãs, B̃s, C̃s, D̃s) dapat
ditentukan berdasarkan rank dari matriks keteramatan
M̃o. Dengan menggunakan software MATLAB R2013a,
dapat diketahui bahwa rank dari matriks keteramatan
M̃o pada sistem setimbang (Ãs, B̃s, C̃s, D̃s) adalah 10.
Maka berdasarkan Teorema 2.2.3 sistem setimbang
(Ãs, B̃s, C̃s, D̃s) adalah sistem yang teramati. Dengan
demikian sistem setimbang (Ãs, B̃s, C̃s, D̃s) merupakan
sistem yang stabil asimtotik, terkendali dan teramati.
Kemudian ditunjukkan frekuensi respon antara
sistem stabil (As, Bs, Cs, Ds) dengan sistem setimbang
(Ãs, B̃s, C̃s, D̃s) yang disajikan pada Gambar 4.3.
Berdasarkan pada Gambar 4.3 dapat dilihat bahwa
frekuensi respon antara Sistem Stabil (As, Bs, Cs, Ds) dan
Sistem Setimbang (Ãs, B̃s, C̃s, D̃s) memiliki kesamaan, baik
dalam frekuensi rendah maupun frekuensi tinggi.
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Gambar 4.3: Frekuensi Respon antara Sistem Stabil
(As, Bs, Cs, Ds) dan Sistem Setimbang (Ãs, B̃s, C̃s, D̃s)
Sebelum sistem setimbang (Ãs, B̃s, C̃s, D̃s) direduksi
dengan menggunakan metode HNA, maka di cek kembali
syarat dimana dapat dilakukan reduksi pada sistem setimbang
(Ãs, B̃s, C̃s, D̃s). Didapatkan hasil dari syarat orde berapa
saja yang dapat dilakukan reduksi dengan HNA seperti Tabel
4.10 berikut.
Tabel 4.10: Syarat Orde Tereduksi dengan HNA Matriks
Segitiga Atas
Orde ‖ Gs −Gsr ‖∞ σr+1 ‖ Gs −Gsr ‖∞≥ σr+1 waktu
1 1131124.783 221575.0469 Memenuhi 0.072889
2 1383272.454 47905.32144 Memenuhi 0.050035
3 24429.83698 7194.871223 Memenuhi 0.054208
4 2321.909049 731.0076977 Memenuhi 0.050951
5 141.9437317 32.43034038 Memenuhi 0.050897
6 5.335636795 1.191304644 Memenuhi 0.051191
7 0.619793292 0.128102804 Memenuhi 0.052434
8 0.000680661 0.000538337 Memenuhi 0.0569
9 0.006468121 0.000301996 Memenuhi 0.088375
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Berdasarkan Tabel 4.10 dapat disimpulkan bahwa reduksi
model dengan HNA (Ãs, B̃s, C̃s, D̃s) dapat dilakukan ke
bentuk orde 1,2,3,4,5,6,7,8 dan 9.
Reduksi Model dengan HNA Orde 6
Setelah didapatkan sistem setimbang (Ãs, B̃s, C̃s, D̃s),
kemudian dilakukan reduksi model dengan metode
HNA. Sistem setimbang (Ãs, B̃s, C̃s, D̃s) tersebut yang
mempunyai orde 10 dapat dibentuk menjadi sistem tereduksi
(Ãsr, B̃sr, C̃sr, D̃sr) yang mempunyai orde 6. Berikut ini
merupakan sistem tereduksi (Ãsr, B̃sr, C̃sr, D̃sr)
Ãsr =
 0.978535 0.026823 −0.002016 0.000135 0.000002 0.00000001−0.209944 0.899258 0.032898 −0.001285 −0.000032 −0.0000001−0.337672 −0.703802 0.752723 0.033800 0.000512 0.000002−1.009423 −1.219506 −1.498469 0.537362 −0.026462 −0.000056
2.095897 2.990292 2.200548 2.563484 0.270426 −0.008978







C̃sr = ( −98100065.864 43069656.875 −0.5836680.346 338208.657 7593.413 29.534 )
D̃sr = ( 2.1913055075 )
Kemudian dicek sifat-sifat sistemnya yang meliputi
kestabilan, keterkendalian, dan keteramatan. Kestabilan dari
sistem tereduksi orde 6 (Ãsr, B̃sr, C̃sr, D̃sr) dapat ditentukan
berdasarkan nilai λ dari sistem tereduksi (Ãsr, B̃sr, C̃sr, D̃sr)
seperti yang disajikan pada Tabel 4.11.
Berdasarkan Tabel 4.11, terlihat bahwa nilai absolut dari
eigen matriks Ãsr seluruhnya mempunyai nilai kurang dari 1,
sehingga berdasarkan Teorema 2.2.1 sistem tereduksi Orde
6 (Ãsr, B̃sr, C̃sr, D̃sr) adalah sistem yang stabil asimtotik.
Kemudian dicek mengenai sifat keterkendalian dari
sistem tereduksi (Ãsr, B̃sr, C̃sr, D̃sr). Keterkendalian sistem
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tereduksi orde 6 (Ãsr, B̃sr, C̃sr, D̃sr) dapat ditentukan
berdasarkan rank dari matriks keterkendalian M̃c. Untuk
mendapatkan rank dari matriks keterkendalian M̃c dapat
digunakan software MATLAB R2013a, sehingga didapatkan
rank dari matriks keterkendalian M̃c pada sistem tereduksi
orde 6 (Ãsr, B̃sr, C̃sr, D̃sr) adalah 6. Maka berdasarkan
Teorema 2.2.2 sistem tereduksi orde 6 (Ãsr, B̃sr, C̃sr, D̃sr)
adalah terkendali.
Kemudian dicek mengenai sifat keteramatan dari sistem
tereduksi (Ãsr, B̃sr, C̃sr, D̃sr). Keteramatan sistem tereduksi
orde 6 (Ãsr, B̃sr, C̃sr, D̃sr) dapat ditentukan berdasarkan rank
dari matriks keteramatan M̃o. Untuk mendapatkan rank dari
matriks keteramatan M̃o dapat digunakan software MATLAB
R2013a, sehingga didapatkan rank dari matriks keteramatan
M̃o pada sistem tereduksi orde 6 (Ãsr, B̃sr, C̃sr, D̃sr) adalah
6. Maka berdasarkan Teorema 2.2.3 sistem tereduksi orde
6(Ãsr, B̃sr, C̃sr, D̃sr) adalah teramati.
Kemudian berikut ini disajikan grafik frekuensi response
antara sistem awal dengan sistem tereduksi orde 6
(Ãsr, B̃sr, C̃sr, D̃sr) dengan metode HNA seperti yang
disajikan pada Gambar 4.4 berikut.
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Gambar 4.4: Frekuensi Response antara Sistem Awal dan
Sistem Tereduksi Orde 6 dengan HNA
Berdasarkan gambar 4.4, dapat dilihat bahwa ketika
frekuensi rendah sistem tereduksi (Ãsr, B̃sr, C̃sr, D̃sr) dengan
HNA orde 6 cenderung mendekati sistem awal(As, Bs, Cs, Ds).
Namun ketika frekuensi tinggi sistem tereduksi dengan HNA
cenderung menjauhi sistem awal.
Kemudian disajikan nilai error dari sistem tereduksi orde
6 dalam bentuk Tabel 4.12 sebagai berikut.





Dari Tabel 4.12, dapat dilihat bahwa nilai error sistem
tereduksi dengan HNA orde 6 pada frekuensi rendah
hingga tinggi memiliki nilai error yang semakin mengecil.
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Berdasarkan hal tersebut didapatkan tingkat akurasinya
semakin besar.
Matriks Segitiga Bawah (Simulasi 3)
Pada simulasi ini, akan diambil sistem awal (A,B,C,D)




0.2 0 0 0 0 0 0 0 0 0
0.4 0.4 0 0 0 0 0 0 0 0
1 0.8 0.6 0 0 0 0 0 0 0
0.4 0.5 0.2 0.9 0 0 0 0 0 0
0.1 0.7 3 0.3 0.3 0 0 0 0 0
0.2 4 7 0.8 0.8 0.7 0 0 0 0
2 8 0.6 0.3 3 0.9 0.1 0 0 0
0.8 7 3 4 7 8 0.6 0.5 0 0
5 0.1 9 5 0.7 0.5 0.9 0.1 0.8 0























Selanjutnya akan diselidiki sifat-sifat dari sistem
(A,B,C,D) yang berupa sifat kestabilan, keterkendalian,
dan keteramatan.
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Kestabilan dari sistem awal (A,B,C,D) dapat ditentukan
berdasarkan nilai |λ| dari eigen matriks A seperti yang
disajikan pada Tabel 4.13 berikut.












Berdasarkan Tabel 4.13, terlihat bahwa nilai absolut dari
eigen matriks A bernilai kurang dari 1, sehingga berdasarkan
Teorema 2.2.1 sistem awal (A,B,C,D) adalah sistem yang
stabil asimtotik.
Keterkendalian sistem awal (A,B,C,D) dapat ditentukan
berdasarkan rank dari matriks keterkendalian Mc. Dengan
menggunakan software MATLAB R2013a, dapat diketahui
bahwa rank dari matriks keterkendalian Mc pada sistem awal
(A,B,C,D) adalah 10. Maka berdasarkan Teorema 2.2.2
sistem awal (A,B,C,D) adalah terkendali.
Keteramatan sistem awal (A,B,C,D) dapat ditentukan
berdasarkan rank dari matriks keteramatan Mo. Dengan
menggunakan software MATLAB R2013a, dapat diketahui
bahwa rank dari matriks keteramatan Mo pada sistem awal
(A,B,C,D) adalah 10. Maka berdasarkan Teorema 2.2.3
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sistem awal (A,B,C,D) adalah teramati.
Karena sistem awal yang dibangun adalah sistem
yang stabil asimtotik, terkendali dan teramati sehingga
berdasarkan Teorema 2.2.4, didapatkan gramian
keterkendalian W dan gramian keteramatan M . Selenjutnya
akan ditentukan sistem setimbang.
Sistem Setimbang
Selanjutnya adalah membentuk sistem setimbang
(Ãs, B̃s, C̃s, D̃s) dari sistem stabil digunakan software
MATLAB R2013a, didapatkan sistem setimbang
(Ãs, B̃s, C̃s, D̃s) sebagai berikut:
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Selanjutnya akan dicari gramian keterkendalian W̃
dan gramian keteramatan M̃ dari sistem setimbang
(Ãs, B̃s, C̃s, D̃s), sehingga diperoleh:
Dapat dilihat bahwa nilai dari W̃ = M̃ yang sama artinya
dengan W̃ = M̃ = Σ, dengan Σ = diag(σ1, σ2, ..., σn, dengan
σ adalah nilai singular Hankel, maka didaptkan nilai singular
Hankel seperti yang disajikan pada Tabel 4.14 berikut.
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Berdasarkan Tabel 4.14, terlihat bahwa semua nilai
singular Hankel adalah positif dan determinan dari nilai
singular Hankel tidak sama dengan 0.
Selanjutnya akan diselidiki sifat dari sistem setimbang
(Ãs, B̃s, C̃s, D̃s) yang berupa sifat kestabilan, keterkendalian,
dan keteramatan.
Kestabilan dari sistem setimbang (Ãs, B̃s, C̃s, D̃s) dapat
ditentukan berdasarkan nilai |λ| dari eigen matriks Ãs seperti
yang disajikan pada Tabel 4.15 berikut.
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Berdasarkan Tabel 4.15, terlihat bahwa nilai absolut dari
eigen matriks Ãs seluruhnya mempunyai nilai kurang dari
1, sehingga berdasarkan Teorema 2.2.1 sistem setimbang
(Ãs, B̃s, C̃s, D̃s) merupakan sistem yang stabil asimtotik.
Kemudian keterkendalian sistem setimbang
(Ãs, B̃s, C̃s, D̃s) dapat ditentukan berdasarkan rank dari
matriks keterkendalian M̃c. Dengan menggunakan software
MATLAB R2013a, dapat diketahui bahwa rank dari matriks
keterkendalian M̃c pada sistem setimbang (Ãs, B̃s, C̃s, D̃s)
adalah 10. Sehingga berdasarkan Teorema 2.2.2 sistem
setimbang (Ãs, B̃s, C̃s, D̃s) adalah sistem yang terkendali.
Keteramatan sistem setimbang (Ãs, B̃s, C̃s, D̃s) dapat
ditentukan berdasarkan rank dari matriks keteramatan
M̃o. Dengan menggunakan software MATLAB R2013a,
dapat diketahui bahwa rank dari matriks keteramatan
M̃o pada sistem setimbang (Ãs, B̃s, C̃s, D̃s) adalah 10.
Maka berdasarkan Teorema 2.2.3 sistem setimbang
(Ãs, B̃s, C̃s, D̃s) adalah sistem yang teramati. Dengan
demikian sistem setimbang (Ãs, B̃s, C̃s, D̃s) merupakan
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sistem yang stabil asimtotik, terkendali dan teramati.
Kemudian ditunjukkan frekuensi respon antara
sistem stabil (As, Bs, Cs, Ds) dengan sistem setimbang
(Ãs, B̃s, C̃s, D̃s) yang disajikan pada Gambar 4.5 sebagai
berikut.
Gambar 4.5: Frekuensi Respon antara Sistem Stabil
(As, Bs, Cs, Ds) dan Sistem Setimbang (Ãs, B̃s, C̃s, D̃s)
Berdasarkan pada Gambar 4.5 dapat dilihat bahwa
frekuensi respon antara Sistem Stabil (As, Bs, Cs, Ds) dan
Sistem Setimbang (Ãs, B̃s, C̃s, D̃s) memiliki kesamaan, baik
dalam frekuensi rendah maupun frekuensi tinggi.
Sebelum sistem setimbang (Ãs, B̃s, C̃s, D̃s) direduksi
dengan menggunakan metode HNA, maka akan di cek
kembali syarat dimana sistem setimbang (Ãs, B̃s, C̃s, D̃s)
dapat dilakukan reduksi. Berikut ini didapatkan hasil dari
syarat orde berapa saja yang dapat dilakukan reduksi dengan
HNA dan disajikan pada Tabel 4.16 berikut.
85
Tabel 4.16: Syarat Orde Tereduksi dengan HNA Matriks
Segitiga Bawah
Orde ‖ Gs −Gsr ‖∞ σr+1 ‖ Gs −Gsr ‖∞≥ σr+1 waktu
1 67674.6489 12880.3219 Memenuhi 0.058161
2 81675.73666 3793.146723 Memenuhi 0.039448
3 1900.258641 653.1484283 Memenuhi 0.047457
4 995.0434268 250.0838604 Memenuhi 0.045196
5 294.8418304 62.09376204 Memenuhi 0.044226
6 0.999966401 0.242579326 Memenuhi 0.043891
7 0.014208426 0.002859514 Memenuhi 0.043803
8 0.001562552 0.000337961 Memenuhi 0.051463
9 0.0000121089 0.00000009043 Memenuhi 0.043964
Berdasarkan Tabel 4.16 dapat disimpulkan bahwa reduksi
model dengan HNA (Ãs, B̃s, C̃s, D̃s) dapat dilakukan ke
bentuk orde 1,2,3,4,5,6,7,8 dan 9.
Reduksi Model dengan HNA Orde 7
Setelah didapatkan sistem setimbang (Ãs, B̃s, C̃s, D̃s),
kemudian dilakukan reduksi model dengan metode
HNA. Sistem setimbang (Ãs, B̃s, C̃s, D̃s) tersebut yang
mempunyai orde 10 dapat dibentuk menjadi sistem tereduksi
(Ãsr, B̃sr, C̃sr, D̃sr) yang mempunyai orde 7. Berikut ini
merupakan sistem tereduksi (Ãsr, B̃sr, C̃sr, D̃sr)
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Kemudian akan dicek sifat-sifat sistemnya yang meliputi
kestabilan, keterkendalian, dan keteramatan. Kestabilan dari
sistem tereduksi orde 7 (Ãsr, B̃sr, C̃sr, D̃sr) dapat ditentukan
berdasarkan nilai λ dari sistem tereduksi (Ãsr, B̃sr, C̃sr, D̃sr)
seperti yang disajikan pada Tabel 4.17 berikut.









Berdasarkan Tabel 4.17, terlihat bahwa nilai absolut dari
eigen matriks Ãsr seluruhnya mempunyai nilai kurang dari 1,
sehingga berdasarkan Teorema 2.2.1 sistem tereduksi Orde
7 (Ãsr, B̃sr, C̃sr, D̃sr) adalah sistem yang stabil asimtotik.
Kemudian akan dicek mengenai sifat keterkendalian
dari sistem tereduksi (Ãsr, B̃sr, C̃sr, D̃sr). Keterkendalian
sistem tereduksi orde 7 (Ãsr, B̃sr, C̃sr, D̃sr) dapat ditentukan
berdasarkan rank dari matriks keterkendalian M̃c. Untuk
mendapatkan rank dari matriks keterkendalian M̃c dapat
digunakan software MATLAB R2013a, sehingga didapatkan
rank dari matriks keterkendalian M̃c pada sistem tereduksi
orde 7 (Ãsr, B̃sr, C̃sr, D̃sr) adalah 7. Maka berdasarkan
Teorema 2.2.2 sistem tereduksi orde 7 (Ãsr, B̃sr, C̃sr, D̃sr)
adalah terkendali.
Kemudian akan dicek mengenai sifat keteramatan dari
sistem tereduksi (Ãsr, B̃sr, C̃sr, D̃sr). Keteramatan sistem
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tereduksi orde 7 (Ãsr, B̃sr, C̃sr, D̃sr) dapat ditentukan
berdasarkan rank dari matriks keteramatan M̃o. Untuk
mendapatkan rank dari matriks keteramatan M̃o dapat
digunakan software MATLAB R2013a, sehingga didapatkan
rank dari matriks keteramatan M̃o pada sistem tereduksi
orde 7 (Ãsr, B̃sr, C̃sr, D̃sr) adalah 7. Maka berdasarkan
Teorema 2.2.3 sistem tereduksi orde 7 (Ãsr, B̃sr, C̃sr, D̃sr)
adalah teramati.
Kemudian berikut ini akan disajikan grafik frekuensi
response antara sistem awal dengan sistem tereduksi orde
7 (Ãsr, B̃sr, C̃sr, D̃sr) dengan metode HNA seperti yang
disajikan pada Gambar 4.6 berikut.
Gambar 4.6: Frekuensi Response antara Sistem Awal dan
Sistem Tereduksi Orde 7 dengan HNA
Berdasarkan gambar 4.6, dapat dilihat bahwa ketika
frekuensi rendah sampai frekuensi tinggi sistem tereduksi
orde 7 (Ãsr, B̃sr, C̃sr, D̃sr) dengan HNA cenderung mendekati
sistem awal(As, Bs, Cs, Ds).
Kemudian disajikan nilai error dari sistem tereduksi orde
88
7 dalam bentuk Tabel 4.18 sebagai berikut.





Dari Tabel 4.18, dapat dilihat bahwa nilai akurasi
sistem tereduksi dengan HNA orde 7 pada frekuensi rendah
hingga tinggi memiliki nilai error yang semakin mengecil.
Berdasarkan hal tersebut didapatkan tingkat akurasinya
semakin besar.
Matriks Tridiagonal (Simulasi 4)
Pada simulasi ini, akan diambil sistem awal (A,B,C,D)




0.3 0.4 0 0 0 0 0 0 0 0
0.3 0.4 0.4 0 0 0 0 0 0 0
0 0.3 0.1 0.4 0 0 0 0 0 0
0 0 0.3 0.1 0.4 0 0 0 0 0
0 0 0 0.3 0.1 0.3 0 0 0 0
0 0 0 0 0.3 0.4 0.4 0 0 0
0 0 0 0 0 0.3 0.3 0.4 0 0
0 0 0 0 0 0 0.4 0.1 0.4 0
0 0 0 0 0 0 0 0.3 0.1 0.4
























Selanjutnya akan diselidiki sifat-sifat dari sistem
(A,B,C,D) yang berupa sifat kestabilan, keterkendalian,
dan keteramatan.
Kestabilan dari sistem awal (A,B,C,D) dapat ditentukan
berdasarkan nilai |λ| dari eigen matriks A seperti yang
disajikan pada Tabel 4.19 berikut.













Berdasarkan Tabel 4.19, terlihat bahwa nilai absolut dari
eigen matriks A bernilai kurang dari 1, sehingga berdasarkan
Teorema 2.2.1 sistem awal (A,B,C,D) adalah sistem yang
stabil asimtotik.
Keterkendalian sistem awal (A,B,C,D) dapat ditentukan
berdasarkan rank dari matriks keterkendalian Mc. Dengan
menggunakan software MATLAB R2013a, dapat diketahui
bahwa rank dari matriks keterkendalian Mc pada sistem awal
(A,B,C,D) adalah 10. Maka berdasarkan Teorema 2.2.2
sistem awal (A,B,C,D) adalah terkendali.
Keteramatan sistem awal (A,B,C,D) dapat ditentukan
berdasarkan rank dari matriks keteramatan Mo. Dengan
menggunakan software MATLAB R2013a, dapat diketahui
bahwa rank dari matriks keteramatan Mo pada sistem awal
(A,B,C,D) adalah 10. Maka berdasarkan Teorema 2.2.3
sistem awal (A,B,C,D) adalah teramati.
Karena sistem awal yang dibangun adalah sistem
yang stabil asimtotik, terkendali dan teramati sehingga
berdasarkan Teorema 2.2.4, didapatkan gramian
keterkendalian W dan gramian keteramatan M . Selanjutnya
akan ditentukan sistem setimbang.
Sistem Setimbang
Selanjutnya adalah membentuk sistem setimbang
(Ãs, B̃s, C̃s, D̃s) dari sistem stabil digunakan software
MATLAB R2013a, didapatkan sistem setimbang
(Ãs, B̃s, C̃s, D̃s) sebagai berikut:
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Dapat dilihat bahwa nilai dari W̃ = M̃ yang sama artinya
dengan W̃ = M̃ = Σ, dengan Σ = diag(σ1, σ2, ..., σn, dengan
σ adalah nilai singular Hankel, maka didapatkan nilai singular
Hankel seperti yang disajikan pada Tabel 4.20 berikut.












Berdasarkan Tabel 4.20, terlihat bahwa semua nilai
singular Hankel adalah positif dan determinan dari nilai
singular Hankel tidak sama dengan 0.
Selanjutnya akan diselidiki sifat dari sistem setimbang
(Ãs, B̃s, C̃s, D̃s) yang berupa sifat kestabilan, keterkendalian,
dan keteramatan.
Kestabilan dari sistem setimbang (Ãs, B̃s, C̃s, D̃s) dapat
ditentukan berdasarkan nilai |λ| dari eigen matriks Ãs seperti
yang disajikan pada Tabel 4.21.
Berdasarkan Tabel 4.21, terlihat bahwa nilai absolut dari
eigen matriks Ãs seluruhnya mempunyai nilai kurang dari
1, sehingga berdasarkan Teorema 2.2.1 sistem setimbang
(Ãs, B̃s, C̃s, D̃s) merupakan sistem yang stabil asimtotik.
Kemudian keterkendalian sistem setimbang
(Ãs, B̃s, C̃s, D̃s) dapat ditentukan berdasarkan rank dari
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matriks keterkendalian M̃c. Dengan menggunakan software
MATLAB R2013a, dapat diketahui bahwa rank dari matriks
keterkendalian M̃c pada sistem setimbang (Ãs, B̃s, C̃s, D̃s)
adalah 10. Sehingga berdasarkan Teorema 2.2.2 sistem
setimbang (Ãs, B̃s, C̃s, D̃s) adalah sistem yang terkendali.
Keteramatan sistem setimbang (Ãs, B̃s, C̃s, D̃s) dapat
ditentukan berdasarkan rank dari matriks keteramatan
M̃o. Dengan menggunakan software MATLAB R2013a,
dapat diketahui bahwa rank dari matriks keteramatan
M̃o pada sistem setimbang (Ãs, B̃s, C̃s, D̃s) adalah 10.
Maka berdasarkan Teorema 2.2.3 sistem setimbang
(Ãs, B̃s, C̃s, D̃s) adalah sistem yang teramati. Dengan
demikian sistem setimbang (Ãs, B̃s, C̃s, D̃s) merupakan
sistem yang stabil asimtotik, terkendali dan teramati.
Kemudian ditunjukkan frekuensi respon antara
sistem stabil (As, Bs, Cs, Ds) dengan sistem setimbang
(Ãs, B̃s, C̃s, D̃s) yang disajikan pada Gambar 4.7 sebagai
berikut.
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Gambar 4.7: Frekuensi Respon antara Sistem Stabil
(As, Bs, Cs, Ds) dan Sistem Setimbang (Ãs, B̃s, C̃s, D̃s)
Berdasarkan pada Gambar 4.7 dapat dilihat bahwa
frekuensi respon antara Sistem Stabil (As, Bs, Cs, Ds) dan
Sistem Setimbang (Ãs, B̃s, C̃s, D̃s) memiliki kesamaan, baik
dalam frekuensi rendah maupun frekuensi tinggi.
Sebelum sistem setimbang (Ãs, B̃s, C̃s, D̃s) direduksi
dengan menggunakan metode HNA, maka akan di cek
kembali syarat dimana reduksi model pada sistem setimbang
(Ãs, B̃s, C̃s, D̃s) dapat dilakukan. Berikut ini didapatkan
hasil dari syarat orde berapa saja yang dapat dilakukan
reduksi dengan HNA dan disajikan pada Tabel 4.22 berikut.
Berdasarkan Tabel 4.22 dapat disimpulkan bahwa reduksi
model dengan HNA (Ãs, B̃s, C̃s, D̃s) dapat dilakukan ke
bentuk orde 1,2,3,4,5,6,7,8 dan 9.
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Tabel 4.22: Syarat Orde Tereduksi dengan HNA
Tridiagonal
Orde ‖ Gs −Gsr ‖∞ σr+1 ‖ Gs −Gsr ‖∞≥ σr+1 waktu
1 0.6233466602 0.230476127540 Memenuhi 0.071705
2 0.0861930667 0.019234063974 Memenuhi 0.048399
3 0.0128603787 0.002535615580 Memenuhi 0.050056
4 0.0017036974 0.000339266678 Memenuhi 0.033953
5 0.0002235332 0.000045229243 Memenuhi 0.042797
6 0.0000291591 0.000005898205 Memenuhi 0.03628
7 0.0000035212 0.000000705283 Memenuhi 0.03551
8 0.0000003433 0.000000067655 Memenuhi 0.039167
9 0.0000000215 0.000000004166 Memenuhi 0.075809
Reduksi Model dengan HNA Orde 4
Setelah didapatkan sistem setimbang (Ãs, B̃s, C̃s, D̃s),
kemudian dilakukan reduksi model dengan metode
HNA. Sistem setimbang (Ãs, B̃s, C̃s, D̃s) tersebut yang
mempunyai orde 10 dapat dibentuk menjadi sistem tereduksi
(Ãsr, B̃sr, C̃sr, D̃sr) yang mempunyai orde 4. Berikut ini
merupakan sistem tereduksi (Ãsr, B̃sr, C̃sr, D̃sr)
Ãsr =

0.497229 0.079723 −0.001147 0.000007
1.558421 0.423133 0.020646 −0.000264
−3.223141 2.965476 0.209255 0.045713

















Kemudian akan dicek sifat-sifat sistemnya yang meliputi
kestabilan, keterkendalian, dan keteramatan. Kestabilan dari
sistem tereduksi orde 4 (Ãsr, B̃sr, C̃sr, D̃sr) dapat ditentukan
berdasarkan nilai λ dari sistem tereduksi (Ãsr, B̃sr, C̃sr, D̃sr)
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seperti yang disajikan pada Tabel 4.23.






Berdasarkan Tabel 4.23, terlihat bahwa nilai absolut dari
eigen matriks Ãsr seluruhnya mempunyai nilai kurang dari 1,
sehingga berdasarkan Teorema 2.2.1 sistem tereduksi Orde
4 (Ãsr, B̃sr, C̃sr, D̃sr) adalah sistem yang stabil asimtotik.
Kemudian akan dicek mengenai sifat keterkendalian
dari sistem tereduksi (Ãsr, B̃sr, C̃sr, D̃sr). Keterkendalian
sistem tereduksi orde 4 (Ãsr, B̃sr, C̃sr, D̃sr) dapat ditentukan
berdasarkan rank dari matriks keterkendalian M̃c. Untuk
mendapatkan rank dari matriks keterkendalian M̃c dapat
digunakan software MATLAB R2013a, sehingga didapatkan
rank dari matriks keterkendalian M̃c pada sistem tereduksi
orde 4 (Ãsr, B̃sr, C̃sr, D̃sr) adalah 4. Maka berdasarkan
Teorema 2.2.2 sistem tereduksi orde 4 (Ãsr, B̃sr, C̃sr, D̃sr)
adalah terkendali.
Kemudian akan dicek mengenai sifat keteramatan dari
sistem tereduksi (Ãsr, B̃sr, C̃sr, D̃sr). Keteramatan sistem
tereduksi orde 4 (Ãsr, B̃sr, C̃sr, D̃sr) dapat ditentukan
berdasarkan rank dari matriks keteramatan M̃o. Untuk
mendapatkan rank dari matriks keteramatan M̃o dapat
digunakan software MATLAB R2013a, sehingga didapatkan
rank dari matriks keteramatan M̃o pada sistem tereduksi
orde 4 (Ãsr, B̃sr, C̃sr, D̃sr) adalah 4. Maka berdasarkan
Teorema 2.2.3 sistem tereduksi orde 4 (Ãsr, B̃sr, C̃sr, D̃sr)
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adalah teramati.
Kemudian berikut ini akan disajikan grafik frekuensi
response antara sistem awal dengan sistem tereduksi orde
4 (Ãsr, B̃sr, C̃sr, D̃sr) dengan metode HNA seperti yang
disajikan pada Gambar 4.8 berikut.
Gambar 4.8: Frekuensi Response antara Sistem Awal dan
Sistem Tereduksi Orde 4 dengan HNA
Berdasarkan gambar 4.8, dapat dilihat bahwa ketika
frekuensi rendah sistem tereduksi orde 4 (Ãsr, B̃sr, C̃sr, D̃sr)
dengan HNA mempunyai frekuensi cenderung menjauhi
sistem awal(As, Bs, Cs, Ds). Sedangkan ketika frekuensi
tinggi sistem tereduksi orde 4 (Ãsr, B̃sr, C̃sr, D̃sr) dengan
HNA cenderung mendekati sistem awal(As, Bs, Cs, Ds).
Kemudian disajikan nilai error dari sistem tereduksi orde
4 dalam bentuk Tabel 4.24 sebagai berikut.
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Dari Tabel 4.24, dapat dilihat bahwa nilai error sistem
tereduksi dengan HNA pada frekuensi rendah hingga tinggi
memiliki nilai error yang semakin mengecil. Berdasarkan hal
tersebut didapatkan tingkat akurasinya semakin besar.
4.5 Simulasi Perbandingan Metode Reduksi Model
Perbandingan Reduksi model Orde 5 pada Matriks
Diagonal
Berikut adalah hasil dari syarat orde Tereduksi dengan
BT seperti Tabel 4.25 berikut:
Tabel 4.25: Syarat Orde Tereduksi dengan BT Matriks
Diagonal
Orde ‖ Gs −Gsr ‖∞ 2(σr+1 + ... + σn) ‖ Gs −Gsr ‖∞≤ 2(σr+1 + ... + σn) waktu
1 2.287862362 2.678854206024 Memenuhi 0.038919
2 0.224218383 0.272739143203 Memenuhi 0.035781
3 0.018784569 0.023649131730 Memenuhi 0.033861
4 0.001292546 0.001677100921 Memenuhi 0.034328
5 0.000069397 0.000092726892 Memenuhi 0.035744
6 0.000081 0.000003854193 Memenuhi 0.032713
7 0.000000092 0.000000118387 Memenuhi 0.036633
8 0.00000025 0.000000002736 Tidak Memenuhi 0.034068
9 0.00000076 0.000000000042 Tidak Memenuhi 0.028696
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Berdasarkan Tabel 4.25 dapat disimpulkan bahwa reduksi
model dengan BT (Ãs, B̃s, C̃s, D̃s) dapat dilakukan ke bentuk
orde 3,4,5,6,7,8 dan 9. Kemudian akan dicek sistem tereduksi
dengan menggunakan SPA. Berikut adalah hasil dari syarat
orde berapa saja yang dapat mereduksi dengan SPA seperti
Tabel 4.26 berikut.
Tabel 4.26: Syarat Orde Tereduksi dengan SPA Matriks
Diagonal
Orde ‖ Gs −Gsr ‖∞ 2(σr+1 + ... + σn) ‖ Gs −Gsr ‖∞≤ 2(σr+1 + ... + σn) waktu
1 3.73566589 0.000603992 Tidak Memenuhi 0.050659
2 0.41349137 0.272739143203 Tidak Memenuhi 0.051175
3 0.03797839 0.023649131730 Tidak Memenuhi 0.049653
4 0.00281038 0.001677100921 Tidak Memenuhi 0.050638
5 0.00016352 0.000092726892 Tidak Memenuhi 0.050235
6 0.00000731 0.000003854193 Tidak Memenuhi 0.051978
7 0.00000029 0.000000118387 Tidak Memenuhi 0.051069
8 0.00000036 0.000000002736 Tidak Memenuhi 0.051859
9 0.00000055 0.000000000042 Tidak Memenuhi 0.054513
Berdasarkan Tabel 4.26 dapat disimpulkan bahwa SPA
tidak dapat digunakan untuk mereduksi sistem ini.
Kemudian dilakukan perbandingan frekuensi respons
antara sistem awal dengan sistem tereduksi dengan metode
HNA dan BT.
Pada Gambar 4.9, terlihat bahwa sistem tereduksi
orde 5 (Ãsr, B̃sr, C̃sr, D̃sr) dengan BT ketika frekuensi
rendah memiliki frekuensi yang cenderung menjauhi sistem
awalnya tetapi frekuensi respon sistem tereduksi orde 5
(Ãsr, B̃sr, C̃sr, D̃sr) dengan BT lebih baik daripada frekuensi
respon sistem tereduksi orde 5 (Ãsr, B̃sr, C̃sr, D̃sr) dengan
HNA. Sedangkan pada saat frekuensi tinggi HNA dan
BT memiliki frekuensi yang cenderung mendekati sistem
awalnya. Namun frekuensi respon sistem tereduksi orde 5
(Ãsr, B̃sr, C̃sr, D̃sr) dengan BT lebih baik daripada frekuensi
respon sistem tereduksi orde 5 (Ãsr, B̃sr, C̃sr, D̃sr) dengan
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Gambar 4.9: Frekuensi Response antara Sistem Awal dan
Sistem Tereduksi Orde 5 dengan HNA, dan BT
HNA walaupun keduanya sama-sama mendekati sistem awal
(As, Bs, Cs, Ds).
Kemudian dilakukan perbandingan dari error reduksi
model menggunakan HNA dan reduksi model menggunakan
BT terhadap sistem awal dapat dilihat melalui grafik yang
akan disajikan pada Gambar 4.10 berikut.
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Gambar 4.10: Error Sistem Tereduksi Orde 5
Berdasarkan Gambar 4.10, sehingga dapat disajikan nilai
error dari sistem tereduksi orde 5 dalam bentuk Tabel 4.27
sebagai berikut.





Dari Tabel 4.27, dapat dilihat bahwa error sistem
tereduksi dengan BT pada frekuensi rendah hingga tinggi
memiliki error yang lebih kecil daripada error sistem tereduksi
dengan HNA.
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Perbandingan Reduksi model Orde 6 pada Matriks
Segitiga Atas
Berikut adalah hasil dari syarat orde Tereduksi dengan
BT seperti Tabel 4.28 berikut:
Tabel 4.28: Syarat Orde Tereduksi dengan BT Matriks
Segitiga Atas
Orde ‖ Gs −Gsr ‖∞ 2(σr+1 + ... + σn) ‖ Gs −Gsr ‖∞≤ 2(σr+1 + ... + σn) waktu
1 355858.47 554879.9957 Memenuhi 0.056542
2 75530.46576 111729.9019 Memenuhi 0.05129
3 10362.43859 15919.25902 Memenuhi 0.042965
4 905.5415994 1529.516572 Memenuhi 0.03853
5 34.60037149 67.50117632 Memenuhi 0.042886
6 1.972454119 2.640495562 Memenuhi 0.03878
7 0.1663318 0.257886273 Memenuhi 0.040665
8 0.000672389 0.001680665 Memenuhi 0.057642
9 0.000347445 0.000603992 Memenuhi 0.036596
Berdasarkan Tabel 4.28 dapat disimpulkan bahwa reduksi
model dengan BT (Ãs, B̃s, C̃s, D̃s) dapat dilakukan ke bentuk
orde 1,2,3,4,5,6,7,8 dan 9. Kemudian dicek sistem tereduksi
dengan menggunakan SPA. Berikut adalah hasil dari syarat
orde berapa saja yang dapat mereduksi dengan SPA seperti
Tabel 4.29 berikut:
Tabel 4.29: Syarat Orde Tereduksi dengan SPA Matriks
Segitiga Atas
Orde ‖ Gs −Gsr ‖∞ 2(σr+1 + ... + σn) ‖ Gs −Gsr ‖∞≤ 2(σr+1 + ... + σn) waktu
1 448884.2064 554879.9957 Memenuhi 0.055314
2 117215.951 111729.9019 Tidak Memenuhi 0.058436
3 14650.6973 15919.25902 Memenuhi 0.056775
4 8659.555056 1529.516572 Tidak Memenuhi 0.059717
5 72.88182553 67.50117632 Tidak Memenuhi 0.063447
6 152.9228277 2.640495562 Tidak Memenuhi 0.050013
7 1.638965905 0.257886273 Tidak Memenuhi 0.058972
8 0.004523697 0.001680665 Tidak Memenuhi 0.062718
9 0.014844572 0.000603992 Tidak Memenuhi 0.049906
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Berdasarkan Tabel 4.29 dapat disimpulkan bahwa reduksi
model dengan SPA (Ãs, B̃s, C̃s, D̃s) dapat dilakukan ke bentuk
orde 1 dan 3.
Kemudian dilakukan perbandingan frekuensi respons
antara sistem awal dengan sistem tereduksi dengan metode
HNA dan BT.
Gambar 4.11: Frekuensi Response antara Sistem Awal dan
Sistem Tereduksi Orde 6 dengan HNA dan BT
Pada Gambar 4.11, terlihat bahwa sistem tereduksi
orde 6 (Ãsr, B̃sr, C̃sr, D̃sr) dengan HNA maupun BT ketika
frekuensi rendah dan tinggi memiliki frekuensi yang cenderung
mendekati sistem awalnya(As, Bs, Cs, Ds). Namun sistem
tereduksi orde 6 (Ãsr, B̃sr, C̃sr, D̃sr) dengan BT lebih
mendekati sistem awal daripada dengan HNA.
Kemudian dilakukan perbandingan dari error reduksi
model menggunakan HNA dan reduksi model menggunakan
BT terhadap sistem awal dapat dilihat melalui grafik yang
disajikan pada Gambar 4.12 berikut.
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Gambar 4.12: Error Sistem Tereduksi Orde 6
Berdasarkan Gambar 4.12, sehingga dapat disajikan nilai
error dari sistem tereduksi orde 6 dalam bentuk Tabel 4.30
sebagai berikut.





Dari Tabel 4.20, dapat dilihat bahwa error sistem
tereduksi dengan BT pada frekuensi rendah hingga tinggi
memiliki error yang lebih kecil daripada error sistem tereduksi
dengan HNA.
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Perbandingan Reduksi model Orde 7 pada Matriks
Segitiga Bawah
Berikut adalah hasil dari syarat orde tereduksi dengan
BT seperti Tabel 4.31 berikut:
Tabel 4.31: Syarat Orde Tereduksi dengan BT Matriks
Segitiga Bawah
Orde ‖ Gs −Gsr ‖∞ 2(σr+1 + ... + σn) ‖ Gs −Gsr ‖∞≤ 2(σr+1 + ... + σn) waktu
1 19189.6704 35278.0809 Memenuhi 0.02692
2 5538.561372 9517.437101 Memenuhi 0.036468
3 870.3753792 1931.143655 Memenuhi 0.031757
4 492.8857452 624.8467986 Memenuhi 0.033446
5 81.61404363 124.6790779 Memenuhi 0.034151
6 0.436406763 0.491553783 Memenuhi 0.03438
7 0.003076589 0.006395132 Memenuhi 0.03421
8 0.000468394 0.000676103 Memenuhi 0.040797
9 0.0000238623 0.00000018 Memenuhi 0.027169
Berdasarkan Tabel 4.31 dapat disimpulkan bahwa reduksi
model dengan BT (Ãs, B̃s, C̃s, D̃s) dapat dilakukan ke bentuk
orde 1,2,3,4,5,6,7,8 dan 9. Kemudian dicek sistem tereduksi
dengan menggunakan SPA. Berikut adalah hasil dari syarat
orde berapa saja yang dapat mereduksi dengan SPA seperti
Tabel 4.32 berikut:
Tabel 4.32: Syarat Orde Tereduksi dengan SPA Matriks
Segitiga Bawah
Orde ‖ Gs −Gsr ‖∞ 2(σr+1 + ... + σn) ‖ Gs −Gsr ‖∞≤ 2(σr+1 + ... + σn) waktu
1 17386.54351 35278.0809 Memenuhi 0.039948
2 186039.5441 9517.437101 Tidak Memenuhi 0.055546
3 2369.687388 1931.143655 Tidak Memenuhi 0.03955
4 1548.168199 624.8467986 Tidak Memenuhi 0.044213
5 2201.616354 124.6790779 Tidak Memenuhi 0.051482
6 0.643002649 0.491553783 Tidak Memenuhi 0.05341
7 0.054613367 0.006395132 Tidak Memenuhi 0.042391
8 0.001218216 0.000676103 Tidak Memenuhi 0.055213
9 0.000006747 0.00000018 Tidak Memenuhi 0.044271
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Berdasarkan Tabel 4.32 dapat disimpulkan bahwa reduksi
model dengan SPA (Ãs, B̃s, C̃s, D̃s) dapat dilakukan ke dalam
bentuk orde 1.
Kemudian dilakukan perbandingan frekuensi respons
antara sistem awal dengan sistem tereduksi dengan metode
HNA dan BT.
Gambar 4.13: Frekuensi Response antara Sistem Awal dan
Sistem Tereduksi Orde 7 dengan HNA dan BT
Pada Gambar 4.13, terlihat bahwa sistem tereduksi
orde 7 (Ãsr, B̃sr, C̃sr, D̃sr) dengan HNA maupun BT ketika
frekuensi rendah hingga frekuensi tinggi memiliki frekuensi
yang cenderung mendekati dengan sistem awalnya.
Kemudian dilakukan perbandingan dari error reduksi
model menggunakan HNA dan reduksi model menggunakan
BT terhadap sistem awal dapat dilihat melalui grafik yang
disajikan pada Gambar 4.14 berikut.
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Gambar 4.14: Error Sistem Tereduksi Orde 7
Berdasarkan Gambar 4.14, sehingga dapat disajikan nilai
error dari sistem tereduksi orde 7 dalam bentuk Tabel 4.33
sebagai berikut.





Dari Tabel 4.33, dapat dilihat bahwa error sistem
tereduksi dengan BT pada frekuensi rendah hingga tinggi
memiliki error yang lebih kecil daripada error sistem tereduksi
dengan HNA.
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Perbandingan Reduksi model Orde 4 pada Matriks
Tridiagonal
Berikut adalah hasil dari syarat orde tereduksi dengan BT
seperti Tabel 4.34 berikut:
Tabel 4.34: Syarat Orde Tereduksi dengan BT Matriks
Tridiagonal
Orde ‖ Gs −Gsr ‖∞ 2(σr+1 + ... + σn) ‖ Gs −Gsr ‖∞≤ 2(σr+1 + ... + σn) waktu
1 0.4116856909 0.50527396 Memenuhi 0.051295
2 0.0292023484 0.04432170 Memenuhi 0.038245
3 0.0037849505 0.00585357 Memenuhi 0.04002
4 0.0005049555 0.00078234 Memenuhi 0.026353
5 0.0000667051 0.00010381 Memenuhi 0.032449
6 0.0000084261 0.00001335 Memenuhi 0.023894
7 0.0000009285 0.00000155 Memenuhi 0.024368
8 0.0000000824 0.00000014 Memenuhi 0.025163
9 0.0000000053 0.00000001 Memenuhi 0.02776
Berdasarkan Tabel 4.34 dapat disimpulkan bahwa reduksi
model dengan BT (Ãs, B̃s, C̃s, D̃s) dapat dilakukan ke dalam
bentuk orde 1,2,3,4,5,6,7,8 dan 9. Kemudian dicek sistem
tereduksi dengan menggunakan SPA. Berikut adalah hasil dari
syarat orde berapa saja yang dapat mereduksi dengan SPA
seperti Tabel 4.35 berikut:
Tabel 4.35: Syarat Orde Tereduksi dengan SPA Matriks
Tridiagonal
Orde ‖ Gs −Gsr ‖∞ 2(σr+1 + ... + σn) ‖ Gs −Gsr ‖∞≤ 2(σr+1 + ... + σn) waktu
1 0.5395485863 0.50527396 Tidak Memenuhi 0.058552
2 0.0440131994 0.04432170 Memenuhi 0.056866
3 0.6547281583 0.00585357 Tidak Memenuhi 0.055988
4 0.0005024370 0.00078234 Memenuhi 0.039592
5 0.0005673070 0.00010381 Tidak Memenuhi 0.051858
6 0.0000152605 0.00001335 Tidak Memenuhi 0.040226
7 0.0000034502 0.00000155 Tidak Memenuhi 0.041654
8 0.0000004902 0.00000014 Tidak Memenuhi 0.037981
9 0.0000000236 0.00000001 Tidak Memenuhi 0.040303
Berdasarkan Tabel 4.35 dapat disimpulkan bahwa reduksi
model dengan SPA (Ãs, B̃s, C̃s, D̃s) dapat dilakukan ke bentuk
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orde 2 dan 4.
Kemudian dilakukan perbandingan frekuensi respons
antara sistem awal dengan sistem tereduksi dengan metode
HNA, SPA dan BT.
Gambar 4.15: Frekuensi Response antara Sistem Awal dan
Sistem Tereduksi Orde 4 dengan HNA, SPA dan BT
Pada Gambar 4.15, terlihat bahwa sistem tereduksi orde
4 (Ãsr, B̃sr, C̃sr, D̃sr) dengan HNA dan BT ketika frekuensi
rendah memiliki frekuensi yang cenderung menjauhi sistem
awalnya. Namun sistem tereduksi orde 4 (Ãsr, B̃sr, C̃sr, D̃sr)
dengan SPA ketika frekuensi rendah memiliki frekuensi yang
cenderung mendekati sistem awalnya. Sedangkan pada saat
frekuensi tinggi sistem tereduksi dengan menggunakan HNA,
BT, dan SPA (Ãsr, B̃sr, C̃sr, D̃sr) orde 4 mempunyai frekuensi
respon yang mendekati sistem awal (As, Bs, Cs, Ds).
Kemudian dilakukan perbandingan dari error reduksi
model menggunakan HNA dan reduksi model menggunakan
BT terhadap sistem awal dapat dilihat melalui grafik yang
disajikan pada Gambar 4.16 berikut.
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Gambar 4.16: Error Sistem Tereduksi Orde 4
Berdasarkan Gambar 4.16, sehingga dapat disajikan nilai
error dari sistem tereduksi orde 4 dalam bentuk Tabel 4.36
sebagai berikut.
Tabel 4.36: Error dari Sistem Tereduksi Orde 4
Frekuensi HNA BT SPA
1 0.00065668 0.0002575964 0.00034182
10 0.00034262 0.0000000166 0.00000012
100 0.00033930 0.0000000009 0.00000006
Dari Tabel 4.36, dapat dilihat bahwa error sistem
tereduksi dengan BT dan SPA pada frekuensi rendah hingga
tinggi memiliki error yang lebih kecil daripada error sistem
tereduksi dengan HNA.
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4.6 Sistem Konduksi Panas
Konduksi panas adalah aliran panas yang tidak diikuti
oleh pergeseran media perantaranya dimana panas mengalir
dari suhu yang lebih tinggi menuju ke suhu yang lebih rendah.
Berlangsungnya konduksi panas melalui zat dapat diketahui
oleh perubahan temperatur yang terjadi. Untuk mendapatkan
suatu sistem konduksi panas yang berbentuk diskrit, maka
dilakukan pendiskritan terlebih dahulu. Hal ini dikarenakan
model persamaan konduksi panas masih merupakan sistem
yang kontinu. Kemudian langkah selanjutnya dilakukan
reduksi model yang telah dibentuk dari pendiskritan tersebut.
4.6.1 Diskritisasi Model Konduksi Panas pada
Batang Logam
Gambar 4.17: Perambatan Panas Pada Batang
Model sistem konduksi panas pada sistem kontinu dapat
dinyatakan sebagai berikut [9]:
Ut = αUxx, (0 < x < L, t > 0)
Ut adalah perubahan panas yang mengalir pada kawat
terhadap waktu dan Uxx adalah perubahan panas yang
mengalir pada kawat terhadap posisi sepanjang kawat dengan
T adalah waktu hitungan total. Hal ini berarti bahwa
persamaan konduksi panas tersebut mempunyai syarat awal
dan syarat batas sebagai berikut[10]:
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U(x, 0) = 0; 0 < x < L
U(0, t) = Ū ; 0 < t ≥ T
U(l, t) = 0; 0 < t ≥ T
Kemudian dilakukan pendiskritan pada model konduksi
panas. Pendiskritan pada persamaan konduksi panas
digunakan metode beda hingga maju untuk pendiskritan














uk+1i − uki =
α∆t
(∆x)2
(uki+1 − 2uki + uki−1)
misalkan γ = α∆t
(∆x)2
, sehingga didapatkan,
uk+1i − uki = γ(uki+1 − 2uki + uki−1)
uk+1i = γ(u
k
i+1 − 2uki + uki−1) + uki
uk+1i = γu
k
i+1 − 2γuki + γuki−1 + uki
uk+1i = γu
k
i+1 + (1− 2γ)uki + γuki−1 (4.6.1)
dengan i = 1, 2, ..., s. Kemudian dimasukkan nilai i
dimasukkan ke dalam persamaan (4.6.1) sehingga didapatkan
untuk i = 1, didapatkan :
uk+11 = γu
k
2 + (1− 2γ)uk1 + γuk0
untuk i = 2, didapatkan :
uk+12 = γu
k
3 + (1− 2γ)uk2 + γuk1
...
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untuk i = n, didapatkan :
uk+1n = γu
k
n+1 + (1− 2γ)ukn + γukn−1 (4.6.2)







vektor keadaan, sistem yang berbentuk persamaan beda
hingga pada persamaan(4.6.2) dapat ditulis ke dalam bentuk










γuk2 + (1− 2γ)uk1 + γuk0
uk+12 = γu
k
3 + (1− 2γ)uk2 + γuk1
...
γukn+1 + (1− 2γ)ukn + γukn−1

(4.6.3)
Kemudian persamaan (4.6.3) dibawah ke dalam bentuk
sistem diskrit xk+1 = Axk +Buk sehingga didapatkan
xk+1 =

1− 2γ γ · · · · · · · · · 0
γ 1− 2γ γ · · · · · · 0
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n menunjukkan ukuran matriks keadaan dan dapat
dinyatakan n = f − 1. Nilai f sendiri menyatakan jumlah
grid yang ingin dibuat pada sistem konduksi panas.
Gambar 4.18: Isolasi Batang Secara Sempurna
Syarat kondisi batas yang diberikan adalah yaitu U(0, t) =
U0 = Ū untuk ujung logam sebelah kiri dan U(L, t) =
0 = Us+1 untuk ujung logam sebelah kanan(kondisi isolasi
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1− 2γ γ · · · · · · · · · 0
γ 1− 2γ γ · · · · · · 0
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Sistem awal dari model konduksi panas ini menghasilkan
matriks A yang berbentuk tridiagonal. Hal ini merupakan
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salah satu pengaplikasian dari yang sudah dikaji mengenai
beberapa matriks A yang berbeda.
4.6.2 Sistem Awal Sistem Konduksi Panas
Sistem awal konduksi panas ini dibentuk grid(f) sebanyak
11 sehingga didapatkan sistem awal yang mempunyai orde
10. Kemudian diambil nilai parameter γ = 0.4, sehingga
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Selanjutnya diselidiki sifat dari sistem (A,B,C,D) yang
berupa sifat kestabilan, keterkendalian, dan keteramatan.
Kestabilan dari sistem awal (A,B,C,D) dapat ditentukan
berdasarkan nilai |λ| dari eigen matriks A seperti yang
disajikan pada Tabel 4.37 berikut.












Berdasarkan Tabel 4.37, terlihat bahwa nilai absolut dari
eigen matriks A bernilai kurang dari 1, sehingga berdasarkan
Teorema 2.2.1 sistem awal (A,B,C,D) adalah sistem yang
stabil asimtotik.
Keterkendalian sistem awal (A,B,C,D) dapat ditentukan
berdasarkan rank dari matriks keterkendalian Mc. Dengan
menggunakan software MATLAB R2013a, dapat diketahui
bahwa rank dari matriks keterkendalian Mc pada sistem awal
(A,B,C,D) adalah 10. Maka berdasarkan Teorema 2.2.2
sistem awal (A,B,C,D) adalah terkendali.
Keteramatan sistem awal (A,B,C,D) dapat ditentukan
berdasarkan rank dari matriks keteramatan Mo. Dengan
menggunakan software MATLAB R2013a, dapat diketahui
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bahwa rank dari materiks keteramatan Mo pada sistem awal
(A,B,C,D) adalah 10. Maka berdasarkan Teorema 2.2.3
sistem awal (A,B,C,D) adalah teramati.
Karena sistem awal yang dibangun adalah sistem
yang stabil asimtotik, terkendali dan teramati sehingga
berdasarkan Teorema 2.2.4, didapatkan gramian
keterkendalian W dan gramian keteramatan M . Selenjutnya
dibentuk suatu sistem setimbang.
Sistem Setimbang
Selanjutnya adalah membentuk sistem setimbang
(Ãs, B̃s, C̃s, D̃s) dari sistem stabil digunakan software
MATLAB R2013a, didapatkan sistem setimbang
(Ãs, B̃s, C̃s, D̃s) sebagai berikut:
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Selanjutnya dicari gramian keterkendalian W̃ dan gramian
keteramatan M̃ dari sistem setimbang (Ãs, B̃s, C̃s, D̃s),
sehingga diperoleh:
Dapat dilihat bahwa nilai dari W̃ = M̃ yang sama artinya
dengan W̃ = M̃ = Σ, dengan Σ = diag(σ1, σ2, ..., σn), dengan
σ adalah nilai singular Hankel, maka didaptkan nilai singular
Hankel seperti yang disajikan pada Tabel 4.38 berikut.
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Berdasarkan Tabel 4.38, terlihat bahwa semua nilai
singular Hankel adalah positif dan determinan dari nilai
singular Hankel tidak sama dengan 0.
Selanjutnya diselidiki sifat dari sistem setimbang
(Ãs, B̃s, C̃s, D̃s) yang berupa sifat kestabilan, keterkendalian,
dan keteramatan.
Kestabilan dari sistem setimbang (Ãs, B̃s, C̃s, D̃s) dapat
ditentukan berdasarkan nilai |λ| dari eigen matriks Ãs seperti
yang disajikan pada Tabel berikut.
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Berdasarkan Tabel 4.39, terlihat bahwa nilai absolut dari
eigen matriks Ãs seluruhnya mempunyai nilai kurang dari
1, sehingga berdasarkan Teorema 2.2.1 sistem setimbang
(Ãs, B̃s, C̃s, D̃s) merupakan sistem yang stabil asimtotik.
Kemudian keterkendalian sistem setimbang
(Ãs, B̃s, C̃s, D̃s) dapat ditentukan berdasarkan rank dari
matriks keterkendalian M̃c. Dengan menggunakan software
MATLAB R2013a, dapat diketahui bahwa rank dari matriks
keterkendalian M̃c pada sistem setimbang (Ãs, B̃s, C̃s, D̃s)
adalah 10. Sehingga berdasarkan Teorema 2.2.2 sistem
setimbang (Ãs, B̃s, C̃s, D̃s) adalah sistem yang terkendali.
Keteramatan sistem setimbang (Ãs, B̃s, C̃s, D̃s) dapat
ditentukan berdasarkan rank dari matriks keteramatan
M̃o. Dengan menggunakan software MATLAB R2013a,
dapat diketahui bahwa rank dari materiks keteramatan
M̃o pada sistem setimbang (Ãs, B̃s, C̃s, D̃s) adalah 10.
Maka berdasarkan Teorema 2.2.3 sistem setimbang
(Ãs, B̃s, C̃s, D̃s) adalah sistem yang teramati. Dengan
demikian sistem setimbang (Ãs, B̃s, C̃s, D̃s) merupakan
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sistem yang stabil asimtotik, terkendali dan teramati.
Kemudian ditunjukkan frekuensi respon antara
sistem stabil (As, Bs, Cs, Ds) dengan sistem setimbang
(Ãs, B̃s, C̃s, D̃s) yang disajikan pada Gambar 4.19 sebagai
berikut.
Gambar 4.19: Frekuensi Respon antara Sistem Stabil
(As, Bs, Cs, Ds) dan Sistem Setimbang (Ãs, B̃s, C̃s, D̃s)
Berdasarkan pada Gambar 4.19 dapat dilihat bahwa
frekuensi respon antara Sistem Stabil (As, Bs, Cs, Ds) dan
Sistem Setimbang (Ãs, B̃s, C̃s, D̃s) memiliki kesamaan, baik
dalam frekuensi rendah maupun frekuensi tinggi.
Sebelum sistem setimbang (Ãs, B̃s, C̃s, D̃s) direduksi
dengan menggunakan metode HNA, maka di cek kembali
syarat dimana reduksi pada sistem setimbang (Ãs, B̃s, C̃s, D̃s)
dapat dilakukan. Berikut ini didapatkan hasil dari syarat
orde berapa saja yang dapat dilakukan reduksi dengan HNA
dan disajikan pada Tabel 4.40 berikut.
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Tabel 4.40: Syarat Orde Tereduksi dengan HNA Sistem
Konduksi Panas
Orde ‖ Gs −Gsr ‖∞ σr+1 ‖ Gs −Gsr ‖∞≥ σr+1 waktu
1 0.38244356 0.128039 Memenuhi 0.096946
2 0.350568 0.039566 Memenuhi 0.041492
3 0.200753 0.010430 Memenuhi 0.042267
4 0.013513 0.002241 Memenuhi 0.04414
5 0.001943 0.0003942 Memenuhi 0.044436
6 0.000276 0.000056 Memenuhi 0.044888
7 0.000031 0.000006 Memenuhi 0.033939
8 0.000002 0.00000052 Memenuhi 0.043
9 0.00000014 0.00000002 Memenuhi 0.100721
Berdasarkan Tabel 4.40 dapat disimpulkan bahwa reduksi
model dengan HNA (Ãs, B̃s, C̃s, D̃s) dapat dilakukan ke
bentuk orde 1,2,3,4,5,6,7,8 dan 9. Kemudian dicek sistem
tereduksi dengan menggunakan BT. Berikut adalah hasil dari
syarat orde berapa saja yang dapat mereduksi dengan BT
seperti Tabel 4.41 berikut:
Tabel 4.41: Syarat Orde Tereduksi dengan BT Sistem
Konduksi Panas
Orde ‖ Gs −Gsr ‖∞ 2(σr+1 + ... + σn) ‖ Gs −Gsr ‖∞≤ 2(σr+1 + ... + σn) waktu
1 0.300115 0.361471 Memenuhi 0.030575
2 0.089794 0.105392 Memenuhi 0.033215
3 0.021675 0.026259 Memenuhi 0.035793
4 0.004176 0.005398 Memenuhi 0.033762
5 0.000651 0.000914 Memenuhi 0.03297
6 0.000081 0.000126 Memenuhi 0.035498
7 0.0000078 0.000013 Memenuhi 0.033939
8 0.00000066 0.0000011 Memenuhi 0.032861
9 0.000000036 0.000000055 Memenuhi 0.053702
Berdasarkan Tabel 4.41 dapat disimpulkan bahwa reduksi
model dengan BT (Ãs, B̃s, C̃s, D̃s) dapat dilakukan ke dalam
bentuk orde 1,2,3,4,5,6,7,8 dan 9. Kemudian dicek sistem
tereduksi dengan menggunakan SPA. Berikut adalah hasil
dari syarat orde berapa saja yang dapat mereduksi dengan
SPA seperti Tabel 4.42 berikut:
125
Tabel 4.42: Syarat Orde Tereduksi dengan SPA Sistem
Konduksi Panas
Orde ‖ Gs −Gsr ‖∞ 2(σr+1 + ... + σn) ‖ Gs −Gsr ‖∞≤ 2(σr+1 + ... + σn) waktu
1 0.164150 0.361471 Memenuhi 0.048844
2 0.165174 0.105392 Tidak Memenuhi 0.052091
3 0.100691 0.026259 Tidak Memenuhi 0.049423
4 0.004120 0.005398 Memenuhi 0.048908
5 0.015991 0.000914 Tidak Memenuhi 0.052346
6 0.000511 0.000126 Tidak Memenuhi 0.053664
7 0.0000118 0.000013 Memenuhi 0.049673
8 0.00003863 0.0000011 Tidak Memenuhi 0.053873
9 0.00000011 0.000000055 Tidak Memenuhi 0.053036
Berdasarkan Tabel 4.42 dapat disimpulkan bahwa reduksi
model dengan SPA (Ãs, B̃s, C̃s, D̃s) dapat dilakukan ke bentuk
orde 4 dan orde 7.
Kemudian dalam tugas akhir ini dibahas simulasi dengan
orde 4, dan 7 sebagai berikut.
Reduksi HNA Orde 4
Setelah didapatkan sistem setimbang (Ãs, B̃s, C̃s, D̃s),
kemudian dilakukan reduksi model dengan metode
HNA. Sistem setimbang (Ãs, B̃s, C̃s, D̃s) tersebut yang
mempunyai orde 10 dapat dibentuk menjadi sistem tereduksi
(Ãsr, B̃sr, C̃sr, D̃sr) yang mempunyai orde 4. Berikut ini
merupakan sistem tereduksi (Ãsr, B̃sr, C̃sr, D̃sr),
Ãsr =

0.3830 0.1049 −0.01304 0.0006
1.38364 0.5044 0.1154 −0.0115
−1.8056 1.2119 0.4709 0.1021


















Kemudian dicek sifat-sifat sistemnya yang meliputi
kestabilan, keterkendalian, dan keteramatan. Kestabilan dari
sistem tereduksi orde 4 (Ãsr, B̃sr, C̃sr, D̃sr) dapat ditentukan
berdasarkan nilai λ dari sistem tereduksi (Ãsr, B̃sr, C̃sr, D̃sr)
seperti yang disajikan pada Tabel 4.43 berikut.






Berdasarkan Tabel 4.43, terlihat bahwa nilai absolut dari
eigen matriks Ãsr seluruhnya mempunyai nilai kurang dari 1,
sehingga berdasarkan Teorema 2.2.1 sistem tereduksi Orde
4 (Ãsr, B̃sr, C̃sr, D̃sr) adalah sistem yang stabil asimtotik.
Kemudian dicek mengenai sifat keterkendalian dari
sistem tereduksi (Ãsr, B̃sr, C̃sr, D̃sr). Keterkendalian sistem
tereduksi orde 4 (Ãsr, B̃sr, C̃sr, D̃sr) dapat ditentukan
berdasarkan rank dari matriks keterkendalian M̃c. Untuk
mendapatkan rank dari matriks keterkendalian M̃c dapat
digunakan software MATLAB R2013a, sehingga didapatkan
rank dari matriks keterkendalian M̃c pada sistem tereduksi
orde 4 (Ãsr, B̃sr, C̃sr, D̃sr) adalah 4. Maka berdasarkan
Teorema 2.2.2 sistem tereduksi orde 4 (Ãsr, B̃sr, C̃sr, D̃sr)
adalah terkendali.
Kemudian dicek mengenai sifat keteramatan dari sistem
tereduksi (Ãsr, B̃sr, C̃sr, D̃sr). Keteramatan sistem tereduksi
orde 4 (Ãsr, B̃sr, C̃sr, D̃sr) dapat ditentukan berdasarkan rank
dari matriks keteramatan M̃o. Untuk mendapatkan rank dari
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matriks keteramatan M̃o dapat digunakan software MATLAB
R2013a, sehingga didapatkan rank dari matriks keteramatan
M̃o pada sistem tereduksi orde 4 (Ãsr, B̃sr, C̃sr, D̃sr) adalah
4. Maka berdasarkan Teorema 2.2.3 sistem tereduksi orde
4 (Ãsr, B̃sr, C̃sr, D̃sr) adalah teramati.
Kemudian berikut ini disajikan grafik frekuensi response
antara sistem awal dengan sistem tereduksi orde 4
(Ãsr, B̃sr, C̃sr, D̃sr) dengan HNA seperti yang disajikan pada
Gambar 4.20 berikut.
Gambar 4.20: Frekuensi Response antara Sistem Awal dan
Sistem Tereduksi Orde 4 dengan HNA
Berdasarkan gambar 4.20, dapat dilihat bahwa ketika
frekuensi rendah sistem tereduksi orde 4 (Ãsr, B̃sr, C̃sr, D̃sr)
dengan HNA mempunyai frekuensi cenderung menjauhi
sistem awal(As, Bs, Cs, Ds). Sedangkan ketika frekuensi tinggi
sistem tereduksi orde 4 (Ãsr, B̃sr, C̃sr, D̃sr) dengan HNA
cenderung mendekati sistem awal(As, Bs, Cs, Ds).
Kemudian dilakukan perbandingan frekuensi respons
antara sistem awal dengan sistem tereduksi dengan metode
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HNA, SPA dan BT.
Gambar 4.21: Frekuensi Response antara Sistem Awal dan
Sistem Tereduksi Orde 4 dengan HNA, BT, dan SPA
Pada Gambar 4.21, terlihat bahwa sistem tereduksi orde
4 (Ãsr, B̃sr, C̃sr, D̃sr) dengan HNA dan BT ketika frekuensi
rendah memiliki frekuensi yang cenderung menjauhi sistem
awalnya. Namun sistem tereduksi orde 4 (Ãsr, B̃sr, C̃sr, D̃sr)
dengan SPA ketika frekuensi rendah memiliki frekuensi yang
cenderung mendekati sistem awalnya. Sedangkan pada saat
frekuensi tinggi sistem tereduksi dengan menggunakan HNA,
BT, dan SPA (Ãsr, B̃sr, C̃sr, D̃sr) orde 4 mempunyai frekuensi
respon yang mendekati sistem awal (As, Bs, Cs, Ds).
Error dari Sistem Tereduksi Orde 4
Perbandingan dari error reduksi model menggunakan
HNA dan reduksi model menggunakan BT dan SPA terhadap
sistem awal dapat dilihat melalui grafik yang disajikan pada
Gambar 4.22 berikut.
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Gambar 4.22: Error Sistem Tereduksi Orde 4
Berdasarkan Gambar 4.22, sehingga dapat disajikan
nilai error dari sistem tereduksi orde 4 dalam bentuk Tabel
4.44 sebagai berikut.
Tabel 4.44: Error dari Sistem Tereduksi Orde 4
Frekuensi SPA BT HNA
1 0.00237902 0.001497 0.00590
10 0.00001399 0.00000135 0.00226
100 0.000011 0.000000112 0.00224
Dari Tabel 4.44, dapat dilihat bahwa error sistem
tereduksi dengan SPA dan BT pada frekuensi rendah hingga
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tinggi memiliki error yang lebih kecil daripada error sistem
tereduksi dengan HNA.
Reduksi HNA Orde 7
Setelah didapatkan sistem setimbang (Ãs, B̃s, C̃s, D̃s),
kemudian dilakukan reduksi model dengan metode
HNA. Sistem setimbang (Ãs, B̃s, C̃s, D̃s) tersebut yang
mempunyai orde 10 dapat dibentuk menjadi sistem tereduksi
(Ãsr, B̃sr, C̃sr, D̃sr) yang mempunyai orde 7. Berikut ini
merupakan sistem tereduksi (Ãsr, B̃sr, C̃sr, D̃sr)
Ãsr =

0.3790 0.1058 −0.0131 0.0006 0.00001 −0.000001 0.00000001
1.3953 0.5012 0.1156 −0.0113 0.000260 0.000011 −0.00000037
−1.8159 1.2108 0.4674 0.1003 −0.00572 0.000022 0.00000390
1.2051 −1.7042 1.4442 0.3798 0.08268 −0.002559 −0.00001870
0.6950 0.8487 −1.7836 1.7902 0.293292 0.0663060 −0.00101006
−2.1889 1.1693 0.2284 −1.7921 2.14397 0.208082 0.05126747












C̃sr = ( −0.2858 0.0187 −0.0007 −0.000072 0.000007 −0.0000001 −0.000000003 )
D̃sr = ( 1 )
Kemudian dicek sifat-sifat sistemnya yang meliputi
kestabilan, keterkendalian, dan keteramatan. Kestabilan dari
sistem tereduksi orde 7 (Ãsr, B̃sr, C̃sr, D̃sr) dapat ditentukan
berdasarkan nilai λ dari sistem tereduksi (Ãsr, B̃sr, C̃sr, D̃sr)
seperti yang disajikan pada Tabel 4.45 berikut.
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Berdasarkan Tabel 4.45, terlihat bahwa nilai absolut dari
eigen matriks Ãsr seluruhnya mempunyai nilai kurang dari 1,
sehingga berdasarkan Teorema 2.2.1 sistem tereduksi Orde
7 (Ãsr, B̃sr, C̃sr, D̃sr) adalah sistem yang stabil asimtotik.
Kemudian dicek mengenai sifat keterkendalian dari
sistem tereduksi (Ãsr, B̃sr, C̃sr, D̃sr). Keterkendalian sistem
tereduksi orde 7 (Ãsr, B̃sr, C̃sr, D̃sr) dapat ditentukan
berdasarkan rank dari matriks keterkendalian M̃c. Untuk
mendapatkan rank dari matriks keterkendalian M̃c dapat
digunakan software MATLAB R2013a, sehingga didapatkan
rank dari matriks keterkendalian M̃c pada sistem tereduksi
orde 7 (Ãsr, B̃sr, C̃sr, D̃sr) adalah 7. Maka berdasarkan
Teorema 2.2.2 sistem tereduksi orde 4 (Ãsr, B̃sr, C̃sr, D̃sr)
adalah terkendali.
Kemudian dicek mengenai sifat keteramatan dari sistem
tereduksi (Ãsr, B̃sr, C̃sr, D̃sr). Keteramatan sistem tereduksi
orde 7 (Ãsr, B̃sr, C̃sr, D̃sr) dapat ditentukan berdasarkan rank
dari matriks keteramatan M̃o. Untuk mendapatkan rank dari
matriks keteramatan M̃o dapat digunakan software MATLAB
R2013a, sehingga didapatkan rank dari matriks keteramatan
M̃o pada sistem tereduksi orde 7 (Ãsr, B̃sr, C̃sr, D̃sr) adalah
7. Maka berdasarkan Teorema 2.2.3 sistem tereduksi orde
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7 (Ãsr, B̃sr, C̃sr, D̃sr) adalah teramati.
Kemudian berikut ini disajikan grafik frekuensi
response antara sistem awal dengan sistem tereduksi
orde 7(Ãsr, B̃sr, C̃sr, D̃sr) dengan metode HNA seperti yang
disajikan pada Gambar 4.23 berikut.
Gambar 4.23: Frekuensi Response antara Sistem Awal dan
Sistem Tereduksi Orde 7 dengan HNA
Berdasarkan gambar 4.23, dapat dilihat bahwa ketika
frekuensi rendah sistem tereduksi orde 7 (Ãsr, B̃sr, C̃sr, D̃sr)
dengan HNA mempunyai frekuensi cenderung menjauhi
sistem awal(As, Bs, Cs, Ds). Sedangkan ketika frekuensi
tinggi sistem tereduksi orde 7 (Ãsr, B̃sr, C̃sr, D̃sr) dengan
HNA cenderung mendekati sistem awal(As, Bs, Cs, Ds).
Kemudian dilakukan perbandingan frekuensi respons
antara sistem awal dengan sistem tereduksi dengan metode
HNA, SPA dan BT.
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Gambar 4.24: Frekuensi Response antara Sistem Awal dan
Sistem Tereduksi Orde 7 dengan HNA, BT, dan SPA
Pada Gambar 4.24, terlihat bahwa sistem tereduksi orde
7 (Ãsr, B̃sr, C̃sr, D̃sr) dengan HNA dan BT ketika frekuensi
rendah memiliki frekuensi yang cenderung menjauhi sistem
awalnya. Namun sistem tereduksi orde 7 (Ãsr, B̃sr, C̃sr, D̃sr)
dengan SPA ketika frekuensi rendah memiliki frekuensi yang
cenderung mendekati sistem awalnya. Sedangkan pada saat
frekuensi tinggi sistem tereduksi dengan menggunakan HNA,
BT, dan SPA (Ãsr, B̃sr, C̃sr, D̃sr) orde 7 mempunyai frekuensi
respon yang mendekati sistem awal (As, Bs, Cs, Ds).
Error dari Sistem Tereduksi Orde 7
Perbandingan dari error reduksi model menggunakan
HNA dan reduksi model menggunakan BT dan SPA terhadap
sistem awal dapat dilihat melalui grafik yang disajikan pada
Gambar 4.25 berikut.
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Gambar 4.25: Error Sistem Tereduksi Orde 7
Berdasarkan Gambar 4.25, sehingga dapat disajikan nilai
error dari sistem tereduksi orde 7 dalam bentuk Tabel 4.46
sebagai berikut.
Tabel 4.46: Error dari Sistem Tereduksi Orde 7
Frekuensi SPA HNA BT
1 0.0000085933210 0.0000129940 0.0000052
10 0.000000000182 0.0000063992 0.000000000019
100 0.0000000000385 0.0000063371 0.0000000000008
Dari Tabel 4.50, dapat dilihat bahwa error sistem
tereduksi dengan BT dan SPA pada frekuensi rendah hingga




Pada bab ini, diberikan kesimpulan yang diperoleh dari
Tugas Akhir serta saran untuk penelitian selanjutnya.
5.1 Kesimpulan
Berdasarkan analisis dan pembahasan yang telah disajikan
pada bab sebelumnya, dapat disimpulkan beberapa hal
sebagai berikut :
1. Proses reduksi model dengan HNA diawali dengan
sistem awal yang stabil, terkendali dan teramati.
Kemudian dilakukan pembentukan sistem setimbang.
Setelah itu dilakukan dekomposisi sistem dengan
melakukan partisi pada nilai singular hankel. Setelah
itu dilakukan reduksi model dengan HNA.
2. Berdasarkan analisis sistem beberapa simulasi dan studi
kasus sistem konduksi panas, dapat disimpulkan bahwa
sistem tereduksi akan memiliki performansi dan sifat
yang sama dengan sistem awal yaitu stabil, terkendali,
dan teramati.
3. Berdasarkan analisis simulasi dengan beberapa matriks
A yang berbeda didapatkan hasil bahwa metode HNA
cocok digunakan pada sistem dengan frekuensi yang
tinggi karena menghasilkan akurasi yang besar dan
waktu yang cepat. Namun matriks A yang berbentuk
segitiga atas, reduksi model dengan HNA cocok
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digunakan pada sistem dengan frekuensi yang rendah.
5.2 Saran
Pada Tugas Akhir ini hanya dibahas mengenai sistem
awal yang stabil, terkendali, dan teramati beserta aplikasinya.
Untuk selanjutnya, dapat dikembangkan reduksi model untuk
sistem yang tak stabil, terkendali, dan teramati beserta
aplikasinya.
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