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We investigate the ultimate precision achievable in Gaussian quantum metrology. We derive general analyt-
ical expressions for the quantum Fisher information matrix and for the measurement compatibility condition,
ensuring asymptotic saturability of the quantum Crame´r-Rao bound, for the estimation of multiple parameters
encoded in multimode Gaussian states. We then apply our results to the joint estimation of a phase shift and
two parameters characterizing Gaussian phase covariant noise in optical interferometry. In such a scheme, we
show that two-mode displaced squeezed input probes with optimally tuned squeezing and displacement fulfil
the measurement compatibility condition and enable the simultaneous estimation of all three parameters, with
an advantage over individual estimation schemes that quickly rises with increasing mean energy of the probes.
I. INTRODUCTION
The exploitation of quantum effects for enhancements in
sensing and precision measurements stands as one of the
linchpins of the current quantum technology revolution [1–
10]. The applications of quantum metrology range from fun-
damental science, such as improving time and frequency stan-
dards [11, 12], advancing the sensitivity of gravitational wave
interferometry [13, 14], and probing space-time parameters
in quantum field theory [15, 16], to more applied scenarios,
such as navigation [17, 18], remote sensing [6, 19], thermom-
etry [20, 21], spectroscopy [22, 23], super-resolution imaging
[24–26], magnetic field detection for biomedical diagnostics
[27, 28], and plenty more to come.
In many of these settings, the problem can be modelled as
the estimation of unknown parameters encoded on a probe
field initialized in a continuous variable (CV) Gaussian state,
i.e., a Gibbs ensemble of a quadratic Hamiltonian [29–32].
If the (unitary or noisy) channel imprinting the parameters
preserves the Gaussianity of the input state, the setting is
overall referred to as Gaussian quantum metrology. Several
works analyzed instances of Gaussian quantum metrology, in-
cluding the estimation of single or multiple parameters using
single-mode or multimode probes [1, 5, 8, 10, 15, 16, 20, 24–
26, 31–59]. However, to the best of our knowledge, no general
method is yet available to benchmark the achievable precision
in multimode multiparameter Gaussian quantum metrology.
This paper bridges such a gap. First, we develop a compact
expression for the so-called quantum Fisher information ma-
trix — which determines the precision available in quantum
metrology through the quantum Crame´r-Rao bound [4, 60–
62] — for multiparameter estimation with multimode Gaus-
sian probes. This generalizes some partial instances from pre-
vious works [32, 40–45, 50, 51, 63] and provides a derivation
independent from the fidelity formula obtained in [47] by in-
formation geometry. Second, and most importantly, we also
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develop a compact formula to assess compatibility between
pairs of parameters, that is, whether a common optimal mea-
surement exists that allows one to estimate them jointly with
minimum error [55]. This solves the problem of assessing the
ultimate precision truly achievable in Gaussian multiparam-
eter estimation, and provides a practical toolbox to validate
effective metrological strategies for a variety of applications.
These general results are presented in Sec. III, after recalling
the necessary preliminary notions in Sec. II.
As an illustration, in Sec. IV we then consider the joint es-
timation of a phase shift and two noise parameters specify-
ing a generic phase covariant Gaussian channel, using two-
mode Gaussian probes in an interferometric setup. This ex-
tends previous studies where either phase only, or noise only,
or phase and one noise parameter were estimated [1, 5, 33–
36, 39, 41, 43, 53, 55, 59]. We show that two-mode dis-
placed squeezed probes with optimally tuned displacement
and squeezing enable the simultaneous estimation of all three
parameters, with an advantage over individual estimation that
rapidly grows with increasing mean energy of the probes. We
draw our concluding remarks in Sec. V
II. PRELIMINARIES
A. Gaussian states and Gaussian channels
An m-mode bosonic CV system [29–32] is usually de-
scribed in terms of a vector of quadrature operators Rˆ =
{qˆ1, pˆ1, . . . , qˆm, pˆm}>, which satisfy the canonical commuta-
tion relation
[Rˆ j, Rˆk] = iΩ jk, (1)
with Ω = iσ⊕my . Here and in the following, 1, σx, σy, σz stand
for the 2 × 2 identity and the Pauli matrices, respectively, and
we adopt natural units (~ = 1). It is convenient to describe the
density matrix ρˆ of a CV system by its so-called characteristic
function [32, 64]
χρˆ(r) = tr[ρˆDˆ−r] , (2)
where
Dˆ−r = e−ir
>ΩRˆ (3)
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2is the displacement operator, and r = {q1, p1, . . . , qm, pm}> is
a vector of 2m real phase space coordinates.
An m-mode Gaussian state is a CV state with Gaussian
characteristic function,
χρˆ(r) = exp
[
−1
2
r>ΩVΩr − i(Ωd)>r
]
, (4)
and hence it is fully characterized by the first and second sta-
tistical moments of its quadrature operators, i.e., the displace-
ment vector d = 〈Rˆ〉 and the covariance matrix V with ele-
ments
V jk = 〈{Rˆ j − d j, Rˆk − dk}+〉 , (5)
where {·, ·}+ is the anticommutator, and the uncertainty princi-
ple imposes
V ≥ iΩ (6)
for any physical state [65]. The mean energy per mode of an
m-mode Gaussian state, i.e., the expectation value of the non-
interacting quadratic Hamiltonian Hˆ = ω
∑m
k=1
(
aˆ†k aˆk + 1/2
)
divided by the number of modes, with aˆk = (qˆk + ipˆk)/
√
2,
can be easily computed from the covariance matrix V and the
displacement vector d of the state [30, 31]. In units of ω, this
is given by
〈Hˆ〉
m
≡ n¯ + 1
2
=
1
2m
(
tr
V
2
+ |d|2
)
, (7)
where n¯ is the mean number of excitations per mode.
A Gaussian channel Λ is a completely positive and trace-
preserving map that transforms Gaussian states into Gaussian
states [29, 30, 32, 66–70]. When a Gaussian channel preserves
the number of modes of the input state, it can be represented
(up to additional displacements) by two 2m×2m real matrices,
X and Y , with Y = Y>, which act on the displacement vector
and the covariance matrix as
d→ Xd,
V → XVX> + Y, (8)
and satisfy the complete positivity condition
Y + iXΩX> ≥ iΩ . (9)
The latter, for single-mode Gaussian channels, reads: Y ≥
0,
√
det Y ≥ |1−det X|. If the matrices representing the single-
mode channel are proportional to the identity, X =
√
x1, Y =
y1, with scalar parameters x, y ≥ 0, then the channel Λx,y is
said to be phase covariant and the complete positivity condi-
tion reduces to y ≥ |1 − x|.
B. Multiparameter quantum metrology
In general, to implement an estimation protocol, one needs
[3–5]: a probe state ρˆ0; a physical mechanism described by
a completely positive and trace-preserving map Λ{µ} which
encodes, on the probe state, the set of parameters {µ} one
wishes to estimate; a measurement of the transformed state
ρˆ{µ} = Λ{µ}[ρˆ0] and classical post-processing of the measure-
ment results. This procedure allows one to construct an esti-
mator {µ˜} of the unknown parameters {µ}, whose performance
is quantified by the covariance matrix Cov ({µ˜}). Its diagonal
elements, the variances, quantify the error in the estimation
of the individual parameters, while the off-diagonal elements
give an indication of the correlations between the parameters.
The quantum Crame´r-Rao bound yields a lower bound to the
covariance matrix of an unbiased estimator in terms of the
quantum Fisher information (QFI) matrix F [4, 60–62]:
Cov ({µ˜}) ≥ (MF )−1 , (10)
where M is the number of repetitions of the experiment.
In order to calculate the QFI matrix, one can introduce the
symmetric logarithmic derivative (SLD) operators {Lˆζ}ζ∈{µ}
which are implicitly defined by the equation
Lˆζ ρˆ{µ} + ρˆ{µ}Lˆζ = 2∂ρˆ{µ}
∂ζ
. (11)
These operators are hermitian, Lˆζ = Lˆ†ζ , by construction. The
QFI matrix elements are then given by
Fηζ ≡ 12 tr
(
ρˆ{µ}{Lˆη, Lˆζ}+
)
= Re
[
tr
(
ρˆ{µ}LˆηLˆζ
)]
. (12)
The Crame´r-Rao bound, Eq. (10) can be saturated, in the
limit M  1 of an asymptotically large number of repetitions
of the protocol, if an optimal measurement can be performed
on the evolved state. For each parameter, an optimal mea-
surement is described by a set of projectors which commute
with its SLD. This implies that, if [Lˆη, Lˆζ] = 0, then the ex-
istence of a common eigenbasis for the two SLDs is ensured,
hence a jointly optimal measurement for extracting informa-
tion on both parameters η and ζ can be found. However, this
condition is sufficient but not necessary. A weaker condition
[8, 55, 62, 71–75] states that the multiparameter Crame´r-Rao
bound can be asymptotically saturated iff all pairs of SLDs
commute “on average”: (i) Jηζ = 0 ∀ η, ζ ∈ {µ}, with
Jηζ ≡ 12i tr
(
ρˆ{µ}[Lˆη, Lˆζ]
)
= Im
[
tr
(
ρˆ{µ}LˆηLˆζ
)]
. (13)
Moreover, if one wishes to estimate each parameter as pre-
cisely as one would estimate them individually when assum-
ing perfect knowledge of the other parameters, then two more
conditions need to be satisfied: (ii) there must exist a single
probe state ρˆ0 that yields the optimal QFI for each of the pa-
rameters, and (iii) the parameters must be statistically inde-
pendent, i.e., Fηζ = 0 ∀ η , ζ. The latter condition ensures
that the uncertainty on one parameter does not affect the es-
timation precision of the others. When all conditions (i)–(iii)
are met, then the parameters are said to be compatible [55].
Estimating κ ≡ |{µ}| parameters individually, where each
parameter is estimated using the state ρˆ0, requires κ times
more resources (e.g. energy, coherence or entanglement in the
input state preparation [10, 55]) than estimating them simulta-
neously using ρˆ0 in one shot; however the latter strategy may
3not always offer superior performance if not all the parameters
are compatible. A useful quantity to get a quantitative com-
parison of metrological performance between individual and
simultaneous schemes is the ratio [76]
R = ∆
ind
∆sim
, (14)
where (considering a single repetition, M = 1):
∆ind =
∑
η∈{µ} F −1ηη and ∆sim = κ−1 tr (F −1) (15)
are the minimal total variances in the individual and simul-
taneous cases, respectively. Here the factor of κ−1 is needed
to account for the fact that the simultaneous scheme requires
κ less resources than individually estimating each parameter
resetting the probe each time. When R > 1, simultaneous
estimation is advantageous over individual, with a maximum
advantage R = κ reachable only when condition (iii) holds.
III. GAUSSIAN QUANTUMMETROLOGY
Given an m-mode Gaussian state ρˆ{µ}, depending on the set
of parameters {µ}, and denoting in what follows ∂ζ · ≡ ∂ · /∂ζ,
the SLD Lˆζ for one of the parameters ζ ∈ {µ} can be written
as [32]
Lˆζ ≡ L(0)ζ + L(1)>ζ Rˆ + Rˆ
>
L(2)ζ Rˆ , (16)
with: L(0)ζ = − 12 tr
(
V{µ}L(2)ζ
)
− L(1)>ζ d{µ} − d>{µ}L(2)ζ d{µ} , (17)
L(1)ζ = 2V
−1
{µ}∂ζd{µ} − 2L(2)ζ d{µ} , (18)
L(2)ζ =
m∑
j,k=1
3∑
l=0
(aζ)
jk
l
ν jνk − (−1)l S
>−1M jkl S
−1 . (19)
In the formulas above, {νi} are the symplectic eigenvalues of
the covariance matrix V{µ}, S −1 is the symplectic transforma-
tion that brings V{µ} into its diagonal form,
S −1V{µ}S >
−1
= ν{µ} =
m⊕
i=1
νi1,
and
(aζ)
jk
l = tr
(
S −1∂ζV{µ}S >
−1M jkl
)
,
where the set of matrices M jkl have all zero entries except for
the 2 × 2 block in position jk which is given by{
M jkl
}
l∈{0,...,3} =
1√
2
{
iσy, σz, 1, σx
}
.
As the main result of this paper, we obtain the following:
Theorem 1. Given a CV bosonic Gaussian state of an arbi-
trary number of modes m, described by its first and second
statistical moments d{µ} and V{µ}, respectively, and depending
on the set of parameters {µ}, we have for any η, ζ ∈ {µ} that:
Fηζ = 12 tr
[
(∂ζV{µ})L(2)η
]
+ 2(∂ηd>{µ})V
−1
{µ}(∂ζd{µ}) , (20)
Jηζ = 2tr
(
ΩL(2)ζ V{µ}L
(2)
η
)
+ 2(∂ηd>{µ})V
−1
{µ}ΩV
−1
{µ}(∂ζd{µ}) , (21)
with L(2)ζ defined by Eq. (19).
Equation (20) provides a compact expression for the QFI
matrix in Gaussian quantum metrology, directly generalizing
the formula for the single-parameter case which can be found
e.g. in [10, 32]. Equation (21), on the other hand, provides
a general formula for the quantity defined in Eq. (13), which
determines the measurement compatibility condition (i) be-
tween pairs of parameters [55]. The proof of Theorem 1 is
given in Appendix A. Note that, while a formula equivalent to
Eq. (20) may be alternatively derived from the expression for
the quantum fidelity between two Gaussian states as recently
reported in [47], the formula in Eq. (21) is entirely original in
the context of Gaussian quantum metrology and, to the best
of our knowledge, no similar expression can be found in pre-
vious literature; in particular [77], Eq. (21) cannot be derived
using the information geometry methods of [47].
Let us remark that both formulas appearing in Theorem 1
can be evaluated efficiently for an arbitrary Gaussian state
ρˆ{µ}, although one needs to determine explicitly the symplec-
tic transformation S −1 that diagonalizes the covariance matrix
V{µ}. The latter transformation can be constructed analytically
for one and two modes, see e.g. [78–80], and in general can
be obtained numerically for a higher number of modes.
IV. APPLICATION TO NOISY OPTICAL
INTERFEROMETRY
To illustrate the usefulness of our results, we apply the gen-
eral formalism of Theorem 1 to the technologically relevant
task of quantum phase estimation under noise in optical in-
terferometry [1, 2, 5, 8, 81, 82]. We focus specifically on
the scheme of Fig. 1, where an initial two-mode displaced
squeezed state (TMDSS) ρˆ0 undergoes a phase transformation
and transmission noise in an interferometric set-up, before the
two modes are jointly measured. Here, we define the TMDSS
as having:
d0 =
√
2
{
Re [α] , Im [α] ,Re
[
β
]
, Im
[
β
]}> , (22)
V0 =

cosh(2r) 0 sinh(2r) 0
0 cosh(2r) 0 − sinh(2r)
sinh(2r) 0 cosh(2r) 0
0 − sinh(2r) 0 cosh(2r)
 ,
where α, β ∈ C are the displacements of each mode, and
r ∈ R is the squeezing parameter. The phase difference φ is
imprinted by each mode undergoing a unitary shift of ±φ/2,
while the noise takes the form of a generic phase covariant
Gaussian channel, Λx,y, on each mode. This includes the com-
bined effect of loss (0 ≤ x ≤ 1), amplification (x ≥ 1), and
added thermal noise (y ≥ |1 − x|), modelling realistic trans-
mission of the probes in free space or over telecommunication
fibres [29, 30, 32, 66–70]. Our goal is to determine the best
strategy to estimate all the three parameters φ, x and y [83],
hence tracking both signal (φ) and noise (x, y) as precisely and
efficiently as possible, using affordable TMDSS probes.
We first consider under which circumstances the compati-
bility condition (i) is obeyed, that is, when there exists a sin-
gle optimal measurement for extracting all of the parameters
4𝜙
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FIG. 1. (Color online) An instance of multiparameter Gaussian quan-
tum metrology. The initial state ρˆ0 is a two-mode displaced squeezed
state which passes through an interferometric set-up before a joint
measurement is made. One mode undergoes a phase transformation
of φ/2 and the other of −φ/2, while both modes are affected by a
phase covariant Gaussian channel Λx,y with noise parameters x and
y. We determine optimal strategies for the estimation of the three
parameters {φ, x, y}.
such that the quantum Crame´r-Rao bound (10) may be asymp-
totically saturated. Using Eq. (21), one can easily show that
this condition becomes dependent only on the displacement
of the state, reading: |α|2 = |β|2. Further examining when a
TMDSS (22) leads to minimal total variances, ∆ind and ∆sim
[see Eq. (15)], we find that optimal states minimizing both of
these quantities (assuming without loss of generality r ≥ 0)
must have Re [α] = Re
[
β
]
= 0 and Im [α] = Im
[
β
]
. Con-
sequently, any optimal input TMDSS already automatically
obeys the measurement compatibility condition (i).
We can then compare individual versus simultaneous esti-
mation schemes at fixed input mean energy, customarily re-
garding the latter as the main resource for the metrological
protocol [4–7]. The mean energy per mode of a TMDSS (22)
with |α|2 = |β|2 can be written as 〈Hˆ〉/2 = n¯ + 1/2, with
n¯ = sinh2(r) + |α|2 . (23)
We find that the proportion p ≡ |α|2/n¯ of this energy that is
optimal to invest in displacement rather than squeezing varies
with x and y (but not φ) as well as with the total n¯. Said op-
timal proportion popt, in regimes of lower and higher input
mean energy, is plotted in Fig. 2 (top) against the values of
parameters x and y. We observe that, at low energy, the in-
dividual and simultaneous schemes differ significantly. The
optimal state for minimizing ∆ind has all of its energy ded-
icated to displacement, whereas for simultaneous estimation
all energy should be put into displacement for x → 0 and the
optimal proportion popt decreases from 1 as x increases, even-
tually dropping below 1/2, in which case it is beneficial to put
more energy in squeezing than displacement. As the avail-
able input energy n¯ increases, this behavior quickly changes:
the values of popt for the individual and simultaneous schemes
become very similar. In both cases, it is always beneficial to
put more energy into displacement than squeezing, with popt
approaching, but never crossing, the plane popt = 1/2. In both
strategies, there is a region of parameters at low x where the
optimal input state has all its energy in displacement.
The middle and bottom rows of Fig. 2 both compare the
minimal achievable total variances ∆indopt and ∆
sim
opt for individual
and simultaneous estimation, as defined in Eq. (15) with κ = 3
in our scheme. Specifically, the middle row shows how each
variance changes with the noise parameters, while the bottom
row illustrates the performance ratio R defined in Eq. (14). At
popt
ind
popt
sim
ΔoptindΔoptsim
0.5 1.0 1.5 2.0 2.5 1.5 2.0 2.5 3.0 R
FIG. 2. (Color online) Results obtained from the metrological
scheme outlined in Fig. 1. Left column: Analysis at low energy,
n¯ = 0.005. Right column: Analysis at higher energy, n¯ = 5. Top:
Optimal proportion of input energy to put in the displacement, popt,
comparing individual and simultaneous estimation schemes. The un-
meshed (green online) plane marks popt = 1/2, above which more
energy should be used for displacement than squeezing. Middle:
Minimal achievable error ∆opt for the two strategies. Bottom: Perfor-
mance ratio R = ∆indopt/∆simopt . The solid (red online) line marks R = 1;
when R > 1, the simultaneous estimation scheme outperforms the
individual one. All the presented results are independent of the value
of the unknown phase φ. All the quantities plotted are dimensionless.
low input energy, there are distinct regions of the parameter
space where either the individual estimation scheme (R < 1)
or the simultaneous scheme (R > 1) is preferable. The solid
(red) line in Fig. 2 (bottom, left) shows the boundary between
these two regions. As the energy n¯ approaches zero, this line
approaches the vertical line x = 1, i.e., the boundary between
loss (where simultaneous estimation is superior) and ampli-
fication channels (where individual prevails instead). As the
available energy n¯ increases, this boundary moves quickly to
the right, such that for any reasonable values of the parame-
ters one gets simultaneous estimation as the optimal scheme.
In fact, as Fig. 2 (bottom, right) shows, R then approaches its
maximum value 3 in a wide region of the parameter space.
This shows that all three parameters become very nearly sta-
tistically independent, eventually fulfilling the compatibility
condition (iii), with increasing input energy n¯ [84]. Quantita-
tively, by a series expansion we find that in the limit n¯  0
5the ratio converges to
R ≈ 3
1 −
(
x2 + y2 + 1
)2
4x3y
n¯−3 + O(n¯−4)
 . (24)
We further observe that both individual and simultaneous
total variances display at best a standard quantum limit scal-
ing with the input energy, ∆ind,simopt . O(n¯
−1), with no sub-shot-
noise enhancement possible due to the presence of noise, in
agreement with the general predictions of Refs. [59, 81, 82].
For completeness, the explicit QFI matrix F for the three pa-
rameters {φ, x, y}, as computed from Eq. (20) using optimized
TMDSS probes, is reported in Appendix B. We finally note
that, in the individual estimation scheme, we have determined
an optimal input state that minimizes the total variance ∆ind as
defined in Eq. (15), but one could in principle consider a dif-
ferent input state optimized independently for the estimation
of each parameter. This analysis, reported in Appendix B 1,
leads to slighly better performances for individual estimation,
but does not change any of the conclusions discussed above,
including the fulfilment of the compatibility conditions and
the qualitative regime where simultaneous estimation is ad-
vantageous.
V. CONCLUSIONS
In this paper we derived general formulas to assess the ulti-
mate precision available in Gaussian quantum metrology, that
is, in the estimation of multiple parameters encoded in mul-
timode Gaussian quantum states [32]. We derived a compact
expression, in terms of first and second moments of the states,
for the quantum Fisher information matrix, which bounds
the achievable estimation error via the quantum Crame´r-Rao
bound. We then obtained a compact analytical expression to
assess iff such a bound can be asymptotically saturated, i.e.,
iff a common measurement exists that is able to extract infor-
mation optimally on all the parameters, a condition known as
measurement compatibility [55]. This yields a general tool to
endorse feasible estimation strategies in multiparameter Gaus-
sian quantum metrology.
We applied our general formalism to study the practical es-
timation of three relevant physical parameters in noisy opti-
cal interferometry: an unknown phase shift and two unknown
noise terms which specify a generic phase covariant Gaussian
channel, capturing realistic instances of imperfect transmis-
sion. We showed that, using two-mode displaced squeezed in-
put probes with optimally tuned squeezing and displacement,
the measurement compatibility condition is satisfied, and one
can estimate all three parameters simultaneously with an ad-
vantage over individual schemes growing rapidly as the avail-
able input energy is increased, eventually reaching a regime
where the parameters are de facto statistically independent.
Our techniques can be promptly applied to a broad range
of problems in fundamental science and technology [4–6],
including (gravitational) interferometry, biosensing, imaging,
positioning, thermometry, and more generally wherever the
precise estimation of parameters encoded in quadratic Hamil-
tonians or noisy evolutions preserving Gaussianity is de-
manded. While this work focused mainly on compatibility
conditions (i) and (iii), i.e. measurement compatibility and
statistical independence [55], our framework can be combined
with efficient numerical algorithms to find optimal input probe
states [50, 85, 86], in order to fulfil condition (ii) and minimize
the overall error on estimating multiple parameters. Tailor-
ing existing algorithms — or devising new ones — to search
within multimode Gaussian states, constrained to the compat-
ibility constraints derived here, may be a valuable next step.
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Appendix A: Proof of Theorem 1
To prove Theorem 1 we will calculate explicitly, term by term, the following expression (adopting the notation L(1)η = (L
(1)
η l )
and L(2)η = (L
(2)
η jk), for j, k, l ∈ {1, . . . ,m}, and assuming here and in the following a sum over repeated indices):
tr
(
ρˆ{µ}LˆηLˆζ
)
= tr
(
ρˆ{µ}
(
L(0)η + L
(1)
η l Rˆl + L
(2)
η jkRˆ jRˆk
) (
L(0)ζ + L
(1)
ζ mRˆm + L
(2)
ζ pqRˆpRˆq
))
,
i.e. we will find the explicit expressions for tr(ρˆ{µ}RˆpRˆq), tr(ρˆ{µ}RˆlRˆpRˆq) and tr(ρˆ{µ}Rˆ jRˆkRˆpRˆq); recall that the linear term is just
the displacement vector: tr(ρˆ{µ}Rˆl) = dl.
6We will make use of some properties of the symmetrically ordered characteristic function χ(r). The first property is that the
expectation value of an operator is equal to the characteristic function associated to it evaluated in r = 0. The second one is that
given any bounded operator Oˆ, the following holds as a consequence of the Baker-Campbell-Hausdorff decomposition of the
displacement operator:
χOˆRˆ j (r) = Tr[Dˆ−rOˆRˆ j] =
(
−i ∂
∂r˜ j
− 1
2
Ω jk r˜k
)
χOˆ(r) , (A1)
where r˜ = Ωr. The last property we use reads:
∂
∂r˜m
χρˆ{µ} =
∂
∂r˜m
e−
1
4 r˜kV{µ},k j r˜ j+id{µ},l r˜l = id{µ},m − 12V{µ},m jr˜ j , (A2)
and it follows directly from the definition (4) of Gaussian characteristic function:
χρˆ{µ} (r) = exp
[
−1
2
r>ΩV{µ}Ωr − i(Ωd{µ})>r
]
. (A3)
In the rest of the proof, for the sake of a lighter notation, we will indicate with χ ≡ χρˆ{µ} the symmetrically ordered characteristic
function of the Gaussian state ρˆ{µ} (if not specified otherwise) and we will write ∂ j for ∂∂r˜ j . Moreover, we will drop the explicit
dependence on the set of parameters {µ} from d{µ} and V{µ}, that is, we will use the shortcuts d j ≡ (d{µ}) j ≡ d{µ}, j and V jk ≡
(V{µ}) jk ≡ V{µ}, jk.
Quadratic term: tr(ρˆ{µ}RˆpRˆq)
Making use of property (A1) we get
tr(ρˆ{µ}RˆpRˆq) =
(
−i∂q − 12Ωqq′ r˜q′
)
χρˆ{µ}Rˆq
∣∣∣∣∣
r˜=0
=
(
−i∂q − 12Ωqq′ r˜q′
) (
−i∂p − 12Ωpp′ r˜p′
)
χ
∣∣∣∣∣
r˜=0
=
[
(−i)2∂q∂pχ + i2Ωpp′∂q(r˜p′χ) +
i
2
Ωqq′ r˜q′∂pχ +
1
4
Ωqq′Ωpp′ r˜q′ r˜p′χ
]
r˜=0
=
[
−∂q∂pχ + i2Ωpp′ (δqp′χ + r˜p′∂qχ)
]
r˜=0
= −∂q∂pχ|r˜=0 + i2Ωpq , (A4)
and exploiting property (A2) we find
∂q∂pχ =
(
idp − 12Vpp′ r˜p′
)
∂qχ + ∂q
[(
idp − 12Vpp′ r˜p′
)]
χ
=
(
idp − 12Vpp′ r˜p′
) (
idq − 12Vqq′ r˜q′
)
χ − 1
2
Vpp′δqp′χ
=
(
idp − 12Vpp′ r˜p′
) (
idq − 12Vqq′ r˜q′
)
χ − 1
2
Vpqχ . (A5)
Evaluating this last expression in r˜ = 0 we get
∂q∂pχ|r˜=0 = −dpdq − 12Vpq , (A6)
and plugging this into Eq. (A4) we finally obtain
tr(ρˆ{µ}RˆpRˆq) = dpdq +
1
2
(Vpq + iΩpq) . (A7)
7Cubic term: tr(ρˆ{µ}RˆlRˆpRˆq)
Applying property (A1) we write
tr(ρˆ{µ}RˆlRˆpRˆq) =
(
−i∂q − 12Ωqq′ r˜q′
) (
−i∂p − 12Ωpp′ r˜p′
) (
−i∂l − 12Ωll′ r˜l′
)
χ
∣∣∣∣∣
r˜=0
=
[
(−i)3∂q∂p∂lχ − (−i)
2
2
Ωll′∂q∂p(r˜l′χ) − i4Ωpp′Ωll′∂q(r˜p′ r˜l′χ)
− (−i)
2
2
Ωpp′∂q(r˜p′∂lχ) − (−i)
2
2
Ωqq′ r˜q′∂p∂qχ − i4Ωqq′Ωll′ r˜q′∂p(r˜l′χ)
− i
4
Ωqq′Ωpp′ r˜q′ r˜p′∂lχ − 18Ωqq′Ωpp′Ωll′ r˜q′ r˜p′ r˜l′χ
]
r˜=0
=
[
i∂q∂p∂lχ +
1
2
Ωll′∂q∂p(r˜l′χ) +
1
2
Ωpp′∂q(r˜p′∂lχ)
]
r˜=0
. (A8)
Making use of property (A2), the three terms above are readily found. When evaluated in r˜ = 0, they read
∂q∂p(r˜l′χ)|r˜=0 = idqδpl′ + idpδql′ ,
∂q(r˜p′∂lχ)|r˜=0 = idlδqp′ ,
∂q∂p∂lχ|r˜=0 = −idpdldq − i2
(
Vpldq + Vpqdl + Vlqdp
)
.
Hence we get (notice that V jk = Vk j as the covariance matrix is symmetric)
tr(ρˆ{µ}RˆlRˆpRˆq) = dpdldq +
1
2
[
(Vlp + iΩlp)dq + (Vpq + iΩpq)dl + (Vlq + iΩlq)dp
]
. (A9)
Quartic term: tr(ρˆ{µ}Rˆ jRˆkRˆpRˆq)
Considering that the linear term in r˜q gives no contribution when evaluated in r˜ = 0, we have
tr
(
ρˆ{µ}Rˆ jRˆkRˆpRˆq
)
= −i∂q
(
−i∂p − 12Ωpp′ r˜p′
) (
−i∂k − 12Ωkk′ r˜k′
) (
−i∂ j − 12Ω j j′ r˜ j′
)
χ
∣∣∣∣∣
r˜=0
= −i∂q
[
(−i)3∂p∂k∂ jχ − (−i)
2
2
Ω j j′∂p∂k(r˜ j′χ) − i4Ωkk′Ω j j′∂p(r˜k′ r˜ j′χ)
− (−i)
2
2
Ωkk′∂p(r˜k′∂ jχ) − (−i)
2
2
Ωpp′ r˜p′∂k∂ jχ − i4Ωpp′Ω j j′ r˜p′∂k(r˜ j′χ)
− i
4
Ωpp′Ωkk′ r˜p′ r˜k′∂ jχ − 18Ωpp′Ωkk′Ω j j′ r˜p′ r˜k′ r˜ j′χ
]
r˜=0
.
Notice that the last two terms do not contribute when evaluated in r˜ = 0, since they are of the second and third order in r˜ and,
when differentiated with respect to r˜q, they produce a linear and a quadratic term, respectively. We then get
tr(ρˆ{µ}Rˆ jRˆkRˆpRˆq) =
[
(−i)4∂q∂p∂k∂ jχ − (−i)
3
2
Ω j j′∂q∂p∂k(r˜ j′χ)
+
(−i)2
4
Ωkk′Ω j j′∂q∂p(r˜k′ r˜ j′χ) − (−i)
3
2
Ωkk′∂q∂p(r˜k′∂ jχ)
− (−i)
3
2
Ωpp′∂q(r˜p′∂k∂ jχ) +
(−i)2
4
Ωpp′Ω j j′∂q
(
r˜p′∂k(r˜ j′χ)
)]
r˜=0
. (A10)
8The six terms above, when evaluated in r˜ = 0, give
∂q∂p∂k(r˜ j′χ)|r˜=0 = δk j′∂q∂pχ|r=0 + δp j′∂q∂kχ|r=0 + δq j′∂p∂kχ|r=0 ,
∂q∂p(r˜k′ r˜ j′χ)|r˜=0 = δpk′δq j′ + δp j′δqk′ ,
∂q∂p(rk′∂ jχ)|r˜=0 = δpk′∂q∂ jχ|r=0 + δqk′∂p∂ jχ|r=0 ,
∂q(r˜p′∂k∂ jχ)|r˜=0 = δqp′∂k∂ jχ|r=0 ,
∂q
(
r˜p′∂k(r˜ j′χ)
)
|r˜=0 = δqp′δk j′ ,
∂q∂p∂k∂ jχ|r˜=0 = dkd jdqdp + 12
(
Vqpdkd j + Vk jdpdq + Vkqd jdp + V jqdkdp + Vkpd jdq + V jpdkdq
)
+
1
4
(
VkpV jq + V jpVkq + Vk jVqp
)
.
Plugging these expressions into Eq. (A10), we get
tr(ρˆ{µ}Rˆ jRˆkRˆpRˆq) = d jdkdpdq +
1
2
dpdqV jk +
1
2
dkdqV jp +
1
2
d jdqVkp +
1
2
dkdpV jq +
1
2
d jdpVkq +
1
2
d jdkVpq
+
i
2
{
Ω jk
(
dpdq +
Vpq
2
)
+ Ω jp
(
dkdq +
Vkq
2
)
+ Ωkp
(
d jdq +
V jq
2
)
+Ω jq
(
dkdp +
Vkp
2
)
+ Ωkq
(
d jdp +
V jp
2
)
+ Ωpq
(
d jdk +
V jk
2
)}
−1
4
(
Ω jqΩkp + Ω jpΩkq + Ω jkΩpq
)
+
1
4
(V jqVkp + V jpVkq + V jkVpq) . (A11)
Before moving to the last part of the proof, we recall that the expectation value of the SLD operator is zero. This is easy to
check:
〈Lˆζ〉 = tr
(
ρˆ{µ}Lˆζ
)
= L(0)ζ tr(ρˆ{µ}) + L
(1)
ζ mtr(ρˆ{µ}Rˆm) + L
(2)
ζ jktr(ρˆ{µ}Rˆ jRˆk) =
= L(0)ζ + L
(1)
ζ mdm + L
(2)
ζ jk
(
d jdk +
1
2
(V jk + iΩ jk)
)
,
which in vectorial form reads
〈Lˆζ〉 = L(0)ζ + L(1)Tζ d + dTL(2)ζ d +
1
2
tr(L(2)ζ V) +
i
2
tr(L(2)ζ Ω) . (A12)
When substituting the definition of L(0)ζ from Eq. (17) into Eq. (A12), we are left with a term proportional to tr(L
(2)
ζ Ω), which
vanishes because L(2)ζ is symmetric while Ω is skew-symmetric.
Expressions for tr
(
ρˆ{µ}LˆηLˆζ
)
, Fηζ , Jηζ
We have that
tr
(
ρˆ{µ}LˆηLˆζ
)
= L(0)η L
(0)
ζ + L
(0)
η L
(1)
ζ mtr(ρˆ{µ}Rˆm) + L
(0)
η L
(2)
ζ pqtr(ρˆ{µ}RˆpRˆq)
+L(1)
η l L
(0)
ζ tr(ρˆ{µ}Rˆl) + L
(1)
η l L
(1)
ζ mtr(ρˆ{µ}RˆlRˆm) + L
(1)
η l L
(2)
ζ pqtr(ρˆ{µ}RˆlRˆpRˆq)
+L(2)
η jkL
(0)
ζ tr(ρˆ{µ}Rˆ jRˆk) + L
(2)
η jkL
(1)
ζ mtr(ρˆ{µ}Rˆ jRˆkRˆm) + L
(2)
η jkL
(2)
ζ pqtr(ρˆ{µ}Rˆ jRˆkRˆpRˆq) ,
9and exploiting the results of the previous sections we get
tr
(
ρˆ{µ}LˆηLˆζ
)
= L(0)η L
(0)
ζ + L
(0)
η L
(1)
ζ mdm + L
(0)
η L
(2)
ζ pq
(
dpdq +
1
2
(Vpq + iΩpq)
)
+ L(1)
η l L
(0)
ζ dl + L
(1)
η l L
(1)
ζ m
(
dldm +
1
2
(Vlm + iΩlm)
)
+L(1)
η l L
(2)
ζ pq
(
dpdldq + (Vlp + iΩlp)
dq
2
+ (Vpq + iΩpq)
dl
2
+ (Vlq + iΩlq)
dp
2
)
+ L(2)
η jkL
(0)
ζ
(
d jdk +
1
2
(V jk + iΩ jk)
)
+L(2)
η jkL
(1)
ζ m
(
d jdkdm + (V jk + iΩ jk)
dm
2
+ Vkm + iΩkm)
d j
2
+ (V j + iΩ jm)
dk
2
)
+L(2)
η jkL
(2)
ζ pq
{
d jdkdpdq +
1
2
dpdqV jk +
1
2
dkdqV jp +
1
2
d jdqVkp
+
1
2
dkdpV jq +
1
2
d jdpVkq +
1
2
d jdkVpq +
1
4
V jqVkp +
1
4
V jpVkq +
1
4
V jkVpq
+
1
2
i
[
Ω jk
(
dpdq +
Vpq
2
)
+ Ω jp
(
dkdq +
Vkq
2
)
+ Ωkp
(
d jdq +
V jq
2
)
+ Ω jq
(
dkdp +
Vkp
2
)
+Ωkq
(
d jdp +
V jp
2
)
+ Ωpq
(
d jdk +
V jk
2
)]
− 1
4
(
Ω jqΩkp + Ω jpΩkq + Ω jkΩpq
)}
=
1
2
dkV jmL
(2)
η jkL
(1)
ζ m +
1
2
d jL
(2)
η jkVkmL
(1)
ζ m +
1
2
idkΩ jmL
(2)
η jkL
(1)
ζ m +
1
2
id jL
(2)
η jkΩkmL
(1)
ζ m
+
1
2
dkdqV jpL
(2)
η jkL
(2)
ζ pq +
1
2
d jdqL
(2)
η jkVkpL
(2)
ζ pq +
1
2
dkdpV jqL
(2)
η jkL
(2)
ζ pq +
1
2
d jdpL
(2)
η jkVkqL
(2)
ζ pq
+
1
2
idkdqΩ jpL
(2)
η jkL
(2)
ζ pq +
1
2
idkdpΩ jqL
(2)
η jkL
(2)
ζ pq +
1
2
id jdqL
(2)
η jkΩkpL
(2)
ζ pq +
1
2
id jdpL
(2)
η jkΩkqL
(2)
ζ pq
+
1
2
dqL
(1)
η l VlpL
(2)
ζ pq +
1
2
dpL
(1)
η l VlqL
(2)
ζ pq +
1
2
idqL
(1)
η l ΩlpL
(2)
ζ pq +
1
2
idpL
(1)
η l ΩlqL
(2)
ζ pq
+
1
4
iΩ jpL
(2)
η jkVkqL
(2)
ζ pq +
1
4
iΩ jqL
(2)
η jkVkpL
(2)
ζ pq +
1
4
iV jqL
(2)
η jkΩkpL
(2)
ζ pq +
1
4
iV jpL
(2)
η jkΩkqL
(2)
ζ pq
+
1
4
V jqL
(2)
η jkVkpL
(2)
ζ pq +
1
4
V jpL
(2)
η jkVkqL
(2)
ζ pq −
1
4
Ω jqL
(2)
η jkΩkpL
(2)
ζ pq −
1
4
Ω jpL
(2)
η jkΩkqL
(2)
ζ pq
+
1
2
L(1)
η l VlmL
(1)
ζ m +
1
2
iL(1)
η l ΩlmL
(1)
ζ m , (A13)
where to obtain the last equality we used the trick of subtracting 〈Lˆζ〉〈Lˆη〉 = 0.
In vectorial form, Eq. (A13) becomes
tr
(
ρˆ{µ}LˆηLˆζ
)
= dTL(2)η VL
(1)
ζ + id
TL(2)η ΩL
(1)
ζ + 2d
TL(2)η VL
(2)
ζ d + 2id
TL(2)η ΩLζd + d
TL(2)ζ VL
(1)
η + iL
(1)T
η ΩL
(2)
ζ d
+2itr
(
ΩL(2)ζ VL
(2)
η
)
+
1
2
tr
(
VL(2)ζ VL
(2)
η
)
+
1
2
tr
(
ΩL(2)ζ ΩL
(2)
η
)
+
1
2
L(1)η VL
(1)
ζ +
i
2
L(1)Tη ΩL
(1)
ζ . (A14)
Now, since for any two hermitian operators Aˆ and Bˆ it holds that 2tr
(
ρˆ{µ}AˆBˆ
)
= tr
(
ρˆ{µ}{Aˆ, Bˆ}+
)
+ tr
(
ρˆ{µ}[Aˆ, Bˆ]
)
, we find
Re
{
tr
(
ρˆ{µ}LˆηLˆζ
)}
=
1
2
tr
(
ρˆ{µ}{Lˆη, Lˆζ}+
)
= Fηζ = Fζη , (A15)
Im
{
tr
(
ρˆ{µ}LˆηLˆζ
)}
=
1
2i
tr
(
ρˆ{µ}[Lˆη, Lˆζ]
)
= Jηζ = −Jζη . (A16)
Using the cyclic property of the trace and the identity ∂ζV = VL
(2)
ζ V + ΩL
(2)
ζ Ω [32], we have that
1
2
tr
(
VL(2)ζ VL
(2)
η
)
+
1
2
tr
(
ΩL(2)ζ ΩL
(2)
η
)
= tr
(
∂ζVL(2)η
)
= tr
(
∂ηVL
(2)
ζ
)
, (A17)
therefore, for Eq. (A15), we can write
Re
{
tr
(
ρˆ{µ}LˆηLˆζ
)}
= dTL(2)η VL
(1)
ζ + 2d
TL(2)η VL
(2)
ζ d + d
TL(2)ζ VL
(1)
η +
1
2
tr(∂ζVL(2)η ) +
1
2
L(1)η VL
(1)
ζ . (A18)
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Finally substituting in the expression for L(1) given by Eq. (18), and adopting in what follows the shorthand notation dζ ≡ ∂ζd,
we get
Re
{
tr
(
ρˆ{µ}LˆηLˆζ
)}
= 2dTL(2)η dζ − 2dTL(2)η VL(2)ζ d + 2dTL(2)η VL(2)ζ d + 2dTL(2)ζ dη − 2dTL(2)ζ VL(2)η d +
1
2
tr(∂ζVL(2)η )
+2dTηV
−1dζ − 2dTηL(2)ζ d − 2dTL(2)η dζ + 2dTL(2)η VL(2)ζ d
=
1
2
tr(∂ζVL(2)η ) + 2d
T
ηV
−1dζ
= Fηζ . (A19)
Similarly, for Eq. (A16) we have
Im
{
tr
(
ρˆ{µ}LˆηLˆζ
)}
= dTL(2)η ΩL
(1)
ζ + 2d
TL(2)η ΩL
(2)
ζ d + L
(1)T
η ΩL
(2)
ζ d + 2tr
(
ΩL(2)ζ VL
(2)
η
)
+
1
2
L(1)Tη ΩL
(1)
ζ
= 2dTL(2)η ΩV
−1dζ − 2dTL(2)η ΩV−1dζ + 2L(2)η ΩL(2)ζ d + 2dTηV−1ΩL(2)ζ d − 2dTL(2)η ΩL(2)ζ d
+2tr
(
ΩL(2)ζ VL
(2)
η
)
+ 2dTηV
−1ΩV−1dζ − 2dTηV−1ΩL(2)ζ d − 2dTL(2)η ΩV−1dζ + 2dTL(2)η ΩL(2)ζ d
= 2tr
(
ΩL(2)ζ VL
(2)
η
)
+ 2dTηV
−1ΩV−1dζ
= Jηζ . (A20)
In conclusion, to summarize, we have shown that
tr
(
ρˆ{µ}LˆηLˆζ
)
= Fηζ + iJηζ , (A21)
with
Fηζ = 12 tr(∂ζVL
(2)
η ) + 2d
T
ηV
−1dζ , (A22)
Jηζ = 2tr
(
ΩL(2)ζ VL
(2)
η
)
+ 2dTηV
−1ΩV−1dζ . (A23)
This completes the proof of Theorem 1.
Appendix B: Additional details on the estimation problem of Figure 1
For completeness, here we include the analytical expression of the QFI matrix for estimating the three parameters {φ, x, y} as
described in Fig. 1, using an input TMDSS ρˆ0 of the form given by Eq. (22), with r ≥ 0, Re [α] = Re [β] = 0, and Im [α] = Im [β].
The QFI matrix for the considered problem takes the form:
F =
 Fφφ Fφx FφyFφx Fxx FxyFφy Fxy Fyy
 , (B1)
where, using Eq. (20), we have:
Fφφ = 2|α|
2x
[
x sinh(2r) + x cosh(2r) + y
]
2xy cosh(2r) + x2 + y2
,
Fxx = 12x2

(
x2 − y2 + 1
)2
2xy cosh(2r) + x2 + y2 − 1 −
[
(x − y)2 + 1
] [
(x + y)2 + 1
]
2xy cosh(2r) + x2 + y2 + 1
+
4|α|2x
x + y
+ 2
 + 2|α|
2
(
e2r − 1
)
(x + y)
(
e2ry + x
) ,
Fyy =
2
[
x2 cosh(4r) + 2xy cosh(2r) + y2 + 1
]
2xy
[
2 cosh(2r)
(
x2 + y2
)
+ xy cosh(4r)
]
+ x4 + 4x2y2 + y4 − 1 ,
Fφx = 0 ,
Fφy = 0 ,
Fxy =
2
(
x2 + y2 + 1
)
cosh(2r) + 4xy
2xy
[
2 cosh(2r)
(
x2 + y2
)
+ xy cosh(4r)
]
+ x4 + 4x2y2 + y4 − 1 .
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In the high input energy limit, n¯ = sinh2(r) + |α|2  0, the QFI matrix (B1) can be approximated as
F ≈

2pxn¯
y + cφ 0 0
0 2pn¯xy + cx O(n¯
−1)
0 O(n¯−1) 1y2
 , (B2)
where cφ and cx are some constants. From this we see that the nonzero off-diagonal term scales as Fxy ∼ n¯−1, thus vanishing in
the limit n¯  0, in which case the compatibility condition (iii) is asymptotically fulfilled, as stated in Sec. IV. We also see that
the variances on estimating φ and x scale as the standard quantum limit, {F −1φφ ,F −1xx } ∼ n¯−1, while the variance on estimating the
added noise y tends to a constant depending on the parameter itself, F −1yy ∼ y2.
1. Optimizing the input state for each parameter independently in individual estimation
FIG. 3. (Color online) Comparing optimizing the input state for each parameter independently (“ind, ind”), to optimizing for the combined
error (“ind,com”), as in Fig. 2. Left column: Analysis at low energy, n¯ = 0.005. Right column: Analysis at higher energy, n¯ = 5. Top: Optimal
proportion of input energy to put in the displacement, popt, comparing individual estimations of each parameter. The unmeshed (green online)
plane marks popt = 1/2, above which more energy should be used for displacement than squeezing. Bottom: Minimal achievable error ∆opt for
the introduced independent estimation, in comparison with the two strategies discussed in Sec. IV. All the presented results are independent of
the value of the unknown phase φ. All the quantities plotted are dimensionless.
The analysis of the metrological scheme in Fig. 1 provided in Sec. IV compares the strategies of estimating each parameter
individually and estimating them simultaneously. For simplicity of presentation, the analysis of individual estimation presented
in Sec. IV in fact optimizes the minimal total combined (“com”) variance associated with the estimation of the three parameters
over the family of input states i.e.,
∆indopt ≡ ∆ind,comopt = min
ρˆ0
∑
η∈{µ}
F −1ηη (B3)
Realistically, one may expect that in such an estimation procedure, as each parameter is estimated in an independent experiment,
a different optimal input state could be determined for each parameter and used in each corresponding experiment. This would
in principle lead to a smaller total variance, resulting from the sum of the minimal variances optimized independently (“ind”)
for each parameter, thus altering our optimization to the following:
∆
ind,ind
opt =
∑
η∈{µ}
∆
η
opt =
∑
η∈{µ}
min
ρˆ0
F −1ηη (B4)
We present here the results of this independent optimization, finding that a slight improvement in the ensuing individual esti-
mation strategy is obtained but the conceptual conclusions reached in Sec. IV, including the qualitative comparison with the
simultaneous estimation strategy, remain unchanged.
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As stated in Sec. IV, the compatibility condition (i) depends only on the displacement of the initial state and may be written
as |α|2 = |β|2. In Sec. IV, it is also found that the minimum combined variance ∆ind,comopt , as defined in Eq. (B3), is achieved
with states that have Re [α] = Re
[
β
]
= 0 and Im [α] = Im
[
β
]
. We find that these same conditions minimize each independent
variance ∆η, so that also the quantity ∆ind,indopt defined in Eq. (B4) is minimized and the compatibility condition remains obeyed.
The proportion of the energy popt to dedicate to the displacement of the initial state (as opposed to squeezing the state) for
minimizing the combined error is discussed in Sec. IV and shown in Fig. 2 (Top). This quantity changes when considering the
errors optimized for each parameter independently, as shown in Fig. 3 (Top). We find that to estimate φ one should always have
all energy in the displacement. For estimating x, there exists a boundary in the parameter space, either side of which all energy
should go to displacement or all energy should go to squeezing. As the total energy is increased, this boundary shifts as more of
the parameter space favours squeezed probes over displaced probes. At low energy, to estimate y, all energy should be dedicated
to displacement, while as the energy is increased the ratio popt varies but never drops below 1/2, so more energy should always
be dedicated to displacement than squeezing.
This shows a difference from minimizing the combined error. In Fig. 3 (Bottom), we explore the effect this has on the total
minimum error. We find that, as ∆φopt dominates, ∆
ind,ind
opt is only slightly smaller than ∆
ind,com
opt , therefore the refinement of the
individual estimation scheme investigated here has de facto very little effect on the total error and the behaviour it displays. We
therefore conclude that using ∆indopt ≡ ∆ind,comopt is adequate for discussing the qualities of the individual estimation scheme in the
analyzed example, as is done in Sec. IV.
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