Introduction
In today's world, various industries and economic sectors are changing as a result of the digital transformation, which is part of fourth industrial revolution called "Industry 4.0" (Slusarczyk, 2018; Qin et al., 2016) . The shift from simple digitisation of the previous industrial revolution is going to force companies across the supply chain to re-examine the way they do pages: [106] [107] [108] [109] [110] [111] [112] [113] [114] [115] [116] [117] [118] Engineering Management in Production and Services business. The concept of Industry 4.0 was introduced by the German government in 2011 in the context of its hi-tech strategy aimed at the industrial sector and was quickly adopted all around the world. Industry 4.0 is closely linked to the Internet of Things (IoT) and represents the ability of industrial components to communicate with each other (Roblek et al., 2016; Piccarozzi et al., 2018) . However, Industry 4.0 does not relate only to the digitalisation of the industrial sector but considers the entire value-added chain, including sub-systems like, for example, research and development, retailers, suppliers, customers etc. The main idea of the Industry 4.0 concept is aimed at preserving the competitiveness in the light of increasingly more demanding customers. Several concepts and technologies are available for the fulfilment of the main objective of Industry 4.0. Firstly, the literature specifies three types of integration: horizontal, vertical and end-to-end integration. Vertical integration considers processes within an organisation, while horizontal integration emphasises cross-organisational processes within a value chain (Sony, 2018) . End-to-end integration assumes the involvement of the product itself within both the horizontal and vertical integrations (Wang et al., 2016) . Secondly, the particular integrations are joined by concepts of smart factories, smart product, new business models and new customer services (Qin et al., 2016) . Thirdly, there are several leading technological solutions with a major impact on production and services: CyberPhysical Systems (CPS), big data analytics, cloud computing, autonomous machines, simulations, augmented reality, IoT etc. (Pan et al., 2015; Kolberg & Zühlke, 2015) , where the use of all of such technologies leads towards further digitisation and computerisation of production, service and market processes. Thus, in the future of manufacturing, the particular sub-systems of a value-added chain will be connected into an intelligent network with the use of CPS to relate physical and virtual spaces. This paradigm shift means that an information system manages an intelligent network while considering physical factors to allow independent process management, which represents a fundamentally new aspect of the production process leading towards reshaping of production, consumption, transportation and delivery systems (Rodič, 2017) . As it is obvious from the literature regarding the Industry 4.0, there will be significant requirements for the management of business processes across the entire value-added chain.
Thus, the subject of this study is big data analytics and simulations, or, to be more precise, process mining and agent-based modelling and simulation (ABS) because of their potential to enhance process management of the network of sub-systems within the Industry 4.0 concept. The further digitisation and computerisation of business processes within the Industry 4.0 mean that less common approaches within the business practice, like ABS, are becoming trendy, and it is expected that in the near future, they will become common in many areas of business. One of the conditions of successful ABS employment is the ability to automatically produce appropriate process models that can be exploited by ABS. The idea is supported by other requirements for Industry 4.0, such as self-organisation, self-adaptation, reconfigurability, self-awareness etc. (Pisching et al., 2018; Dinardo et al., 2018; Wan et al., 2017) . They will be part of the process management of an intelligent network of a value chain. And the automated discovery of process models will be necessary not only with regards to the use of ABS within Industry 4.0 but also within the Industry 4.0 concept in general. Thus, the objective of this research paper is to benchmark the automated process discovery techniques on the realistic simulation models of supply-chain elements. The design of supply chain and operations play a significant role in the success or failure of a company (Kozma, 2017) . As it is crucial for a simulation model to work with the most precise model possible to ensure that the following analysis brings the best outputs in terms of enhancement, the prediction and understanding of the investigated system were based on the data produced by the system. If the business processes are poorly designed or contain errors, then customer needs are not fully satisfied due to the insufficient performance of the process. Similarly, if, using the simulation modelling at both operational and strategic level, the decision-making process is based on unprecise process models, the impacts will be equivalently bad.
Simulation modelling is used for the representation of real or imagined systems or processes for the purpose of its analysis and understanding. Today, the use of simulation modelling is well established in science, engineering etc. (Abar et al., 2017) . It is used for prediction, performance analysis, process discovery, etc. In business practice, modelling is used mainly as a tool for operational and strategic management and decision making in many of its areas like marketing, management, logistics, scheduling, etc. Simulation modelling is powerful because it allows investigating the influence of random variables on a dynamic system using both quantitative and qualitative views Engineering Management in Production and Services (Doomun & Jungun, 2008; Hlupić & Vukšić, 2004) . There are many approaches to simulation modelling, such as analytical modelling, based mostly on mathematical theories (Gries et al., 2016) , system dynamics (Macal, 2010; Borshchev & Filippov, 2004) , discrete event simulation (Siebers et al., 2010; Chan, Son & Macal, 2010) . However, ABS is becoming increasingly more popular for several reasons. Firstly, it offers a broad scope of analysis in terms of levels of the used abstraction of complex modelled systems, thus allowing the analysis of much greater detail than is possible using other paradigms. Active elements of the system are represented by software agents with defined behavioural patterns replicating the complexity of the system (Kelly et al., 2013; North & Macal, 2008) . Secondly, evidence is available showing that ABS work well with the most crucial technologies and concepts of Industry 4.0, be it IoT or smart products (Savaglio et al., 2017) , smart manufacturing (Bannat et al., 2011) , vertical integration (Hsieh, 2015) , CPS (Leitao et al., 2016) , autonomy and related self-organisation, self-awareness, machine-human and machine-machine interaction etc., (Boes & Migeon, 2017; Pomarlan & Bateman, 2018; Claes et al., 2017) .
Several research papers attempt to evaluate the performance of automated process discovery techniques, for example, Augusto et al. (2018) and Weerdt et al. (2012) . This paper is organised as follow: the following section presents a literature review of process mining techniques with a focus on the automated process discovery. The third section details the methodology of the research. The fourth section comments on the results of the benchmarking of the chosen process discovery techniques. Finally, the results are summarised and discussed.
Process mining
Process mining is a group of techniques combining the data-based point of view of data science with the process-oriented one. Process mining is related to the general domain of knowledge discovery in databases (KDD) as it has a similar approach to the analysis of large repositories of data and learning from them. Similarly to KDD, within the process mining domain, researchers developed numerous quantitative techniques and approaches to allow examining the execution of traces of business activities from the process-oriented perspective. In that sense, the focus of process mining is on processes and makes the distinction between process mining and KDD or business intelligence (BI) tools, eminent as the BI tools, focus primarily on key performance indicators (KPIs) and, thus, lack the ability to provide insight into the root causes of process inefficiency and erroneousness (Weerdt et al., 2012) . Process mining can be defined as a group of techniques that search for hidden information and patterns in the data allowing for the performance analysis of the actual processes based on data produced by processes itself (Aalst, 2016; . This data is stored by information systems supporting such processes and recording execution events of processes, such as the start of the case, the execution of the task within a case, and others. There are various properties of an event that can be tracked and recorded, such as timestamps, costs, prices etc. The sequence of all events related to a particular case is called a trace, and the collection of such records is referred to as an event log. Thus, an event log has to carry certain minimal information to be applicable for a process mining analysis. Firstly, it has to distinguish between particular process instance or cases. Secondly, events within cases have to be ordered and, lastly, there has to be a function that assigns actions to events within the log (Aalst, 2015). As there are information and communication technologies in the background of the main driving forces of Industry 4.0, there will be a considerable amount of event logs produced by information systems supporting the processes of Industry 4.0, such as CPS, enterprise information systems, enterprise resource planning systems etc.
As of now, there are five significant areas of research within the process mining domain. The automated process discovery focuses on building process models from real data using various algorithms and approaches (Aalst, 2016). Next, conformance is checked using the evaluation and comparison of process models and event logs based on different criteria to identify commonalities and discrepancies between behaviour of process models, process model and event log or event logs Aalst, 2005) . The enhancement of the process means the extension or improvement of an existing process model using the information about an actual process in some event log (Aalst, 2016). Further, operational support focuses on particular processes online and in real time. This means that operational support not only uses post-mortem data but also pre-mortem data from unfinished process instances (Aalst et al.,
Engineering Management in Production and Services 2011). Lastly, there is deviance mining, which is a group of techniques used to analyse deviances of different variants of processes (Nguyen et al., 2016) . The process mining techniques are briefly introduced for the sake of completeness, and the focus of the rest of this section is on automated process discovery techniques.
Automated process discovery
Throughout the process mining literature, out of the previously mentioned areas, the automated process discovery is the most widely researched. As input, automated process discovery techniques take an event log containing the information about the behaviour of the analysed process, and then produce a process model representing control-flow containing relations between tasks observed or implied in the event log (Aalst, Weijters & Maruster, 2004) . However, for discovered process models to be useful, they have to find an appropriate balance between several properties (Aalst, 2016; , such as fitness, precision, generalisation and simplicity. The fitness quality dimension describes the fraction of the behaviour in the event log that can be replayed by the process model, essentially meaning that the discovery method generates traces that are present in the log or are similar to a trace in the log. On the other hand, the precision quality dimension estimates the behaviour unseen in the event log but allowed by the process model, essentially meaning that the discovered model should not generate traces that are too different from the behaviour seen in the log. The generalisation quality dimension is indicated if the event log is not overfitting the behaviour present in the event log as the event log itself may contain only partial behaviour of the analysed system, essentially meaning that the discovery method generates traces not seen in the model which have similar behaviour to the traces seen in the event log. Finally, the simplicity quality dimension states that the discovered process model should be as simple as possible. As criteria go against each other, it is necessary to find the appropriate balance between them; however, this is not an easy task, especially considering real-life event logs. Thus, according to Augusto et al. (2018) , there are two major problems which occur during the application of automated process discovery methods on real-life event logs: 1) the discovery method produces large spaghetti-like models (Fig. 1) , which are incomprehensible, unstructured and very hard to analyse and work with (Aalst, 2016; ; and 2) they produce models with unsatisfactory quality dimensions, be it poor fit of the log or ever-generalised model.
According to Tiwari, Turner & Majeed (2008) , pioneering work in the area of the automated process discovery and process mining discipline, in general, was done by Agrawal, Gunopulos & Leymann (1998) and Cook & Wolf (1998) and their foundational approaches. Agrawal, Gunpulos & Leymann (1998) focused on mining models from workflow systems with the main focus on the appropriate ordering of activities and the successful termination of the process. Cook & Wolf (1998) described the application of Markov method within the process mining domain in addition to RNet and Ktail methods and evaluated the three proposed approaches to the automated process discovery: algorithmic, statistical and probabilistic. As was predicted by Cook & Wolf (1998) , the most popular approach to the automated process discovery will be the algorithmic approach. This prediction turns out to be true and algorithmic approach to the automated process discovery is by far the most popular approach among researchers of the field (Tiwari, Turner & Majeed, 2008; Augusto et al., 2018) .
One of the most influential techniques of the automated process discovery was introduced by Aalst, Weijters & Maruster (2003) and called α-algorithm. In their work, Aalst, Weijters & Maruster proved that α-algorithm is capable of discovering structured workflow-nets, which are an important class of Petri nets in the area of business processes, from complete event logs, assuming that they do not contain any noise. However, the original α-algorithm had several shortcomings in the form of short loops, invisible, duplicate or implicit tasks and non-freechoice constructs (Medeiros, Aalst & Weijters, 2003) . Thus, the α-algorithm was extended several times. Firstly, Medeiros et al. (2005) introduced so-called α+-algorithm, so it was able to deal with short loops using the pre-processing of patterns specific to short loops. Next, Wen et al. (2007) and Wen, Wang & Sun (2006) introduced α++-algorithm that was able to detect non-free-choice constructs by considering a new relation called the implicit dependency. Wen et al. (2010) introduced α#-algorithm, capable of mining invisible tasks by considering the relation called the mendacious dependency. The latest version of an α-algorithm, so-called α$-algorithm was introduced by Guo et al. (2015) . The algorithm uses improved mendacious and implicit dependency relations, and besides invisible and non-free-choice constructs, it is also able to mine invisible tasks in non-free-choice constructs.
HeuristicsMiner is another influential approach to the automated process discovery, which was introduced by Weijters, Aalst & Medeiros (2006) . HeuristicsMiner was introduced to deal with noise and incompletion of event logs, where noise means events recorded in the log that are not supposed to be there and that do not represent the behaviour of the analysed process. On the other hand, an incomplete event log means missing data. It is an extension of α-algorithm in a sense that it considers frequencies, by which activity relationships occur (Aalst, Weijters & Medeiros, 2003) in the event log. In addition to robustness of an event log, HeuristicsMiner is also capable of dealing with short loops and non-local dependencies. Broucke & Weerdt (2017) introduced the discovery technique Fodina that is based on HeuristicsMiner and which handles the noise in the log and discover duplicate activities. Flexible Heuristics Miner (Weijters & Ribeiro, 2011 ) is yet another discovery technique based on HeristicsMiner. Similarly to previous techniques, Flexible Heuristics Miner can also deal well with noise in event logs.
In a series of papers, Leemans et al. (2013a, b; introduced the so-called inductive mining. Later versions focused on infrequency and incompleteness. Inductive mining produces process models in the form of process trees. The advantage of inductive mining is that it does provide guarantees in terms of soundness and re-discoverability of discovered process models. Leemans, Fahland & Aalst (2015; introduced the framework based on inductive mining that adds the advantage of scalability, while still guaranteeing the soundness and re-discoverability. Evolutionary Tree Miner introduced by belongs to the group of genetic algorithms and extracts process models from event logs in the form of a process tree.
Split Miner proposed by is a technique with consistently high and balanced fitness, precision and generalisation that guarantees the deadlock-freedom for cyclic process models and the soundness for the acyclic. It merges an innovative approach to filter the directly-follows graph induced by an event log, with an approach to identify combinations of split gateways that accurately capture the concurrency, conflict and causal relations between neighbours in the directly-follows graph. Günther & Aalst (2007) introduced Fuzzy Miner to tackle with unstructured processes. Fuzzy Miner is an adaptive simplification and visualisation technique based on significance and correlation measures to visualise the behaviour in event logs at various levels of abstraction (Weerdt et al., 2012) . Previously mentioned algorithms use Petri nets as a representation of discovered process models. However, the discovered fuzzy model cannot be translated to the Petri net, which is a severe disadvantage to the Fuzzy Miner approach as it limits the comparability of Fuzzy Miner to other techniques. The same problem is characteristic of many more techniques.
Applying the genetic algorithm to process discovery, Medeiros, Weijters & Aalst (2007) 
introduced
Engineering Management in Production and Services the so-called genetic process mining. An effort of the genetic process mining was to overcome problems related to non-free-choice constructs, and furthermore, invisible and duplicate task. Previously mentioned discovery techniques are limited by a local search, which is causing problems in discovering non-free-choice constructs or invisible and duplicate task. Thus, the global approach of genetic process mining comes into play, enabling the discovery of non-local behaviour (Weerdt et al., 2012) . The advantage of the genetic process mining is that while most of other process discovery techniques focus only on one or two quality dimensions at the same time , the genetic process mining can address all four quality dimensions. (2004) introduced the multi-phase process mining to mine instances of processes that can be later translated into other models, such as Petri nets of Event-driven Process Chains (EPCs). Correspondingly to techniques based on the theory of regions, the multi-phase process mining addresses the assumption of completeness of the log. The divide and conquer framework (Verbeek, Aalst & Munoz-Gama; , Verbeek & Aalst, 2015 decomposes the process model discovery into smaller parts working with discovery techniques, and in this study, with ILP.
Methodology
The methodology section is divided into the following subsections: the first subsection describes the procedure of the acquisition of event logs from hybrid simulation models in AnyLogic framework. The second subsection describes business processes captured in a simulation model. The third subsection describes automated process discovery techniques used to benchmark and the use of metrics.
Procedure of the acquisition of event logs
To evaluate different automated process discovery techniques and assess their performance with ABS, a hybrid simulation was chosen from the AnyLogic framework (2019), based on which synthetic event logs were generated by replaying the process model. Hybrid simulation means that the simulation model consists of two or more approaches, meaning that the simulation model combines characteristics of two approaches, for example, ABS and discrete-event simulation, which was also used for the purpose of this study. The AnyLogic framework does not directly produce event logs needed for the process mining analysis. Thus, first, it is necessary to acquire such event logs. For this purpose, the BPMN 2.0 notation and the business process simulator (BIMP, 2019) were used. First, based on flowcharts and statecharts of business processes contained in the chosen hybrid simulation, models were transformed into BPMN process models. Then, the BPMN process models were simulated using the BIMP software that can produce an event log in the form of an MXML file. The BPMN notation is expressive enough to reproduce the control flow of a hybrid simulation model without any sacrifices (Fig. 2) .
Furthermore, as stated in the Introduction section, the main advantages of ABS are the autonomy of agents, the complexity of the models etc. The autonomy of agents allows them to make decisions and, thus, determine the control-flow in particular process instances through such decisions. However, automated process discovery techniques are mainly focused on relations between occurring events and their sequence, and not necessarily on the reasons why the behaviour occurred. Thus, by expressing the behaviour of the modelled system using the BPMN notation, all the information relevant to automated process discovery techniques is preserved. While simulating the BPMN model in the business process simulator BIMP to acquire an event log, each event has to have a timestamp, so it can be ordered within the trace and, thus, processing times and arrival distributions of process tasks have to be defined for the purpose of generating an event log in the BIMP simulator. Where possible, parameters were used from the hybrid simulation model; otherwise, they were made artificially. However, it is necessary to keep in mind Engineering Management in Production and Services that this does not pose a problem to the validity of the event log because the interest is not in the performance of the process itself and, thus, particular timestamps, but rather in the control flow of the process.
Description of a simulation model
A simulation model simulates the logistic process in a small job shop. Specifically, it is a logistics process describing the import of raw material, its storage, transformation into a product and its export. The overall process of the job shop simulation is as follows: the raw material is delivered to the receiving dock, where it is placed into storage until the processing occurs at the machine. Finished products are palletised and then moved to storage at s shipping dock until the completed pallets can be loaded on a truck.
The BPMN process model of the hybrid simulation is provided in Fig. 3 and is as follows: the start event in the business model is represented by the arrival of a truck with raw material. When the truck arrives at the docks, the system checks if the forklift is available. In the case that a forklift is available, it is assigned, pallets are unloaded from the truck and simultaneously assigned. In another case, the system automatically checks for an available forklift again until the forklift is assigned. After the pallets are unloaded, they are transferred into docks and stored. When the time comes, the pallets are assigned to particular machines for processing and transported to the assigned machines. This job used the second group of forklifts. Once the pallets are transferred to the machines, the raw material is processed. After the processing, the finished products are collected and put into storage. This processing part of the logistics process lies inside the big XOR gate. When the time comes, the system schedules a truck and finished products are prepared for export. When the truck arrives, the finished products are loaded, and the process ends when the loaded truck leaves. Fig. 4 basically represents the same model, but with 4 added Fig. 4 ) and one additional input of raw material (blue rectangles in Fig. 4 ) per each work line as parallel work lines are common in manufacturing. Finally, particular products made in the job shop were chosen as the case identifier for the simulation. The idea behind the case identifier being equal to a particular manufactured product is based on one of the pillars of Industry 4.0, where the product and even material are equipped with chips and thus, trackable in the cyber-physical environment.
Tab. 1. Selected automated process discovery techniques

Automated process discovery technique Related studies
Structure HeuristicsMiner (sHM6) Augusto et al. (2018) Split Miner (SM) Inductive Miner (IM) Leemans et al. (2014) Fodina (FO) Broucke and Weerdt (2017) α$ Guo et al. (2015) 
Automated process discovery techniques and metrics
The focus regarding the evaluation of automated process discovery techniques is mainly on two previously mentioned quality dimensions: fitness and precision. Simply put, fitness measures the ability of the model to reproduce behaviour contained in the log. The range of the fitness function is the interval [0, 1] , where the value of fitness equal to 1 means that the process model can replay every trace in the event log. Precision, on the other hand, measures the ability of a model to generate the behaviour present in the event log. Similarly to fitness, the range of the precision function is the interval [0, 1] , where the value of precision equal to 1 means that any trace produced by the process model is found in the event log. Both quality dimensions can be combined into one index called the F-score, which is the harmonic mean of the two measures. For the purpose of this study, Markovian fitness and precision are used (Augusto et al., 2019) .
It is necessary that the used modelling language has executable semantics so the quality dimension of 
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Tab. 2. Fitness and precision values for the process model depicted in Fig. 3 -100 
Results
Tables 2-5 show benchmark results of BPMN process models depicted in Figs. 3-4 . The evaluations were performed using the predefined parameters for particular process discovery techniques recommended by the developers of software packages. No same evaluations with optimised setting parameters of process discovery algorithms were done due to Engineering Management in Production and Services high demands on computing performance. Across all scenarios, discovered process models were sound and structured. According to Tables 2 and 3 , all the process discovery algorithms perform well regarding the fitness quality measure with respect to the process model in Fig. 3 . The exception is the Fodina discovery technique (FO), which performs relatively poorly in the simulation when the event log contains only 100 cases. However, it performs in the same way as the rest of the discovery algorithms, when there are 8000 cases in the event log. In the case of precision, all the discovery algorithms performed very poorly and thus, all the discovery algorithms also had a poor F-score. Tables 4 and 5 represent the fitness quality of the process model from Fig. 4 and 8000 cases. sHM6, IM and FO performed well, again achieving the highest possible score. However, when the event log contained only 100 cases, the algorithms had a significantly lower performance regarding the fitness quality in two cases (sHM6 and FO). In the case of precision, all the discovery algorithms performed very poorly again and, thus, all the discovery algorithms also had a poor F-score. The comparison of the performance of particular discovery techniques listed in Tables 2  and 4 and then Tables 3 and 5 , respectively, demonstrates that in the case of a simpler process model seen in Fig. 3 , discovery algorithms performed better when using a smaller log, and in the case of a more complex model seen in Fig. 4 , discovery algorithms performed better when using a bigger log. However, the comparison of the performance of particular discovery techniques listed in Tables 2 and 3 and then  Tables 4 and 5 , shows that process models with 100 cases have worse overall performance than process models with 8000 cases.
Conclusion and discussion
Based on the evaluation of benchmark results of chosen discovery algorithms, the discovery algorithms perform better overall with more extensive event logs (Tables 2 and 4 , 3 and 5, respectively), which makes sense because the more information is contained in the event log, the better process models are produced by discovery techniques in general. However, on the other hand, the discovery algorithms that use less extensive event logs perform better, discovering less complex process models (Tables 2 and 3 , 4 and 5, respectively). This also makes sense, because if the discovery algorithm has only limited information available in the log, the less complex models are more reliable to discover respecting the quality dimensions. At some point, Table 4 also shows that the decreasing values of precision have a negative influence on achieved values of fitness. The results above have a practical impact on the management of business processes, as, under the circumstances of Industry 4.0, it makes much more sense to consider adjusting the design of business processes to the available imperfect analytical tools.
It should be considered that one of the essential current problems of automated process discovery techniques is scalability due to a large amount of data that is generated and recorded by information systems and that has to be processed. However, as demonstrated, the process discovery techniques can also have problems of an opposite nature. This is especially true for companies with long delivery cycles, long processing times and parallel production, which are also common within industrial and related sectors. This is also amplified through the vertical and, later, on an even larger scale through horizontal integration of the supply chain within Industry 4.0. The impact of vertical integration in the BPMN model and the chosen case identifier is apparent, as otherwise without the assumption of smart manufacturing, we would not be able to use the single case identifier throughout the entire simulation. The entire process would need to be divided into several subprocesses. The management of business processes is nowadays essential for many companies to be competitive. However, with further progress of the Industry 4.0 concept, the analysis of business processes should be considered as a result of imperfect analytical methods and the emphasis of customers on effectiveness.
